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ABSTRACT
In this thesis, a code framework is created to allow further insight into thermocapillary
driven ﬂows through direct numerical simulation of two-phase ﬂows. For the numerical
simulations, the full Navier-Stokes equations and energy equation are solved in a Volume
of Fluid framework.
To this end, the underlying sets of equations for each phase are conditioned, volume
averaged and added to obtain one set of equations valid within the whole physical domain,
incorporating the corresponding jump conditions. The interface between the two phases
is captured by piecewise linear reconstruction from the volume fraction ﬁeld. Apart from
providing a sharp interface, such a geometrical reconstruction allows a speciﬁc position
to store interface values and generate additional information around the interface via
subgrid-scale modeling.
For the energy transport in temperature form, a novel algorithm avoids mixed quan-
tities, as present in the one-ﬁeld formulation. Based on cut-cell methods, the interface
reconstruction is used to generate two grids on which phase speciﬁc, averaged, but not
mixed, quantities are stored for each phase. The exchange between both phases takes
place according to the jump condition at the reconstructed interface. Additionally, the
interface values are stored at the plane barycenters.
The thermal Marangoni forces are calculated directly from these interface temperatures
by discretizing the interface gradient. To prevent artiﬁcial accelerations in the vicinity
of the interface, the surface tension is applied via a balanced continuous surface force
algorithm.
A library of common macroscopic contact angle models and diﬀerent contact line ve-
locities is created to capture contact line dynamics. Based on the contact angle for each
contact line cell, the surface tension and normal vectors are adapted such that the interface
encloses this angle with the solid wall. Three algorithms are implemented for contact line
pinning.
The new developments are incorporated within the in-house code Free Surface 3D. They
are thoroughly validated, in isolation as well as in combination. With this extended frame-
work thermocapillary driven ﬂows are investigated in applications relevant for industrial
processes.
These investigations include short-scale Marangoni ﬂows in a ﬁlm on an evenly heated
horizontal wall with a structured surface. Simulations are performed to study the inﬂuence
of ﬁlm height, wall temperature, topography changes and the eﬀect of gravity on ﬂow
characteristics like interface velocity, ﬂow patterns and heat transport.
Furthermore, the physical mechanisms and acting forces of a thermally actuated droplet
on a inhomogeneously heated wall are investigated. The droplet motion is studied both
in two and three dimensions, where a movement either towards the cold or the warm side
can be observed.
The last application concerns liquid bridges as a model of half-zone melting, where the




Das Ziel der vorliegenden Dissertation ist die Entwicklung und Anwendung einer
numerischen Bibliothek, welche neue physikalische Einsichten für thermokapillare
Strömungen durch Direkte Numerische Simulation von Mehrphasenströmungen erlaubt.
Für diese Simulationen werden die Navier-Stokes Gleichungen und die Energiegleichung
mittels der Volume of Fluid Methode gelöst.
Hierzu werden die zugrunde liegenden Gleichungssysteme für jede Phase konditioniert,
über das Volumen gemittelt und summiert, so dass nur noch ein gemeinsames Gleichungs-
system vorliegt. Dieses System ist im gesamten physikalischen Gebiet gültig ist und ent-
hält Sprungbedingungen in den Schließungstermen. Die Grenzﬂäche zwischen den Phasen
wird stückweise durch eine lineare Fläche, basierend auf dem Volumenanteil, rekonstruiert.
Dies bietet, neben einer scharfen Darstellung der Grenzﬂäche, Interface-positionen für die
Diskretisierung von Grenzﬂächendaten und die Anwendung von Subgrid-Skalen Modellen.
Für den Energietransport in Temperaturform wird ein neuer Algorithmus entwickelt,
der Mischgrößen meidet, wie sie sonst in der Einfeld-Formulierung verwendet werden. Die
rekonstruierte Grenzﬂäche wird, basierend auf Cut-cell Methoden, dazu genutzt, zwei Git-
ter zu generieren, auf denen jeweils die phasenspeziﬁschen, aber nicht gemischten, Größen
gespeichert werden. Der Austausch zwischen den beiden Phasen geschieht den Sprungbe-
dingungen entsprechend an der Grenzﬂäche. Zusätzlich werden die Grenzﬂächengrößen an
den Schwerpunkten dieser Flächen gespeichert.
Die thermischen Marangonikräfte werden direkt von solchen Grenzﬂächentemperaturen
durch Diskretisierung des Oberﬂächengradienten bestimmt. Um parasitäre Beschleuni-
gungen in der Umgebung der Grenzﬂäche zu vermeiden, wird die Oberﬂächenspannung
balanciert mit der Continuous Surface Force Methode aufgeprägt.
Es werden Bibliotheken erstellt und implementiert mit häuﬁg genutzten Kontaktwinkel-
modellen und Algorithmen zur Berechnung der verschiedenen Kontaktliniengeschwindig-
keiten um die Dynamik der Kontaktlinie darzustellen. Basierend auf einem Kontaktwinkel
für jede Kontaktlinienzelle werden die Oberﬂächenspannung und der Normalenvektor der-
art angepasst, dass die Grenzﬂäche mit der Wand den entsprechenden Winkel einnimmt.
Für Kontaktlinienpinning wurden drei verschiedene Ansätze umgesetzt und untersucht.
Alle neu entwickelten Algorithmen werden in den hauseigenen Strömungslöser Free Sur-
face 3D inkorporiert und sowohl einzeln, als auch in Kombination, ausgiebig validiert. Mit
dem so erweiterten numerischen Framework werden im Anschluss thermokapillare Strö-
mungen und deren Potential in industriellen Prozessen untersucht.
Zu solchen Strömungen gehören auch kurzskalige Marangoni-Strömungen in Filmen auf
gleichmäßig beheizten, strukturierten Oberﬂächen. Simulationen werden durchgeführt, um
den Einﬂuss von Filmhöhe, der Wandtemperatur, topographischer Änderungen und der
Gravitation auf die Strömungscharakteristik, wie die Geschwindigkeit, Strömungsmuster
und Wärmetransport zu untersuchen.
Zudem werden die physikalischen Mechanismen und Kräfte für thermische Tropfenaktu-
ierung auf einer inhomogen beheizten Wand untersucht. Die Tropfenbewegung wird zwei-
und dreidimensional betrachtet, wobei eine Bewegung zur kalten als auch zur warmen
Seite hin beobachtet werden kann.
iv
Als letzter Anwendungsfall werden Flüssigkeitsbrücken als Modelle für Halbzonenschmelzver-
fahren betrachtet. Hierbei liegt der Fokus auf dem Einﬂuss des Kontaktwinkels und der
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Thus, from the start, mathematical fluid mechanics was discredited by engineers,
which resulted in an unfortunate split
between the field of hydraulics, observing phenomena
which could not be explained, and theoretical fluid mechanics
explaining phenomena which could not be observed.
— in the words of Chemistry Nobel Laureate Sir Cyril Hinshelwood concerning the
D’Alembert’s paradox.[5]
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p sample point m
S stress tensor kg/(m s2)
x, y, z Cartesian coordinates m
T temperature K
cp speciﬁc heat capacity m2/(s2 K)
p pressure kg/m s2
m˙ mass ﬂux kg/s
m˙′′′ volumetric mass ﬂux kg/(sm3)
m˙′′ area mass ﬂux kg/(sm2)
h enthalpy m2 kg/s2
r, R radius m
Dvg diﬀusivity of vapor in gas m2/s
yv vapor mass fraction m2/s
A area m2




λ thermal conductivity mkg/s3 K
β isobaric thermal expansion coeﬃcient 1/K
θ contact angle ◦
ρ density kg/m3
µ dynamic viscosity kg/(m s)
ν kinematic viscosity m2/s
σ surface tension kg/(s2 K )
σT temperature coeﬃcient of surface tension kg/(s2)
α volume fraction
χ phase indicator








CBC Convection boundedness criterium




CSF Continuous Surface Force
CSS Continuous Surface Stress
CUI Cubic Upwind Interpolation
CV control volume
FEM Finite Element Method
FS3D Free Surface 3 D





IFM Interface Formation Models
LS Level-set
Ma Marangoni number
MKT Molecular Kinetic Theory
NV Normalized Variables
NVD Normalized Variables Diagram
Nu Nusselt number
Oh Ohnesorge number
PLIC Piecewise linear interface reconstruction
Pr Prandtl number
QUICK Quadratic Upstream Interpolation for Convection Kinetics
Ra Rayleigh number
Re Reynolds number
TVD Total Variation Diminishing
UDS Upwind Diﬀerencing Scheme
VoF Volume of Fluid
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i.e. id est; that is to say
e.g. exempli gratia; for example
cf. confer;compare
et al. et alii; and others

















aU/D at upwind/downwind node
aΣ at interface
θd dynamic contact angle
θe equilibrium contact angle
θadv advancing contact angle






Over the last years, the interest in understanding micro-scale ﬂuid dynamics and heat
transfer has increased due to the promising potential in industrial applications, cf. [220,
86, 15, 162, 240]. For its eﬃcient use, including ﬂow control and thermal management, an
in-depth physical understanding is mandatory.
With the growing trend of fabricating multi-phase, micro-scale devices, there is an im-
perative need to develop analytical and numerical models, not only to help design, but
also to understand the associated physics, see [65].
Despite the extensive research eﬀorts in past decades, allowed by steadily increasing
computer power and improved numerical methods, the accurate numerical computation
of multi-physics in capillary ﬂows remains a considerable challenge. Several numerical
methods have been developed over the past 30 years to solve the mass, momentum and
energy conservation equations involving an interface between two ﬂuids. These methods
are brieﬂy presented in Sec. 2.1.
At the continuum level, the governing equations of a multiphase thermo-ﬂuid problem
are the conservation equations of mass, momentum and energy with the respective jump
conditions at the interface. The thermo-ﬂuid dynamic theoretical formulation of two-phase
ﬂow is discussed for instance in [204] and [95].
The central property of a two-phase system is the interface at which two phases meet.
The molecular view describes the interface as a layer of a few Ångström thickness in which
the molecules of each phase interact. In the continuum approach, it is the area in which
most of the ﬂuid’s physical properties change abruptly.
The ﬂuid interface has the tendency to acquire the least surface area possible due to
the molecular forces deﬁned as Gibbs free energy per surface area, see [135]. This eﬀect,
called surface tension, depends on other system properties like temperature or chemical
composition. For example, an inhomogeneous temperature ﬁeld or surfactant contaminated
interface causes the surface tension to vary along the interface. The gradient in surface
tension then introduces a tangential ﬂow along the interface. If a temperature gradient
along the interface is present, this eﬀect is named thermocapillary or Marangoni effect
after the physicist Carlo Marangoni who studied the eﬀect in his PhD thesis in 1865 . The
present thesis focuses on the numerical representation and investigation of thermocapillary
driven ﬂuid ﬂows.
Figure 1 summarizes the involved physical eﬀects and their interaction considered in the
present study, including heat transport, surface tension and wetting.
Marangoni eﬀects are often masked by gravitational eﬀects on earth [187, 109], but
gain importance in either microgravity environments or if the overall ﬂow dimensions
become small. This is the case for, e.g., microﬂuidic devices (drop reactors, droplet-micro-
propulsion [39]), thin ﬁlms [154, 108], liquid bridges [115], and heat pipes [36] for cooling
of electronic devices [181].
Microﬂuidic drop-reactors are reactors where a single drop is used as a biochemical reac-







Figure 1: Illustration of physical eﬀects considered in this thesis.
process. Thermocapillary induced ﬂows in droplets attached to a wall are investigated in
Sec. 6.2.
Thin ﬁlms also play an important role in many processes of industrial interest, e.g.
evaporation [35], condensation [5] and adsorption [111]. Marangoni ﬂows are here mainly
associated with two kinds of thermocapillary instabilities which are discussed in detail in
Sec. 6.1.1.
The setup of liquid bridges describes a ﬂuid suspended between two solid substrates.
If these substrates are of diﬀerent temperature, a ﬂow is induced as discussed in Sec. 6.3.
From the applied point of view, the liquid bridge is a scientiﬁc model of the industrial
ﬂoating-zone technique for growing the best quality of semiconductor crystals, widely
used in electronics [91, 115, 187].
1.2 structure of the dissertation
The structure of the presented thesis is the following: in Ch. 2, the existing literature on
thermocapillary ﬂuid motion is reviewed, including numerical methods for two-phase ﬂows
and wetting dynamics, followed by a summary of goals. In Ch. 3, the mathematical frame-
work for two-phase ﬂows is discussed. On the basis of this, Ch. 4 describes the numerical
algorithms and novel developments. The succeeding Ch.5 addresses the validation of the
extended numerical framework, allowing its application to industrial relevant processes in




2.1 numerical methods for multiphase flow
The numerical modeling of multi-phase, here in particular two-phase, ﬂows remains a
considerable challenge despite extensive research and the progresses in computer power.
Within Computational Fluid Dynamics (CFD), the Finite Volume Method (FVM) is
most used due to its concept of conservative discretization and easy implementation on
arbitrary meshes, structured and unstructured [84, 186]. FVM is characterized by asso-
ciating each mesh point of an existing grid to a finite volume or control volume (CV)
and applying the integral form of the conservation laws to each CV [60]. Structured grids
bare the advantage of allowing a direct and quick access to the neighboring cells based on
the unique mapping deﬁned by indices i, j, k and the linear address space (computational
space) [20]. For outer complex geometrical boundaries unstructured grids are preferred
since they do not have a particular ordering and can assume arbitrary shape. In this thesis
the outer physical domains exhibit simple geometrical shapes such that structured grids
are applicable.
Once a grid is established, the accurate numerical representation of the jump in material
quantities at the interface (IF) and tracing of the actual interface position contribute to the
challenges which must be faced. The numerical techniques for multi-phase ﬂows can be clas-
siﬁed as Interface Tracking or Lagrangian algorithms, Volume Tracking or Eulerian meth-
ods and combined Eulerian-Lagrangian methods as illustrated in Fig. 2, cf. [201, 222, 184].
Lagrangian methods track the interface explicitly by using separate, boundary ﬁtted grids
for each phase and applying the jump conditions directly at the interface such that these
methods oﬀer potentially the highest accuracy (see Fig. 2a). However, they struggle with
the disadvantages typical for mesh motion techniques like grid distortion accompanying
topological changes [146, 224].
In Eulerian algorithms, the interface is not explicitly tracked but captured by an ap-
propriate ﬁeld variable such as the volume fraction (Volume of Fluid (VoF) method
[43, 85, 114]) or a level-set (LS) [156, 215, 155]. Level-set based algorithms generally strug-
gle with mass conservation while they exhibit a clear advantage when the computation
(a) Interface tracking (b) Volume tracking (c) Front tracking
Figure 2: Illustration of diﬀerent numerical techniques for tracking the interface based on [54].
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of normal vectors and curvature of the interface is required. However, since evaporation
accompanying volume eﬀects are considered in this thesis as well, numerical mass loss
should be prevented which highlights the VoF method. The additional complexity for ac-
curate curvature and normal vector calculations is manageable on a structured Cartesian
grid. The VoF method introduces an additional transport equation for the volume fraction
which accepts values between zero and one to deduce the IF-position indicated in Fig. 2b.
The discretization of the volume fraction transport equation can be divided in two main
transport schemes, algebraic and geometric. While the geometrical transport is more diﬃ-
cult to implement, it keeps the interface sharp. Details on diﬀerent geometrical approaches
can be found in [244, 239, 75]. Whereas algebraic schemes are easier to implement, however,
they often struggle with smearing the interface (numerical diﬀusion), cf. [124, 81, 216]. The
well-known lower-order schemes, such as the ﬁrst-order upwind (UDS) and Lax-Friedrichs
schemes [208], are stable and unconditionally bounded, however, they tend to smear the
computed solutions. To remedy this defect of lower-order schemes, second-order upwind
[200], quadratic upstream interpolation for convective kinematics (QUICK)[124], cubic up-
wind interpolation (CUI) [4] and Lax-Wendroﬀ schemes [123], have been proposed. How-
ever, according to Godunov’s order barrier theorem [172], none of these high-order (HO-)
schemes possess boundedness. They tend to cause unphysical oscillations in the vicinity
of steep gradients and discontinuities, which destroy the numerical results and lead to nu-
merical instability. Combining the requirement of boundedness with HO-schemes produces
the high-resolution (HR-) schemes [81, 216]. The HR-schemes are discussed in more detail
in Sec. 4.4.5.
Algebraic schemes are often preferred for unstructured meshed domains [225], since the
geometrical reconstruction of the interface for an arbitrary cell shape can become very
diﬃcult as can be seen in [137]. For the present Cartesian, hexagonal mesh, we beneﬁt
from the accuracy of the geometrical method and reconstruct the position of the interface.
In addition to the transport of the volume fraction, the jump conditions have to be
incorporated into the transport equations. The surface tension is incorporated as a body
force, acting only in cells where the interface is present. An additional challenge can arise
in form of spurious currents. These currents are especially problematic for small Capillary
number ﬂows. It has been shown in [66, 169] that spurious currents can be drastically
reduced by discretizing the surface tension in the same manner as the pressure gradient.
Instead of advecting a scalar function by reconstructing the location of the interface in
a partially ﬁlled cell, it is also possible to use marker points which are moved with the
imposed velocity [228, 221]. Connected marker points can be used to track the boundary
between the two phases and are classiﬁed as an Eulerian-Lagragian method, see Fig, 2c.
The challenges which must be faced lie with the stretching and deformation of the interface
and how the Lagragian mesh (build by the markers) interacts with the underlying Eulerian
grid [222]. Other combined methods are, among others, the immersed boundary method
[161, 226] and the cut-cell method [227, 242].
Within the scope of this thesis, the geometric VoF approach is chosen due to the above
mentioned advantages. Details are given in Sec. 4.2 et seqq., using the code framework
Free Surface 3D (FS3D).
2.2 thermocapillary flows
Marangoni driven ﬂuid motion describes ﬂows induced by variable surface tension. Temper-
ature, species concentration, surface active molecules (surfactants), electric and magnetic
4
(a) Thermal Marangoni force; credit: http://iss.jaxa.jp (b) Intermolecular bonds
Figure 3: Illustration of thermal Marangoni eﬀect and sketched cohesive forces for molecules in the
interfacial region and within the bulk.
ﬁelds can cause such ﬂows via a spatial variation in surface tension. Focusing on the tem-
perature induced Maragnoni eﬀect, typically referred to as thermocapillary, the surface
tension gradient results from a temperature inhomogeneity along the interface. It is in-
tuitively clear that any variation in surface tension along an interface creates tangential
(shear) forces. Unless balanced by other forces, shear surface forces cannot be sustained in
a liquid at rest but will unavoidably set it into motion as illustrated in Fig. 3a.
To quantify the dependency of surface tension on temperature, a thorough understand-
ing of surface tension is needed. Once the Marangoni eﬀect is understood, the numerical
representation, its occurrence and potential in industrial processes are discussed.
The region between two phases, where the physical properties vary rapidly, is called the
interfacial region, see Fig. 4a. The thickness of this layer is ill-deﬁned because the variation
of physical properties across the interface is continuous [127].
A molecule in the vicinity of the interface is exposed to a diﬀerent environment than
inside the adjacent bulk phases, see Fig. 3b according to [121, 135]. Considering an interface
region in a one-component system between liquid and vapor, molecules have a weaker
binding energy than in the bulk phase. The arrows visualize the attraction between the
molecules, showing the missing bonds which need to be compensated by a positive free
energy. Hence, a larger surface requires a larger surface energy, leading to the characteristic
behavior of a liquid to minimize its surface.
Following Gibbs pioneering works [70], who found it convenient to consider the ideal-
ized system depicted in Fig. 4b, the interfacial region is a two-dimensional surface whose






(b) Gibbs model for interface
Figure 4: Varying thermodynamic property as a function perpendicular to the interface (a) and
the classical approach by Gibbs representing the interface layer by a dividing surface (b).
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position is determined by the requirement that the property under consideration should
maintain a uniform value in each bulk phase right up to the dividing interface, cf. [120].
Mathematically, the internal surface forces are represented by surface tension, deﬁned as





Considering the Gibbs-Duhem equation for an interface, it relates the surface tension σ
to the inner energy of the interface UΣ, the interface temperature TΣ and the interface
entropy SΣ as
σ = UΣ − TΣSΣ .
With the relations










the Gibbs-Duhem relation can be rephrased as








Interpreting TΣ∂SΣ/∂TΣ as the speciﬁc heat capacity of the interface Σ and following the
assumption of an interface without mass TΣ∂SΣ/∂TΣ = 0, it follows that SΣ = const and
hence
σ(TΣ) = σ0 − σT (T − T0)
with σ0 = σ(T0) and σT = −∂σ/∂TΣ. This relation is also known as the Eötvös rule
after the Hungarian physicist Loránd Eötvös [52]. For nearly all ﬂuids, the surface tension
decreases with increasing temperature.
Thermal Marangoni-induced ﬂuid motion, named after physicist Carlo Marangoni, is
present in a number of complex ﬂuid systems with increasing impact for conﬁgurations
with large surface to volume ratio or in microgravity environment [187, 147].
In the following, three representative examples with occurring Marangoni ﬂows are dis-
cussed, namely heated ﬁlms, droplets attached to walls with inhomogeneous temperature
proﬁles and liquid bridges as simpliﬁed numerical systems for the ﬂoating-zone method.
heated film
Thin ﬁlms play an important role in many processes of industrial interest, e.g. evapora-
tion [35], condensation [5] and adsorption [111]. Figure 5 displays a falling ﬁlm evaporator
within which thin liquid ﬁlms run down the heated outer walls. Since the pioneering works
on ﬁlm ﬂows, a lot of eﬀort has been put in explaining the underlying physics by exper-
imental, analytical and numerical studies [108]. Of special interest are instabilities which
occur when a smoothly varied control parameter results in a sudden change of the struc-
ture of a solution. A system is called stable if a perturbation to the system is damped
with time. This is reﬂected by the real part of the eigenvalue of the mode. A negative
eigenvalue shows a stable mode, a positive one reveals that the perturbation is ampliﬁed.
The most ampliﬁed mode is the mode with the highest real part of the eigenvalue.
These instabilities, if not damped, can induce waves, ﬂow patterns and ﬁlm rupture.








L ∼ 0.04m(∆ = 31.25µm)
>
Figure 5: Scale comparison of industrial falling film evaporator and numerical domain for a thin
film on a structured heated surface. Credits for picture left: http://grling.en.alibaba.com;
Top right: experimental picture by Technical University of Darmstadt, Technical Ther-
modynamics, Prof. P. Stephan.
transfer efficiency [245, 44, 6], film rupture leads to heat transfer deterioration. Hence, the
control of these instabilities is of great importance to the industry and, therefore, waves
and vortices induced by external forcing consequently moved into scientific focus.
There are two kinds of thermocapillary instabilities in liquid films: short- and long-wave
instability or P-mode and S-mode instabilities [74]. P-modes generally yield patterns with
typical length scale in the same order of magnitude as the depth of the fluid layer and
can even occur with a non-deformable free surface. On the opposite side, S-modes are
distinguished by their long-scale surface deformations with horizontal length scale much
larger than the depth of the layer as sketched in Fig. 5 (middle). If a film on a horizontal
planar surface is heated from below, a pattern formation from a critical temperature
difference between the wall and gas upwards can be observed, as visible in Fig. 6. Under
ideal conditions, hexagons occur in which the hot fluid rises in the middle, cools along the
surface, and sinks at the border to the adjacent cells, just to heat up along the bottom
again [50].
The first to study Bénard-Marangoni instability on a uniformly heated planar substrate
was Pearson in [160]. Later Davis summarized Marangoni and hydrothermal instabilities
in [40]. To control the Marangoni effect, thermal Marangoni stresses in liquid films can be
induced by using heated substrates with topography (Fig. 5, right), by non-uniform heating
of a planar substrate or by using substrates with non-uniform properties [68]. Since all these
measures lead to temperature gradients parallel to the interface, a thermocapillary flow is
always present, as visible on the right of Fig. 5, induced by the viscous stress and tangential
forces.
The effect of a non-uniformly heated substrate has been investigated in the long wave
approximation framework [217] and with VoF analysis in the context of thermocapillary
pumps [134]. Ismagilov et al. [96] studied the relation of intrinsic and topographically im-
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Figure 6: Bénard-Marangoni instability introduced convective cells: left in a heated pan (credit:
http://carsten.jäger-family.de/Diplom/index_e.html); right cell pattern can be found in
[138].
posed patterns experimentally. Further numerical investigations on grooved surfaces with
long-scale topography have been done, employing the long-wave approximation [180, 104].
Alexeev et al. [9] studied Marangoni convection on two topologically different shaped sub-
strates both experimentally and numerically in two space dimensions, solving the complete
two-phase Navier-Stokes equations in a VoF framework. The experimental investigations
have been performed in an open environment, not allowing to control the Biot number.
The observations which were made from the above could only provide evidence for the ex-
istence of vortices. The control of the Biot number and full two-dimensional observations
from the side remain an open subject.
Film rupture on grooved surfaces has been investigated experimentally in [246] and in the
framework of long wave theory [105]. The choice of describing the Marangoni effect either
by means of long wave theory or with full scale simulations depends on the ratio between
the film thickness and the characteristic length scale of the studied case. In Ch. 6 films
on an evenly heated structured surface with periodic rectangular cavities are investigated
both experimentally and numerically, where the dimensions of the structure and the film
are of the same magnitude.
drop actuation
Droplet actuation is attracting widespread attention because of its promising potential in
droplet-based devices developed for various applications in industry [39]. Small droplets
attached to a substrate can be actuated by numerous effects, including thermal, chemical,
electrochemical and electrical forces as shown in Fig. 7 published in [1]. Such actuated
droplets are of special interest in microgravity environments due to the lack of gravitational
forces as the driving mechanism. Despite this relevance, not all physical effects are fully
understood, especially in the context of contact line dynamics.
The movement of small droplets under the influence of gravity and inhomogeneous
temperature has been studied for nearly a century. Fedosov derived the stationary velocity
of a rising droplet due to a linear temperature field in 1948 in his PhD thesis, which was
published in 1956 in a Russian journal and only translated recently [59]. In [243], Young,
Goldstein and Block derived the well known steady migration velocity of a droplet under
the influence of gravity and a temperature gradient. Since then, droplet migration has
been the subject of numerous analytical, numerical and experimental parameter studies
concerning the influence of physical quantities on the steady migration velocity, see e.g.
[211, 78, 148, 131, 77, 219]. In all these studies, it is accepted that the droplet always
8
Figure 7: All terrain electrical droplet actuation driving a droplet uphill [1].
moves towards the hot region. This is supported by analytical solutions for the velocity
field in cases when a Stokes flow can be assumed [59, 243].
However, attaching such a droplet to a wall with a linear lateral temperature gradient,
the droplet migrates mostly towards the cold side as stated in [39]. Only very recently a
numerical study showed that for large contact angles, such an attached droplet can also
migrate towards the hot side. A thorough overview including thermal droplet actuation
for experimental, analytical and numerical studies up to 2005 can be found in [39]. So
far, most investigations, including experimental studies, covered only the parameter range
where the droplets move towards the cold region, namely fluid pairings which exhibit small
contact angles. In this region, where lubrication theory is valid, analytical, experimental,
and numerical studies show that the droplet either moves towards the cold side or does
not move at all, see e.g. [73, 205]. The latter case may appear depending on the foot length
of the droplet and the magnitude of the temperature gradient as shown in [165].
Numerical solutions of the full Navier-Stokes equations for a migrating droplet attached
to a wall were only performed within the last few years, opening a new field. Tseng et al.
conducted in [223] three-dimensional simulations in addition to their experiments. They
studied contact angles smaller than 90◦, but did not obtain quantitative agreement be-
tween their simulations and experiments. In the work of Nguyen and Chen [152], droplet
migration on a wall for squalane and silicon oil droplets was studied in two dimensions for
larger contact angles with an extended FEM Solver (COMSOL Multiphysics®). Although
an interesting study, they apparently neglected the interfacial gradient of the surface ten-
sion in the momentum jump condition which should influence the movement significantly.
Only very recently, Sui [212] tackled the question if droplets attached to a wall with a
lateral temperature gradient can migrate towards both sides. He found that they can in-
deed move towards the cold or hot region, or even not move at all, depending on the
contact angle and the viscosity ratio between inner and outer fluid. Furthermore, he stud-
ied the influence of contact angle hysteresis. His simulations are all two-dimensional. For
a comparison to experiments, which have yet to be conducted for larger contact angles,
fully three-dimensional simulations are currently missing. Moreover, to obtain the desired
deeper understanding of the direction-change, a numerical algorithm that is capable of ac-
curately capturing the multi-physics, especially contact line dynamics and variable surface
tension, is mandatory.
In Ch. 6 the influence of different physical parameters on the droplet behavior is studied.
An in-depth look at the acting forces and physical mechanisms allows for a deeper physical
understanding of the droplet behavior. Apparently for the first time, three-dimensional
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Figure 8: Visualization of two- and three-dimensional convective flow in liquid bridge experiments
[194].
simulations of thermal droplet migration on a wall for large contact angles are done and
compared to two-dimensional results.
liquid bridge
Liquid bridges with a cold, solid, planar wall at the bottom and a hot, solid, planar wall at
the top have been studied extensively in fundamental research as a model for a half-zone
melting, simplifying the full float-zone process. The research on such flows is mainly moti-
vated by their transition to oscillatory behavior because of its importance in technological
applications such as crystal growth for space-based manufacturing of semiconductor mate-
rial [191, 187]. The temperature gradient along the interface introduces a flow, no matter
how small, and no critical gradient is required. The basic two-dimensional state becomes
unstable for large enough temperature gradients due to hydrothermal wave instability, as
introduced in [206], and leads to an oscillatory time-dependent, three-dimensional state,
see Fig. 8.
The vast majority of liquid-bridge investigations performed have used silicon oil due
to its advantageous properties of being transparent, thus, permitting optical access and
the additional resistance to contamination. However, it is important to keep in mind that
molten silicon (as used for crystal growth) and silicon oils exhibit very different Prandtl
numbers [187, 128].
Up to now, most investigations are performed by experimental approaches. For detailed
reviews see [187, 110]. The existence of surface-tension-driven-flow in molten silicon was
confirmed for the first time during the floating-zone crystal growth experiment under a
microgravity condition in [53]. Until then, it had been believed that buoyancy effects were
the driving force.
Since then, the onset conditions of non-axisymmetric flow have been investigated by lin-
ear stability analysis, experiments and numerical simulations for different Prandtl numbers
[117, 142, 177, 192, 235].
Numerous parameter studies have been conducted, investigating the influence of aspect
ratio, generally given by the ratio of height to radius, and the volume [90, 31], interface
deformation [196, 116] and outer flow field conditions [197, 94].
However, an up to date literature survey reveals that full two-phase, three-dimensional
direct numerical simulations of liquid bridges with deformable interface, contact line pin-
ning on a continuous solid wall and using a Cartesian mesh seem to be missing. Hence,
such simulations are conducted to study qualitatively the influence of contact angle and
temperature gradient on the occurring flow patterns in Ch. 6.
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Figure 9: Occurrence of wetting in natural and industrial processes.
For the above listed processes, numerical studies are performed within the scope of this
thesis. For this purpose, assuming the linear relation between temperature and surface
tension, the surface gradient of the temperature must be determined. As mentioned in
Sec. 2.1, the VoF method is chosen in the present work as the underlying numerical dis-
cretization for two-phase flows. Within the VoF discretization of the classical one-field
formulation, the interface temperature is not given. Hence, the surface gradient can only
be determined by projecting the full gradient of the cell-centered, averaged temperatures
onto the surface [78, 27] or by reconstructing an interface temperature first and then dis-
cretizing the surface gradient directly [9, 131]. As shown in [9, 131], the reconstruction
of interface temperatures yields much more accurate results and will be pursued in this
thesis. However, the accuracy of the method strongly depends on the temperature field,
thus, the numerical heat transport is improved and extended in Sec. 4.4. There, a brief
discussion of the recent literature is given.
2.3 dynamic contact lines
In many natural and industrial processes the fluidic interface will meet and interact with
a third phase. The occurring triple line, the name stems from the presence of three phases,
is generally known as contact line (CL) if the third phase is a solid. Everyday we observe
this phenomenon when, for example, droplets sit at the window after heavy rain or simply
when enjoying the morning dew, see Fig. 9a. The deeper understanding of wetting is of
profound interest in industry. There, the optimization of processes such as curtain coating
(continuous process, see Fig. 9b) with regards to air-entrainment and coating velocity [236]
or inkjet printing (discrete coating) for the creation of e.g. P-OLED displays [203] as
mentioned by Sprittles and Shikhmurzaev in [210] motivates the ongoing research.
In spite of much research over the last century, see [16, 199, 207, 22, 12] as recommended
reviews, the knowledge about the exact mechanisms of how a contact line advances is still
limited.
Two challenges, as noted by Blake in [16], accompany the attempt to physically un-
derstand and mathematically describe dynamic wetting behavior. One derives from the
very broad variety of wetting processes and the second is due to the scales on which they
operate. These span from molecular to macroscopic, while mainly macroscopic quantities







Figure 10: Surface tension balance based on Young’s considerations.
The contact angle θ is formed between the tangent planes at the contact line (see
Fig. 10). As stated by Snoeijer and Andreotti [207], in the absence of external forces, the
minimization of the Gibbs free energy shows that the static, or equilibrium, contact angle
θe is determined by a balance between the solid-fluid σsf , the solid-liquid σsl and the
liquid-fluid σ surface tensions, i.e.
σsf = σsl + σ cos θe , (1)
which is known as Young’s law from the year 1805. In Fig. 101 the general fluid has been
replaced by a gas with the subscript g.
In general, only σ is measurable, but in combination with the contact angle we obtain
information about the difference σsf − σsl.
In many situations however, one will not observe θe, but an angle within a finite interval
θr < θ < θa, (2)
where θa and θr are, respectively, the advancing and the receding contact angles. The
phenomenon that the contact angle changes without the contact line moving and the
fact that the contact angle is depending on the former motion direction is known as CA-
hysteresis [46]. This definition can be misleading and only refers to the contact angle being
non-unique, different to the typical hysteresis phenomena known from electromagnetic or
elastic behaviors. De Gennes in [41] states two main reasons for this phenomenon
1. surface roughness [103, 140],
2. chemical contamination [29].
The effect is illustrated in Fig. 11 where in a) a non-moving drop on an inclined plate ex-
hibits different left and right contact angels. The overall phenomenon can also be portrayed
in the graph seen in Fig. 11b according to Dussan’s graph in [46].
Hysteresis also makes it difficult for experimentalists to determine θe. Contamination
and substance remainders from earlier measurements might falsify their results.
In [46], Dussan gives a detailed review on the significance of experiments, not only to
determine θe, but also to study its dynamic behavior, meaning its dependence on the
CL-velocity Ucl. De Gennes suggests two requirements for the successful execution of such
measurements in [41]. First is the elimination of hysteresis by ensuring clean experimental
1 The figure, although often found in literature, might be misleading since the force balance only holds parallel
to the wall. The surface tension component normal to the wall has to be balanced by some adhesion forces.
Fig. 10 is also misleading concerning the size of the surface tension force between gas and solid σsg.
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conditions and careful initialisation, second is a simple flow geometry which allows the
elimination of other effects like gravity and inertial effects and an accessible observation
of the contact angle and CL-velocity.
Two exemplary experimental setups are mentioned here, due to their commonness to
provide high quality results/data. The first is the glass capillary chosen by Hoffman in
[89]. In his experiments, he measured the contact angle for different fluids and velocities






for partial wetting with the shift factor f−1Hoff (θe) compared to complete wetting. It should
be noted here that especially the expression for partial wetting has been questioned in
literature, cf. [12].
Since Hoffman did not give an expression for fHoff , there have been numerous attempts
to find fHoff . A detailed overview can be found in [12], where one also finds the famous
Kistler’s correlation. Moreover, while Eq. 3 is independent of the flow geometry, the results
in [151] indicate that there is a dependency on the diameter of the capillary.
The second famous empirical relation between a dynamic contact angle, the material
pairing and CL-speed is an out-of-balance Young’s force
cos(θd) − cos(θe)
cos(θe)
= f(Ca) , (4)
as e.g. formulated by Jiang [102] and Bracke [26]. While Jiang chose a capillary setup,
Bracke measured the contact angle relation at a strip pulled from a large pool. Another
often used and simple setup, motivated by its direct connection to industrial purposes, is
the spreading of a single droplet on a substrate as used in [218, 122].
Since the first experiments, the improvement of optical measurement devices has led to
improved and more accurate results for a broad spectrum of material pairings and impact
velocities; see for instance [122, 202, 14, 136].
The experimentally observed contact angles build the upper limit of the scales mentioned
by Blake in [16], approx. ∼ 100µm. This leads to the name apparent contact angle θapp.
At this distance, the fluid’s profile is close to a wedge. In addition, note that despite
the broad parameter spectra within the above named experiments, the found empirical
relations are still closely bound to the setups. The results by Ngan and Dussan in [151]
already indicated that the contact angle might also be influenced by the geometry of




(a) Advancing and receding contact angle for a





(b) Hysteresis diagram: Change
of contact angle with CL
speed
Figure 11: The effect of hysteresis.
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Figure 12: Famous experiment in [48] to visualize rolling motion in a honey droplet marked with
dye.
showing that the dynamic contact angle is not only a function of CL-speed and material
properties, but it depends also on the outer conditions.
To further understand the actual ﬂow ﬁeld, Dussan and Davis marked in a qualitative
experiment the interface of a droplet with dye sliding down a plate [48]. The observed
rolling motion (see Fig 12) contradicts one of the most famous continuum mechanics ap-
proaches which assumes a sliding motion. The rolling motion was quantiﬁed in [30].
To describe theoretically the above observed phenomena, a few approaches exist which
boil down to essentially three kinds [16], namely hydrodynamic theory (HDT), molecular
kinetic theory (MKT) and interface formation models (IFM).
Models based on hydrodynamic theory (HDT) emphasise viscous dissipation within the
wedge of liquid near the moving contact line as the reason for the observed deviation of
the dynamic contact angle in experiments compared to the equilibrium contact angle, cf.
[93, 46, 79, 233, 47, 92, 150, 218, 88, 49].
The hydrodynamic behavior in the vicinity of the contact line can in essence be described
by a corner ﬂow as stated in [93]. Deﬁning a local Reynolds number, this Reynolds number
is typically very small and inertia can be neglected. In addition, the viscous stress near
the contact line scales as ∼ µUcl/r with µ being the dynamical viscosity of the liquid. As
summarized in [22, 41], the viscous energy dissipation dE˙, per unit contact line, between




∼ µU2d ln(r) ,
showing that it is not integrable at r = 0 and∞. To overcome this problem, one requires a
cutoﬀ at both small and large scales [48, 93]. Typically, these cutoﬀs appear at the molec-
ular scale (∼ 10−9m) and at the scale of the capillary length lγ (10−3 m), see Fig. 13. Each
order of magnitude between the microscopic and macroscopic scale contributes a compara-







Figure 13: Typical scales present in contact line problems.
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These features of moving contact lines were ﬁrst appreciated by Huh and Scriven in
[93], who analytically solved the ﬂow in a wedge using similarity solutions and assuming
a perfectly planar liquid-vapor interface for a Stokes ﬂow based on [145].
Limiting θ to small angles, the balance between capillary and viscous stresses is most
easily captured by lubrication theory [154] and the Stokes equation reduce to a third-







A solution has been provided amongst others by Voinov in [233]
h′(x)3 = θ(x)3 = θ3m + 9Ca ln(x/lm) . (5)
This relation reveals the viscous bending of the interface, since the jump between bulk
pressures must be balanced by the capillary pressure. The contact angle varies logarith-
mically with the distance to the contact line as illustrated in Fig. 13 in the middle. This
asymptotic solution by Voinov is valid up to large distances x→∞ and has the convenient
property that the macroscopic curvature h′′(∞) is zero, which can thus be imposed as a
macroscopic matching condition for advancing contact lines. Equation 5 can be generalized
to ﬂows with large contact angles, i.e., beyond the assumptions of the lubrication approx-
imation [37, 233]. Surprisingly, the generalized result for θ(x) is almost identical within a
few percent. Indeed, Voinov’s solution accurately describes the onset of the viscous regime
and bridges the gap between molecular and macroscopic scales. The matching of the equi-
librium solution to the mesoscopic/hydrodynamic solution provides the relation between
θ and Ca as in [37, 87, 233] and can be reduced to the Cox-Voinov law
θ3app = θ
3
m + 9Ca ln(ζlo/li) .
Here lo is an outer (macroscopic) length, e.g. the capillary length, whereas li is an inner
(microscopic) length that represents the molecular processes that regularize the viscous
singularity. The numerical constant ζ is non-universal and depends on details of the mi-
croscopic and macroscopic boundary conditions [37, 51].
The microscopic angle θm is usually governed by short-range intermolecular forces and
retains its static value θe, though empirical relationships between θm and Ucl have also
been proposed.
As mentioned above, the wetting hydrodynamic encounters a stress singularity for r →
0. To overcome this singularity, three diﬀerent physical mechanisms can be introduced,
namely slip, molecular interactions, and diﬀusion. Most approaches use the assumption
of local slip in the vicinity of the contact line. The associated slip-length is much smaller
than all other length scales, normally in the range of a few nano-meters.
Despite the wide acceptance of HDT, critics point out that there is no direct evidence
of viscous bending to the extent required to explain the wide velocity dependence of
the dynamic contact angle seen in experiments. A thorough experimental study revealed
signiﬁcant discrepancies with the predictions of the standard hydrodynamic model at
distances below 10 µm from the contact line, concluding that the microscopic contact
angle also depends on the CL-speed [195]. It has further been criticized that in the very
formulation of the problem, it is assumed that the contact angle is not part of the solution
but has to be prescribed [199, 210]. Thus, Shikhmurzaev states that some essential physical
mechanism is not accounted for in HDT.
15
For the sake of completeness, the main principles of molecular kinetic theory (MKT) and
interface formation model (IFM) are outlined in the following. They will be of no further
interest in this work but might be pursued in future works. MKT discards dissipation
due to viscous ﬂow and focuses instead on the process of attachment or detachment of
ﬂuid molecules to and from the surface occurring in the immediate vicinity of the moving
contact line [12, 33, 19, 175]. This approach stems from the works outlined in [71], where
liquid transport is described as a stress-modiﬁed molecular rate process. This leads to a
velocity-dependent microscopic contact angle θd = θm, where the channel of dissipation
is eﬀectively the dynamic friction associated with the moving contact line [42]. Thus, two
length scales are present: the molecular scale where dissipation occurs and the macroscopic
scale where its eﬀects can be seen.
The approach of IFM has been proposed by Shikhmurzaev [198, 199]. His continuum
treatment accommodates non-equilibrium thermodynamics with interfacial mass densities
to describe dissipation due to the interfacial creation and destruction processes occurring
as the contact line moves across the solid surface, but also includes dissipation through
standard hydrodynamic channels. As a consequence, the microscopic dynamic contact
angle is linked directly to the ﬂow and is not an independent quantity. Thereby hydro-
dynamic assist can be described accurately. For simpliﬁed conditions, e.g. low capillary
and Reynolds number, analytical expressions can be found, which are able to describe the
experimental results accurately. While these solutions often reduce to a HDT similar ex-
pression, the full system oﬀers the possibility of numerically describing high-speed coating
ﬂows in an entirely self-consistent way. A key element of the method is a material ﬂux
from one interface to the other through the contact line while the contact line advances
and the liquid-gas interface is transferred onto the solid-liquid interface. This ﬂux can be
experimentally observed [48], but is missing in the HDT model.
Recently it was noted that the model by Shikhmurzaev misses one additional condition
for the contact line [13, 24].
Regarding additional multi-physics in contact line modeling, the literature is still sparse.
For an overview of heat transfer and evaporation in the vicinty of the contact line, cf. the
two recently published PhD theses [10, 61].
Exploiting the increase in computational power over the last decades, numerous recent
code developments aim at describing contact line dynamics accurately. A recent review
on that topic is given in [213]. The large scale diﬀerences in macroscopic ﬂow problems,
especially the associated slip-length which is much smaller than all other length scales
(range of a few nano-meters), makes the resolution of all length scales still impossible.
Therefore, most algorithms model only the macroscopic region for large scale simulations
which allows much coarser grids.
Within the VoF framework, the most common approaches alter the IF-orientation di-
rectly by inﬂuencing the surface tension forces at the wall. Changing the boundary con-
ditions (BC) for the volume fraction in the vicinity of the contact line alters the normal
vectors according to
n = ex sin θ+ ey cos θ
and the curvature if the latter is directly based on the volume fraction as well. It is
even possible to only prescribe the normal vectors at the wall [168]. In codes where the
curvature is evaluated diﬀerently, the curvature has to be altered separately to account
for the interface orientation [2].
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Independently of the method, a contact angle has to be prescribed ﬁrst. The direct
application of the apparent contact angle from experimental correlations can be found
for example in [202] and [55]. In experiments, as mentioned above, the angle is generally
measured at a certain distance from the wall, somewhere in the range of approximately
100µm, cf. [12]. The grid size should thus be within this region. Using HDT, Dupont and
Legendre in [45] and Sui and Spelt in [214] argue that the resolution of the intermediate
region - around 10µm - is suﬃcient. This is based on the discovery by Kafka and Dussan
in [106]: the interface in the outer region is mainly inﬂuenced by the inner region through
one parameter, namely the angle in the intermediate region. While Dupont and Legendre
predict the dynamic contact angle in their VoF code with the correlation given in [150], Sui
and Spelt use directly Cox’s theory [37] with a LS-approach. Both algorithms also use an
additional slip condition at the wall which reduces the mesh dependency. Contrary to this,
the approach in [3] employs HDT by applying the relation between the apparent contact
angle in the outer region with the dynamic contact angle in the intermediate region. Thus,
instead of having the static contact angle as an input parameter, they use θapp which
they extract from the simulations by a simple ﬁtting of the interface in the neighborhood
of the contact line. However, such a ﬁtting can become expensive in three dimensions
and still requires a resolution of about 10µm. Furthermore, they do not introduce a slip-
length, but use the “inherent slip” of the staggered grid that is used. They achieve mesh
independency to a very good degree and no numerical input parameters are necessary.
Inherent slip length was discussed before in [168].
The inherent slip bears a challenge for the correct representation of hysteresis in VoF
codes. To counteract the slip, a straight forward idea is to set a Dirichlet boundary con-
dition for the volume fraction within the hysteresis interval to prevent the contact line
from moving [129]. The BC for the volume fraction will inﬂuence the normal vectors and
thereby the transport algorithm. The current contact angle can then be deduced from the
BC and the present volume fraction value in the adjacent cell. Another algorithm for an
algebraic VoF method is suggested in [45]. The authors alter the surface tension along the
contact line in such a way that they cancel accelerations due to all other forces locally,
hence, the contact line will not move. Based on those forces they can also determine a
contact angle which they apply to the normal vectors and allows to check if the contact
angle lies still within the hysteresis interval. In [55], hysteresis is implemented by altering
the volume fraction transport based on the PLIC-reconstruction. The PLIC-plane is lim-
ited to a rotating movement around the contact line. All three approaches are adapted
and tested in the present thesis.
In addition, the works by Spelt [209] and Park and Kang [158] should be mentioned
here. Both have proposed well-performing and interesting approaches for hysteresis with
LS-algorithms.
2.4 objectives
Former works at the Technical University of Darmstadt have laid the foundation for this
thesis and covered some aspects within. Chen Ma developed a numerical framework to
investigate thermocapillary driven ﬂows with evaporation in his PhD thesis [130]. He in-
troduced the idea to use reconstructed interface temperatures directly to calculate temper-
ature gradients along the interface, which will be revisited in Sec. 4.3. However, the overall
surface tension treatment introduced spurious currents which falsify the results especially
for surface tension dominated ﬂows. In addition, he developed a two-scalar approach based
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on ghost-ﬁelds for the temperature transport. Despite these achievements, the code frame-
work was not able to capture complex ﬂows quantitatively. After careful testing, as shown
in Sec. 5.2, several deﬁciencies were discovered and the approach discarded for this thesis.
Regarding heat transport with evaporation and contact line dynamics, the PhD thesis
by Stefan Batzdorf [10] accomplished to capture the physics of droplets impinging on
superheated walls. However, the framework OpenFOAM, which was used in this work,
struggles excessively with spurious currents. Hence, the assumption of symmetry is often
necessary for slow ﬂows with large Capillary numbers. It further has been observed that
the application of diﬀerent algebraic transporting schemes for volume fraction and heat
transport lead to a discrepancy between the diﬀerent physical ﬁelds which reduces the
accuracy especially around the interface.
The contributions of this thesis aim to overcome the above mentioned issues and develop
a stable, general and accurate numerical framework which fully exploits the advantages
of a geometrical volume transport, a Cartesian mesh and a surface tension model with
close to none spurious currents. The focus lies on simulating two-phase ﬂow multi-physics
present in industrial relevant applications dominated by thermocapillary eﬀects. The goals
include speciﬁcally:
• development of an accurate, fast and stable numerical algorithm based on the VoF
method to simulate general two-phase ﬂow including variable surface tension, heat
transport with evaporation and wetting dynamics including the hysteresis eﬀect;
• validation of the code framework by comparing the numerical results to experimental
observations and analytic solutions;
• investigation of industrial relevant processes inﬂuenced by thermocapillary eﬀects,
e.g.:
– potential of ﬂow stabilization and improved heat transfer in thin ﬁlms
– micro propulsion of droplets attached to ideal surfaces
– eﬀect of wetting behavior on ﬂow patterns in liquid bridges.
The development of the state-of-the-art VoF based framework includes a non-constant
surface tension depending directly on reconstructed interface temperatures, a cut-cell ap-
proach for the heat-transport resulting in two separately transported temperature ﬁelds,
and the accurate treatment of contact line dynamics producing nearly grid-resolution in-
dependent results.
To the authors knowledge, there is no present study including this variety of multi-phase




MATHEMATICAL MODEL ING OF FLU ID DYNAMICS
This chapter describes the continuum mechanical set of equations which is capable of
capturing all physical eﬀects necessary to describe the considered thermocapillary driven
ﬂows. This includes the balance equations for the conserved quantities mass, momentum
and energy, and the necessary conditions at the interface as well as the special treatment
of the case when the interface meets a solid wall. At the end of the chapter, an overview of
dimensionless numbers useful for expressing ﬂow properties in the upcoming investigations
is given. Section 3.1 closely follows the modeling in [57].
3.1 continuum mechanics
In this work, incompressible two-phase ﬂows of immiscible Newtonian ﬂuids with addi-
tional heat transfer and a variable surface tension for the deformable interface are con-
sidered. The mathematical model applied in this work is based on continuum mechanics
and employs a sharp interface, i.e. the deformable, free boundary between the two phases
is assumed to have zero thickness. The resulting two-phase model consists of two sets of
equations in the two bulk phases and additional transmission and jump conditions at the
interface as discussed e.g. in [204, 95].
Inside the bulk phases, the continuity and incompressible Navier-Stokes equations hold,
expressing the balance of mass and momentum. The temperature is determined by solving
the temperature form of the energy balance. We employ the Boussinesq approximation to
take into account the temperature-dependent buoyancy eﬀect, while neglecting compress-
ibility eﬀects in the bulk phases. The latter assumption is also justiﬁed for the gas phase,
since the gas phase velocities in situations under consideration are much smaller than the
speed of sound. Within the Boussinesq approximation, the density is considered constant
in the mass balance. Hence the continuity equation reduces to
∇ · u = 0 in Ω \ Σ , (6)
where u is the velocity of the ﬂuids.
The momentum equation has the form
∂t (ρu) +∇ · (ρu⊗ u) = −∇p+∇ · S+ gρ0 (1− β (T − T0)) in Ω \ Σ (7)







where µ is the dynamical viscosity. The last term in Eq. 7 expresses the Boussinesq ap-
proximation to account for thermally driven buoyancy eﬀects, with β being the isobaric
thermal expansion coeﬃcient and T0 a reference temperature with ρ0 = ρ(T0) .
Conservation of energy is used in the temperature form, i.e.
∂t (ρcpT ) +∇ · (ρcpTu) = ∇ · (λ∇T ) + S : ∇u in Ω \ Σ (9)
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with heat capacity cp and thermal conductivity λ. The last term in Eq. 9, expressing viscous
heating, can be neglected in all the cases considered in this thesis.
In the above equations, the material properties ρ, µ and λ are assumed to be smooth
functions of time and space within each phase and undergo a discontinuity at the interface
Σ, where appropriate jump conditions have to be formulated to complement the balances
of mass, momentum and energy. To formulate these jump conditions, we denote the liquid
phase by the superscript l, and the continuous gas phase by g. In the following, the jump
of any quantity φ across the interface is given as
JφK = lim
ǫ→0+
[φ(x0 + ǫnΣ)− φ(x0 − ǫnΣ)] , (10)
where the surface normal nΣ is pointing from the liquid into the gas phase, say. The
following jump conditions include mass-exchange due to evaporation. We assume that
there is no slip between the phases at the interface so that the tangential velocities are
continuous. Furthermore, the jump condition for the mass ﬂuxes shows
Jρ (u− uΣ)K · nΣ = Jm˙K = 0 on Σ (11)
with m˙ denoting the mass ﬂux and uΣ the IF-velocity. The conservation of momentum
gives the jump condition for the stress at the interface as
Jρu⊗ (u− uΣ) + pI− SK · nΣ = fΣ on Σ , (12)
where fΣ is the surface force density. In the absence of intrinsic surface viscosities, which
is assumed throughout, fΣ can be expressed as
fΣ = σκnΣ +∇Σσ (13)
with κ being the sum of the principal curvatures, i.e.
κ = ∇ · (−nΣ) . (14)
We assume here that the surface tension depends only on temperature and, for simplicity,
that this dependence is given by the linear relationship known as the Eötvös rule, i.e.
σ(T ) = σ(T0) + σT (T − T0) , (15)
where the temperature coeﬃcient σT = ∂σ/∂T of the surface tension is negative, as it is
for most common liquids.
The temperature is assumed to be continuous at the interface,
JT K = 0 on Σ , (16)
since we assume vanishing entropy production on the interface. Employing Fourier’s law
for the discontinuous heat ﬂuxes, the jump of these is balanced by the latent heat JhK
according to
Jλ∇T K · nΣ + m˙JhK = 0 on Σ . (17)
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3.2 contact line dynamics
In the sharp interface model, the tangent plane of the ﬂuid/ﬂuid-interface forms a contact
angle θ at the contact line when in contact with a solid surface. In the absence of external
forces, the surface forces parallel to the wall acting at the contact line are in balance, i.e.
σsf = σsl + σfl cos θe. (18)
Here θe denotes the equilibrium contact angle, σsl the surface tension between the solid
phase and the liquid, σsf the surface tension between the solid phase and a ﬂuid and
σfl = σ. Equation 18 is the well-known Young’s equation.
The challenges arising from the CL-motion under the assumption of a no-slip BC have
been discussed in Sec. 2.3 and will not be repeated here. The dynamic contact angle gen-
erally depends on several parameters, e.g. the CL-speed, the material pairing, the texture
of the substrate, the temperature, etc.
The observed dynamic angle θd will further depend on the distance to the solid substrate.
Approaching the CL from measurable scales in experiments at around 100 µm and going
down towards the molecular scales, one expects a change in the contact angle due to
diﬀerent physical regimes closer to the wall (e.g. viscous bending, see Sec. 2.3).
Within this work, the dynamic contact angle will only be of interest at the scales of the
numerical resolution. Due to the speciﬁcs of the numerical method, CA models will be
limited to being derived by HDT or found through experiments.
Furthermore, only the dependency of the contact angle on the velocity of the contact
line and the material pairing which manifest in the static contact angle is considered, i.e.
θd = f(Ucl, θe). (19)
3.3 characteristic dimensionless numbers
At this point, several dimensionless numbers which are useful in the progress of this work
are listed and their general meaning summarized.




• Rayleigh number - Ra = buoyancy×momentum diffusivity




• Biot number - Bi = heat transfer resistances inside a fluid
heat transfer resistances at the interface
= hL
λ




















The characterisic length scale is given as L, U denotes the characteristic velocity and h




NUMERICAL MODEL ING : D IRECT NUMERICAL S IMULATION
4.1 introduction
To study thermocapillary ﬂows with a dynamically deforming interface in Sec. 6, direct
numerical simulations are conducted. In the present chapter, the numerical framework
necessary to perform such simulations is explained in detail. The simulations are carried out
with the in-house Volume of Fluid code “Free Surface 3D” (FS3D), originally developed
at the Institute of Aerospace Thermodynamics (ITLR), University Stuttgart, Germany,
see [170, 139]. Since then, the code has been massively expanded by the ITLR and the
group of Mathematical Modeling and Analysis at the TU Darmstadt, Germany. FS3D has
been validated for drop impact on a wetted surface [170], binary droplet collision [63, 62],
hydrodynamics of falling ﬁlms [8], species transport [23] and thermocapillary ﬂows [131].
Section 4.2 gives a brief overview of the Finite Volume approach in FS3D. For more
information on the Volume of Fluid method see [222], for speciﬁc details see [139].
The following sections describe in detail the numerical algorithms extended in this work,
including the treatment of a variable surface tension, cf. Sec. 4.3, and an accurate heat
transport, cf. Sec. 4.4. Additional remarks concerning evaporation are made in the respec-
tive passages. To allow applications including the interaction of the interface with a wall,
the numerical treatment of contact line dynamics is addressed in Sec. 4.5.
4.2 volume of fluid method
4.2.1 One-field Formulation
Within the Volume of Fluid (VoF) framework, a one-field formulation of the two-phase
equations (Eq. 6, 7 and 9) is derived, containing only a single set of equations which is
valid in both phases and at the interface. Using a Finite Volume spatial discretization,
the physical domain is subdivided into control volumes in which the averaged, extensive
quantities are stored.
The major challenge in simulating multi-phase problems is capturing the interface posi-
tion accurately. Considering only two-phase ﬂows in FS3D, the volume of one phase, here
the discontinuous phase Ωd, is tracked by introducing a so-called phase indicator
χd(x) =





The introduction of such a function was originally proposed in [43] and [85]. While χ is
equal to unity in one phase and zero in the other, the volume fraction ﬁeld α represents
the fractional volume of the cell occupied by the tracked ﬂuid. The quantity α is obtained






χd dV ; (21)
see Fig. 14 for a graphical illustration.
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Figure 14: Volume fraction ﬁeld α .
Volume averaging the Navier-Stokes equations over a control volume V for a certain
phase yields the phase speciﬁc averaged equations including the volume fraction. Adding
the expressions for both phases and introducing appropriate closure terms leads to the
following set of one-ﬁeld equations:
∇ · uV = 0 , (22)
∂t (ρV uM ) +∇ · (ρV uM ⊗ uM ) = −∇pV +∇ · SV + σκnΣδΣ (23)
+ σT∇ΣT‖∇α‖+ gρ0 (1− β (T − T0)) ,
∂t (ρV cpMTH) +∇ · (ρV cpMTHuM ) = ∇ · (λh∇TH) (24)
with the volume averaged velocity
uV = αu
d + (1− α)uc.
The superscripts d/c denote the discontinuous and continuous phase, while the subscripts
M , V and H indicate mass, volume and enthalpy average of a quantity φ, respectively,




, φV = α











Note here that the surface tension force is now incorporated as a volume force, expressed
by a source term. The last term on the right-hand side of the momentum equation denotes
the Boussinesq approximation to account for buoyancy eﬀects.
For details on the derivation of the averaged equations and the averaging process, we
refer to [97, 238].
In addition to the system of equations above, Eq. 23, an additional transport equation is
needed to determine the position of the interface. The transport of the α-ﬁeld is governed
by an advection equation according to
∂tα+ u
d · ∇α = 0. (25)
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The derivation of Eq. 25 is outlined in AppendixA. Note here that all quantities are volume
averaged. The averaging operators 〈〉 are dropped here for better readability. In general,
only one velocity, uM , is present within the algorithm. Without evaporation, the phase
averaged velocity ud is equal to uM , since the relative velocity ur = ud − uc is zero.
When phase change is considered in form of evaporation, the overall set of equations
needs to be extended to







∂t (ρV uM ) +∇ · (ρV uM ⊗ uM ) = −∇pV +∇ · SV + σκnΣδΣ (27)
∂t (ρV cpMTH) +∇ · (ρV cpMTHuM ) = ∇ · (λh∇T ) + ∆hm˙
′′′ , (28)
∂tα+ u




Here m˙′′′ denotes the volume speciﬁc mass ﬂux. The modeling of the mass ﬂux is discussed
in Sec. 4.4.4 and depends on whether a one-component or multi-component system is
considered. The detailed derivation of the above equations, Eq. 28 and Eq. 29, is given
in AppendixA. If the vapor phase is considered a dilute species within an inert gas, an
additional equation
∂tαv + u
c · ∇αv = −∇ · (Dvg∇αv)−
m˙′′′
ρc
is to be solved, where αv is the scalar ﬁeld for the vapor phase and Dvg is the diﬀusion
coeﬃcient of the vapor within the gas.
In the case of evaporation, the assumption of ur = 0 is not valid anymore. However, as
derived in [132], ud and uc can be expressed by uM according to
ud = uV + (1− α)ur , u
c = uV − αur ,
uM = uV + JρKα(1− α)
ρV
ur. (30)
The details are given in AppendixA.
4.2.2 Discretization and Boundary Conditions
In FS3D, the subdivision of the physical domain is done via an Eulerian, Cartesian mesh.
In the FVM, the integral form of the one-ﬁeld equations is applied to each control volume,
i.e. cell, separately. The ﬂuxes (diﬀusive and convective) from one cell to a neighboring
cell stem from the Gauss-Theorem and are discretized at the center of each cell face. All
quantities are stored either in the cell center or on the cell face center, depending on being
a scalar or a vector. Figure 15a explains the storage on a staggered grid as it has been used
in [80]. This arrangement prevents a decoupling of the pressure and velocity ﬁelds which
can otherwise lead to checkerboarding eﬀects [232].
To apply the boundary conditions, two layers of so-called dummy cells are used, as
shown in Fig. 15a. In these, the computed ﬁelds are continued, fulﬁlling the discrete form
of the boundary conditions. The introduction of dummy cells allows the use of the same
discretization schemes close to the boundaries as in the rest of the domain, cf. [126].
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Figure 15: Storing of physical quantities on the staggered grid and geometrical α-transport.
4.2.3 Volume Tracking
The numerical treatment of Eq. 25 is of special interest, since it provides information
about the position and orientation of the interface. In FS3D, due to the Cartesian mesh,
a directional split algorithm is applied for the calculation of the convective and diﬀusive
ﬂuxes. Hence, the full transport is divided into three successive one-dimensional, discrete
transport steps. This simpliﬁes the transport while being second-order accurate when
permuting the order of the one-dimensional steps. However, after a one-dimensional step,
the velocity ﬁeld is in general not divergence free. Thus, not Eq. 25 is discretized but
∂tα+∇ · (αu) = α∇ · u . (31)

















The last term represents the divergence correction, adjusting the divergence after each
individual transport step. The determination of the convective ﬂuxes Fi+1/2, Fi−1/2 placed
at the cell sides is discussed next. Classical transport schemes, as described in [126, 222],
can lead to a numerical smearing of the interface. Especially in the present work, where
the focus is on surface tension driven phenomena, this is undesirable. Thus, a geometrical
advection algorithm is employed to keep the α-ﬁeld sharp. The Piecewise Linear Interface
Construction (PLIC) method by [239] is implemented in FS3D. Within this procedure, a





is calculated from the α-values with a 27 cell stencil pointing from the discontinuous
(α = 1) into the continuous phase (α = 0). From the volume fraction and the normal
vector, a plane is reconstructed in each IF-cell. An IF-cell in FS3D is characterized by
ǫ < α < (1− ǫ) where ǫ denotes the reconstruction tolerance set to 10−6 by default.
Additionally, a bounding box based on the time step and the face-centered velocity is
determined, as visible in Fig. 15b. The volume enclosed by the box and the plane, in dark
gray in Fig. 15b, multiplied by the velocity yields the volume ﬂux over the cell face.
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4.2.4 FS3D: General Algorithm
Convection
From old timestep:










Figure 16: Algorithm of FS3D.
The overall algorithm for the hydrodynamics in FS3D is displayed in Fig. 16. The algo-
rithm contains the following steps: update of the velocity based on convective and diﬀusive
ﬂuxes, computation of accelerations due to surface and body forces, and projection of the
updated velocity u∗∗ onto a divergence free velocity ﬁeld un+1 via the pressure correction,
where in FS3D the projection method originating in [34] is employed. The method couples


















The divergence of uM due to evaporation is given by












The momentum ﬂuxes in FS3D are determined by a second-order Gudonov scheme with the
monotonized central ﬂux limiter by van Leer, see Sec. 4.4.5 and cf. [126]. Unlike standard
upwind diﬀerencing methods, such schemes couple the spatial and temporal discretization
by propagating information along characteristics. This approach leads to a robust higher-
order discretization with excellent phase-error properties, see [11]. The viscous ﬂuxes are
calculated via discretizing the Laplace operator directly with central diﬀerences. The ac-
celerations in IF-cells due to surface stresses are discussed later in Sec. 4.3.
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To ensure the stability of the whole algorithm, the time step is automatically adapted in
each iteration. The limit is given by the lowest term among the classical Courant-Friedrichs-
Lewy (CFL) condition, the propagation velocity of a capillary wave on the surface and the
stability condition for a forward-term centered space discretization, as described in [166].
4.3 variable surface tension treatment
This section discusses the treatment of a temperature depending surface tension within
FS3D. To place the new developments within the existing framework, the works [8] and
[131] have to be mentioned.
Albert et al. [8] included the surface tension model Continuum Surface Force in a bal-
anced formulation with a curvature estimation based on [164]. Marangoni forces were
implemented before in [131], however, in combination with the surface tension model Con-
tinuum Surface Stress which exhibited large spurious currents prohibiting better results.
In the following, the surface tension models implemented in FS3D are described, followed
by the treatment of Marangoni forces, including an improved method of applying the
acceleration due to this eﬀect.
4.3.1 Surface Tension
In all industrial relevant test cases studied in Sec. 6, the surface tension force
fΣ = σκnΣδΣ (37)
plays a crucial role, making its correct discretization necessary to achieve accurate simu-
lation results. In the VoF framework, the surface tension is implemented as a volumetric
force density in the vicinity of the interface. FS3D allows to choose between two widely
used models: Continuum Surface Stress (CSS)-model [118]
fΣ,CSS = −σ∇ · [(I− nΣ ⊗ nΣ) (∇α · nΣ)] (38)
and Continuum Surface Force (CSF)-model [25]
fΣ,CSF = σκ∇α. (39)
The incorporation of the surface tension in VoF simulations can lead to the well-known
problem of spurious currents around the interface which are especially problematic at
small capillary number ﬂows, as shown later in Fig. 35. These currents result in general
from the calculation of the gradient ∇α which should be oriented normal to the interface.
Since the volume fraction α is discretized on the Eulerian, Cartesian mesh, a completely
accurate calculation of the gradient is diﬃcult. The discrepancy leads to a surface tension
force that is not perfectly perpendicular to the interface. This introduces tangential force
components which can not be balanced by the pressure gradient. It has been shown in
[169] and [66] that spurious currents can be drastically reduced by discretizing ∇α in the
same way as ∇p. This approach is called balanced force implementation and included in
this manner in FS3D, see [8] and [21] for more detail. In his PhD thesis [7], Albert discusses
the challenge to implement CSS in a balanced formulation.
The curvature κ in Eq. 39 is calculated with height functions according to [164] and is





Figure 17: Height functions schematic in xy-plane.
Figure 17 explains the build-up of such heights on a 3× x (2D, or 3× 3× x in 3D) stencil.
The quantity x represents the variable length of the stencil, searching for each IF-cell in
both directions until a fully filled and an empty cell are found. With these heights, the






The advantage of this method is the convergence of second order.
The surface tension coefficient σ in Eq. 37 is not restricted to be constant, but is assumed
to be temperature dependent, as given in Eq. 15. This temperature dependence leads to
an additional tangential stress whose discretization is explained in the upcoming section.
The algorithms are exemplarily summarized below:
Algorithm 1 Continuum Surface Stress (CSS) algorithm
1: procedure CSS
call f_smooth→ α˜ ⊲ smoothing α-field
call grdf3d → n˜, ⊲ n˜ = ∇α˜/‖∇α˜‖
σ∇ · [(I− n˜Σ ⊗ n˜Σ) (∇α˜ · n˜Σ)] ⊲ Cell-centered ST
call force_cellside ⊲ Interpolate ST to cell-face
2: end procedure
Algorithm 2 Balanced Continuum Surface Force (CSF) algorithm
1: procedure balancedCSF
call curv_height→ κ ⊲ cell-centered curvature, see Alg. 3
Fi+1/2 = σi+1/2κi+1/2(αi+1 − αi)/∆x ⊲ Face-centered ST
2: end procedure
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Algorithm 3 Curvature calculation with height functions
1: procedure curv_height( in 2D)
2: for IF-cell do
call height_direction ⊲ depending on normal components
call variable_stencil_size → γ, δ ⊲ find next empty/full cell
3: if γ, δ is found then
hj =
∑i+δ






calculate h in other directions
transform all found heights to a global coordinate system
5: if (enough IF-points are found) then
fit polynomial → κ
6: else
calculate PLIC-centers xΣ






To capture the thermal Marangoni effect, which stems from the temperature dependence of
the surface tension σ = σ(T ), an interface temperature field TΣ and a correct discretization
of ∇Σσ are crucial. An implementation of thermocapillary forces has been done before in
[131], however, the surface tension effects were captured with a CSS model resulting in
large spurious currents. In the following, this approach is revisited, coupled with balanced
CSF and improved.
A linear relation between the temperature T and the surface tension is assumed, cf.
Eq. 15, which allows for the transformation
∇Σ (σ0 + σT (T − T0)) = σT∇ΣT . (41)
Hence, the focus moves towards the possibilities to discretize ∇ΣT .
Two implementations are feasible, where the second is to be preferred as shown in
Sec. 5.1.2. The first one avoids the need of an IF-temperature and depends directly on the
averaged temperatures. It makes use of the equality
∇ΣT = (I− nΣ ⊗ nΣ)∇T , (42)
such that a full gradient can be used and discretized with finite differences. This approach
has the advantage of being easy to implement, since only quantities that are already present
are used. However, the results are less accurate compared to the following approach.
Within the second approach, the surface gradient of the IF-temperature is discretized
directly. For this purpose, an IF-temperature TΣ for each IF-cell is determined. Details
can be found in Sec. 4.4, especially in 4.4.4. The IF-temperatures are determined at the








Figure 18: Calculation of surface gradient of the temperature based on IF-temperatures.
In addition to the IF-temperatures, the full temperature gradient is calculated and
projected on the interface to determine the direction of the largest temperature change
along the interface.
For the current IF-cell, the two closest neighboring IF-cells are searched for in direction
of the largest temperature change (see Fig. 18). With the IF-temperatures and the corre-























∆+∆− (∆+ + ∆−)
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In [131] the gradient is discretized with finite central differences.
The surface stress is implemented as a force density. Thus, it has to be multiplied with
the interface area AΣ. So far, this was done by multiplying the temperature surface gradient





The absolute value ‖∇α‖ > 0, however, is present in a narrow band around the interface.
Thus, to avoid an underestimation of the area, the share of ‖∇α‖ > 0 in cells where α = 0
or α = 1 has to be accounted for. This is realized with an interface correction that sums
up the area shares in the direct vicinity of the interface. For a non-interface cell where
‖∇α‖ > 0, the closest IF-cell is searched for and this share added to the area in the IF-cell.
In a final step, the cell-centered forces have to be assigned to the cell faces which is done
by a density weighted interpolation.
An example algorithm is given hereafter, summarizing the above presented steps.
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Algorithm 4 Thermal Marangoni force
1: procedure marangoni
2: for IF-cell do
call subgrid_modelling→ TΣ, xΣ ⊲ see Alg. 7
call surfgradT→ ∇ΣTΣ ⊲ central diﬀerences
call IFarea ⊲ correct surface area density




The subsequent section is concerned with the discretization and numerical solution of
the energy transport equations in temperature form, see Eq. 9. The accuracy of the heat
transport, especially in the vicinity of the interface, is of special interest due to the eﬀect
of the temperature on the hydrodynamics in form of Marangoni currents, buoyancy and
phase change.
Two approaches are discussed in the following. There are additional algorithms already
present in FS3D, see [132, 190]1, but these works were disregarded after careful testing,
see also Sec. 5.2.
The ﬁrst approach discretizes the “standard” one-ﬁeld formulation of the temperature
equation originally implemented by Hase [83]. The second is a two-ﬁeld approach which
employs a cut-cell method, ﬁrst developed in the master thesis [234].
The diﬀerence between the two approaches, as the names suggests, is the number of
scalar ﬁelds present to represent the temperature distribution. While in the well-known
one-ﬁeld approach only one temperature ﬁeld for both phases is present, the two-ﬁeld
approach transports a ﬁeld for each phase separately. The description of the methods, their
diﬀerences, advantages and disadvantages is elaborated in the following. In general, the
discussion will follow the structure of addressing the transport equations and discretization
ﬁrst, followed by the convective transport, the diﬀusive transport and the treatment around
the interface. Challenges accompanying each transport are addressed towards the end.
4.4.1 One-field Approach
As explained in Sec. 4.2, Eq. 9 is only valid within each phase. To obtain an expression that
is valid within the whole domain, the equations for both phases have to be conditioned
with the phase indicator and volume averaged as shown in detail in AppendixA.0.6.
In the one-ﬁeld formulation, the temperature equation without evaporation takes the
form
∂t (ρV cpMTH) +∇ · (ρV cpMTHuM ⊗ uM ) = ∇ · (λh∇TH) (46)
1 While Schlottke et al. in [190] pursue a similar approach as the later introduced so-called two-field approach,
several difficulties have been neglected, such as the small-cell problem and the new emerging unstructured
grid with difficulties as non-orthogonality. Ma and Bothe [132] applied a two-field approach coupled with
a ghost-field method that allows to use the present Cartesian grid. However, the necessary extrapolation
into the other phase for the ghost-field method misses a guideline by physical principals and can therefore







Figure 19: Control volume with indicated PLIC-plane and position of discretized values.
with the averaged temperature obtained by averaging the enthalpy, i.e.
TH =
αρdcdpT
d + (1− α)ρcccpT c
ρV cpM
.
The heat conductivity λh is averaged harmonically, as shown in Eq. 166, as motivated by
Patankar in [159], Sec. 4.2.3. The discretization, as described in Sec. 4.2.2, is done on the















∇ (TH)f · nf
)
Af∆t.
Here nf is the normal vector of the cell face f with the area Af , cf. Fig. 19. The quantities
(φ)c and (φ)f are the discrete values at the cell center of the CV with the volume V and
the cell face, respectively.
The advection of the enthalpy is strongly coupled with the volume fraction transport as




(ρV cpMTH)f Ff · nf
)
Af∆t . (48)
This prevents the decoupling of the α-ﬁeld and the temperature ﬁeld and ensures the
alignment of change in physical quantities to the interface reconstructed from α. Note here
that (ρcpMTH)f is needed at the cell face f . This poses a challenge due to the staggered grid
and the cell-centered scalar values (ρV cpMTH)c. The choice of the appropriate face-centered
value (φ)f is a topic of its own and leads to the so-called High-Resolution (HR-)schemes
discussed in Sec. 4.4.5.
The overall convective transport is done on the basis of the α-transport with a Strang-
splitting scheme in analogy to the α-transport and takes, in x-direction, the form
(ρV cpMTH)
∗
i − (ρV cpMTH)ni
∆t
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Figure 20: Two-ﬁeld approach for temperature transport: illustration of two temperature ﬁelds and
placement of discrete values.
The additional transport of the volumetric heat capacity is necessary to access the temper-
atures after each one-dimensional step. The same is done during the momentum convection.
There the density is transported analogously to access the velocities after each directional
step. The procedure is summarized in algorithm5, including diﬀusion.
The diﬀusive term is discretized by central diﬀerences and solved implicitly. The diﬀusive
heat ﬂux over the interface is already incorporated in the last term of Eq. 47 due to the
volume averaging process and the carefully chosen closure terms.
If phase change is considered, Eq. 46 is extended by a heat sink proportional to the mass
ﬂux and evaporation enthalpy m˙′′′∆hv, as derived in AppendixA. Diﬀerent models for the
mass ﬂux are given in Sec. 4.4.4.
If additional terms depending on the IF-temperature are discretized, e.g. Marangoni forces
or mass ﬂuxes, IF-values need to be deduced from the cell-centered temperature ﬁeld. For
a suﬃcient resolution, the assumption TΣ = TH might be justiﬁed, but becomes expensive
if the gradients become steep. To overcome this limitation, additional information in the
vicinity of the interface is created. Subgrid-models can determine the IF-temperature TΣ
at the PLIC-plane center based on the bulk temperatures via explicit use of the energy
jump condition normal to the interface, e.g. without evaporation Jλ∇T K · nΣ = 0 and
JT K = 0. Such subgrid-models are discussed in Sec. 4.4.4.
Algorithm 5 Algorithm to solve one-ﬁeld formulation of heat transport
1: procedure Energy1ScalarField
call convective_transport ⊲ directional split algorithm (alternating x,y,z)
determine face value (ρV cpMTH)f ⊲ HR-scheme
enthalpy ﬂuxes ⊲ use PLIC-based geometric ﬂux
update temperature based on ﬂuxes
call diffusive_transport ⊲ central diﬀerences, implicit
2: end procedure
4.4.2 Two-field Approach
The two-ﬁeld approach is motivated by the short-comings of the one-ﬁeld approach. These
drawbacks are based on the averaged quantities in IF-cells, making additional steps nec-
essary to deduce the IF-temperature to determine evaporation-based mass ﬂuxes or ac-
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celeration due to Marangoni forces. The two-ﬁeld approach overcomes these issues by
separating two temperature ﬁelds, one for each phase. The IF-temperature is given via the
jump condition between those two ﬁelds. The jump conditions are applied directly at the
geometrical IF-position given by the PLIC-plane and not smeared over several IF-cells.
In this approach, the PLIC-planes are used as a geometrical representation of the inter-
face between the phases, such that the Cartesian cells are cut and unstructured cells are
created, where the interface is present. Two grids emerge, similar to an interface tracking
algorithm, see Sec. 2.1, where the new cell faces, given by the PLIC planes, align with the
interface, see Fig 20a. This approach was ﬁrst developed in the master thesis [234], based
on former works in [132, 23].
The discrete values of the phase-speciﬁc volume averages are associated with the phase
centers in each control volume, centroid of each material control volume, and not with the
center of the Eulerian, Cartesian mesh, see Fig. 20b, as explained in AppendixA.






































where 〈T p〉p is the phase averaged temperature and V p the volume of the cut-cell.
Having now interface adjacent cells, whose shape strongly deviates from the Cartesian
cells elsewhere, introduces several challenges. The deviation of the phase centers from the
Cartesian cell centers, introduces a non-orthogonality eﬀect which has to be accounted
for in the discretization scheme. Figure 21a displays two cases where such a treatment is
necessary, e.g. either transport into or from an IF-cell, or transport between two IF-cells.







where nf is the component of the normal vector in the direction of the directional step
and both nf and α are taken from the partially ﬁlled cell. In [234], the approach is further
improved by an exact calculation of the phase center location which allows a discretiza-



















Figure 22: Two separate heat ﬂuxes in the two-ﬁeld approach.
although an interesting study, the more complex discretization does not reveal an improve-
ment justifying the additional expenses.
The convective transport is coupled with the volume fraction transport. The ﬂuxes Fpf






Fα,f if p = d
uf −Fα,f if p = c.
(53)
Within each phase, the ﬁelds are thus advected analogously to the phase transport. In
this way consistency between the temperature ﬁeld and the interface given by the VoF-
variable is ensured. Figure 22 illustrates how separate convective ﬂuxes for each phase are
determined and then added.
The same is done for the diﬀusive ﬂuxes within each phase. During the diﬀusive trans-
port, the heat ﬂux has to be monitored and limited in the context of the small-cell problem.
Due to the possibility of the appearance of very small cells, the time step restrictions deter-
mined from the Cartesian grid size might not be valid anymore. To circumvent extremely
small time steps, the diﬀusive heat ﬂux has thus to be limited for cases where the sign of
the local slope would otherwise change. This limitation is further discussed in Sec. 4.4.3.
So far, only the transport within each phase has been discussed. Across the interface,
the enthalpy is transported in an un-split manner normal to the interface. Hence, the
temperature derivative normal to the interface is calculated with the reconstructed inter-
face, see Fig. 23b. For this purpose, sample points are taken in the bulk phase, where the
temperature can be determined via trilinear interpolation. Assuming a physically moti-
vated ﬁtting for the temperature characteristics normal to the interface, see Sec. 4.4.4, the
normal derivative can be calculated.
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Algorithm 6 Algorithm to solve two-ﬁeld formulation of heat transport
1: procedure Energy2ScalarField
2: for phase=d do
call convective_transport ⊲ directional split algorithm (alternating x,y,z)
determine phase center distances ⊲ heuristic
determine face value (TH)f ⊲ HR-scheme
enthalpy ﬂuxes ⊲ use PLIC-based geometric ﬂux
update temperature based on ﬂuxes
3: end for
4: for phase=c do
call convective_transport ⊲ advect continuous phase
5: end for
call diffusive_IF_transport ⊲ unsplit, see Alg. 7
6: for phase=d do
call diffusive_transport ⊲ central diﬀerences, implicit
7: end for
8: for phase=c do




To achieve a numerically stable transport algorithm within the cut-cell approach, the
diﬀusive heat ﬂux limitation has to change locally, depending on the cell size. Limiting
the heat ﬂux by a Courant number (Co-) based time step could lead to a very small time
step for small cut cells compared to the surrounding Cartesian mesh. To circumvent an






1/∆x2 + 1/∆y2 + 1/∆z2
(54)
with generally Co = 0.5, a sub-time-stepping for the diﬀusion can be introduced, see e.g.
[132], or a ﬂux limiter. In this work two diﬀerent limiters are applied, the more expensive
sub-time-stepping is neglected. The ﬂux limiter approach allows a time step based on the
initial Cartesian mesh size. Considering a small cell, such a large time step can lead to
a violation of the monotonicity in the temperature ﬁeld. The cut-off-limiter, based on
the work [23], acts such that diﬀusion can only establish the thermodynamic equilibrium,
deﬁned by
(T )pf ,eq =
V p(i) 〈T p〉p (i) + V p(i+ 1) 〈T p〉p (i+ 1)
V p(i) + V p(i+ 1)
(55)







+ (1− α)ρcccp 〈T c〉c
αρdcdp + (1− α)ρcccp
(56)
in IF-cells. The heat ﬂux beyond this limit is discarded which reveals the drawback of the
method.
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(b) Sample points in continuous phase
Figure 23: Illustration of the application of the ﬂux-distribution-limiter for the small-cell problem
(a) and ﬁnding the sample points in the bulk phase for a subgrid-model (b).
A more sophisticated approach is the flux-distribution-limiter originally developed by
Chern and Colella [32]. For more details on the exact implementation in FS3D see the
master thesis [234]. The principle is easily understood with the help of Fig. 23a. A large
heat ﬂux into a small cell is evenly distributed towards the surrounding cells weighted by
the volume fractions. A similar approach was chosen in [132] for the redistribution of the
mass ﬂux due to phase change. There, the ﬂux distribution was weighted by the scalar
product of the normal vector with the distance vector from the PLIC-center.
In [234], another limiter was implemented and tested, referred to as cell-linking-limiter
[112, 101]. Based on the calculated phase centers of the cut cells, a small cell is combined
with a larger neighboring cell. A common phase center is calculated and both cells are
updated simultaneously. The approach shows promising potential but is not applied here
since the phase centers need to be calculated explicitly.
Note here that the current implementation does not consider the case where the interface
is in contact with a solid substrate. The same applies to subgrid-models discussed in the
following section.
4.4.4 Subgrid-models
In the following, special algorithms applied near the interface are discussed in detail. To
gain additional information in this region, the temperature proﬁle is reconstructed normal
to the interface based on the transmission and jump conditions and the adjacent discrete
temperature values at the cell/phase centers, see Fig. 24a. This is done by choosing sample
points pp1, p
p
2 in the bulk phases (p = c, d) based on a certain distance normal from the
PLIC-plane center dp1, d
p
2 as shown in Fig. 23b. The temperature at the sample points
is gained by trilinear interpolation. With the temperatures T p1 , T
p
2 and the additional
information provided by the jump condition, the IF-temperature can be determined via
interpolation or subgrid-modeling. Depending on the problem under consideration, one of
the three following options is chosen for cases without evaporation.
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u = (0, v, 0)
(b) Illustration of the subgrid-model
Figure 24: Exemplary temperature distribution normal to the interface and motivation for the
subgrid-model.
Linear approximation
T p(d) = cp1d+ c
p
2, (57)
where d is the distance from the interface. With the jump conditions
T d(xΣ) = T
c(xΣ) = TΣ, (58)
λd∇T d · nΣ|x=xΣ = λc∇T c · nΣ|x=xΣ , (59)
a system of equations is obtained and solved using the temperature values T d(pd1),T
c(pc1)
at the sample points. This yields the interface temperature used for the Marangoni force










dd1 = ||pd1 − xΣ|| and dc1 = ||pc1 − xΣ||. (61)
The gradients for the two-ﬁeld approach can now be computed according to
∇T d · nΣ|x=xΣ =
TΣ − T (pd1)
dd1
, (62)





Using the temperature at the second row of sampling points pd2, p
c
2, with the distance to
the interface dd2, d
c
2 deﬁned analogously to Eq. 61, the approximation
T p(d) = cp1d
2 + cp2d+ c
p
3 (64)
is inserted into the conditions in Eq. 59 at the interface to obtain a system of equations,
which is solved for the IF-temperature and the gradient. The IF-temperature is then given
by






2dd2 − dd1(dc2dd2)2) + T (pd1)λd((dd1dc2)2dc2 − dc1(dc2dd2)2)
−T (pc2)λc((dc1dd1)2dd2 − dd1(dc1dd2)2) + T (pd2)λd((dc1dd1)2dc2 − dc1(dd1dc2)2)]/ (65)
((dc1 − dc2)(dd1 − dd2)(dc2λddc1(dd1 + dd2) + dd1dd2λc(dc1 + dc2))) ,
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while the gradient is obtained from the following formulas:
∇T c · nΣ|x=xΣ = λd[T (pc1)((dd1dc2)2 − (dc2dd2)2)− T (pd1)((dc1dd2)2 − (dc2dd2)2)
− T (pc2)((dc1dd1)2 − (dc1dd2)2) + T (pd2)((dc1dd1)2 − (dd1dc2)2)]/ (66)
((dc1 − dc2)(dd1 − dd2)(dc2λddc1(dd1 + dd2) + dd1dd2λc(dc1 + dc2))) ,
∇T d · nΣ|x=xΣ =
λc
λd
∇T c · nΣ|x=xΣ .
Subgrid-modeling
Alternatively to the linear and quadratic approximation, subgrid-scale modeling can be
used to better approximate the temperature distribution around the interface. Currently,
it can only be used for one phase, while the proﬁle in the other phase has to be evaluated
with a linear approximation. Such subgrid-scale modeling has been used before in [23] and
[132]. Both based their derivation on a local view of a small region close to the interface,
which they assumed to be planar with a tangential ﬂow with constant velocity v as can be
seen in Fig. 24b. The IF-temperature is known and a stationary proﬁle with zero velocity
gradient normal to the interface is assumed. The diﬀusion along the ﬂow direction is
negligible. With the boundary conditions
T (y = 0) = T∞, T (x = 0) = TΣ , T (x→∞)→ T∞, (67)










This equation has the following analytical solution
T (x, y) = T∞ + (TΣ − T∞)(1− erf( x
δx(y)





The local boundary thickness δx(y) is not known in advance but is determined numerically
from the temperature data at the sample point closest to the interface using the rearranged
equation




TΣ − T∞ (71)
and γ = x/δx(y). It is important that the sample point is within the boundary layer at
the interface. Otherwise, the solution will not converge to a physical distribution as the
inﬂuence of the boundary layer can not inﬂuence the solution at that point. Using the
standard Newton algorithm, the iteration scheme is






After the iterations converged up to a suﬃcient tolerance, the boundary layer thickness
can be obtained from γ. Then, Eq. 69 can be evaluated. The gradient is obtained with





1: for all IF-cells do
call plic_center→ xΣ ⊲ barycenter of PLIC
call get_sample→ pd1,pd2,pc1,pc2 ⊲ 2 sample points in each bulk
call interpolate→ T d1 ,T d2 ,T c1 ,T c2 ⊲ trilinear interpolation
call if_temp→ TΣ,∇T |dΣ,∇T |cΣ ⊲ IF-temperature with chosen subgrid-model
2: end for
If evaporation is considered, two basic systems have to be distinguished, one-component
and multi-component evaporation.
One-component evaporation
If only a liquid and its vapor phase are present, the mass ﬂux is modelled in its simplest
form based on the jump conditions and the assumption that the IF-temperature equals
the saturation temperature Tsat, cf. [237, 183]
TΣ = Tsat , JT K = 0 , Jλ∇T K · nΣ + m˙∆hv = 0 . (74)
Depending on the sample points pp1, p
p
2 and the chosen approximation for the temperature
gradients, see above, the mass ﬂux can be determined.
Of course more complex models can also be derived for pure vapor/liquid systems but
are not the focus of this thesis, since the one-component evaporation is only implemented
to validate the volume eﬀects in Sec. 5.2.4.
Evaporation with inert gas
In the case of multi-component evaporation, the vapor is treated as a dilute species in an
inert gas according to [189, 132]. The area mass ﬂux can be expressed as
m˙′′ = −ρcDvg
1− yv∇yv · nΣ . (75)
Here yv = ρv/ρc denotes the mass fraction of the vapor at the interface depending on









The temperature dependence of the saturation pressure can be expressed by the Clausius-
Clapeyron relation. For later setups, experimentally determined pressure-temperature de-
pendencies are applied.
To investigate the potential of the evaporation algorithm, evaporation is coupled with
only the one-ﬁeld algorithm for temperature. The IF-temperature is not explicitly given
there but needs to be deduced by subgrid-modeling based on the jump conditions, hence,
it depends on the mass ﬂux. At the same time the mass ﬂux depends on the saturation
pressure and thereby on the IF-temperature. This leads to the necessity of solving a ﬁxed
point equation
TΣ = TΣ (m˙
′′ (pvsat (TΣ))) . (77)
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4.4.5 High-Resolution Schemes
The determination of the face-centered value (ρV cpMφ)f in the advection terms of Eq. 47
and 51 is of great importance if the energy transport is advection-dominated.
While ﬁrst order classical interpolation schemes such as UDS are bounded, they have
the drawback of smearing the solution by introducing numerical diﬀusion. Increasing the
order of linear schemes, e.g. QUICK [124], might improve the accuracy but introduces
spurious oscillations (wiggles) in the vicinity of large gradients and discontinuities.
This was ﬁrst established by Godunov in his theorem [72]
“A linear preserving scheme is at most first-order accurate.”
His and subsequent studies laid the basis for the idea to consider non-linear schemes which
allow higher orders while preserving monotonicity, hence called High Resolution (HR-)
Schemes [84, 126, 232]. There are two basic approaches to construct such schemes, namely
the Convective Boundedness Criterion (CBC) and the Total Variation Diminishing (TVD)
criterion, which is the stricter criterion.
In the following, the key ideas behind both criteria are shortly sketched and well-known
schemes listed.
4.4.5.1 Convective Boundedness Criterion
This approach builds on the Normalized Variables (NV) introduced by Gaskell and Lau
[69] and Leonard [125] obtained by
φ˜ =
φ− φU
φD − φU , (78)
where the indices U and D are deﬁned in Fig. 25a as the upwind and downwind node.
When an extremum exists at the center point, we observe φ˜C ≤ 0 or φ˜C ≥ 1. When the
proﬁle of φ is monotonic, we have 0 < φ˜C < 1. The basic schemes in NV can be seen in
Fig. 25b.
The criteria for a bounded scheme are given by Gaskell and Lau [69]:
Convective stability and interpolative boundedness, i.e. the scheme should be upwind bias
and the face value must be bounded by the local cell-centered values.
In NV, the CBC takes the following form:
φ˜C ≤ φ˜f if 0 < φ˜C < 1 ,
φ˜f = φ˜C if φ˜C ≥ 1 , (79)
φ˜C ≤ φ˜f if φ˜C ≤ 0.
u
fu CU D
(a) Schematic of face value between upwind-,
center- and downwind node
Schemes φ˜f
UDS φ˜C
CDS 0.75+ 0.5(φ˜C − 0.5)
QUICK 0.75+ 0.75(φ˜C − 0.5)
(b) Schemes presented in NV
Figure 25: Scalar face value in Normalized Variables for basic interpolation schemes.
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(a) UDS and HO-schemes















(b) HR-schemes, Co = 0.25, βm = 0.2
Figure 26: Normalized Variable diagram.
According to the CBC, when φ has a monotonic proﬁle, the interpolation value at the cell
face should not yield any new extrema and when the upwind value φC is an extremum, i.e.
φ˜C ≥ 1 or φ˜C ≤ 0, φ˜f is assigned the upwind value. These conditions can be transformed
into the Normalized Variable Diagram (NVD), as shown in Fig. 26, where the grey region
corresponds to the CBC region. From Fig. 26a it is obvious that none of the basic schemes,
except the UDS, fulﬁlls the CBC.
Numerous schemes have been developed on the NV approach, fulﬁlling the CBC. In

















if βm ≤ φ˜C < 1
φ˜C if elsewhere
(80)






−2φ˜2C + 3φ˜C , 1)
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if 0 < φ˜C < 1
φ˜C if elsewhere ,
(84)
where γf := min(kγ/2(cos(2Θ) + 1), 1) blends both schemes depending on the orien-







a b c d
(b) Total variation
Figure 27: Illustration of an increment in the total variation.
4.4.5.2 Total Variation Diminishing Criterion
Schemes fulﬁlling the Total Variation Diminishing (TVD) principle are based on a ﬂux
limiter formulation, where the limiter function distinguishes between the smooth areas
and steep gradients. In smooth areas a Higher Order (HO-) scheme is applied while UDS
is applied near steep gradients and shocks.
To distinguish between various regions, the change in the gradient is monitored as
explained in the following. An interpolation scheme can be written as












(φC − φU )
(φD − φC) . (86)
The variable r represents the ratio of the gradients of φ at the face u and f (see Fig. 25a).
The values of the limiter function ψ for classic schemes are given in Fig. 27a. The value of
r is far from 1 where φ undergoes strong changes and r ≈ 1 if φ is smooth. One possible





|φi+1 − φi| . (87)
Figure 27b summarizes the cases in which the total variation increases; cf. [119].
Based on the TVD criterion [81], Harten introduced a condition that allows to design
limiter functions
Cni−1 ≥ 0 ∀i ,
Dni ≥ 0 ∀i , (88)
Cni +D
n
i ≤ 1 ∀i ,
to ensure
TV (φn + 1) ≤ TV (φn)
for a general explicit scheme
φn+1i = φ
n
i −Cni−1(φni − φni−1) +Dni (φni+1 − φni ) . (89)
Sweby proposed in [216] a condition based on the ﬂux limiter function
0 ≤ ψ(r) ≤ 2r for 0 < r < 1 ,
0 ≤ ψ(r) ≤ 2r for r ≥ 1 , (90)
ψ(r) = 0 for r ≤ 0 ,
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(a) UDS and HO-schemes











Figure 28: Sweby diagram.
which is illustrated as the grey area in the so-called Sweby-diagram Fig. 28. Similar to the
CBC condition, only UDS of the basic schemes fulﬁlls the condition.










This requirement ensures that the backward and forward facing gradients are treated in
the same manner without the need for additional coding.
Many TVD ﬂux limiter functions have been designed, e.g. VanLeer [229], Minmod [173],
MUSCLE [231]. A review can be found in [126, 84].
In Sec. 5.2.2 the following schemes are tested and compared against CBC based schemes:











ψ(r) = max [0,min (2r, 1) , min (r, 2)] . (93)
4.4.5.3 Relation between Normalized Variables and Flux Limiters
Although the two approaches result in diﬀerent forms, it can be shown that the cell face
value in the ﬂux limiter form can be transformed in the normalized variable form according
to
φ˜f = φ˜C +
1
2
ψ(r)(1− φ˜C) , (94)
















Therefore, the face value function is turned to a function φ˜f = f(φ˜C) with a limiter ψ(φ˜C).
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4.5 boundary conditions for contact angle treatment
In the following section, the correct treatment of contact line (CL-) dynamics in the VoF
framework is addressed in three steps, namely, the enforcement of any given contact angle
(CA), the determination of such a contact angle, and the treatment of CA-hysteresis.
Regarding the value of the contact angle θ, the angle is assumed to be dependent only on
the CL-velocity Ucl and the material pairing manifesting in the equilibrium contact angle
θe. The determination of the contact line velocity is placed in Sec. 4.5.2.1. The emphasis
lies on creating an algorithm which ﬁts the surrounding code framework, combining and
adjusting the newest and most promising approaches present in recent literature.
4.5.1 Contact Angle Incorporation
The focus lies on the implementation of the contact angle with a balanced CSF approach.
At the end of this paragraph, additional remarks concerning the contact angle treatment
within a CSS-framework are given.
To achieve a certain contact angle enclosed by the interface and the wall, the surface
tension force is changed in wall adjacent interface cells. The surface tension force given in
Eq. 39 is modiﬁed by adjusting the height functions to account for the interface orientation
which inﬂuences the curvature.
As shown in Eq. 40 and Fig. 17, the curvature κ is calculated based on height functions
in FS3D. Assuming a given contact angle, which can be velocity dependent, a boundary
condition for these height functions is chosen in such a way that the interface encloses the
given angle with the wall, as illustrated by Fig. 29a. The height function in the dummy
cells can be easily determined for the two-dimensional problem by




Figure 29b shows the extension to three dimensions by looking from above on the xy-
plane at cells above the wall and the layer of cells (dummy-cells) underneath. The angle α
captures the orientation of the contact line with respect to the direction of the height func-
tions. The height functions in the plane beneath (hi,j,0, dashed) are determined depending
on the contact angle, the height functions in the physical domain and the orientation angle
α as




Note that the current implementation only extends height functions parallel to the wall.
This limits the applicable contact angles to approximately 40◦ − 140◦. Smaller and larger
angles are also possible, however, the accuracy decreases rapidly.
After modifying the surface tension force via the height functions in such a way that it
reﬂects the contact angle, the normal vectors are adjusted to account for the IF-orientation
since they are used in other subroutines, especially in the volume fraction transport. In
FS3D, two types of normal vectors are present, one is placed at the cell nodes calculated
directly from the gradient of the α-ﬁeld, the other is cell-centered and averaged from the
normal vectors sitting on the cell corners. The cell-centered normal vectors are used for
the determination of the PLIC-planes and hence inﬂuence the geometrically calculated
convective ﬂuxes F, see Fig. 15b. To obtain the correct normal vectors at the wall, they
are simply rotated according to the contact angle, instead of changing the α boundary con-



















(b) 3D top view
Figure 29: Boundary conditions for the height functions in two and three dimensions, looking from
the side (a) and from above (b).
conditions for the volume fraction was undertaken to fit the contact angle. However, due
to the complexity in combination of the build-up of height functions in three dimensions
and no visible advantage comparing to the direct manipulation of the normal vectors and
height functions, the approach was discarded.
Concerning the application of a contact angle within the CSS-framework, cf. Sec. 4.3.1,
only a few remarks are necessary. Due to the implementation of Eq. 38, only the normal
vectors have to be modified to reflect the contact angle. The code framework has been
built up in such a way that the determination of the contact line velocity, the dynamic
contact angle, the height functions and the normal vectors are separated in different mod-
ules. Hence, a coupling to CSS is trivial, but will not be considered in the following due
to the overall advantages of bCSF shown in Sec. 5.1.1.
4.5.2 Dynamic Contact Angle - Velocity and Grid Dependence
So far, only the incorporation of a prescribed contact angle has been discussed. Hereafter,
the determination of the dynamic contact angle θd is further elaborated. As mentioned in
Sec. 3.2, there are several models describing the relation between a dynamic contact angle
θd, the contact line velocity Ucl and the equilibrium contact angle θe. Due to the scales
of the investigated flow problems and the limit of resolution due to computer resources,
we restrict ourselves to the so-called macroscopic CA-models. These models often include
subgrid information about the microscopic scales derived from hydrodynamic theories.
Another way to describe the dynamic macroscopic contact angle behavior stems from
experimental observations.
In FS3D, the five macroscopic models listed in Tab. 1 were chosen for implementation,
comparison and testing. As categorized in Sec. 2.3, the experimentally observed data is
often formulated in form of Hoffman’s relation or as an out-of-balance Young’s force [89,
102, 26]. The hydrodynamic models are often simplifications of Cox’s very general study
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Table 1: Dynamic contact angle models implemented in FS3D
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− 0.00183985x4.5 + 1.845829 10−6 x12.258487








[37], although some have been derived before, as e.g. Voinov and Tanner [233, 218]. To
distinguish between the empirical and hydrodynamic models, θe and θm are written where
θm stands for the microscopic contact angle and does not have to be the same as the static
angle θe. For the use in the numerical context, however, we assume θm = θe. Moreover,
Tab. 1 distinguishes between θapp and θd to point out that the scales for which these models
were derived can be very different.
Plotting the expressions in Tab. 1, Fig. 30 reveals only a slight difference in the calculated
contact angles in the range of validity Ca < 0.1. This has been observed before, e.g. [163].
A direct comparison for droplet spreading is shown in Sec. 5.3.2.
Depending on the chosen model, certain resolution requirements have to be met. The
empirical models should be applied in a range similar to the measurements in the experi-
ment. This is in general around ≈ 100 µm, hence the grid resolution should be of the same
order of magnitude. Regarding the hydrodynamic theory based models, their expressions
for the intermediate and outer region are given as sub-grid models and the resolution
should match the according region. The description of the different regions can be found
in Sec. 2.3. As stated by Dussan in [47], the intermediate region communicates only the
microscopic angle θm from the inner region to the outer region. Hence, resolving the inter-
mediate region reduces not only the grid density (not having to resolve the inner region),
but also the modeled region. For most wetting processes, the intermediate region is in the
range of 10 µm as stated in [213] and [45].
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Figure 30: Comparison of different dynamic contact angle models;
θe = 45◦, ǫm = 0.01 µm, ǫd = 10 µm.
In addition to the grid resolution requirements, three numerical challenges have to be
addressed. First is the determination of the CL-velocity which appears in each expression
in Tab. 1 incorporated in the Capillary number, second is the relaxation of the no-slip
boundary condition for the velocity at the wall and third the overall grid dependence of
the applied models.
4.5.2.1 Contact Line Velocity
Before determining the CL-velocity, the actual CL-cell has to be determined, for not every
IF-cell adjacent to the wall is also a CL-cell, see Figure 29a. A CL-cell (middle) is neigh-
boring an IF-cell where the interface does not intersect the wall. While the heightfunctions
must be altered for both cells, the CL-velocity should be determined in the actual CL-cell.
An exemplary search algorithm can be found in [2]. If the cell is found, the CL-velocity
has to be determined. In FS3D the velocities sit at the cell faces due to the staggered grid,
hence, the contact line velocity has to be extrapolated. This velocity, which contributes









(a) Geometrical relation between velocity of







(b) Determination of velocity at interface via
PLIC-fluxes
Figure 31: Contact line velocity determination.
49
In Sec. 5.3.2, five different CL-speed models are tested which are elaborated in the follow-
ing. Starting with the most naive method, which is used by many VoF codes, the velocity
of the nearest node to the interface is used (cl_vel1 for later reference). In FS3D, this is
incorporated by averaging the cell face positioned velocities to the cell center where the
surface tension force is calculated. The second approach, cl_vel2, is quite similar, but uses
a mass averaged velocity such that the velocity of the heavier fluid has increasing influ-
ence. Both approaches are simple to implement and are widely used. However, Roisman
et al. [174] showed that there is an increasing deviation between the contact line velocity
and the velocity of a point on the interface in close vicinity of the contact line. Motivated
by his findings, three other approaches are presented in the following.
Due to the geometric interface representation in FS3D, the CL speed, cl_vel3, can also
be determined by tracking the interface directly. This is done by tracking the center of the
wetting line in each cell. While the tracking algorithm is fairly simple in two dimensions, in
three dimensions the level of difficulty is incremented by the formation of a non-constant
number of CL-cells in each time step. The mapping between the unequal number of CL-
cells in each time step can become quite challenging.
The next approach, cl_vel4, derived in [174] stems from geometrical considerations
illustrated by Fig. 31a, and employs the relations
u1 · nΣ = Ucl sin θ+
θ˙l1
sin θ




Here ui denotes the velocities of the material points P1 and P2. In difference to the
procedure in [174], where the velocities were simply volume-averaged, here they can be
found by the relation illustrated in Fig. 31b. The material velocities at the PLIC-centers
can be determined from the geometrically calculated fluxes F over the cell faces in the
following way
ui = ui · nΣ,i =
∑
i Fi · niAi
Aplic
. (100)
The PLIC-area is determined with the explicit use of the dynamic contact angle of the
last time step. The orientation of the PLIC-planes is also used for the location l1, l2 by
calculating the PLIC-centers. A more detailed description on the determination of PLIC-
centers in FS3D can be found in [234]. While the velocity of the first point is simply
determined within the CL-cell, the second material velocity is determined by combining
the nearest IF-cell with the CL-cell.
The last approach investigated in this work was originally described in [129]. The contact
line velocity cl_vel5 can be calculated explicitly as
Ucl =
uP · nΣ√
1− nW · nΣ
, (101)








Figure 32: Illustration of slip length without additional slip (a) and with Navier-slip (b).
Algorithm 8 Dynamic contact angle
1: procedure dynCA
2: for all IF-cells at wall do
call check_CL_cell
3: if (IF-cell=CL-cell) then ⊲ check if IF-cell is CL-cell
call cl_velocity → Ucl
4: else ⊲ if not, seach for closest CL-cell
call search_CL_cell
call cl_velocity → Ucl
5: end if
call cl_model → θd
6: end for
7: end procedure
4.5.2.2 Contact Line Velocity - Boundary Condition
Due to the staggered grid, the surface tension force is applied at half a cell width (∆/2)
away from the wall. This leads to a method-inherent numerical slip with a slip length of
half a cell width, as shown in Fig. 32a, cf. [168]. Hence, the slip length is mesh dependent
and equals half the grid size. If an additional slip length is applied, the boundary condition









with the slip length lλ and the velocity parallel to the wall U , where x denotes the direction
normal to the wall. Regardless of the applied approach, the stress singularity, cf. Sec. 2.3,
is prevented. Many codes use the advantage that an additional slip length of λ 6= 0 reduces
the mesh dependency of their results. Note that enforcing the no-slip boundary condition
can become problematic with increasing grid refinement and a slip law should be applied.
However, in this thesis such a fine mesh resolution is never reached.
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4.5.2.3 Contact Line Velocity - Mesh Dependence
The contact angle implementation is mesh dependent based on the staggered grid. In
addition, the above presented empirical contact angle models are in general valid on a
larger scale than the grid resolution. However, it has to be taken into account that the
contact angle can change dramatically when going to smaller scales. To counteract the large
slip length of ∆/2 and the mesh dependency, a numeric contact angle θnum is introduced,
adapting the idea of Afkhami et al. in [3]. This numeric contact angle is valid on the grid
scale and can be calculated from the apparent contact angle via






where g(θ) can be found in [37]. For simplicity, approximations of Eq. 103 can be used as
the one given by Voinov [233]. By directly incorporating the cell width ∆ into the applied
contact angle, the mesh dependence is reduced, as is shown in Sec. 5.3.2.
4.5.3 Hysteresis
CL-hysteresis poses an additional effort for a VoF framework due to the inherent slip men-
tioned in Sec. 4.5.2.1. In FS3D, the value of the CL-speed Ucl is not imposed but received
from the momentum balance. Thus, while being in the hysteresis interval θ ∈ [θr, θa] (θa
advancing CA, θr receding CA) a movement of the contact line must be prohibited via
altering the momentum balance based on the IF-orientation.
Three different hysteresis approaches are incorporated in FS3D within the scope of this
thesis. The first is applicable also to algebraic VoF codes and is inspired by [45], in which
the local cancellation of the velocity around the contact line has been suggested. This is
done by adjusting the contact angle in such a way that the acceleration due to the surface
tension forces leads to a stationary contact line.
The second approach simply sets a Dirichlet BC for the volume fraction with the values
saved from the moment the hysteresis interval is entered [129].
The last and third approach is based on the work of [55]. Here the actual geometrical
volume fraction transport is altered in the range of hysteresis to account for a non-moving
contact line by reducing the motion of the PLIC-plane to a rotation around the contact
line.
In the following, all three approaches are presented in detail.
4.5.3.1 Hysteresis via Surface Tension Alteration
As mentioned above, within this approach, the surface tension is altered via the contact
angle in such a way that the velocity is canceled locally in CL-cells. This cancellation
bears some complications using a staggered grid. The surface tension is applied at the cell
faces where the velocities are placed as well. The curvature and height functions which
are directly influenced by the contact angle and CL-speed are, however, cell-centered. Due
to the interpolation processes from cell center to cell face and vice versa, there is no easy,
straight-forward relation between the contact angle and the final surface tension.
The acceleration due to surface tension is applied last so that the face velocities consist
of all accelerations due to convection, viscous forces and gravity. To determine the required
contact angle within the hysteresis interval with a secant method as shown in Alg. 9, the
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volume fractions α, the densities of both phases and the cell width need to be known in
advance.
If the contact angle θ determined with the secant method lies outside the hysteresis
interval [θr, θa], the dynamic contact angle is again determined as in Sec. 4.5.
The above approach differs from [45] by additionally setting the face-centered velocities
in CL-cells to zero. This assures no CL-motion during the next α-advection which can
otherwise still be observed. After careful testing, it can be stated that it is not possible
to find an angle that cancels all cell face velocities. In addition, due to the explicit time
discretization scheme, velocities resulting from the pressure correction lead to a slowly
moving contact line.
Algorithm 9 CL-pinning via contact angle alteration
1: procedure Hysteresis CA(Alteration ST)
2: while ǫ2 >threshhold do ⊲ secant method
θ = θn − (θn − θnn)/(ǫn − ǫnn) ∗ ǫn ⊲ new θ
κ = fct(θ) ⊲ see Sec. 4.5.1
ǫ = σκ(f(i)− f(i− 1))/(∆xρ) + U
Save θn, θnn, ǫn, ǫnn ⊲ update
3: end while
return θ ⊲ found CA to cancel velocities
4: end procedure
4.5.3.2 Hysteresis via Dirichlet Boundary Condition for Volume Fraction
A simple algorithm to capture CL-pinning is introduced in [129]. Within the hysteresis
region, the boundary values for the volume fraction are kept constant. Hence, the only
addition to the code framework is a scalar field to save the original α values in the dummy
cells. For each cell, a contact angle needs to be determined to check if θ ∈ [θr, θa].
Due to the BC discretization with dummy cells, the reconstructed PLIC-plane rotates
around a line half a cell width ∆/2 underneath the actual wall where α is kept constant.
The next approach corrects this behavior by actively limiting the PLIC-motion to a rota-
tion around the actual contact line.
4.5.3.3 Hysteresis via Geometrical Transport Alteration
The third approach is based on [55] and was first tested in two dimensions at MMA in
a bachelor thesis [143]. The center piece of this method is the direct alteration of the
geometrical phase transport in CL-cells to capture the hysteresis effect. Since the ap-
proach directly builds on the interface reconstruction and the geometrical volume fraction
transport, it is only applicable to codes with a geometrical IF-reconstruction. Outside the
interval [θr, θa], the PLIC-plane is reconstructed based on the volume fraction α and the
normal vector n which points in the direction of the steepest gradient of the volume frac-
tion. Hence, the reconstruction does not consider the CL-position which will in general
lead to a displacement of the contact line in each time step. To circumvent such a mo-
tion, the contact line is pinned and the PLIC-plane is reconstructed based on the contact
line and the volume fraction α. This results in a rotation of the PLIC-plane around the
contact line, see Fig. 33. As soon as the PLIC-plane is determined, the contact angle and




Figure 33: Rotation of PLIC-plane around the contact line.
distinguished which are shown in Tab. 2. Table 2 also states the accompanying expressions
for the contact angles.
In three dimensions, the reconstruction complexity increases immensely. The derivation
of CL-pinning in 3D can be found in AppendixB.
Table 2: Distinction of cases for hysteresis based on PLIC alteration









































This validation chapter precedes the application chapter to validate the numerical algo-
rithms developed within this thesis. These tools are validated separately as well as in
combination to ensure that errors of different type do not cancel each other. Based on
the structure of Ch. 4, the validation follows the same order, first looking at the variable
surface tension in Sec. 5.1, proceeded by the heat transport in Sec. 5.2 and closing with
the validation of the dynamic contact line treatment in Sec. 5.3.
5.1 validation of variable surface tension
5.1.1 Validation of Surface Tension
The accuracy of the surface tension modeling is fundamental for correct results in surface
tension driven flows, hence, its validation is given here. To this end, the correct represen-
tation and convergence of curvature is shown, the difficulty of spurious currents explained
and a hydrodynamic problem for surface tension validation discussed, namely the capillary
wave.
Figure 34 shows the curvature κ and the inner pressure difference ∆p for an initialized
2D water drop surrounded by air with a radius of r = 1.0mm over increasing grid density.
The details about TestCase 1 can be found in AppendixD. Plotted are the results with
balanced CSF and the analytical solution κ = 1/r and p = σ/r (Young-Laplace law).
One observes that the curvature and pressure converge with second order towards the
analytical solutions for balanced CSF. Note that this is not the case for CSS due to the
dependency on the gradient of the volume fraction field α.
Figure 35 illustrates the problem of spurious currents which is mentioned in Sec. 4.3.1. It
is clearly visible that these can be reduced drastically with balanced CSF, approximately
by seven orders of magnitude compared to CSS. However, even with balanced CSF some
spurious currents remain. This must be kept in mind when simulating flows with very





























(b) Pressure difference pi − po
Figure 34: Results for an initialized two-dimensional droplet over number of cells per radius.
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Figure 35: Spurious currents after 0.1 s for bCSF (left) and CSS (right).
small Capillary numbers. When capturing the curvature κ with height functions, one has
to ensure a grid density that allows the building of such. If this is not ensured, the curvature
might be calculated erroneously and the quality of the algorithm reduces accordingly.
TestCase 2 describes a capillary wave setup where the interface is deflected with a cosine,
see Appendix D. The setup consists of a tank half filled with water and air of dimensions
2.6mm×2.6mm. The cosine has the amplitude a equal to 0.055mm. The amplitude is
damped over time by viscous dissipation. The analytical solution in the frequency space is
derived in [167]. Again, the agreement with the analytical solution is excellent for balanced
CSF, but shows large deviations for CSS, cf. Fig. 36. Due to these considerations, from
this section onwards the balanced CSF will be the only surface tension model considered.
5.1.2 Validation of Thermal Marangoni Force
Two tests are performed in this section which both allow a comparison to analytical solu-
tions.
The first test case employs a temperature gradient along a cavity, partly filled with
water, by applying constant temperature at the left and right wall. The other fluid is air.




































Figure 36: Display of the film height over time for different mesh resolutions.
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Figure 37: Results for the test case of a heated cavity.
The setup is illustrated in AppendixD, TestCase 3. For an inﬁnite domain length, Levich




σT ||∇T ||(3y2 − 4hy + h2) , (104)
where h denotes the ﬁlm height and the coordinate system origin is placed at the interface.
Figure 37a compares the deviation to the analytical solutions for three diﬀerent resolutions










For the ﬁnest resolution, the ﬂow proﬁle is shown in Fig. 37b. The solution approaches the
analytical one for a denser grid and shows an overall good agreement.
The second test case, considering a droplet, is numerically more challenging due to the
curvature of the interface. The analytical solution for droplet migration was ﬁrst discovered
by Fedosov in [58]1 under the assumption of a constant linear temperature gradient. The
1 translated and proposed again in [59]
















Figure 38: Droplet migration velocity for diﬀerent mesh resolutions and diﬀerent discretization
algorithms for ∇ΣTΣ.
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(b) Wall distance inﬂuence
Figure 39: Droplet migration velocity for diﬀerent wall distances.
solution has been derived again in [243] by also solving for the temperature ﬁeld. The













with R denoting the droplet radius and ‖∇T‖ the outer temperature gradient. The proper-
ties of the ﬂuids for TestCase 4 and its setup are illustrated in AppendixD. The result of
the mesh reﬁnement study is shown in Fig. 38. Here, diﬀerent approaches are compared for
the incorporation of the Marangoni force, as discussed in Sec. 4.3. Omitting the approaches
which do not converge with grid reﬁnement, only three combinations remain. They are
given by the approach of central diﬀerences for ∇ΣTΣ combined with the area correction
(gradTSigma_IFcompr) and the parabolic discretization of ∇ΣTΣ with or without the cor-
rected area (gradTSigma_parab_IFcompr, gradTSigma_parab). Comparing those three,
gradTSigma_IFcompr shows the best results compared to the analytical solution. Good
results can be obtained with all levels of reﬁnement. For 64 cells per diameter, the steady
migration velocity of 0.543 cm/s ﬁts the analytical value of U = 0.5472 cm/s very well, also
considering the presence of wall eﬀects in the numerical simulation which are not present
in Young’s analytical study. A further mesh reﬁnement does not improve the accuracy.































Figure 41: Diﬀerent interface positions in the interface cell.
Note that most VoF codes apply the Marangoni force as a simple projection of the full
gradient onto the interface (approach gradT ). This approach performs worst here.
Figure 39a reveals the inﬂuence of the domain dimensions on the transient and steady
migration velocity. As expected, the length of the domain, measured in the direction of the
droplet motion, has a larger inﬂuence than the distance to the side walls. For the larger
domain length, Fig. 39b reveals that at least a wall distance of 8R should be chosen to
suﬃciently dampen the inﬂuence on the droplet speed.
Chang and Keh derived in [28] asymptotic relations between the drop radius and the
distance of the drop center to the surrounding walls, see Fig. 40. The comparison between
the results obtained with FS3D and those from [28] are displayed in Fig. 40. They show a
fairly good agreement, although FS3D overestimates the velocity for the droplet initialized
closer to the bottom wall, deﬁned by the distance b. The parameters R, b and c are listed
in TestCase 4.
5.2 validation of heat transport
The overall accuracy of the numerical treatment of heat transport is decided upon the
precision for single physical phenomena like heat diﬀusion and convection. Afterwards,
these eﬀects are tested in combination and an additional subsection on evaporation is
added.
For comparison, not only the algorithms presented in Sec. 4.4 are applied but also the
former developed ghost-ﬁeld method in [132] in order to clarify the necessity to revisit the
numerical treatment of the heat transport.
5.2.1 Validation of Heat Conduction
The quality of the algorithm for diﬀusive transport is tested in one and two dimensions,
including transient behavior.
1d-stationary
TestCase 5 in AppendixD compares the diﬀerent algorithms for the case of a rectangu-
lar container with an IF-plane separating two phases at diﬀerent initial temperatures
T1 = 300K and T2 = 280K. The corresponding Dirichlet boundary conditions have been
applied. An analytical solution can easily be obtained and takes the form
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(a) xΣ = 0.558 [cm], α = 0.5, t = 10 s















(b) xΣ = 0.558 [cm], α = 0.5, t = 1 s















(L− x) + T2 for x ≥ xΣ , (108)
where L denotes the domain length and xΣ the position of the interface. The stationary
solution is evaluated for all tests after ≈ 10 s. For brevity of notation, alg.1 refers to the
one-ﬁeld approach, alg.2 to the algorithm developed in [132] and alg.3 stands for the
novel cut-cell based method. The superscript ∗ refers to the ﬂux-distribution-limiter in
contrast to the cut-oﬀ-limiter. Figure 42a shows a good agreement between the diﬀerent
algorithms and the analytical solution for an IF-position of xΣ = 0.0558 cm (α = 0.5).
However, Fig. 42b, measured at t = 1 s, uncovers that the temperature proﬁles approach
the analytical solution at diﬀerent speeds, revealing that the diﬀusive heat ﬂuxes in the
vicinity of the interface must diﬀer.
To investigate this phenomenon further, ﬁrstly the inﬂuence of the PLIC-plane position
within the IF-cell is studied and, secondly, an additional one-dimensional transient test
case is examined. Figure 41 displays four diﬀerent IF-positions where (a) represents the
position tested in Fig. 42, (b) represents a IF-position resulting in α = 0.75. Sketch (c)










(a) xΣ = 0.567 [cm], α = 0.75















(b) xΣ = 0.576 [cm], α = 1.0
Figure 43: Temperature proﬁles determined with diﬀerent algorithms for diﬀerent IF-positions.
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(a) xΣ = 0.5759 [cm], α ≈ 0.999, t = 10 s
















(b) Close-up in the vicinity of the interface
Figure 44: Temperature proﬁles determined with diﬀerent algorithms for the small cell problem.
illustrates a small-cell problem and (d) the special case of an alignment between the
interface and the cell face.
The results of (b) and (d) are shown in Fig. 43. It is evident that the derived algorithms
within this thesis, presented in Sec. 4.4, are capable to approach the analytical solution.
alg.2 does not capture the physics correctly if the interface aligns with the cell face. Most
likely, the algorithm does not recognize the interface if the general condition ǫ < α < 1− ǫ
is not fulﬁlled. Hence, no heat transport over the interface occurs.
Of special interest is the handling of the small-cell problem discussed in Sec. 4.4.3. Ap-
plying a volume fraction of α = 0.999 (xΣ = 0.5799 cm), Fig. 44a reveals the short-comings
of the cutoﬀ-limiter. Due to the very small cell on the continuous side (α = 0), the diﬀusive
heat ﬂux is strongly limited, leading to an extremely slow approach towards the analytical
solution.
Note here that the test case was chosen in such a way that it emphasizes the small-cell
problem. Generally, if convection is present, such a small cell is only present for a few
time steps. However, for diﬀusion dominated test cases, it is important to be aware of this
problem which is handled better with the ﬂux-distribution limiter. The one-ﬁeld approach,
alg.1, is not inﬂuenced by the small-cell problem since it is discretized on the Cartesian
mesh.
To illustrate one of the main features of the two-ﬁeld approach, Figure 44b shows the
diﬀerences in the discrete value placement. While the values for the one-ﬁeld approach
are cell-centered, the two-ﬁeld approach provides an additional value at the interface plus
two values at the respective phase centres. One should be aware that the assumption of
the IF-cell value being equal to the actual IF-value, as it is done in alg.1, introduces an
increasing error with increasing deviation of IF and cell centre.
1d-transient
To quantify the diﬀerences in the transient solution visible in Fig. 45b, a similar, transient
test case is conducted. For three diﬀerent time steps, the solution is compared against the
analytical solution, derived for TestCase 6 in AppendixD. Figures 45a and b compare the
algorithm for IF-positions corresponding to α = 0.5 and α = 1.0. While the one-ﬁeld and
two-ﬁeld approach show a good agreement with the analytical solution, the discrepancy to
61










(a) xΣ = 2.286 [cm] (α = 0.5), t1 = 0.01 s,
t2 = 0.05 s, t3 = 0.1 s















(b) xΣ = 2.304 [cm] (α = 1.0), t1 = 0.01 s,
t2 = 0.05 s, t3 = 0.1 s
Figure 45: Transient heat conduction for diﬀerent IF-positions xΣ.
the ghost-ﬁeld method is large. Due to the discovered deﬁciency concerning the transient
behavior in addition to the problem when the interface aligns with a cell face, alg.2 is not
used for comparison in the subsequent chapters and demonstrates the necessity for new
developments.
For xΣ in the middle of the cell (α = 0.5) and in the last third (α = 0.75), the tem-
perature proﬁles are illustrated in Fig. 46. To avoid cluttering, only every second point is
plotted. The magniﬁed details reveal that the one-ﬁeld approach leads to a slightly higher
heat ﬂux resulting in larger temperature values. To quantify the deviation, the L2-norm










Table 3 shows the results for the two diﬀerent IF-positions from Fig. 46. The error for
the one-ﬁeld approach is slightly smaller for both conﬁgurations, most likely due to an
underestimation of the interface area and hence the heat ﬂux over the interface in the
cut-cell approach.










(a) xΣ = 2.286 [cm] (f = 0.5), t1 = 0.01 s,
t2 = 0.05 s, t3 = 0.1 s













(b) xΣ = 2.295 [cm] (f = 1.15), t1 = 0.01 s,
t2 = 0.05 s, t3 = 0.1 s
Figure 46: Transient heat conduction for diﬀerent IF-positions xΣ.
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Table 3: L2-norm for diﬀerent algorithms and IF-positions.
xΣ = 2.286 cm alg.1 alg.3
t1 = 0.01 s 8.890 e-5 1.725 e-4
t1 = 0.05 s 5.947 e-5 1.112 e-4
t1 = 0.1 s 5.947 e-5 9.233 e-5
xΣ = 2.295 cm alg.1 alg.3
t1 = 0.01 s 8.597 e-5 1.315 e-4
t1 = 0.05 s 5.663 e-5 8.453 e-5
t1 = 0.1 s 4.730 e-5 7.017 e-5











(a) λ∗ = 2

















(b) λ∗ = 10
Figure 47: Temperature plot along centerline for radial diﬀusion at diﬀerent times and diﬀerent
heat conductivity rations λ∗ = λd/λc. Comparison between analytical solution and
heat transport algorithm 1.
2d-transient
In two dimensions, an analytical solution is obtained for a hot cylinder at a temperature of
T d = 300K surrounded by a cooler liquid at T c = 280K. The full set of physical properties
can be found in TestCase 7.
Figure 47 and 48 display the temperature proﬁles along the symmetry plane for heat
conduction ratios of λ∗ = 2 and λ∗ = 10. Both algorithms show a good agreement. Fig-
ure 47 shows a slight underestimation of the values inside and an overestimation outside
the cylinder, revealing that the ﬂuxes are slightly overestimated. For the two-ﬁeld algo-
rithm, the various heat ﬂux-limiters do not show a signiﬁcant diﬀerence, hence only the
simulation results with the cut-oﬀ limiter are displayed in Fig. 47. In general, the results
show a very good agreement with the analytical solution.
5.2.2 Validation of Heat Convection
The following section compares the heat convection qualitatively and quantitatively in
one dimension. Three diﬀerent initial temperature proﬁles are transported with constant
velocity as can be seen from TestCase 8. The diﬀusive transport in the algorithm is not
applied. The three temperature proﬁles of interest are a linear, a sinusoidal and a step
proﬁle, where the slope changes at the interface. These three proﬁles are represented
in Fig. 49, Fig. 50 and Fig. 51, respectively. For each temperature proﬁle, three diﬀerent
resolutions are chosen. The proﬁles are constructed for their diﬀerent proﬁle characteristics.
The ﬁrst two contain a sudden change in each bulk phase and at the interface while being
continuous. This allows to monitor the behavior of the algorithms in the whole domain.
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(a) λ∗ = 2

















(b) λ∗ = 10
Figure 48: Temperature plot along centerline for radial diﬀusion at diﬀerent times and diﬀerent
heat conductivity rations λ∗ = λd/λc. Comparison between analytical solution and
heat transport algorithm 3 with the cut-oﬀ-limiter.
The third proﬁle, mainly added for the sake of completeness, features a jump at the
interface. Such proﬁles can arise in the ﬁeld of species transport. Since the temperature is
continuous at the interface, the ﬁrst two proﬁles will be studied in more detail.
First, let us consider the transport of a linear temperature proﬁle. Five HR-schemes
are compared against the analytical solution. For further comparison, the test cases are
also performed with the basic schemes UDS and CDS. Figure 49 displays the temperature
proﬁles after t = 0.55 s. UDS and CDS introduce the expected behavior of numerical
diﬀusion, respectively oscillations, see Sec. 4.4.5. A blending of HyperC and UQuickest
shows a steepening of the gradient at the interface, creating a jump. This is expected
and recommends this scheme for transporting discontinuous quantities, rather than for
a continuous proﬁle. Away from the interface, the UQuickest-scheme is applied which,


















Figure 49: One dimensional heat convection: linear proﬁle; Resolution 192.
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Table 4: L2-norm comparison of numerical temperature proﬁle after t = 0.55 s with initial linear
proﬁle for diﬀerent interpolation schemes.
linear UDS CDS HyperC InterG. Gamma Superbee MC-Limiter
∆ = 0.18mm 4.108 e-4 2.291 e-4 1.390 e-4 7.530 e-5 7.5833 e-5 3.043 e-5 3.097 e-5
∆ = 0.09mm 1.810 e-4 9.567 e-5 5.710 e-5 2.810 e-5 2.830 e-5 1.033 e-5 1.013 e-5
∆ = 0.045mm - - 2.313 e-5 9.600 e-6 9.833 e-6 3.567 e-6 3.500 e-6
similar to UDS, shows a diﬀusive behavior. The other schemes show a qualitatively similar
behavior. The quantitative comparison is shown in Tab. 4 for three diﬀerent resolutions.
Here the relative L2-norm is applied with Tref = 300K. The MC-Limiter and Superbee-
Limiter show the smallest deviations from the initial temperature proﬁle.




















Figure 50: One dimensional heat convection: sinus proﬁle; Resolution 192.
Next, two sinusoidal proﬁles are transported which are joined by a kink of the proﬁle
at the interface Σ. UDS, CDS and HyperC/UQuickest show the same behavior as before.
Moreover, it is visible that for the present case Gamma and Inter-Gamma are more diﬀusive
than the ﬂux-limiter based schemes. Table 5 reveals again a similar performance between
the ﬂux-limiter based schemes Superbee and MC-Limiter.
To check how these schemes perform on a proﬁle with a discontinuity, the convective
transport of a step proﬁle is also examined. Such a proﬁle is encountered for the VoF-
Table 5: L2-norm comparison of numerical temperature proﬁle after t = 0.55 s with initial sinu-
soidal proﬁle for diﬀerent interpolation schemes.
sinus UDS CDS HyperC InterG. Gamma Superbee MC-Limiter
∆ = 0.18mm 1.121 e-3 1.183 e-3 5.097 e-4 3.63133 e-4 4.733 e-4 2.784 e-4 2.882 e-4
∆ = 0.09mm 6.277 e-4 4.540 e-4 2.532 e-4 1.323 e-4 1.404 e-4 7.377 e-5 7.327 e-5
∆ = 0.045mm - - 1.133 e-4 3.630 e-5 3.657 e-5 2.123 e-5 2.093 e-5
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Figure 51: One dimensional heat convection: linear proﬁle; Resolution 192.
variable or any species concentration which exhibits a jump at the interface. The jump pro-
ﬁle highlights the diﬀerences in the schemes. Regarding the compressibility of the schemes,
there is a clear order from HyperC as the most compressible one, over InterGamma, Su-
perbee, MC-Limiter towards Gamma as the most incompressible one. Table 6 quantiﬁes
this impression as the derivation is evaluated with the L2-norm again.
In conclusion, the MC-Limiter as well as the Superbee-Limiter are to be preferred for
heat transport. As LeVeque states in [126], the MC-Limiter seems to be a good choice in
general, while the Superbee-limiter can be “over-compressive”.
Table 6: L2-norm comparison of numerical temperature proﬁle after t = 0.55 s with initial step
proﬁle for diﬀerent interpolation schemes
step UDS CDS HyperC InterG. Gamma Superbee MC-Limiter
∆ = 0.18mm 9.726 e-4 9.492 e-4 2.180 e-4 2.381 e-4 1.242 e-3 2.925 e-4 3.119 e-4
∆ = 0.09mm 8.538 e-4 1.255 e-3 1.44 e-4 1.714 e-4 5.858 e-4 2.257 e-4 2.454 e-4
5.2.3 Validation of Full Heat Transport
In the following, the combined convective and diﬀusive transport is validated by means of
two test cases. First, the temperature proﬁle of a heated falling ﬁlm is examined, followed
by the temperature distribution around a rising bubble at low Re.
5.2.3.1 Heated Film Flow
To investigate diﬀusive heat transport perpendicular to a constant laminar ﬂow, the
TestCase 9 in AppendixD is examined. As can be seen in TestCase 9, two ﬂuids with
diﬀerent temperatures enter the domain, where a constant velocity parallel to the inter-
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Figure 52: Results for a two-phase ﬂow with diﬀerently heated inﬂow. Temperature proﬁle at diﬀer-
ent positions x comparing analytical solution and numerical solution determined with
a) one-ﬁeld approach, b) two-ﬁeld approach.
face is present. In [38] the analytical solution for heat diﬀusion in a semi-inﬁnite domain
is given as








We compare the temperature proﬁles for three diﬀerent distances to the inlet, namely
x1 = 0.5467875, x2 = 2.4275, and x3 = 4.921875 cm. A small cell treatment is not nec-
essary due to the known IF-position alignment with a cell face. Figure 52 compares the
analytical and numerical solutions for both algorithms.
It is clearly visible that for this particular test case both algorithms perform satisfactory.
5.2.3.2 Heated rising bubble
An air bubble rising due to gravity presents itself as a three dimensional test case with
a curved interface. The bubble’s temperature is kept constant at T d = 300K while the
outer liquid phase is initialized with T c = 280K.
As a semi-analytical solution for a low Reynolds number Re ﬂow, the temperature proﬁle
is obtained based on the Hadamard-Rybczynski solution [76, 178] for the ﬂow ﬁeld. The
temperature proﬁle including the streamlines is visualized in Fig. 53a. Once the ﬂow ﬁeld
is known, the energy equation can be solved with Mathematica. The assumed physical
quantities and the general setup are given in TestCase 10. With these quantities, the









= 3.54 cm/s .
In the simulation, the bubble does not reach the predicted velocity due to wall eﬀects. Thus,
the analytical ﬂow ﬁeld is adapted to the numerical migration velocity, Unum = 3.4 cm/s,
allowing a comparison between the temperature proﬁles visible in Fig. 53b. Figure 53b
shows the good agreement of the results for both algorithms.
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(a) Temperature profile T (r, θ)













(b) Temperature profile T (r, θ = pi/2)
Figure 53: Temperature proﬁle perpendicular to ﬂow ﬁeld outside a rising bubble at low Re with
constant temperature.
5.2.4 Evaporation
The volume eﬀects due to phase change are validated with one component evaporation
which allows an comparison to the analytical solution given in TestCase 11. The validation
of modeling vapor as a dilute species was done before in [189] and is not repeated here.
TestCase 11 describes a cavity ﬁlled with water and vapor, which is heated from above.
The temperature ﬁeld is prescribed in each time step with a linear temperature gradient
based on the new interface position to isolate the volume eﬀect due to phase change. The
comparison between the results can bee seen in Fig. 54, where the liquid density is altered
to illustrate the volume eﬀect. The density ratio is denoted as ρ∗ = ρ
ρH20(Tsat)
. For both
chosen densities, the results show an excellent agreement.














ref (ρ∗ = 0.1)
ρ∗ = 0.1
ref (ρ∗ = 0.01)
ρ∗ = 0.01
Figure 54: Tracking the interface position in a one-dimensional evaporation test case for water at
saturation temperature in a cavity. The density is altered for better illustration of the
volume eﬀect.
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5.3 validation of contact line dynamics
To achieve a thorough validation of the contact line dynamics framework developed within
this thesis, diﬀerent aspects of the numerical treatment are tested. These include the
representation of the contact angle, the dynamic eﬀects, and the capability to capture the
hysteresis eﬀect:
1. Static contact angle: Sec. 5.3.1
• 2D drop shape comparison
• 2D transient capillary rise
2. Dynamic contact angle: Sec. 5.3.2
• 2D drop spreading: θd model comparison
• 2D drop spreading: Ucl model comparison
• 2D withdrawing plate: model mesh dependence
• 3D drop spreading: validation against exp. data
3. Hysteresis/Pinning: Sec. 5.3.4
• 2D drop in Couette ﬂow
• 2D drop on rotating plate
5.3.1 Validation of Static Contact Angle
First, a shape comparison for a drop at equilibrium in two dimensions for diﬀerent equi-
librium contact angles is made. The drop is always initialized as shown in TestCase 12,
where the physical properties are given as well. Letting the diﬀerent drops relax leads to
the shapes visible in Fig. 55a. For a quantitative validation, the shape can be compared
with the analytical shape sketched in Fig. 55b. Without gravitational forces, the analytical
solution for the static shape is given by a circular cap that respects the applied contact
(a) Diﬀerent static contact angles from




(b) Exemplary equilibrium droplet shape
Figure 55: Validation of static two-dimensional drop.
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2 (θs − sin θs cos θs) , l = R sin θs, b = R(1− cos θs), (111)





























R2 − x2 −R cos θs 0 < x < R sin θe
2
√
R2 − x2 R sin θe ≤ x < R
0 else .
(114)
It becomes obvious that the error lies within an accaptable range for all angles, while
the order of magnitude of the error spans over three orders for all three resolutions. The
tendency of a reduced error for ﬁner resolutions is interrupted for certain static contact
angles θs. This might be due to the method of comparison with height functions.
Furthermore, to ensure the correct treatment of a prescribed -in this case static- contact
angle, the test case of a two-dimensional capillary rise between two plates for water and
air is considered. The details are given in TestCase 13, AppendixD. An analytic solution
for the motion of the interface height in a tube was given by Fries and Dreyer [67]. Within







































Figure 56: 2D sitting drop shape comparison for diﬀerent static contact angles θe.
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Figure 57: Comparison of rising ﬁlm height with FS3D and theoretical predicitons (dashed).
Here W is the Lambert function implicitly deﬁned by
x = W (x)eW (x). (116)










Since Fries and Dreyer [67] used a static contact angle in their derivation, the test case is
simulated with a stationary angle too. The comparison between the transient analytical
solution and the numerical results can be seen in Fig. 57, where the comparison for diﬀerent
resolutions and prescribed contact angles is shown. The mesh dependence seen in Fig. 57
reveals the grid dependent slip-length. For a less resolved simulation, the capillary rises
faster at the beginning due to the larger slip-length. The ﬁnal position, on the other hand,
is not mesh dependent but only depends on the balancing forces. The overall results show
a very good agreement for higher resolutions.
5.3.2 Validation of Dynamic Contact Angle
The following section tests the applicability of the diﬀerent dynamic contact angle imple-
mentations introduced in Sec. 4.5.2. The CA-models listed in Tab. 1 are ﬁrst compared
for two-dimensional droplet spreading. In addition, diﬀerent approaches to obtain the CL-
velocity Ucl are employed. Prior to the full three-dimensional validation against experimen-
tal data, two approaches to reduce mesh-dependence are tested by means of withdrawing
a plate from a pool of liquid at constant velocity.
5.3.2.1 Influence of Dynamic Contact Angle Model
Figure 58 compares diﬀerent CA-models for two dimensional droplet spreading. Fluid prop-
erties and setup are given in TestCase 14, the analytical radius is evaluated at the wall
with Eq. 111 (R = 0.21985 cm, dashed). The CL-velocity is set as the cell-centered aver-
age, as explained in Sec. 4.5.2.1. The resolution is chosen as ∆ ≈ 100 µm and the numerical
spreading radius is evaluated half a cell width above the wall via height functions. During
the simulation, Ca varies between 0 and below ≈ 0.01, hence, within the range of applica-
bility of the chosen models. Still, Figure 58 clearly displays rather large deviations for the
dynamic models in contrast to the direct comparison in Fig. 30. The models by Mathieu,
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Figure 58: Spreading radius of a droplet for diﬀerent dynamic contact angle models.
Jiang and Bracke attract attention for this test case. Jiang’s and Bracke’s solution seem
to predict a very slow spreading of the droplet while Mathieu’s solution is closer to the
static contact angle approach. The models by Kistler, Voinov and Tanner predict a very
similar behavior. For further simulations, Kistler’s model is chosen out of these three for
the reason of being the only one limited to 180◦ for larger Ca, cf. Fig. 30.
5.3.2.2 Influence of Dynamic Contact Line Velocity
The numerical CL-velocities in Sec. 4.5.2.1 are compared for the case of a droplet spreading
in two dimensions. Figure 59a and b display the behavior of the spreading radius over
time for two diﬀerent resolutions. Their comparison reveals only small diﬀerences in the
spreading behavior due to the CL-velocity model. Even the very simpliﬁed approach of a
cell-centered velocity cl_vel1 reveals a very good agreement with much more sophisticated
models. For all resolutions, the CL-speed models performed equally well, while the results
become more similar with increasing mesh size.










(a) ∆ = 0.009375 cm















(b) ∆ = 0.001171875 cm
Figure 59: Radius of two-dimensional spreading droplet for diﬀerent contact line velocity models
and diﬀerent resolutions.
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(a) ∆ = 0.0046875 cm
















Figure 60: Spreading radius of a droplet for diﬀerent contact line velocity models and plot of actual
contact line velocity.
To analyze the diﬀerences in the models further, Fig. 60b shows the CL-velocities directly.
Although the maximal velocities at the beginning of the spreading vary, the diﬀerences are
not visible in the spreading behavior, except for a slightly slower spreading at the beginning
with the CL-speed cl_vel4 (based on geometrical reconstructed ﬂuxes); cf. Fig. 60a. In the
further course of the spreading, cl_vel5 diﬀers from the other algorithms by showing a
larger CL-velocity although the droplet radius is below the average radius by that time and
seems to approach the equilibrium shape slower. For further validation test cases, where
experimental data are given, the velocities cl_vel1 (cell average) and cl_vel5 (based on
[129]) will be compared.
Before discussing the three dimensional results, the problem of mesh dependency is
addressed in this next section.
5.3.2.3 Resolution Dependency of Contact Line Treatment
To quantify the mesh dependency of the contact angle implementation, a plate drawn from
a pool of liquid with a constant velocity is considered, as described in TestCase 15. Many
CA-models have restrictions to the scale on which they have to be applied and the CL-





















(b) Kistler’s θd+slip BC
λ = 0.005 cm













(c) Kistler’s θd → θnum,
K = 0.4 cm
Figure 61: Interface proﬁle for a plate drawn from a pool of liquid illustrates the mesh dependency
of the dynamic contact angle θd treatment.
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lλ = 1 µm
lλ = 10 µm
lλ = 50 µm
lλ = 100 µm
(a) Kistler’s θd+slip BC












(b) Kistler’s θd → θnum
Figure 62: Interface proﬁle for a plate drawn from a pool of liquid with a resolution of L/64.
speed evaluation is grid-size dependent. Furthermore, the question about the realization
of a moving contact line on a no-slip wall is explained.
A water/air-system is investigated, but the physical quantities are altered to dampen
wiggles along the interface. The domain dimensions are given in AppendixD. In Fig. 61,
the CL-velocity is reconstructed by cl_vel1 and Kistler’s dynamic CA-model is applied.
Figure 61 compares the stationary interface contour for a no-slip BC (a), a slip BC (b)
and the introduction of a numerical CA with a no-slip BC (c) for three diﬀerent mesh
resolutions. Obviously, both approaches are capable of reducing the mesh dependency
suﬃciently. However, the resulting interface contours show a diﬀerence in the approaches.
The introduction of the numerical contact angle seems to prevent the contact line to climb
as high as for a slip BC. To illustrate this issue further, Fig. 62 compares the eﬀects of
parameters lλ and K on a mesh with ﬁxed resolution. Figure 62a shows that the slip
length only has an eﬀect on the solution if it is in the order of magnitude of the resolution.
However, Fig. 62b shows the large inﬂuence of diﬀerent K-values on the solution. Thus,
the factor K = 0.3 is chosen carefully based on the capillary length. As stated in [3], the
factor K is best chosen based on experiments which allow a thorough validation. This will
be done in three dimensions in the subsequent section.
5.3.3 Validation of Full CL-Framework
For the validation of the complete dynamic contact angle framework, the results for a
droplet impact on a solid surface are compared to the experimental observations by Lavi
and Marmur [122] and Šikalo et al. [202]. For a droplet in touch with a solid surface and
the gravitational force acting towards the wall, Lavi and Marmur [122] found the temporal













where τ is a dimensionless time and V the droplet volume. Af denotes the largest wetted
area which is attained towards the end. In [122], the constants KLM ,n and the physical
parameters are given for ﬁve diﬀerent ﬂuids for spreading on diﬀerent substrates. Here we
limit ourselves to a solid substrate of DTS and the ﬂuid squalane. The full set of physical
properties can be found in TestCase 16. For a squalane droplet the constants are given as
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Figure 63: Comparison of the wetted area due to droplet spreading with FS3D and experiments
in [202] for squalane.
KLM = 0.471, n = 0.699, R0 = 1mm and a static contact angle of θe = 41.5◦. The outer
phase is air. Figure 63 displays results from diﬀerent CL-velocity algorithms, including
results with a static contact angle. In addition, the test case is run with a slip boundary
condition and with a no-slip boundary condition. The slip length is set to lλ = 10 µm. For
the compensation of the grid dependency via introduction of a numerical CA, the constant
K is given by the capillary length K =
√
σ/ρg = 0.2. All results show a similar quality of
agreement with the experimental correlation. The deviation of the numerical results from
the power law can be explained by the small static contact angle. The height functions
are build parallel to the wall. Thus, they work best for contact angles larger than 45◦.
For smaller angles, the height functions should be build orthogonal to the wall, which is
not implemented in the current version of FS3D. For this reason we only consider angles





















Figure 64: Comparison of the wetted area due to droplet spreading with FS3D and experiments
in [202], applying cl_vel1 for the CL-speed and an numeric contact angle θnum to
decrease mesh dependency.
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Figure 65: Comparison of the wetted area due to droplet spreading with FS3D and experiments
in [202], applying cl_vel1 for the CL-speed and an additional slip-BC with lλ = 10 µm.
θ > 45◦ in later applications. Based on the experimental data visible in Fig. 63, there is no
clear indication which CL-velocity algorithm works best. Since both algorithms perform
so similarly, the simpler of the both is chosen, namely cl_vel1, for further applications.
For additional validation, simulations for glycerin droplets impacting on a wax surface
have been done and compared to the dimensionless drop diameter by Šikalo et al. [202].
The simulations are performed with a CL-speed based on cl_vel1 and the mesh depen-
dency is reduced by introducing a contact angle transformation to θnum in Fig. 64 and via
a slip boundary condition in Fig. 65. Both approaches show for all reﬁnements a very good
agreement with the experiments. The slight diﬀerence towards the end of the experiments
is most likely due to hysteresis eﬀects, which are investigated in the next section. The ex-
perimental results show a plateau where the contact line is not moving. However, hysteresis
is not enabled in these simulations so that the droplet continues to spread and reaches a
larger spreading diameter. All physical quantities are taken from the original work and
are given in TestCase 17. The dimensionless time τ is deﬁned as τ = v0/D0 t with v0
being the impact velocity and D0 the initial droplet diameter. For the three experiments,
the impact velocities are v0 = 4.1m/s, v0 = 1.41m/s and v0 = 1.04m/s respectively,
the static contact angle for a glycerin-wax-air-system is 93◦. It is visible in Fig. 64b that
the simulation time for case 2 and case 3 exceeds the experimental observation time. All
simulations are performed until the equilibrium state is reached which is d/D0 ≈ 1.27 for
a contact angle of 93◦.
5.3.4 Hysteresis
Two test cases for the validation of CA-hysteresis/CL-pinning are chosen. A third test case
qualitatively proves the functionality in three dimensions.
The ﬁrst test case setup consists of a droplet in a Couette ﬂow. Diﬀerent authors, e.g.
in [45, 209], have compared their results to those obtained by Schleizer and Bonnecaze
who used a boundary element method [188]. As chosen by Dupont as well, the inner and
outer density and viscosity are equal. The drop is initialized with an angle of θ0 = 60◦.








Figure 66: Stationary droplet shape in a Couette flow with different wall velocities Uw. Each figure
displays the shapes of three different algorithms and the comparison to [188].
The comparison is done for Ca = µUwh
σH
= 0.05 and 0.1 and Re = ρUwh
2
µH
= 0.01, 0.02, as
summarized in TestCase 18. For the simulations, the droplet height, density and viscosity
are chosen as
h = 0.1 cm, ρ = 1 g/cm3, µ = 1 g/cm s .
With Ca and Re, the surface tension σ and wall velocity Uw can be determined to be
Re = 0.01 → Uw = 0.4 cm/s , Ca = 0.05 → σ = 2.0 g/s
2 ,
Re = 0.02 → Uw = 0.8 cm/s , Ca = 0.1 → σ = 2.0 g/s
2 .
The results for the three different implemented hysteresis algorithms (see Sec. 4.5.3) can
be seen in Fig. 66. The three algorithms are refered to as cl_pin1,cl_pin2 and cl_pin3.
Here, cl_pin1 denotes the algorithm which locally cancels the velocities via the surface
tension, cl_pin2 retains the BC-values and cl_pin3 limits the PLIC-plane movement to a
rotation around the contact line. The agreement to [188] is very good. For UW = 0.8 cm/s
the local canceling of the velocities (dash-dotted) does not pin the contact line completely
as can be seen in the slight movement of the contact line. Thus, the approach is dropped
for the second test case of a droplet attached to a slowly rotating substrate.
The two-dimensional problem considers a relaxed droplet on a horizontal surface. After
stabilization of the drop, the wall is inclined slowly such that the shape of the drop has time
to adapt and no oscillations are introduced. Only pinning is considered since a hysteresis
Figure 67: Droplet shape comparison at rotating angle α = 90◦ between the hysteresis algorithm
via BC (red, dashed) and PLIC-rotation (blue, solid).
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(a) Rotating PLIC-planes [55]










(b) Dirichlet BC [129]
Figure 68: Receding and advancing CA over time for a droplet attached to an rotating plate under
the inﬂuence of gravity.
interval of [60◦, 120◦] is chosen for the physical parameters given in TestCase 19 which




= 0.5. Figure 67 shows the contour plots for a
rotation angle of α = 90◦. Both approaches are capable of keeping the contact line pinned
and minor diﬀerences in the droplet shape can only be observed when zooming in. The
zoom reveals a slight displacement of the contact line with the BC-based algorithm.
The advancing and receding contact angles over time are plotted in Fig. 68. Figure 68a
shows the contact angles of the PLIC-planes for cl_pin3 and Fig 68b the contact angles
evaluated from the α-gradient for cl_pin2. The contact angles are evaluated in a post-
processing step via height functions from the current α-distribution and the known original
intersection of the interface with the wall. This evaluation is done in such a way to allow a
general comparison since both algorithms evaluate the contact angle diﬀerently. The large
deviation in Fig. 68b for the hysteresis based on [129] stems from the slight movement
visible in Fig. 67.
Comparing the overall computational eﬀort and cost between the two approaches, we
choose to capture hysteresis in Ch. 6 via saving the initial dummy cell values. However,
due to the promising potential, cl_pin3 will be pursued in future works.
Since the above discussed problems are two dimensional, Fig. 69 illustrates the capability
to pin the contact line in three dimensions for a growing water droplet surrounded by air.
Figure 69: 3D hysteresis eﬀect for a growing droplet; initial and present interface position.
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The droplet is ﬁlled via an inlet as displayed in TestCase 20. Only quarter of a drop
is displayed here. The inner interface shows the original drop surface, while the second
interface shows the droplet after the ﬁlling process. As can be seen in the ﬁgures, the
algorithm performs overall well in three dimensions. However, a slight motion of the contact
line can be spotted, as expected by the prior results. The motion of the contact line
compared to the overall motion of the interface is small, but needs to be taken into account
if the hysteresis intervall is passed through very slowly.
5.4 code framework: concluding remarks
The preceding chapter has been concerned with the validation of the newly developed al-
gorithms. It has been shown that the implemented methods, including Marangoni forces,
heat transport, evaporation and contact line dynamics, perform well for numerous test
cases in two and three dimensions. Still, some concluding remarks are at order before mov-
ing on to applying the code framework to more complex ﬂow phenomena. In the following,
only the balanced surface tension surface force model is used due to the precise curvature
estimate and the suppression of spurious currents. The Marangoni forces are always cap-
tured based on the direct discretization with interface temperatures, where, in addition,
the interface area is corrected. Without evaporation, the interface temperatures are deter-
mined with a quadratic ﬁtting. Both temperature transport algorithms perform similarly
well. Based on the computational expenses, the classical one-ﬁeld approach is suﬃcient
for applications without evaporation. If phase change is present, the two transported tem-
perature ﬁelds allow an exact determination of the temperature drop due to evaporation
and keep the temperature gradients in the vicinity the interface steep. The full potential
of the framework is to be investigated in future works. Choosing the well-known Kistler’s
contact angle model and transforming the dynamic contact angle to the grid scale allows
nearly mesh independent results. Diﬀerent contact line velocity algorithms only showed a
small inﬂuence, thus, the cell-centered velocity is chosen to reduce the computational cost
without loss of accuracy. Note here that the chosen contact angle model does not depend
on the temperature, which still leaves room for improvement. Hysteresis will be captured
by applying a Dirichlet boundary condition for the volume fraction ﬁeld, saving the initial
boundary condition values at the time when the hysteresis interval is entered. The more
sophisticated approach of altering the PLIC-algorithm based on the contact line position
shows slightly better results in two dimensions, but has not yet been suﬃciently tested in





The following three sections examine the applications given in Tab. 7, which are motivated
in Sec. 2.2.
Table 7: Applications




6.1 film on structured, heated surface
The presented results are adapted from the paper [57], except for the simulations including
evaporation which are not included in [57].
6.1.1 Introduction
The numerical simulations of short-scale Marangoni ﬂow on a heated structured substrates
have been performed to quantify the inﬂuence of ﬁlm thickness, wall temperature and
geometry of the structured surface on Marangoni convection and heat transport.
Marangoni convection has also been studied experimentally at the Institute of Technical
Thermodynamics, TU Darmstadt [157]. The experiments have been performed in a closed
cell, allowing to monitor or control the distance between the liquid-gas interface and the cell
lid, as well as the lid temperature. In this way, heat transport at the liquid-gas interface
can be controlled and quantiﬁed. The two-dimensional velocity ﬁeld has been observed
from the side, allowing a direct comparison with the numerical ﬂow patterns.
81
Table 8: Fluid and material properties used in experiments and simulation
Symbol
(unit) Elbesil B5 HFE-7500 Air
ρ [kg/m3] −0.85T [◦C] + 943.75 −2.0845T [◦C] + 1665.8 1.205
ν [10−6 m2/s] exp[−0.73 ln(T [◦C]/1[◦C]) + 4] γ = 10∧(10∧(11.84− 5.087 log(T [K])))− 0.7 15.11
(γ − exp(−0.749− 3.30γ + 0.612γ2 − 0.320γ3))
cp [kJ/(kg K)] (1.5T [◦C] + 1587.5)10−3 (1.4982T [◦C] + 1091)10−3 1.005
λ [W/(m K)] 0.1155 0.0648 0.0262
σ [N/m] 0.0197 0.0162 -
σT [N/(m K)] −5.9 10
−5 −8.97 10−5 -
Pr [−] 64.9 22.985 0.713
The experiments were performed with Elbesil silicone oil B5 from Boewing and HFE-
7500 as the test ﬂuids. The properties of the ﬂuids, as given by the manufacturer, are
listed in Tab. 8. The experiment has been carried out for diﬀerent ﬁlm heights and struc-
ture temperatures, which were increased in steps of 10◦C. The steady state of each ﬂow
was ensured by letting the ﬂow develop for 10min for each substrate temperature before
measuring. The detailed description of the experimental setup can be found in [157, 57].
6.1.2 Numerical setup
In the setup for the numerical study (see Fig. 70), one cavity with periodic left and right
boundaries is extracted. The heated structured wall and the glass window are modeled
with a no-slip condition and a Dirichlet condition for the temperature, respectively. The
liquid and gas temperature are initialized with the lid temperature, i.e. TL = 20◦C. The
simulations were performed using two spatial dimensions, since the occurring structures
seen in the experiment are purely two-dimensional. The latter is described in the next sec-
tion and was already discovered in [9]. The grid resolution is chosen to be ∆ = 0.03125mm
based on a grid convergence study. A further reﬁnement did not improve the interface ve-
locities and temperature ﬁelds. This resolution allows to have the thinnest ﬁlm of 0.3mm
resolved by approx. 10 cells.
To compute the heat transport, the cut cell approach described in Sec. 4.4.2 is applied.
The interface temperature T Σ is inherently given and used for the determination of the
Marangoni forces.
For HFE-7500 evaporation is considered as well. The mass ﬂux is incorporated as de-
scribed in Sec. 4.4 and the vapor modeled as a dilute species.
6.1.3 Characteristic dimensionless numbers
For the present physical setup the following dimensionless numbers characterize the occur-
ring ﬂow:


















Figure 70: Numerical Setup
• Rayleigh number - Ra = βg∆T∆h
3
να
• Biot number - Bi = λgδl
λlδg
with α = λ/(ρcp) being the thermal diﬀusivity of the liquid. The average temperature
diﬀerence ∆T between the wall and the interface is calculated from the total temperature
diﬀerence between the structured wall TW and the lid TL using the Biot number ∆T =
Bi(TW −TL)/(1+Bi). The temperatures are displayed in Fig. 70. Moreover, δl and δg are
the thicknesses of the liquid and the gas layers. The height ∆h is deﬁned as an averaged
ﬁlm height, ∆h = (2δl + δc)/2 for the present structure type, averaging the ﬁlm height
over the cavity δl+ δc and over the crest δl. During the experiments the cavity dimensions
were kept constant as δc = δp = 2mm. The ﬂuid ﬁlm height δl was altered between 0 and
2.5mm. The characteristic velocity of the system is deﬁned as
U∗ = −σT ∆T
µ
. (118)
6.1.4 Results: Elbesil B5
6.1.4.1 Qualitative flow characteristics
In Fig. 71 displays the vector plots of thermocapillary driven ﬂows observed in the ex-
periment. Only half of the upper cavity ﬂow is shown here, due to symmetry. The total
basic ﬂow regime over the periodic structure will include at least two oppositely directed
vortices within the ﬂuid above the cavity and counter-rotating vortices above in the gas
phase as well. Two kinds of ﬂow patterns can be distinguished. The ﬁrst pattern contains
only one vortex in the right cavity half and can be seen in Fig. 71a. In Fig. 71b one can
observe another pattern, where a second vortex is occurring in the thin ﬁlm above the
topography crest. Both ﬂow types can also be seen in the simulation, cf. Fig. 72.
The temperature contours explain the vortices, indicating a lower temperature at the
interface above the cavity compared to the interface above the thinner ﬂuid ﬁlm. Figure 73
displays the velocity distribution along the liquid-gas interface (b) and the distribution
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(a) 40 ◦C (b) 50
◦C
Figure 71: Velocity plots seen in experiment for a ﬁlm thickness of δl = 0.5mm; a: 40
◦C with one
vortex ; b: 50◦C with two vortices.
of the local Nusselt number along the interface (a) over the right side of the cavity. The
coordinates correspond to the coordinate system in Fig. 70. In Fig. 73b the interface veloc-
ity reveals the presence of the second vortex occurring for a higher wall temperature. The











At this point, recall that ∆T is the mean temperature diﬀerence between wall and interface
and ∆h is the average ﬁlm height over the structure. The Nusselt number is a measure
for the gain in heat transfer due to convection. Although the global Nusselt number is
not diﬀering signiﬁcantly for both pattern types, the local Nusselt number graphs show
very diﬀerent characteristics. While for a ﬂow with one vortex the local Nusselt number is
nearly constant and only increases slightly in the thinner ﬁlm regions, for the second ﬂow
type the Nusselt number changes much stronger, showing a maximum in the area right
next to the edge. This is the region where the ﬂow is directed upwards perpendicular to
the interface, thus decreasing the temperature boundary layer at the interface (see Fig. 72).
Here the convective heat transport is highest.
The experimental observations let us assume a purely two-dimensional ﬂow. This as-
sumption is based on the fact that due to the small focal length one would observe particles
(a) 40 ◦C (b) 60
◦C
Figure 72: Flow types occurring in simulation. Velocity vector plot including temperature contour
lines for δl = 0.5mm.
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Figure 73: Local Nusselt number (a) and dimensionless interface velocity (b) for two ﬂow patterns
at δl = 0.5mm.
moving in and out of the focused region for a three-dimensional ﬂow. This was not the case
in all experiments. The results in [9] conﬁrm the assumption of purely two-dimensional
patterns in the xy-plane, where the ﬂow was observed from above. During the experi-
ments, three-dimensional patterns could only be produced by external forcing. The reason
is the topography of the structure. This diﬀers from the observations for a ﬂow over an
evenly heated surface, where there is no preferred direction for convective rolls. There,
three-dimensional structures, which can be seen as a superposition of rolls, are preferred
[113]. It can further be observed that the vortex centers always lie in the thin ﬁlm above
the cavity.
6.1.4.2 Comparison between simulation and experimental data
In order to validate the numerical algorithm, a comparison is performed between a series
of experiments and simulations in which the ﬁlm height is kept constant and the temper-
ature is varied. During the experiments, the top lid is not kept at a constant temperature
and, hence, slightly heats up. This is monitored by a thermocouple, so that the lid tem-
perature is always known. In the numerical setup, the lid temperature is held constant
at 20 ◦C, which is close to the experimental (mean) lid temperature. In Fig. 74, the max-
imum velocities at the interface for heating temperatures from 30 ◦C to 70 ◦C in steps of
10 ◦C are shown. The numerical and experimental results show a very good agreement. It


















Figure 74: Maximum interface velocity over the temperature diﬀerence between structured surface
and the top lid for δl = 0.5mm.
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Figure 75: Comparison of dimensionless velocities for a ﬁlm height of 0.5mm. Left: along the
interface. Right: along the symmetry line of the cavity. The plots show the results from
the experiment.
can be seen that the velocity depends linearly on the temperature, hence the velocity is
proportional to the temperature diﬀerence between wall and lid umax,Σ ∼ (TW −TL). The
slope measures 0.057mm/(sK) for a ﬁlm height of δl = 0.5mm. The intersection with the
x-axis is close to, but slightly higher than the lid and initial ﬂuid temperature of 20 ◦C.
The linear relationship between the occurring velocities and wall temperatures is also
visible in Fig. 75 and Fig. 76, where the dimensionless velocity u/U∗ along the interface
and normal to the interface at the symmetry line are shown for the experimental and
numerical results. The experimental velocity data is smoothed using weighted linear least
squares and a second degree polynomial model within MATLAB [141]. The plots show
that the position of the maximum interface velocity depends only slightly on the heating
temperature and that they are positioned more towards the cavity middle and upwards
with increasing wall temperature. Furthermore, with increasing temperature, the ﬂow type
changes from one to two vortices due to the increasing kinetic energy dragging the ﬂuid
in the thin ﬁlm with it.
The overall agreement of the experiments and the numerical simulations is very good,
indicating the applicability of the proposed numerical model for simulating thermocapillary
ﬂows within thin ﬁlms on structured walls.
In the following, the inﬂuence of ﬁlm height, temperature of the structured surface
and the inﬂuence of the Prandtl number on the velocity and heat transport are analyzed

































Figure 76: Comparison of dimensionless velocities for a ﬁlm height of 0.5mm. Left: Along the
interface. Right: Along the symmetry line of the cavity. The plots show the results
obtained with FS3D.
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Figure 77: Comparison of dimensionless velocities for diﬀerent ﬁlm heights with TW = 50
◦C. a)
along the interface; b) along the symmetry line of the cavity. The plots show the results
obtained with FS3D.
by numerical means and compared to experimental results. All calculations in Sections
4.3 and 4.4 are done for a structure with the same geometry as in the experiment. In
Section 4.5 we investigate the impact of changed topography dimensions. Throughout
the simulations, the physical parameters of the ﬂuid are set constant to their values at
the wall temperature (ρ = ρ(TW ), ν = ν(TW ), cp = cp(TW )). This is justiﬁed by the
small temperature diﬀerences for the steady state within the liquid. As a criterion for a
stationary ﬂow, the kinetic energy of the system is monitored. The ﬂow is steady if the
change in kinetic energy is negligible.
6.1.4.3 Influence of film height and wall temperature
At constant wall temperature one can clearly observe a change in the ﬂow characteristics
with increasing ﬁlm height, similar to the change with the wall temperature as shown
in Fig. 75 and 76. In Fig. 77a, the velocity distribution for three diﬀerent ﬁlm heights
along the liquid-gas interface is displayed, again only above the right cavity half which is
suﬃcient due to symmetry. As visible in the plot, with increasing ﬁlm height one vortex is
replaced by two vortices. For an even thicker ﬁlm, the pattern switches again to a ﬂow with
only one vortex, but with a diﬀerent interface velocity characteristics. The vortices can be
seen in the plot by velocity minima and maxima, which indicate the vortex direction. The
change of ﬂow pattern with the ﬁlm height depends on the viscosity and friction of the
ﬂuid above the crest. The higher the ﬂuid layer is, the more ﬂuid can be dragged along by
the vortices. With the results from the previous section about the dependence of diﬀerent
ﬂow patterns on the heating temperature (see Fig. 75 and 76), we ﬁnd two independent
parameters determining the transition from 1 vortex to 2 vortices: ∆T and δl. A regime
map is shown in Fig. 78a, where type 1 and type 1∗ indicate a ﬂow with only one vortex,
but diﬀerent interface velocity proﬁles, and type 2 indicates a ﬂow with a second vortex
occuring in the thin ﬁlm above the structure crest. One can observe that, except in a
certain range, a ﬂow pattern with one vortex prevails. Flows with two vortices only occur
for a small ﬁlm height and a high wall temperature. A similar map can be found in [9]
for Marangoni convection over a sinusoidal wall, where diﬀerent ﬂow types are marked
in dependence on a dimensionless ﬁlm height and on the Marangoni number. There, the
ratio between cavity depth δc and periodicity 2δp is between 0.125 and 0.25, while in the
present study it is 0.5. Alexeev et al. observed two ﬂow types with two vortices and one
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Figure 78: a) Regime map for diﬀerent ﬂow types in dependence on the ﬁlm height δl and the
temperature diﬀerence within the liquid ﬁlm ∆T . b) Distance between vortex center
and max. velocity positions for diﬀerent ﬂow types. The plots show the results obtained
with FS3D.
type with only one vortex in [9]. It can also be seen that, similar to the present regime map,
the “one-vortex-ﬂow” occurs for small and large ﬁlm heights and over the full range of
wall temperatures. A second vortex only occurs for thinner ﬁlms and higher temperatures.
Figure 78b shows the distance between the y-position of the vortex center and the y-
position of maximal velocity at x = 0 over the distance between the x-position between
vortex center and maximal velocity at y = 0 for diﬀerent ﬂow types. A growing diﬀerence
between the vortex center position and maximum velocity can be seen with increasing ﬁlm
height and wall temperature, which correlates with the change of ﬂow type.
Examining the relation between the maximum velocity along the interface and the ﬁlm
height for diﬀerent wall temperatures reveals a linear correlation for a certain range. This
is shown in Fig. 79, where, for a further experimental veriﬁcation of the numerical method,
the experimental measurements are plotted as well. The linear dependence on the height
is less strong than the dependence on the wall temperature. For lower wall temperatures,
only larger ﬁlm heights were investigated numerically due to the observation that the ﬂow
is less stable for thin ﬁlms. Three domains can be identiﬁed which are indicated by vertical
dashed lines in Fig. 79a. Within the range of a ﬁlm height between 0.5mm and 1.25mm,
the slope amounts to 0.48 1/s for Tw = 50 ◦C. For a higher ﬁlm height, the slope decreases.
For the ﬁlm height of δl = 0.3mm, the velocity can be slightly higher or lower than for

















































Figure 79: Maximum velocity at interface (a) and perpendicular to the interface (b) for diﬀerent
heating temperatures over increasing ﬁlm height; experimental and numerical results
are plotted in (a), in (b) only numerical results.
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Figure 80: Dimensionless maximum interface velocity plotted over Marangoni number for diﬀerent
ﬁlm heights δl. Along each graph the heating temperature is increased in steps of 10
◦C.
a ﬁlm height of δl = 0.5mm, depending on the wall temperature. Simulations for zero
ﬁlm height, meaning that only the cavities are ﬁlled, showed velocities higher than for a
small ﬁlm height. Figure 79b shows the maximum velocity perpendicular to the interface
pointing downwards. The ratio between the maximum velocities |uΣ,max/vx=0,max| lies
around two. It is decreasing with increasing ﬁlm height and wall temperature. Setting the
interface velocity in relation to the characteristic Marangoni velocity deﬁned in Eq. 118,
reveals the characteristics seen in Fig. 80. Here a clear maximum is visible, after which
the dimensionless velocity is decreasing with the Marangoni number. For the three ﬁlm
heights of 0.3mm, 0.5mm and 0.75mm the maximum lies at a wall temperature of 40 ◦C.
Two reasons can be given for this behaviour. The ﬁrst is the coupling of a most ampliﬁed
mode with a certain period which belongs to each heating wall temperature. It seems that
the period belonging to TW = 40 ◦C might ﬁt best the periodicity of the structure and
can hence develop best such that the velocity, compared to the characteristic velocity, is
highest. The second reason might be found in the deﬁnition of the characteristic Marangoni
velocity. The temperature diﬀerence used for the characteristic velocity is perpendicular to
the interface. A more accurate temperature diﬀerence would probably be the temperature
diﬀerence along the interface between the outmost position over the crest and the middle















Figure 81: Position of maximum velocity along the center line compared to analytical solution for
diﬀerent δl at Tw = 50
◦C.
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Figure 82: Numerically determined global Nusselt number plottet over a) Marangoni number; b)
for diﬀerent ﬁlm heights at Tw = 50◦C.
of the cavity. Thus, a temperature increment at the wall may translate diﬀerently to the
temperature diﬀerence along the interface.
Besides the magnitude of the velocity perpendicular to the interface, the position of
this maximum, which slightly deviates from the vortex center y-position (see Fig. 78b), is
a signiﬁcant ﬂow quantity. Figure 81 shows that the maximum position is approaching
the theoretical value published in [57] for increasing ﬁlm height. There, the theoretical
maximum position is derived for a half inﬁnite domain with a cosine temperature proﬁle
along the interface. It follows that the higher the ﬁlm above the crest is, the smaller is
the inﬂuence of the cavity and the more the assumptions of the theoretical derivation are
justiﬁed. But even for a ﬁlm height larger than the cavity depth δl/δc > 1, the inﬂuence
is visible in the deviation from the theoretical value. This can be further explained by the
assumption of a cosine temperature proﬁle which is not present in the simulation.
In addition to the velocities, special interest with regard to heat transfer enhancement
lies in the convective heat transport. This can be quantiﬁed by the Nusselt number, see
Eq. 119. In Fig. 82a, the Nusselt number is plotted in dependence of the Marangoni num-
ber. It is seen that an increment in ﬁlm height is improving the heat transfer more than
an increase in wall temperature. Moreover, the improvement of the heat transfer with in-
creasing ﬁlm height seems to be lowered with a higher wall temperature. This conclusion
can be extracted from the decreasing slope for a higher wall temperature, see also Fig.
82. Furthermore, the relation between Nusselt number and Marangoni number is approxi-
mately linear for a constant heating temperature Nu|TW =const ∼ Ma|TW =const. We did not
observe the ﬂow type having any inﬂuence on the Nusselt number. To closely investigate
the inﬂuence of the ﬁlm height, in Fig.82b the Nusselt number is plotted against a dimen-
sionless ﬁlm height for TW = 50 ◦C. For a ﬁlm height ratio smaller than 0.5, the relation
is nearly linear and for δl/δc > 0.5, the slope changes with increasing ﬁlm height.
6.1.4.4 Influence of Prandtl number
In the simulations reported in Sections 4.2 and 4.3, the Prandtl number lies between 31.83
and 59.21. The Prandtl number varies due to variation of the wall temperature and the
associated variations of the properties of the ﬂuid. To expand the Prandtl number range,
the latter is changed by varying solely the thermal diﬀusivity, where a higher heat capacity
cp leads to a higher Prandtl number. The Prandtl number is a dimensionless measure for
the ratio between the momentum diﬀusivity and the thermal diﬀusivity Pr = ν/α. If cp is
altered, the Marangoni number is changed as well. To counteract these changes, the density
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Figure 83: a) Maximum interface velocity and velocity along the vertical centerline at diﬀerent
Prandtl numbers. b) The Nusselt number for diﬀerent thermal conductivities. All sim-
ulations conducted with Tw = 40◦C, h = 0.5mm.
of the liquid is adapted. For this case, the velocity does not change over the range of Pr=10
to Pr=100. The same was observed by Pearson and Davis, who state in [160, 40] that on a
ﬂat plate heated from below, for Bi = 0, Ra = 0 and the Marangoni stresses dominating,
the convective instability is independent of Pr. If, however, the Prandtl number is changed
by altering the thermal conductivity λ, another behavior is oberserved. Here no other
physical properties are altered which leads to a change of the Marangoni number from
14.89 to 1361 and the Biot number from 0.012 to 0.117, when the Prandtl number is
changed from 10 to 100. Figure 83a shows that a higher Prandtl number leads to a higher
velocity in a thermocapillary convective ﬂow. The triangle markers stand for a ﬂow with
only one vortex, the squares mark ﬂows with a second vortex above the structure crest.
While the change of velocity with Pr seems to decrease with the ﬂow of type 2, no such
change is visible for Nu in Fig. 83b. The change of the Nusselt number is plotted over the
thermal conductivity. Since Nu is the ratio of heat transport to heat conduction, the ratio
will decrease if heat conduction increases. Notice that for λ = 0.244W/(mK) (Pr = 25),
Nu changes from above 1 to values below 1. Hence, only above a Prandtl number of 25,
the heat transfer is enhanced by the Marangoni-induced convection.
6.1.4.5 Influence of topography
Concerning the design of structured surfaces for industrial applications, the inﬂuence of
the chosen dimensions on the ﬂow behavior is of great importance. Therefore, the inﬂuence
of the periodicity and cavity depth on the maximal interface velocity of the steady state
is examined in this section. The ﬁlm height δl and wall temperature TW are kept constant.
The inﬂuence of topography parameters on the velocities can be seen in Fig. 84. The
velocity is, in the range of changes to the topography, increasing with the width of the
cavity and decreasing with its depth. One further observes that the velocity increases less
strongly with increasing cavity width. In the case of a smaller cavity width, which results in
a lower velocity, two competing eﬀects are present. The ﬁrst, which would lead to a higher
velocity, is the increased thermal gradient along the interface due to the smaller distance
between the coldest point at the interface above the cavity and the thin hot ﬁlm above
the crest. On the other hand, the temperature in the middle of the domain is increasing
as well, due to the narrow stand of the walls. The temperature in the middle, compared
to the initial structure, is so much higher that it levels out the smaller distance between
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Figure 84: Maximum interface velocity at diﬀerent cavity periodicity δp and for diﬀerent cavity
depth δc.
edge and cavity middle. Consequently, the gradient becomes smaller. The behavior for a
wider cavity can be explained analogously. For the change in cavity depth, the dominating
eﬀect seems to be viscous forces. We observe that for a smaller cavity depth the velocity
increases, although the temperature diﬀerence between the middle and the edge must be
lower. This can be explained by the ﬂuid which has to be dragged along in the cavity. The
smaller the cavity, the less ﬂuid has to be accelerated by the vortices.
6.1.4.6 Transient behaviour and influence of gravity
In this section the eﬀect of gravity is explored, since buoyancy can enhance thermocap-
illary induced eﬀects as, e.g., in Bénard-Marangoni instability of thin ﬁlms. While in an
experiment, physical eﬀects can not be switched of, the numerical simulations allow in
particular to test four possible setups leading to a convective ﬂow:

















































































Figure 85: Comparison of velocities uΣ and vx=0 at times 0.1s, 1s and 10s from left to right for a
ﬁlm height of δl = 0.5 mm. Each graph contains the cases a) (solid), b) (dashed) and
d) (dashdotted).
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Figure 86: Transient temperature distribution and velocity vector plot at the times 1s, 3s and 10s.
Top row: with ρ(T ) and σ(T ). Bottom: only ρ(T )
a) Gravity with buoyancy + Marangoni eﬀects
b) Gravity without buoyancy + Marangoni eﬀects
c) No gravity + Marangoni eﬀects
d) Gravity with buoyancy + constant surface tension.
All cases have been simulated for a ﬁlm height of 0.5mm and TW = 40 ◦C. The ﬁrst three
setups do not show any diﬀerences in the maximum velocities or in the Nusselt number for
the stationary state. To extract the buoyancy eﬀect in the absence of Marangoni eﬀects,
the last setup is studied. The monitoring of the transient behaviour for the ﬁrst 10 seconds
shows the diﬀerence in the developed temperature and velocity ﬁeld due to the temperature
dependence of the density on gravity and thermal Marangoni eﬀects. In the steady state,
the eﬀect of buoyancy is negligible, but the impact during the development of the ﬁnal
pattern is clearly visible. Figure 85 shows the temporal development for the velocity uΣ
along the interface and that one in the groove, i.e. vx=0, at 0.1 s, 1.0 s and 10 s for the cases
a), b) and d). It can be seen that at 0.1 s the buoyancy eﬀect is dominating. The velocity
plots for the full simulation with both eﬀects and of the simulation of only ρ(T ) in the
presence of gravity nearly align in the cavity and at the interface. This changes completely
at 1.0 s. Now, at the interface, the velocity due to buoyancy is negligible compared to the
one introduced by Marangoni stresses. But within the cavity, one can still observe the
eﬀect. From the interface velocity at 1.0 s one can further extract that now two counter-
rotating vortices over the left cavity half are present. This phenomenon will be explained
below. One further observes that the interface velocity exceeds the steady state velocity
by an order of magnitude. Here break-ups could occur as observed by Alexeev et al. [9]
for a sudden wall temperature change and small ﬁlm heights. At 10 s the second vortex
has disappeared again and the velocity magnitude decreased. Furthermore, the velocity
induced by the buoyancy eﬀect within the cavity is decreasing faster than the velocity
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induced by thermocapillary convection since vBuoy/vMarang ≈ 0.2. Looking at Fig. 86 one
sees that, while the temperature dependence of the density leads to a vortex which is
centered in the middle of the cavity, the Marangoni-driven vortex sits much higher. It
is also visible that, although the stationary pattern has only one vortex in each cavity
half, a transient second vortex occurred. This can be explained by the heat peak over the
edge of the crest at 1.0 s, clearly visible in the temperature contour plot. This peak is
then slowly moving outwards and leaves only one vortex. The successive formation of the
vortices can be explained as follows. The ﬁrst temperature gradient along the interface
occurs due to heat conduction and diﬀering ﬁlm heights above the structure. Then, the
temperature gradient along the interface produces two vortices above the cavity, both
pulling ﬂuid inwards from the hot to the cold region. At the same time, the ﬂow upwards
due to the vortices drags the ﬂuid along the hot cavity wall. Above the edge of the crest the
temperature is increasing due to convection and the temperature peak occurs. Here (above
the edge) the temperature is now hotter than anywhere else along the interface, resulting
in the smallest surface tension values. At this stage four vortices are present, pulling ﬂuid
away from the hot regions towards the middle and the domain boundary. Due to the outer
vortices above the crest and temperature diﬀusion, the temperature peaks are moving
outwards until only the inner vortices remain.
The dominance of buoyancy at the beginning can be traced back to the diﬀerent char-
acteristic time scales. Let tM and tB be the characteristic time scales for Marangoni and
buoyancy, respectively. These time scales can be deﬁned by the characteristic velocities
and the characteristic length scale, which is chosen to be the averaged ﬁlm height L = ∆h.
With the characteristic velocities, the time scales can be determined as:
Marangoni
UM = −σ0 ∆TΣ
µ





→ tB = ν
ρβ∆TΣ∆h
. (121)










−σT ν = 42.17. (122)
(a) with evaporation (b) without evaporation

































Figure 88: Comparison of dimensionless velocities for a ﬁlm height of 0.75mm. Left: with evapora-
tion. Right: without evaporation. The plots show the numerical results.
This explains why the buoyancy driven pattern occurs before the Marangoni-ﬂow.
6.1.5 Results for HFE-7500
Simulations with HFE-7500 are performed to investigate the inﬂuence of evaporation on
the occurring ﬂow patterns. Figure 87 compares the velocity vector plots and temperature
distribution at TW = 40 ◦C and δl = 0.75mm for simulations with and without evapora-
tion. It is clear that without considering evaporation, the symmetry of the ﬂow pattern
is broken. In this case, one large vortex dominates the cavity and pushes a second, much
smaller and counter-rotating vortex closer to the edge of the crest.
Accordingly, the tangential interface velocity reported in Fig. 88 reﬂects the diﬀerence
in ﬂow patterns. For the simulations with evaporation, the dimensionless velocity proﬁles
in Fig. 88a show two vortices of about the same size, but counter-rotating. The same has
been observed in experiments, cf. [157]. The conducted simulations without evaporation are
incapable to reproduce the correct behavior. However, similar velocity proﬁles, as visible
in Fig. 88b, have been observed in experiments for higher heating wall temperatures TW ,
where the ﬂow pattern becomes unsteady. Note that the direction of the larger vortex
seems to be random, as demonstrated by the varying velocity proﬁles in Fig. 88b.






































Figure 89: Maximum velocity at the interface: experimental and numerical results are plotted.
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Figure 89 compares the maximum tangential velocity to the experimental observations
extracted from [157]. The numerical results show a very good agreement with the experi-
ments as long as evaporation is taken into account. Otherwise, the increment of velocity
with rising wall temperature is much too small. Hence, for volatile ﬂuids, evaporation is
crucial to represent the physics correctly in numerical simulations.
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6.2 thermal droplet actuation
The following section closely follows [56] with only minor changes.
6.2.1 Introduction
To study the migration behavior of a droplet attached to a wall with an inhomogeneous
temperature ﬁeld, a thorough parameter study is conducted. An in-depth look at the acting
forces and physical mechanisms allows a deeper physical understanding of the droplet
behavior. Apparently for the ﬁrst time, three-dimensional simulations of thermal droplet
migration on a wall for large contact angles are done and compared to two-dimensional
results.
6.2.2 Physical Mechanisms of Thermocapillary Actuated Droplet Motion
In the following, the physical mechanisms of droplet migration are described. Starting
with a freely migrating droplet, the acting forces, the direction of motion and a velocity
decomposition based on the surface tension eﬀects are investigated. Then, the setting of
a droplet attached to a wall is considered. The ﬁndings help to interpret the simulation
results in Sec. 6.2.3.
6.2.2.1 Thermal drop migration of a free droplet
The steady migration velocity of a droplet under the inﬂuence of an inhomogeneous tem-













as derived independently by Young et al. [243] and Fedosov [59], where the superscripts
i/o denote the inner and the outer phase, respectively. If λi/λo = 1 or if the temperature










Consequently, the motion is always directed towards the warmer region. This direction
results from the thermocapillary-induced tangential ﬂow at Σ in the direction of the cold
side. This leads to a propulsion of the droplet to the opposite, warmer side which also
decreases the overall surface energy due to decreasing surface tension, as stated in [28].
Tcold Thot
Fσ,n = σ(T )κnΣ
Tcold Thot
Fσ,t = σT∇ΣT






Figure 91: Control volume around a droplet attached to a wall.
The tangential current stems from the temperature diﬀerence along the interface which
enters the jump condition in two terms on the right-hand side of Eq. 12.
Due to the linearity of the underlying system of equations [243, 59], a decomposition
of Eq. 12 is possible, allowing to see the individual eﬀects of the surface stresses on the
droplet motion. Those eﬀects are indicated in Fig. 90. The contribution to the migration
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µo (2µo + 3µi)
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Evidently, these contributions alone would lead to motion in opposite directions. However,
their sum always points towards the warmer side.




(−poI+ So) · n do+
∫
V
ρb dV , (127)
where n is the outer normal ﬁeld on the droplet’s surface Σ. Since we omit volume forces






> 0 with σT < 0. (128)
6.2.2.2 Thermal drop migration of a droplet attached to a wall
Sui’s discovery of the possibility of a droplet moving in any of the two directions [212],
which is conﬁrmed in Sec. 6.2.3, lets us expect that additional forces due to contact with
the wall can change the direction of motion. To determine the forces on a droplet attached
to a wall, it is sensible to start with the control volume shown in Fig. 91, motivated by
the Chapter “Thermocapillary Droplet Migration on an Inclined Solid Surface” by Smith




(−poI+ So) · n do+
∫
ΣW
(−piI+ Si) · n do+
∫
C
σs,lNW dl . (129)







e⊺x · So · n do+
∫
ΣW
e⊺x · Si · n do+
∫
C
σs,lNx dl , (130)
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with nx = n · ex and Nx = NW · ex. Note that the pressure acts only normal to the
interface ΣW , hence has no contribution to the wall-parallel component.
For the special, two-dimensional case further derivations are possible. The viscous stress
along the wall reduces to
∫
ΣW







Additionally, taking into account the linear temperature ﬁeld and Eötvös equation, we
obtain ∫
C
σs,lNx dl = (σh − σc) cos θ = σT 2l∇T cos θ (132)
with the simplifying assumption that the contact angle is the same on both sides. To allow
an explanation for the numerical results from the parametric study obtained in Sec. 6.2.3,




















Fcl = σT 2l∇T cos θ. (136)
6.2.3 Results and Discussion
In this section droplet migration on a wall is studied numerically.
6.2.3.1 Numerical Setup
In the following, the numerical setup illustrated in Fig. 92 is described. The ﬂuid para-
meters are displayed in Tab. 9. The droplet is initialized in the middle of the domain as a
spherical cap according to the equilibrium contact angle and foot length l. In all cases, the
same initial foot length is used unless otherwise written, thus, the volume and radius of
the droplet change with changing contact angle. The initial contact angles vary from 50◦
to 130◦. The domain size is chosen as 8l× 4l based on a domain size study and discretized
with a mesh width of ∆ = 45µm. The wall temperature is prescribed by a Dirichlet
boundary condition with TW (x) = Tc + ∆T/∆x. In the following ∆T/∆x will range from
2K/cm to 6K/cm. The domain temperature is initialized with the same gradient. The
temperature of the cold side Tc is used as the reference temperature for the Eötvös rule.
A discussion concerning boundary conditions for the temperature along the left and right
wall is given in Sec. 6.2.3.5. The physical system under consideration can be characterized
by the following dimensionless numbers:
• Marangoni number Ma = σT ||∇T ||l
2ρcp
λµ
• Prandtl number Pr = µcp
λ
• Ohnesorge number Oh = µ√
ρσ0l
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Table 9: Physical quantities for droplet migration
Inner Fluid Outer Fluid
ρ [g/cm2] 0.25 0.5
µ [g/(cm s)] 0.12 0.24
cp [cm
2/(s2 K)] 0.5 1.0




2 K)] -2 -
The physical quantities are those of the droplet. In the following, we use the eﬀective
Marangoni number which is deﬁned by the relation Ma∗ = MaOh2/Pr.
The results are obtained by employing the balanced CSF method for the ST and the
curvature is determined via height functions. Thus, the height functions are altered in such
a way that the contact angle is matched, where the dynamic contact angle is determined
with Kistler’s correlation, cf. Ch. 4.5.1. Hence, the applied dynamic contact angle does not
explicitly depend on the temperature. The stress singularity at the contact line is relaxed
by the inherent slip of the employed staggered grid as discussed before in Sec. 4.5.2.1.
Since this slip is mesh dependent and the empirical correlation valid on a larger scale
than the grid size, a similar approach to the one by Afkhami et al. [3] is used where the
macroscopic dynamic contact angle is transformed to the smaller grid scale, see Sec. 4.5.2.3.
The temperature equation is discretized in its one-ﬁeld formulation. For the Marangoni
forces, the IF-temperature is deduced with a quadratic ﬁtting.
6.2.3.2 Flow Patterns
In Fig. 93 the ﬂow patterns for diﬀerent static contact angles are displayed in the co-moving
reference frame. For comparison, ﬁgure 93f shows the streamlines for a freely migrating
droplet in the upper symmetry plane. Resulting from the thermocapillary-induced tangen-
tial ﬂow along the interface from the warm to the cold side, the streamlines in the ambient
outer phase point in the same direction. In addition to the counterclockwise rotating vor-
tex inside all droplets, Figure 93d and e show an additional counter-rotating vortex close
to the wall.
In the non-moving frame, one observes two stagnation points for all considered contact
angles (see Fig. 94). The schematic diagram in Fig. 94a illustrates the overall streamline











Figure 92: Numerical setup including temperature and velocity boundary conditions.
100
(a) 50 ◦
(b) 70 ◦ (c) 90 ◦
(d) 110 ◦ (e) 130 ◦
(f) 90 ◦ (slip BC)
Figure 93: Streamlines in the co-moving frame for different contact angles.
vortex center inside the droplet, enclosed by a separatrix. The separatrix, which connects
two stagnation points at the wall, separates the region of closed streamlines from the
outer flow going from right to left. The arrows next to the stagnation points indicate the
velocity direction inside and outside of the region enclosed by the separatrix and the wall.
It becomes clear that the droplet moves towards the cold region if the separatrix and,
hence, the stagnation points lie within the droplet. With increasing contact angle, the
stagnation points move from inside of the droplet to the outside, thus, resulting in the
reversal of the direction of droplet movement. For a non-moving droplet, the stagnation
points coincide with the contact line (points in 2D). This was also observed by Sui in [212].
Separatrix
(a) Schematics of the flow field including sepa-
ratrix and stagnation points
(b) towards cold side; 50 ◦
(c) not moving, 78 ◦ (d) towards hot side, 110 ◦
Figure 94: Streamlines in the stationary frame for the three moving regimes. The stagnation points
are marked by small arrows.
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(a) Viscosity ratios µ∗ = µo/µi












Figure 95: Migration of a droplet attached to a wall: Ma∗=0.0576, Oh=0.2, Pr=0.5.
6.2.3.3 Influence of Outer Viscosity
Figure 95 illustrates the systems dependency on the viscosity and the contact angle. It is
clearly visible that the dependence of the migration velocity on the static contact angle
changes drastically with a different viscosity of the outer fluid. Figure 95a reveals that not
only the magnitude of the velocity changes, but also the regime for which the droplet does
not move shifts to smaller angles for a higher viscosity. For µ∗ = 0.01 the droplet always
moves towards the cold side while for µ∗ = 10 the droplet moves towards the hot side for θ
above 60◦. Furthermore, the trend of lubrication theory is visible for small viscosity ratios
and angles; cf. [73]. For µ∗ = 0.01, the increasing negative velocity up to 90◦ continues the
trend predicted by lubrication theory where the outer viscosity is usually neglected and
the velocity increases with increasing contact angle. For larger angles outside the validity
of lubrication theory, droplets have the increasing tendency to move towards the hot side
with increasing outer viscosity. The overall velocity dependence on the equilibrium contact
angle becomes weaker with increasing viscosity as the slope for the different viscosity
ratios indicates. For µ∗ above 1 the dependence becomes nearly linear. However, the slope
decreases comparing µ∗ = 1 and µ∗ = 10. This can be explained with the increasing
viscous sheer resistance. The shift of the change in direction with increasing viscosity ratio
is also visible in the regime map (Fig. 95b), where we distinguish three different types of
motion: moving to the cold side, moving to the warm side and not moving at all. Sui
concludes in [212] that Marangoni flows tend to drive the droplets towards the cold region
at low µ∗ and towards the hot region at high µ∗.
For a better understanding, we take a closer look at the forces acting on the droplet
according to the different force contributions as introduced in Sec. 6.2.2. We start with
a separate interpretation of each individual force. For simplification, we assume that the
outer pressure is nearly constant as it can be done for free droplet migration. If the pressure
is constant, Fp becomes zero and is neglected in the following discussion. The forces due
to wall friction Ffric and at the contact line Fcl both mainly depend on the contact angle
θ. As already shown in Fig 95a, the migration velocity changes with outer viscosity and
equilibrium contact angle θe. The foot length and the inner viscosity are kept constant.
Hence, Ffric changes only via ∂u
i/∂y
∣∣
y=0. As visible in Fig. 93, a counter-rotating vortex
occurs for angles larger than 90◦. This results in Ffric changing its sign. Fcl shows a similar
behavior, but acts in the opposite direction. For angles below 90◦, the force is directed
towards the cold side, whereas for larger angles, it points towards the hot side. If the outer
fluid is inviscid, these two forces have to balance each other in the steady state, as assumed
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Figure 96: Acting forces depeding on the viscosity ratio µ∗.
by Ford and Nadim [64]. Here, the outer fluid has no negligible viscosity, thus Fvisc has to
be accounted for since the viscous ambient fluid is dragged along. This force increases with
increasing outer viscosity and contact angle due to the larger active surface. The above
interpreted forces allow to follow the change of migration velocity with outer viscosity and
equilibrium contact angle. Looking for example at the different migration velocities for
θe = 70◦, Fcl stays nearly constant pointing towards the cooler side. However, Fvisc which
is acting towards the warmer side increases with increasing outer viscosity. Hence, for a
negligible outer viscosity the largest velocity to the cold side occurs, whereas the velocity
becomes opposite and maximal for the most viscous outer fluid, as shown in Fig. 95a. The
sole influence of the contact angle is best observed for a viscosity ratio of µ∗ = 1. It is
evident that Fcl changes its sign and is zero at θe ≈ 90
◦ in this case.
While the force components are not directly accessible in the code, the stresses due to
temperature dependence of the surface tension are. Figure 96 compares the following force




(σ(T )κnΣ)x and Fσ,t =
∑
i,j
(σT∇ΣT )x , (137)
for different contact angles and viscosity ratios. The sum can be build over the whole
domain since the forces away from the interface are zero. All forces are evaluated under
quasi-stationary conditions which is fulfilled at t = 1s. In Fig. 96a, for each contact angle
there are small differences due to the viscosity effect on the migration velocity. For θe = 50◦
for instance, all droplets move towards the cold side. However, the droplets surrounded
by a less viscous fluid move somewhat faster. Since the surface tension decreases with
temperature, the evaluated forces for smaller µ∗ will be larger. Since Fσ,t purely depends
on the temperature gradient, no such effect is visible in Fig 96b. The only deviation is
visible for θ = 130◦. This can be explained by the slightly larger deformations for different
viscosity ratios. Figure 96a and b reveal the increase of force magnitude with an increasing
arc-length with θ.
Taking advantage of direct numerical simulations, another way to explore the effect of
acting forces is introduced here. Figure 97 shows the velocities of the droplet if the jump
conditions are altered in a way that either Fσ,n or Fσ,t is set to zero. Now the motion
regimes are clearly separated in moving towards the hot side or moving towards the cold
side, supporting the statements about the direction of the acting forces in the paragraph
above. The decomposition of the jump condition is motivated by the considerations for a
freely migrating droplet given in Sec. 6.2.2.1.
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Figure 97: Separation of the two main physical effects on the velocity for different equilibrium
angles θe and viscosity ratio µ
∗.
6.2.3.4 Influence of Ma∗ and Pr
Next to the influence of viscosity, the heating temperature is an important factor for the
droplet behavior. Changing the temperature gradient of the heating temperature along
the wall reveals the influence of an increasing effective Marangoni number on the droplet
velocity. For a larger temperature gradient, the droplet moves faster, see Fig. 98a. How-
ever, the zero-crossing is not influenced by the increasing temperature gradient. Combining
large equilibrium contact angles with increasing temperature gradients leads to the behav-
ior visible in Fig. 99. The large accelerations along the interface lead to strong droplet
deformations. For this setup and for larger angles we therefore refrained from evaluating
the droplet velocity. This explains the missing entries in Fig. 98a. We can further observe
that the temperature gradient gains influence on the resulting dynamic contact angle. Fig-
ure 100 reveals different angles for the left and right contact line points (2D). As mentioned
in Sec. 6.2.3.1, the numerical implementation of the dynamic contact angle only depends
on the equilibrium contact angle θe and the velocity, hence, it is temperature independent.
Nevertheless, the apparent contact angle is still depending on the temperature due to the
temperature dependency of the surface tension.
The Prandtl number is playing a minor role, as visible in Fig. 98b, where the Prandtl
number is changed through cp. A change in the Prandtl number of two orders of magnitude
only changes the velocity by 0.3% for θe = 50◦.

































Figure 98: Migration velocity for different Ma and Pr.
104
(a) t = 0 s (b) t = 2 s (c) t = 4 s
Figure 99: Interface contour for Ma∗ = 0.1728 and θe = 110◦ at different times.
6.2.3.5 Influence of numerical setup/system
In addition, the influence of the test case setup needs to be investigated. Three factors are
of interest: the foot length, the droplet initialization and the incorporation of the outer
temperature gradient. Starting with the influence of the foot length, Fig. 101 compares the
migration velocity over increasing contact angle for different foot length. A clear increase
in velocity with increasing foot length is visible for all contact angles, due to the increasing
arc-length in 2D of Σ and, thereby, active surface. Figure 101b shows the x-component of
the Marangoni force, i.e. Fσ,t, which reveals the same increase due to the larger arc-length.
So far, the effect of different contact angles was studied for a constant foot length.
Here the influence of the droplet initialization on the results is analyzed. We compare the
velocity for different contact angles and constant volume, constant radius and constant
foot length in Fig. 102a. Assuming that in experiments the variant with a constant volume
is preferred, Fig. 102a shows that for θe > 90
◦ the slope is less steep than for a constant
foot length. Keeping the volume constant for different angles does not lead to such a big
increase of the active surface.
Another aspect concerning the setup is the incorporation of the temperature gradient. In
Fig. 92 the temperature gradient is applied along the bottom wall. Another possible setup
consists of a hot (right) and a cold (left) wall. Figure 102b compares both approaches with
a combination of both. Similar to the influence of different temperature gradients, the
velocity without the gradient along the bottom wall is becoming larger for droplets with
increasing contact angle. The two heated walls left and right provide a higher temperature
gradient away from the bottom wall. Hence the acceleration along the interface is greater.
Note that the no-motion regime is not influenced and different initial temperature fields
do not influence the steady state.
(a) θe = 50 (b) θe = 90
Figure 100: Interface contour, inner velocity and temperature contours for Ma∗ = 0.1728.
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Figure 101: Influence of the droplet’s foot length on velocity and F(∇Σσ).
6.2.3.6 Comparison 2D vs 3D
The two-dimensional simulations at reduced numerical cost allowed the comparison to
former works. Three-dimensional simulations resolving the contact line dynamics can be-
come quite expensive, even if adaptive mesh refinement including active load-balancing is
at hand. However, to capture the full three-dimensional phenomena, such simulations are
necessary as shown here, where we report on some prototypical results of three-dimensional
droplet migration and the influence on velocity and motion regimes. Section 5.3.2 has
shown that the code is validated for three-dimensional simulations. Figure 103a shows the
dependence on the temperature gradient again. Comparing the slope for Ma∗ = 0.0576
(∆T/∆x = 2K/cm) to those seen in Fig. 98 reveals only a minor difference for the
motion direction towards the hot side. In the three dimensional simulations it is with
4× 10−3 cm/(s degree) somewhat higher than 3.125× 10−3 cm/(s degree). The no-motion
regime is pushed to even smaller angles. This can be explained by the changing ratio
of active surface and the wetting surface compared to the two-dimensional test cases. In
comparison, the ratio of active surface to wetted surface is larger, resulting in a stronger
propulsion towards the warm side. The same can be observed in Fig. 103b. For all viscosity
ratios µ∗, the droplet becomes motionless at smaller angles than in the two-dimensional
setup. Furthermore, the velocity is only changing slightly for θe ≤ 70
◦. However, the posi-
tive velocities are overall larger than in the two-dimensional setup due to the larger active
surface.



























(b) Temperature gradient implementation
Figure 102: Influence of droplet initialization and temperature gradient application.
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Figure 103: Migration velocity of a droplet attached to a wall obtained from three-dimensional
simulations.
To complete this study, we intend to further affirm the fully three-dimensional simula-
tions by a physically more realistic test case. As mentioned in Sec. 6.2.3.1, the artificial
test-fluid in the previous sections was used to satisfy certain non-dimensional parameters
needed for the analytical derivations. As stated in [179], this can lead to unphysical mate-
rial parameters and conditions. In the following, a squalane droplet surrounded by air is
studied. No specific support material is considered here, since we want to show the effect
of three different equilibrium contact angles θe. The material parameters are taken from
[152] and a temperature gradient of ∆T/∆x = 10K/mm is applied. Figure 104 shows the
fully developed three dimensional flow for three different contact angles θe. The cutting
planes show the present temperature field and streamlines. The coloring along the droplet
interface resembles the velocity. It is clearly visible that the flow is three-dimensional.
Therefore, future work shall put more emphasis on 3D phenomena during thermocapil-
lary motion of droplets attached to non-uniformly heated supports.
Figure 104: Squalane droplet attached to a wall under the influence of ∆T/∆x = 10K/mm for





In this section preliminary results for Marangoni flow in a liquid bridge are shown. The
aim is to present the various opportunities available with the numerical code developed
within this thesis to analyze the influence of boundary conditions and contact angles on
flow patterns, velocity and temperature fields in liquid bridges.
6.3.2 Setup
In the following, the numerical setup illustrated in Fig. 105 is described. The fluid para-
meters are given in Fig. 105b and taken from [241]. The liquid bridge can be described by
a droplet suspended between two differently heated horizontal flat planes or disks.
Here, it is initialized in the middle of the domain. While keeping its volume constant,
its form depends on the prescribed contact angle, as indicated in Fig.105a. Due to the
Cartesian mesh in FS3D, it is not possible to simulate a liquid bridge between two circular
rods; thus, in our case, the liquid bridge spans between two plates, allowing the bridge to
move freely.
The working fluid is 5cSt silicon oil which is often used in experiments due to its property
of being transparent. To allow a comparison to the experimental results in [241], the radius
of the liquid bridge is chosen to be r0 = 1.5 cm and two aspect ratios Γ = d/(2r0) are
considered, namely Γ = 1.25 and Γ = 0.75. The temperature of the cold (lower) plate
is kept at Tcold = 293.15K; while the temperature of the upper plate is adjusted in
order to simulate the relevant situations. Within the first setup, a steady two-dimensional,
axisymmetric flow pattern is induced, since the outer temperature difference ∆T = Thot −
Tcold = 2.9K is below the critical one (∆Tc = 5.4K). The second setup induces a three-
dimensional oscillatory state for an aspect ratio of Γ = 0.75 and an applied temperature
difference of ∆T = Thot − Tcold = 7.9K.
Due to computational costs, both setups are investigated with more emphasis on the
two-dimensional flow pattern, for now.
The results are obtained by employing the balanced CSF method for the ST and the
curvature is determined via height functions. To match the contact angle, the height func-
tions are altered, where the dynamic contact angle is determined by Kistler’s correlation.
The temperature equation is discretized in its one-field formulation and the Marangoni









5cSt silicon oil air
ρ [g/cm2] 0.915 0.0012
µ [g/(cm s)] 0.04575 0.000185
cp [cm
2/(s2 K)] 12.0e3 2.573e3




2 K)] -0.0658 -
(b) Physical quantities
Figure 105: Numerical setup and physical properties for liquid bridge simulations.
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(a) 70◦ (b) 90◦
(c) 110◦
Figure 106: Visualization of liquid bridge contour and flow field including the temperature distri-
bution at t = 80 s for Γ = 1.25 and ∆T = 2.9K.
the wall, where the Marangoni induced flow towards the wall tends to thicken the interface,
an interface-sharpening algorithm is applied. For details see AppendixC.
6.3.3 Results
In Fig. 106 the thermocapillary driven flow observed within the liquid bridge can be seen.
Due to the temperature gradient along the interface, the fluid is set into motion, dragging
hot fluid from above towards the cold support. Due to continuity, vortices evolve, advecting
the fluid along the cold wall and transporting the cooled fluid upwards along the center
line of the liquid bridge.
The temporal development is tracked in Fig. 107. Only the right half of the domain
is displayed due to symmetry. The temperature contours at three different time steps
illustrate the motion of the heated fluid dominated by convection at the beginning. Note
that it takes about ten minutes for the velocity and the temperature fields to reach the
steady state.
In order to validate the algorithm, a comparison is made between the simulations and
the experiments performed on the International Space Station in [241]. For Γ = 1.25,
the axial velocities along different radial sample positions are plotted in Fig. 108a. The
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(a) t = 5 s (b) t = 10 s (c) t = 15 s
Figure 107: Temperature field development at three different times for Γ = 1.25 and ∆T = 2.9K.
experimental results were obtained via 3-D PVT, cf. [241]. A relatively good agreement
can be observed despite the deviating setups. As mentioned before, the numerical code
is not capable to portray the round rods to which the liquid bridge is attached in the
experiment; but still, the agreement suggests that the influence of the outer flow field is
small. To investigate this aspect further, various outer boundary conditions are applied.
These include a different wall distance, continuous boundary conditions and heated side
walls, see Fig. 110-112.
The temperature profiles reveal a steep gradient close to the upper heated wall. The
cooled liquid at the lower wall is dragged up due to the developed rolls inside the liquid
bridge, resulting in a steep temperature gradient at the upper wall.
Figure 109 displays the velocity streamlines for two- and three-dimensional simulations.
A qualitative agreement between the two cases can be noticed; however, in two dimensions,
the measured velocities are smaller due to the reduced surface area.
In addition, the streamlines illustrated in Fig. 109 reveal two vortices that are also
observed in the experiments, cf. [241].
Despite the difference in the velocity magnitude, the following parameter study is con-
ducted in two dimensions to reduce numerical costs. Moreover, after careful testing, the
temperature field is initialized with a linear profile to decrease the run time without influ-
encing the steady state solution.














num r = 0.78 cm
exp r = 7.7− 8.1 cm
num r = 0.61 cm
exp r = 0.58− 0.64 cm
num r = 0.41 cm
exp r = 0.38− 0.41 cm
(a) Velocity profile










Figure 108: Comparison of velocities for different sample positions (a) and numerical temperature
profiles (b).
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(a) 2D (b) 3D
Figure 109: Visualization of flow field for two- and three-dimensional simulations.






r = 1.0 cm










(a) No side walls






r = 1.0 cm










(b) Doubled wall distance
Figure 110: Wall influence on velocity profiles along different axial sample lines.
The results plotted in Fig.108 are simulated with a wall distance lw to the liquid bridge
axis of lw = d. This distance is doubled in order to investigate its effect on the flow field, cf.
Fig. 110. Figure 110b shows that the wall distance does not influence the flow field in any
significant matter since the velocity profiles align. Changing the setup by removing the
side walls completely via applying a continuous boundary condition shows a larger effect.
Opening the container mainly influences the inner area of the liquid bridge, especially
within the lower half. The axial velocity increases strongly and the profile becomes nearly
symmetric around z = 1.875 cm for r = 1.0 cm.
Heating or cooling the side walls can further influence the flow characteristics, as ob-
served before in [144]. If the side walls are kept at a constant temperature of
TW = 0.5(Tcold + Thot), no influence is visible; however, if the walls are cooled or heated,
the velocity slightly decreases or increases, respectively (see Fig. 111). The cooled walls













(a) TW = Tcold













(b) TW = 0.5(Tcold + Thot)













r = 1.0 cm
TW r = 1.0 cm
r = 0.5 cm
TW r = 0.5 cm
(c) TW = Thot
Figure 111: Velocity profiles along axial sample lines for different temperature boundary conditions.
111












(a) Velocity profile, r = 1.0 cm














(b) Temperature profile, r = 1.0 cm













(c) Velocity profile, r = 0.5 cm














(d) Temperature profile, r = 0.5 cm
Figure 112: Velocity and temperature profiles plotted over z at r = 1.0 cm and r = 0.5 cm for
different contact angles.
lead to a more evenly distributed temperature gradient along the interface which allows
larger accelerations away from the lower support. The heated walls steepen the gradient
extremely close to the cold support, where the accelerations are damped due to the wall.
Hence, the overall kinetic energy in the system decreases.
For the considerations in two dimensions, the last investigated influence parameter is
the contact angle. Fig. 106 displays the liquid bridge contours for three different contact
angles at the time t = 80 s. Note that the flow pattern is not steady yet.
The velocity and temperature profiles for contact angles between θ = 70◦ and θ = 110◦
in increments of 10◦ are plotted in Fig. 112. The overall axial velocity profile seems to be
shifted upwards with increasing contact angle at r = 1.0 cm. For r = 0.5 cm, the same
effect is observed, revealing increasing velocities with an increment in contact angle. Thus,
the cold fluid at r = 0.5 cm is advected with over twice the velocity towards the hot plate
for a contact angle of θ = 110◦ compared to θ = 70◦. This has an effect on the temperature
distribution. The temperature gradient perpendicular to the bottom wall steepens with
increasing contact angle.
As an example of three-dimensional simulations, the results for the second setup are re-
ported here. An aspect ratio of Γ = 0.75 and temperature difference of ∆T = 7.9K is
chosen which introduce an unsteady, three-dimensional flow field.
Note here that the simulation of three-dimensional liquid bridges is accompanied by the
challenge of a thickening of the interface which can lead to wisps. This is discussed in
detail in AppendixC. To solve this problem, an additional interface-sharpening algorithm
is applied to the cell layers adjacent to the walls.
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(a) Temperature profile at z = d/2, t =
50 s (b) Migration path in xy-plane
Figure 113: Migration behavior of three-dimensional liquid bridge with ∆T = 7.9K and Γ = 0.75.
To prevent the migration of the liquid bridge, the latter should be pinned, otherwise, a
motion as plotted in Fig. 113b can be observed. Figure 113a shows the xy-plane at z = d/2.
The liquid bridge has moved away from the original position in the direction of the lower
left corner. The direction might be influenced by the wall distance. The study of such a
motion might be of interest in future studies. The coalescence of two liquid bridges and
their influence on each other, may provide interesting insights. The deliberate control of
this motion via additional temperature fields could open new fields of application.
To prevent the motion of the liquid bridge and allow for a comparison to the literature,
the liquid bridge must be pinned. The results can be seen in Fig. 114. Within one minute
of simulation time, oscillations could not be observed yet. This was expected, since the
periodic time is around 40 s, as stated in [241]. However, the results in Fig. 114 indicate a
temperature flow pattern which might stem from the side walls. In the diagonal, the tem-
(a) Temperature profile in xz-plane
at r = 0, t = 5 s
(b) Temperature profile in xz-plane
at z = d/2, t = 50 s
(c) Temperature profile in xy-plane at r = 0,
t = 5 s
(d) Temperature profile in xy-plane at z =
d/2, t = 50 s
Figure 114: Temperature profiles of three-dimensional liquid bridge at different times t with ∆T =
7.9K and Γ = 0.75.
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peratures within the liquid bridge are cooler than in x- and y-direction. This aspect needs





Direct numerical simulations of thermocapillary flows have been performed and investi-
gated in this work. For this purpose, a state of the art numerical framework has been
developed based on the already existing Volume of Fluid code FS3D. The numerical de-
velopments comprise the following.
An interface temperature based Marangoni algorithm has been coupled with a balanced
force surface tension algorithm that converges with second order. The Marangoni forces
are determined at the geometrical position of the interface given by the PLIC-centers. A
novel temperature transport algorithm has been developed. It is used for transporting
two temperature fields based on a cut-cell method, allowing the application of jump con-
ditions at the geometrical interface by separating the temperature fields for each phase.
Additionally, evaporation has been included in the original one-field formulation of the
energy transport coupled with precise volume effects and a mathematically concise sepa-
ration of velocities around the interface for phase change change. The final development
includes the treatment of contact line dynamics including the effect of pinning a contact
line as necessary when being within a hysteresis interval. For this purpose, a library of
different dynamic contact angle models and contact line velocities has been constructed.
All these developments are brought to the test in a thorough validation chapter, vali-
dating the new algorithms isolated and in combination. The good agreement proves the
practicality of the framework, allowing application to two-phase flow problems of industrial
interest.
The first flow under consideration is short-scale Marangoni convection in a liquid film
on a homogeneously heated structured wall. It has been investigated numerically and
compared to experimental results provided by the Institute of Technical Thermodynamics,
TU Darmstadt. Straight grooves with rectangular cross-section have been used as the wall
topography. The numerical cut-cell approach for the description of heat transport in the
framework of a VoF-method is used. The latter prevents the numerical damping of thermal
derivations at the interface and allows an exact assessment of the Nusselt number.
Experiments with Elbesil and HFE-7500 as test fluids have shown that in the range
of experimental conditions, where the wall temperature varies between 30 ◦C and 70 ◦C
and the film height over the structure crest is not exceeding 2.5mm, the flow pattern is
two-dimensional. The numerically predicted velocity field agrees both qualitatively and
quantitatively with the experimental data over the complete set of parameters.
Two types of flow patterns have been revealed by experiments and simulations for Elbesil:
(i) with one vortex per half of the structure period and (ii) with two vortices per half-
period of the structure. The flow pattern with one vortex prevails at low and high values
of Marangoni number. This result agrees with previous numerical investigations reported
in literature.
The maximal interface velocity increases approximately linearly with the driving tem-
perature difference at constant film height over the structure crest. The influence of film
height on maximal interface temperature is weak. The maximal velocity normal to inter-
face increases with increasing the film height starting from the height of 1mm.
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Marangoni convection induced by wall topography leads to heat transfer enhancement.
Nusselt number increases with increasing of the film height at a constant wall temperature.
The effect of fluid properties on Marangoni convection has been studied numerically.
Variation of Prandtl number alone from 10 to 100 does not affect the flow velocity. Vari-
ation of liquid thermal conductivity has a dramatic influence on hydrodynamics and heat
transfer. The maximal velocity and the Nusselt number increase with decreasing thermal
conductivity.
The effect of the geometrical parameters of the wall structure on maximal interface
velocity has been investigated. This velocity increases with increasing of the structure
width and decreasing of the structure depth in the studied range of parameters.
It has been shown that buoyancy has negligible effect on the velocity field in steady
state. However, buoyancy plays a dominant role during the transient development of the
velocity field.
Studying the flow patterns of HFE-7500, where evaporation needs to be considered
within the simulations, reveals only one symmetrical flow pattern with one vortex per
half of the structure period. If evaporation is neglected, the symmetry is broken and the
maximal interface velocity underestimates the experimental observations.
The results obtained in this section show that topography-induced Marangoni convection
is promising for heat transport enhancement. The parameter studies performed here can
serve as a basis for design and optimization of technical systems relying on topography-
induced Marangoni convection.
The section on thermocapillary actuated droplets shows that a thermally actuated
droplet can move towards the cold or the hot side. This is in contrast to the general belief
that droplets attached to a wall always migrate towards the cold region, as supported by
lubrication theory.
To clarify this statement, thorough investigations concerning the influence of tempera-
ture gradient, foot length, Prandtl number, and viscosity ratio are conducted in two and
in three dimensions. The physical parameters are chosen in such a way that a comparison
against the analytical considerations for free droplet migration are possible. While the
Prandtl number shows a negligible effect on the migration velocity, both an increase in
the temperature gradient and an increase in foot length result in a larger velocity. The
change of migration velocity with the chosen equilibrium contact angle and outer fluid vis-
cosity displays a more complicated behavior. While for a lower outer viscosity the velocity
towards the cold side increases for small angles, it decreases for higher outer viscosities.
For larger angles and a lower outer viscosity, the velocity decreases rapidly until a change
of the direction of motion occurs.
Furthermore, the thermocapillary induced forces on the droplet are identified, studied
and their effect clarified. Four forces are classified stemming from the pressure, the viscous
stress along the free interface, the shear stress at the wall, and the contact line. The
last two forces are only present for a droplet in contact with a wall. In comparison to
free droplet migration, especially the contact line force seems mainly responsible for the
change of motion direction, since a free droplet always migrates towards the hot region.
Because none of these forces is directly accessible within the numerical solution, the
Marangoni forces which are calculated in each time step are examined. Here, we separate
the surface tension force Fσ,n and the thermocapillary force Fσ,t. While Fσ,n is always
positive, Fσ,t is always directed towards the opposite (cold) side.
In addition to the above drawn conclusions from two-dimensional simulations, simu-
lations in 3D are conducted to account for full three-dimensional effects. Based on the
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differences it is clear that two-dimensional simulations are not comparable to experiments.
The three dimensional simulations reveal a quantitatively different migration velocity de-
pendence on the contact angles and on the material and process parameters.
As noted before in [212], experiments for droplets attached to a wall for material pairings
that exhibit larger contact angles are still missing. Hence, a comparison is not possible
at the moment. Also for even more complex, realistic settings, experimental data would
be of great interest. There is no consistent theory yet to account for the velocity effects
and temperature effects on the contact angle. As done by other authors, we neglect the
temperature dependence of the contact angle by using only small temperature gradients.
However, the question whether this is valid, especially for real fluids, where one might need
to use larger gradients to actuate droplets, is not answered yet. To show the differences to
the above mentioned cases with artificial fluid parameters, three-dimensional simulations
with a real fluid/fluid-pairing are conducted. To achieve a similar effective Marangoni
number, the temperature gradient has to be chosen five times as large as for our test fluid.
The controllable droplet speed and direction make this phenomenon promising for mi-
crofluidic and microgravity applications. The parameter studies performed in this work will
serve as a basis for future investigations, regarding also hysteresis and the temperature
dependence of the dynamic contact angle.
Preliminary liquid bridge investigations revealed the potential of this numerical frame-
work for such cases. The simulation results show good agreement with experimental data,
despite some differences in the setups. The development of convective rolls and their influ-
ence on the temperature field was studied. To reduce computational costs, the influence
of different wall distances, continuous boundary conditions and the contact angles on the
steady flow field was analyzed in two dimensions.
Three-dimensional investigations require an additional interface-sharpening algorithm
in wall-adjacent cells. If not applied, interface thickening and wisps can be observed. To
allow the comparison of results to present literature, contact line pinning is necessary to
prevent liquid bridge migration. The migration behavior of the liquid bridge if not pinned,
gives cause for future investigations.
For both setups, an oscillatory behavior could not be witnessed due to the limited
simulation times. However, first forming temperature patterns became visible and shall be
studied in the future.
All in all, the study proves that the code is able to capture the whole complexity of
thermocapillary driven liquid bridges without any simplifying assumptions. The basic,
two-dimensional investigations will serve as the basis for future three-dimensional studies.
In addition to the obtained insights, the addressed developments and investigations pave
the way for future studies. The multi-physics of heat transport, evaporation and Marangoni
effects are still not fully understood for a multitude of complex processes, especially in the
vicinity of a contact line. For future investigations, a consistent thermodynamic contact
angle model is necessary including the effect of temperature. In addition, the newly de-
veloped temperature transport should be coupled with phase change, benefiting from the
two separate scalar fields and allowing a sharp representation of the temperature profile.
Such a framework is suited for numerous highly interesting studies, for instance, further
investigation of liquid bridges, evaporating droplets attached to a wall including accel-
erations due to Marangoni effect, focusing especially on the physical behavior close to
the contact line. Furthermore, examining the effect of Marangoni flows on mixing and




DERIVATION OF ONE -F IELD EQUATIONS
In the following, the derivation of the one-field formulation is shortly discussed on the
basis of a generic transport equation. The concept of conditioning and volume averaging
is descibed based on the notation in [238]. Subsequent, the one-field formulation for the
mass balance with phase change and the heat transport in temperature form are derived.
a.0.4 Conditioning and volume averaging
A generic transport equation generally describes the change of a physical quantity Φ due
to convection, diffusion and a source SΦ:
∂ρΦ
∂t
+∇ · (ρΦu)−∇ · (ΓΦ∇Φ) = SΦ. (138)






Φ (x + ξ, t) dξ, (139)
where the vector x points towards the volume center and ξ is the relative position vector.
The definition clearly indicates that the averaged value is associated with the centroid of
the averaging volme, indicated by x. Introducing the phase indicator χp (as in Sec.4.2)
χp (x, t) =

 1 for x ∈ Ωp at time t0 else , (140)
we derive the phase p specific quantity Φp = χpΦ for the respective volumes V p with




















〈Φp〉p = αp 〈Φp〉p (143)
with









To transfer the local instantaneous governing equations, Eq. 138 is multiplied by χp (con-







































































































































being the outer normal to phase p and uΣ the deposition velocity of the interface.
a.0.5 Mass conservation
Inserting Φ = 1, Γ = 0 and SΦ = 0 in Eq. 160 yields
∂αp 〈ρp〉p
∂t









With the mass flux m˙ = m˙p = ρp(up − uΣ) · n
p
Σ













−m˙ dA = m˙′′′. (151)









m˙ dA = ‖∇α‖m˙′′. (152)
Since only incompressible problems are adressed in this thesis, ρp is constant within phase








The phase averaged velocity 〈up〉p is impractical for the numerical solution where only one









+ αc 〈ρc〉c 〈uc〉c
ρV





+ αc 〈ρc〉c .










and of course m˙′′′ = 0.
















= uV + (1− α)ur 〈u
c〉c = uV − αur ,







can be expressed as a function of uM , ρ
p and m˙′′.
In addition, the numerical solver uses the divergence of the mass averaged velocity for
the pressure correction. With the above relations, the divergence can be expressed directly
as

































a.0.6 One-field equation for heat transport












































λp∇T p · np
Σ
dA ,
























































































































λ1∇T 1 − λ2∇T 2
)
· nΣ dA.
Remembering that m˙ = m˙p = ρp(up − uΣ) · n
p
Σ































= JcpKTΣm˙′′′ + m˙′′′∆hv .























































































































































































































































































































allows a transport to Eq. 153, which is used in FS3D by
calculating the fluxes only once, ensuring that the interface and the kink in the temperature
field align.
Depending on the transport velocity chosen, different additional terms occur propor-
tional to the relative velocity ur.











needs to be modeled depending on the new introduced








α2 〈λ1〉1 + α1 〈λ2〉2
(166)
due to the physical considerations of heat conduction in a 1D composite slab with a
nonhomogeneity in heat conductivity.



























〉2) (α2 〈λ1〉1 + α1 〈λ2〉2)

















































































































Uniting the obtained expressions for the averaged quantities yields







=∇ · (λh∇TH) + m˙
′′′
∆hv (168)









In general, the last two terms are neglected when discretizing the equation. A simple estima-
tion for a water/air-system with TΣ = 373, 15K, ∆hv = 2257 kJ/kg, c
air
p = 1005 J/(kgK),
cWp = 1005 J/(kgK), ρ
air = 1.204 kg/m3, ρW = 998 kg/m3 yields for the first two terms
with m˙′′′ = 1 kg/(sm)
m˙′′′∆hv = 2257 kJ/(sm
3) ,
JcpKTΣm˙′′′ = 1186.24 kJ/(sm3) .












∇ · nΣ︸ ︷︷ ︸
κ
due to the curvature κ and the volume fraction α2 = 1− α1.
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B
HYSTERES I S : 3D PL IC -PLANE ROTATION
Based on [55], the rotation of the PLIC-plane around the wetting line is suitable to capture
contact line pinning. The angle in every time step is updated based on the former contact
angle θn and its dependency on the volume fraction
θn+1 = θn +H (θadv − θ




with H being the Heaviside function. Except ∂θ/∂α, all quantities are known. The PLIC-
plane within the CL-cell is given by A−B−D−E −G, see Fig. 115. In [185], the volume
fraction based on a normal vector n = (n1,n2,n2) to a plane A−C − F is given with
n1x+ n2y + n3z = γ , with: n1,n2,n3, γ > 0 .


















with A = (r, 0) and C = (0, s) being the intersections with coordinate axes. Scardovelli
































































Figure 115: Position of wetting line and PLIC-plane in CL-cell.
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and the relation of α and its derivative to θ is plotted exemplary in Fig. 116.



























Figure 116: Change of α and ∂α/∂θ with changing contact angle θ. The other quantities are set
to r = 0.5, s = 0.5, ∆1 = 1.0, ∆2 = 1.0.
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C
CHALLENGES AT THE WALL DUE TO MARANGONI FLOW
This chapter indicates the challenges accompanying Marangoni flows directed perpendic-
ular to a wall. More precisely, the case when a Marangoni induced stagnation point flow
at the contact line occurs. This leads to numerical difficulties due to the finite interface
thickness present in the VoF formulation which tends to thicken.
Such a spurious α-transport occurres when simulating a liquid bridge, as performed in
Sec.6.3. To accent this problematic behavior, a liquid bridge with a contact angle of 90◦
is considered here.
For a 1cST silicon oil and temperature difference of ∆T = 5◦C, the volume fraction
α evolves as shown in Fig. 117. This displays the slow thickening of the interface, except
along the axes. Note here that even though the radius is resolved with 16 cells, further
refinement does not improve the codes behavior.
The problem is systematically analyzed in the following. As a first step, FS3D is vali-
dated with respect to the α-transport, surface tension and Marangoni forces. The surface
tension and Marangoni test cases are described in Sec. 5.1.1 and 5.1.2.
The α-transport validation is not reported in full detail, however, the results for Zalesak’s
disk [247] and a vortex deformation test case [176] look promising, as visible in Fig. 118
and 119, and reveal no such thickening of the interface. The quantitative error estimates
Figure 117: Development of interface thickness during LB-simulation.
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Figure 118: Zalesak disk for three time steps for a resolution of 256× 256.
Figure 119: Rudman disk for three time steps for a resolution of 128× 128.
are reported in Tab. 10 with
L1 =
∑
ij |α0(i, j)− α(i, j)|∑
ij α0(i, j)
, Emass =
∣∣∣∑ij α0(i, j)−∑ij α(i, j)∣∣∣∑
ij α0(i, j)
.
Since the cause of the problem could not be identified yet, the approach of suppressing
the effect rather than eliminating the cause has been followed.
Several ideas have been tested (e.g. wisp removal [82]), however, an
interface-sharpening algorithm performs best. Recently, especially in the context of alge-
braic VoF-methods, similar sharpening algorithms have been discussed in [153, 182, 133].
Combining their findings, the following equation is solved subsequent to the α-transport
∂ϕ
∂τ
+∇ ·ϕ((1−ϕ)n) = ǫ∇ · (∇ϕ) (170)
with ϕ the α-field after the geometrical advection, τ a pseudo time step and ǫ an arti-
ficial diffusion which controls the thickness of the interface. The spatial derivatives are
Table 10: L1-norm and Emass error estimation between first and last volume fraction distribution.
[247] L1 Emass
64× 64 3.989 e-3 7.999 e-9
128× 128 2.2249 e-3 8.065 e-9
256× 256 1.2293 e-3 8.082 e-9
[176] L1 Emass
32× 32 2.3679 e-1 3.0934 e-7
64× 64 8.902 e-2 3.1478 e-7
128× 128 4.8532 e-2 3.6865 e-7
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discretized with central differences while an explicit Euler scheme is used for the temporal
discretization. The time step was chosen according to [182] as
∆τ = min(0.25∆2/, ǫ, 0.5∆/umax, dt/2)
with dt being the general time step. The parameter ǫ determines the interface thickness.
While the cited works applied ǫ = ∆/2 or ∆/3, careful testing has revealed that ǫ = ∆/4





VAL IDATION TEST CASES
The following lists all validation test cases used within this thesis. To preserve the clarity of
the validation Sec. 5 and allow the undisturbed presentation of the results, the description
of the test cases is moved here in a clearly categorized manner. For convenience, the

















d.1 validation: surface tension











Initial conditions: ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s ,
R = 0.1 cm .




















ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s ,
h(x, 0) = a cos(2pi/L(x−L/2)) + L/2
with a = 0.0055 cm, L = 0.26 cm .
Comparison of film height over time with analytical solution according to [167].
d.2 validation: marangoni forces















T (x = 0, t) = 293.15K ,
T (x = L, t) = (293.15+ 200L)K .
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Initial conditions:
ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s ,
T d(x, 0) = T c(x, 0) = (293.15+ ‖∇T‖x)K ,
|∇T | = 2.0K/cm .




σT ||∇T ||(3y2 − 4hy + h2) .


















T (y = 0, t) = 290.0K ,
T (y = b+ c, t) = (290.0+ 2(b+ c))K .
Initial conditions:
ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s ,
T d(x, 0) = T c(x, 0) = (290.0+ ‖∇T‖x)K ,
‖∇T‖ = 2.0K/cm .














d.3 validation: heat transport
d.3.1 Validation: Heat Transport - Diffusion













T (x = 0, t) = 300.0K ,
T (x = L, t) = 280.0K with: L = 1.152 cm .
Initial conditions:
ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s ,
T d(x, 0) = T1 = 300K , T
c(x, 0) = T2 = 280K .















(L− x) + T2 for x ≥ xΣ .
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T (x = 0, t) = 300.0K,
T (x = L, t) = 280.0K with: L = 4.608 cm.
Initial conditions:
ud(x, 0) = 0 cm/s , uc(x, 0) = 0 cm/s ,
T d(x, 0) = 300K , T c(x, 0) = 280K .
The analytical solution can be derived with the boundary, initial and jump conditions
BC: T (x, t) is bounded for x→∞ .
IC: T2(x, t = 0) = 0 for x < 0 ,
T1(x, t = 0) = T0 for x ≥ 0 .
JC: T (x = 0+, t) = T (x = 0−, t) ,
λ1T1,x(x = 0
+, t) = λ2T2,x(x = 0
−, t) .
With the Laplace transformation L [T (x, t)] = Θ(x, s), the temperature equation for each





, x > 0
Θ2,xx − s
a2

























































































ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s ,
T d(x, 0) = 1.0K ,
T c(x, 0) = 0.0K .
and the boundary/jump conditions:












T c(r →∞, t) = 0.0K .






∂r (r∂rT ) .









and for the time dependent solution







The differential equation for the spatial component equals Bessel’s differential equation of
zeroth order
r2∂rrφ+ r∂rφ+ γ
2r2φ = 0 .
The analytical solution for a hot cylinder surrounded by a colder fluid can be easily com-
puted with Mathematica. The dimensions are given as R = 0.8 cm and L = 12.8 cm.
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d.3.2 Validation: Heat Transport - Convection











Boundary conditions with L = 1.728 cm and U = 1 cm/s
T (x = 0, t) = 280.0K,






280 x < 0.2
280+ 5.0/0.2275(x− 0.2) 0.2 ≤ x < 0.4275
285+ 15.0/0.1725(x− 0.4275) 0.4275 ≤ x < 0.6





300 x < 0.2
295+ 5.0 sin(2pi/0.303¯(x− 0.12416¯)) 0.2 ≤ x < 0.4275
295+ 15.0 sin(2pi/0.23(x− 0.4275)) 0.4275 ≤ x < 0.6




 280 x ≤ 0.4275300 0.4275 < x
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d.3.3 Validation: Heat Transport - Overall















T d(x = 0, t) = 300.0K,
T c(x = 0, t) = 280.0K .
Initial conditions:
xΣ = 0.1 cm, L = 10 cm, h = 0.2 cm,
ud(x, 0) = 20 cm/s, uc(x, 0) = 20 cm/s ,
T d(x, 0) = 300.0K, T c(x, 0) = 280.0K .
The analytical temperature profile depending on the distance to the inlet can be found in
[38]:








where d denotes the film height with d = h/2 and Pe the Pèclet number defined by
Pe = ρcpdU/λ.
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ud(x, 0) = 0 cm/s, uc(x, 0) = 0 cm/s ,
T d(x, 0) = 1.3K, T c(x, 0) = 1.0K ,
with the dimensions L×W ×W = 2.4× 2.4× 2.4 cm3, R = 0.2 cm and Pr = 250.






























With the known Hadamard-Rybczynski velocity field [178, 76] and the assumption of no
significant heat diffusion along θ, the temperature equation can be discretized and solved
with finite differences.
d.3.4 Validation: Heat Transport - Evaporation


















x(0, t) = 0 cm/s, u
d(L, t) = 0 cm/s ,
T c(0, t) = Twall = 383.15K, T
d(L, t) = 373.15K .
Initial conditions:
ud(x, 0) = 0 cm/s, uc(x, 0) = 0 cm/s ,




Assuming a linear temperature profile in the vapor phase c and the saturation temperature






The temperature jump condition says
q = ∆hvm˙ = ∆hvρ
dUΣ = ∆hvρ
dx˙Σ























d.4 validation: contact angle
d.4.1 Validation: Contact Angle - Stationary












The outer dimensions are given as L = 0.6 cm, H = 0.3 cm for an initialized half sphere
with R0 = 0.1 cm at rest (ud(x, 0) = 0 cm/s, uc(x, 0) = 0 cm/s). The analytical spreading




2 (θs − sin θs cos θs) , l = R sin θs, b = R(1− cos θs) .
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Initial conditions with R = 0.125 cm, L = 1.0 cm are
ud(x, 0) = 0 cm/s ,
uc(x, 0) = 0 cm/s .





















d.4.2 Validation: Contact Angle - Dynamic














The dimensions are given by L× = 0.3× 0.3 cm2 and the initial radius R = 0.1 cm with
an offset of h = 0.095 cm.
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The wall velocity is given by Uw = 3 cm/s and L = 2.0 cm.
















The dimensions are given by L×L×H = 0.3× 0.3× 0.3 cm3 and the initial radius R =
0.1 cm with an offset of h = 0.095 cm.































The dimensions are given by L×L×H = 0.4× 0.4× 0.4 cm3 and the initial radius R =
0.12255 cm with an offset of h = 0.1164225 cm.
The results are compared to experimental results in [202] for three different impact
velocities U = 104, 141, 410 cm/s.
d.4.3 Validation: Contact Angle - Hysteresis
















The dimensions are given by L×H = 0.6× 0.4 cm2 and the initial radius R0 = 0.2 cm
with an offset of R0 − h = 0.1 cm. The drop interface initially encloses a contact angle of
θ0 = 60◦ with the wall.
The results are compared to the results in [188] for two different wall velocities U =
0.4, 0.8 cm/s corresponding to Ca = 0.05, 0.1.
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The dimensions are given by L×H = 0.6× 0.3 cm2, the initial contact angle by θ0 = 0
and the initial radius as R = 0.1 cm. The hysteresis interval is chosen as [80◦, 120◦].











The droplet is initialized with a contact angle of θ0 = 60◦ and the radius is set to R =
0.25 cm. The water streams in through an inlet area of 0.01× 0.01 cm2 and a velocity of
Uin = 5.0 cm/s.
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