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Abstract.  Ethical concerns aside, there is nothing inherently wrong with using randomized 
control trials for intellectual inquiry in development economics. A fundamental problem arises, 
however, in claiming that results from experimental and quasi-experimental methods are more 
credible than other sources of evidence for policy. Specifically, there is a contradiction between 
rejecting econometric assumptions required for identifying causal relationships using non-
experimental data, and accepting assumptions required for extrapolating experimental results 
for policy. I explain this tension and its implications, then discuss recent efforts -- including 
the use of replication and machine learning methods -- to circumvent it. Such attempts remain 
inadequate, and assertions in the 2019 Nobel Award are therefore either premature or 
misplaced. Use of pluralistic approaches negates these sharp contradictions, but requires 
abandoning any special status for experimental methods. 
 
The marked methodological shift towards experimental and quasi-experimental methods in 
development economics may warrant a Nobel Prize. However, significant emphasis has been 
placed on the alleged practical value of this shift through better-informed policy and actual 
reductions in poverty. I set aside ethical and a wide range of methodological concerns – see 
Heckman and Smith (1995) for a foundational critique and Muller (2014a) for a more recent 
review – to focus on a fundamental methodological and intellectual contradiction that underlies 
such claims. 
Randomized trials for policy: a fundamental contradiction 
The contradiction arises as follows. Randomized control trials (RCTs) have been advocated 
based on a rejection of formal assumptions required for non-experimental identification of 
causal relationships and effects. Yet policy relevance is claimed for the findings of RCTs 
despite no attempt to satisfy analogous formal requirements for extrapolating findings to policy 
contexts.  
Consider experimental analyses of the effect of school class size on student outcomes (Muller, 
2014b). Economists have treated class size as a meaningful causal factor in its own right, but 
that is questionable. Instead, class size more likely mediates what happens in the classroom, 
which in turn implies that any ‘class size effect’ depends on the values of other variables. An 
obvious candidate for such a variable is teacher quality – a causal factor studied extensively 
but separately from class size.  
One hypothesis is that class size may have a material effect on outcomes in the presence of an 
excellent teacher, but immaterial effects when a teacher is incompetent. The relationship could 
be complicated by considering multiple dimensions of teacher quality such as mastery of 
content and behavioural management skills. The broader point is that randomized assignment 
of a particular factor (class size) will necessarily yield empirical effects that are dependent on 
the values of any variables with which it interacts to produce a causal effect (such as teacher 
quality).1 To use such findings for policy requires knowing what the interacting factors are, the 
extent of their influence and how the population of policy interest varies on these dimensions 
from the experimental population.  
The vast majority of studies in economics based on randomized trials, including those 
conducted by the Nobel awardees, do not collect such information. This has not, however, 
prevented strong claims about both the stability of class size effects (Angrist & Pischke, 2010) 
or the relative merits of different educational interventions (Kremer, et al., 2013). The Nobel 
award makes similarly problematic claims (Nobel Media AB, 2019), including the effect of 
contract teachers which must quite obviously depend on (unmeasured) teacher quality in the 
relevant teacher populations. 
For the vast majority of studies, therefore, there is no credible, formal basis either for 
generalising experimental results or making policy claims for different populations. Muller 
(2015) demonstrates the sharpness of the contradiction by using prior work (Hotz, et al., 2005) 
to show that the formal representation of the assumptions required for causal identification 
(‘internal validity’) and generalizability (‘external validity’) have an identical structure. 
A popular response to such concerns about ‘context dependence’ has been to argue that the 
qualitative judgement of practitioners can determine whether results may be extrapolated to 
new populations, contexts and interventions. This is where a second fundamental contradiction 
arises in the approach of the Nobel recipients and their collaborators (‘randomistas’). It is 
methodologically and intellectually contradictory to insist on econometric methods for 
identifying the effects of interventions while invoking subjective, qualitative methods when 
extrapolating. Invoking pluralism to address external validity is simply not a legitimate 
response for randomistas who advocate methodological monism for internal validity. 
Implausible solutions: replication and machine learning 
Another common response is to emphasise the importance of replicating experiments across 
different contexts, perhaps combined with formal (‘meta’) analysis of multiple studies. The 
Nobel award states that: “Context dependence can be addressed through replication” (Nobel 
Media AB, 2019, p. 30). It is straightforward to see why this is misplaced in light of the 
challenge posed by causal interaction.2 First, researchers do not know what the interacting 
variables are. Indeed, suspicion of such ex ante knowledge contributed to the shift away from 
estimation of pre-specified structural models, or reliance on correct choice of a vector of 
‘control’ variables for multiple regressions, toward experimental methods. But absent such 
knowledge there is no substantive basis for determining the characteristics of contexts that 
researchers should prioritise in deciding where to replicate. 
Second, the vast majority of economic experiments have not gathered information on many 
likely interacting factors. And some factors may be latent, so that data can only be obtained on 
proxies. In education RCTs, teacher quality is a leading example of an interacting factor that is 
                                                          
1 This phenomenon is referred to under different names, including: ‘causal interaction’, ‘heterogenous effects’, 
‘treatment heterogeneity’ and ‘causal mediation’. 
2 I follow the Nobel award in using the term ‘replication’ in its broad sense; in the more specific terminology 
proposed by Clemens (2017) this refers to ‘extension tests’. 
likely to be very important, is inherently latent and is rarely the subject of data collection. The 
point being that even if the identity of relevant factors were known, the absence of data on their 
magnitudes prevents anything other than extremely crude assessments of the likely direction 
in which the originally-estimated treatment effect might vary in the policy population of 
interest. And such directional information is inadequate for the cost-benefit analyses 
increasingly used to select one policy intervention over others (Kremer, et al., 2013). 
Finally, depending on the number of such factors and their salience for the effect of 
interventions, it may be infeasible to conduct enough RCTs to identify the extent of variation 
that is relevant for policy decisions. That challenge is dramatically compounded when the 
effects of interest also vary over time. In short: with multiple factors determining the actual 
effect of a randomized intervention, and the values of all factors varying over time, it is likely 
to be impossible to run enough RCTs to obtain the information required to satisfy formal 
requirements for extrapolation.    
Without directly admitting to the above contradictions, or the inadequacy of replication, a series 
of recent contributions have nevertheless attempted to circumvent the problem through the use 
of machine learning methods (Athey & Imbens, 2015; Chernozhukov, et al., 2018). 
The basic logic of that approach is to use algorithmic methods to atheoretically identify how 
the estimated effect of a given intervention varies across other dimensions of the experimental 
population. In principle such information could be used to extrapolate experimental results to 
new populations by reweighting heterogenous treatment effects for the population of policy 
interest (Hotz, et al., 2005; Stuart, et al., 2011; Solon, et al., 2015). 
Even if successful, this use of machine learning would only address one of the three earlier 
criticisms: lack of knowledge of the interacting variables. It still constitutes a contradiction in 
methodological approach and seems unlikely to succeed when data does not exist on key 
variables (either because they are latent or because data on them does not exist). The 
methodological contradiction is that if machine learning can be used to identify variation that 
adequately explains differences across populations, it could also identify variation that explains 
differences across beneficiaries of non-experimental interventions and their counterparts – 
rendering the emphasis on RCTs redundant. And where data collection requires prior 
knowledge of the interacting factors, the success of machine learning is still dependent on the 
kind of prior knowledge randomistas have traditionally rejected. 
Towards methodological humility and pluralism 
The inability of randomistas to address the extrapolation problem does not render RCTs 
illegitimate for intellectual inquiry, but it fatally undermines claims about policy relevance that 
have driven the widespread influence of these methods and their practitioners.  
Empirically, also, there is no evidence that reliance on RCTs has produced better outcomes 
than alternative approaches. Together with methodological concerns that lack of evidence 
suggests a serious danger for developing countries: emphasising randomized trials of micro-
interventions could distract from basic structural and institutional changes needed for economic 
development and elimination of poverty. 
The absence of methodological humility is arguably a continuation of historical attitudes. 
Notably, the supposed ‘credibility revolution’ (Angrist & Pischke, 2010) claimed by 
proponents of design-based methods has been treated as a revolution without a history: there 
has been no investigation of, or accounting for, policy recommendations premised on empirical 
methods that are now deemed to be non-credible. 
What is the alternative? In the realm of econometric work, one answer is to “move future policy 
analysis away from incredible certitude and towards honest portrayal of partial knowledge” 
(Manski, 2011, p. 261). The preceding arguments require an admission by practitioners that 
the knowledge obtained from randomized experiments in economics is so partial that it ought 
to be attributed no special status at all (Deaton & Cartwright, 2018).  
Pluralist approaches – incorporating not just non-experimental methods but also non-
quantitative ones – are certainly not immune to concerns about extrapolation. However, they 
do not fall foul of the inherent intellectual and methodological contradictions outlined above. 
The result is that RCTs can be located within such approaches as one, non-privileged source 
of evidence among many. 
References 
Angrist, J. D. & Pischke, J.-S., 2010. The Credibility Revolution in Empirical Economics: How Better 
Research Design is Taking the Con out of Econometrics. Journal of Economic Perspectives, 24(2), pp. 
3-30. 
Athey, S. & Imbens, G., 2015. Machine Learning Methods for Estimating Heterogeneous Causal Effects. 
NBER working paper. 
Chernozhukov, V., Demirer, M., Duflo, E. & Fernandez-Val, I., 2018. Generic machine learning 
inference on heterogenous treatment effects in randomized experiments. NBER working paper 24678. 
Clemens, M., 2017. The Meaning of Failed Replications: A Review and A Proposal. Journal of Economic 
Surveys, 31(1), pp. 326-342. 
Deaton, A. & Cartwright, N., 2018. Understanding and misunderstanding randomized controlled trials. 
Social Science and Medicine, Volume 210, pp. 2-21. 
Heckman, J. J. & Smith, J. A., 1995. Assessing the Case for Social Experiments. Journal of Economic 
Perspectives, 9(2), pp. 85-110. 
Hotz, J. V., Imbens, G. W. & Mortimer, J. H., 2005. Predicting the efficacy of future training programs 
using past experiences at other locations. Journal of Econometrics, 125(1-2), pp. 241-270. 
Kremer, M., Brannen, C. & Glennerster, R., 2013. The Challenge of Education and Learning in the 
Developing World. Science, Volume 340, pp. 297-300. 
Manski, C. F., 2011. Policy Analysis with Incredible Certitude. Economic Journal, Volume 121, pp. 261-
289. 
Muller, S. M., 2014a. Randomised trials for policy: a review of the external validity of treatment 
effects. SALDRU working paper 127. 
Muller, S. M., 2014b. The external validity of treatment effects: An investigation of educational 
production. University of Cape Town: PhD dissertation. 
Muller, S. M., 2015. Causal Interaction and External Validity: Obstacles to the Policy Relevance of 
Randomized Evaluations. World Bank Economic Review, 29(s1), pp. S217-S225. 
Nobel Media AB, 2019. Advanced information. [Online]  
Available at: <https://www.nobelprize.org/prizes/economic-sciences/2019/advanced-information/> 
Solon, G., Haider, S. J. & Wooldridge, J. M., 2015. What are we weighting for?. Journal of Human 
Resources, 50(2), pp. 301-316. 
Stuart, E. A., Cole, S. R., Bradshaw, C. P. & Leaf, P. J., 2011. The use of propensity scores to assess the 
generalizability of results from randomized trials. Journal of the Royal Statistical Society: Series A 
(Statistics in Society), 174(2), p. 369–386. 
 
