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Introduction. Let dF(x) be a positive measure in (0, --r- =) of 
total value unity and let 
00 
(1) Iv =I x"e-xdF(x) (v= 0, l, ... ). 
0 
Establishing a conjecture of J. A. NELDER (See [2]), BENGT ULIN [7] has 
shown that 
Ioi2-Ii ~ e-2, 
with equality if and only if dF(x) consists of just two masspoints x = 0 
and x = 2, each carrying the mass lj2. 
A direct generalization is our 
Theorem 1 . Under the same assumptions 
Io h ...... In 
(2) I2 ...... In+l < ll( 2 a z A (A ~e-nn+ 2 3 ... nn) = n, o=l), 
with equality if and only if dF(x) reduces ton+ 1 mass-points x= 0, x1, ... , Xn, 
with equal masses 1/(n+ 1), where x1, ... , Xn are the roots of 
(3) L;t>(x) = 0. 
The left side is the Laguerre polynomial Ll.">(x) with £X= l. 
We may reformulate this result, to be established below, in terms of 
the function 
00 
( 4) f(s) =I e-sxdF(x). 
0 
The assumptions on dF(x) are equivalent to the following: f(s) is completely 
monotone in O~s< +=, /(0)= 1 [8, p. 160, Theorem 12 a]. Now 
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and therefore 
(5) det II f<i+il(l) llt.i~O, ... , n ~An, 
with equality for and only for 
l n f(s) = n_J_l (1 +I e-sxv). 
1 
By means of a change of scale we may restate Theorem l in the following 
equivalent form: 
Theorem 2. If f(s) is completely monotone in the ·range O~s<= 
and if so> 0 then 
with equality for and only for the exponential polynomials 
n , -1 f(s) = c (1 + I e-~xvso ), 
P=l 
where the x. are the roots of the equation (3). 
These are not isolated results, however. Indeed, Theorem 1 is a limit 
case (for c:x __,.. - 1) of the following 
Theorem 3. Let 
00 
(6) I~= J x"x"+1 e-xdF(x) (c:x>-1), 
0 
with our previous assumptions on dF(x). Then 
n-1 n 
(7) det liT ·II < e-nln+a) II v• II (v+c:x)•+" 1+1 O,n-1 = ' 
1 1 
with equality if and only if dF(x) reduces to n mass-points X=X1. ... , Xn, 
with equal masses 1fn, where X1, ... , Xn are the roots of 
L~"l(x) = 0. 
Observe that if c:x= 0 then I~=lv+ 1 and therefore Theorem 3 furnishes 
the inequality 
with equality if and only if dF(x) reduces to n equal mass-points of mass 
lfn located at the zeros of the ordinary Laguerre polynomial Ln(x). 
As was to be expected, there are similar theorems for the weight-
functions of the other classical orthogonal polynomials. They are as 
follows: 
:!K-1 
Theorem 4. Let 
1 
J, =c I x• (I-x)"+ 1 (1-+-x)il+ 1 dF(x), (<X> -I, (3 >-I), 
-I 
where dF(x) is a positive measure in [ -l. --I] oj total val1~e unity. Then 
n-1 n n v'" n ('I!-+- cx)•-"x (v + {J)••-'-8 
1 1 .)nr:;l·-'-:'\..:....d-:....1~ 
n n ( v + n ___;_ _-,; --~ {J) '-'- ,, --- ' c _J 
1 
with equality if and only if dF(x) reduces ton equal mass-]JOints :r = x1, ... , Xn 
located at the zeros of the Jacobi polynomial 
P!;<-ill(x) = 0. 
Noteworthy is the limit case when <X--+ -1, fJ--+ --l. which we state as 
Theorem 5. Let dF(x) be a positive measure in [-l. -LI] whose 
moments are 
1 
u =c I x• dF(x) 
j ~' ' (.uo = 1). 
--I 
Then 
n 2n 
det \\J-li+J\\o,n ~ 2n(n+l) (fi v")4 n-n IT v-• = Bn, (n ~ 1), 
1 1 
with eq1tality if and only if dF(x) reduces to n + I equal mass-points 
x= -I, x1, ... , Xn-1, +I, located at the roots of the equation 
(I-x2) P~(x) = 0, 
where P n(x) is the nth Legendre polynomial. 
Finally, for the normal weight-function we have 
Theorem 6. Let 
00 
K, = f x' e-x2 dF(x), 
--·00 
where dF(x) is a positive measure on (- oo, oo) of total value unity. Then 
n-1 
det 1\Ki+J\\o,n-1 ~ (2e)-!n<n-1> TI v• = Cn-1, 
1 
with equality if and only if dF(x) reduces ton equal mass-points x=x1, ... , Xn 
located at the zeros of the Hermite polynomial 
Hn(X)=O. 
These results are derived below by combining Ulin's simple and effective 
variational method with the extremum properties of the zeros of the 
classical orthogonal polynomials discussed by STIELTJES and ScHUR [5], 
[3], [6, § 6. 7]. These properties are readily available in the references 
just given with the exception of an extremum property of the zeros of 
the Laguerre polynomials needed for a proof of Theorem l and proved 
below as Lemma l. We conclude our Introduction by indicating the 
orders of magnitude of the constants appearing in 'rheorems l, 5 and 6; 
we find 
An.-. const. nn'-n+'t, exp ( ·--~n2-n), 
Bn ~ const. 2-n' n'i•, 
Cn ,......, const. n'!,n'+'la exp (- (i + lo~ 2) n2- t n), 
as n ~ ex>. Only Bn is seen to converge to zero rapidly while An and Bn 
diverge. 
l. A proof of Theorem l. Let us first prove the existence of a 
solution F(x) for the problem of maximizing the determinant 
(1.1) D(F)=det J/lt+J//o.n· 
Let M=supD(F) and let Fn(x) (Fn(O)=O) be a max1m1zmg sequence: 
D(Fn) ~ M. By Helly's theorem we may assume that 
lim Fn(x) = F(x), (x~O), 
n-+oo 
where F(x) is a non-decreasing function. However, because the integrand 
in ( 1) vanishes at infinity we conclude that 
00 00 
(1.2) lim J x"e-xdFn(x) = J x"e-xdF(x). 
n-+oo o o 
Now (1.2) imply D(Fn) ~ D(F)=.lVl. Let us show that F(x) solves our 
problem. Indeed, in any case F( + =) ~ 1, while F( + =) < 1 is impossible, 
for on setting F(x)=l?(x)fF(+=) we obtain F(+=)=l and D(F)= 
=MJ(F( +=))n+l>M in contradiction to the definition of M. 
For the remainder of this section we assume F(x) to maximize D(F) 
and we shall apply to the distribution dl?(x) Ulin's idea which we reproduce 
here for the reader's convenience: Let x=t be a point of increase of F(x) 
and let x=u be any other given point in the range [0, +=).We distinguish 
two cases: 
l. F(t+O)-F(t-O)=c:1>0. Let c: be such that O<c:<eJ. We now 
alter the distribution dF(x) by removing an amount c: of mass from the 
point x = t and placing it at the point x = u. Denoting the new distribution 
by dF*(x) and its moments (1) by 1: we evidently have 
I:-Iv = (u"e-u-t"e-t) c:. 
2. F(t+O)-l?(t-0)=0. Choose h>O and let 
t+h 
c:(h) = f dF(x) 
t-/1. 
2R6 
be the mass contained in [t-h, t+h]. We remove it entirely and add it 
to the mass, if any, located at the point x = u. Let again dF*(x) and I: 
denote the new distribution and its moments. From (1) and 
t-h 00 
I:= u•e-us(h)+( f + J) x•e-xdF(x) 
0 t+h 
we obtain by subtraction 
t+h 
I:-I. = u•e-u8(h)- f x''e-xdF(x) 
t-h 
t+h 
= (u"e-u-t•e-t) 8(h)+ f (t"e-t-x•e-x) dF(x), 
t-h 
where 
t+lt 
1 f (t"e-Lx•e-x) dF(x)/ ~ 8(h). max /t"e-Lx•e-x/ = 8(h) ·mh. 
t-h t-h;;;a:;;;t+h 
If h--+ 0 then mh--+ 0 and also 8(h) converges to zero through a continuous 
or perhaps discrete set of values. Thinking of 8=8(h) as the independent 
variable we may summarize our discussion as follows: 
Let x=t be a point of increase of F(x), and x=u any other point. There 
is a positive variable 8 which may converge to zero through an appropriate set 
of values such that to every such 8 there corresponds a distribution dF*(x) 
of moments I: with the property that 
(1.3) 
The corresponding determinant D(F*) now becomes 
D(F*) = det //Ii+.i+ (ui+Je~u- ti+1e-t)81!o,n + o(8). 
By absorbing appropriate terms containing powers of 8 higher than the 
first into the remainer, we may also write 
D(F*) = det 1/IHJ// + det /II i+i + ut+ie-u811- det III Hi+ ti+1e-t811 + o(8). 
We now introduce the polynomial of degree 2n 
(1.4) P2n(X)=det 1/It+i+xi+i/1-det /IIi+J/1 
and the function 
(1.5) qJ(x)=P2n(x)e-x=det I!IH1+xi+1e-xl!-det I!It+J/1· 
In terms of these we have 
D(F*) = det 1/It+J/1 + qJ(U)8- qJ(t)8 + o(8) 
and thus obtain for the increment of D(F) the final form 
( 1.6) D(F*) -D(F) = (qJ(u)- qJ(t))8 +o(8). 
This relation has the following remarkable consequence: 
(i) If x=t is a point of increase of the maximizing function F(x) then 
qJ(t) = max qJ(x). 
a:Oi;O 
2R7 
Indeed, if rp(t) were not the maximal value of rp(x) then we could find ~l 
such that rp(u)>rp(t). But then (1.6) shows that D(F) can still be increased, 
for sufficiently small s, in contradiction to the maximizing character of 
F(x). 
Our discussion up to this point, due to ULIN, suffices for dealing with 
Ulin's case when n = l (See [7]). The general case requires the following 
further observations: 
(ii) The extremal function F(x) has at least n-'- l points of increase. 
Indeed, if it had at most n points of increase then the same would 
be true of the distribution e-xdF(x). But then the Hankel determinant 
(l.l) of the moments (l) would vanish (See [4, page 6]) in contradiction 
to the obvious fact that D(F) is positive. 
(iii) The function rp(x) defined by (1.4) and (1.5) has at most n+ l 
distinct points in the range [0, + oo) where it reaches its absolute maxim~tm; 
if this maximal number is reached then x = 0 is one of these points. 
Indeed, by (1.4) P2n(x) is a polynomial of exact degree 2n and having 
a positive leading coefficient. Now 
rp'(x) = (P~n(x) -P2n(x))e-x 
shows that rp(x) can have at most n points of relative maximum m 
- oo < x < oo. These, together with a possible relative maximum in 
[0, + oo) at the left endpoint x = 0 of our range makes a total of n + l 
possible relative maxima. Our statement follows since points of absolute 
maximum must be points of relative maximum. 
Our maximizing F(x) must have by (ii) at least n+ l points of increase 
and by (i) and (iii) at most n + l points of increase. We conclude that 
F(x) has exactly n+ l points of increase of which the first is at the origin 
x = 0. If these are located at 
Xo = 0 < X1 < ... < Xn 
then the generating function ( 4) reduces to 
n 
( 1. 7) j(s) =I A.e-sxv. 
v=O 
Now D(F) is identical with the determinant on the left side of (5). In 
view of ( l. 7) this determinant appears as an obvious product of two 
determinants and we find that 
( 1.8) 
In order to locate the mass-points (x., A.) it now suffices to maximize 
the expression (1.8) under the conditions 
(1.9) Ao+Al+ ... -'-An=l. Ao:>·O, .... A,>O, O<X1<X2< ... < .. Xn. 
At this point we need the following 
Lemma l. If :X is given, ::x > -- L then the function 
(l.IO) 
reaches its ma:n:mal value zn the range 0 < x1 < 
x; are the roots of 
( l.ll) L~~\x) = 0. 
x, ij and only if the 
Proof: The existence of a maximum being clear, we may apply the 
ingenious arguments of Stieltjes: At a maximum point (x1 . ... , Xn) v,-e 
must lun-e 
(k=l, ... ,n). 
" Writing g(x) ·-· IT (x- x;) we find that 
2 2; __ 1 _ = g"(xk) 
i*k x,, ·- x; g' (xk) 
and the relations above become 
(k= l, ... , n). 
But then xg"(x)+(.x~l-x)g'(x) is a polynomial of exact degree n which 
has the same zeros and the same highest term as -ng(x). It follows that 
J;g"(x) -,-(ex...,.. 1-- x)g'(x) + ng(x) ~= 0 
is an identity in x. However, this is precisely the differential equation 
satisfied by, and defining uniquely up to a constant factor, the Laguerre 
polynomial L!':l(x) [6, pp. 96-97]. This concludes the proof of our lemma. 
We may now return to our problem of maximizing (1.8). In view of 
the restrictions (1.9), it clearly falls apart into two separate maximum 
problems having now obvious solutions: We must have 
A =-l-
" n -c·I' (v=~O, ... , n), 
while the x; must be the roots of the equation (3) by Lemma l for ex= L 
Finally, the numerical value of D(F) given by (2) is easily obtained from 
the value of the discriminant of L!;l(x) as given by SzEGi:i [6, p. 139]. 
2. The Laguerre, Jacobi and Hermite weight functions. We may 
be brief as no essentially new ideas are needed in proving Theorems 
3 to 6. As in § l Ulin's method leads to three corollaries (i), (ii), (iii) 
which prove in each case that the maximizing measure dF(x) reduces 
to a finite set of mass-points whose number must be equal ton in the case 
of Theorems 3, 4 and 6, and to n-,- l in the case of Theorem fi. The final 
step in the proof of Theorem 3 is an application of the maximum problem 
as stated in Lemma lo The similar step in the case of Theorem 4 is provided 
by the fact that the function 
" II ( l- Xi)"' 7 I ( 1 --r- Xt) 1hl II (Xi--- Xj) 2, ( - l < X1 < o o o < Xn < J) o 
1 i>i 
is maximal if the Xt are the zeros of Pj~oi31 (x) [6, po 136, Theorem 60701]. 
The similar result needed for Theorem 5 was stated by STIELTJES [5] and 
proved by ScH"cR [3, ppo 378-380]. 
This result is as follows: The function 
(201) 
i>i 
whose variables are subject to the restrictions 
(202) · - l ;'? Xo < X1 < o o o Xn cS _;._ 1, 
reaches its maximal val7le if and only if :r0 , 0 0 0 0 Xn are identical with the 
roots of the equation 
(2.3) (1-x2)P~(x)=Oo 
In 1932 FEJiim [1] discovered another extremum property of the roots 
of the equation (2.3) which may be stated as follows: Let lv(x), (P= 0, .. o,n), 
be the fundamental functions of the Lagrange interpolation formula 
based on the points x0, 0 0 0, Xno Fejer proposes the problem to determine 
these points, subject to the restrictions (202), such as to minimize the 
expression 
max { (lo(x) )2 + (h(x) )2 + .. 0 -'- (ln(x) )2} 
-l~x~l 
His result is that this expression reaches its minimum value =c 1 if and 
only if x0 , oOO' Xn are the roots of the equation (2.3). 
For this particular set of points (the roots of (2.3)) we wl'ite 
(2.4) Q(x) = (lo(x) )2 + .. 0 + (ln(x))2 
and observe that 
(2.5) ~ Q(- 1) = Q(x1) ? Q'(x1) = 
o~ Q(Xn-l) = Q( -+-1) (co. 1), 
= Q'(Xn-l) = 00 
On the other hand we notice that (2.5) are precisely the characteristic 
properties of the function !p(X) o= Pzn(x) appearing in the Corollaries (i) 
and (iii) for our present problem associated with Theorem 5. Since the 
conditions (2.5) determine uniquely (up to a constant factor) a polynomial 
of degree 2n satisfying them, we have obtained the following 
Corollary 0 Let x0 , .. 0, Xn be the roots of the equation (2.3), 
n 
8" = I Xi~ ,u. = Svf(n-+- 1)0 
i=O 
:?flO 
Then the polynomial 
P2n(x) = det i).Ui+i + xt+1!!o. n- det IJ.Ui+tllo. n 
and Fejer's polynomial Q(x) defined by (2.4), are identical except fm· a 
constant factor. 
Finally, a proof of Theorem 6 requires the fact that the zeros of Hn(x) 
maximize the function 
e- 2~xf IT (xi-XJJ2, C'V < X1 < ... < Xn < - 0.J). 
i>i 
This result was stated by STIELTJES, loc. cit. A proof is easily supplied 
along the lines of the proof of Lemma l and may be omitted. 
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