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Abstract
We construct soliton solutions for non-abelian loop Toda equations associated
with general linear groups. Here we consider the untwisted case only and use
the rational dressing method based upon appropriate block-matrix representation
suggested by the initial Z-gradation.
1 Introduction
The Toda systems [1, 2, 3] associated with loop groups possess features attractive from
both mathematical and physical perspectives. The fact that they have the so-called
soliton solutions is certainly among such interesting properties. Here, by an N-soliton
solution we simply mean a solution depending on N linear combinations of indepen-
dent variables. In particular, the investigation of soliton solutions imply developing
methods of solving nonlinear partial differential equations and besides, also modeling
various nonlinear phenomena in particle physics and field theory, see, for example,
the paper [4] and references therein.
There are various approaches to constructing soliton solutions for loop Toda sys-
tems. The best known and elaborated among them are, probably, the rational dressing
formalism [5, 6], that is a version of the inverse scattering method, and the Hirota’s ap-
proach [7, 8, 9, 10, 11, 12] based on an appropriate change of the field variables. Also
certain combinations of these two methods prove to be quite efficient in the purpose
of finding soliton solutions of Toda equations [4, 13]. Besides, it is worth while men-
tioning generalizations of the Leznov–Saveliev [14, 15, 16] and the Ba¨cklund–Darboux
[17, 18, 19, 20, 21] methods that were employed at Toda systems.
In a recent paper [22], we have carried out a comparative analysis of the Hirota’s
and rational dressing methods in application to abelian Toda systems associated with
the untwisted loop groups of complex general linear groups and, in particular, explic-
itly reproduced the corresponding multi-soliton solutions. Further, in the subsequent
paper [23], we have constructed soliton solutions for abelian twisted loop Toda sys-
tems. And now, we are going to investigate the non-abelian loop Toda equations be-
ing a direct generalization of the systems considered in [22]. Here we work within the
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rational dressing formalism based upon appropriate block-matrix representation. The
latter is naturally suggested by the Z-gradation under consideration and turns out to
be most suitable to the non-abelian Toda systems.
Inasmuch as the abelian soliton solutions allow for such a physical interpretation
as of interacting extended particle-like objects, so their non-abelian generalizations
should be very interesting as such objects having additionally certain internal struc-
tures. And since this physical interpretation promises a good basis for a consistent
modeling of various nonlinear phenomena, the mathematical part consisting in devel-
oping the corresponding integration methods and constructing explicit soliton solu-
tions becomes crucial.
Note finally that since the pioneering paper [6] where simplest non-abelian loop
Toda equations were presented, certain efforts have beenmade to solve them bymeans
of various methods. Thus, in [24] the notion of quasi-determinants was exploited for
the purpose, see also [25]; in [26] a simplest matrix generalization of the sine-Gordon
equation was treated by the rational dressing method.1 An approach based on the
dressing (gauge) transformation method was developed in a series of papers [27, 28,
29, 30] for a simplest case of non-abelian affine Toda systems where a specific gradation
leads to a minimal extension of the abelian counterpart, and then the vertex operator
method was also used there in order to construct some soliton solutions.
2 Formulation of loop Toda equations
The formulation of Toda systems, in a way most appropriate to our purposes, is based
on their simple differential-geometry and group-algebraic background, and here we
generally follow the monographs [1, 2] and the papers [31, 32, 33].
Let the trivial fiber bundle R2 × G → R2, with the structure Lie group G and its
Lie algebra G, be given. We identify a connection in this fiber bundle with a G-valued
1-form O on R2 and decompose it over basis 1-forms,
O = O−dz
− +O+dz
+,
where z−, z+ are the standard coordinates on the base manifold R2, and the compo-
nents O−, O+ are G-valued functions on it. We assume that the connection O is flat,
and it means that its curvature is zero. Then, in terms of the components, we have
∂−O+ − ∂+O− + [O−,O+] = 0, (2.1)
where we use the notation ∂− = ∂/∂z− and ∂+ = ∂/∂z+. One can consider this rela-
tion as a system of partial differential equations. The general solution of this system is
well known,
O− = Φ
−1∂−Φ, O+ = Φ
−1∂+Φ,
where Φ is an arbitrary mapping of R2 to G. Actually, the zero-curvature condition as
a system of partial differential equations is trivial due to the gauge invariance. Indeed,
if a connection O satisfies (2.1), then for an arbitrary mapping Ψ of R2 to G the gauge-
transformed connection
OΨ = Ψ−1OΨ +Ψ−1dΨ, (2.2)
1However, it is not quite clear how the soliton solutions of [26] were obtained without averaging
over the action of the corresponding automorphism group, which is one of the principal ingredients of
the rational dressing procedure.
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satisfies (2.1) as well.
To obtain nontrivial integrable systems out of the zero-curvature condition we im-
pose on the connection O some restrictions which destroy the gauge invariance. To
come specifically to Toda systems, we should use certain grading and gauge-fixing
conditions.
Suppose that G is endowed with a Z-gradation,
G =
⊕
k∈Z
Gk, [Gk,Gl] ⊂ Gk+l,
and L is such a positive integer that the grading subspacesGk andG−k, where 0 < k <
L, are trivial. The grading condition states that the components of O have the form
O− = O−0 +O−L, O+ = O+0 +O+L, (2.3)
where O−0 and O+0 take values in G0, while O−L and O+L take values in G−L and
G+L respectively. There is a residual gauge invariance. Indeed, the gauge transforma-
tion (2.2) with Ψ taking values in the connected Lie subgroup G0 corresponding to the
subalgebra G0 does not violate the grading condition (2.3). Therefore, we additionally
impose a gauge-fixing condition of the form
O+0 = 0.
Now the components of the connection O can be represented as
O− = Ξ
−1∂−Ξ+F−, O+ = Ξ
−1F+Ξ, (2.4)
where Ξ is a mapping of R2 to G0, F− and F+ are some mappings of R2 to G−L and
G+L. One can easily see that the zero-curvature condition is equivalent to the equality
2
∂+(Ξ
−1∂−Ξ) = [F−,Ξ
−1F+Ξ] (2.5)
and the relations
∂+F− = 0, ∂−F+ = 0. (2.6)
We suppose that the mappings F− and F+ are fixed and consider (2.5) as an equation
for Ξ called the Toda equation. When the group G0 is abelian the corresponding Toda
equations are called abelian. In other cases we have non-abelian Toda systems.
Thus, a Toda equation associated with a Lie group G is specified by a choice of a
Z-gradation of the Lie algebra G of G and mappings F−, F+ satisfying the conditions
(2.6). To classify the Toda equations associated with a Lie group G one should classify
the Z-gradations of the Lie algebra G of G.
We consider the case where G is a loop group of a finite-dimensional Lie group,
La,M(G), where a is an automorphism of G of order M. The corresponding Lie algebra
G is thus the loop Lie algebra LA,M(g), where g is the Lie algebra of the Lie group G,
with A being the respective automorphism of g of order M. This is a subalgebra of the
loop Lie algebra L(g) formed by elements ξ satisfying the equality
ξ(ǫMs) = A(ξ(s)),
2We assume for simplicity that G is a subgroup of the group formed by invertible elements of some
unital associative algebra A. In this case G can be considered as a subalgebra of the Lie algebra associ-
ated with A. Our consideration can be generalized to the case of an arbitrary Lie group G.
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where ǫM = e
2πi/M is the Mth principal root of unity and s ∈ S1. Similarly, the
loop group La,M(G) is defined as the subgroup of the loop group L(G) formed by the
elements χ satisfying the equality
χ(ǫMs) = a(χ(s)).
For a consistent description of these objects given in a waymost suitable for the matter
of loop Toda equations we refer to [31, 32, 33]. To have a wider list of publications on
such systems see also [34, 35, 36, 37] and references therein.
To specify the Toda equations associated with the loop group La,M(G)we first note
that the groupLa,M(G) and its Lie algebraLA,M(g) are infinite-dimensionalmanifolds.
However, using the so-called exponential law [38, 39], that can generally be expressed
by the canonical identification
C∞(M,C∞(N ,P)) = C∞(M×N ,P),
where M, N , P are finite-dimensional manifolds and N is besides compact, we re-
formulate the zero-curvature representation of the Toda equations associated with
La,M(G) in terms of finite-dimensional manifolds.
In the case under consideration the connection components O− and O+ entering
the equality (2.1) are mappings of R2 to the loop Lie algebra LA,M(g). We denote
the corresponding mappings of R2 × S1 to g by ω− and ω+, and call them also the
connection components. The mapping Φ generating the connection is a mapping of
R2 to La,M(G). Denoting the corresponding mapping of R
2 × S1 by ϕ we write
ϕ−1∂−ϕ = ω−, ϕ
−1∂+ϕ = ω+. (2.7)
Seeing that the mapping ϕ uniquely determines the mapping Φ, we say that the map-
ping ϕ also generates the connection under consideration.
We follow the classification of loop Toda systems performed in [31, 32, 33]. Impor-
tant for our purposes here is that the initial Toda equation associated with La,M(G)
is equivalent to a Toda equation associated with La′,M′(G) arising when LA′,M′(g) is
supplied with the standard Z-gradation.
The grading subspaces for the standard Z-gradation of a loop Lie algebra LA,M(g)
are
LA,M(g)k = {ξ ∈ LA,M(g) | ξ = λ
kx, A(x) = ǫkMx},
where by λ we denote the restriction of the standard coordinate on C to S1. It is clear
that every automorphism A of the Lie algebra g satisfying the relation AM = idg
induces a ZM-gradation of gwith the grading subspaces
g[k]M = {x ∈ g | A(x) = ǫ
k
Mx}, k = 0, . . . ,M− 1,
where by [k]M we denote the element of the ring ZM corresponding to the integer k.
Vice versa, any ZM-gradation of g obviously defines an automorphism A of g satisfy-
ing the relation AM = idg. In terms of the corresponding ZM-gradation the grading
subspaces for the standard Z-gradation of a loop Lie algebra LA,M(g) are
LA,M(g)k = {ξ ∈ LA,M(g) | ξ = λ
kx, x ∈ g[k]M}.
It is evident that for the standard Z-gradation the subalgebra LA,M(g)0 is isomor-
phic to the subalgebra g[0]M of g, and the Lie group La,M(G)0 is isomorphic to the
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connected Lie subgroup G0 of G corresponding to the Lie algebra g[0]M . Hence, the
relations (2.4) are equivalent to the relations
ω− = γ
−1∂−γ+ λ
−Lc−, ω+ = λ
Lγ−1c+γ, (2.8)
where γ, taken as a smooth mapping of R2 × S1 to G corresponding to the mapping
Ξ in accordance with the exponential law, is actually a mapping of R2 to G0, and
respecting the mappings F− and F+, the mappings c− and c+ above are mappings of
R2 to g−[L]M and g+[L]M respectively. The Toda equation can subsequently be written
as
∂+(γ
−1∂−γ) = [c−,γ
−1c+γ]. (2.9)
The conditions (2.6) imply that
∂+c− = 0, ∂−c+ = 0. (2.10)
We call an equation of the form (2.9) also a Toda equation.
Let us consider the transformations
γ′ = η−1+ γη−, (2.11)
c′− = η
−1
− c−η−, c
′
+ = η
−1
+ c+η+, (2.12)
where η− and η+ are some mappings of R
2 × S1 to G0 that satisfy the conditions
∂+η− = 0, ∂−η+ = 0.
If a mapping γ satisfies the Toda equation (2.9), then the mapping γ′ satisfies the Toda
equation (2.9) where the mappings c−, c+ are replaced by the mappings c
′
− and c
′
+. If
the mappings η− and η+ are such that
η−1− c−η− = c−, η
−1
+ c+η+ = c+
then the transformation (2.11) is a symmetry transformation for the Toda equation
under consideration.
3 Untwisted loop Toda equations
The complete classification of Toda equations associated with twisted loop groups of
complex classical Lie groups, where the corresponding twisted loop Lie algebras are
endowed with integrable Z-gradations with finite-dimensional grading subspaces, is
given in the series of papers [31, 32, 33]. We will use these results related to the par-
ticular case of untwisted loop groups of the complex general linear groups. The Z-
gradations of the corresponding loop Lie algebras are thus generated by an inner au-
tomorphism of the initial finite-dimensional complex Lie algebra gln(C),
A(x) = hxh−1,
where x is an arbitrary element of gln(C), and h is a diagonal matrix of the form
h =

ǫm1M In1
ǫm2M In2
. . .
ǫ
mp
M Inp
 ,
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where Inα denotes the nα × nα unit matrix and M ≥ m1 > m2 > . . . > mp > 0. Here
nα, α = 1, . . . , p, are positive integers, such that ∑
p
α=1 nα = n. According to the block-
matrix structure of h, it is convenient to represent the element x as a p× p block matrix
(xαβ), where xαβ is an nα × nβ matrix,
x =

x11 x12 . . . x1p
x21 x22 . . . x2p
...
...
. . .
...
xp1 xp2 . . . xpp
 . (3.1)
Here the inner automorphism a acts on an arbitrary element g of GLn(C) as a(g) =
hgh−1, with the same diagonal matrix h given above.
The mapping γ has the block-diagonal form
γ =

Γ1
Γ2
Γp
 .
For each α = 1, . . . , p the mapping Γα is a mapping of R2 to the Lie group GLnα(C).
The mapping c+ has the following block-matrix structure:
c+ =

0 C+1
0
0 C+(p−1)
C+0 0
 , (3.2)
where for each α = 1, . . . , p − 1 the mapping C+α is a mapping of R2 to the space
of nα × nα+1 complex matrices, and C+0 is a mapping of R
2 to the space of np × n1
complex matrices. The mapping c− has a similar block-matrix structure:
c− =

0 C−0
C−1 0
0
C−(p−1) 0
 , (3.3)
where for each α = 1, . . . , p − 1 the mapping C−α is a mapping of R2 to the space
of nα+1 × nα complex matrices, and C−0 is a mapping of R
2 to the space of n1 × np
complex matrices. The conditions (2.10) imply
∂+C−α = 0, ∂−C+α = 0, α = 0, 1, . . . , p− 1.
It is not difficult to show that the Toda equation (2.9) is equivalent to the following
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system of equations for the mappings Γα:
∂+
(
Γ−11 ∂−Γ1
)
= −Γ−11 C+1Γ2C−1 + C−0Γ
−1
p C+0Γ1,
∂+
(
Γ−12 ∂−Γ2
)
= −Γ−12 C+2Γ3C−2 + C−1Γ
−1
1 C+1Γ2,
... (3.4)
∂+
(
Γ−1p−1∂−Γp−1
)
= −Γ−1p−1C+(p−1)ΓpC−(p−1) + C−(p−2)Γ
−1
p−2C+(p−2)Γp−1,
∂+
(
Γ−1p ∂−Γp
)
= −Γ−1p C+0Γ1C−0 + C−(p−1)Γ
−1
p−1C+(p−1)Γp.
As is shown in [32, 33], if for some α we have C−α = 0 or C+α = 0, then the system
of equations (3.4) is equivalent to a system of equations associated with a respective
finite-dimensional Lie group, or to a set of two such systems. Hence, to deal actually
with Toda equations associated with a loop group, we assume that all mappings C−α
and C+α are nontrivial. This is possible only if mα = (p − α + 1)L and M = pL.
Moreover, it appears that in the case under consideration we can assume, without any
loss of generality, that the positive integer L is equal to 1.
The Toda equations (3.4) can also be written as
∂+(Γ
−1
α ∂−Γα) + Γ
−1
α C+αΓα+1C−α − C−(α−1)Γ
−1
α−1C+(α−1)Γα = 0, (3.5)
with Γα subject to the periodicity condition Γα+p = Γα. If transformed according to
(2.11), (2.12), the submatrices entering the Toda equations would look here as follows:
Γ′α = η
−1
+αΓαη−α, C
′
−α = η
−1
−(α+1)C−αη−α, C
′
+α = η
−1
+αC+αη+(α+1), (3.6)
with the block-diagonal matrices η± defined by (η±)αβ = η±αδαβ.
Similarly to the abelian case [22], it can be shown that the determinant of the map-
ping γ can be represented in a factorized form as
detγ =
p
∏
α=1
det Γα = Γ+Γ
−1
− ,
where
∂+Γ− = 0, ∂−Γ+ = 0.
Then, setting
η−α = Γ
1/n
− Inα , η+α = Γ
1/n
+ Inα
in (3.6), we can see that it is possible to make the determinant of the transformed
mapping γ′ be equal to 1,
detγ′ =
p
∏
α=1
det Γ′α = 1.
Therefore, the reduction to the non-abelian Toda systems associated with the loop
groups of the special linear groups is possible, just as well as it was in the abelian
case [22].
7
4 Rational dressing
We require that for any m ∈ R2 the matrices c−(m) and c+(m) commute, that is equiv-
alent to the relations
C−(α−1)C+(α−1) − C+αC−α = 0. (4.1)
Then it is obvious that
γ = In, (4.2)
where In is the n × n unit matrix, is a solution to the Toda equation (2.9). Denote a
mapping of R2 × S1 to GLn(C) which generates the corresponding connection by ϕ.
Using the equalities (2.7) and (2.8) and remembering that in our case L = 1, we write
ϕ−1∂−ϕ = λ
−1c−, ϕ
−1∂+ϕ = λc+,
where the matrices c+ and c− are defined by the relations (3.2), (3.3).
To construct more interesting solutions to the Toda equations we will look for a
mapping ψ, such that the mapping
ϕ′ = ϕψ (4.3)
would generate a connection satisfying the grading condition and the gauge-fixing
constraint ω+0 = 0.
For any m ∈ R2 the mapping ψ˜m defined by the equality ψ˜m(s) = ψ(m, s), s ∈ S1,
is a smooth mapping of S1 to GLn(C). We treat the unit circle S1 as a subset of the
complex plane which, in turn, is a subset of the Riemann sphere. Assume that it is
possible to extend analytically each mapping ψ˜m to all of the Riemann sphere. As the
result we get a mapping of the direct product ofR2 and the Riemann sphere to GLn(C)
which we also denote by ψ. Suppose that for any m ∈ R2 the analytic extension of ψ˜m
results in a rational mapping regular at the points 0 and ∞, hence the name rational
dressing. Below, for each point s of the Riemann sphere we denote by ψs the mapping
of R2 to GLn(C) defined by the equality ψs(m) = ψ(m, s).
Wework with the Toda equations described in section 3. It means that the mapping
ψ is generated by a mapping of the Euclidean plane to the loop group La,p(GLn(C))
with the corresponding inner automorphism of order p. Hence, for any m ∈ R2 and
s ∈ S1 we should have
ψ(m, ǫps) = hψ(m, s)h
−1, (4.4)
where h is a block-diagonal matrix explicitly given by the expression
hα,β = ǫ
p−α+1
p Inαδαβ, α, β = 1, 2, . . . , p. (4.5)
The equality (4.4) means that two rational mappings coincide on S1, therefore, they
must coincide on the entire Riemann sphere.
A mapping, satisfying the equality (4.4), can be constructed by the following pro-
cedure. Let χ be an arbitrary mapping of the direct product of R2 and the Riemann
sphere to the algebra Matn(C) of n × n complex matrices. Let aˆ be a linear operator
acting on χ as
aˆχ(m, s) = hχ(m, ǫ−1p s)h
−1.
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It is easy to get convinced that the mapping
ψ =
p
∑
k=1
aˆkχ
satisfies the relation aˆψ = ψ which is equivalent to the equality (4.4). Here we have
aˆpχ = χ. Note that χ is in fact a mapping to the Lie group GLn(C), but, to justify the
above averaging relation, we should consider GLn(C) as a subset of Matn(C).
To construct a rational mapping satisfying (4.4) we start with a rational mapping
regular at the points 0 and ∞ and having poles at r different nonzero points µi, i =
1, . . . , r. Concretely speaking, we consider a mapping χ of the form
χ =
(
In + p
r
∑
i=1
λ
λ− µi
Pi
)
χ0,
where Pi are some smooth mappings ofR
2 to the algebraMatn(C) and χ0 is a mapping
of R2 to the Lie subgroup of GLn(C) formed by the elements g ∈ GLn(C) satisfying
the equality
hgh−1 = g, (4.6)
where h is given by the expression (4.5). Actually this subgroup coincides with the
subgroup G0. The averaging procedure leads to the mapping
ψ =
(
In +
r
∑
i=1
p
∑
k=1
λ
λ− ǫkpµi
hkPi h
−k
)
ψ0, (4.7)
where ψ0 = pχ0. It is convenient to assume that µ
p
i 6= µ
p
j for all i 6= j.
Denote by ψ−1 the mapping of R2 × S1 to GLn(C) defined by the relation
ψ−1(m, s) = (ψ(m, s))−1.
Suppose that for any fixed m ∈ R2 the mapping ψ˜−1m of S
1 to GLn(C) can be extended
analytically to amapping of the Riemann sphere to GLn(C) and as the result we obtain
a rational mapping of the same structure as the mapping ψ,
ψ−1 = ψ−10
(
In +
r
∑
i=1
p
∑
k=1
λ
λ− ǫkpνi
hkQi h
−k
)
, (4.8)
with the pole positions satisfying the conditions νi 6= 0, ν
p
i 6= ν
p
j for all i 6= j, and
additionally ν
p
i 6= µ
p
j for any i and j. We will denote the mapping of the direct product
of R2 and the Riemann sphere to GLn(C) again by ψ−1.
By definition, the equality
ψ−1ψ = In
is valid at all points of the direct product of R2 and S1. Since ψ−1ψ is a rational map-
ping, the above equality is valid at all points of the direct product of R2 and the Rie-
mann sphere. Hence, the residues of ψ−1ψ at the points νi and µi should be equal to
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zero. Explicitly we have
Qi
(
In +
r
∑
j=1
p
∑
k=1
νi
νi − ǫkpµj
hkPjh
−k
)
= 0, (4.9)(
In +
r
∑
j=1
p
∑
k=1
µi
µi − ǫkp νj
hkQjh
−k
)
Pi = 0. (4.10)
We will discuss later how to satisfy these relations, and now let us consider what con-
nection is generated by themapping ϕ′ defined by (4.3) with themapping ψ possessing
the prescribed properties.
Using the representation (4.3), we obtain for the components of the connection gen-
erated by ϕ′ the expressions
ω− = ψ
−1∂−ψ+ λ
−1ψ−1c−ψ, (4.11)
ω+ = ψ
−1∂+ψ+ λψ
−1c+ψ. (4.12)
We see that the component ω− is a rational mapping which has simple poles at the
points µi, νi and zero.
3 Similarly, the component ω+ is a rational mapping which has
simple poles at the points µi, νi and infinity. We are looking for a connection which
satisfies the grading and gauge-fixing conditions. The grading condition in our case
is the requirement that for each point of R2 the component ω− is rational and has the
only simple pole at zero, while the component ω+ is rational and has the only simple
pole at infinity. Hence, we demand that the residues of ω− and ω+ at the points µi
and νi should vanish.
The residues of ω− and ω+ at the points νi are equal to zero if and only if
(∂−Qi − ν
−1
i Qi c−)
(
In +
r
∑
j=1
p
∑
k=1
νi
νi − ǫkpµj
hkPjh
−k
)
= 0, (4.13)
(∂+Qi − νiQi c+)
(
In +
r
∑
j=1
p
∑
k=1
νi
νi − ǫkpµj
hkPjh
−k
)
= 0, (4.14)
respectively. Similarly, the requirement of vanishing of the residues at the points µi
gives the relations(
In +
r
∑
j=1
p
∑
k=1
µi
µi − ǫkp νj
hkQjh
−k
)
(∂−Pi + µ
−1
i c−Pi) = 0, (4.15)(
In +
r
∑
j=1
p
∑
k=1
µi
µi − ǫkpνj
hkQjh
−k
)
(∂+Pi + µi c+Pi) = 0. (4.16)
To obtain the relations (4.13)–(4.16) we made use of the equalities (4.9), (4.10).
Suppose that we have succeeded in satisfying the relations (4.9), (4.10) and (4.13)–
(4.16). In such a case from the equalities (4.11) and (4.12) it follows that the connection
under consideration satisfies the grading condition.
3Here and below discussing the holomorphic properties of mappings and functions we assume that
the point of the space R2 is arbitrary but fixed.
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It is easy to see from (4.12) that
ω+(m, 0) = ψ
−1
0 (m)∂+ψ0(m).
Taking into account that ω+0(m) = ω+(m, 0), we conclude that the gauge-fixing con-
straint ω+0 = 0 is equivalent to the relation
∂+ψ0 = 0. (4.17)
Assuming that this relation is satisfied, we come to a connection satisfying both the
grading condition and the gauge-fixing condition.
Recall that if a flat connection ω satisfies the grading and gauge-fixing conditions,
then there exist a mapping γ from R2 to G and mappings c− and c+ of R
2 to g−1 and
g+1, respectively, such that the representation (2.8) for the components ω− and ω+ is
valid. In general, the mappings c− and c+ parameterizing the connection components
may be different from the mappings c− and c+ which determine the mapping ϕ. Let
us denote the mappings corresponding to the connection under consideration by γ′,
c′− and c
′
+. Thus, we have
ψ−1∂−ψ+ λ
−1ψ−1c−ψ = γ
′−1∂−γ
′ + λ−1c′−, (4.18)
ψ−1∂+ψ+ λψ
−1c+ψ = λγ
′−1c′+γ
′. (4.19)
Note that ψ∞ is a mapping ofR
2 to the Lie subgroup of GLn(C) defined by the relation
(4.6). Recall that this subgroup coincides with G0, and denote ψ∞ by γ. From the
relation (4.18) we obtain the equality
γ′−1∂−γ
′ = γ−1∂−γ.
The same relation (4.18) gives
ψ−10 c−ψ0 = c
′
−.
Impose the condition ψ0 = In, which is consistent with (4.17). Here we have
c′− = c−.
Finally, from (4.19) we obtain
γ′−1c′+γ
′ = γ−1c+γ.
We see that if we impose the condition ψ0 = In, then the components of the connection
under consideration have the form given by (2.8) where γ = ψ∞.
Thus, to find solutions to Toda equations under consideration, we can use the fol-
lowing procedure. Fix 2r complex numbers µi and νi. Find matrix-valued functions
Pi and Qi satisfying the relations (4.9), (4.10) and (4.13)–(4.16). With the help of (4.7),
(4.8), assuming that
ψ0 = In,
construct the mappings ψ and ψ−1. Then, the mapping
γ = ψ∞ (4.20)
satisfies the Toda equation (2.9).
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Let us return to the relations (4.9), (4.10). It can be shown that, if we suppose
that the matrices Pi and Qi are of maximum rank, then we get the trivial solution of
the Toda equation given by (4.2). Hence, we will assume that Pi and Qi are not of
maximum rank. The simplest case here is given by matrices of rank one which can be
represented as
Pi = ui
twi, Qi = xi
tyi, (4.21)
where u, w, x and y are n-dimensional column vectors.
The Z-gradation suggests that it is convenient to consider the n× n matrix-valued
functions Pi and Qi in the corresponding block-matrix form. According to the repre-
sentation (3.1), we can write
Pi =

(Pi)11 (Pi)12 . . . (Pi)1p
(Pi)21 (Pi)22 . . . (Pi)2p
...
...
. . .
...
(Pi)p1 (Pi)p2 . . . (Pi)pp
 ,
and make similar block-matrix partition for Qi, where the submatrices (Pi)αβ and
(Qi)αβ are complex nα × nβ matrices. Then, in terms of such block submatrices, the
relations (4.21) take the forms
(Pi)αβ = ui,α
twi,β, (Qi)αβ = xi,α
tyi,β,
where the standard matrix multiplication of the nα × 1 submatrices ui,α, xi,α by the
1 × nβ submatrices
twi,β,
tyi,β is implied as respective. We see that, from the point
of view of the Z-gradation, also the n× 1 matrices ui, wi, xi and yi receive a natural
representation in a block-matrix form,
tui =
(
tui,1
tui,2 . . .
tui,α . . .
tui,p
)
, tyi =
(
tyi,1
tyi,2 . . .
tyi,α . . .
tyi,p
)
,
where ui,α and yi,α, α = 1, . . . , p, are complex nα × 1 matrices. We have similar expres-
sions also for wi and xi. This representation, together with the block-matrix form (4.5)
of h, allows us to write the relations (4.9) and (4.10) as follows:
tyi,α +
r
∑
j=1
p
∑
δ,β=1
νi ǫ
−β(δ−α)
p
νi − ǫ
β
p µj
(
tyi,δuj,δ
)
twj,α = 0, (4.22)
ui,α +
r
∑
j=1
p
∑
δ,β=1
µi ǫ
−β(α−δ)
p
µi − ǫ
β
p νj
xj,α
(
tyj,δui,δ
)
= 0. (4.23)
Using the identity
p−1
∑
α=0
zǫ
−βα
p
z− ǫαp
= p
zp−|β|p
zp − 1
, (4.24)
where |β|p is the residue of division of β by p, we can rewrite (4.22) in terms of the
block submatrices,
tyi,α + p
r
∑
j=1
(Rα)ij
twj,α = 0. (4.25)
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Here the r× r matrices Rα are defined as
(Rα)ij =
1
ν
p
i − µ
p
j
p
∑
β=1
ν
p−|β−α|p
i µ
|β−α|p
j
tyi,βuj,β.
The identity (4.24) allows us to write also the submatrix form of (4.23) as
ui,α + p
r
∑
j=1
xj,α(Sα)ji = 0, (4.26)
where
(Sα)ji = −
1
ν
p
j − µ
p
i
p
∑
β=1
ν
|α−β|p
j µ
p−|α−β|p
i
tyj,βui,β.
With the help of the equality
p− 1− |α− 1|p = | − α|p
it is straightforward to demonstrate that
(Sα)ji = −
µi
νj
(Rα+1)ji,
and so, (4.26) can be written as
ui,α − pµi
r
∑
j=1
xj,α
1
νj
(Rα+1)ji = 0. (4.27)
We use the equations (4.25) and (4.27) to express the vectors wi and xi via the vectors
ui and yi,
twi,α = −
1
p
r
∑
j=1
(R−1α )ij
tyj,α, xi,α =
1
p
r
∑
j=1
uj,α
1
µj
(R−1α+1)ji νi.
Apart from the summation over the pole indices j, there are the corresponding matrix
multiplications of the submatrices entering the last two relations. As a result, we come
to the following solution of the relations (4.9) and (4.10):
(Pi)αβ = −
1
p
ui,α
r
∑
j=1
(R−1β )ij
tyj,β, (Qi)αβ =
1
p
r
∑
j=1
uj,α
1
µj
(R−1α+1)ji νi
tyi,β.
Using (4.7) and (4.20), we get
γ = ψ∞ = In +
r
∑
i=1
p
∑
α=1
hαPi h
−α.
For the submatrices of γ this gives the expression
γαβ = δαβ
(
Inα + p
r
∑
i=1
(Pi)αα
)
= δαβ
(
Inα −
r
∑
i,j=1
ui,α (R
−1
α )ij
tyj,α
)
.
13
Hence, in view of the block-diagonal structure of γ, we have
Γα = 1−
r
∑
i,j=1
ui,α (R
−1
α )ij
tyj,α.
According to our general convention, we assume that the nα × 1 matrix-valued func-
tions ui,α and yi,α are defined for arbitrary integer values of α and
ui,α+p = ui,α, yi,α+p = yi,α.
The periodicity of (Rα)ij actually follows from its definition,
(Rα+p)ij = (Rα)ij.
It appears that it is more convenient to use quasi-periodic quantities u˜i,α, y˜i,α and (R˜α)ij
defined by
u˜i,α = ui,αµ
α
i , y˜i,α = yi,αν
−α
i ,
(R˜α)ij = ν
−α
i (Rα)ijµ
α
j .
For these quantities we have
u˜i,α+p = u˜i,αµ
p
i , y˜i,α+p = y˜i,αν
−p
i ,
(R˜α+p)ij = ν
−p
i (R˜α)ijµ
p
j .
The expression of the matrix elements of the matrices R˜α through the functions y˜i,α
and u˜i,α has a nicely simplified form
(R˜α)ij =
1
ν
p
i − µ
p
j
(
µ
p
j
α−1
∑
β=1
ty˜i,β u˜j,β + ν
p
i
p
∑
β=α
ty˜i,β u˜j,β
)
. (4.28)
In terms of the quasi-periodic quantities, for the matrix-valued functions Γα we have
Γα = Inα −
r
∑
i,j=1
u˜i,α (R˜
−1
α )ij
ty˜j,α. (4.29)
It is useful to have also the explicit expression of the inverse mapping γ−1. Using the
relation
γ−1 = ψ−1∞ = In +
r
∑
i=1
p
∑
α=1
hαQi h
−α
we derive
Γ−1α = Inα +
r
∑
i,j=1
u˜i,α(R˜
−1
α+1)ij
ty˜j,α. (4.30)
Using the definition of R˜α, we come to the equality
(R˜α+1)ij = (R˜α)ij −
ty˜i,α u˜j,α.
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It is clear that in the case under consideration we do not have any determinant repre-
sentation specific to the abelian case [6, 22], and the last two relations are just helpful
for verifying the equations of motion by the obtained solutions.
Further, it follows from (4.22) and (4.23) that, to fulfill also (4.13)–(4.16), it is suffi-
cient to satisfy the equations
∂−yi = ν
−1
i
tc−yi, ∂+yi = νi
tc+yi, (4.31)
∂−ui = −µ
−1
i c−ui, ∂+ui = −µi c+ui. (4.32)
The general solution to these equations in the case when c− and c+ are constant is
formally
yi(z
−, z+) = exp(ν−1i
tc− z
− + νi
tc+ z
+)y0i ,
ui(z
−, z+) = exp(−µ−1i c− z
− − µi c+ z
+)u0i ,
where y0i = yi(0, 0) and u
0
i = ui(0, 0).
Thus we have shown that it is possible to satisfy (4.9), (4.10) and (4.13)–(4.16) and
construct in this way a wide class of solutions to the non-abelian loop Toda equations
(3.4). In what follows we will suppose that c− and c+ represent constant mappings
and shall make the above formal solution to the equations (4.31), (4.32) explicit.
5 Deriving soliton solutions
5.1 The eigenvalue problems
Seeing the formal expressions for ui and yi, we understand that we need to somehow
handle the exponentials of the matrices c− and c+. To this end, it is customary to
treat them as matrices of linear operators. Assume that the submatrices entering the
mappings c− and c+ are of maximum ranks, that is
rank C−α = min (nα+1, nα), rank C+α = min (nα, nα+1),
and they respect the commutativity of c− and c+ according to (4.1). Here we consider
the case where these matrices are such that the corresponding nα+1× nα and nα× nα+1
submatrices C−α and C+α can be brought to the forms(
Inα
0
)
, (Inα 0)
if nα ≤ nα+1, and (
Inα+1 0
)
,
(
Inα+1
0
)
if nα+1 ≤ nα, respectively, by implementing the transformations (2.12), or the same
in the submatrix form (3.6), accompanied by an appropriate change of independent
variables.
Denote by n∗ the minimum value of the positive integers {nα}. Consider the eigen-
value problems for the linear operators c− and c+. The corresponding characteristic
polynomial is (−1)ntn−pn∗(tp − 1)n∗ giving rise to the characteristic equation
tn−pn∗
p
∏
α=1
(
t− ǫαp
)n∗
= 0.
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Therefore, the spectrum consists of the zero eigenvalue having the algebraic multiplic-
ity n− pn∗ and nonzero eigenvalues being powers of the pth root of unity having the
algebraic multiplicity n∗ each. We also take into account that the spectra of similar
matrices coincide.
The eigenvalue problem relations
c−Ψβ = ǫ
−β
p Ψβ, c+Ψβ = ǫ
β
pΨβ
are satisfied by the eigenvectors4
tΨβ =
(
tΨβ,1, . . . ,
tΨβ,α, . . . ,
tΨβ,p
)
with
Ψβ,α = ǫ
αβ
p θα,
where constant nα × n∗ submatrices θα are subject to the conditions
C−αθα = θα+1, C+αθα+1 = θα. (5.1)
Denote by k the rank of thematrix c−. Thenwe have n− k = dim ker c−. It is clear that
for the case under consideration k = rank c− = ∑
p
α=1min (nα, nα+1) ≥ pn∗. In gen-
eral, the algebraic multiplicity of an eigenvalue does not coincide with its geometric
multiplicity, the former is just non less than the latter. To be precise, here we have that
the algebraic and geometric multiplicities of the nonzero eigenvalues t = ǫ±αp are one
and the same and equal to n∗ for all α = 1, 2, . . . , p. Indeed, it can be shown that there
are no generalized eigenvectors of c− corresponding to its nonzero eigenvalues, that
is, no nontrivial eigenvectors of the form Ψ′β = (c− − ǫ
−β
p In)Ψβ for any β = 1, 2, . . . , p.
In contrast, there are nontrivial generalized eigenvectors of c− corresponding to the
zero eigenvalue. As a consequence, the algebraic multiplicity of the zero eigenvalue,
equal to n− pn∗ as is seen from the characteristic equation, does not coincide with its
geometric multiplicity equal to n− k.
Hence, treating c− as a matrix of a linear operator acting on an n-dimensional vec-
tor space V, we see that the latter can be decomposed into a direct sum as
V = V0 ⊕V1,
where V1 is a pn∗-dimensional subspace spanned by the Ψ-eigenvectors of c− with
nonzero eigenvalues, actually, V1 = im c−, and V0 is simply defined to be its orthogo-
nal complement spanned by the null vectors and generalized null vectors of c−. In this,
the null-subspace spanned by the generalized null vectors has the dimension k− pn∗.
Similar consideration can be given for the matrix c+ as well. Note also that the
above decomposition induces the corresponding dual decomposition.
Now, seeing the structure of the general solution for yi and ui, we can proceed as
follows. Expand the initial values y0i and u
0
i over the basis vectors of V, taking into
account its decomposition:
y0i = Ψ0di,0 +
p
∑
α=1
Ψαdi,α, u
0
i = Ψ0 ci,0 +
p
∑
α=1
Ψα ci,α,
4Here Ψβ is in fact an n× n∗ matrix being thus a collection of different n∗ eigenvectors of c− corre-
sponding to one and the same eigenvalue ǫ
−β
p .
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where Ψ0 is an n× (n − pn∗) matrix whose columns are an appropriate collection of
basis vectors of V0, the n× n∗ matrices Ψα are giving basis vectors of V1 as introduced
earlier, ci,0 and di,0 are (n − pn∗)× 1 matrices, while ci,α and di,α are n∗ × 1 matrices,
altogether encoding the initial value data for ui and yi. Then, in view of the above
consideration of the properties of the matrices c±, the general solutions to (4.31), (4.32)
take the forms
yi(z
−, z+) = Ψ0qi−(z
−)qi+(z
+)di,0 +
p
∑
α=1
Ψα exp
(
ν−1i ǫ
α
p z
− + νi ǫ
−α
p z
+
)
di,α, (5.2)
ui(z
−, z+) = Ψ0 pi−(z
−)pi+(z
+)ci,0 +
p
∑
α=1
Ψα exp
(
−µ−1i ǫ
−α
p z
− − µi ǫ
α
p z
+
)
ci,α, (5.3)
where pi±(z
±) and qi±(z
±) are (n − pn∗)× (n − pn∗) matrices with matrix elements
(pi±(z
±))ab and (qi±(z
±))ab, a, b = 1, 2, . . . , n − pn∗, being polynomials in z
± of de-
grees not greater than k− pn∗. More specifically, these polynomials are such that the
equations (4.31) and (4.32) should be satisfied.
Further, for the submatrices introduced earlier according to theZ-grading structure
we obtain
tyi,δuj,δ =
tdi,0
tqi+
tqi−(
tΨ0,δΨ0,δ)pj−pj+ cj,0
+
p
∑
α,β=1
exp
(
Z−α(νi)− Zβ(µj)
)
tdi,α (
tΨα,δΨβ,δ)cj,β,
where for convenience we have introduced the notation
Zα(µi) = µ
−1
i ǫ
−α
p z
− + µi ǫ
α
p z
+.
Recalling that Ψβ,δ = ǫ
δβ
p θδ and passing to quasi-periodic quantities, we find
ty˜i,δ u˜j,δ =
tdi,0
tqi+
tqi−ν
−δ
i (
tΨ0,δΨ0,δ)µ
δ
j pj−pj+ cj,0
+
p
∑
α,β=1
ν−δi µ
δ
j ǫ
δ(α+β)
p exp
(
Z−α(νi)− Zβ(µj)
)
tdi,α (
tθδθδ)cj,β.
Suppose that the nδ × n∗ submatrices θδ are such that
tθδθδ = Θ,
where Θ is one and the same non-degenerate n∗ × n∗ matrix for all δ = 1, 2, . . . , p.
Consequently, we have from (4.28)
(R˜α)ij =
tdi,0
tqi+
tqi−(Ψ
0
α )ij pj−pj+ cj,0
+
p
∑
β,δ=1
eZ−β(νi)−Zδ(µj)
ǫ
α(β+δ)
p
1− µjν
−1
i ǫ
β+δ
p
tdi,βΘcj,δ(µ
α
j ν
−α
i ), (5.4)
where, for sake of brevity, we have used the notation
(Ψ0α )ij =
1
ν
p
i − µ
p
j
(
µ
p
j
α−1
∑
ε=1
ν−εi
tΨ0,εΨ0,εµ
ε
j + ν
p
i
p
∑
ε=α
ν−εi
tΨ0,εΨ0,εµ
ε
j
)
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for this constant (n− pk∗)× (n− pk∗)matrix. The relations (5.2), (5.3) and (5.4) allow
us to construct general solutions Γα by (4.29) (it should be instructive to compare our
general solution with the corresponding construction of [24] where the notion of quasi-
determinants was exploited for the purpose).
5.2 One-soliton solution
To construct simplest one-soliton solutions (r = 1) to the Toda equations, we assume
that the initial data of the system are such that the coefficients cα are nonzero only for
one value of the index α, which we denote by I, and the coefficients dα are nonzero
only for two values of the index α, which we denote by J and K. Besides, let c0 and d0
be zero.5 Thus, for nα × 1 submatrices of the matrix-valued functions u˜ and y˜ we have
u˜α = µ
α ǫαIp e
−ZI(µ) θα cI ,
ty˜α = ν
−αǫαJp e
Z−J(ν) tdJ
tθα + ν
−αǫαKp e
Z−K(ν) tdK
tθα.
The matrix R˜α is simply a function for this case and is defined by the expression
R˜α = µ
αν−α ǫIαp e
−ZI(µ)
(
eZ−J(ν)
ǫJαp
1− µν−1ǫI+Jp
(tdJΘcI)
+eZ−K(ν)
ǫKαp
1− µν−1ǫI+Kp
(tdKΘcI)
)
.
And for the nα × nα matrix-valued functions Γα this gives
Γα =
Inα − (1− µν
−1ǫI+Jp )Y
(J)
α + d˜ǫ
α(K−J)
p e
Z−K(ν)−Z−J(ν)(Inα − (1− µν
−1ǫI+Kp )Y
(K)
α )
1+ d˜ǫ
α(K−J)
p e
Z−K(ν)−Z−J(ν)
,
where we have introduced constant idempotent nα × nα matrices
Y
(A)
α =
(θα cI
tdA
tθα)
tdAΘcI
, (Y
(A)
α )
2 = Y
(A)
α , A = J,K,
satisfying the relations
Y
(J)
α Y
(K)
α = Y
(K)
α , Y
(K)
α Y
(J)
α = Y
(J)
α ,
and also the notation
d˜ =
tdKΘcI
tdJΘcI
1− µν−1ǫI+Jp
1− µν−1ǫI+Kp
.
The expression for Γα can be rewritten as
Γα =
[
Inα − (1− µν
−1ǫI+Jp )Y
(J)
α
] Inα + ǫαρp eZ(ζ)+δ˜X˜α
1+ ǫ
αρ
p eZ(ζ)+δ˜
,
5Note that, essentially unlike the twisted abelian case [23], keeping these null-eigenspace coefficients
nonzero here we do not obtain any soliton-like solutions.
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where
X˜α =
(
Inα − (1− µν
−1ǫI+Jp )Y
(J)
α
)−1 (
Inα − (1− µν
−1ǫI+Kp )Y
(K)
α
)
and we use the notations
ρ = K − J, κρ = 2 sin
πρ
p
, ζ = −iνǫ
−(K+J)/2
p , d˜ = exp δ˜,
and the function Z in the exponent takes the most familiar form
Z(ζ) = κρ(ζ
−1 z− + ζ z+).
With the help of the above properties of the matrices Y
(J)
α , it is not difficult to make
sure that
hα,JC+αh
−1
α+1,J = C+α
for
hα,J = Inα − (1− µν
−1ǫI+Jp )Y
(J)
α , h
−1
α,J = Inα − (1− µ
−1νǫ
−(I+J)
p )Y
(J)
α .
Therefore the transformation
hα,JΓα → Γα (5.5)
is a symmetry transformation of the Toda equations (3.5) realizing a particular case
of the simplest WZNW-type symmetry transformation described by the relations (3.6)
with η+α = hα,J , η−α = Inα . Similarly, one can use the relations
h−1α+1,JC−αhα,J = C−α
to show that also the transformation
Γαhα,J → Γα
is a symmetry transformation of the Toda equations (3.5) corresponding to the trans-
formations (3.6) with η−α = h
−1
α,J , η+α = Inα .
Now, performing the symmetry transformation (5.5), we write the one-soliton so-
lution to the equations (3.5) as follows:
Γα =
Inα + ǫ
αρ
p e
Z(ζ)+δ˜X˜α
1+ ǫ
αρ
p eZ(ζ)+δ˜
,
with all entries defined above. Using the properties of the idempotent matrices Y
(A)
α ,
we can also rewrite the expressions for the matrices X˜α as
X˜α = h
−1
α,J hα,K = Inα + µ
−1νǫ
−(I+J)
p
(
(1− µν−1ǫI+Jp )Y
(J)
α − (1− µν
−1ǫI+Kp )Y
(K)
α
)
.
Using (4.30) we can also show that
Γ−1α =
Inα + ǫ
(α+1)ρ
p e
Z(ζ)+δ˜X˜′α
1+ ǫ
(α+1)ρ
p eZ(ζ)+δ˜
,
where
X˜′α = h
−1
α,K hα,J .
Here it is obvious that X˜′α = X˜
−1
α , and it is not difficult to show that Γ
−1
α Γα = Inα . It is
worthwhile noting that when nα = 1, we get Y
(J)
α = Y
(K)
α = 1, so that X˜α = ǫ
ρ
p, while
X˜′α = ǫ
−ρ
p , and also d˜→ d, and so we recover precisely the abelian case [22].
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5.3 Multi-soliton solutions
Now, to obtain solutions depending on r linear combinations of independent variables
we assume that for each value of the index i = 1, . . . , r the matrix-valued coefficients
ci,α are different from zero for only one value of α, which we denote by Ii, and that the
matrix-valued coefficients di,α are different from zero for only two values of α, which
we denote by Ji and Ki. And we also use the following slightly simplified notation for
such nonvanishing initial-data n∗ × 1 matrix-valued coefficients:
dJi = di,Ji , dKi = di,Ki cIi = ci,Ii .
Then we have from the equality (5.4) that
(R˜α)ij = ν
−α
i ǫ
αJi
p e
Z−Ji(νi)
 tdJiΘcIj
1− µjν
−1
i ǫ
Ij+Ji
p
+ǫ
(Ki−Ji)α
p e
Z−Ki(νi)−Z−Ji(νi)
tdKiΘcIj
1− µjν
−1
i ǫ
Ij+Ki
p
 µαj ǫαIjp e−ZIj(µj).
With account of explicit forms of ui,α and
tyj,α, the expression for Γα can be written in
the form
Γα = Inα −
r
∑
i,j=1
(R˜′−1α )ij
(
Y˜
(J)
α,ji + ǫ
αρj
p e
Z(ζ j) Y˜
(K)
α,ji
)
,
where
(R˜′α)ij = D˜ij(νǫ
−J
p , µǫ
I
p) + ǫ
αρi
p e
Z(ζi) D˜ij(νǫ
−K
p , µǫ
I
p)
and (for A = J,K)
D˜ij(νǫ
−A
p , µǫ
I
p) = (
tdAiΘcIj)Dij(νǫ
−A
p , µǫ
I
p) = (
tdAiΘcIj)
νi ǫ
−Ai
p
νi ǫ
−Ai
p − µj ǫ
Ij
p
,
(cp. with the notation used for the abelian case [22]) and besides,
Y˜
(A)
α,ij = (
tdAiΘcIj)Y
(A)
α,ij = θα cIj
tdAi
tθα.
The idempotent nα × nα matrices Y
(A)
α,ij satisfy the following remarkable properties:
Y
(A)
α,ij Y
(B)
α,kℓ =
tdAiΘcIℓ
tdAiΘcIj
·
tdBkΘcIj
tdBkΘcIℓ
Y
(B)
α,kj , A, B = J,K, (5.6)
while their tilded counterparts are subject to the relations of simpler forms,
Y˜
(A)
α,ij Y˜
(B)
α,kℓ = (
tdAiΘcIℓ)Y˜
(B)
α,kj . (5.7)
Further, we can write
Γα =
Inα det R˜
′
α −
r
∑
i,j=1
(R˜′α)ij
(
Y˜
(J)
α,ij + ǫ
αρi
p e
Z(ζi) Y˜
(K)
α,ij
)
det R˜′α
,
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meaning that, according to Leibniz,
det R˜′α = ∑
σ∈Sr
sgn(σ)
r
∏
ℓ=1
(
D˜
ℓ,σ(ℓ)(νǫ
−J
p , µǫ
I
p) + ǫ
αρℓ
p e
Z(ζℓ) D˜
ℓ,σ(ℓ)(νǫ
−K
p , µǫ
I
p)
)
and
(R˜′α)ij = ∑
σ∈Sr
sgn(σ)
r
∏
ℓ=1
ℓ 6=i,σ(ℓ) 6=j
(
D˜
ℓ,σ(ℓ)(νǫ
−J
p , µǫ
I
p) + ǫ
αρℓ
p e
Z(ζℓ) D˜
ℓ,σ(ℓ)(νǫ
−K
p , µǫ
I
p)
)
.
Here Sr is the symmetric group on the set of integers {1, 2, . . . , r}, and sgn(σ) denotes
the signature of the permutation σ.
For sake of brevity, it is also convenient to denote D˜ij(A) = D˜ij(νǫ
−A
p , µǫ
I
p). Seeing
that
det R˜′α = det D˜(νǫ
−J
p , µǫ
I
p) · det R˜
′′
α ,
where
(R˜′′α )ij = δij + ǫ
αρi
p e
Z(ζi)
r
∑
k=1
D˜ik(νǫ
−K
p , µǫ
I
p)D˜
−1
kj (νǫ
−J
p , µǫ
I
p),
we can also write
Γα =
Inα det R˜
′′
α −
r
∑
i,j,k=1
D˜−1ik (J)(R˜
′′
α )kj
(
Y˜
(J)
α,ji + ǫ
αρj
p e
Z(ζ j) Y˜
(K)
α,ji
)
det R˜′′α
,
where
(R˜′′α )kj = ∑
σ∈Sr
sgn(σ)
r
∏
ℓ=1
ℓ 6=j,σ(ℓ) 6=k
(
δℓ,σ(ℓ) + ǫ
αρℓ
p e
Z(ζℓ)
r
∑
m=1
D˜ℓm(K)D˜
−1
m,σ(ℓ)
(J)
)
.
Let us introduce a new notation for sake of certain brevity:
H˜ij(K, J) =
r
∑
k=1
D˜ik(K) D˜
−1
kj (J).
Then we find that
Γα = hα,J T˜
−1
α T˜
X
α ,
where
hα,J = Inα −
r
∑
i,j=1
D˜−1ij (J)Y˜
(J)
α,ji ,
and the quantities T˜α and nα × nα matrices T˜Xα together represent a non-abelian ana-
logue of the Hirota’s τ-functions,
T˜α = 1+
r
∑
i=1
Eα,i +
r
∑
ℓ=2
r
∑
i1,i2,...,iℓ=1
i1<i2<...<iℓ
η˜i1i2 ...iℓ Eα,i1 Eα,i2 . . . Eα,iℓ ,
(5.8)
T˜Xα = Inα +
r
∑
i=1
Eα,i X˜α,i +
r
∑
ℓ=2
r
∑
i1,i2,...,iℓ=1
i1<i2<...<iℓ
η˜i1i2...iℓ Eα,i1 Eα,i2 . . . Eα,iℓ X˜α,i1i2 ...iℓ .
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Here we also use our standard notation, coming yet from the abelian case [22],
Eα,i = ǫ
αρi
p e
Z(ζi)+δ˜i ,
with the quantities δ˜i defined by
eδ˜i ≡ H˜ii =
r
∑
k=1
D˜ik(K) D˜
−1
ki (J),
and the ‘soliton interaction coefficients’ given by
η˜i1i2...iℓ =
∑
σ∈Sℓ
sgn(σ)
ℓ
∏
m=1
H˜imiσ(m)
ℓ
∏
k=1
H˜ikik
.
Note that in the abelian case [22] these quantities factorize into pairwise interaction
coefficients. To be noted also here the relationship with our former notation from [22],
d˜i ≡ H˜ii. Finally, the matrices X˜α,··· are defined as follows:
X˜α,i1i2...iℓ = h
−1
α,J Xα,i1i2...iℓ ,
where for ℓ = 1
Xα,i = Inα −
1
H˜ii
r
∑
j,k=1
(
D˜−1kj (J) H˜ii − D˜
−1
ki (J) H˜ij
)
Y˜
(J)
α,jk −
1
H˜ii
r
∑
k=1
D˜−1ki (J)Y˜
(K)
α,ik
and the higher order quantities are
Xα,i1i2 ...iℓ = Inα −
1
∑
σ∈Sℓ
sgn(σ)
ℓ
∏
m=1
H˜imiσ(m)
×
×
 r∑
j,k=1
∑
σ∈S′
ℓ+1
sgn(σ) D˜−1
kσ(j)
(J) H˜i1iσ(1)H˜i2iσ(2) . . . H˜iℓiσ(ℓ) Y˜
(J)
α,jk
+
r
∑
k=1
∑
σ∈Sℓ
sgn(σ) D˜−1kiσ(1)
(J) H˜i2iσ(2)H˜i3iσ(3) . . . H˜iℓiσ(ℓ) Y˜
(K)
α,i1k
)
, ℓ ≥ 2,
with Sℓ being the symmetric group on the set {1, 2, . . . , ℓ}, S
′
ℓ+1 the symmetric group
on the set {j, i1, i2, . . . , iℓ}, everywhere admitting that σ(im) = iσ(m).
In particular, for ℓ = r, we obtain a remarkably simple equality
Xα,12...r = hα,K = Inα −
r
∑
j,k=1
D˜−1kj (K)Y˜
(K)
α,jk
and
η˜12...r =
det H˜
r
∏
k=1
H˜ikik
= exp
(
−
r
∑
k=1
δ˜k
)
det H˜.
22
We notice that h−1α,J is a linear combination of Y˜
(J)
α,ij,
h−1α,J = Inα +
r
∑
i,j=1
B˜−1ji (J)Y˜
(J)
α,ij , B˜ij(J) = (
tdJiΘcIj)
µj ǫ
Ij
p
νi ǫ
−Ji
p − µj ǫ
Ij
p
,
and so, as well as the matrices Xα,···, also the X˜α,··· can easily be written with the help
of (5.7) just in form of Inα minus certain linear combinations of Y˜
(J)
α,ij and Y˜
(K)
α,ij .
With the help of the relations (5.1) and (5.6), (5.7) it can be seen that
C′−α = h
−1
α+1,JC−αhα,J = C−α, C
′
+α = h
−1
α,JC+αhα+1,J = C+α.
Hence, again, as it was the case for the one-soliton solutions, the transformation
hα,JΓα → Γα
is a symmetry transformation of the Toda equations (3.5). Consequently, we can write
the multi-soliton solution to the nonlinear matrix differential Toda equations (3.5) as
the ‘ratio’
Γα = T˜
−1
α T˜
X
α ,
where the ‘numerator’ and ‘denominator’ are given explicitly by (5.8). Observe also
that for p = n one has nα = 1 and then X˜α,i1i2...iℓ turns into ǫ
(ρi1+ρi2+...+ρiℓ)
p , and so,
one obtains T˜Xα → T˜α+1, with T˜α reproducing the Hirota’s τ-functions for abelian Toda
systems [22].
It is also useful to have an explicit expression for the inverse mapping, that is
Γ−1α = T˜
X−1
α+1 T˜
−1
α+1.
Here, the entries of this expression are defined according to the relations (5.8), with
X˜α,... replaced by
X˜−1α,i1i2 ...iℓ
= X−1α,i1i2...iℓhα,J ,
where for ℓ = 1 we have
X−1α,i = Inα +
1
F˜ii
r
∑
j,k=1
(
B˜−1kj (J) F˜ii − B˜
−1
ki (J) F˜ij
)
Y˜
(J)
α,jk +
1
F˜ii
r
∑
k=1
B˜−1ki (J)Y˜
(K)
α,ik ,
with the quantities F˜ defined similarly to H˜, only that by means of B˜,
F˜ij(K, J) =
r
∑
k=1
B˜ik(K) B˜
−1
kj (J),
and for ℓ ≥ 2 the other nα × nα inverse matrices X−1α,... are
X−1α,i1i2...iℓ
= Inα +
1
∑
σ∈Sℓ
sgn(σ)
ℓ
∏
m=1
F˜im iσ(m)
×
×
 r∑
j,k=1
∑
σ∈S′
ℓ+1
sgn(σ) B˜−1
kσ(j)
(J) F˜i1 iσ(1) F˜i2iσ(2) . . . F˜iℓ iσ(ℓ) Y˜
(J)
α,jk
+
r
∑
k=1
∑
σ∈Sℓ
sgn(σ) B˜−1kiσ(1)
(J) F˜i2 iσ(2) F˜i3iσ(3) . . . F˜iℓiσ(ℓ) Y˜
(K)
α,i1k
)
.
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Now, to make our construction a little bit more transparent, we add the following
observation. Let us consider an r× r matrix ∆˜ i being explicitly of the form
∆˜ i =

D˜11(J) D˜12(J) . . . D˜1r(J)
...
...
. . .
...
D˜i,1(K) D˜i,2(K) . . . D˜i,r(K)
...
...
. . .
...
D˜r1(J) D˜r2(J) . . . D˜rr(J)
 .
That is, one takes the matrix D˜(J) and simply changes its ith row by the corresponding
row of the matrix D˜(K). Then we can write
Xα,i = Inα −
r
∑
j,k=1
j 6=i
(∆˜−1i )kj Y˜
(J)
α,jk −
r
∑
k=1
(∆˜−1i )ki Y˜
(K)
α,ik .
And, besides, one also has
eδ˜i = H˜ii =
det ∆˜ i
det D˜(J)
.
In general, for ℓ ≥ 2, introduce the following r× r matrix:
∆˜ i1i2 ...iℓ =

D˜11(J) D˜12(J) . . . D˜1r(J)
...
...
. . .
...
D˜i11(K) D˜i12(K) . . . D˜i1r(K)
...
...
. . .
...
D˜i21(K) D˜i22(K) . . . D˜i2r(K)
...
...
. . .
...
D˜iℓ1(K) D˜iℓ2(K) . . . D˜iℓr(K)
...
...
. . .
...
D˜r1(J) D˜r2(J) . . . D˜rr(J)

.
Here, similarly to the preceding, we have taken the matrix D˜(J) and replaced its rows
D˜i1 j, D˜i2 j, . . ., D˜iℓ j, for j running from 1 to r, by the corresponding matrix elements of
D˜(K). And with the help of the introduced matrices we immediately find out that
Xα,i1i2...iℓ = Inα −
r
∑
j,k=1
j 6=i1,i2,...,iℓ
(∆˜−1i1i2 ...iℓ)kj Y˜
(J)
α,jk −
r
∑
j,k=1
j=i1,i2,...,iℓ
(∆˜−1i1i2 ...iℓ)kj Y˜
(K)
α,jk .
Also the corresponding inverse matrices X−1α,... can easily be found by replacing D˜ by B˜
in the above construction and putting there the sign + instead of −.
Note finally that if n∗ = 1 some relations simplify, and we recover for them certain
expressions specific to the abelian case [22].
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6 Conclusion
In this paper we have considered the non-abelian Toda systems associated with the
untwisted loop groups of the complex general linear groups. Developing the ratio-
nal dressing method, we have constructed multi-soliton solutions for these equations.
Here, the block-matrix representation of the group and algebra elements, as suggested
by the Z-gradation, turned out to be most appropriate to the problem under consid-
eration. The solutions are presented in a form of a direct matrix generalization of
the expressions obtained earlier for the abelian case [22]. In particular, the fact of
non-abelian generalization shows up explicitly through the special matrices X˜α,... and
non-factorability of the ‘soliton interaction coefficients’ η˜i1i2....
We have also observed that the reduction to the non-abelian loop Toda systems
associated with the complex special linear groups can be performed.
Now, it would be interesting to generalize our consideration to other non-abelian
loop Toda systems described in the classification of [32, 33], that is to Toda systems as-
sociated with twisted loop groups of general linear groups and twisted and untwisted
loop groups of the complex orthogonal and symplectic Lie groups.
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