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Abstract
We consider G-graded polynomial identities of the p × p matrix algebra Mp(K) over a
field K of characteristic 0 graded by an arbitrary group G. We find relations between the G-
graded identities of the G-graded algebra Mp(K) and the (G×H)-graded identities of the
tensor product of Mp(K) and the H-graded algebra Mq(K) with a fine H-grading. We also
find a basis of the G-graded identities of Mp(K) with an elementary grading such that the
identity component coincides with the diagonal of Mp(K).
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1. Introduction
In this paper we study graded polynomial identities of the p × p matrix algebra
Mp(K) over a field K of characteristic 0. Concerning the ordinary polynomial iden-
tities, the picture is completely clear only for 2 × 2 matrices. The results of Razmy-
slov [19] and Drensky [10] give a basis of the polynomial identities. The asymptotic
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behavior of the codimension sequence cn(M2(K)), n = 0, 1, 2, . . . , was determined
by Regev (see [22]) and the explicit formula for cn(M2(K)) was established by Pro-
cesi [18]. The Hilbert (or Poincaré) series of the generic 2 × 2 matrix algebra (or the
relatively free algebra of the variety of algebras generated by M2(K)) was given in
different forms by Procesi [18], Formanek [13] and Drensky [11]. The papers [11,13]
contain the explicit formulas for the Sn-cocharacters of M2(K).
The study of the polynomial identities of Mp(K) for p  2 is very often based
on understanding of the trace polynomial identities and involves the invariant the-
ory of matrices. Razmyslov [20] and Procesi [17] have determined the basis and
the structure of the pure trace polynomial identities and Regev (see [22]) has found
the asymptotics of cn(Mp(K)), n = 0, 1, 2, . . ., for any p. For further references on
polynomial identities of matrices, see e.g. the books by Formanek [14] and Drensky
[12].
Kemer [15], see also his book [16], has developed the structure theory of ideals of
polynomial identities in the spirit of the ideal theory of commutative algebras. In his
approach he has essentially used Z2-graded algebras and has shown the importance
of Z2-graded identities. Later Razmyslov [21] and Berele [6] have established the
superanalogues of the results on ordinary matrix trace identities [17,20] and Berele
[7] developed the superversion of invariant theory of matrices required. Di Vincenzo
[9] has found a basis of the Z2-graded identities of the 2 × 2-matrix algebra.
It has turned out fairly soon that the study of G-graded polynomial identities of
algebras graded by any group G is a problem of independent interest, with various
relations to other objects as, for example, group algebras and, more generally, Hopf
algebras, see e.g. [3,5]. Vasilovsky [23,24] has extended the results of [9] to the
matrix algebrasMp(K) of any size p, graded by the groups Z and Zp, for any positive
integer p. General results with explicit estimates of codimensions were given by Bah-
turin et al. [1]. One can conclude from [1,23,24] that the behavior of the G-graded
identities of a graded algebra R =∑g∈G Rg depends on the ordinary polynomial
identities of the identity component Re of R, where e is the unit element of G.
Considering possible gradings of matrices, the complete classification of G-gra-
dings on Mp(K) by an abelian group G was obtained by Bahturin et al. [2]. They
distinguished two kinds of gradings: the elementary gradings, naturally induced
from a grading of the vector space Kp and G is arbitrary and fine gradings where
dim(Mp(K))g  1 for any g ∈ G and G is abelian. One of the main results of [2]
tells us that, for an abelian group G, any G-grading of Mp(K) over an algebraically
closed field K is a tensor product of an elementary grading and a fine grading and
every fine grading is a tensor product of typical ones (see Theorem 2.2 below).
According to Da˘sca˘lescu et al. [8], a grading of Mp(K) is elementary if and only
if all matrix units eij are homogeneous.
We start our paper, with finding the relation between the G-graded polynomial
identities of the G-graded matrix algebra Mp(K) and the (G×H)-graded identities
of the tensor product of Mp(K) and the H-graded algebra Mq(K), with a fine H-
grading. In particular, we indicate a close connection between fine gradings and color
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commutative superalgebras. Our conclusions remain valid in a more general setup of
tensor products of color commutative superalgebras and any graded algebra, general-
izing in this way certain results of Kemer [15]. As an application, using the ordinary
polynomial identities of K (which follow from the commutator identity [x, y] = 0)
and the information available for the identities of M2(K), we determine the basis
of the H-graded polynomial identities of Mq(K) equipped with a fine H-grading
and of M2q(K) = Mq(K)⊗M2(K), where M2(K) has the trivial grading. We also
calculate the codimensions for the identities of these graded algebras.
Then we study the graded polynomial identities of Mp(K) with respect to ele-
mentary gradings. The result we obtain (Theorem 4.5) has much in common with
that by Vasilovsky [23,24] where the gradings are performed by the groups Z and
Zp. In the case where the identity component of Mp(K) coincides with the diagonal
we find a basis for the graded polynomial identities. It turns out that we have to add
some monomial graded identities to the graded polynomial identities similar to those
found by Vasilovsky. We adapt this result to the case of gradings of Mp(K) by the
semigroup with of all matrix units of this algebra and 0. Combining these results
with the results about fine gradings we then are able to find the bases of the graded
identities for the tensor product of two graded matrix algebras, where the grading
of one of them is elementary such that the identity component coincides with the
diagonal subalgebra while the grading of the second one is fine.
2. Preliminaries
We fix a field K of characteristic 0 and consider vector spaces and associative
algebras over K only. Let G be an arbitrary group. A G-grading of an algebra R is a
vector space decomposition R =⊕g∈G Rg such that RgRh ⊆ Rgh for any g, h ∈ G.
The subspace Rg is called the homogeneous component of degree g and its nonzero
elements are called homogeneous of degree g. The grading is finite if the number of
nonzero homogeneous components is finite. If e is the identity element of G, then Re
is called the identity component of R.
A typical example of a graded algebra is a so-called β-commutative superalgebra.
Let the grading group G be abelian, written additively, and let β : G×G→ K∗ be
a skew-symmetric bicharacter, i.e. a function of two arguments in G taking values in
the multiplicative group K∗ of K with the properties
β(g + h, k) = β(g, k)β(h, k),
β(g, h+ k) = β(g, h)β(g, k),
β(g, h) = β(h, g)−1
for all g, h, k ∈ G. Define the commutator in R =⊕g∈G Rg by
[a, b]β = ab − β(g, h)ba, a ∈ Rg, b ∈ Rh
18 Y. Bahturin, V. Drensky / Linear Algebra and its Applications 357 (2002) 15–34
and then extend it by linearity. We say that R is β-commutative if [a, b]β = 0 for all
a, b ∈ R. If β is fixed then we will called β commutative algebras “color commuta-
tive” [4].
If R =⊕g∈G Rg and S =⊕h∈H Sh are two algebras graded by the groups G and
H, respectively, then the tensor product R ⊗ S has a natural structure of a (G×H)-
graded algebra with Rg ⊗ Sh as a homogeneous (g, h)-component. If both G and
H are subgroups of the same group G1 there is a natural graded object related with
R ⊗ S. This is the G ∩H -graded algebra⊕g∈G∩H Rg ⊗ Sg and in the special case
of Z2-graded algebras this object is important in the theory of Kemer. One may
consider R ⊗ S also as a G1-graded algebra graded in another way, namely assuming
thatRg ⊗K and K ⊗ Sh are, respectively, g- and h-homogeneous in theG1-grading.
If G and H are two groups and R =⊕g∈G Rg =⊕h∈H Rh are two gradings of
R, we say that the G-grading is a refinement of the H-grading if for each g ∈ G there
exists an h ∈ H such that Rg ⊆ Rh. The grading is fine if all nonzero homogeneous
components are one-dimensional.
The following two types of gradings are typical for the matrix algebras. If G =
Zp × Zp, where Zp is the additive group of Z modulo the positive integer p, and ε
is a primitive pth root of 1, we set
a = εp−1e11 + εp−2e22 + · · · + epp,
b = e12 + e23 + · · · + ep−1,p + ep1,
and define the (u, v)-homogeneous component of Mp(K) as Kaubv . This grading is
called an ε-grading of Mp(K). If G is any group and g = (g1, . . . , gp) is a p-tuple
of elements of G, then we consider the matrix unit eij ∈ Mp(K) as homogeneous
of degree g = g−1i gj . The induced G-grading is called elementary. In this case the
G-graded algebra Mp(K) is isomorphic as a graded algebra to the algebra of endo-
morphisms of a G-graded vector space V =⊕g∈G Vg with basis v1, . . . , vp such
that deg(vj ) = gj , j = 1, . . . , p.
Proposition 2.1 [8]. If G is any group, the G-grading of Mp(K) is elementary if and
only if all matrix units eij are homogeneous.
The following result describes the gradings of a matrix algebra by an abelian
group, over an algebraically closed field.
Theorem 2.2 [5]. Let G be an abelian group and let the field K be algebraically
closed. For any G-grading of the matrix algebra Mp(K) there exist a decompo-
sition p = tq, a subgroup H of G and a q-tuple g = (g1, . . . , gq) ∈ Gq such that
Mp(K) is isomorphic to Mt(K)⊗Mq(K) as a G-graded algebra where Mt(K) is
an H-graded algebra with a fine H-grading and Mq(K) has an elementary grading
defined by g = (g1, . . . , gq). We may choose H in such a way that dim(Mt(K))h = 1
for every h ∈ H . Then H = H1 × · · · ×Hk , each Hi is isomorphic to Zti × Zti for
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some ti and the fine H-grading of Mt(K) is a tensor product of ε-gradings of matrix
algebras with the groups Hi .
In order to define G-graded polynomial identities one considers the free G-graded
associative algebra K〈X〉 = K〈xgi | g ∈ G, i = 1, 2, . . .〉. Sometimes we shall use
other symbols, e.g. xg, yg, zg , etc. to denote the free generators of K〈X〉. One says
that f (xg1i1 , . . . , xgnin) ∈ K〈X〉 is a graded polynomial identity for the G-graded
algebra R if f (rg1i1 , . . . , rgnin) = 0 for all rg1i1 ∈ Rg1 , . . . , rgnin ∈ Rgn . We denote
by TG(R) the set of all graded polynomial identities of the G-graded algebra R. In a
standard way, one defines varieties of graded algebras, relatively free algebras, etc.
As in the case of ordinary polynomial identities, over a field of characteristic
0, any graded polynomial identity is equivalent to a set of multilinear polynomial
identities. Let g = (g1, . . . , gn) ∈ Gn. We denote by Pg = P(g1, . . . , gn) the sub-
space of K〈X〉 spanned by all products of degree n which are multilinear in the
variables xg11, . . . , xgnn and define Pn =
⊕
Pg, where the direct sum is taken over
the set of all n-tuples g of elements in G. For a G-graded algebra R, one defines the
g-codimension of graded polynomial identities of R by
cg(R) = dimPg/(Pg ∩ TG(R))
and the total n-codimension by
cn(R) =
∑
cg(R), n = 0, 1, 2, . . . ,
where the sum ranges over all n-tuples g = (g1, . . . , gn) ∈ Gn. If the grading of R is
finite, then the total codimension is well defined.
Every ordinary polynomial identity f (x1, . . . , xn) = 0 of a graded algebra R in-
duces graded identities f (xg11, . . . , xgnn) = 0. Hence the knowledge of the graded
identities helps us to understand better the ordinary identities. The same is true for
the ordinary and graded codimensions.
Proposition 2.3. Let the G-grading of R be finite.
(i) The ordinary codimensions cordn (R) and the graded codimensions c
grad
n (R) are
related by
cordn (R)  c
grad
n (R), n = 0, 1, 2, . . .
(ii) If dimR = q, then cgradn (R)  qn, n = 0, 1, 2, . . .
Proof. Let h1, . . . , hk ∈ G be all elements with the property Rh /= 0.
(i) Proven in [1, Lemma 3.1].
(ii) Let dimR = q <∞, let dimRhj = qj , j = 1, . . . , k, and let us choose bases
Bhj = {rhj t | t = 1, 2, . . .} of the homogeneous components Rhj of R. Fix an
n-tuple h = (hj1 , . . . , hjn) such that s1 of the indices are equal to h1, s2 of them
are equal to h2, . . . , sk indices are equal to hk , s1 + · · · + sk = n. Consider a
polynomial
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f (xhj1 1, . . . , xhjnn) =
∑
σ∈Sn
ξσ xhjσ(1) σ (1) · · · xhjσ(n)σ (n), ξσ ∈ K,
in Ph = P(hj1 , . . . , hjn). Clearly, f (xhj1 1, . . . , xhjnn) = 0 is a graded polynomial
identity if and only if
f (rj1 , . . . , rjn) =
∑
σ∈Sn
ξσ rjσ(1) · · · rjσ(n) = 0 (2.1)
for all rjm from the basis Bhjm of Rhjm . Consider Eqs. (2.1) as a system of homoge-
neous linear equations with n! unknowns ξσ , σ ∈ Sn. The h-codimension, ch(R) =
dim(Ph/Ph ∩ TG(R)) is equal to the rank of the system. The total number of Eqs.
(2.1) is equal to
(dimRh1)s1 · · · (dimRhk )sk = qs11 · · · qskk .
Hence the rank of the system is bounded from above by qs11 · · · qskk and
cn(R)=
∑
h
ch(R) 
∑
s1+···+sk=n
n!
s1! · · · sk!q
s1
1 · · · qskk
=(q1 + · · · + qk)n = qn. 
Remark 2.4. In the study of the asymptotic behavior of the (ordinary or graded)
codimension sequence of an algebra R, one usually considers the exponent
EXP(R) = lim sup
n→∞
n
√
cn(R).
The results of Regev, see [22], give that cordn (Mp(K)) ∼ anb(p2)n, where a is a pos-
itive constant, 2b is an integer and cn ∼ dn means that limn→∞(cn/dn) = 1. Hence
EXPord(Mp(K)) = lim
n→∞
n
√
cn(Mp(K)) = dimMp(K) = p2.
By Proposition 2.3, for any G-grading we have
p2 = EXPord(Mp(K))  EXPgrad(Mp(K))  dimMp(K) = p2,
and the ordinary and the graded polynomial identities of Mp(K) have the same ex-
ponent.
3. Fine gradings and their applications
In his theory Kemer [15] considers Z2-graded algebras R = R0 ⊕ R1 and E =
E0 ⊕ E1, where E is the Grassmann algebra with its natural Z2-grading. One of the
main tools in Kemer’s approach is a certain correspondence between the Z2-graded
identities of the algebra R and its Grassmann hull (R0 ⊗ E0)⊕ (R1 ⊗ E1). In this
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section we introduce more general correspondences, one of them being an exact
color analogue of the correspondence of Kemer.
Let H be an additive abelian group and let C be the free color commutative super-
algebra graded by H, the color being given by a fixed skew-symmetric bicharacter
β on H. It is a relatively free algebra in the variety of H-graded algebras defined
by the graded identity [xh, yg]β = 0, g, h ∈ H . We denote the free generators of C
by yhi , h ∈ H , i = 1, 2, . . . For any grading group G we consider the spaces PGn
and PG×Hn of multilinear polynomials of degree n, respectively, in the free G- and
(G×H)-graded algebras, generated, respectively, by ugi and v(g,h)i , g ∈ G, (g, h) ∈
G×H , i = 1, 2, . . . For each h = (h1, . . . , hn) ∈ Hn we define a mapping φh :
PGn → PG×Hn by the following rule. If τ ∈ Sn and if in the free color commutative
superalgebra we have
λhτ yhτ(1)τ (1) · · · yhτ(n)τ (n) = yh11 · · · yhnn, λhτ ∈ K∗,
then we define
φh(ugτ(1)τ (1) · · ·ugτ(n)τ (n)) = λhτ v(gτ(1),hτ(1))τ (1) · · · v(gτ(n),hτ(n))τ (n)
and extend φh by multi-linearity. Until the end of this section we shall use the above
notation.
The following theorem expresses the identities of a (G×H)-graded algebra R ⊗
C in terms of the identities of a G-graded algebra R and an H-graded color com-
mutative superalgebra C, provided that C generates the variety of all H-graded color
commutative superalgebras. When applied to the tensor product of the G-graded
matrix algebra Mp(K) and the matrix algebra Mq(K) with a fine H-grading, it re-
lates the (G×H)-identities of Mpq(K) to the G-identities of Mp(K). In view of
Theorem 2.2, it allows us to reduce the general problem of describing graded poly-
nomial identities of matrix algebras with arbitrary abelian group grading to the case
of elementary gradings.
Theorem 3.1. Let C be any H-graded color commutative superalgebra generat-
ing the variety of all H-graded color commutative superalgebras and let R be any
G-graded algebra. If f (ug11, . . . , ugnn) is a multilinear G-graded polynomial and
if h = (h1, . . . , hn) ∈ Hn, then f (ug11, . . . , ugnn) = 0 is a graded polynomial iden-
tity for the algebra R if and only if (φh(f ))(v(g1,h1)1, . . . , v(gn,hn)n) = 0 is a graded
polynomial identity for the (G×H)-graded algebra R ⊗ C.
Proof. Let
f (ug11, . . . , ugnn) =
∑
τ∈Sn
ατugτ(1)τ (1) · · ·ugτ(n)τ (n) = 0, ατ ∈ K,
be a G-graded polynomial identity for R. Since the (G×H)-graded polynomial
φh(f ) is multilinear, it will be an identity for R ⊗ C if, for a fixed graded basis
of R ⊗ C, it vanishes on all (properly graded) substitutions with basis elements of
R ⊗ C. If we choose a graded basis of R ⊗ C in the form rgi ⊗ chj , then
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(φh(f ))(rg11 ⊗ ch11, . . . , rgnn ⊗ chnn)
=
∑
τ∈Sn
ατλhτ (rgτ(1)τ (1) ⊗ chτ(1)τ (1)) · · · (rgτ(n)τ (n) ⊗ chτ(n)τ (n))
=
∑
τ∈Sn
(ατ rgτ(1)τ (1) · · · rgτ(n)τ (n))⊗ (λhτ chτ(1)τ (1) · · · chτ(n)τ (n))
=
(∑
τ∈Sn
ατ rgτ(1)τ (1) · · · rgτ(n)τ (n)
)
⊗ (ch11 · · · chnn)
= f (rg11, . . . , rgnn)⊗ ch11 · · · chnn = 0.
In the inverse direction, if φh(f ) = 0 is an identity for R ⊗ C, then we use
that C generates the whole variety of color commutative superalgebras and choose
homogeneous elements ch11, . . . , chnn ∈ C such that ch11 · · · chnn /= 0. For any
homogeneous rgi i ∈ Rgi , i = 1, . . . , n,
(φh(f ))(rg11 ⊗ ch11, . . . , rgnn ⊗ chnn)
= f (rg11, . . . , rgnn)⊗ ch11, . . . , chnn = 0
and f (rg11, . . . , rgnn) = 0 because ch11 · · · chnn /= 0. 
Corollary 3.2. Let an H-graded color commutative superalgebra C generate the
variety of all H-graded color commutative superalgebras and let R be any G-graded
algebra. The multilinear graded identities and the graded codimensions of R and
R ⊗ C are related by
PG×Hn ∩ TG×H (R ⊗ C) =
∑
h∈Hn
φh(P
G
n ∩ TG(R)), h = (h1, . . . , hn),
cn(R ⊗ C) = |H |ncn(R).
Proof. Clearly
PG×Hn ∩ TG×H (R ⊗ C) =
∑
h∈Hn

∑
g∈Gn
(
P(g,h) ∩ TG×H (R ⊗ C)
)

 ,
where
g = (g1, . . . , gn), h = (h1, . . . , hn), (g, h) = ((g1, h1), . . . , (gn, hn)),
and by Theorem 3.1
P(g,h) ∩ TG×H (R ⊗ C) = φh(Pg ∩ TG(R)).
The statement for the codimensions follows from the fact that the linear mapping
φh : Pg → P(g,h) is one-to-one and
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cn(R ⊗ C) = dimPG×Hn /TG×H (R ⊗ C)
=
∑
h∈Hn

∑
g∈Gn
dimP(g,h)/
(
P(g,h) ∩ TG×H (R ⊗ C)
) ,
dimP(g,h)/(P(g,h) ∩ TG×H (R ⊗ C)) = dimPg/(Pg ∩ TG(R)) = cg(R),
cn(R ⊗ C) =
∑
h∈Hn

∑
g∈Gn
cg(R)

 = |H |ncn(R).
The proof is complete. 
Let us assume, in the above argument, G = H and C =∑g∈G Cg a G-graded
commutative color superalgebra which generates the variety of all G-graded color
commutative superalgebras (now the color is defined by a fixed skew-symmetric
bicharacter β on G). If R =∑g∈G Rg is any G-graded algebra, we define the C-
hull of R as the subalgebra C(R) =∑g∈G Rg ⊗ Cg of R ⊗ C and equip it with
a G-grading with homogeneous components Rg ⊗ Cg . We can define a mapping
ψ : Pn → Pn, where Pn = PGn , which is similar to the mappings φh. For each g =
(g1, . . . , gn) ∈ Gn and τ ∈ Sn, if in the free color commutative superalgebra
λgτ ygτ(1)τ (1) · · · ygτ(n)τ (n) = yg11 · · · ygnn, λgτ ∈ K∗,
then we define
ψ(ugτ(1)τ (1) · · ·ugτ(n)τ (n)) = λgτ ugτ(1)τ (1) · · ·ugτ(n)τ (n)
and then extend ψ by linearity. In the special case G = Z2 and C = E = E0 ⊕ E1
we obtain the correspondence of Kemer [15]. Therefore, the following corollary is
the exact color generalization of his result.
Corollary 3.3. Let a G-graded color commutative superalgebra C generate the va-
riety of all G-graded commutative color superalgebras and let R be any G-graded
algebra. Then ψ acts as an invertible linear operator of Pn = PGn , the G-graded
multilinear polynomial identities of the C-hull C(R) =∑g∈G Rg ⊗ Cg of R are
Pn ∩ TG(C(R)) = ψ(Pn ∩ TG(R)),
and the codimensions of R and C(R) are equal.
Proof. Consider the free G-graded algebra K〈U〉 and the (G×G)-graded algebra
K〈V 〉, where U = {ugi | g ∈ G, i = 1, 2, . . .} and V = {v(g′,g′′),i | g′, g′′ ∈ G, i =
1, 2, . . .}. Obviously, ψ is invertible on Pn = PGn because
ψ(ugτ(1)τ (1) · · ·ugτ(n)τ (n)) = λgτ ugτ(1)τ (1) · · · vgτ(n)τ (n),
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where g = (g1, . . . , gn), and λgτ is a nonzero constant. Let θg : PG×G(g,g) → PGg , g =
(g1, . . . , gn), (g, g) = ((g1, g1), . . . , (gn, gn)), be a linear mapping which replaces
the variables v(gi ,gi ),i with ugi,i . Clearly, the restriction of ψ on PGg , is equal to
the composition of φg and θg. The g-homogeneous component Rg ⊗ Cg of the
G-graded algebra C(R) coincides with the (g, g)-homogeneous component of the
(G×G)-graded algebra R ⊗ C. Hence the polynomial f (ug11, . . . , ugnn) is a
G-graded identity for
∑
g∈G Rg ⊗ Cg if and only if f (v(g1,g1),1, . . . , v(gn,gn),n) is
a (G×G)-graded identity for R ⊗ C. Therefore
PGg ∩ TG(C(R)) = θg
(
PG×G(g,g) ∩ TG×G(R ⊗ C)
)
and the first part of the corollary easily follows from Corollary 3.2. The equality of
the codimensions of R and C(R) follows from the invertibility of ψ .
The matrix algebra Mq(K) with a fine H-grading is a color commutative superal-
gebra satisfying the identities
[xh1 , xh2]β = xh1xh2 − β(h1, h2)xh2xh1 = 0
for an appropriate skew-symmetric bicharacter β : H ×H → K∗. We may apply
the results of this section to the algebra Mq(K) with a fine grading and its tensor
products with other graded matrix algebras. 
Theorem 3.4. Let Mq(K) have an H-fine grading with all homogeneous compo-
nents one-dimensional. Let the grading of M2(K) be trivial.
(i) The H-graded polynomial identities
[xh1 , xh2]β = xh1xh2 − β(h1, h2)xh2xh1 = 0,
where h1, h2 ∈ H , form a basis of the graded polynomial identities of Mq(K).
The codimensions are given by
cHn (Mq(K)) = qn, n = 0, 1, 2, . . .
(ii) The graded polynomial identities of the H-graded algebra M2q(K)∼=M2(K)⊗
Mq(K) have a basis consisting of all graded identities
φh(s4(u1, u2, u3, u4)) = φh([[u1, u2] ◦ [u3, u4], u5]) = 0,
where u1, . . . , u5 are free generators of the free trivially graded associative algebra
K〈U〉, φh is the mapping defined in the beginning of the section and depending on
the grading of the supercommuting variables yh11, . . . , yhkk , k = 4, 5, s4 is the stan-
dard polynomial of degree 4 and r1 ◦ r2 = r1r2 + r2r1. The graded codimensions of
M2q(K) are
cHn (M2q(K)) = q2ncn(M2(K)),
where cn(M2(K)) are the ordinary codimensions of M2(K).
Proof.
(i) For the completeness sake we give the proof of this identity, though it is prob-
ably well known. Notice that for any h = (h1, h2, . . . , hn) ∈ Hn we have that
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Ph/Ph ∩ TH (Mq(K)) is of dimension at most 1. Actually, if this has dimension
0, then we have inMq(K) the identity xh11 · · · xhnn = 0. Since any homogeneous
subspace of Mq(K) as above is spanned by a non-degenerate matrix, this is
impossible. Therefore, each Ph/Ph ∩ TH (Mq(K)) is spanned by xh11 · · · xhnn,
proving that the commutators in the claim (i) actually form a basis for H-graded
identities of Mq(K).
(ii) The second claim follows immediately from Theorem 3.1, Corollary 3.2 and
from a result of Razmyslov and Drensky [10,14] stating that the standard identity
s4 = 0 and the Hall identity [[u1, u2]2, u3] = 0 form a basis of the ordinary T-
ideal T (M2(K)). To simplify our notation we have given a stronger identity in
(ii).
The identity [[u1, u2] ◦ [u3, u4], u5] = 0 is not equivalent to the Hall identity. It
means that, in M2(K), if r = [r1, r2], s = [r3, r4], then the matrices r and s have
trace 0 and rs + sr is in the centre of M2(K). 
4. Identities for elementary gradings
The algebraMp(K) has a natural Z-grading such that (Mp(K))a, a∈Z, is spanned
by the matrix units eij with i − j=a. It has also a natural Zp-grading when (Mp(K))a
is spanned by those eij with i − j ≡ a (mod p). Vasilovsky [24] proved that the
Zp-graded identities of Mp(K) follow from
x0y0 − y0x0 = 0, xay−aza − zay−axa = 0, a = 1, 2, . . . , p − 1.
He also proved [23] that for the Z-graded polynomial identities one has to replace
this system with
x0y0 − y0x0 = 0, xay−aza − zay−axa = 0, a = ±1,±2, . . . ,±(p − 1),
xm = 0, |m|  p.
Both gradings considered by Vasilovsky are elementary.
In this section we shall generalize his results to any elementary grading of Mp(K)
induced by g = (g1, . . . , gp) ∈ Gp, where the group G is arbitrary and the elements
g1, . . . , gp are pairwise different. This is equivalent to the fact that the matrix units
are homogeneous and the identity component of Mp(K) coincides with the diagonal
Ke11 + · · · +Kepp. Then we shall transfer the results to the case of the canoni-
cal G-grading of Mp(K), where G = {(i, j) | 1  i, j  p} ∪ {0} is the semigroup
associated with the matrix units.
For an arbitrary group G we fix the elementary G-grading of Mp(K) induced by
g = (g1, . . . , gp) ∈ Gp, where g1, . . . , gp are pairwise different and consider the
following graded identities:
xeye − yexe = 0, (4.1)
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xgyg−1zg − zgyg−1xg = 0 if e /= g ∈ G and (Mp(K))g /= 0, (4.2)
xg = 0 if (Mp(K))g = 0. (4.3)
Lemma 4.1. The G-graded algebra Mp(K) satisfies the G-graded polynomial iden-
tities (4.1)–(4.3).
Proof. Since all gi in the definition of the elementary grading of Mp(K) are differ-
ent, the identity component of Mp(K) consists of all diagonal matrices and Mp(K)
satisfies (4.1). Clearly, it satisfies also (4.3). Since (4.2) is multilinear, it is suffi-
cient to check it on any graded basis of Mp(K). In particular, since the matrix units
are homogeneous elements, we may assume that ea1b1 , ea3b3 ∈ (Mp(K))g , ea2b2 ∈
(Mp(K))g−1 , and g = g−1a1 gb1 = g−1a3 gb3 , g−1 = g−1a2 gb2 . If ea1b1ea2b2ea3b3 /= 0, then
b1 = a2, b2 = a3 and we obtain that
g = g−1a1 ga2 = g−1b2 gb3 = (g−1a2 gb2)−1 = g−1b2 ga2 .
In this way, ga1 = gb2 , ga2 = gb3 and a1 = b2 = a3, b1 = a2 = b3. Hence ea1b1 =
ea3b3 and ea1b1ea2b2ea3b3 = ea3b3ea2b2ea1b1 . Similarly, if ea3b3ea2b2ea1b1 /= 0, then
again ea1b1 = ea3b3 . Hence, if ea1b1ea2b2ea3b3 = 0, then ea3b3ea2b2ea1b1 = 0 and
Mp(K) satisfies (4.2). 
Proposition 4.2. Let G0 = {g ∈ G | (Mp(K))g /= 0} be the support of a G-grading
of Mp(K) and let I be the set of all finite sequences h = (h1, . . . , hn) of elements
of G0 such that xh11 · · · xhnn = 0 is a G-graded polynomial identity of Mp(K).
Then there exists a positive integer n0 such that xh11 · · · xhnn = 0 is a consequence
of the G-graded polynomial identities of Mp(K) as in (4.1)–(4.3) together with
xh11 · · · xhmm = 0, where h = (h1, . . . , hm) ∈ I and m  n0.
Proof. Let |G0| = s. Clearly s  1. We shall show that we can choose n0 = 4s2s+2.
(This is not the best possible estimate but it is sufficient for the proof of the prop-
osition.) Let U be the TG-ideal of K〈X〉 generated by xeye − yexe, xhyh−1zh −
zhyh−1xh, e /= h ∈ G0, xg , g ∈ G0, xh11 · · · xhmm, h = (h1, . . . , hm) ∈ I and m 
n0 = 4s2s+2. We shall apply induction on n. Let n > n0 and let h = (h1, . . . , hn) ∈
I be a fixed sequence. Let 2ts2s+2 < n  2(t + 1)s2s+2, t  2. Consider the prod-
ucts kr = h1 · · ·hr , r = 1, . . . , n. If some kr does not belong to G0, then xkr = 0 is a
G-polynomial identity for Mp(K) and xkr ∈ U . Since xh11 · · · xhr r ∈ (K〈X〉)kr , we
obtain that xh11 · · · xhr r = 0 is a consequence of xkr = 0. Hence xh11 · · · xhr r ∈ U
and xh11 · · · xhnn ∈ U . Therefore, without loss of generality we may assume that all
kr belong to G0. Since |G0| = s, by the Pigeon Hole Principle, at least 2ts2s+1 + 1
elements kr are equal and there exist mi , i = 1, . . . , 2ts2s+1 + 1, such that h1 · · ·
hmi = h1 · · ·hmi (hmi+1 · · ·hmi+1). Therefore hmi+1 · · ·hmi+1 = 1, i = 1, . . . ,
2ts2s+1, t  2. If at least (2t − 1)s2s+1 products hmi+1 · · ·hmi+1 are longer than
2s, then the total length n of h1 · · ·hn would satisfy
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(2t + 2)s2s+2  n  (2s + 1)(2t − 1)s2s+1,
(2t + 2)s  (2s + 1)(2t − 1), 2(s + 1)t  4s + 1,
and, since t  2, we obtain that 4(s + 1)  4s + 1, which is impossible. In this
way, less than (2t − 1)s2s+1 products hmi+1 · · ·hmi+1 are of length >2s and at least
s2s+1 products are of length 2s. Since the total number of sequences (ht1 , . . . ,
htk ) ∈ I , k  2s, is bounded by 1 + s + s2 + · · · + s2s < s2s+1, we obtain that
there are two equal sequences (hmi+1, . . . , hmi+1) and (hmj+1, . . . , hmj+1). All
products xhmi+1,mi+1 · · · xhmi+1 ,mi+1 and xhmj+1,mj+1 · · · xhmj+1 ,mj+1 belong to
(K〈X〉)e and commute modulo U . Hence we may assume that the equal sequences
(hmi+1, . . . , hmi+1) and (hmj+1, . . . , hmj+1) are for i = 1, j = 2. If the sequence
h′ = (h1, . . . , hm1 , hm2+1, . . . , hn) obtained from h = (h1, . . . , hn) by removing
(hm1+1, . . . , hm2), belongs to I , then, by inductive arguments, the product xh11 · · ·
xhm1m1
(yexhm2+1,m2+1)xhm2+2,m2+2 · · · xhnn belongs to U and, replacing ye by
xhm1+1,m1+1 · · · xhm2m2 , we obtain that xh11 · · · xhnn also belongs to U . So, we may
assume that h′ ∈ I and
(v1 · · · vm1)(vm2+1 · · · vm3)(vm3+1 · · · vn) /= 0
for some matrix units vi ∈ (Mp(K))hi . Since vm2+1 · · · vm3 ∈ (Mp(K))e, we obtain
that vm2+1 · · · vm3 = eqq for some q = 1, . . . , p and hence
(vm2+1 · · · vm3)2 = vm2+1 · · · vm3 .
If we replace in xh11 · · · xhnn the variables xhi i with vi for i = 1, . . . , m1 and
for i = m2 + 1, . . . , n and xhm1+1,m1+1, . . . , xhm2 ,m2 , respectively, with vm1+1 =
vm2+1, . . . , vm2 = vm3 , we obtain that
v1 · · · vn = v1 · · · vm1(vm2+1 · · · vm3)2vm3+1 · · · vn
= v1 · · · vm1(vm2+1 · · · vm3)vm3+1 · · · vn /= 0.
Hence h ∈ I , which is a contradiction and completes the inductive arguments.
The argument that follows mimiques the main steps of the proof [24]. 
Lemma 4.3. Let vi = eaibi ∈ (Mp(K))hi , hi = g−1ai gbi , i = 1, . . . , n, be matrix
units such that v1 · · · vn /= 0. Then for every i  j the product vi · · · vj belongs to
(Mp(K))h, where h = g−1ai gbj .
Proof (Compare with the proof of [24, Lemma 3]). Since vi · · · vj /= 0, we obtain
that vi · · · vj = eaibj which is a homogeneous element of degree g−1ai gbj . 
Proposition 4.4. Let k = (k1, . . . , kn) ∈ Gn and let σ, τ be two permutations in Sn
such that xkσ(1)σ (1) · · · xkσ(n)σ (n) = 0 and xkτ(1)τ (1) · · · xkτ(n)τ (n) = 0 are not G-graded
polynomial identities for Mp(K). If there exist matrix units vi ∈ (Mp(K))ki , i =
1, . . . , n such that vσ(1) · · · vσ(n) = vτ(1) · · · vτ(n) /= 0, then xkσ(1)σ (1) · · · xkσ(n)σ (n) =
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xkτ(1)τ (1) · · · xkτ(n)τ (n) is a graded polynomial identity for Mp(K) which is a con-
sequence of (4.1)–(4.3) and the graded identities of Mp(K) of the form xh11 · · ·
xhmm = 0.
Proof (We follow the proof of [24, Lemmas 4, 5 and Corollary 6]). Let U be the
TG-ideal of K〈X〉 generated by xeye − yexe, xhyh−1zh − zhyh−1xh, e /= h ∈ G, and
all xg , xh11 · · · xhmm such that xg = 0 and xh11 · · · xhmm = 0 are graded polynomial
identities for Mp(K). It is sufficient to consider the case σ /= e and τ = e only. We
shall show that xkσ(1)σ (1) · · · xkσ(n)σ (n) ≡ xk11 · · · xknn modulo U . Let vi = eaibi , i =
1, . . . , n, and σ(1) = 1, . . . , σ (c) = c, σ(c + 1) /= c + 1. Clearly c  n− 2 and
c + 1 = σ(r) for some r > c + 1. We choose the least possible integer t such that
t  c + 1 and σ−1(t + 1) < r . Let q = σ−1(t + 1), t = σ(s). Then c + 1  q <
r  σ−1(t) = s. Since vσ(1) · · · vσ(n) = v1 · · · vn = ea1bn /= 0, we obtain that bi =
ai+1, bσ(i) = aσ(i+1), a1 = aσ(1), bn = bσ(n). In particular, aσ(c+1) = ac+1 = aσ(r),
bσ(s) = bt = at+1 = aσ(q). First, let q > c + 1. By Lemma 4.3,
w1 = vσ(c+1) · · · vσ(q−1) = eaσ(c+1)bσ(q−1) = eaσ(c+1)aσ(q) = eac+1bt ∈ (Mp(K))h1
for h1 = g−1ac+1gbt ,
w2 = vσ(q) · · · vσ(r−1) = eaσ(q)bσ(r−1) = eaσ(q)aσ(r) = ebt ac+1 ∈ (Mp(K))h2 ,
h2 = g−1bt gac+1 = h−11 ,
w3 = vσ(r) · · · vσ(s) = eaσ(r)bσ(s) = eac+1bt ∈ (Mp(K))h1 .
Hence
xhσ(c+1)σ (c+1) · · · xhσ(q−1)σ (q−1), xhσ(r)σ (r) · · · xhσ(s)σ (s) ∈ (K〈X〉)h1,
xhσ(q)σ (q) · · · xhσ(r−1)σ (r−1) ∈ (K〈X〉)h−11 ,
and we may apply (4.2). In this way
(xhσ(c+1)σ (c+1) · · · xhσ(q−1)σ (q−1))(xhσ(q)σ (q) · · · xhσ(r−1)σ (r−1))
× (xhσ(r)σ (r) · · · xhσ(s)σ (s)) ≡ (xhσ(r)σ (r) · · · xhσ(s)σ (s))
× (xhσ(q)σ (q) · · · xhσ(r−1)σ (r−1))(xhσ(c+1)σ (c+1) · · · xhσ(q−1)σ (q−1))
modulo U. Since σ(r) = c + 1, we obtain that
xhσ(1)σ (1) · · · xhσ(n)σ (n) = xh11 · · · xhcc(xhσ(c+1)σ (c+1) · · · xhσ(s)σ (s))
× (xhσ(s+1)σ (s+1) · · · xhσ(n)σ (n)) ≡ xh11 · · · xhc+1,c+1
× (xhρ(c+2)ρ(c+2) · · · xhρ(s)ρ(s))(xhρ(s+1)ρ(s+1) · · · xhρ(n)ρ(n))
modulo U, where ρ ∈ Sn is such that ρ(i) = i for i = 1, . . . , c + 1 and ρ(i) =
σ(i) for i = s + 1, . . . , n. Similarly, if q = c + 1, then in the above definition of
w1, w2, w3 we obtain that aσ(q) = ac+1 = bσ(s) = bt and w1 = 1, w2 = w3 =
eac+1ac+1 . Hence
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xhσ(r)σ (r) · · · xhσ(s)σ (s), xhσ(q)σ (q) · · · xhσ(r−1)σ (r−1) ∈ (K〈X〉)e
and we apply (4.1) to obtain again
xhσ(1)σ (1) · · · xhσ(n)σ (n) ≡ xh11 · · · xhc+1,c+1(xhρ(c+2)ρ(c+2) · · · xhρ(n)ρ(n))
modulo U. In this way we may apply induction on c and obtain that modulo U
xhσ(1)σ (1) · · · xhσ(n)σ (n) ≡ xh11 · · · xhnn. 
The following theorem is the main result of this section.
Theorem 4.5. Let G be any group and let g = (g1, . . . , gp) ∈ Gp induce an ele-
mentary G-grading of Mp(K) where the elements g1, . . . , gp are pairwise different.
Then a basis of the graded polynomial identities of Mp(K) consists of (4.1)–(4.3)
and a finite number of identities of the form xh11 · · · xhmm = 0, m  2, where the
degree m is bounded by a function of p.
Proof. By Lemma 4.1 the graded identities (4.1)–(4.3) hold forMp(K). Let U be the
TG-ideal of K〈X〉 generated by xeye − yexe, xhyh−1zh − zhyh−1xh, e /= h ∈ G0, xg ,
g ∈ G0, xh11 · · · xhmm, h = (h1, . . . , hm) ∈ I , where G0 = {g ∈ G | (Mp(K))g /=
0} and I is the set of all finite sequences h = (h1, . . . , hm) of elements of G0 such
that xh11 · · · xhmm = 0 is a G-graded polynomial identity of Mp(K). By Proposition
4.2, there exists a positive integer n0 such that it is sufficient to include in the gener-
ating set of U only those xh11 · · · xhmm with m  n0. The integer n0 depends on s =|G0|, e.g. we may fix n0 = 4s2s+2. Since |G0|  dimMp(K) = p2, we may choose
n0 depending on p only. In order to prove the theorem we have to establish that all
multilinear G-graded identities of Mp(K) belong to U. Let h = (h1, . . . , hn) ∈ Gn
and let∑
σ∈Sn
ασ xhσ(1)σ (1) · · · xhσ(n)σ (n) = 0, ασ ∈ K, (4.4)
be a G-graded polynomial identity for Mp(K) such that
f (xh11, . . . , xhnn) =
∑
σ∈Sn
ασ xhσ(1)σ (1) · · · xhσ(n)σ (n) (4.5)
does not belong to U. We choose the polynomial (4.5) with the minimal possible
number of nonzero coefficients ασ . Clearly, the sum involves only those σ ∈ Sn for
which xhσ(1)σ (1) · · · xhσ(n)σ (n) ∈ U , i.e. for each σ there exist matrix units v1, . . . , vn
such that vi ∈ (Mp(K))hi and vσ(1) · · · vσ(n) /= 0. Let us fix σ ∈ Sn with ασ /= 0 in
(4.5) and with corresponding matrix units v1, . . . , vn such that vσ(1) · · · vσ(n) /= 0.
For any τ ∈ Sn either vτ(1) · · · vτ(n) = 0 or vτ(1) · · · vτ(n) = ers for some r, s. Hence
there exists a τ ∈ Sn, such that τ /= σ , ατ /= 0 and vτ(1) · · · vτ(n) = vσ(1) · · · vσ(n) /=
0. By Proposition 4.4,
xhσ(1)σ (1) · · · xhσ(n)σ (n) − xhτ(1)τ (1) · · · xhτ(n)τ (n)
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belongs to U. Replacing in (4.5) the polynomial f (xh11, . . . , xhnn) with
f (xh11, . . . , xhnn)− ασ (xhσ(1)σ (1) · · · xhσ(n)σ (n) − xhτ(1)τ (1) · · · xhτ(n)τ (n)),
we obtain a graded identity of the form (4.4) which is a shorter sum of monomi-
als than f (xh11, . . . , xhnn) = 0. This is in contradiction with the choice of f and
completes the proof. 
Corollary 4.6. If G is a group and the G-grading of Mp(K) is such that the matrix
units are homogeneous and the identity component of Mp(K) coincides with the
diagonal Ke11 + · · · +Kepp, then the graded polynomial identities of Mp(K) fol-
low from (4.1)–(4.3) and a finite number of its graded identities of the form xh11 · · ·
xhmm = 0, m  2.
In the results of Vasilovsky [23,24] the grading of the matrix algebra Mp(K)
is elementary and is induced by g = (0, 1, . . . , p − 1) ∈ Gp, where G = Z in [23]
and G = Zp in [24]. In the case G = Zp the algebra does not satisfy graded iden-
tities of the form xa11 · · · xann = 0, ai ∈ Zp. For G = Z all identities of the form
xa11 · · · xann = 0, ai ∈ Z, follow from xa = 0, where a ∈ Z and |a|  p. It is easy
to construct examples of elementary gradings when Mp(K) satisfies nontrivial iden-
tities xh11 · · · xhnn = 0, even in the case of abelian groups.
Example 4.7. Let G be a free abelian group with free generators g1, . . . , g6. Let
p = 8 and let the elementary grading of M8(K) be induced by
g = (g1, g1g4, g1g4g5, g2, g2g5, g2g5g6, g3, g3g4g5g6).
Then
(M8(K))g4 = Ke12, (M8(K))g5 = Ke23 +Ke45, (M8(K))g6 = Ke56,
(M8(K))g4g5 = Ke13, (M8(K))g5g6 = Ke46, (M8(K))g4g5g6 = Ke78,
(M8(K))g4(M8(K))g5 = (M8(K))g4g5 ,
(M8(K))g5(M8(K))g6 = (M8(K))g5g6 ,
(M8(K))g4g5(M8(K))g6 = (M8(K))g4(M8(K))g5g6 = 0,
(M8(K))g4g5g6 /= 0.
The following theorem is an example how Theorem 4.5 works for concrete gradings
of matrices. It gives a basis of the graded polynomial identities of M3(K) equipped
with an elementary S3-grading.
Theorem 4.8. The graded polynomial identities
xeye − yexe = 0,
xσ yσ−1zσ − zσ yσ−1xσ = 0, σ ∈ S3, σ /= e, (12),
x(12) = 0, x(123)y(123) = 0, x(132)y(132) = 0
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form a basis for the graded identities of M3(K) with respect to the elementary S3-
grading induced by g = ((12), (23), (123)).
Proof. Clearly,
e11, e22, e33 ∈ (M3(K))e,
e12 ∈ (M3(K))(12)−1(23) = (M3(K))(123), e21 ∈ (M3(K))(132),
e13 ∈ (M3(K))(12)−1(123) = (M3(K))(23), e31 ∈ (M3(K))(23),
e23 ∈ (M3(K))(23)−1(123) = (M3(K))(13), e32 ∈ (M3(K))(13).
Hence (M3(K))(12) = 0 and x(12) = 0 is an S3-graded identity for M3(K). Since
0 = (Ke12)2 = (M3(K))2(123) ⊂ (M3(K))(123)2 = (M3(K))(132) /= 0,
we obtain that x(123)y(123) = 0 is a graded identity. Similarly, x(132)y(132) = 0 is also
an identity. Direct verification shows that if
(M3(K))(123)(M3(K))h1 /= 0, (M3(K))h1(M3(K))h2 /= 0
for some h1, h2 ∈ S3, then
(M3(K))(123)(M3(K))h1(M3(K))h2 = (M3(K))(123)(M3(K))h1h2 .
Similar statements hold for
(M3(K))h1(M3(K))h2(M3(K))(123) = (M3(K))h1h2(M3(K))(123)
and for the permutation (132). Let xh11 · · · xhnn = 0 be an S3-graded polynomial
identity for M3(K) which does not follow from similar identities of lower degree.
Hence, the equality (M3(K))hi · · · (M3(K))hj = 0 for some 1  i  j  n implies
that i = 1 and j = n. If hi = e for some i = 1, . . . , n, then the equality (M3(K))e ×
(M3(K))h = (M3(K))h gives that
0 = (M3(K))h1 · · · (M3(K))hi−1((M3(K))e(M3(K))hi+1)
×(M3(K))hi+2 · · · (M3(K))hn
= (M3(K))h1 · · · (M3(K))hi−1(M3(K))hi+1(M3(K))hi+2 · · · (M3(K))hn .
Hence xh11 · · · xhi−1,i−1xhi+1,i+1xhi+2,i+2 · · · xhnn = 0 is a graded identity for
M3(K). Since xh11 · · · xhi−1,i−1(xe,ixhi+1,i+1)xhi+2,i+2 · · · xhn,n = 0 is its conseq-
uence, this is impossible by assumption and therefore hi /= e. We may also assume
that hi · · ·hj /= (12) for all 1  i  j  n (because x(12) = 0 is an identity). Di-
rect verification shows that for n = 2 all graded identities xh1yh2 = 0 follow from
x(12) = 0, x(123)y(123) = 0 and x(132)y(132) = 0. Let n  3. Then we may assume
that h1 /= (123). Otherwise, the equalities
(M3(K))(123)(M3(K))h2 · · · (M3(K))hn = 0,
(M3(K))(123)(M3(K))h2(M3(K))h3 = (M3(K))(123)(M3(K))h2h3
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give that
(M3(K))(123)(M3(K))h2h3(M3(K))h4 · · · (M3(K))hn = 0
and x(123),1xh22xh33 · · · xhnn = 0 is a consequence of x(123),1xh2h3,2xh44 · · · xhnn =
0. This is impossible because by assumption we consider identities of M3(K)
which do not follow from identities of lower degree. Similarly, h1 /= (132), hn /=
(123), (132) and, if n  4, then hi /= (123), (132) for all i. Hence, either all hi are
equal to (13) and (23) or n = 3 and h2 = (123), (132). If (M3(K))h1(M3(K))(123) ×
(M3(K))h3 = 0, h1, h3 = (13), (23) and h1(123) /= (12), (123)h3 /= (12), then
h1 /= (12)(123)−1 = (13) and h1 = (23); h3 /= (123)−1(12) = (23) and h3 = (13).
But
(M3(K))(23)(M3(K))(123)(M3(K))(13)
= (Ke13 +Ke31)(Ke12)(Ke23 +Ke32) = Ke32 /= 0
similarly for (M3(K))h1(M3(K))(132)(M3(K))h3 = 0. Hence the only possibility to
consider is xh11 · · · xhnn = 0, where hi = (13), (23). If n  3 and hi /= hi+1 for
some i, then either hihi+1 = (13)(23) = (132) or hihi+1 = (23)(13) = (123) and
in both the cases, since (M3(K))(123) and (M3(K))(132) are one-dimensional, we
obtain that
(M3(K))hi (M3(K))hi+1 = (M3(K))hihi+1,
(M3(K))h1 · · · ((M3(K))hi (M3(K))hi+1) · · · (M3(K))hn = 0.
Again xh11 · · · xhihi+1,i · · · xhnn = 0 is an identity for M3(K) and xh11 · · · xhnn =
0 is its consequence. If hi = hi+1 for all i, e.g. hi=(13), then we use that
(M3(K))
3
(13) = (M3(K))(13) /= 0 and obtain that xh11 · · · xhnn = 0 cannot be a gra-
ded identity for M3(K). 
Up till now we have considered group gradings only. In the same way one may
consider semigroup gradings. The matrix algebra Mp(K) has a natural semigroup
grading for the semigroup G with zero associated with the set of matrix units. The
elements of G are 0 and all pairs (i, j), 1  i, j  p, and the multiplication is given
by 0 · (i, j) = (i, j) · 0 = 0, (i, j) · (k, l) = (i, l) if j = k and (i, j) · (k, l) = 0 if
j /= k. We denote by x0 and xij, yij, etc. the free variables of K〈X〉, which are
homogeneous of degree 0 and (i, j). The main steps of the proof of Theorem 4.5
hold also for this grading and we obtain the following result.
Theorem 4.9. The graded polynomial identities of Mp(K) equipped with the semi-
group associated with the matrix units follow from
xiiyii − yiixii = 0, i = 1, . . . , p,
xijyjizij − zijyjixij = 0, 1  i, j  p, i /= j,
x0 = 0.
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Remark 4.10. As in Theorem 3.4 one can obtain bases for the graded polynomial
identities for matrices with grading induced by the tensor product of a fine grading
and an elementary grading with diagonal identity component.
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