Development of highly accurate computational codes for both near-field and far-field sonic boom problem is the focus of this paper The structuredgrid CFL3D code is modified using a new, highly accurate grid-adaptation and shock-fitting scheme for supersonic near-field domain prediction. The modified CFL3D code is applied to a double-cone configuration at Mach numbers of 1.26 and 1.41. Because of its sophisticated grid adaptation methodology, the unstructured-grid FUN3D is also used for the near-field computations at Mach number of 1.26. The computed near-field results are compared with the available experimental data. The FUN3D code results and the CFL3D results at an interface located at h/L = 2 (altitude height/body length) are used to generate input data for the highly efficient, far-field, structuredgrid full-potential (FP) code. The relative errors for the velocity components, at the interface h/L = 2, between the results of the unstructured-grid FUN3D code and the results of the structured-grid FP far-field code are computed and presented. Next, the FP Far-field code is used to advance the solution from h/L = 2 to h/L = 6, 10 and 18 and the results are compared with those obtained from matching FP with FUN3D, matching FP with the modified CFL3D, and the experimental data. The interface results have also been advanced to a farfield location at h/L = 40. The conclusion of this study is that the FUN3D code is highly accurate for near-field and far-field computations. The grid adaptation and shock fitting scheme has to be used in the FP code and CFL3D code for obtaining highly accurate results.
INTRODUCTION AND BACKGROUND
In the sonic-boom propagation problem, the use of a high-order methodology in the far-field computations is feasible and desirable. Ideally, this "high-order" solution would be matched to the near-field solution point for point including radial gradients and shock jumps. In Ref. 1 by the author and his co-workers, the near-field flow is predicted by using the Euler equations code CFL3D (as in other approaches) while the midand far-field flows are predicted by using a newly developed full-potential (FP) equation methodology. This scheme is called the Euler fullpotential (EFP) scheme. Once shocks are captured, a grid adaptation scheme, based on the density gradient, is implemented to obtain a crisper shock. This is followed by a shock-fitting scheme that is based on a search algorithm along with the application of the Rankine-Hugoniot conservation equations of mass, momentum and energy equations. The repetitive solution cycles of the grid-adaptation and shock-fitting (GASF) schemes minimize the relative errors in the mass, momentum and energy across the predicted shocks. An interface-plane matching methodology has been developed to transfer the Euler near-field results to those of the full-potential far-field computations. The sensitivity of the computed ground pressure jump to the location of this interface plane has been studied for both a delta wing and an aircraft configuration, and the results were satisfactory.
Applications of EFP and GASF codes have been made to a 60 degree Delta wing with a 5 percent thickness ratio biconvex airfoil section. The wing has various chords, lift coefficients and flight altitudes. The propagation code has been also applied to complete aircraft configurations at various supersonic speeds and altitudes, such as a modified F-5 aircraft (Ref. 2) , the "Baize-Coen" configuration (Ref. 3 ) and a wing-body configuration reported by Susan Cliff (Ref. 4) . Typical ground pressure results of this code for delta wings have been compared with those computed using the linear ray-tracing code of Plotkin, Ref. 5 (Thomas methodology). Experimental data and real field measurements were used in these comparisons in order to validate the predicted results.
Unstructured grid technology promises easier initial grid generation for novel complex threedimensional (3D) configurations as compared to the structured grid techniques. The use of unstructured grid technology for CFD simulations allows more freedom in adapting the discretization of the meshes to improve the fidelity of the simulation. Many previous efforts attempted to tailor the discretizations of unstructured meshes to increase solution accuracy while reducing computational cost, Ref. 6 .
Most of these adaptive methods focus on modifying discretizations to reduce local equation errors. These local errors are not guaranteed to directly impact error in global output functions. These methods, often referred to as feature-based adaptation, focus on resolving discontinuities or strong gradients in the flow field. Unfortunately, flow features (e.g., shocks) can be in the incorrect location due to errors elsewhere in the flow field. Also, resolving the flow in a location with large local error may have a minimal effect on the output function (e.g., a downstream shock). The Fully Unstructured Navier-Stokes ThreeDimensional FUN3D (Refs. 7 and 8) is a compressible flow solver which employs an unstructured finite-volume tetrahedral method for conserved variables. To speed execution, the global problem domain is decomposed into multiple subdomains and the flow and the adjoint problems are solved with a parallel execution scheme, which communicates via the message passing interface (MPI) standard. In the present paper, the FUN3D code is applied to a double-cone configuration at a Mach number of 1.26. The CFL3D code is modified by using a new SFGA scheme and is applied to the same double-cone configuration with Mach number of 1.26 and 1.41. The results of the two codes are compared with the experimental data of Ref. 9 . Next, an interface-plane interpolation scheme has been developed between the FUN3D code and the efficient FP Far-field code at an altitude to configuration length of h/L= 2. The interpolation errors have been computed. The same matching is done with the modified CFL3D. Next, the FP code is modified using the same SFGA scheme, and used to propagate the interface results to h/L = 6, 10, 18 and very high far-field locations as well. The results of the FUN3D-FP coupled code and the modified CFL3D-FP coupled code are compared with the experimental data. 
DOUBLE-CONE CONFIGURATION

GRID-ADAPTATION AND SHOCK-FITTING (GASF& SFGA) NEW SCHEMES
Old GASF Scheme:
The original grid-adaptation shock-fitting (GASF) scheme has been updated for use with the CFL3D code for the present application of double-cone configuration. It has been used also in the FP farfield scheme. First the flow is solved on an initial grid using the Euler equation solver of the existing CFL3D. Once the shocks are captured, then the GASF solver is turned on. First, the method adapts the grid around the captured shock(s) according to the density gradient without distorting the grid cell aspect ratio. Next, the captured shock(s) is fitted physically using the Rankine-Hugoniot equations on piecewise segments of the captured shock(s). The focus is to secure conservation of mass, momentum and energy across shock(s). If the fitted piece-wise shock segments produce non-smooth shock surface, then the physical shock-fitting is followed by a geometrical shock fitting. Here, a high-order polynomial is used for the geometrical shock fitting. Geometrical shock fitting is a must for the grid adaptation step of the next GASF iteration cycle. The GASF cycles are repeated until the average errors across a shock(s) in mass, momentum and energy reach a prescribed minimum value.
New SFGA Scheme (Method 1) and SFGA Scheme (Method 2):
Here, physical shock fitting is accomplished using the gradient of density and Mach on the coordinate line crossing the shock. This coordinate line is designed to be 2 associated with the grid index j. 
M
. Both of these gradients peak at the shocks, and stay mostly leveled in the remaining regions. Thus, they form sets of data that can be used to locate shocks in the solution. Theoretically, this data should be a smooth curve with peaks occurring only at shocks. However in practice, the CFD solution is not perfect and sometimes this data contains noise. This complicates the automation of shock detection process, since oscillations in the noise can easily be mistaken for a shock. Fortunately, peaks at shocks are almost always higher than the noise oscillations, and the noise can be filtered out by utilizing a threshold value during the analysis of the data. This threshold value dM is specified by the user.
At each shock, a number of points are found to be above the threshold in both data sets. This number decreases as the solution gets better with each shockfitting iteration, but rarely is one. Hence it is not correct to state that each point above the threshold represent a single shock. Instead at each peak, points above the threshold are grouped together, and the one with the highest among the others in the same group is chosen to be the shock point. Hence the physical fitting process is completed in two basic steps. The first is to locate these separate groups of points above the threshold, and the second is to find the one with highest in each group.
Since the idea is to eventually obtain each shock on a single grid line, Rankine-Hugoniot (R H) equations are to be used across a single grid line. The J indices of the starting points of the captured shocks (
) indicates the gridline that R H equations will be used across. The normal direction that is to be tested is obtained by using the slope of the grid line. At each k, the cell centers one upstream and one downstream of this
used to check on the differences in mass, momentum and enthalpy. Depending on the magnitude of the error, one can cease to continue with the next iteration. If the errors are large enough, the grid generation process for the captured shock will begin. The captured shock points are fitted with 5 th order polynomials to come up with an algebraic equation that can be used in the grid generation process. Polynomials of 3 rd order can also be used, however, it has been seen that 5 th order polynomials fit the endpoints better than 3 rd order, which is important for the grid generation subroutine.
The polynomial coefficients are input to the grid generation subroutine, along with the dimensions and coordinates that define the body, and the grid is generated. The polynomials for the shocks are used to create foundation gridlines for the block. Inflow and outflow boundaries are created by translating that polynomial that is closest to that boundary by some units. Grid adaptation is also based on the density gradients. The grid lines are clustered towards regions of high density gradients, making an efficient use of the available grid points and eliminating the use of excess number of grid points. Additional details of the new SFGA scheme can be found in Ref. 10.
RESULTS OF NEW SFGA SCHEME APPLIED TO CFL3D CODE FOR DOUBLE-CONE CONFIGURATION
Figures 2-9 show the sequence of the grid shape and corresponding density contours of the new SFGA scheme (method 1). The application here is for the double cone with M = 1.26. Notice here that the new SFGA scheme (method 1) is emphasizing shock fitting more than grid adaptation. For instance in
Figs. 8 and 9, SF2-GA1-SF1-GA1-SF5 sequence is used, where SF stands for shock fitting and GA stands for grid adaptation. The new SKGA scheme is obviously producing sharper accurate shocks without overshooting. Table 1 shows 2 results of the average percentage errors in mass, momentum and energy across the shocks after 10 and 11 cycles of SF and GA A second method (method 2) is developed, where the physical and geometrical shock fitting and grid adaptation are coupled through the use of solution interpolation. In this method, the first step is creating a shock fitted grid from the available solution, second step is interpolating the solution to this new grid, and final step is adapting the grid lines for the high density gradient regions. Shock fitting has to be done before grid adaptation, in order to maintain the shock fitted grid lines. Grid adaptation code recognizes the shock fitted grid lines in this grid by using the same shock search and detection algorithms used in shock fitting code, and adapts the regions in between shock lines, without altering the shock lines. This coupled method is named SFGA. It is seen that this second method is much more efficient and accurate than performing separate iterations for SF and GA. Table 2 shows the results of average errors in mass, momentum and energy across the shocks after 5, 6 and 7 cycles of coupled SF and GA. It is observed that the errors are 25% less than those of method 1, and are obtained in less number of SF and GA cycles. 
NEAR-FIELD RESULTS
FUN3D INTERFACE MATCHING WITH FP CODE AT h/L =2 & MARCHING TO h/L = 6 -70
Interface Matching between FUN3D and Full-Potential at h/L = 2:
The interface vertical cut is taken from the FUN3D solution at h/L = 2, which is the interface plane location. The FUN3D code results are then fed to the interface code where the Euler variables are converted to velocity potential . Table 3 shows the average error in U, V, and W between the FUN3D results and the Full-potential results. The error contours in U, V and W at h/L = 2 are shown in Fig. 14. It is obvious that the matching is of high accuracy 
Full-Potential Marching from h/L= 2 (FUN3D or CFL3D) to h/L = 6 -70 & Comparisons:
The FP matched interface solutions obtained from FUN3D and CFL3d are marched to h/L = 6 and then to h/L =10, 18, 40 and 70. It should be emphasized here that the SFGA scheme is used also with the FP code. Figure 15 shows 
DOUBLE-CONE RESULTS FOR M = 1.41 USING MODIFIED CFL3D AND MATCHING WITH FP CODE
Here we show additional results of the modified CFL3D as applied to the double-cone configuration at M = 1.41. Figures 22 and 23 show the results of the adjusted pressure versus the adjusted axial distance at h/L = 2 and 10 for 7 SFGA cycles, which couples shock fitting and grid adaptation. It is obviously clear that the scheme produces sharp shocks. Figures 24 and 25 show comparisons with the experimental data at h/L = 5 and 10. Again, the net conclusion is that the SFGA scheme greatly modifies CFL3D code and FP code in producing sharp and accurate shocks. 
CONCLUSIONS
Research work in this paper has been focused on the development of highly accurate computational codes for both near-field and far-field sonic boom problem. The structured-grid CFL3D code is modified using a new, highly accurate grid-adaptation and shockfitting scheme for supersonic near-field domain prediction. Two methods have been developed for this purpose, and the second method, which couples shock fitting and grid adaptation, has been shown to be very efficient and more accurate in comparison with the first method, where grid adaptation and shock fitting are carried out separately. The modified CFL3D code is applied to a double-cone configuration at Mach numbers of 1.26 and 1.41. Because of its sophisticated grid adaptation methodology, the unstructured-grid FUN3D is also used for the near-field computations of the doublecone configuration at Mach number of 1.26. The computed near-field results are compared with the available experimental data. The results of the FUN3D and the modified CFL3D are in good agreement with the experimental data. Next, the FUN3D code results at an interface located at h/L = 2 (altitude height/body length) are used to generate input data for the highly efficient, far-field, structured-grid full-potential (FP) code. The SFGA scheme of method 2 has also been used in the FP code. The relative errors for the velocity components, at the interface h/L = 2, between the results of the unstructured-grid FUN3D code and the results of the structured-grid FP far-field code are computed and presented. They are very small. The same matching step has been applied using the modified CFL3D. Next, the FP far-field code is used to advance the solution from h/L = 2 to h/L = 6, 10, 18. The results obtained from matching FP with FUN3D, matching FP with the modified CFL3D, and the experimental data are compared and show good agreement. The interface results have also been advanced to a very far-field location at h/L = 40. The conclusion of this study is that the FUN3D code is highly accurate and efficient for near-field and FP far-field computations. The use of SFGA scheme is a must in the FP code and CFL3D code for highly accurate results.
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