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て米国の ICN プロジェクトである NDN(Named Data Networking)[3]が挙げられる。NDN
は Interest Packet 及び Data Packet の２種類のパケットを用いてコンテンツ配送を実現し
ている。まず、ユーザは要求するコンテンツ名を Interest Packet に乗せてネットワークに
送信する。ルータは Interest Packet に記載されているコンテンツ名を参照し、そのコンテ
ンツの提供者（以下、Publisher と言う）までのルーチングを行う。Interest Packet が
Publisher に到達したら Publisher は該当コンテンツをData Packet の形式でユーザに送信
する。Data Packet は Interest Packet の経路を逆に辿ってユーザに届くが、その際、経路
上のルータはその Data Packet をキャッシュする。この状態で他ユーザが同じコンテンツ


























本論文では NDN 性能解析と ICN における輻輳制御方式の提案及び評価を行う。これま
での研究事例では NDN が既存 IP 網と比較してどの程度性能改善できるか、また、過負荷
時にどのような挙動をするのかについては検証されていない。そこで本研究の NDN性能解













2.1.!NDN (Named Data Networking)の構成要素 
NDN はコンテンツを要求する User、コンテンツを保持しユーザからの要求に対してコ
ンテンツを返す Publisher、そしてそれらを仲介する NDN router の３つのエンティティで
構成されている。またパケット種別として User がコンテンツ要求をする際に発生する
Interest Packet と Interest Packet に対応するコンテンツを含む Data Packet の２種が存
在する。次項からはそれぞれの Packet と NDN におけるコンテツ名、NDNルータの構成、
コンテンツ配送手順及び NDNの耐障害動作について説明する。 
 
2.1.1.!Interest Packetと Data Packet 
 Interest Packet と Data Packet のモデルを図 1 に示す。Interest Packet にはユニーク
なコンテンツ名(Content Name)、制御情報(Selector)、ユーザによって生成される乱数










ファイル Aの名前は / edu / tsukuba / slis / mkawa / pdf / A.pdf となる。ここ
で ”/” は名前コンポーネントの区切り文字である。またコンテンツ名にはセグメント番号
等を付与でき、例えばファイル Aの２つ目のデータのコンテンツ名は/ edu / tsukuba / 




要な役割を持つNDN Router について述べる。NDN Router は Content Store(CS)、Pending 
Interest Table(PIT)、Forwarding Information Base(FIB)の３つから構成される。それぞれ
について説明する。表１に CS、PIT、FIB の例を示す。 
 
①Content Store (CS) 
NDNではルータがコンテンツをキャッシュしている状態で該当コンテンツが要求された
場合、キャッシングコンテンツを返すことで効率的なコンテンツ配送を行っている。CS に
は NDN router がキャッシュしたコンテンツ情報が格納されている。 
 
②Pending Interest Table (PIT) 
PIT には現在コンテンツ要求中でデータが返ってきていない Interest Packet の情報が格
納されている。PIT にコンテンツ名が合致した Interest Packet が記録されている場合は、
その Interest Packet を上流に流さないことによって無駄なコンテンツ配送を防いでいる。 
PIT には、コンテンツ名、interest を受信したインタフェース名、interest 識別子(nonce)
が記録される。 
 
③Forwarding Information Base (FIB) 
既存 IP 網における FIB には IP アドレスと送信するインターフェイスが格納されてお
り、NDNの FIB にはコンテンツ名 prefix とインターフェイスのランキングが格納されて
いる。インターフェイスランキングは後述する Publisher のコンテンツアドバタイズの時
に記録される。NDNでは FIB エントリを用いて Interest Packet の送信先を決定する。あ
る Interest Packet が FIB に合致した場合、このインターフェイスランキングのトップの
インターフェイスに Interest Packet が送られる。
  














名またはコンテンツ名 Prefix を広告する。広告は flooding 形式で行われ、全ルータに行き




何らかの方法でコンテンツ名を得た User はそのコンテンツ名を Interest Packet に格納
し NDN router に送信する。Interest Packet を受け取った NDN router の処理手順を図 2
に示す。 
Interest Packet を受け取った NDNルータはまず CS を確認する。CS を確認しもし該当
データが有る場合はそのデータを Data Packet に格納し Interest Packet を受信したインタ
ーフェイスに送信する。無い場合は PIT の確認に移る。PIT を確認し、もし該当コンテンツ
名が有った場合は他ユーザが既に同データを要求中のため Interest Packet を受信したイン
ターフェイスを記録して終了する。もし PIT に該当コンテンツ名がない場合は FIB の確認
に移る。もし FIB に該当データ名が有る場合は FIB に記載されている対応するインターフ
ェイスに Interest Packet を送信して終了。もし FIB に該当コンテンツ名がなければ該当
Interest Packet を破棄して終了する。 
最終的に Interest Packet が Publisher に辿り着いた場合、Publisher は該当コンテンツ
を含む Data Packet を Interest Packet が来たインターフェイスに送信する。 








 Data Packet を受け取った NDN router の処理手順を図 3 に示す。NDN Router はまず
PIT を確認する。PIT を確認し、該当コンテンツ名がなければ Data Packet を破棄する。
PIT に該当コンテンツがあれば CS の確認に移る。次に CS を確認し該当データがキャッシ
ングされていなければキャッシング処理を行う。キャッシング処理手順を以下に示す。 
(ア)! コンテンツをキャッシュするかを決定。デフォルトでは NDN Router に入ってき
たコンテンツはすべてキャッシングされる(LCE=Leave Copy Everywhere) 
(イ)! キャッシュリプレイスメントポリシー(デフォルトでは Least Recently Used)に
基づきデータを廃棄する 
(ウ)! CS にデータを格納する 
 
キャッシング処理後、PIT に記載されている該当インターフェイスすべてに Data Packet を























①! ユーザが Interest Packet をネットワークに送信 
②! 何らかの障害によってユーザのコンテンツ要求が満たされなかった 
③! ユーザ側でタイムアウト発生 
④! 再度同内容の Interest Packet をネットワークに送信 











した NDNシミュレータと NDNの性能に影響するパラメータについて説明する。 
 
3.1.!NDNシミュレータ 












献[12,13]からユーザのコンテンツ要求は zipf 分布に従うことが報告されている。Zipf 分布




世界中の基幹ネットワークグラフを提供しているWebサイト The Internet Topology Zoo 
[14]を用いた。ネットワークトポロジ Geant 2012 を採用した。トポロジを図 4 に示す。
ノード数は 40、平均次数は 3.05 である。Geant 2012 のノードをルータとして、User は






定するポリシーである。デフォルトポリシーは LCE(Leave Copy Everywhere)で、すべて
のコンテンツがキャッシュ対象になる。キャッシュリプレイスメントポリシーとは、ルータ
のキャッシュが一杯になった際にどのコンテンツを破棄するか選択するポリシーである。











表 2 NDN Router での処理手順(Data Packet) 






ネットワークトポロジ Geant 2012 
User 数 2000 
User 位置 ルータごとに 50 
Publisher 数 5 
Publisher 位置 ランダム 
キャッシングパラメータ キャッシュポリシー LCE キャッシュリプレイスメントポリシー LRU 
   







本章では IP と比較した NDNの各種性能解析実験と NDNの過負荷実験を行う。 
 
4.1.!IP と NDNの比較実験 
本実験の目的は NDN の既存 IP 網と比較したコンテンツ配送の効率性を調査することであ
る。NDNは既存 IP 網と以下の２点で効率的なコンテンツ配送を実現している。 






 図 5 に両実験におけるユーザごとの最大コンテンツ取得遅延の平均を示す。図 5 から
NDN は既存 IP 網と比較して約 55%改善できていた。これからこの性能改善要因の解析を
行う。 
 図 6 に平均 Hop 数を示す。図 6 から NDN では既存 IP 網と比較してコンテンツ取得の
ための Hop 数が小さくなっている。 
 。図 7 にネットワーク上での輻輳リンク(緑)と Publisher の位置(青)、図 8 に既存 IP 網
における Hop 数分布を示す。図 8 から既存 IP 網においては Hop 数 4 で多くのコンテンツ
がヒットしており、一方で図 8から NDNネットワークにおいては Hop 数 1 で多くのコン
テンツがヒットしている。 
 次に各リンク使用率をみていく。IP 条件において輻輳したリンク(使用率が 1に達したリ
ンク)は 33->34 リンク、34->0 リンク、36->2 リンクであった各条件でのリンク使用率の推
移特性を図 9及び図 10に示す。図 9からNDN条件では各輻輳リンクの使用率がほぼ0.8
以下で抑えられていることがわかる。 
最後にIP条件及びNDN条件の最人気コンテンツの取得Hop数を図 11と図 12に示す。






















































図 8 Hop 数分布(IP NDN) 
 
  
























hop 1 hop 2 hop 3 hop 4
  















図５から NDN は既存 IP 網と比較して効率的なコンテンツ配送を実現していることがわ
かる。その要因を検証していく。まず図 6 と図 8 から NDN環境ではコンテンツ取得に要
する Hop 数が非常に小さくて済むことが読み取れる。特に図 8 から NDN では約 35%の
要求が 1 Hop で満たされ、コンテンツキャッシングがうまく機能していることがわかる。
図 12 からもコンテンツキャッシングによる Hop 数削減への貢献が読み取れる。次にリン













ユーザごとの最大遅延平均を図 13 に示す。図 13 からユーザの増加とともにユーザのコ
ンテンツ取得時間が伸びていることがわかる。これからこのコンテンツ取得時間が伸びる
原因を調査していく。 
次にユーザ数ごとの再送率を図 14 に、Hop 数分布を図 15 に、キャッシュヒット率を
図 16 に示す。これら３つの指標においてユーザ数による顕著な変化は見られなかった。 
次に輻輳リンクについて調査する。ユーザ数=2000 時での輻輳リンクは 34->0 リンク、




最後にユーザ数が 1600 と 2000 の場合に輻輳リンクに接続しているルータ(Node 0,2,4)
において輻輳を発生させる Interest Packet のヒット率を計測した。結果を図 21 に示す。









図 13  最大コンテンツ取得遅延平均 図 14  再送率 
 
  















































































図 18  リンク使用率(1200 User) 
   
 
図 19  リンク使用率(1600 User) 
   
 













わかる。キャッシュヒット率の低下によって過剰量の Interest Packet が上流に流れリンク
輻輳が発生する。これは図 18、図 19、図 20 から読み取れる。次にこのリンク輻輳によ
って Data Packet がドロップする。そうするとユーザ側でタイムアウトが発生し再度






























輻輳リンクへの Interest Packet を減らす方法は２つ考えられる。１つ目はキャッシュア
ルゴリズムの改良である。輻輳リンクの手前ノードにおいてキャッシュヒット率が改善さ
れれば輻輳リンクへの要求量を減らすことができる。２つ目は Interest Packet のフォワー
ディングアルゴリズムの改良である。リンク使用率に対応して Interest Packet のフォワー





には来たデータをキャッシングするか決定する Cache Decision Policy とキャッシュが一
杯のときに破棄するデータを決定する Cache Replacement Policy がある。提案手法では




合に制御スイッチ SW(R)を ON にする 
2.! SW(R)が ON の場合、ルータ R はリンク使用率が閾値以下のリンクからのデータをキ
ャッシュしない 
 
改良 Cache Replacement Policy も以下に示す。 

















publisher までのホップ数、隣接ノードから Publisher までのホップ数を FIB に記録する。
またキャッシュアルゴリズムの時と同様に各ルータは接続リンクの使用率を定期的に計測
する。 
提案手法アルゴリズムの擬似コードを図 22 に示す。ここで Interest Packet を受信した
ノードを R、ノード Aから Bへ向かうリンクを LINK(A,B)、ルータ Cから目的地 Dへ全次
ノード集合を LIST(C,D)、リンク Lのリンク使用率を USAGE(L)、ノード Eからノード Fへ
の最短ホップ数を HOP(E,F)、実際に転送するノードを NEXT、制御フラグを FLAG とす
る。この制御フラグは Interest Packet が Publisher へ到達することを保証するために用い
る。本方式ではホップ数ではなくリンク使用率を用いてフォワード先を決定しているため、
条件によっては Interest Packet が Publisher から遠ざかり続ける可能性がある。これを防
ぐために、Interest Packet が Publisher から遠ざかるようにフォワードされた際に FLAG
を立て、FLAG が立っていた場合は Hop 数が増える迂回経路を選択できないように制限し
た。 
Interest Packet を受信したルータは、 




Step 2) まずルータはすべての次ノード候補 LIST(R,P)から自分へのリンクが輻輳していな
い候補ノード、かつ、FLAG が立っている場合はホップ数がより小さい候補ノードを選択す
る。 
Step 3) 次に送信ノードを決定する。候補ノード個数が 0の場合はデフォルトアルゴリズム
と同じ FIB ランキング１位のノードに Interest Packet をフォワードする。候補ノード個数
が１つの場合はそのノードにフォワードする。候補ノードが２つ以上残った場合、それぞれ
の候補ノードから自分へリンク使用率を比較し最も使用率の低いノードを選択する。 
Step 4) 最後に FLAG 処理を行う。フォワードするノードから Publisher へのホップ数が自













IF(USAGE( LINK(FIB インターフェイスランキング１位のノード,R) ) < 閾値) THEN 






FOR C in LIST(R,P) 
 IF USAGE(LINK(C,R) ) < 閾値 THEN 
  LIST(R,P)から C を削除  
 ELSE IF FLAG==0N AND HOP(C,P) < HOP(R,P) THEN 
  LIST(R,P)から C を削除 




IF LIST(R,P)の要素数 == 0 THEN 
 NEXT = FIB インターフェイスランキング１位のノード  
ELSE IF LIST(R,P)の要素数 == １ THEN 
 NEXT = LIST(R,P)に残ったノード 
ELSE IF LIST(R,P)の要素数 >= 2 THEN 
 NEXT = USAGE( LINK(残留ノード,R) )が最小となるノード 
END  
 
#FLAG 処理(STEP 4) 
IF HOP(NEXT,R) >= HOP(R,P) THEN 
 FLAG = ON 
END IF 









今回の評価実験では Publisher 位置を変化させて 4 回の実験を行った。輻輳リンク判定閾




表 3 に条件ごとの最大コンテンツ取得遅延平均を示す。表 3 から各実験で制御効果が現
れていることがわかる。以降は提案方式の効果メカニズムを明らかにするために試行４の
計測データを用いる。まず制御無しでのネットワーク各リンク使用率を計測した。すると輻
輳リンクは 35->2 リンク、36->2 リンク、2->4 リンクであった。図 23 にネットワーク上
での輻輳リンクを示す。制御無し条件と制御有り条件時のこれら輻輳リンク使用率を図 24、








表 3 条件ごとの最大コンテンツ取得遅延平均 
 試行１ 試行２ 試行３ 試行 4 
制御無し(sec) 3.163 2.250 2.065 2.257 
制御有り(sec) 2.904 1.837 1.708 1.789 
































から 2->4 リンクのリンク輻輳を解消することはできなかった。図 26 からキャッシュヒッ
ト率は制御有であっても 20%以下であった。また図 26 からルータ 2 におけるキャッシュ










実験結果を表 4 に示す。表 4 からフォワードアルゴリズムの改良によって平均 24.3%改
善できていた。以降は試行４のシミュレーション結果を用いた。制御無し条件での輻輳リン
クは 35->2 リンク、36->2 リンク、2->4 リンク、4->29 リンクであった。これら輻輳リンク
の位置を図 27 に示す。制御無し条件、制御有り条件での各輻輳リンク使用率を図 28、図 
29 に示す。図 28 から制御無し条件では 36->2 リンク、2->4 リンクにおいては常にリンク













表 4 試行ごとの最大コンテンツ取得遅延平均 
 試行１ 試行２ 試行 3 試行 4 
制御無し(sec) 2.178 2.082 3.223 1.989 
制御有り(sec) 1.600 1.603 2.672 1.389 







































NDN 性能解析実験では、IP と比較して NDNがどのように効率的にコンテンツ配信を実
現しているか実験を行った。実験から NDNにおいてはキャッシングによってほとんどの要
求はルータのキャッシュで満たされリンク輻輳を未然に防いでいることがわかった。 
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