Dans cet article, les auteurs présentent un modèle de comptabilisation des émissions de gaz à effet de serre (GES) basé sur la consommation et sur une présentation régionale intrants-extrants. Les résultats obtenus grâce à ce modèle permettent de fournir une série de tableaux détaillés intrants-extrants qui illustrent le rô le du commerce dans les émissions intrinsèques à la fois par régions et par secteurs (contrairement aux tableaux habituels intrants-extrants selon la valeur financière). Après avoir expliqué en détail leur modèle de comptabilisation des GES intrinsèques, les auteurs analysent brièvement les empreintes carbone qui sont basées sur la production et celles qui se sont basées sur la consommation de même que le rô le du commerce interrégional dans les émissions intrinsèques dans les provinces canadiennes pour la période 2004-2011. L'objectif de cette analyse est de présenter le modèle et d'illustrer des conclusions générales afin de mettre en lumière l'utilité des tableaux détaillés intrants-extrants de GES en tant qu'outils dans des recherches à venir.
Introduction
The primary purpose of this article is the detailed presentation of a consumption-based greenhouse gas (GHG) accounting model for Canada, based on a multiregional input-output (MRIO) formulation. This model reconciles financial and emissions data from several sources and synthesizes these data into a set of detailed embodied GHG emission input-output (IO) tables displaying trade of embodied emissions, rather than the usual financial values, across regions and sectors within Canada. 1 The full set of embodied GHG IO tables are available as a resource at https://www.policyschool.ca/publicationcategory/research-data or directly from the corresponding author.
To illustrate the utility of this new data set, we provide a basic analysis of embodied GHG flows and GHG emission footprints across Canadian provinces for [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] . The GHG emission footprints are assessed under two alternative accounting approaches. Production-based accounting allocates GHG emissions on the basis of the physical location of emissions, and consumption-based accounting makes use of our new data set to allocate GHG emissions on the basis of the embodied emissions in goods and services at their location of final consumption. As an example, consider the emissions produced by extracting crude oil in Alberta: Under the productionbased accounting approach, these emissions are all allocated to Alberta's footprint (because Alberta is the physical location of emanation). Conversely, using the consumption-based approach, these emissions are allocated across provinces and international export markets on the basis of the physical location where the final goods are consumed, using Alberta crude oil as an intermediate input.
Although the concept of an emissions-based IO table is generally unprecedented in the extant literature, the use of an MRIO model in allocating consumption-based emissions is not novel (Davis and Caldeira 2010; Dolter and Victor 2016) . The innovation in this model is that, by generating a full set of embodied GHG emissions, we are able to present a detailed picture of the flow of embodied GHG emissions through different sectors and regions. Our model results are not produced through the usual matrix algebra techniques (Leontief 1970 ) but rather by formulating the system of equations as a mixed complementarity problem. The choice of this formulation allows us to preserve more detail in tracking GHG emissions and also makes the exposition of the model more accessible to individuals without a strong background in linear algebra.
Our assessment of consumption-based GHG footprints is focused on comparisons across provinces within Canada, but the model formulation also includes an international MRIO that tracks the embodied emissions of international imports to each of the Canadian provinces. In total, we consider 52 regions: the 10 Canadian provinces; Nunavut; a region representing the Yukon and Northwest Territories; a region representing Canadian activities abroad; and 39 international trading partners (38 individual countries and a rest-of-world region). For the Canadian portion of the model, emissions are detailed for each of 44 sectors (41 productive sectors plus consumption, investment, and government spending).
The data used to construct and inform our model and analysis come from four main sources: Statistics Canada's economic and environmental accounts, Environment and Climate Change Canada's GHG emissions data, the World Input-Output Database, and Industry Canada's ''Trade Data Online'' service (which allows us to tie international imports to specific provinces).
From a policy perspective, our analysis of the calculated GHG footprints implies that regions with strong resource extraction sectors (such as Alberta and Saskatchewan) may suffer a disproportionate amount of environmental criticism. This is because emissions produced through the extraction process in these regions support final consumption that largely occurs elsewhere (in other provinces and abroad). In general, on a per capita basis, consumption-based GHG accounting indicates less variance across provinces than production-based accounting. Our results in this respect are similar to those of Dolter and Victor (2016) , who estimate small variations in per capita consumption-based emissions across provinces, driven primarily by differences in average income and corresponding levels of per capita consumption. The reduction in the variance of provincial GHG accounts when moving from production-to consumption-based measures is a direct result of the high volume of emissions embodied in trade. By extension, our results raise significant concerns for carbon leakage (in which reductions in emissions in one region are met by partially offsetting emissions in another region because of the pattern of trade) and the related issue of trade exposure and competitiveness for regions producing high emission exports.
Literature Review
Although our approach is somewhat novel, being the first effort to construct embodied emissions IO tables, there is considerable precedent in calculating consumption-and production-based emission accounts. We focus here on a limited review of Canadian emissions accounting as well as particularly relevant methodology articles. Gaston (2011) outlines a four-region model focused on explaining Canada's net flow of GHG emissions in international trade in 2002 and 2006 . The presented model includes Canada as well as its two largest trading partners (China and the United States) and a rest-of-world region. As Gaston explains, in a single-region model the emissions associated with domestic production are known, but the emissions associated with imports are not known. A commonly used technique to work around this is to make a ''common technology assumption'' whereby all imports are assumed to have the same embodied emissions per dollar (the same emissions intensity) as domestically produced goods. This ignores important differences in the emissions intensities of different countries or regions. Thus, including Canada's major trading partners (the United States and China) in the calculation allows for differences in the intensities of imports and domestic production that may have important impacts on consumption-based measures of GHG emissions.
In the model developed in this article, we take much the same approach when dealing with international imports and exports. Specifically, in addition to our regional Canadian model, we introduce a separate 41-country (Canada, 39 other countries, and a rest-of-world region) model to calculate the emissions embodied in Canadian imports. Although this may seem excessive in relation to the four-region model presented by Gaston (2011) , it provides the maximum allowable detail based on the data available to us (see Appendix 1).
As with Gaston (2011) , Dolter and Victor (2016) calculate GHG emissions accounts at a national level, with the added innovation of allocating those emissions across Canadian provinces on the basis of each province's share of total national consumption. The resulting calculated consumption-based emissions reflect differences in both the aggregate volume and the composition of final demand in each province.
As Dolter and Victor (2016) point out, this innovation is limited in that it implicitly assumes a common Canadian technology wherein all goods produced domestically by a specific sector have the same emissions intensity regardless of the region of production. 2 The use of this common technology assumption avoids significant data requirements, specifically the need for emissions data at the sector or province level. Dolter and Victor (2014) further suggest that ''greater insights could be made [by utilizing] provincial and territorial IO tables to create a Canadian multi-region IO model' ' (22) that would more accurately track the flow of embodied emissions between provinces. This is exactly the approach we adopt in this article. In contrasting the two approaches, our model is able to account for differences in the embodied emissions of goods across provinces, whereas Dolter and Victor's model is not. 3 The downside of using a complete provincial and territorial MRIO model to track the flow of embodied emissions across provinces is that effective implementation of this approach requires sector-level emissions data by province that, as we discuss in more detail in the Identifying Direct Greenhouse Gas Emission by Sector section, is not readily available. To overcome this, we develop a constrained optimization program in that section to reconstruct or synthesize sector-by-province measures of emissions.
In addition to the necessity for a more detailed data set, Dolter and Victor (2016) also point out that a complete MRIO formulation for GHG emissions accounting will inevitably require several assumptions regarding the details of embodied emission flows. Examples of such assumptions are discussed by Lenzen et al. (2004) and Peters (2007 Peters ( , 2008 . Lenzen et al. (2004) outline three scenarios for modelling embodied emissions flows: (a) autonomous (or closed) economy, (b) unidirectional trade, and (c) multidirectional trade. Our approach is closest to Lenzen et al.'s third scenario, which provides the most detailed view of emissions trading in a multiregional model. The only critical difference is that we incorporate interregional and international trade into the intraregional transaction matrices (treating imports as generally competitive with regional production) rather than separating imports from domestic transactions.
As Lenzen et al. (2004) point out, fully separating imports from domestic transactions in intraregional trade would provide a more accurate assessment of overall emissions flows. However, our decision to incorporate trade directly into the intraregional transaction matrices is driven by the quality of our available IO data, which do not track the intraregional flows of imports separately from the intraregional flows of domestic production.
This distinction between imports and domestic production is also referenced in Peters (2007) , who defines two approaches to dealing with the interregional flow of emissions: the emissions-embodied-in-exports (EEC) approach and the embodied-emissions-in-trade (EET) approach. The EEC approach considers only imports to final demand, whereas the EET approach considers all imports regardless of their destination. As Peters (2007) explains, the critical difference between these approaches is that the EEC approach allows the model to identify emissions that pass through each region, whereas the EET approach does not. Consider that imports to a region have three main uses: (a) direct inputs to final consumption, (b) inputs to intermediate production satisfying domestic consumption, and (c) inputs to intermediate production for the purposes of exports. As further explained by Peters (2008) , an MRIO approach (such as the one we are using) is able to allocate the embodied emissions in the first and second categories to the target region while passing on the emissions in the third category to an export partner. Although our model generally follows an EET approach, by using a full MRIO formulation we are still able to account for emissions that pass through a region when reconciling our overall consumption-and production-based emissions accounts.
With the policy dimension in mind, we close this section by reminding the reader that the concepts of embodied emissions and consumption-based emissions accounting are fundamentally abstract. Given this, our intent is not to present a definitive calculation of consumption-based GHG emissions but rather to exposit a model based on a set of minimally arbitrary, non-trivial assumptions regarding the calculation of consumptionbased emissions (given currently available data). The results of any consumption-based GHG measure will be highly reliant on data quality and the modelling assumptions being made. It is therefore important to be explicit about both of these in developing an MRIO and producing related consumption-based GHG measures. The next section provides detail on our modelling approach and use of available data.
Methodology
Our model formulation uses input and output flows taken from financial IO data to allocate GHG emission flows between sectors and regions. The concept underlying this methodology is to use the value shares of intermediate output goods to allocate the flow of embodied emissions between intermediate sectors and eventually to final consumption.
Conceptually, the accounting methodology we have adopted is identical to that of a standard IO table. The element that makes this a formulation adaptable to GHG accounting is that our model introduces ''GHG added'' to each sector, whereas a standard IO table would itemize financial values corresponding to value-added or income measures to each sector (representing labour and capital income generated by the sector). Following from this, we can allocate the GHG emissions embodied in each sector's output on the basis of the observed financial flows out of that sector. For example, if Sector B purchases 20 percent (by value) of the output of Sector A, we would allocate 20 percent of Sector A's embodied emissions to Sector B.
Although there is a substantial amount of interregional and intersectoral trade in the Canadian economy, the entire value of production comes from primary factors of production (labour, capital, and natural resources) in some form. At the other end of the value chain, all production value flows to four consumption sinks (household consumption, investment, government spending, and exports).
We can consider a parallel structure for the flow of embodied emissions. The bulk of total GHG emissions come directly from the emissions generated by production (with the rest occurring as a result of consumption of some final production goods such as motor and heating fuels). It follows that the embodied emissions (like the value of the goods themselves) can be considered to flow to the same consumption sinks. The production of GHG emissions as a by-product of each sector's output is contingent on the demand (intermediate or final) for that sector's output. As such, the end demand for a particular sector's output plays a role in driving not only the emissions directly generated by that sector but also the emissions generated by all sectors supplying that sector and all sectors supplying those sectors, and so on.
Given this ripple effect, tracking the trade in embodied emissions quickly becomes complex and difficult to illustrate in a simple manner as we consider multiple regions and sectors. To aid in the exposition of our methodology, we use a simplified illustrative example before moving on to the formal model description.
A Simple 2 D 2 Sector Example
We start by examining the simplest non-trivial example possible, that of a single region under autarky producing and consuming from two sectors: A and B. Table 1 is an example symmetric IO table for such a region. Vertically, the table includes the two sectors (A and B) along with the income or value-added measure and a row representing the column totals where appropriate. Horizontally, the table again includes the two sectors (A and B) along with the value of final consumption for each sector and a column representing row totals where appropriate.
For readers unfamiliar with the setup of a symmetric IO table, the interpretation of each entry (except for column and row totals) is a flow of value from the row identifier to the column identifier. For example, the top left entry ($10 billion) represents the value of output goods that Sector A purchases from itself to produce output. Moving to the right, the next entry ($15 billion) is the value of output that Sector B purchases from Sector A. The second-to-last row (value added) tracks the value of primary resource inputs (labour, capital, and natural resources) to production in each sector.
An important element of the interpretation of an IO table that may not be directly apparent to readers unfamiliar with IO tables and their uses is the potential for double counting. Notice that the row totals for Sector A and Sector B in Table 1 cumulatively total $75 billion. This is considerably more than the implied aggregate production of $30 billion (the sum of the value-added row) and the implied aggregate consumption or expenditure, which is (via mathematical identity in this closed model) also $30 billion. The reason for this is that simply totaling the output of all sectors without regard to the pattern of trade between them double counts 4 their value in building a national total. By definition, total net production in the economy (as measured by gross domestic product [GDP] ) is far less than total gross production in the economy (as would be measured by the aggregation of the value of output from all sectors). As an example, consider the case of a simple wooden table. The wood used to produce the table might be sold by a logger or lumber mill to a carpenter at a cost of $50. The carpenter might then spend a day fashioning the raw lumber into a table that would sell for $150. The total contribution to GDP of this table's construction would be $150 ($100 going to the carpenter as income and $50 going to the logger or lumber mill). However, if one was to simply aggregate the total output of these two sectors, the calculated figure would be $200 because the carpenter's output good is worth $150 and the logger or lumber mill's output good is worth $50.
This relationship holds true for GHG emissions as well (net embodied emissions are less than gross embodied emissions). As we show, production in each sector drives GHG emissions both directly (through production in that sector) and indirectly (through production of GHG emissions in other sectors that sell inputs to the sector in question). To examine the GHG emissions embodied in consumption goods, both the direct and the indirect emissions associated with each sector's output need to be examined, but care must be taken to focus on only the final consumption of these goods to avoid double counting.
Our goal with this exercise is therefore to essentially reconstruct Table 1 to show embodied GHG emission flows rather than dollar value flows. In doing so, we make use of the value shares of output from each sector to allocate the emissions motivated by each sector to the other sectors and end consumers. To calculate these shares, we take each entry and divide it by its row total. For our simple model, the value shares generated by this process are summarized in Table 2 .
Notice that the value-added row is absent from Table  2 . This is because, as we transition from a financial IO table to a GHG IO table, the value added is replaced with the direct emissions produced in each sector. These emissions are known and are directly driven by production, rather than being indirectly driven as are the relative shares in production. The financial value added is the key component we are replacing (with direct emissions added) to transform the financial IO table into a GHG IO table.
In replicating Table 1 for GHG emissions, we know all of the row entries for the value-added (now GHGadded) row, but we need to solve for all other entries. In our simple 2 Â 2 case, this is done by first using the following two equations (which represent the IO flows of embodied GHG emissions between sectors),
where y i is the total embodied emissions in the output of sector i and d i is the direct emissions produced by production in sector i. On the basis of these calculated total embodied emissions and flows, the consumption share of GHG emissions can be given as
where C i is the embodied GHG emissions in the final consumption of goods produced by sector i. From these equations, the general format for our GHG IO table is given in Table 3 .
Continuing with the simple model, assume that d A ¼ 10 kilotonnes and d B ¼ 20 kilotonnes of CO 2 e emissions. In this case, the numeric solution to the system of four equations given earlier can be summarized in the format established by Table 3 . Substituting numerical values into the established format generates the full GHG IO result as given in Table 4 . 5 Note that, as with the initial financial flow example in Table 1 , the column and row totals match in the constructed GHG flow in Table 4 . This represents the fact that (a) the total embodied emissions flowing into a sector exactly match the total embodied emissions flowing out of a sector and (b) the total emissions produced 
GHG Emissions Added
Note: GHG ¼ greenhouse gas. Source: Parameter values taken from Table 2 .
in a closed economy must equal the total embodied emissions in consumption of the final goods in that
. Even this simple model indicates the importance of tracking flows between sectors and the role that consumers as well as producers play in driving GHG emissions. If we look at the original numbers presented in Table 1 combined with the assumed values for d A (10 kt) and d B (20 kt), we can classify sector A as being relatively clean and sector B as being relatively dirty. Sector A generates 10 kilotonnes of GHG emissions to produce $50 billion of gross output ($20 Bn of which is value added), and sector B generates 20 kilotonnes of GHG emissions to produce only $25 billion of output ($10 Bn of which is value added).
Although this simple clean-dirty assessment is entirely valid, it does not generate insight into the areas of consumption that drive overall GHG emissions. Because the output of Sector B is used so intensively in Sector A, the final consumption of goods from Sector A and not Sector B actually drives more of the overall production of GHG emissions in this simple model.
As with the original financial flow IO models and tables, utilization of this methodology is not limited to single regions. Expanding the assessment to multiple regions (as is done in the full model described later) relies on the same basic methodology, but the dimensionality of the mathematical problem used to generate the GHG IO tables increases at a dramatic rate as the number of regions and sectors specified increases. The interpretation of a multiregional model is similar to that of a multisector model in that it allows us to identify linkages between consumption of embodied emissions in one region and production of embodied emissions in another.
Moving to a more realistic representation of Canada's integrated provincial economy requires consideration of the open nature of the Canadian economy. In the simple closed model presented, the total production of GHG emissions is equal to the total embodied GHG emissions associated with consumption. In an open economy, imported goods are associated with embodied emissions generated outside of Canada and exported goods are associated with embodied emissions generated in Canada. Dealing with the emissions associated with Canadian exports is a simple matter because these can be calculated on the basis of the total embodied emissions in a sector's and region's output and the value share of exports coming from that sector and region. However, dealing with the embodied emissions in imports is more complex because use of Canadian data alone does not allow for the calculation of either the volume or the allocation of these emissions across sectors and regions. As indicated, we address this through the use of an international GHG IO model (constructed in the same fashion as we have described), which feeds into our more detailed regional GHG IO model.
Consumption-Based Greenhouse Gas Accounting Model for Canada
As a result of data availability, the resolution (level of detail) of our detailed regional Canadian model is limited to 29 production sectors pre-2009 and 37 production sectors from 2009 on. In each year, activity in these sectors is shown for each of 13 regions (10 provinces, two regions representing the territories, and one region representing Canadian production abroad). These regions and sectors are summarized in Appendix 2 (Tables B.2 and B.3, respectively).
The international GHG IO model that is used to generate embodied emissions in Canadian imports is based on data from the World Input-Output Database. The level of detail in this international model is limited to 35 production sectors and 40 countries plus a rest-ofworld region summarizing international trade outside of these 40 countries. These countries and sectors are summarized in Tables B.5 and B.6, respectively. Additional details on this international GHG IO model are presented in Appendix 1.
As with the simple model described earlier, the more complex model presented here begins with an equation describing the embodied emissions in the output from each sector-region pairing. The model also includes three separate consumption sectors corresponding to the three elements of the expenditure approach to calculating GDP (personal consumption, investment, and government spending). The movement to sector-region pairs requires some additional notation in the form of subscripts and sets. Sectors in the model are represented by the subscripts i, j, and k such that i 2 S and f j; kg 2 fS [ Cg, where S is the set of production sectors indicated by Table B .3 and C is the set of consumption sectors (consumption, investment, and government spending).
The regions in the model are represented by the subscripts r and q such that fr; qg 2 R, where R is the set of Using these subscripts, the total emissions embodied in the output from each sector-region pairing are given by Equation (1): 6
where Y i,r is a variable representing the total embodied emissions in sector i and region r (as in the simple model); B j,i,r is a variable representing the flow of embodied emissions from sector j to sector i in region r; W i,q,r is a variable representing the embodied emissions flowing from sector i in region q to sector i in region r; m i,r is a parameter representing the embodied emissions in international imports flowing into sector i in region r; and d i,r is a parameter representing the direct emissions produced in sector i in region r.
It should be noted that the characterization for variable W i,q,r reflects the assumption that, for each sector, interregional imports are combined with domestic production before being used in intermediate or final consumption uses. This assumption is necessary because the IO tables available to us do not itemize domestic and interregionally imported flows separately for inputs entering into intermediate or final consumption. That is, the movement of a good from sector i in region q to sector j in region r is recorded in the available IO tables as two flows, first from sector i in region q to sector i in region r and second from sector i in region r to sector j in region r. 7 It should also be noted that although m i,r is treated as a parameter in this model, it is calculated as an endogenous output of a separate international GHG IO model (described in Appendix 1). To determine the explicit values of B j,i,r , we make use of the value shares observed in the financial flow IO tables. This relationship is defined by Equation (2), which outlines the intersectoral flows of GHG emissions inside each region:
The bracketed term in Equation (2) represents the value share of sector j's input into sector i. The numerator (b j,i,r ) is a parameter representing the financial value of inputs coming from sector j and going to sector i in region r. The introduced parameter w j,r,q represents the flow of value in sector j coming from region r and going to region q, and the introduced parameter x j,r represents the value of international exports generated by sector j in region r. The elements of the denominator therefore sum to the total gross output from sector j. Specifically, the
is the total aggregate flow of value coming from sector j and going to all other sectors (production and consumption: k 2 fS [ Cg) in region r;
the term P q2R w j;r;q À Á h i represents the total aggregate flow of value from sector j that is leaving region r destined for other regions in Canada ðq 2 RÞ, and the term x j,r represents the value of international exports generated by sector j in region r.
Following the same format, Equation (3) determines the values of the interregional flows (from region q to region r) of GHG emissions for each sector:
Outside of domestic demand, which is simply the sum of the elements representing flows from productive sectors to consumption sectors (i.e., P i2S P j2C ðB i;j;r Þ), the final output side also includes international exports. The flow of GHG emissions to Canada's export partners is calculated in Equation (4):
where X i,r represents the flow of embodied GHG emissions out of the Canadian economy and to Canada's export partners. Note that because X i,r represents a flow of embodied emissions exiting the model (and exiting the country), it does not show up in any other equations. Aggregating the numerators for each of the bracketed terms in Equations (2)- (4) forms the denominator common to each term. This indicates that the embodied GHG emissions from every sector are fully allocated (shares sum to 100 percent) to a combination of regional production and consumption sectors (Equation (2)), interregional trade (Equation (3)), and international trade (Equation (4)).
Equations (1)- (4) constitute a solvable system of equations for a given set of parameter values (b i,k,r , w i,r,q , x i,r , and d i,r ). A conventional approach to solving such a system is to reformulate via matrix notation and solve via matrix algebra techniques. 8 Rather than follow this approach, we formulate the set of equations as a mixed complementarity problem that is then solved through the use of the PATH solver or algorithm (Dirkse and Ferris 1995) . Development of the PATH solver has been aimed at solving mathematical problems that can be characterized by a square set of nonlinear equations. Although the system represented by Equations (1)- (4) constitutes a square set of linear equations, the PATH solver is nonetheless very capable of solving it. Formulating the problem as a set of individual equations (rather than using matrix notation) maintains the transparency of our modelling assumptions and allows for the preservation of detailed elements of the resulting solution. In particular, the values of B j,i,r , W i,q,r , and X i,r (which are not normally explicitly calculated via a matrix algebra technique) allow for the identification of detailed results for interprovincial and intrasector trade flows as in Figure 4 (shown later) and Tables 5 and 6. The standard matrix algebra approach would generally produce metrics only for final consumption. In addition to these metrics, we are also interested in the flows of embodied emissions between specific sectors and regions. Such metrics can be generated using matrix algebra techniques, but the practical exercise involved in doing so is cumbersome.
Appendix 3 describes such a parallel matrix algebra model, mathematically equivalent to the multipleequation-mixed-complementarity formulation we have just finished outlining. The essential differences between the mixed-complementarity and matrix formulations are limited to the notation used in describing the model and the nature of the computation process used to solve it.
Data Sources and Parameter Values
The parameters (lowercase letters) in Equations (1)- (4) give a direct indication of the data requirements for this exercise. These requirements can be categorized into three main areas: (a) financial flow data across sectors and regions within Canada, (b) GHG production by sector and region within Canada, and (c) embodied emissions in the international imports to Canada by sector and region. We start with an explanation of the data representing financial flows within Canada before moving on to a description of the emissions-based data sources. The productive sectors listed in Table B .3 (and therefore included in the model) correspond directly to those included in the Statistics Canada provincial symmetric IO tables with five exceptions. In the original tables, coal mining, crude oil extraction, natural gas extraction, other (non-energy) mining, and support activities for oil and gas extraction and mining are aggregated into a single sector called ''mining and oil and gas extraction.'' We disaggregate these sectors in our analysis because there is a significant focus on non-renewable resource extraction in the ongoing dialogue surrounding Canada's GHG emissions. These sectors are also of high relative importance as inputs into major downstream production (particularly manufacturing and utilities). Details on this disaggregation exercise are provided in Appendix 4.
In considering the value flows from productive to consumption sectors, the provincial symmetric IO tables provide more detail than we require. The IO tables include 16 different final consumption categories. We aggregate these 16 consumption categories into the three standard national income classifications: personal consumption, investment, and government spending. The specifics of our mapping from the Statistics Canada IO tables to the three classifications in our model are given in Table B .1.
Identifying Direct Greenhouse Gas Emissions by Sector: d i,r
In determining appropriate values for the direct GHG emissions produced by each sector and region (d i,r ), we reconcile data from two main sources: (a) Environment Canada's (2016) National Inventory Report (NIR) and (b) Statistics Canada's (2012 Canada's ( , 2015d ) environmental resource accounts (ERA).
The NIR is Canada's annual submission to the United Nations Framework Convention on Climate Change (UNFCCC). It provides detail on emissions by UNFCCC classification at the provincial level with an additional breakdown of sources based on an internationally agreedon classification system. However, the mapping between the UNFCCC classification and the S-level sector classifications used in Statistics Canada's IO tables is inconsistent. For many sectors, the UNFCCC classification does not go to the same level of detail as the S-level sector classification. Although it is feasible to map emissions directly from the NIR classifications to those used by Statistics Canada's IO tables for some sectors, it is not feasible to do this for all sectors, implying the need for additional data.
The ERA data set provides data on the GHG emissions directly produced in each sector at the federal level. The level of sectoral detail in these tables actually exceeds what is required to match the provincial-level IO tables (the more detailed L-level vs. the less detailed S-level tables, using Statistics Canada's nomenclature). We therefore adjust the national-level data such that the level of aggregation directly matches the required level of detail implied by the set of production sectors included in our model (Table B. 3).
Both data sets are intended to be comprehensive measures, but given the use of different statistical and measurement methodologies, discrepancies exist between these data sets. To address this, and to maintain consistency between data sets wherever possible, we use a constrained optimization exercise to reconcile the two data sets while allocating observable emissions across provincial-sector pairs. 9 The following set definitions are useful in formalizing the constrained optimization problem. Sets S and R retain their definitions from earlier (as the set of sectors and regions in the model, respectively). K & S is the subset of sectors for which a direct mapping from the NIR data to the IO tables can be established. (Specific elements of set K are listed in Table B .4.) J & S is the subset of sectors for which no such direct mapping exists (such that fJ [ Kg S and fJ \ Kg ). With these sets in place, we outline calibration parameters taken from observable data. d ;r is the total provincial emissions for each province r 2 R as calculated from the NIR. 10 Our constrained optimization approach requires a calibration target. A common approach to distributing GHG emissions across regions is to allocate them on the basis of the gross financial output from sector i in region r as a share of gross financial output from sector i in all regions. By way of example, Dolter and Victor (2016) make this ''Canadian technology assumption'' for all sectors in their model with the exception of utilities. However, it is our view that allocating emissions on the basis of value-added shares (net contribution to GDP) is more appropriate than allocating them on the basis of gross value shares. In this context, value added refers to the net income produced by each region-sector pair. We assert that a value-added approach is likely to produce more accurate simulated sector-province emissions.
As a simple example, consider that a manufacturing sector forging new parts is likely generating more GHG emissions than a manufacturing sector purchasing parts from other regions and simply assembling them into a finished product. Although these two sectors may produce the same value of output (in terms of finished manufactured goods), absent a significant market failure the sector forging new parts will have a higher recorded value added given the additional labour and capital required to forge the parts. The implication is that an appropriate weighting scheme should be based on the province's share of value added rather than its share of total sectoral output.
This implies the following calibration targets:
where d i;r is the calibration target and v i,r is the provinceand sector-specific value added (the sum of wages and salaries, supplementary labour income, mixed income, and other operating surplus as calculated from Statistics Canada 2015g). It is important to note that, in application, these targets are superfluous for sectors in set K because these elements are set directly on the basis of the NIR data. Also note that the shares apply across regions for each sector individually, as indicated by the aggregation over q 2 R (and not over i 2 S). From the ERA data, we know what the national sector-level emissions are, so we need only allocate these emissions across regions for each sector individually. With these targets in place, the formal constrained optimization we solve takes the form Equation (5a), the objective function, is the sum of the absolute value of percentage deviations from the target values. This sum is minimized subject to Equation (5b), which directly allocates sectoral-level ERA emissions across provinces using provincial sectoral shares from the NIR database for sectors that can be directly mapped (i.e., those in set K). Equation (5c) ensures that the total emissions in sectors in which NIR data cannot be directly mapped match the national sector totals from the ERA database. Equation (5d) ensures that the calculated provincial totals match the reconciled totals synthesized from the NIR and ERA data sets. 11 Further to the preceding calibration, the emissions values for residential consumption of fuels (which do not pass through the IO model but are incorporated into final consumption-based aggregates) are taken directly from the NIR data set. Emissions from personal transportation (which also do not pass through the IO model but are incorporated into final consumption-based aggregates) are available only from the ERA data set at the national level. To translate these into provincial-level estimates, we use the following equation:
where the values for Transportation Expenditure r are calculated using data from Statistics Canada (2015a .
Results and Discussion
The two panels in Figure 1 indicate total productionbased footprints (upper panel, consistent with the adjusted totals P i2I c d i;r as calculated from the ERA and NIR data) and total consumption-based footprints (lower panel, based on the output from our model). The general pattern of emissions tends to hold between accounting approaches. The effect of population on GHG footprints is clearly evident in both approaches with, not surprisingly, a higher population tending to correlate with higher consumption and production-based emissions. Also playing a significant role in production-based emissions is the prevalence of emissions-intensive industries, particularly oil and gas extraction. Specifically, in 2011 Alberta and Saskatchewan had approximately 85 percent of the populations of British Columbia and Manitoba, respectively, but their production-based GHG emissions were orders of magnitude higher than their comparators. Examining the time trends from 2004 to 2011, with the exception of Alberta, the provinces and territories demonstrate an overall gradual reduction in productionbased GHG footprints and either a relatively constant or an increasing consumption-based footprint. 12 The change in the production-based footprint appears to be driven by a combination of industry shifts within the provinces, as well as potential reductions in emissions intensities accompanying the introduction of early-stage climate change policies. For example, the province with the largest absolute reduction in production-based GHG emissions was Ontario. Most of this decrease was observed in the electricity and heat generation sector. This is consistent with the province's coal phase-out, which was announced in 2003 and started with the first plant closure in 2005. In Quebec, decreases were observed in the passenger transportation, residential, commercial and institutional, and waste sectors, which is consistent with several action items introduced in the province's 2006 climate plan. In both Quebec and Ontario, notable emissions reductions were also observed in the manufacturing and oil refining sectors. Although some of these reductions may be attributable to increased energy efficiency measures, the majority likely stem from a general contraction in the manufacturing sectors over this period, as well as the closure of an oil refinery in each of the provinces.
The inconsistent time trends between productionand consumption-based GHG emissions are driven by changes in the composition of production and consumption in different provinces and associated changes in the composition of trade (interprovincial and international). Although additional investigation is required to make an emphatic claim, given existing research into carbon leakage unilateral provincial action on GHG emissions (most notably British Columbia's carbon tax) may potentially be leading to ''outsourcing'' of emissions-intensive production to support domestic or regional consumption. 13 Without a global model of GHG emissions, it is impossible to determine the extent of carbon leakage outside of Canada and whether the reductions in productionbased emissions are contributing to reduced global emissions.
The trends, and in particular the consumption-based trends, observed in Figure 1 are also largely driven by population growth (or lack thereof ) across the provinces. More specifically, with the exception of Saskatchewan, the provinces with the highest growth rates in population also had the highest growth rates in consumption-based emissions. In contrast, in the Maritime provinces, where population remained relatively constant over the period, total consumption-based emissions displayed less of a change. Population growth is an important factor in assessing consumption-based emissions because population is a direct driver of total consumption in a province. With such a direct link, however, it can also risk masking the other drivers of GHG emissions. To net out the effect of population size, and by extension population growth, we also consider per capita measures of the production-and consumption-based GHG footprints, as illustrated in Figure 2 .
It is immediately evident from Figure 2 that the differences in per capita consumption-based emissions across the provinces are much less than the differences in per capita production-based emissions. Specifically, per capita production-based emissions in the provinces in 2011 ranged from 6.6 tonnes per person in Nunavut to 62.3 and 64 tonnes per person in Alberta and Saskatchewan, respectively, a span of more than 57 tonnes. Under the consumption-based approach, per capita emissions in the provinces in 2011 range from 15 tonnes per person in Quebec to 38.3 tonnes per person in Alberta, a span of 23.3 tonnes. The narrower differences in per capita emissions are not surprising because there are few regional differences in consumption patterns across Canada. That is, although industrial production across Canada is quite diverse, individuals tend to consume a similar basket of final consumption goods regardless of the province in which they live.
A key driver of differences in per capita consumptionbased emissions are sources of electricity generation in a province. In particular, the provinces with the highest consumption-based emissions (Alberta, Saskatchewan, and Nova Scotia) are all provinces that have the highest reliance on thermal-generated electricity from fossil fuels (coal, natural gas, and fuel oil). Specifically, in 2011 fossil fuels accounted for between 75 and 95 percent of total electricity generation in these provinces. In contrast, the three provinces with the cleanest sources of electricity generation are Quebec, Manitoba, and Prince Edward Island. Hydroelectricity and other low-carbon energy sources accounted for more than 99 percent of electricity generation in each of these provinces in 2011. Correspondingly, Quebec and Manitoba had the lowest per capita consumption-based emissions of all the provinces. Although per capita consumption-based emissions in Prince Edward Island were higher, this can be attributed to the fact that more than half of the renewable electricity that Prince Edward Island generates is exported to other provinces, and more than 80 percent of electricity used on the island is imported. More specifically, the GHG IO table shows that in 2011, the utilities sector in Prince Edward Island imported nearly 300 tonnes of GHG emissions from New Brunswick. This is consistent with New Brunswick's having a relatively high level of interprovincial electricity exports and a higher share (62 percent) of fossil fuel-generated electricity.
The territories also have per capita consumptionbased emissions that are comparable with the highest levels observed among the provinces. In this case, however, it is not the utilities sector, or household consumption patterns, that are driving this difference. Rather, in part because of lower consumption emissions from the utility sector, their per capita household emissions are notably lower than the high-consumption provinces. The difference is instead attributable to higher levels of per capita emissions associated with government spending and capital investment. This is consistent with per capita government spending in each of the territories being three to four times higher than the provincial averages, and it reflects the fact that territorial governments provide the same basic services over a much smaller and geographically dispersed population. Similarly, per capita capital investment in the territories also exceeds that of all of the provinces, albeit by a smaller factor.
Although Alberta remains at the back of the pack of provinces under a consumption-based GHG accounting approach, its profile improves dramatically relative to the production-based approach. The estimate of the province's total emissions in 2011 drops from 236 megatonnes to 145 megatonnes, and the estimate of per capita emissions drops from 62.3 to 38.3 tonnes per person. As indicated in Figure 3 , Saskatchewan and New Brunswick are the only other provinces that observe an improvement in their GHG emissions profile when moving from a consumption-to a production-based accounting approach. Our detailed results show that this pattern is in large part driven by significant emissions-intensive energy exports from Alberta, Saskatchewan, and New Brunswick. Specifically, Alberta and Saskatchewan export significant quantities of crude oil and natural gas, and New Brunswick exports a high level of refined petroleum products from the Irving Oil refinery in Saint John (Canada's largest oil refinery).
The relative differences in the consumption-versus production-based accounts can be more generally explained through two types of flow: interprovincial imports and exports and international imports and exports. That is, the discrepancies between the consumption-and production-based accounts are due to the flows of goods (with associated embodied emissions) into and out of each individual province or region. Figure 4 illustrates that GHG emissions embodied in international trade play a larger role in the difference between a province's consumption-and production-based footprints. It also re-emphasizes that the position of the net GHG exporting provinces is driven primarily by relatively higher levels of GHG exports (in comparison to the rest of the provinces), as opposed to a lower level of GHG imports. For example, in looking at Alberta and British Columbia, which have similar populations, Alberta had imports of GHG emissions from international and domestic sources that were slightly higher overall but generally comparable to those of British Columbia. Alberta's international and domestic exports of GHG emissions, however, were orders of magnitude higher than the exports from British Columbia. Similar results can be seen when comparing Saskatchewan and Manitoba and New Brunswick and Nova Scotia. This provides strong support for our earlier supposition that the net export positions of Alberta, Saskatchewan, and New Brunswick are driven primarily by their emissionsintensive energy exports. Table 5 illustrates the relative magnitude of net international GHG inflows to Canada, which are primarily associated with the international GHG imports to Ontario and Quebec (with additional smaller but significant imports to British Columbia and Alberta). This is somewhat contrasted with the international GHG outflows from Canada that are primarily associated with international GHG exports from Alberta and Ontario (with additional smaller but significant exports from Quebec, Saskatchewan, and British Columbia). Table 6 illustrates the net 2011 trade flows of embodied emissions between each of the provinces. Taken together with Table 5 , Table 6 illustrates that all of the provinces and territories (with the exception of Nunavut) are net exporters of GHG emissions to at least one other province or internationally. For example, Ontario's proportionally large manufacturing and agriculture sectors are shown in our results to play a significant role in that province's position as a net exporter of GHG emissions to the Maritimes, the territories, and British Columbia. Similarly, although Saskatchewan and New Brunswick are net exporters of GHG emissions overall, they each are net importers from at least one other province. Alberta, in contrast, is the only province that is a net exporter of GHG emissions to all other provinces and internationally. It is apparent from Tables 5 and 6 that apart from net international GHG imports to British Columbia, Ontario, and Quebec and net international exports from Alberta and Saskatchewan, most other interregional and international flows play only a marginal role in driving the differences between consumption-and production-based accounts.
Because of the structure of the Statistics Canada (2015g) input-output tables and the resulting structure of our model, both the emissions embodied in international trade (Table 5 ) and the emissions embodied in interprovincial trade (Table 6 ) are captured and reported only at the point of trade. This means that these flows may include emissions that transit through the indicated region to an international or interprovincial destination and not necessarily emissions produced within that region that are then traded. As an example, consider the international export of a manufactured good from Ontario. The emissions embodied in that good might include those associated with electrical generation in Ontario, the production of which has historically been fueled in part with natural gas from Alberta. Thus, when captured at the point of trade, the embodied emissions associated with that good would include those generated by the manufacturing process in Ontario, the fuel combustion associated with electricity production in Ontario, and the upstream emissions associated with natural gas extraction in Alberta. Therefore, to get a sense of the sum of emissions that are both produced and exported from a specific province, it is necessary to look at the net flow across that province's border, taking into account both international and interprovincial flows.
The results here suggest that both production-and consumption-based emissions accounting approaches could have a role in determining the root (socio-economic) causes of GHG emissions. Although production-based accounting has been relied on to inform mitigation and reduction efforts on the basis of its relative simplicity (both from a technical or calculation perspective and from a conceptual perspective), 14 it is our position that there is a very strong potential informative role for consumption-based accounting that deserves more exploration.
Conclusion
The model exposition and brief summary of results demonstrate both the technique required to generate and the utility for future research of our projected embodied GHG IO tables. With respect to our calculation of production-and consumption-based emissions accounts, Zhou and Wang (2016) posit that a mix of consumption-and productionbased emissions accounts could be used under an indicator approach to set emissions targets for specific regions or countries. Although we believe the results presented here could be used in such a manner, we stop short of advocating their use in this fashion. The related issue of provincial ''burden sharing'' of the costs of climate policies is attracting attention in Canada (Bö hringer et al. 2015; Boothe and Boudreault 2016) . This article and its accompanying data set contribute to this discussion by providing transparent data that can be used to examine the role of provincial producers and consumers in precipitating economic activity with associated emissions.
At the time of writing, the federal government has announced but not yet legislated an emissions floor price that provincial emissions pricing schemes must match by 2018. The complex pattern and significant volumes of interprovincial trade in embodied emissions, made evident by the GHG IO tables constructed, support the assertion that individual subnational regions within Canada can benefit from complementary emissions pricing strategies such as the one that will be imposed by the federal floor price. 15 As shown in Table 6 , without complementary provincial policies there is significant potential for emissions leakage between regions within Canada. This potential is lessened with a federal floor price for carbon, but it is not eliminated entirely because effective prices across the provinces may differ as a result of different approaches to implementation. As net exporters of GHG emissions, provinces such as Alberta, Saskatchewan, and New Brunswick must pay close attention to competitiveness concerns that could arise from differential prices because exported emissions will be taxed in the province before being traded, and emissions imported from other jurisdictions may not be (depending on policies in their region of origin). As net importers of embodied emissions, provinces such as British Columbia, Manitoba, and Ontario should likewise pay close attention to potential changes in the costs of their imports because the introduction of emissions pricing by their provincial trading partners are likely to inflate these costs. Competitiveness concerns are also more likely to be felt on a sector-by-sector basis, which means that the net levels for the entire province, while relevant, may not tell the whole story. By generating sector-by-province embodied emissions, our model and resultant data sets should prove useful in examining the potential for these impacts. As such, we intend to pursue closer examination of these results in future research.
In addition to a discussion of carbon pricing strategies, there is also a role for the information presented here in informing non-pricing policies for achieving provincial GHG emissions. Specifically, more sectorally targeted policies are likely to achieve the greatest provincial reductions when they are targeted to emissions that are produced and consumed in the same province. That is, unilateral provincial policies are likely to be most effective when they are targeted toward sectors with minimal embodied emissions in trade. In addition to these conclusions, we speculate that further utilization of the data set developed herein can play a role in informing policy measures designed to address leakage and competitiveness concerns in the presence of existing and forthcoming provincial emissions pricing.
Finally, with reference to Figure 4 , Table 5 , and Table  6 , it is clear that with the exception of the maritime provinces, the embodied GHG emissions in international trade far exceed the embodied emissions in interprovincial trade. Ontario, Alberta, Quebec, and Saskatchewan may all face major challenges with respect to international competitiveness given the high volume of embodied emissions in international exports. Existing national-level projections of embodied emissions (such as those from Gaston 2011 and Victor 2016) show a relatively limited difference between consumption-and productionbased emissions (and, by extension, a relatively small volume of net embodied emissions in trade). However, it is evident that different provinces are likely to face very different challenges in managing emissions pricing with respect to its effects on international trade.
Consumption-based emissions accounting does not seem to have played any significant role in informing emissions reduction policies in Canada or at the international level. We speculate that this is not due to a lack of utility in using consumption-based accounts to inform policy but rather from a lack of clear exposition of both the methodology and the results of such an accounting exercise. It is our hope that this article, and the accompanying detailed results (which can be accessed at https://www.policyschool.ca/publication-category/ research-data/), can play an incremental role in informing policy decisions surrounding emissions reduction.
We close with an observation related to data quality. Throughout the course of this exercise, it has also become apparent that there is a significant need for improved alignment between both Statistics Canada and Environment and Climate Change Canada on the emissions data that are released for public research. Specifically, better quality and more detailed data that reports emissions by province for a consistent set of sectors is needed to effectively inform policy discussions. Given the recent move toward a federal government backstop carbon price combined with individual provincial-level emissions policies, province-and sector-specific examinations of the relationship between economic activities and emissions are of growing importance. Quality research simply cannot be effectively done in this area without detailed high-quality data. Statistics Canada has recently released higher detail supply and use tables, a major overhaul of the National Economic Accounts. Given the importance of emissions accounting in informing provincial and federal emissions policies, we would advocate for a similar overhaul and release of more detailed provinciallevel data on what is currently maintained as the physical flow account for GHG emissions (Statistics Canada 2015d).
Appendix 1
The World Greenhouse Gas Input-Output Model: m i,r
As indicated earlier, Canadian-specific data sets do not include any useful information regarding the greenhouse gas (GHG) emissions embodied in imports to Canada. As identified by Gaston (2011) and Dolter and Victor (2016) , an often-used workaround here is to impose a common technology assumption that treats imports to Canada as though they have the same emissions intensity as domestic Canadian production. However, this ignores the potential for important differences in the embodied emissions coming to different regions of Canada from different trading partners. Rather than take the common technology assumption shortcut, we construct and solve a second system of equations that together make up a worldwide GHG input-output (IO) model. The approach here follows very closely from Boitier (2012) in using data from the World Input-Output Database to generate an international multiregional inputoutput model tracking embodied GHG emissions. These flows represent a much more accurate assessment of the emissions embodied in international imports, which in turn better inform the consumption-based emissions accounts generated by the regional model.
The worldwide GHG IO model consists of the following system of equations: where each of the parameters and variables retains its interpretation from the regional model (outlined in Equations (1)- (4)) with the addition of a superscript ð!Þ indicating that these values are representative of the worldwide model. We abuse notation slightly here (partially to expose the parallel construction between this model and the regional model developed earlier) by maintaining the use of i and j as subscripts to index sectors. When used in Equations (A.1a-A.1c), these subscripts are defined as fi; jg 2 V, where the set V includes the sectors itemized in Table B .6. Note also that the region subscripts (r and q) have been replaced here with new subscripts representing the countries (and rest-of-world region) conforming to the data available from the World Input-Output Database. Specifically, countries in the model are indexed by fp; g 2 P, where P is the set of countries itemized in Table B (Timmer et al. 2015) , and the direct emissions production data come from the database's Environmental Accounts (Genty et al. 2012) . Financial flow data are available for 1995-2011, whereas GHG production data are only available for 1995 to 2009. The absence of more recent emissions data presents a limitation of our analysis that we address at the end of this appendix.
The worldwide GHG IO model is solved using the same method as described for the regional model. Although the output of the model establishes a detailed set of international embodied GHG flows, we are only interested here in the calculated values of W ! i;;Canada . The values of W ! i;;Canada represent the flow of embodied GHG emissions from international sources (g) into Canada. To make these values useful for our regional model, we must allocate these emissions across the regional model's provinces and regions. To do this, we use detailed region-specific trade data from Industry Canada's Trade Data Online service (Industry Canada 2015) . The equation used to disaggregate the national Canadian embodied GHG import flows across the provinces and regions can be given as where the values of n i;;r represent the value of imports from sector i in country 2 P to sector i in region r 2 R.
The resulting values for the parameters m i,r are provinceand sector-specific embodied import emissions reflecting the observable differences in the emissions of their import partners. These values are fed into Equation (1), providing the last required parameter value necessary to appropriately solve the regional GHG IO model consisting of Equations (1) Timmer et al. (2015) . Timmer et al. (2015) .
A Parallel Matrix Formulation
The matrix formulation corresponding to the system of equations we have introduced is based on the following identity:
with S representing the number of elements in set S and R representing the number of elements in set R; B is an ðS Á RÞ Â ðS Á RÞ matrix composed of technical coefficients corresponding to trade shares within and between regions; y is an ðS Á RÞ Â 1 column vector with elements representing total embodied emissions in the output of each sector-region pair; d is an ðS Á RÞ Â 1 column vector with elements representing the sum of observable direct emissions from each sector-region pair, and finally m is an ðS Á RÞ Â 1 column vector with elements representing the emissions embodied in international imports to region r from sector i operations abroad.
As an aside, note that the identity represented by Equation (C.1) is similar to, yet distinct from, the classic relationship used in conventional (financial) input-output (IO) models. In particular, a conventional setup takes the form y $ ¼ A y $ + f $ , where the vector y $ represents the dollar value of production in each sector (as distinct from the embodied greenhouse gas [GHG] emissions represented by y), the matrix A is a matrix of IO coefficients similar to (but distinct from) B, and f $ is a vector with elements representing the final demand for each sector.
Matrix B is best expressed via the use of several submatrices and takes the form where each element b i;i;q;r along the principal diagonal of these submatrices corresponds to the bracketed term in Equation ( In effect, matrix B can be characterized as housing output coefficients, and its conventional IO matrix counterpart A houses input coefficients. Note that the construction of these submatrices as diagonal matrices reflects the earlier introduced assumption that, for each sector, interregional imports are combined with domestic production before being used in intermediate or final consumption uses. If trade were observed directly between sector i in region r and sector j in region q (where i 6 ¼ j and r 6 ¼ q), then this matrix would permit non-zero entries off the principal diagonal. where the elements Y i,r , d i,r and m i,r carry the same interpretations and values as in the Consumption-Based Greenhouse Gas Accounting Model for Canada sectionspecifically, the total direct and indirect emissions for a sector and region (Y i,r ), the direct emissions for a sector (d i,r ), and the emissions embodied in imports to a sector and region (m i,r ). In Equation (C.1), the direct emissions and the imported emissions (vectors d and m) are known, as are the elements of matrix B. However, the elements of y are endogenous to the system of equations but not directly observable. To identify these elements, we rearrange Equation (C.1) as follows:
Further extending the contrast between this model and a conventional IO model, the conventional (financial) IO model parallel to Equation
The contrast between the disparate goals of a conventional versus a GHG IO model are clearly illustrated by contrasting these two equations. Equation (C.2) translates a known quantity of direct emissions (d þ m) into an endogenously determined quantity of total embodied emissions in each sector (y). By contrast, the conventional equation translates a known final demand (f $ , which is generally associated with a counterfactual simulation) into an endogenously determined value of total output in each sector (y $ ).
To produce GHG footprints from the output of Equation (C.2), we must further manipulate the vector y so that the end footprints only capture the embodied emissions associated with the share of production going to domestic final demand (and not the shares going to intermediate and export demand). To accomplish this, we introduce a new diagonal matrix F that houses, along its principal diagonal, coefficients representing the share of production ending up as final consumption in each sector and region. Specifically, F takes the form
where each element of F again relates to a bracketed term in Equation (2). Specifically With this matrix in place, the final consumption-based GHG emissions can be calculated as
where f is an ðS Á RÞ Â 1 column vector with elements representing the embodied emissions in final consumption. At this stage, even though the primary goal of calculating consumption-based emissions accounts has been achieved, substantial detail in the solution is not observable. In particular, the variables B i,j,r , W i,q,r , and X i,r (calculated using Equations (2), (3), and (4) in the mixed complementarity version of the model) are not explicitly provided in the solution to Equation (8). To identify X i,r (the embodied elements in exports), we modify Equation (6) using much the same technique as in Equation (C.3), this time using export demand shares rather than domestic final demand shares. The resulting equation is where B is an ðS Á RÞ Â ðS Á RÞ matrix with elements corresponding to B i,j,r and W i,q,r . The diag function appearing in Equation (C.5) represents the conversion of the column vector (in this case, y) into a diagonal matrix with the elements of y appearing along its principal diagonal. Specifically, for any vector v with N rows, diagfvg ¼ P i2N ½E i ve i , where E i is an N Â N matrix with 1 at position (i, i) and zeros elsewhere and e i is a 1 Â N row vector with a 1 in column i and zeros elsewhere.
The elements B i,j,r appear in the submatrices along the principal diagonal of B (consistent with the location of submatrices of the type B r,r within matrix B), and the elements W i,q,r appear in the off diagonal submatrices (consistent with the location of submatrices of the type B r,q within matrix B).
In disaggregating the mining and oil and gas extraction sector from the provincial symmetric input-output (IO) tables, we make use of additional data including the Llevel national symmetric IO tables (Statistics Canada 2015f), Statistics Canada (2015b) data on sales of natural gas (Statistics Canada 2015c) and the cost of fuel consumed for electric power generation, and Industry Canada (2015) Trade Data Online database .
The L-level national symmetric IO table provides substantially more detail on the sectors of the economy but provides no detail on the interregional composition of these sectors. However, in combination the national and provincial IO tables, along with commercial and industrial sales of natural gas by province and the value of purchases of coal and natural gas by the utilities sector by province, allow us to construct a general view of the flow of output value produced by the coal, natural gas, crude oil, and other (non-energy) mining sectors.
Essentially, disaggregation of the mining and oil and gas extraction sector on the S-level tables amounts to replacing an existing row and column of the provincial symmetric IO tables with five new rows and five new columns. In brief, this is done by assigning target values to the unknown values in the newly added rows and columns using the ancillary data sources we have indicated and then using a constrained calibration (similar to that described in the Identifying Direct Greenhouse Gas Emission by Sector section) to assign values based on these targets. The majority of our target values for calibration are based directly on the value shares present in the national-level IO tables. The exceptions to this are when more detailed provincial-level data are available, specifically, where the sources we have referenced (Statistics Canada 2015b , 2015c provide information on the flows of the disaggregated sectors to industrial and commercial sectors and to the utilities sector in particular. Targets for the international export elements are taken directly from Industry Canada (2015) , which provides data on exports by sector and region with enough detail to assign specific targets to each of the disaggregated sectors.
We cannot use these target values directly in construction of the disaggregated IO table because (as a result of discrepancies in data collection and values) the resultant table would not be symmetric. In fact, the most prominent difficulty in conducting this disaggregation is the need to maintain symmetry (a match between financial flows into and out of each sector in each region). This is a core requirement of any IO analysis and is important in this case in ensuring that the value shares indicated in Equations (2), (3) and (4) all add up to 100 percent for each sector and region.
After assigning target values for the unknown IO table elements as described earlier, we impose several constraints to ensure that assigned values will add up to the known totals as given in the provincial IO tables and that the financial flows balance for each sector. A non-linear programming algorithm then assigns values to the unknown elements of the disaggregated IO table by minimizing the absolute value difference between the assigned values and the target values subject to the imposed constraints. This both ensures a consistent set of IO tables and also provides a reasonable approximation of the unknown entries to observed values from other data sets.
Embodied Emissions in Inputs and Outputs: A Value-Added Approach to National Emissions Accounting 161 doi:10.3138/cpp.2016-040mean in terms of the embodied GHG emissions (per dollar) of goods used by specific sectors within a region. For example, consider two sectors h and i within a region that both use imported sector j inputs as an intermediate input. If sector h sources its inputs from a region with a relatively low sector j GHG intensity and sector i sources its inputs from a region with a relatively high sector j GHG intensity, then the methodology used will overrepresent the embodied emissions in sector h's output and underrepresent the embodied emissions in sector i's output. 8 See the Literature Review section for examples. 9 We remove emissions associated with production and consumption of halocarbons, SF4 and NF3; non-energy products from fuels and solvent use, and other product manufacture and use from the NIR provincial totals because these emissions are ostensibly not recorded in the ERA dataset. 10 Note that in calculating the value of d NIR total;r we do not include emissions from personal transportation or household heating. These emissions do not flow through the IO matrix and are therefore handled separately. Table B .3. 12 On the production side, Bruneau and Renzetti (2009) provide some useful context here by disaggregating aggregate Canadian emissions intensity trends between 1990 and 2002 into composition and technique effects. They find that most of the observed decreases in emissions intensities were due to changes in the composition of production rather than changes in technique; however, it is unclear whether those results are extensible to the period under examination here (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) . 13 See, for example, Felder and Rutherford (1993), Babiker (2005) , and Elliott et al. (2010) . 14 This is most evident in the UNFCCC language surrounding the establishment of emissions accounting baselines, which specifies that the relevant region for emissions accounting is ''the geographical area of the sector producing the output'' (Clean Development Mechanism Executive Board 2011, 4). 15 For a more detailed discussion of the importance of harmonizing emissions reduction policies and legislation across jurisdictions, see Schott (2013) .
