This work continues previous articles of the author. In those articles (super)-differentiable functions of Cayley-Dickson variables and their noncommutative line integrals were investigated [10, 11, 12, 13] . Meromorphic functions of Cayley-Dickson variables, their arguments and residues were studied in the papers [11, 10, 14] . Super-differentiability or z-differentiability 2 Special meromorphic function and its poles.
To avoid misunderstanding we first recall some notations and basic facts in § §1-6 from [10, 11, 14] .
1. Cayley-Dickson algebras A r form the sequence so that A r+1 is obtained from the preceding A r with the help of the so called doubling procedure [1, 7, 8] . Therefore, the natural embeddings A r ֒→ A r+1 ֒→ ... are induced.
It is convenient to put: A 0 = R for the real field, A 1 = C for the complex field, A 2 = H denotes the quaternion skew field, A 3 = O is the octonion algebra, A 4 denotes the sedenion algebra. The quaternion skew field H is associative, but non-commutative. The octonion algebra O is the alternative division algebra with the multiplicative norm. The sedenion algebra and Cayley-Dickson algebras of higher order r ≥ 4 are not division algebras and have not any non-trivial multiplicative norm. Nevertheless, they are powerassociative, that is z n z m = z n+m for any natural numbers n and m and each
Cayley-Dickson number z, where z n = (z(...(zz)...)) is the n-th power of z (see also [1, 2, 7] ). The norm in the Cayley-Dickson algebra A r is defined by the equality |z| 2 = zz * .
We recall the doubling procedure for the Cayley-Dickson algebra A r+1 from A r , because it is frequently used. Each Cayley-Dickson number z ∈ A r+1 is written in the form z = ξ + ηl, where l 2 = −1, l / ∈ A r , ξ, η ∈ A r . The addition of such numbers is componentwise. The conjugate of any CayleyDickson number z is prescribed by the formula:
(1) z * :=z := ξ * − ηl.
The multiplication in A r+1 is defined by the following equation:
(2) (ξ + ηl)(γ + δl) = (ξγ −δη) + (δξ + ηγ)l for each ξ, η, γ, δ ∈ A r , z := ξ + ηl ∈ A r+1 , ζ := γ + δl ∈ A r+1 .
The basis of A r over R is denoted by b r := b := {1, i 1 , ..., i 2 r −1 }, where Their enumeration can be chosen as i 2 r +m = i m l for each m = 1, ..., 2 r − 1, i 0 := 1. This implies that ξl = lξ * for each ξ ∈ A r , when 1 ≤ r.
Remarks and notations.
The family of all A r locally z-analytic functions f (z) on a domain U in A r with values in the Cayley-Dickson algebra A r is denoted by H(U, A r ) or
To rewrite a function from real variables z j in the z-representation the following identities are used:
where 2 ≤ r ∈ N, z is a Cayley-Dickson number decomposed as
at a ∈ U or on U, then we can write also Dz instead of ∂z = ∂/∂z and D z instead of ∂ z = ∂/∂z at a ∈ U or on U respectively in situations, when it can not cause a confusion, where U is an open domain in A r .
Proposition.
A function f : U → A r is z-differentiable at a point a ∈ U if and only if F is Fréchet differentiable at a and ∂zf (z)| z=a = 0.
Proof. For each canonical closed compact set U in A r the set of all polynomial by z functions is dense in the space of all continuous on U Fréchet differentiable functions on Int(U) relative to the compact-open topology due the generalization of Stone-Weierstrass' theorem over the Cayley-Dickson algebras (see also [10, 11] ).
As usually a set A having structure of an R-linear space and having distributive multiplications of its elements on Cayley-Dickson numbers z ∈ A v from the left and from the right is called a left-and right-A v -module (or vector space over A v if this terminology can not cause any confusion).
For two vector spaces A and B over A v one can consider their ordered
In the aforementioned respect A ⊗ B is the R-linear space and at the same time left and right module over A v . Then A ⊗ B has the structure of the vector space over A v . By induction consider tensor products {C 1 ⊗C 2 ⊗...⊗C n } q(n) , where
.., C n ∈ {A, B}, q(n) indicates on the order of tensor multiplications in the curled brackets { * }.
For two A v -vector spaces V and W their direct sum V ⊕ W is the A vvector space consisting of all elements (a, b) with a ∈ V and b ∈ W such that α(a, b) = (αa, αb) and (a, b)β = (aβ, bβ) for each α and β ∈ A v . Therefore, the direct sum of all different tensor products
are R-linear spaces and left and right modules over A v , provides the minimal tensor space T (A, B) generated by A and B.
Operators ∂ z and ∂z are uniquely defined on C ω z (U, A r ) and C ω z (U, A r ) in terms of phrases, hence they are unique on the tensor space
Therefore, operators ∂ z and ∂z are uniquely defined on C ω z,z (U, A r ). If there is a product f g of two phrases f and g from C ω z,z (U, A r ), then if it is reduced to a minimal phrase ξ, then it is made with the help of z n z m = z n+m andz nzm =z n+m and identities for constants in A r , since no any shortening related with their permutation zz =zz or substitution of z onz orz on z, for example, using the identityz = l(zl * ) is not allowed in C ω z,z (U, A r ) in accordance with our convention in §2.1 [10, 11] 
A r ) variables 1 z and 2 z do not commute, 1 z and 2 z are different variables which are not related. Therefore,
and ∂zξ.h = (∂zf.h)g + f (∂zg.h), hence ∂ z and ∂z are correctly defined.
We consider the super-differentiability, but in accordance with our convention above for short we simply write differentiability over A r .
We can use a δ-approximation for each δ > 0 of Dg(z).h on a sufficiently small open subset V in U such that z ∈ V and |h| ≤ 1 by functions ζ n polynomial in z and R-homogeneous A r -additive in h, we also use the partition of unity in U by C ω z -functions. Then consider functions ξ n with ξ n ′ .h corresponding to ζ n for each canonical closed compact subset W in U, since from each open covering of W we can choose a finite sub-covering of W .
Suppose that f is z-differentiable at a point a. The derivative f ′ (z) is the R-linear A r -additive operator, so to it an R-linear operator on the Euclidean space R 2 r n corresponds (see §2.1, 2.2 [10, 11] ). Then f (a + h) − f (a) = ∂ a f (a).h+ǫ(h)|h| and ∂zf (z)| z=a = 0, since generally for a (z,z)-differentiable 
for each z ∈ U and each h ∈ A r , and hence f • g is of the same type of differentiability as f and g. are the same, since z-differentiability is equivalent with the local z-analyticity (that is in the z-representation). Indeed, the composition of two locally zanalytic functions f • g with such domains is the locally z-analytic function, analogously forz and (z,z) differentiability.
Since g is differentiable, the function g is continuous and g Consider the increment of the composite function
2 [10, 11] ). Since the derivative Df is A r -additive and R-homogeneous (and continuous) operator on A r , we have
is continuous in h, since ǫ g and ǫ f are continuous functions, Df and Dg are continuous operators.
Evidently, if ∂zf = 0 and ∂zg = 0 on domains of f and g respectively, then
Suppose now that there are phrases corresponding to f n and g n denoted by µ n and ν n such that f n and g n uniformly converge to f and g respectively on each bounded canonical closed subset in W and U from a family W or U respectively, where W and U are coverings of W and U correspondingly. While D z µ n and D z ν n are fundamental sequences uniformly on each bounded canonical closed subset P ∈ W and Q ∈ U correspondingly relative to the operator norm (see Definitions in §2 [10, 11] ). Then the sequence µ n • ν n converges on each bounded canonical closed subset
where P ∈ W and Q ∈ U in U, when n tends to the infinity. Moreover,
are the fundamental sequences of operators on each bounded canonical closed sub-
, where P ∈ W and Q ∈ U. The family Q := {Q 1 } specified above evidently is the covering of V .
It remains to verify, that
Since the derivation operator D z by z is R-homogeneous and A r -additive, it is sufficient to verify this in the case D z [η • ψ(z,z)] locally in balls, where both series uniformly converge. Here the phrase is written as:
Dickson variable, a vector q indicates on an order of the multiplication,
where
We have the identities
where 1h := h and1h :=h for each h ∈ A r . Using shifts z → z − ζ we can consider that the series are decomposed around a zero point. If a series η is uniformly converging on a canonical closed subset Q 1 as above, then
is also uniformly converging on Q 1 in accordance with our supposition about convergence of phrases and their derivatives.
In suitable Q 1 we deduce from Formula (4) that
On the other hand, we have
due to the Leibnitz rule, hence
due to Formulas (3), where y = ψ(z,z). Thus Formulas (5, 6) imply that
Quite analogously or using the conjugation one deduces that
Particularly, we get
, when Dzη(z,z) = 0 and Dzψ(z,z) = 0 and
Combining Formulas (7, 8) and taking into account the proof given above and applying Proposition 2.3 [10, 11] we infer the chain rule, when both η and ψ are either the z orz or (z,z)-differentiable, that is in all three considered cases.
Some elementary functions and their non-commutative Riemann surfaces.
In this article some elementary facts about analytic functions z n , z 1/n , exp(z) and Ln(z) of the Cayley-Dickson variables are used. They were considered in details in previous works [11, 10, 12] . Recall that the exponential function is defined by the power series 
, so we take the set
If A and B are two subsets in a complete uniform space X and θ :
A → B is a continuous bijective mapping, the equivalence relation aΥb by definition means b = θ(a) for a ∈ A and b ∈ B; or bΥa means a = θ −1 (b).
When θ is uniformly continuous, θ has a uniformly continuous extension
, where cl(A) denotes the closure of the set A in X (see Theorem 8.3.10 in [3] ). Certainly, the mapping θ can be specified by its graph
We say, that A and B are glued (by θ), if B = θ(A) and the natural quotient mapping π : X → X/Υ is given, where X/Υ denotes the quotient space (see §2.4 [3] ). For the uniformly continuous θ this means that the gluing is extended from A onto cl(A).
In the complex case to construct the Riemann surface of the logarithmic function one takes traditionally the complex plane C cut by the set Q 1 := {z = x + iy ∈ C : x < 0} and marking two respective points x 1 and x 2 of two edges Q 1,1 and Q 1,2 of the cut Q 1 arising from each given point Analogous procedure to construct the Riemann surface is in the cases r ≥ 2: one cuts A r by Q r and gets two edges Q r,1 and Q r,2 of the cut. This is described below.
If K and M = KL are two purely imaginary Cayley-Dickson numbers with |K| = |M| = |L| = 1 so that they are orthogonal K ⊥ M, that is
and L is also purely imaginary. Consider any path γ : [0, 1] → KR ⊕ MR winding one time around zero such that γ(t) = 0 for each t. Each z ∈ KR ⊕ MR can be written in the polar form z = |z|Ke Lφ = |z| exp(πKe Lφ /2), where φ = φ(z) ∈ R, since Ke Lφ = K cos(φ)+(KL) sin(φ) due to Euler's formula, hence |Ke Lφ(γ(t)) | = 1 for each t (see Section 3 in [11, 10] ). In particular,
Ln γ(t) = Ln |γ(t)|+πKe Lφ(γ(t)) /2 does not change its branch, when the path
Due to the homotopy theorem (see [11, 10] ) this means that the logarithm Ln γ(t) does not change its branch, when Re(γ(t)) = 0 for each t for the path γ winding around zero with |γ(t)| > 0 for each t.
The first simple construction for r ≥ 2 is the following. Take the set
j=1 Ω j,r of subsets Ω j,r := {z ∈ Q r : z 0 = 0, ..., z j = 0} so that Ω j,r is contained in the boundary of the preceding set
Re(z) = 0}. Therefore, from each point z ∈ Q r two and only two different points z 1 and z 2 arise while cutting of A r by Q r .
It is useful to embed A r either into A r × R 2 r −1 or into A r × I r . Then one marks all pairs of respective points z 1 and z 2 arising from z ∈ Q r after cutting, slightly bents the cut copy of A r \ {0} by (2 r − 1) axes perpendicular to A r by two neighborhoods of two edges of the cut Q r . Thus one gets the 2 r dimensional surface C r with two edges Q r,1 and Q r,2 of the cut. Taking the countable infinite family of such surfaces C r,1 (see also [9, 11, 10, 12] ).
Another more complicated construction is described below. Now we take the set
Let z = z 0 + z ′ be the Cayley-Dickson number with the negative real part z 0 < 0 and the imaginary part Im(z) = z ′ , which can be written in the
/2) and z = |z|e P ψ , where K, L and P are purely imaginary Cayley-Dickson numbers of the unit norm, φ and ψ ∈ R are reals, Re(KL * ) = 0, |KL| = 1. This gives the relation cos(ψ) = z 0 /|z| so that the parameter ψ is in the interval π/2 + 2πk < ψ < 3π/2 + 2πk for some integer number k. This means that for a continuous path γ contained in the set Q r the parameter ψ(γ(t)) is the continuous function of the real variable t ∈ R and remains in the same interval (π/2 + 2πk, 3π/2 + 2πk), consequently, the logarithmic function Lnγ(t) preserves its branch along such path γ(t). This shows that after the first cut along Q r the obtained sets Q r,1 and Q r,2 need not be further cut. Thus the described reason simplifies the construction of the Riemann surface.
Each continuous path γ : [0, 1] → A r can be decomposed as the pointwise sum and as the composition (join) up to the homotopy satisfying the conditions of the homotopy theorem [11, 10] of paths γ k,l in the planes (Ri k )⊕ (Ri l ) for each k < l ∈ Λ for the corresponding subset Λ ⊂ {0, 1, ..., 2 r − 1}.
If
When γ[0, 1] does not intersect Q r one can choose γ k,l with images γ k,l [0, 1] also non-intersecting with Q r for all k < l ∈ Λ. Due to the homotopy theorem the logarithm Ln γ(t) does not change its branch along such continuous path γ(t), since this is the case for Ln γ k,l (t) for all k < l ∈ Λ.
For each z ∈ P j \ m,m =j P m cutting by Q r gives two points. If z ∈ (P k ∩ P j ) \ m,m =k,m =j P m with k < j cutting gives four points which can be organized into respective pairs after cutting of P k and then of P j . This procedure gives pairs (z 1,1 ; z 2,2 ) and (z 1,2 ; z 2,1 ).
..,m =k l P m consider pairs of points appearing from the preceding point after cutting of P k j , j = 1, ..., l by induction, where k 1 < ... < k l . One can do it by induction by all l = 1, ..., 2 r − 1 and all possible subsets 1 ≤ 
The main problem of the multi-dimensional geometry is in depicting its objects on the two-dimensional sheet of paper so one uses either projec- 
AB := {z ∈ A v : z = xy, x ∈ A, y ∈ B} for subsets A and B ⊂ A v .
Variables in them we denote by w ∈ C 1 , x ∈ C 2 and y ∈ C 3 . That is wi 64 + xi 128 + yi 256 ∈ A v for each w, x, y. Therefore, it is sufficient to take v = 9. so that π j (z) = i j z j = z j i j :
where 2 ≤ v ∈ N. Here we take v = 9.
Combining into suitable sums these projection operators one gets R-linear projection operators υ l : A 9 → C l i κ(l) , where κ(1) = 64, κ(2) = 128 and
The latter projection operators induce R-linear operators τ l : A v → C l so that τ l (z) = υ l (z)i * κ(l) for each z ∈ A v and l = 1, 2, 3, particularly, τ 1 (wi κ(1) + z) = w for each z ⊥ wi κ(1) , τ 2 (z + xi κ(2) ) = x for each z ⊥ xi κ(2) and τ 3 (z + yi κ(3) ) = y for each z ⊥ yi κ(3) .
In accordance with Formulas 2(1 − 3) and (2, 3) each mapping τ l (z) has the finite phrase expression of the type
in the z-representation, which we fix, where z ∈ A v , α l,m and β l,m ∈ A v are Cayley-Dickson constants.
With the help of these R-linear mappings τ l we define the function
on the Cayley-Dickson algebra A v , where
L 4 = i 511 , while n ≥ 3 is a natural number, |z| 2 = zz * and |z| = √ zz * ,
We take the branch of the square root function √ z so that √ b > 0 for each b > 0. The con-jugated number we write in the z-representation as z * = 2π 0 (z) − z, where π 0 (z) = z 0 is given by Formula (3). That is, the function |z| is written in the z-representation.
Since the exponent series Each twice iterated exponent can be written in the form
for τ l (z) = 0, while e 0 = 1 for τ l (z) = 0. Indeed, the norm in the quaternion skew field H l is multiplicative and the quaternion skew field is without divisors of zero. Moreover, L l ⊥ τ On the other hand, the intersection of three embedded copies of the quaternion skew field H 1 ∩H 2 ∩H 3 = R is equal to the real field, which is the
The last term |z − Each number in the complex field p ∈ C l is orthogonal to the doubling generator L l of the quaternion skew field H l and in accordance with Formula (7) the iterated exponent e l (z) is real only when |τ 
The number τ l (z) ∈ C l is complex, consequently, τ 1/n l (z) has n distinct isolated roots in the complex field C l corresponding to n branches of the function z 1/n . Take for definiteness the branch of g(z) corresponding to the branch of the n-th root such that b 1/n > 0 for each b > 0.
In accordance with the notation above
, where w = τ 1 (z), x = τ 2 (z) and y = τ 3 (z).
This function ψ(w, x, y; z − 3 l=1 υ l (z)) may have zeros only when all three complex variables w 1 := w ∈ C 1 , w 2 := x ∈ C 2 and w 3 := y ∈ C 3 are real n-th powers of half-integer or integer numbers t l ∈ Z/2, w l = t n l , while z = l=1 υ l (z), where t 1 , t 2 , t 3 ∈ Z/2, s(t l ) = 1 for an integer t l ∈ Z and s(t l ) = −1 for noninteger half-integer t l ∈ Z + 1/2. If one of these numbers is non-integer halfinteger: either t 1 = k + 1/2 or t 2 = l + 1/2 or t 3 = m + 1/2, where k, l, m ∈ Z, then Equality (10) is equivalent to s(t 1 )(2k + 1)
n respectively. That is Equality (10) is always equivalent to the corresponding equality for integers.
If the number n is even and (10) is satisfied, then it is also satisfied for (±t 1 , ±t 2 , ±t 3 ). If n is odd and Equality (10) is satisfied, then it is also satisfied for the triple (−t 1 , −t 2 , −t 3 ).
Considering different possible signs s(t 1 ), s(t 2 ), s(t 3 ), sign(t 1 ), sign(t 2 ) and sign(t 3 ) one leads to the conclusion that (10) is equivalent to the equality (11) a n + b n = c n for non-negative integers, where c = ν max(|t 1 |, |t 2 |, |t 3 |); ν = 1, when t 1 and t 2 and t 3 are integer; ν = 2, when at least one of these numbers t 1 or t 2 or t 3
is non-integer half-integer. Indeed, for non-negative numbers t 1 and t 2 and t 3 the equality t , where t 1 ≥ 0, t 2 ≥ 0 and t 3 ≥ 0. Thus all zeros (w, x, y) of the function g(z) are described by the set of all non-negative integer solutions of Equation (11) with the condition z = 3 l=1 υ l (z) up to the symmetry transformations (t 1 , t 2 , t 3 ) → (t σ(1) , t σ(2) , t σ(3) ) and the multiplier ν ∈ {1, 2} as above, where σ : {1, 2, 3} → {1, 2, 3} is a bijective surjective mapping.
Next it is verified that the residue operator of the reciprocal function
is non-degenerate for each zero (w, x, y) = (t
if such zero exists. From the proof above we know that all poles ω of the reciprocal function f (z) or equivalently zeros of the function g(z) are isolated points when zeros z = ω = (t
The function g(z) is analytic in the z-representation on the CayleyDickson algebra A v and the reciprocal function f (z) is meromorphic. In this case residue operators of meromorphic functions of Cayley-Dickson variables at point poles were defined and studied in [14, 12, 10, 11] .
Calculating the (super-)derivative operator of the function g(z) one obtains due to the chain rule (see also Proposition 5 above): 4 for each m ∈ R, since υ l is the real-linear projection operator and τ l (z) = τ l (υ l (z)) and π 0 (υ l (z)) = 0 for each l = 1, 2, 3 and z ∈ A v , where each curled bracket corresponds to the right order of multiplication {ab... cd} = a(b(...(cd)...) ), the letter I denotes the unit operator acting here on
accordance with the chosen z-representation above with the help of Formulas (2, 3) and 2(1 − 3).
For definiteness we use the left algorithm for calculation of line integrals of functions over Cayley-Dickson algebras. Then a residue of a meromorphic function q on a domain U with a singularity at an isolated point ξ ∈ A r is defined as
whenever this limit exists, where
χ is a rectifiable closed path (i.e. loop) winding one time around zero,
K is a marked Cayley-Dickson number for γ such that |K| = 1, 0 < δ,
Making the change of the variable z → zK one can relate the case of K = 1 with the case of K ∈ A r \ R in Formulas (16, 17) .
Particularly it may be the circle χ(t) = ρ exp(2πtM), where ρ > 0, M ∈ S r , t ∈ [0, 1], 0 < δ ≤ 1, there is not any other singular point in the closed ball B(A r , ξ, ρ) of radius ρ and the center at ξ in the Cayley-Dickson algebra A r , (see also §1 in [14] ), here r = v = 9, where S r := {M ∈ A r : Re(M) = 0, |M| = 1} denotes the purely imaginary unit sphere.
Let a purely imaginary Cayley-Dickson number be M ∈ C 1 ∩ S r and g(ξ) = 0, then from Formulas (12 − 18) and
since α(βl) = (βα)l for each α, β ∈ A k and l = i 2 k for k ≥ 2 in accordance with Formula 1(2), the quaternion skew field is associative and the octonion algebra alg R {M, L 1 , i κ(1) } is alternative, particularly for complex numbers α, β ∈ C M := R ⊕ RM, also υ l • υ k (z) = 0 for each k = l ∈ {1, 2, 3}, where
is given by Formula (17). Symmetrically by substitution of variables for M ∈ C l ∩ S r and non-zero w l = 0 and g(ξ) = 0 we get
where w 2 = x and w 3 = y, (l, k) = (2, 3) or (l, k) = (3, 2), for γ given by Formula (17), w = t n l , t l ∈ Z/2 \ {0}. Thus z = wi κ(1) + xi κ(2) + yi κ(3) ∈ A v with wxy = 0 is a zero of the function g(z) if and only if the residue operator
If M ∈ C 1 ∩ S r and n is even, one gets from Formula (19):
if n is odd:
From Formulas (21) and (22) we have, that their sum by 1/2 ≤ t ≤ k for each 1/2 ≤ k ∈ N/2 is non-zero, since e 2πL 1 w 1/n ∈ {−1, 1}, t ∈ N/2, w = t n . Analogously we get this conclusion for Res γi κ(l) with l = 2, 3 also
Now we consider an analytic change of the variable z ∈ A v of special type:
taking the branch of the n-th root function z 1/n such that b 1/n > 0 for each b > 0, where η(z) is written in the z-representation due to Formulas (2, 3) and 2(1 − 3). Therefore, one gets the equality:
The inverse transform of the Cayley-Dickson variable is:
Therefore, the function g(z) can be presented as the composition of two (super-) differentiable over the Cayley-Dickson algebra A v functions g(z) = q(η(z)), where
q(η) is written in the η representation with the help of Formulas (2, 3) and
. The only zeros of q(η) are η ∈ A v satisfying two conditions: where
At first we consider the particular case when (vii.1) y 1 (t) = y 1 is constant and K and M are constant and (vii.2) the algebra alg R (M, K) over the real field generated by M and K is contained in an alternative sub-algebra in A r .
Let η(t) = α 0 (t) + α 1 (t)M + y 1 K be a curve in A r with real functions α 0 (t + π) = −α 0 (t) and α 1 (t + π) = −α 1 (t) for each t ∈ [0, 2π] so that
for each t, for example, when α 0 (t) + α 1 (t)M is a circle with the center at zero of radius ρ > |y 1 |. Therefore, one gets η(t + π) =
Then we infer the equalities: 
, consequently, the winding number around zero of the curve (α 0 (t) + α 1 (t)M + y 1 K) is equal to that of (α 0 (t) + α 1 (t)M), since
Now we consider the general case (vii.3) M = M(t) ∈ S r and K = K(t) ∈ S r and they are orthogonal
Making transformations and using Formulas (vi, vii) we deduce that
Ln[1+
In view of Rouché's theorem [9, 10, 11] in the complex plane R ⊕ RM
where q = q(t) = q 0 (t) + q 1 (t)M is a rectifiable closed curve (i.e. a loop:
Conditions (vii.1) and (vii.2) can be abandoned with the help of the homotopy theorem (see Theorem 2.15 in [10, 11] ). It can be lightly seen that (viii.1, x) imply the equality
Indeed, consider the equation:
where α ∈ R, η ∈ R, |η| ≤ 1. This gives (ξ cos(α) −η)
. By Vieta's formula one gets two solutions
arccos(
. Therefore, we deduce that M[
The transformation
In Formula (x) one can choose 
since the function in the integral does not change its branch, consequently, the function [Ln (x(t) + y(t) + z(t)) − Ln z(t)] does not change its branch.
Thus Formula (xi.1) implies that 0 dLn z(t) = P ∈ ZS r , particularly P = M for a constant M ∈ S r (see above). (27) c 2n > a 2n + b 2n for any non-zero real numbers a, b, c = 0 such that |c| n = |a| n + |b| n with n ≥ 3.
Since 2 n > 1 n +1 n and 3 n > 2 n+1 for n ≥ 3, we consider the equation a n + b n = c n for half-integer numbers a, b, c ∈ (Z/2)\{0} with max(|a|, |b|, |c|) ≥ 3.
That is in the ball B(A v , 0, 2 n+1 ) in the Cayley-Dickson algebra Equation (10) with non-zero half-integer numbers t 1 , t 2 , t 3 has not any solution, i.e.
the function g(z) is non-zero, g(z) = 0, for the argument z = t We proceed by induction. Suppose that in the ball B(A v , 0, 2ρ n ) the function g(z) is no-zero for z = c n i κ(1) + a n i κ(2) + b n i κ(3) ∈ B(A v , 0, 2ρ n ) with abc = 0, a, b, c ∈ (Z/2) \ {0}, where ρ ∈ N := {1, 2, 3, ...} is a natural number.
We take the path κ(t) consisting of two circles γ 1 and γ 2 of radius (ρ+1+ ǫ) n and (ρ + ǫ) n , where 0 < ǫ < 1/4, and a joining them path ω gone twice in one and the opposite direction such that κ(t) contains no any Cayley-Dickson number z with half-integer coordinates z j for any j = 0, ..., 2 v − 1. That is, κ(t) = γ 1 (4t) for 0 ≤ t < 1/4, κ(t) = ω(4t − 1) for 1/4 ≤ t < 1/2, ω(0) = γ 1 (1), κ(t) = γ 2 (3 − 4t) for 1/2 ≤ t < 3/4, κ(t) = ω(4 − 4t) for 3/4 ≤ t ≤ 1, ω(1) = γ 2 (0), where γ 1 (t) = (ρ + 1 + ǫ) n χ(t)i κ(1) , γ 2 (t) = (ρ + ǫ) n χ(t)i κ(1) , χ(t) = exp(2πtM), where ρ > 0, M = i 1 , t ∈ [0, 1].
In view of the theorem about change of a variable in the line integral over the Cayley-Dickson algebra A v and the theorem about residues (see Theorems 2.6, 2.11 and 2.13 in [14] and [10, 11] ) we infer that
where ψ(t) = η(κ(t)) for each t ∈ [0, 1], consequently,
ξ=w n 1 i κ(1) +w n 2 i κ(2) +w n 3 i κ(3) ; (ρ+ǫ)≤|c|<(ρ+1+ǫ); c n =a n +b n 3 . The proof above leads to the conclusion that Equation (11) has not any solution in natural numbers a, b, c ∈ N for n ≥ 3, since ρ ≥ 2 is arbitrary. Denote by θ k,l : H k → H l isomorphisms of copies of the quaternion skew field. Making the substitution of variables and using the isomorphisms θ k,l and the equation w n = x n + y n , we write two new functions g 1 and g 2 which have the same zeros as g: and analogous transformed functions q l (η), l = 1, 2, 3.
