The purpose of this study is to analyze the determinants of capital buffer in the Turkish Banking system and to estimate the cyclicality of capital buffer using a panel data of 87 banks covering the period 1988-2009. The data is based on the reports published by the Banks Association of Turkey. Two-step Generalized Method of Moments is implemented by using Arellano-Bond linear dynamic panel-data estimator. The study is focused on: i) economic growth, ii) asset size, iii) return on equity and iv) non-performing loans as the determinants of capital buffer. It is observed that commercial banks, including the banks under the control of Savings Deposit and Insurance Fund, move procyclically, where commercial banks, excluding the banks under Savings Deposit and Insurance Fund, fluctuate countercyclically. This finding is noteworthy since it is parallel to BASEL III, where structuring a countercyclical capital framework is emphasized.
Introduction
In the world of global financial crises, banking sector appeals significant interest. Because banks are the key players in the financial system, their way of dealing with the risky environment of today motivate researchers to look at the issue from different perspectives. Among those, capital requirement of a bank is vitally critical especially during the financial crisis times. Relation between capital requirement and business cycle attracts significant attention in literature. Since the seminal paper of Modigliani and Miller (1958) , capital structure in companies has been among the most important topic in the finance area and this importance has even grown for banks after the deregulation period started in the 1970s as emphasized by Stolz (2007) . Discussions on pro or countercyclicality of banks' capital requirement have reached to a new dimension in June 2004, when the Basel Committee on Banking Supervision published the final draft of the revised framework for capital measurement and capital standards, known as Basel II, by the Bank for International Settlements (2004) . Because Basel II requires banks to maintain the capital adequacy ratio above the 8% solvency coefficient of Basel I, this new regulation brings additional burden on banks. Banks are in dilemma to maintain "sufficiently enough" capital adequacy ratios which show healthiness of banks with their ability to absorb potential future losses and confidence level in the banking sector.
In literature, the term 'capital buffer' is defined as the amount of capital, banks hold in excess of that required of them by national regulators as denoted by Jokipii and Milne (2008) and often viewed as a "cushion" against insolvency crises as specified by Eichberger and Summer (2005) . Banks hold capital buffer for a variety of motivations and justifications based on: (a) their internal capital assessment models determined by their own risk appetite and assumptions, (b) the tendency to reflect their "soundness" with higher capital buffers for good ratings as argued by Jackson (1999) , (c) the need to insure themselves by having capital buffers set by the regulators as proposed by Marcus (1984) , Milne (2004) and Milne and Whalley (2001) , and (d) the likely growth opportunities as introduced by Jokipii and Milne (2008) . Capital buffer brings both advantages and disadvantages. For example, Heuvel (2008) finds welfare cost of capital significantly large. Therefore, banks need to consider the trade-off between advantages and costs associated with holding capital buffer. Restricting bank activities through a higher capital requirement ratio is expected to be negatively associated with bank development, adversely affecting credit expansion and credit growth. However, there are some contradictory evidences in the literature. Goddard, Molyneux and Wilson (2004) find a positive relation between the capital-to-asset ratio and profitability for the European banks. The introduction of risk-based capital standards is an attempt to eliminate the potentially negative effects of capital requirements as cited by Ayuso, Perez and Saurina (2004) . Besides, the Basel Committee considers determining "right" buffer size as an important risk management task for banks and it suggests regular stress testing as denoted by Peura and Jokivuolle (2004) . Committee's "good" intentions are criticized because of the likely procyclicality side effect. As Danielsson et al. (2001) argue, this side effect of co-movements in capital requirements and business cycles may induce banks to reduce lending during recessions due to high capital requirements. The opposite dynamics may apply during booming economies and this mechanism tends to worsen business cycle peaks and troughs as discussed by Pederzoli and Torricelli (2005) . Significant amount of researchers focus on the determinants of capital buffer and its relation with the business cycle (Note 1). However, there is not a consensus on findings. Ayuso et al. (2004) report a negative effect of business cycle on the capital buffers of Spanish Banks. Likewise, Stolz and Wedow (2005, 2011) find strong evidence that capital buffers behave countercyclically. Although, Lindquist (2003) asserts a positive effect on the capital buffer of Norwegian Banks, in his later study (2004) he reports a negative effect on the capital buffer. Jokipii and Milne (2008) find a positive co-movement for the recently accessed 10 member countries joined the European Union (EU) in May 2004.
In this study, we try to analyze the issue for the banking system of Turkey. We intend to contribute to the literature in two ways: (a) by exploring the crisis management experience of the Turkish banking sector from the capital adequacy perspective, and (b) by exploring the cyclicality behavior of the sector with a new category for the Savings Deposit and Insurance Fund (SDIF) banks. In this regard, the determinants of capital buffer for Turkish banks and the relation between capital buffer and the business cycle are examined with the panel data of the Turkish banks during the sample period of . In this environment, Generalized Method of Moments (GMM) estimator has been employed by reviewing the literature.
The structure of the paper is as follows: Section 2 summarizes the implementation of capital buffer in the Turkish banking sector. Section 3 introduces data and methodology. Section 4 presents the empirical results. Section 5 concludes the paper by discussion and further research ideas.
Capital Buffer in the Turkish Banking Sector in Brief
Turkish banking sector has experienced frequent financial crises in the last two decades and learned from the previous mistakes with high cost as argued by Atici and Gursoy (2011) . When the crises management experience is supported by the restructuring efforts of financial and banking system, the result turned to a success story during the latest global financial crisis. Turkish banking sector is affected from the global financial crisis in a relatively better scale compared to the European banking sector and it is recovered in a relatively shorter period. The higher capital adequacy ratios of the Turkish banks seem to have contributed to this accomplished result. In the Turkish Banking system, we began to witness high capital adequacy ratios by the capital adequacy standard ratio (Basel I) that has been put into effect in 1989. The capital buffer ratios have increased well above the legal requirement of 8% and even the target ratio of 12% (Note 2) after the banking and liquidity crisis of 2000 and 2001 in Turkey. The ratio is around 19% for the period of 2001-2007, around 21% for the following two years, 18.9% in 2010 and 16.5% in 2011 as cited in BRSA Report (2012 . With a transition period defined as July 2011 -June 2012, Turkish banking sector is announced to be performing in compliance with Basel II requirements by the second half of 2012 and definitive implementation process has begun as of July 2012.
Data and Methodology
The relation of capital buffer and its cyclicality in the Turkish banking sector is examined in light of the models listed in literature. Ayuso et al. (2004) established GMM (Note 3) estimation of capital buffer with the variables of return on equity (ROE), non-performing loans (NPL), size and the growth of gross domestic product (GDPG) to analyze the effect of business cycle on the capital buffer of Spanish commercial and savings banks for the period 1989 -2000 . Lindquist (2004 applied the model of Ayuso et al. (2004) to estimate the capital buffer of Norwegian banks for the period of 1995 . Estrella (2004 developed a dynamic model of optimum bank capital with the data of commercial banks in the United States collected for the period between 1984 -2001. Alfon, Argimón, and Bascuñana-Ambrós (2005) analyzed the determinants of the capital ratio of banks in the United Kingdom with a GMM framework based on Ayuso et al. (2004) and Lindquist (2004) . The independent variables were risk, size, GDPG, proportion of commercial and retail deposits over total deposits, trade and foreign ownership. Stolz and Wedow (2005, 2011) analyzed the effect of the business cycle on the regulatory capital buffer of German banks with a GMM estimator as well. Business cycle, return on asset, size, liquidity, loan loss, merger and bank type were the independent variables of the model established. Bikker and Metzemakers (2007) 
where BUF t denotes the capital buffer banks hold in excess of the regulatory minimum capital requirement as specified in Appendix D, GDPG is the annual growth of gross domestic product, SIZE is the natural logarithm of total assets, ROE is the net income over total equity, NPL is the ratio of loans under follow-up over total loans as a measure of the true riskiness of bank portfolios, LOG is the loan growth to capture the changes in credit demand, PROFIT is the bank profit after tax, LOTA is loans over total assets as a measure of bank risk and MERGER is the dummy variable that is "one" if a bank has taken over by another bank in the same year and zero otherwise. The subscripts i and t denote bank and time period respectively. "η i " is an unobservable variable that captures idiosyncratic features of each bank that are constant over time and "ε" is the random shock.
The capital buffer variable of BUF i,t-1 is a lagged dependent variable intends to capture persistence of capital buffer as argued by Ayuso et al. (2004) while its coefficient may be interpreted as a measure of adjustment cost with its expected positive sign. The GDPG variable is added to Equation (1) as a macroeconomic indicator to explore the impact of business cycle on capital buffer. SIZE as the first bank specific control variable included to Equation (1) as used by Stolz and Wedow (2005, 2011) and Alfon and Argimon, (2005) . This variable may affect the capital buffer through several ways such that: (a) large banks have lower possibility of negative shock to their capital because of their easier access to investment and diversification opportunities, (b) large banks would be the first to rescue and support in a financially distressed environment due to prevent negative chain reactions, and (c) size of a bank may be another reason for having an access to capital. Because of these listings, SIZE variable is expected to have a negative sign. ROE is the second bank specific control variable included to the Equation (1). Direct costs of remunerating the excess capital are approximated by return on equity of each institution. A negative sign may suggest that the higher the cost of the capital, the bigger the negative effect on the capital buffer. Alfon et al. (2005) , Ayuso et al. (2004) and Boucinha (2008) recorded negative relation between ROE and capital. On the contrary, Berger (1995) , Nier and Baumann (2006) and Flannery and Rangan (2008) found a positive relation between ROE and the cost of capital. When there is information asymmetry, a significant proportion of fluctuations in bank earnings tend to be kept as retained earnings, which in turn will cause an increase in capital ratio. NPL is the third bank-specific control variable in the Equation (1) as used by Ayuso et al. (2004) . If banks set their capital in line with the true riskiness of their portfolios, then a positive relation will be expected. On the other hand, as an ex-post measurement of the risk assumed by the institutions, a negative sign could be witnessed by the banks where higher credit risk materialized lowered the excess. As Basel requires banks to keep different capital ratios towards different types of exposures (e.g. direct-lending, contingent-lending, underwriting) banks might vary their capital buffers depending on their risk assessment of their portfolios. With this justification, four new variables are added to the Equation (1), namely LOG, PROFIT, LOTA, and MERGER. We believe that controlling for LOG would be meaningful for a correct interpretation of NPL as suggested by Boucinha (2008) . LOG, enables us to capture changes in credit demand. If banks have not anticipated a high credit growth, this could lead a reduction in their capital buffers. On the other hand, an upswing in loans implies an increase in capital requirements. However, when adjusting capital is costly, then a transitorily reduction in capital buffer is likely to happen. The next variable is PROFIT. Banks can increase their capital buffer through retained earnings, but this is an uncertain option if profits are highly volatile. Lindquist (2004) found a significant negative relation between profit and capital buffer. Higher retained earnings could be expected to increase capital buffers, but also higher expected earnings could lead to a reduction in desired capital buffers. Although the expected sign of this variable is ambiguous, Jokipii and Milne (2008) report a positive relation. The fourth extension to Equation (1) is LOTA, as a measure of bank risk. Because LOTA points out a potential risk, its sign is expected to be positive. On the other hand, a negative sign would suggest that, banks choose to take greater risks with their assets by holding smaller capital buffers as argued by Fonseca and Gonzales (2010) . Because Turkish banking sector has witnessed several mergers especially during the restructuring period, our final addition to Equation (1) Vol. 6, No. 1; 2013 suggest that merger consume capital or it could be the consequence of the merger between a well capitalized bank and a loosely capitalized one to rescue the weak from financial distress as argued by Kleff and Weber (2003) . Whereas, a positive sign could be explained by precautionary behavior or simply by the acquisition of a strongly capitalized bank. Moreover, a positive sign could also mean that acquiring bank is typically better capitalized before a merger (Stolz & Wedow, 2005) . The development and investment banks as being too cautious with their special structures seem to operate with the highest capital buffers well above the GDP growth line. Capital buffers of commercial banks are considerably negative between the years of 1999 and 2000 as this group of banks consists of the problematic banks under the control of SDIF. When we exclude this problematic group of banks, the average capital buffer increase to 7% for the same period. Until 2006, the capital buffer of commercial banks excluding the problematic SDIF banks moves mostly above the GDP growth line. By 2006, we witness a diminishing GDP growth line while capital buffer has an uptrend as a precautionary measure against potential distress. Capital buffer of the SDIF banks reaches to its peak by 2004 and because they have eliminated from the banking system, this group lose its effect on the banking system for the same year.
Empirical Results
We estimate model (1) for (a) commercial banks (b) commercial banks excluding the SDIF banks, and (c) development and investment banks. First, we have transformed model (1) into first differences to obtain unbiased estimates. Because the lagged endogenous variable is included among the regressors and other explanatory variables are likely to be endogenous, GMM estimator is employed. In order to avoid model misspecification, three conditions should be satisfied under the GMM estimation (a) a significant first-order autoregressive model, AR (1) serial correlation, (b) lack of second-order autoregressive model, AR (2) serial correlation and (c) a high Sargan test statistic as specified by Arellano and Bond (1991) and Caporale, Raul, Sova, & Sova (2009) . The results of model (1) are listed in Table 1 . We use two-step version of the GMM estimator to obtain the Sargan test statistics (Note 4). All three requirements of the GMM estimation are met in the models structured for the Turkish banking system. Based on the statistics obtained from our analysis, we do not encounter multicollinearity between the explanatory variables. In the main model, for commercial banks, we find a positive significant relation (p-value: 0.000) between capital buffer and GDPG. An increase of 1% in the GDPG is associated with an increase of 0.03% in the capital buffer. The positive 0.50 coefficient of the lagged dependent variable indicates that this cyclical impact increases after one year. The positive relation between capital buffer and GDPG turns out to countercyclical when we exclude the SDIF banks. This result suggests that this group of banks tend to cover the risks in downturns with higher capital reserves.
In literature we find Ayuso et al. (2004) , Lindquist (2004) , Stolz and Wedow (2005, 2011) and partially Jokipii and Milne (2008) report a negative relation between bank capital buffers and cycle variables for Spanish, Norwegian, German and European banks, respectively. Bikker and Metzemakers (2007) also discuss a negative relation between capital buffers and cycle in their cross-country analysis for 29 OECD countries. Our findings for commercial banks excluding the SDIF banks are in line with the literature. On the other hand, findings for commercial banks including the SDIF banks are not consistent with the literature indicating that commercial banks most probably use capital buffers to offset the negative effects of procyclical requirements. Turning to the bank-specific variables of commercial banks, we find a negative significant relation (p-value: 0.000) between capital buffer and SIZE suggesting that the larger the bank the lower its capital ratio. This finding leads us to economies of scale, diversification effects and advantages in terms of accessing to capital, which is consistent with the findings of Alfon and Argimon (2005), Fonseca and Gonzales (2010) , Lindquist (2004) and Stolz and Wedow (2005, 2011) . When we exclude the SDIF banks, the relation becomes insignificant.
The relation between the second bank-specific variable ROE and capital buffer is insignificant for commercial banks. Excluding the SDIF banks, the relation turns out to be significantly positive (p-value: 0.002) suggesting that information asymmetries may lead to an increase in retained earnings that cause to an increase in capital ratio as also reported by Berger (1995) , Nier and Baumann (2006) and Flannery and Rangan (2008) . The relation of capital buffer and NPL is found significantly negative (p-value: 0.000), indicating that the higher the banks risk preferences, the lower the capital buffers they hold. This result is consistent with the literature. When we exclude the SDIF banks, the relation becomes significantly positive (p-value: 0.000) which is in line with the study of Jokipii and Milne (2008) .
For the consistency of GMM estimation, Sargan statistics is used. In the main model, the result is fully satisfactory in favor of the validity of the instruments. There is a significant negative first-order autocorrelation in the residuals, AR(1) statistics, as expected and no second-order serial correlation in the first-difference correlations, AR(2) statistics. The results are still fully satisfactory for the commercial banks and commercial banks excluding the SDIF banks. Table 1 presents further estimation results for the four models derived from the main model. In the first step, LOG is added to the main model as an explanatory variable and a significantly negative relation is found out between capital buffer and LOG (p-value: 0.000) for the commercial banks. This finding suggests that an unexpected increase in loan demand may lead to a decrease in the capital buffer. On the other hand, an increase in loans may lead to an increase in capital requirements. When, adjusting capital is costly, it may reduce capital buffers, as well. The relation is still significantly negative (p-value: 0.000) when we exclude the SDIF banks.
As a second step, we extend the model by adding PROFIT to the main model as an explanatory variable. The relation between capital buffer and PROFIT is significantly positive (p-value: 0.000) for commercial banks indicating that retained earnings are used to increase the capital buffer. The result is still significantly positive (p-value: 0.000) when we exclude the SDIF banks. As a third step, we extend the main model by adding LOTA as an explanatory variable. The relation between capital buffer and LOTA is significantly positive (p-value: 0.000) suggesting that banks prefer holding higher capital buffer towards a riskier profile. The relation remains significantly positive (p-value: 0.000) when we exclude the SDIF banks.
Our last extension to the main model as an explanatory variable is MERGER. This variable shows a significant negative sign (p-value: 0.037) implying that MERGER has an adverse effect on capital buffer. This finding could address a capital-consuming merger or a merger between a well-capitalized bank and a weak one for rescuing the second. The relation is insignificant when we exclude the SDIF banks. GMM Sargan test results, AR(1) and AR(2) statistics are satisfactory for the main model and its extensions derived for commercial banks and commercial banks excluding the SDIF banks.
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International Business Research Vol. 6, No. 1; 2013 We structured an additional model by including output gap (OUTGAP) and SDIF to provide further evidence on the capital buffer procyclicality and to examine the effects of the SDIF banks in detail. We replaced the GDPG in the main model with OUTGAP as a new measure of business cycle in order to capture the possibility of non-constant potential output growth. We applied the Hodrick-Prescott filter-the mathematical tool to separate the cyclical component of the time series from raw data-to the real GDP series in order to investigate the OUTGAP. We analyze the results with the model stated in Equation (2).
We analyze the effects of the presence of the SDIF banks with the model stated in Equation (3).
Our findings are listed in Table 2 . In Model 1.A, the result for commercial banks indicates that the procyclicality remains when we replace the variables GDPG and OUTGAP. The relation between the capital buffer and OUTGAP variable is significantly (p-value: 0.000) positive suggesting that the commercial banks in Turkey tend to undertake extra risks of the business cycle downswings with less capital. When we exclude the SDIF banks, the relation of capital buffer and OUTGAP represents a countercyclical behavior in parallel to the findings of the main model.
In Model 1.B, we include the SDIF banks as a dummy variable and find a significantly negative (p-value: 0.000) relation. Result points out a countercyclical behavior of the SDIF banks suggesting that the existence of these group of banks are capital buffer eroding as witnessed in years 1999 and 2000.
GMM Sargan test results, AR(1) and AR(2) statistics are successful both for Equation (2) and Equation (3) with their significantly expected signs. Results point out that no model misspecifications exist.
Discussion and Further Research Ideas
The increasing frequency of global financial crises makes it clear that there is no safe haven in the world of intra and interdependent economies due to globalization and increasing market integration. In this new global www.ccsenet.org/ibr International Business Research Vol. 6, No. 1; 2013 environment, developed economies are much more sensitive to global financial crises compared to emerging markets. In this respect, Turkey appears to have a better-positioned banking system among the emerging markets due to the improvements in her financial system after the drastic banking and liquidity crisis in 2000 and 2001.
Turkish banking sector has learned a lot and developed substantial amount of precautionary and structural measures, especially on the capital buffering approach by the ongoing crises in the last two decades. This approach seems to be working properly for the Turkish banks, which proved themselves in the latest global financial crisis. Inverse funding and profitability in the banking system even under a global financial crisis environment could be evaluated as yields of this evolving financial system. The risk management system of the Turkish banking sector can be summarized by effective public supervision, risk avoiding attitude and capital buffering approach. In this study, we focus on exploring the determinants of capital buffers in the Turkish banks, through the estimation of a dynamic panel data model. We have gathered the data from Banks Association of Turkey for 938 observations of 87 banks for a period from 1988 to 2009. We build our model by using two-step version of GMM methodology for the commercial banks, commercial banks excluding the SDIF banks and development and investment banks. Because the development and investment banks have their own business dynamics and specialization, we opt to focus on the commercial banks and commercial banks excluding the high risky banks that are transferred to the control of the SDIF due to their drastic financial and governance problems especially after the 2001 financial crisis.
Our findings provide sufficient evidence about a procyclical relation between the capital requirements and business cycles for the Turkish commercial banks and a countercyclical relation for the commercial banks excluding the SDIF banks. Although recent research results on cyclicality in literature are mixed, an overwhelming majority of results refer in favor of a countercyclical relation. Considering the recent countercyclical proposal under BASEL III, our results for commercial banks excluding the problematic banks could be evaluated as in line with the expected future results. According to the results of the main model the relation between capital buffer and size is significantly negative and in line with the related literature for commercial banks. This result not only supports the fact that the larger banks have lower capital ratios but also reveals economies of scale, diversification effects and advantages in terms of access to capital. Capital buffer and ROE relation is found significantly positive for the commercial banks excluding the SDIF banks, suggesting that information asymmetries could lead to an increase in retained earnings, which could cause an increase in capital ratios. Capital buffer and NPL relation is significantly negative for commercial banks, leading us to conclude that the higher the risk preference of banks the lower the capital buffers they hold. This finding is also in line with the literature. This relation turns significantly positive when we exclude the SDIF banks. The relation of capital buffer and LOG is significantly negative for both the commercial banks and commercial banks excluding the SDIF banks, revealing that an unexpected increase in loan demand may lead to a decrease in the capital buffer. Besides, an increase in loans may lead to an increase in capital requirements. When adjusting capital is costly, it may reduce capital buffers as well. The relation between capital buffer and PROFIT is significantly positive for the commercial banks and commercial banks excluding the SDIF banks, indicating that retained earnings used to increase the capital buffer. The relation between capital buffer and LOTA is significantly positive for the commercial banks and commercial banks excluding the SDIF banks. This finding stresses that banks choose to hold higher capital buffers for the higher risk levels, which is in parallel with the previous findings in literature. MERGER has an adverse effect on capital buffer in commercial banks. This finding addresses a capital-consuming merger or a merger between a well-capitalized bank and a weak one for rescuing the second.
As a different measure of economic activity, we establish an additional model to provide further evidence on the capital buffer procyclicality and to examine the effects of the banks under the control of the SDIF in detail. We replace the GDPG by OUTGAP by using Hodrick Prescott filter. This replacement does not change the results of the main model established for commercial banks and commercial banks excluding the problematic banks. Moreover, in the second additional model, we include the SDIF banks as a dummy variable and results for commercial banks point out a countercyclical behavior of the SDIF banks suggesting that these problematic banks are capital buffer eroding as witnessed in years 1999 and 2000.
Overall, this study intends to shed some light on the determinants of capital buffer and the cyclicality relation of the Turkish banking system. Our findings provide sufficient evidence about a procyclical relation between the capital requirements and business cycles for the Turkish commercial banks and a countercyclical relation for the commercial banks excluding the SDIF banks. Eliminating the problematic SDIF banks, our findings lead us to conclude that Turkish commercial banks employ the capital buffering approach proposed under BASEL III as an effective risk management tool besides the other vehicles. The empirical results points out that capital buffer is www.ccsenet.org/ibr
International Business Research Vol. 6, No. 1; 2013 affected mainly by non-performing loans (NPL), loan growth (LOG), profit after tax (PROFIT) and loans to total assets (LOTA). Considering the commercial banks excluding SDIF banks, capital buffer and NPL relation is significantly positive showing that these banks adopt conservative position against risks. LOG and capital buffer relation is significantly negative revealing that an unexpected increase in loan demand may lead to a decrease in the capital buffer. The relation between capital buffer and PROFIT is significantly positive indicating that retained earnings used to increase the capital buffer. Finally, relation between capital buffer and LOTA is significantly positive stressing that banks choose to hold higher capital buffers for the higher risk levels. Structuring the models by covering different variables and applying different methodologies and/or including banking sectors of emerging countries could be the subject for future studies. Notes: BUF= capital buffer, GDPG= growth of gross domestic product, SIZE= natural logarithm of total assets, ROE= return on equity, NPL= non-performing loans, LOG= loan growth, PROFIT= profit after tax and LOTA= loans to total assets. *Banks under the control of Savings Deposit and Insurance Fund.
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