The first part of the paper treats the question of the existence of a solution x=x(t) of an ordinary differential equation which exists for t ^r" and remains in a given closed set F for every assigned initial point (r0, x(t0))eF or, in the autonomous case, x(f0)eF. The results involve conditions which, for the autonomous case, reduce to dist(jc°-r-A/(;c°), F)/A-0 as A->-(-0 for all x"eF. The second part of the paper deals with theorems of the Wazewski type which, in some situations, permit the relaxation of the hypothesis that egress points are strict egress points.
1. Invariant sets. We shall first prove Theorem 1. Let Qc£" be open, £<=Q relatively closed in Q, and f: Q->En continuous. Then a necessary and sufficient condition that, for every x0gF, at least one solution x=x(i) of the initial value problem (1) x'=f{x), x(0) = x0, satisfies x{t)eF on its right maximal interval of existence is that (2) d(x° + hf(x°), F)/h^0,ash^+0, for all x° e F, where d(x, £)=inf|x-y\for _ye£.
The necessity of (2) is obvious. The converse becomes false if one replaces "at least one" by "every". This can be seen from the scalar example x'=x1/3, Q=£1, £={0}. A result corresponding to Theorem 1 was proved by Brezis [1] under the additional assumption that/is locally uniformly Lipschitz continuous. His proof depended in an essential way on this assumption and is quite different from the proof of Theorem 1 below.
Proof. Assume (2) . It is sufficient to prove the existence of a solution x=x(r) of (1), x(t)eF, on a small interval [0, a] . Let b>0 be so small that the closed ball 22"={x: |x-x0|^2¿>} is in Í2, and let M satisfy |/(x)|^M [April on S26, and <x=o/2Af. Any initial value problem x'=/(x), x(r°) = x°e26, has a solution x=x°(i), x°(r)e£2M on [i°, t°+2a] . Let x°e£nSi) and for te [t°, t°+<x] , choose a >>(e£ satisfying í/(x°-|-(?-(0)/(x0), £)=|x°+ (/w0)/(x0)-j>(|. Thus, as i^f0+0, C3) to -*°(0I ^ l*°(0 -*° -(/ -f°)/(*°)l + dix? + it-t°)fix°), F) = oit -t°).
Hence, as t^t°+0,
If e>0 and S>0 is sufficiently small, then (3), (4) imply that the linear function Lit) defined by It is clear that any chain in Qc possesses an upper bound in Q£. Thus, by Zorn's lemma, Qc contains a maximal element iXc, TE). Then Te=ol, for otherwise we can extend Xcit) to an interval [0, Te+S] as the linear function L(i)=L(f ; XtiTc), Tt, S) on [Tc, Tc+S] , where S>0 is sufficiently small.
By the Ascoli-Arzela theorem, there is a sequence e(l)>£(2)>-• • such that e(m)-i-0 and xit)=\im Xe{m)it) exists uniformly on [0, a], as m-^-oo. Clearly, x(f) is a solution of (1) or that (II) Lk(t° + h, x° + hf(t°, x0)) = 0 for small h^Oandke I.
Then at least one solution x=x(t) of the initial value problem (12) x' = fit, x), x(t0) = x0, where Lk(t0, x0) _ Ofor I < k ^ m, satisfies Lk(t, x{t))^0for l=rc_m on its right maximal interval of existence.
A condition involving the alternative (10) or (11) cannot be omitted (even in the autonomous case), as can be seen from the example n-2, x= (x\ x2),f(t, x) = (l, 0),m=2,nndL1(t,x)=x2,L2(t,x)=\x-(0, 1)|»-1, so that £^0, £2=0 only for x=(0,0). But the solution x=x(i) with the initial condition x(0)=0 is x{t)=(t, 0). This example also shows that the condition involving (10) or (11) cannot be relaxed as follows: the index set 7C{1, • • • , m} can be written as a disjoint union 7=7XU72 such that Lkt,X)(t°, x°), kelx, are linearly independent and the inequality in (11) holds for k&I2. See Theorem 3 below if the set £= Ç) {Lk£0} is the closure of its interior.
Proof. Let £={(/, x):Lk(t, x)=0 for 1 =£=m}. In view of Theorem 2, it suffices to verify (7) at a point, say (t°, x°)=(0, 0), such that 7=7 (0, 0) is not empty and (10) Leí Q<=£"+1 o<? o/?en, £<=Q a convex set relatively closed in Í2, and /:Q-►£" continuous. Then a necessary and sufficient condition that, for every (?0, x0)e£, at least one solution x=x(?) of the initial value problem (6) satisfies it, x(r))e£o« its right maximal interval of existence is that A-(l,/(i°, x°))^0 for every (f°, x°)e3£nQ and every outward normal A to F at it", x°).
By an outward normal to £ at (/°, x°)edF is meant an (n + 1)-vector A satisfying A-(i-1°, x-x°)^0 for all (r, x)e£. Corollary 2 follows from the fact that if v is an («+1)-vector and (f°, x°)g9£, then dût0, x°) + /w, F)/h ->-0 as h->+0 if and only if A-y^O for all outward normals A to £ at it0, x°). This can be verified by considering, for small h>0, the unique point (th, xh)eF nearest to the point it0, x°)+hv and, if these points do not coincide, the unit vector AA in the direction it0, x°)+hv -ith, xh), so that Ah is an outward normal to £ at ith, xh).
Remark. In Corollary 2, the condition that £is convex can be relaxed to the condition that, for every (/0, x0)e£, the intersection of £ and a small ball in £2 with (i0, x0) as center is convex; correspondingly, the definition of outward normal can be "localized".
2. On a theorem of Wazewski. In this section, we obtain Theorems 3 and 4, analogues of a result of Wazewski. In these theorems, the set of egress (=strict egress) points is replaced by other sets (and, in particular, it is not required that an egress point be a strict egress point). Here, k, a, ß denote indices on the ranges \<:k^p + q; l^oL^p; p+l <:ß ^p+q, where p^O, q^O, p+q>0 (with the understanding that p=0 or ^=0 means that the indices a or ß do not occur). (H3') Or, more generally,
Lkt,x)(t,x)*0 for fee/(r,x);
if Ia=Ia(t, x), Ib=Ih{t, x) are the sets of indices k=x, ß in 7(r, x) and if neither Ia nor Ib is empty, then (7) span{L?¡i¡c)(í, x), a e /"} n span{Lf(i"(i, x), /? e 76} = {0}.
Theorem 3. Assume (HJ, (H2), (H3) or (H3'). 77ien iAere is a point (t0, xQ)eS and a solution of the initial value problem (8) x'=/(r,x), x(?0) = x0, such that (t, x(t))eÙa on its right maximal interval of existence.
This is an analogue of a theorem of Wazewski (cf. e.g., [2, Corollary 3.1, p. 282]) in which strict inequalities are required in (3), so that 7(r, x) is empty for all (t, x), and Ü0 is replaced by £2° in the conclusion. Actually, we shall deduce Theorem 3 from this result of Wazewski. For suppose that some nontrivial linear combination 2 CA=0, and write (i4) 2' C*A* --2" C*A*> where 2'> 2" denote the sums over the indices kelc0 for which Cj._0, cfc<0.
Multiplying (14) scalarly by w0 gives 2' Cj = -2" ck>0. If (14) is divided by this positive number, the result can be written in the form 2'A¿At = 2" ^A*' where A¿, A£ = 0, Y % = T" A£ = 1.
But this contradicts that fact that {Ak, kelc0} is the set of extremal points ofSe.
When Ic=Icit0, x0) is empty, let Ic0 be the empty set. Put/cl = /c-Ie0, I0=Ia0Ulb0, h=IaiSJlbl in any case, so that I=IaUlb=ra0(JlalUlb<)(Jlbl= /qU/j are disjoint unions (of possibly empty sets). When lit0, x°) is not empty, it follows from (7) and (13) that (15) Lfí,«)(í°, x°), k e /" = 70(i°, x°), are linearly independent.
Hence there exists a scalar g0it°, x°) and an «-vector git0, x°) satisfying
at it0, x°) for a, j8e/0(i°, x°). Let 7V(i°, x°)<=Q be an open ball with center (i°, x°), radius so small and c=c{t°, x°)>0 so small that (i) L%¡X)it, x), kel0it°, x°), are linearly independent on Nit0, x°), so that (16) has continuous solutionsg0it, x)=g0it,x; t°, x°), git, x)=g(t, x; t°, x°) on Nit0, x°)
for oc, ßel0it°, x°);-(ii) if (i°, x°)fUk, then L\t, x)<0 on Nit0, x°) and if (i0,x°)eIP, k$Iit°,x°), then \Lk\>c\Lktg0+Lkxg\ on /V(r°,x0); finally (iii) g0, g and c satisfy (17) c\g0\,c\g\^\ on/V(/°,x°).
Condition (ii), (16), and the definition of/0=/o0U/()0 imply that Lkit, x)<0 on Nit0, x°) if (/°, x°)^nfc and that
and (r°, x°)6n*, 0<e^l (whether or not kelit0, x0)). The set £={(i, x)e£i:/(i, x) is not empty} is closed relative to £2. Choose a sequence of points (rm, xm)e£, w=l, 2, • ■ • , such that /YjU N2Kj ■ • ■ , where Nm = Nitm, xm), is a cover of £. Correspondingly, let c™ = c(r, xm), gm0(i, x)=g0(i, x; im, xm), and gm{t, x)=git, x; rm, xm).
On the open set 7V0=Q-£, let g00(i, x)=0, g°it, x)=0, c°=0; so that The inequalities (9) are implied by (17) and g00=0, g°=0. In order to verify (10), let (/■>, x°)=(im, xm) in (18), multiply (18) by <f>m, sum with respect to m=\, 2, • ■ ■ , and add the result to (19) multiplied by <f>°. In this way, we obtain (10).
Proof of Theorem 3. Consider the system of differential equations (20) x' = [f{t, x) + eh(t, x)]/[l + eh0(t, x)], equivalent to (12). [2, Corollary 3.1, p. 282] implies that there exists a point (te, xe)eS and a solution x=xE(t) of the system (20) such that xe(/c)=xe and (r, x£(i))eQ° on its right maximal interval of existence.
From the compactness of S, it follows that there exist a (t0, x0)e5, an co on 0<co_oo, and a sequence e(l)>£(/)> • • • , such that e(m)->-0 and x(/)=Iim xe(m)(r) exists uniformly on compact intervals of 0_i<co as m->-oo, x=x(t) is a solution of (8), and 0_i<co is its right maximal interval of existence; cf. [2, Theorem 3.2, . This proves Theorem 3.
Let F<= En+1 be a convex set with a nonempty interior £°. Let {t, x)edF and ^V(t, x) the set of outward normal vectors A to £ at (t, x). Then V(t, x) is a closed, convex cone (i.e., Al5 A2eJ/"(t, x) implies that AjAj-fX2A2eJf{t, x) for A1; A2_0). A vector AejV(t, x) will be called extremal (A2) £c£2 is closed relative to £2; the interior £° of £ is not empty; and, for every (t0, x0)e£, there is a ball 2=2(i0, x0)c:£2 with center (t0, x0) such that £nS is convex.
(A3) Introduce the sets
Define by the projection £:J/'^9£nO, P(t, x, A) = (t, x) for (t, x, A) e JV.
Suppose that the set Jft, which is closed relative to £2x£"+1, can be written as a disjoint union i^u/^ such that (i) A^el, jVe2 are closed relative to £ix£n+1; (ii) we have the inequalities (24) x'=fit,x), x(r0) = x0, such that it, x(i))e£on its right maximal interval of existence.
The proof parallels that of Theorem 3. We first obtain If AeJS~eit°, x°), it0, x°)edFr\Q, and K-A<0, then the point (r°,x°)+ hV$F for small -/2>0. In particular, A-ye(r°, x°)<0 when (i°, x°, A)e Jf2e implies that (/°, x°)e?Ji2e is not an egress point of £° relative to the differential equation (26). In fact, the set of egress points of £° relative to (26) is Q in (23), and every egress point is a strict egress point; cf. e.g., the proof of [2, Lemma 3.1, p. 281] .
