Convolutional neural networks (CNNs) have been widely applied in super-resolution (SR) and other image restoration tasks. Recently, Hinton et al. proposed capsule neural networks to resolve the problem of viewpoint variations in image classification tasks. Each capsule is represented as either a vector or a matrix to encode more object information, such as position, size, direction, etc. Instead of detecting specific features, these capsule neural networks search for the most relevant features using an iterative process. Therefore, capsule neural networks require fewer parameters compared to traditional neural networks. Inspired by these advances, we make use of a capsule neural network to exploit more potential features for image SR. In this paper, we develope two frameworks: the Capsule Image Restoration Neural Network (CIRNN) and the Capsule Attention and Reconstruction Neural Network (CARNN), to incorporate capsules into image SR convolutional neural networks. The CIRNN takes advantage of the rich information encoded in the capsules to reconstruct accurate high-resolution images. The CARNN generates SR attention features by utilizing the robust segmentation capability of the capsules. Our experiments show that both frameworks can enhance SR for most testing datasets. The CIRNN performs better than the CARNN and can achieve better performance than other traditional CNN methods with a similar amount of parameters.
I. INTRODUCTION
Image Super-Resolution (SR) techniques are aimed toward recovering high-resolution (HR) images from low-resolution (LR) ones. Interpolation is the simplest by which to do this by producing sub-pixels via combinations of adjacent pixels. However, the resulting images usually contain aliasing artifacts and over-smoothed regions.
A dictionary-based algorithm is one of the representative methods typically used to solve the SR problem. Yang et al. [1] proposed to jointly learn the non-linear functions that map from LR patches to HR patches with two coupled dictionaries. The sparse representation coefficients for each LR patch are identified from the LR dictionary and are used to reconstruct the HR patch from the HR dictionary. Then the HR image is composed by aggregating the HR patches.
The associate editor coordinating the review of this manuscript and approving it for publication was Shaojun Wang.
Deep learning-based SR methods have been intensively studied in recent years. Dong et al. [2] first proposed a CNN-based algorithm by directly learning the end-toend mapping between LR and HR images. Many other works have applied similar concepts to train their neural networks [3] - [5] . However, these methods scale up the input image before feeding it into CNN and waste unnecessary operations on redundant sub-pixels. Some SR systems [6] , [7] replace the pre-scaling with post-scaling using convolutional upsampling layers. Lai et al. [8] addressed difficulties in learning the mapping for large scaling factors by progressively upsampling. Harris et al. [9] exploited many up-and down-sampling layers to generate deeper features.
While conventional neural networks have become dominant in many computer vision applications, Sabour et al. [10] introduced a new framework using a brand new type of neurons, called capsules, to represent more intricate features. An iterative algorithm based on the routing-by-agreement mechanism is utilized to find a relevance path connecting the input and output capsules [11] . Later, Hinton et al. [12] FIGURE 1. The mechanism of routing algorithm in the CIRNN. The broken line shows that the routing algorithm produces the output capsule toward the center of the target capsules with each routing iteration.
proposed another routing method based on the Expectation-Maximization (EM) algorithm. Capsules can automatically encode various information and model instantiation parameters. Motivated by these advantages, we apply capsule neural networks to implement robust SR systems.
The remainder of this paper is organized as follows. Section II reviews CNN-based SR methods, capsule neural networks and attention networks. Section III presents the proposed image super-resolution frameworks. The experimental results are discussed in Section IV. We conclude this paper in Section V.
II. PRIOR WORKS A. CNN-BASED IMAGE SUPER-RESOLUTION
The Super-Resolution Convolutional Neural Network (SRCNN) [2] learns the non-linear functions that map from LR images to HR images. This framework pre-scales up the input LR image to the target resolution. However, the computation complexity increases dramatically. The pre-upsampled operation may produce no high-frequency information, but new noise. To alleviate this problem, the Fast Convolution Neural Network for Super-Resolution (FSRCNN) [6] is trained to reconstruct the HR image without any preupsampling. Unlike in [2] , the upsampling operation in FSR-CNN is performed by a deconvolutional layer at the last stage. Therefore, the number of convolutional operations is significantly reduced since the processing area in the layers before the last stage is reduced. By setting stride s of the filters, the deconvolutional layer scales up the input s times. However, the reconstructed images may suffer from chessboard artifacts that are caused by the overlapping areas of sliding windows. Shi et al. [7] applied a sub-pixel convolutional layer that assembles several small LR feature maps into a large SR feature map through pixel-shuffling. The subpixel convolutional layer can generate more delicate patterns and thus the chessboard artifacts can be avoided.
B. CAPSULE NEURAL NETWORK
Hinton et al. [13] first introduced the concept of capsules to express an image object from different viewpoints. A capsule consists of a group of neurons, which can be formed either as a pose vector or as a pose matrix, along with an associated activation probability. A pose within a capsule may represent various types of information, including positions, sizes, orientations, deformations, etc. A capsule layer also contains transformation matrices and a routing algorithm. Capsules layers are concatenated with convolutional layers to form a capsule neural network. Low-level capsules usually represent some parts inside larger objects, which are also represented as capsules in the next higher level. The poses of low-level capsules are transformed by weight matrices to cast votes for high-level capsules. So far, there have been two methods, Dynamic Routing (DR) [10] and Expectation-Maximization Routing (EMR) [12] , which were proposed to find high-level capsules among voted candidates. Fig. 2 illustrates the routing mechanism for a capsule v j in the (l + 1)th layer. The capsules {u i } in layer l are first transformed into candidates {û j|i } by multiplying with trained weight matrices W ij . Then, they are combined with coupling coefficients {c ij }, which can be refined with different routing strategies. For Dynamic Routing (DR), a non-linear squashing function is applied to restrict the length of output capsule v j to be under a unit. The coupling weights c ij are then iteratively refined with an agreement that is proportional to the inner product between v j andû j|i . On the other hand, for Expectation-Maximization Routing (EMR), each output capsule v j is modeled as a Gaussian random matrix with a mean µ j and a variance σ j . The agreement is gauged using a probabilistic cost function, and then used to iteratively update the coupling coefficients c ij through an EM-like process. Interested readers are referred to references [10] and [12] for more details. The geometric relations between objects and their parts can be more accurately identified with these routing processes. The activations of capsules in the last layer usually represent the probabilities of the objects. Thus, a capsule neural network can learn to detect objects hierarchically.
C. ATTENTION NETWORKS
Attention networks can recalibrate the important components of the input features and have been applied in various fields, such as image generation [14] , image description [15] , [16] , image recognition [17] , [18] and image restoration [19] , [20] . The attention weights are generated by a separate subnetwork from the input feature maps and are usually applied in two different ways, channel attention and spatial attention. For channel attention, each channel is multiplied with the corresponding coefficient. For spatial attention, feature elements in the same spatial position of different maps are multiplied with a shared weight. This may make it possible to obtain more information in certain important regions.
In [19] , [21] , attention networks are proposed for an SR task that achieves state-of-the-art performance. Inspired by the remarkable performance of the capsule neural network in the segmentation task [10] , we also designed capsule attention networks to extract more SR features than would otherwise be possible.
III. IMAGE SUPER-RESOLUTION USING CAPSULE NEURAL NETWORK
In contrast to conventional neural networks, a capsule neural network encodes object features into vectors or matrices to represent richer information, which can be exploited to reconstruct finer images in SR applications. Therefore, we propose two series of SR methods using capsule neural networks, the Capsule Image Restoration Neural Network (CIRNN) and the Capsule Attention and Reconstruction Neural Network (CARNN). The receptive fields and channel numbers for these architectures are intentionally designed to be comparable to those of SRCNN [2] . In this work, the SR effects of applying capsules are investigated rather than merely using convolutional neurons.
A. CAPSULE IMAGE RESTORATION NEURAL NETWORK (CIRNN)
The CIRNN is designed to reconstruct HR images directly from capsules. Fig. 1 illustrates the routing mechanism for SR applications. Input capsules may contain either feature matrices or vectors. They are transformed into another capsule space that contains both target candidates and irrelevant candidates. We assume that the target candidates contain some common HR features, while the irrelevant candidates contain less related or even noisy features. The output capsule in the next layer is identified from target candidates through a routing algorithm. Fig. 1 shows an example where the output capsule is iteratively updated to approach the cluster center of the target candidates. This mechanism can be operated using either DR [10] or EMR [12] . Fig. 3 gives an overview of the CIRNN framework. The convolutional layer Conv(f 1 , n 1 , c 1 ) generates n 1 feature maps from c 1 input channels with filters of size f 1 × f 1 . The primary capsule layer PrimaryCaps(f 2 , n 2 , c 2 , v 2 ) is basically a convolutional layer that generates n 2 × v 2 feature maps from c 2 feature maps with filters of size f 2 × f 2 . The n 2 × v 2 feature maps are then grouped into n 2 capsule maps, in which each capsule is formed by a vector or a matrix containing v 2 elements.
Convolutional capsule layers play a vital role in finding the relationship between LR and HR features. Similar to the capsule scheme demonstrated in [12] , we use convolutional capsule layers ConvCaps(k 3 , n 3 , c 3 , v 3 ) that route c 3 input capsule maps, inside a k 3 × k 3 sliding window, to n 3 output capsule maps, wherein each capsule contains is empolyed for all convolutional capsule layers. The moving stride of the sliding window is set to 1 to keep the spatial size unchanged. We set the number of routing iteration for the convolutional capsule layer to 3, as in [10] , [12] . A capsule is represented as a vector with v 3 elements, which can be processed directly in the DR scheme. To apply the EMR scheme, we reshape the vector capsule into a √ v 3 × √ v 3 matrix capsule.
The Reconstruction Module in Fig. 3 generates SR images from capsule maps. It involves different processes to match for different routing schemes. To reconstruct for the purpose of the DR scheme, capsule maps are directly unpacked into independent maps, which are then concatenated into feature maps, as shown in Fig. 4 . To reconstruct for the purpose of the EMR scheme, each capsule is first split into a pose matrix and a scalar activation. Each element in the pose matrix is scaled by the activation as presented in Fig. 5 . The feature maps are formed by unpacking and concatenating the scaled pose maps. Then, the SR image is generated by applying an additional recovery layer for the feature maps. The adopted recovery layer is discussed in Section IV.
Given M taining sample pairs, the proposed networks are trained to minimize the cost function where I LR i is the ith input image, I HR i is the corresponding ground truth data, λ is the weight decay parameter, Y (I LR i ) is the output of the network, and the trainable parameter θ includes the filter weights in the convolutional layers and the transform matrices in the capsule layers.
B. CAPSULE ATTENTION AND RESTORATION NEURAL NETWORK (CARNN)
Unlike the CIRNN that directly generates an SR image from capsules, CARNN uses capsule layers to capture the channel attention. In a conventional attention network, attention weights are generated by a separate neural sub-network to recalibrate the input feature maps. In this work, we take the advantage of rich information encoded in capsules to obtain more accurate channel weights. The activation component of the routed capsule is assigned as an attention weight since it represents the importance of a specific channel. Fig. 6 illustrates the CARNN framework, which consists of a feature extraction convolutional layer, N Capsule Attention Blocks (CABs) and a sub-pixel convolutional layer. Each CAB contains a channel attention module, which takes feature maps X ∈ R H ×W ×64 as the input, and output α ∈ R 64 as the channel attention weights. The residual feature map X c is the scaled version of X by
where x i • α i denotes scaling the i-th channel x i ∈ R H ×W by the i-th scalar element α i of the vector α. The residual learning method is applied to stablize the training convergence. After the serial operations of N CAB modules, the SR image is reconstructed using a sub-pixel convolutional layer [7] .
In each channel attention module, the primary capsule layer PrimaryCaps and convolutional capsule layer ConvCaps function similarly to the CIRNN. The EMR [12] algorithm is applied in each convolutional capsule layer. In the module, the primary capsule layer uses 5 × 5 convolutional kernels to generate 16 capsule maps, wherein each capsule contains 9 elements. These 16 capsule maps are down-sampled through the use of global average pooling to generate exact 16 capsules as the input of the following convolutional capsule layer. If the candidates have more features in common, which means they are located closer in the capsule space, the output capsule of the routing process will gain a larger value in terms of its activation component. By applying the sigmoid activation function σ (·), the channel attention module outputs the channel weights α. 
IV. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed networks, we implement CIRNN and CARNN using the publicly available package Matrix-Capsules-EM-Tensorflow [22] . The details of the dataset, training procedure and testing results are provided in the following subsections.
A. DATASET
We chose DIV2K [23] to be the training dataset. Each image in DIV2K is down-sampled and patched into 19 × 19 sub-images. The entire training dataset comprises approximately 1.3 million samples. We set the batch size to 16. We used General-100 [6] and Yang91 [1] as the validation datasets. To compare with other state-of-the-art approaches, Set14 [24] and BSD100 [25] are used as the testing datasets. We only considered the luminance component for the performance comparison, since the human visual system is more sensitive to it.
B. TRAINING METHOD
We empirically set both the learning rate and the weight decay parameter λ to 10 −4 for all neural network layers. The filters of convolutional layers and transform matrices of capsule layers in the CIRNN and CARNN are initialized using the Xavier method [26] . All parameters are updated through the ADAM optimizer [27] .
C. NETWORK ANALYSIS
We first conducted a small experiment by replacing the first two convolutional layers of the FSRCNN with two capsule layers, including one primary layer and one convolutional layer. We managed to keep the same number of parameters by setting the capsule layers as PrimaryCaps(1, 3, 56, 4) and ConvCaps(3, 3, 3, 4) , respectively. The results showed that the modified network with capsules was higher than the original FSRCNN by 0.06 dB in PSNR.
To further explore the potential enhancement, we investigate various settings for the CIRNN. The combinations are listed in Table 1 . The bicubic pre-upsampling setting in the second column refers to interpolating the input samples to match the target scaling size before feeding them into the neural network. Since the input had already been upsampled, we simply applied a convolutional layer as the Recovery Layer in the Reconstruction Module as shown in Fig. 4 and Fig. 5 . As for the Deconv and SubPixel Recovery Layer settings in the third column, we directly input the LR samples into the neural network, and then recovered the HR image using a single deconvolutional or sub-pixel convolutional layer, respectively, with 5 × 5 filters in the last stage. The DR and EMR settings in the fourth column indicates the routing algorithm adopted by the convolutional capsules. It should be noted that for the DR in the convolutional capsule layer, we implemented a sliding window exactly like the EMR [12] scheme.
In this work, we set the CIRNN for the first convolution layer with parameter (f 1 , n 1 , c 1 ) = (9, 32, 1), the primary capsule layers with (f 2 , n 2 , c 2 , v 2 ) = (1, 4, 32, 9) , and the other convolutional capsule layers with (k 3 , n 3 , c 3 , v 3 ) = (3, 4, 4, 9) . We first evaluated different recovery and routing algorithms for the network with only the = 1 convolutional capsule layer. This model did not include either skipconnections or dense-connections, as presented in Fig. 3 , since it is the simplest model by which to evaluate the recovery and routing algorithms. Comparing the second and the third rows in Table 1 , it can be seen that the model using EMR performs better than the model using DR based on the peak-signal-to-noise ratio (PSNR) gain of 0.17 dB. This result shows that EMR generates more accurate capsules as target HR candidates.
We further tested different Recovery layers to be operated with EMR. The results are shown in the third to the fifth rows of Table 1 . The model with the sub-pixel layer [7] outperformed the models with the convolutional and deconvolutional layers by 0.12 and 0.11 dB, respectively. We thus concluded that the combination of the sub-pixel convolutional layer and EMR had the best performance. Therefore, based on the results, we adopted the above settings to design deeper models.
For the deeper models, the primary capsules and the convolutional capsules were densely connected and fed to the Reconstruction Module. In this manner, we could reuse the output from previous layers. Skip-connection was applied between the convolutional capsule layers for training stability and convergence. We denoted the deeper models with the skip-and dense-connections as CIRNN+SDC to distinguish them from the previous model without such connections. In CIRNN+SDC, the convolutional layer was set to extract more features with n 1 = 64,and convolutional capsule layers were set for different values of n 2 , n 3 and in order to evaluate the effects. The results are shown in the last three rows of Table 1 , where it can be seen that the combination (n 2 = n 3 = 4, = 5) performed best. The concatenation with more convolutional capsule layers provided richer representations to CIRNN-SDC, and which in turn led to better performance.
For the CARNN, we first evaluated the performance of the channel attention module in the CARNN with only one CAB. We turned off the channel attention module by setting every element of the channel attention weights α to 1. Table 2 shows that the model with the channel attention module outperformed the model without a channel attention module by 0.07 dB, which demonstrated the robustness of the proposed capsule attention network. Then, we investigated the influence of the number of blocks N . As shown in Table 2 , the CARNN with more CABs led to better performance since the deeper network was able to extract finer features for the purpose of reconstructing HR images. Therefore, we chose the CARNN(N = 5) as the test model for the subsequent experiments. Table 3 provides the quantitative comparisons on the commonly used dataset. We compared the proposed CIRNN and CARNN methods with state-of-the-art methods, including A+ [28] , SRCNN [2] , RFL [29] and FSRCNN [6] . PSNR and the Structural Similarity (SSIM) indices were used as the quality measurement. In addition, we present the qualitative results in Figs. 7, 8 and 9 . The CIRNN performed better on Set5 in terms of both the PSNR and SSIM indices, while the CARNN outperformed the others on Set14 in the PSNR index. In addition, the channel attention mechanism may not benefit all datasets on super-resolution tasks. The same results can be found in [30] . However, when testing on the BSD100, the proposed CIRNN and CARNN methods performed slightly worse than the FSRCNN, but were still better than many other SR methods. Table 3 also lists the number of parameters for each model with a scaling factor of 3. The CIRNN contained around 63K parameters, of which 77% were used on the Recovery layer in the Reconstruction Module. The feature maps of the previous layers were densely concatenated and resulted in a significant amount of parameter costs. Compared to the SRCNN [2] , the proposed CIRNN method greatly improved on Set5 and Urban100 by only 6K more parameters. The CARNN achieved similar performance to that of the FSRCNN and CIRNN. However, the CARNN used much more parameters since we did not apply techniques such as expanding and shrinking, as proposed in [6] . The shrinking layer reduces the input feature dimension before mapping for the sake of computational efficiency, and the expanding layer expands the HR feature dimension in order to improve the restoration quality. The design of the CARNN is still rudimentary, yet it shows the effectiveness of the proposed capsule attention module.
D. COMPARISON WITH STATE-OF-THE-ART METHODS
We noted that the proposed methods performed less effectively than the FSRCNN on some testing datasets,such as the BSD100. This might have been because this kind of testing dataset contains too many different themes. The limited size of the transform matrices in the capsule layers may result in failure to generate the target candidates necessary for the routing process to select an accurate capsule. A possible solution for this issue would be to significantly increase the number of convolutional capsule channels to raise the probability of producing target candidates.
V. CONCLUSION
In this paper, we proposed applying a capsule neural network to CNN-based image super-resolution algorithms. The CIRNN employs rich information contained in the capsules to directly reconstruct the images. Different from the CIRNN, the CARNN applies the attention module to recalibrate the feature maps. Both of the proposed methods could achieve results comparable to recent CNN-based methods.
We plan in the future to speed up the proposed framework with more capsule channels. Compared to a conventional CNN, a capsule neural network requires significantly more extra computational power for performing iterative routing. Some faster methods other than the EM algorithm should be developed for efficient capsule voting to implement a deeper capsule neural network for SR.
