In this article we derive the recurrence relations for the single and product moments based on progressively Type-II rightcensored order statistics for the extended exponential (EE) distribution. The estimation of the model parameters under progressively Type-II right-censored order statistics are obtained by maximum likelihood method. Furthermore, Monte Carlo simulation study has been carried out to compare the performances of the proposed method. Finally, a real data set has been analyed for illustrative purposes.
INTRODUCTION
The most commonly censoring schemes found in statistics literature are Type-I and Type-II censoring, but the conventional Type-I and Type-II censoring schemes do not have the suppleness of allowing removal of units at points other than the terminal point of the experiment. For this reason; we consider here a more general censoring scheme called the progressive Type-II censoring scheme. Several authors have studied progressive Type-II censoring and properties of order statistics arising from such a progressively censored life test. Some key references are Cohen [1] and Thomas and Wilson [2] . We refer readers to Balakrishnan and Aggarwala [3] for an excellent review of the progressive censoring.
Consider an experiment in which n units are placed on life test. In progressive censoring schemes, the experimenter decides before hand the quantity m, the number of failures to be observed. When the first failure is observed, R 1 of the n − 1 surviving units are randomly selected and removed. At the second observed failure, R 2 of the n − 2 − R 1 surviving units are randomly selected and removed. The experiment finally terminates at the time of the mth failure when all remaining R m = n − m − R 1 − R 2 − … − R m−1 surviving units are removed. The censoring numbers (R i ; i = 1 … m − 1) are prefixed. We will denote the m ordered failure times thus observed by X 1∶m∶n , … , X m∶m∶n . It is evident that n = m + m ∑ k=1 R k . The resulting m ordered values which are obtained from this type of censoring are referred to as progressively Type-II right-censored order statistics.
A random variable X is said to follow the extended exponential (EE) distribution with parameters and . if its probability density function (pdf) and cumulative distribution function (cdf) are given as f (x; , ) = (1 + x) −1 e 1−(1+ x) , x > 0, , > 0 (1) *Corresponding author. Email: qshahbaz@gmail.com and the corresponding cumulative density function (cdf) is F (x; , ) = 1 − e 1−(1+ x) , x > 0, , > 0. (2) Here and are the shape and scale parameters, respectively. Hereafter, a random variable X that follows the distribution in (1) is denoted by X ∼ EE ( , ). An important characteristic of this distribution is that the density function (1) has a decreasing probability function like an exponential distribution but its mode is at zero which has been dealt in detail by Nadarajah and Haghighi [4] . Faster decay of the upper tail. The shape of the hazard rate of this distribution shows increasing, decreasing, and constant like a Weibull or generalized exponential distribution. For = 1, the distribution reduces to standard exponential distribution. Further, this distribution is a particular member of the three-parameter power generalized Weibull distribution, introduced by Nikulin and Haghighi [5] . Lemonte [6] introduced exponentiated Nadarajah and Haghighi (ENH) distribution in the lines of Gupta and Kundu [7] where he provided detailed mathematical properties of the ENH distributions. He also discussed the estimation of the unknown parameters of the distribution by the method of maximum likelihood for complete samples as well as for censored samples. Mirmostafaee et al. [8] studied recurrence relations for the single and product moments of record values and associated inference for EE distribution. Kumar et al. [9] obtained recurrence relations for the single and product moments of order statistics from the EE distribution. They also obtained the best linear unbiased estimators (BLUEs) for the location and scale parameters.
One can observe from (1) and (2) that
provided that ≥ 1 is an integer. This equation will be exploited in order to derive some recurrence relations for the single and product moments of progressive Type-II right-censored order statistics for the EE distribution. This relation will be exploited in this section to derive recurrence relations for the single moments of progressively Type-II right-censored order statistics from the generalized half-logistic distribution.
The joint pdf of the progressively Type-II censored samples X₁:m:n, X₂:m:n, , Xm:m:n, is given by
where
And f (x) and F (x) are given by (1) and (2) .
Let the progressively Type-II right-censored sample X
with censoring scheme (R 1 , R 2 , ⋯ , R m ) , m ≤ n arise from EE distribution with pdf and cdf given in (1) and (2), respectively.
The single moments of the progressive Type-II censored order statistics for the EE distribution can be written as
where f (.) and F (.) are given respectively in (1), (2), and C (n, m − 1) as defined in (5) .
Means and variances of a distribution can be computed by using recurrence relations for single and product moments for any continuous distribution. Several papers have been published on recurrence relation for progressively Type-II right-censored order statistics for different distributions. Recent works in this area are those of Balakrishnan et al. [10] , Balakrishnan and Saleh [11] , Dey et al. [12] , and Malik and Kumar [13] , and the references cited therein.
The motivation of the paper is two fold: first, we derive recurrence relations for the single and product moments of progressive Type-II right-censored order statistics. These recurrence relations will allow one for the recursive computation of these moments w.r.to. the given censoring scheme, and second is to obtain the maximum likelihood estimators and confidence intervals (CIs) of the unknown parameters of the model. The uniqueness of this study comes from the fact that we provide explicit expressions for single and product moments using progressive Type-II right-censored order statistics along with parameter estimation using Maximum Likelihood Estimates (MLE).
This article unfolds as follows: In Sections 2 and 3, we provide the recurrence relations for single and product moments of progressive Type-II right-censored samples from EE distribution. In Section 4, we discuss the maximum likelihood estimation method of the unknown parameters along with approximate CI. A Monte Carlo simulation study is presented in Section 5 to evaluate the performances of the estimation method discussed in Section 5. Then, in Section 6, we illustrate the methodology developed in this manuscript and the usefulness of the EE based on progressive Type-II right-censored order statistics using a real data example. Finally, Section 7 concludes the paper.
RECURRENCE RELATION FOR SINGLE MOMENTS
In this section, we derive several new recurrence relations for the single moments of progressive Type-II censored order statistics for all sample sizes n and all censoring schemes (R 1 , R 2 , ⋯ , R m ) , m ≤ n from EE distribution.
Theorem 2.1. For 2 ≤ m ≤ n and k ≥ 0,
Proof: From equations (5) and (6), we have
Using (3) in (9), we get
Integrating (10) by parts, we get after simplification
Substituting the value of L (x 2 ) from (11) in (8) and using (6), we simply have
] , upon rearrangement the above equations, yields the relation in (7).
Theorem 2.2. For m = 1, n = 1, 2, ⋯ and k ≥ 0,
Proof: Similar to the Proof of Theorem 2.1.
Theorem 2.4. For 2 ≤ m≤ n, and k ≥ 0,
Proof: Similar to the Proof of theorem 2.1.
Corollary 2.1. By letting = = 1 in (7), we can deduce relation for the single moments of progressively Type-II censored order statistics for the standard exponential distribution
Corollary 2.2. For = = 1 in (12), we get
Corollary 2.4. For = = 1 in (14), we get
Deductions: When R 1 = R 2 = ⋯ = R m = 0 so that m = n, in which the case of progressive Type-II censored order statistics become the usual order statistics X 1∶n , X 2∶n , ⋯ , X n∶n , then i. From (7): For k ≥ 0, we get
ii. From (13): For k ≥ 0, we get
RECURRENCE RELATION FOR PRODUCT MOMENTS
For EE distribution, we can write the (r, s) th product moment of the progressively Type-II right-censored order statistics as
where f (.) and F (.) are defined in (1) and (2) and C (n, m − 1) is defined in (5).
Proof: Using (3) and (6), we have
By integrating the innermost integral by parts and then substituting into (23), we obtain Pdf_Folio:175
× ∫
x j+1
which, when substituted into (23) and using (21), we have
] .
Upon rearrangement the above equations, yields the relation in (22).
Proof: Similar to the Proof of theorem 3.1.
Corollary 3.1. By letting = = 1 in (22), we can obtain the recurrence relation for product moments of progressively Type-II censored order statistics for the standard exponential distribution.
] , Corollary 3.2. For = = 1 in (24), we get (0,0,0,0,3) 0.000835 0.001927 0.003413 0.005554 0.008897 10 5 (5,0,0,0,0) 0.000535 0.003878 0.009823 0.023198 0.076700 10 5 (0,0,0,0,5) 0.000535 0.001195 0.002031 0.003123 0.004609 12 5 (7,0,0,0,0) 0.000371 0.003715 0.009659 0.023035 0.076536 12 5 (0,0,0,0,7) 0.000371 0.000813 0.001348 0.002009 0.002845 15 5 (10,0,0,0,0) 0.000237 0.003581 0.009526 0.022901 0.076402 15 5 (0,0,0,0,10) 0.000237 0.000510 0.000827 0.001198 0.001641 18 5 (13,0,0,0,0) 0.000165 0.003508 0.009453 0.022828 0.076330 18 5 (0,0,0,0,13) 0.000165 0.000350 0.000559 0.000797 0.001069 20 5 (15,0,0,0,0) 0.000133 0.003477 0.009422 0.022797 0.076298 20 5 (0,0,0,0,15) 0.000133 0.000281 0.000447 0.000632 0.000841
PARAMETER ESTIMATION UNDER PROGRESSIVE TYPE-II CENSORED ORDER STATISTICS
Let X 1∶m∶n , X 2∶m∶n , . . . , X m∶m∶n be the ordered m observed failures under Type-II progressively censored sample from EE ( , ) with censoring scheme (R 1 , R 2 , … , R m ). For notational convenience, we will use X i in place of X i∶m∶n . Thus the likelihood function is given by
The corresponding log-likelihood function is given by
where D = ln {C (n, m − 1)} .
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By differentiating the log-likelihood function (26) , we obtain the MLEs of and ,,̂by solving numerically the following nonlinear equations:
Approximate CIs
Once the ML estimates of and are obtained, we can apply the asymptotic normality of the MLEs to compute the apoximate CIs for the parameters. The observed variance covariance matrix for the MLEs of the unknown parameters = ( , ) is
) .
The derivatives in I ( ) are given as follows:
(31) Therefore, the above approach is used to derive the approximate 100 (1 − ) %confidence intervalCIs of the parameters = ( , ) as in the following forms:̂±
Here, Z 2 is the upper
th percentile of the standard normal distribution.
We have generated progressive Type-II censored order statistics from EE distribution by using following algorithm given by Balakrishnan and Sandhu [14] :
as random progressive Type-II censored ordered sample from EE distribution.
Pdf_Folio:179
SIMULATION
In this section, a Monte Carlo simulation is performed to compute the average estimates of the MLEs to evaluate the performance of the proposed method for different censoring schemes. For simplicity of notation, we denote these censoring schemes, for instance, by ( 8, 0 * 2 , 3, 0 * 2 , 2 ) which represents the censoring scheme R = (8, 0, 0, 3, 0, 0, 2) with n = 20 and m = 7. The results show that the average estimates of MLEs overestimates the true parameter values in most of the censoring schemes. The censoring schemes with zero removals in middle provide underestimates the true parameter values. We have also obtained 95% CI under various censoring schemes. It shows that all the censoring schemes cover true value of the parameters with 95% confidence. The results are listed in Table 3 . In all cases we have used = 1.5 and = 0.5 (for other combinations of , are not reported).
ILLUSTRATIVE EXAMPLE
To illustrate the use of the method proposed in this article, we consider a data set from Lee and Wang [15] which corresponds to remission times (in months) of a random sample of 128 bladder cancer patients. For the purposes of illustrating the method discussed in this article, a progressively Type-II censoring scheme R = ( 0 * 48 , 80 ) has been used. The results are listed in Table 4 . We fitted EE distribution to the data set by using the method of maximum likelihood and the results are compared with the other competitive models namely, exponentiated exponential, Kumaraswamy exponential, and exponential distribution. The statistics -ln(L) where -ln(L) denotes the log-likelihood function evaluated at the maximum likelihood estimates and AICs are listed in Table 4 for the data set. Based on the results displayed in Table 4 , we can see that the EE distribution has the lowest Akike information criterion (AIC) value among all other competitive models, therefore, the EE distribution is a suitable model for the proposed data set and can chosen as the best model.
CONCLUSION
In this paper, we have established several recurrence relations for single and product moments of progressive Type-II censored order statistics from EE distribution. Since recurrence relations reduce the amount of direct computation and hence reduce the time and labor, therefore the relations under consideration can be useful in computing the moments of higher order from the EE lifetime distribution. ML method of estimation is used for estimation of the parameters of the EE distribution based on progressively Type-II right-censored order statistics. The simulation results provide us some idea to choose the censoring schemes though it is not exhaustive. Finally, the work of this paper can be extended for Bayesian analysis of record values under different loss functions.
