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Queen’s University
In this paper, we study the superconvergence phenomenon in
the free central limit theorem for identically distributed, unbounded
summands. We prove not only the uniform convergence of the densi-
ties to the semicircular density but also their Lp-convergence to the
same limit for p > 1/2. Moreover, an entropic central limit theorem
is obtained as a consequence of the above results.
1. Introduction. Let {Xi}∞i=1 be a sequence of freely independent copies
of a selfadjoint random variable X . For notational convenience, we assume
that the random variable X has mean zero and variance one. Let µn be
the distribution of the normalized sum Sn = (X1+X2+ · · ·+Xn)/
√
n. The
aim of this article is to study the convergence properties of the probability
measures µn in terms of their densities dµn/dx.
Convergence of the densities of a sequence of distributions to the density
of the limit distribution (assuming the given densities exist) is the object of
classical local limit theorems [11]. One such limit theorem concerning the
sequence {µn}∞n=1 was discovered by Bercovici and Voiculescu in [6], where
the random variable X is assumed to be bounded (i.e., the law of X has a
bounded support). The limit law in this case is the standard semicircular
distribution γ whose density is
√
4− x2/2pi on the interval [−2,2]. This
convergence to the semicircle law, referred as the superconvergence in [6], is
very strong in the sense that the measures µn become Lebesgue absolutely
continuous after finitely many n’s, the density of µn is supported on an
interval [an, bn] and analytic on (an, bn), limn→∞ an = −2, limn→∞ bn = 2,
and the sequence dµn/dx converges uniformly to dγ/dx as n→∞.
On the other hand, the weak convergence of the sequence {µn}∞n=1 to
the measure γ, also known as the free central limit theorem, has been the
Received May 2009; revised August 2009.
1Supported in part by a Coleman Postdoctoral Fellowship at Queen’s University.
AMS 2000 subject classifications. Primary 46L54; secondary 60F05, 60F25.
Key words and phrases. Free central limit theorem, superconvergence, local limit the-
orems, free entropy.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2010, Vol. 38, No. 4, 1492–1506. This reprint differs from the original in
pagination and typographic detail.
1
2 J.-C. WANG
subject of several investigations. This limit theorem was initially proved by
Voiculescu [21] for bounded random variables. Later this result was extended
to unbounded variables with finite variance by Maassen [15] (see also [17] for
a further development). An explanation of the appearance of the semicircle
law, both in the free central limit theorem and in the asymptotics of large
random matrices, was found by Voiculescu in [23].
Knowing the above results, it is therefore natural to ask whether the
superconvergence in the free central limit theorem holds for unbounded ran-
dom variables. In this paper, we show that this is indeed the case and even
more, in addition to the uniform convergence and analyticity properties of
the densities, we also prove a global central limit theorem in the sense of
the Lp-convergence. This further implies an entropic central limit theorem,
which is a free analogue of Barron’s classical theorem on the convergence to
the normal entropy [2]. Note that our results are in sharp contrast with the
classical central limit theorem, where the distributions in the central limit
process could be all atomic.
This paper is written in terms of free convolution. Let M be the set of
all Borel probability measures on the real line R. The free convolution of
two measures µ, ν ∈M is denoted by µ⊞ ν. Thus, µ⊞ ν is the probability
distribution of Y +Z, where Y and Z are free random variables with distri-
butions µ and ν, respectively (see [5] for the details of this construction and
the book [28] for a comprehensive introduction to free probability theory).
Aside from being an interesting subject in itself, the theory of free con-
volution also plays a significant role in the study of the limit laws for large
random matrices. For example, it was shown in [16] that if for each N ≥ 1,
AN and BN are independent unitarily invariant N ×N hermitian random
matrices such that their spectral distributions converge weakly in probabil-
ity to µ and ν as N →∞ and the sequence E(tr |AN |) is bounded (where
E denotes the expectation and tr the normalized trace), then the spectral
distribution of AN +BN converges weakly in probability to the free convo-
lution µ⊞ν as N →∞. Hence, one can use the free probability tools such as
the R-transform (see Section 2) to further analyze the limit law of AN +BN .
We refer to [8] for an introduction to some of the most probabilistic aspects
of free probability and its connections with random matrices. We now be-
gin by reviewing the analytical machinery needed for the calculation of free
convolution.
2. Preliminaries.
2.1. Cauchy transforms and free convolution. Denote by C+ = {z ∈C :ℑz >
0} the complex upper half plane. The Cauchy transform of a measure µ ∈M
is
Gµ(z) =
∫ ∞
−∞
1
z − x dµ(x), z ∈C
+,
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and its reciprocal Fµ = 1/Gµ is an analytic self-mapping of C
+. The measure
µ can be recovered from Gµ as the weak
∗-limit of the measures
dµy(x) =− 1
pi
ℑGµ(x+ iy)dx
as y→ 0+ (see [10]). If the function ℑGµ(z) is continuous at x ∈ R, then
the probability distribution function Fµ(t) = µ((−∞, t]) is differentiable at
x and its derivative is given by F ′µ(x) =−ℑGµ(x)/pi. This inversion formula
gives a way to extract the density function of a measure from its Cauchy
transform.
The Cauchy transform Gµ carries certain invertibility properties near the
point of infinity, which can be used to calculate the free convolution of
measures. To be precise, for each θ ∈ (0, pi/2) and β > 0, we introduce the
cone Γθ = {z ∈C+ : arg z ∈ (θ,pi− θ)} and the domain
Dθ,β = {z ∈C− : arg z ∈ (−pi+ θ,−θ); |z|< β},
where arg z is the principal argument of the complex number z and C−
denotes the complex lower half plane. As shown in [5], we have
Gµ(z) =
1
z
(1 + o(1)), z ∈C+,
as z→∞ nontangentially (i.e., |z| →∞ but z ∈ Γθ for some angle θ > 0).
This implies that, for every θ > 0, there exists β = β(µ, θ) > 0 such that
the function Gµ has an analytic inverse G
−1
µ (relative to the composition)
defined in the set Dθ,β . Then the R-transform of the measure µ is defined
as
Rµ(z) =G
−1
µ (z)−
1
z
and we have
Rµ1⊞µ2 =Rµ1 +Rµ2
on a domain Dθ,β where these three functions are defined. This remarkable
property of R-transform was first proved by Voiculescu in the case of com-
pactly supported measures [22], then it was extended to the measures with
finite variance in [15], and finally to the whole class M [5].
Note that the R-transform Rµ is related with the function ϕµ in [5] via
the formula ϕµ(z) =Rµ(1/z). Thus, the properties of the function ϕµ can be
translated in terms of Rµ. Among all, we mention the following continuity
property with respect to the weak convergence of probability measures (see
[5]). The notation δx here means the probability measure concentrated at
x ∈R.
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Proposition 2.1. Let {νn}∞n=1 ⊂ M be a sequence. If νn converges
weakly to δ0, then for every θ ∈ (0, pi/2) and β > 0 there exists N =N(θ, β)>
0 such that the function Rνn is defined in the domain Dθ,β for n≥N and
Rνn → 0 uniformly on the compact subsets of Dθ,β as n→∞.
2.2. Free convolution with a semicircle law. For t > 0, the centered semi-
circle distribution of variance t is the probability measure with density
dγt(x) =
1
2pit
√
4t− x2 dx
on the interval [−2√t,2√t]. Its Cauchy transform is given by
Gγt(z) =
z −√z2 − 4t
2t
, z ∈C+,
where the branch of the square root on C+ \ [0,+∞) is chosen such that√−1 = i. We use γ to denote the standard semicircle law that has mean zero
and variance one. The function Gγ has a continuous extension to C
+ ∪R,
where the extension acts on R by{
(x− i√4− x2)/2, if |x| ≤ 2;
(x−√x2 − 4)/2, if |x|> 2.
In particular, we see that, for each δ > 0, the function Gγ can be continued
analytically to K = {x + iy :x ∈ (−2,2), |y| < δ} (and beyond, to a whole
Riemann surface). This analytic continuation (which we still denote by Gγ)
has an explicit formula given by Gγ(z) = (z − i(4− z2)1/2)/2, where (·)1/2
is the principal branch of the square root function on C+ \ (−∞,0]. Note
that the function Gγt also has a similar boundary behavior since Gγt(z) =
t−1/2Gγ(t−1/2z). We also mention that the R-transform Rγt(z) = tz and the
function Gγ satisfies the functional equation
Gγ(z) +Fγ(z) = z, z ∈C+ ∪K.(2.1)
Proprieties of free convolution by semicircular distributions have been
studied thoroughly in [7, 24]. We now review some of these results that
are relevant to our approach to the central limit theorem. Fix t > 0 and a
measure ν ∈M. As shown by Biane [7], the Cauchy transform Gν⊞γt has a
continuous extension to C+ ∪ R and an explicit formula for the density of
the measure ν ⊞ γt can be described as follows.
Define the function vt :R→ [0,+∞) by
vt(u) = inf
{
v ≥ 0 :
∫ ∞
−∞
1
(u− x)2 + v2 dν(x)≤
1
t
}
.
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It was proved in [7], Lemma 2, that the function vt is continuous on R,
analytic on the open set {u ∈R :vt(u)> 0} and for all u ∈R∫ ∞
−∞
1
(u− x)2 + vt(u)2 dν(x)≤
1
t
(2.2)
with equality if vt(u)> 0. Let
ψt(u) = u+ t
∫ ∞
−∞
(u− x)
(u− x)2 + vt(u)2 dν(x), u ∈R.
The following formula is proved by Biane [7].
Theorem 2.2. The function ψt :R→R is a homeomorphism and at the
point x= ψt(u) we have
Gν⊞γt(x) =
1
t
[x− u− ivt(u)].
Thus, the density of the measure ν ⊞ γt is simply vt(u)/pit at the point
ψt(u). Biane also showed that the function Gν⊞γt(z) has an analytic exten-
sion to wherever vt is positive (see Corollary 4 in [7]).
Finally, we note for a further reference the following estimate in [7]:
|Gν⊞γt(z)| ≤
1√
t
, z ∈C+ ∪R.(2.3)
2.3. Analytic subordination for free convolution powers. For a measure
µ in M and a positive integer n≥ 2, the nth free convolution power of µ is
defined as
µ⊞n = µ⊞ µ⊞ · · ·⊞ µ︸ ︷︷ ︸
n times
.
As shown in [3], the reciprocal Cauchy transform Fµ⊞n is subordinated to
the function Fµ, that is,
Fµ⊞n(z) = Fµ(ωn(z)), z ∈C+,(2.4)
where the subordination function ωn is given by the formula
ωn(z) =
z
n
+
n− 1
n
Fµ⊞n(z).(2.5)
It was also proved in [3] that the function Fµ⊞n has a continuous exten-
sion to C+ ∪R and the singular part in the Lebesgue decomposition of the
measure µ⊞n is purely atomic. Moreover, the measure µ⊞n has at most one
atom and a number αn is an atom of µ
⊞n if and only if x= αn/n is an atom
of µ such that µ⊞n({αn}) = nµ({x})− n+ 1. Thus, if the measure µ is not
a point mass, then the atom of µ⊞n disappears when n is sufficiently large
and hence µ⊞n is Lebesgue absolutely continuous.
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3. Convergence of densities. Let µ be any probability measure on R
with finite nonzero variance. For simplicity’s sake, we confine attention to
the case of zero mean and unit variance, that is,∫ ∞
−∞
xdµ(x) = 0 and
∫ ∞
−∞
x2 dµ(x) = 1.
Indeed, the general case can be reduced to this special case by a simple trans-
lating and scaling argument. For such a measure µ and a positive integer
n≥ 2, we introduce
µn =D1/
√
nµ⊞D1/
√
nµ⊞ · · ·⊞D1/√nµ︸ ︷︷ ︸
n times
,
where the measure D1/
√
nµ is the dilation of µ by a factor of 1/
√
n, that is,
dD1/
√
nµ(x) = dµ(
√
nx).
Note that the measure µn can also be realized as the distribution of
1√
n
(X1 +X2 + · · ·+Xn),
where X1,X2, . . . ,Xn are freely independent random variables affiliated to
a W ∗-probability space, all having distribution µ (see [5]). In other words,
we have µn = D1/
√
nµ
⊞n. At the level of Cauchy transforms, this means
that Gµn(z) =
√
nGµ⊞n(
√
nz). Meanwhile, by Segal’s noncommutative in-
tegration theory [19] and the work of Maassen [15], each measure µn also
has mean zero and variance one. The free central limit theorem [15] states
that the sequence µn converges weakly to γ as n→∞. In this section, we
will show that the density functions dµn/dx actually converge to dγ/dx
uniformly on R as well as in Lp-norms for p > 1/2.
To our purposes, we first reinterpret the central limit theorem in terms
of free Brownian motion. The following result is essentially the same as
Theorem 1.6 in [4]. We provide its proof here for the sake of completeness.
Throughout this paper, we will use the following notation:
t= t(n) =
n
n+ 1
and Fn(z) = Fµn(z).
Lemma 3.1. There exists a unique probability measure ν ∈M such that
Fµ(z) = z−Gν(z), z ∈C+,(3.1)
and, for every n≥ 1,
Fn+1(z) = z −Gνn⊞γt(z), z ∈C+ ∪R,(3.2)
where the measure νn is given by dνn(x) = dν(
√
n+1x).
FREE LOCAL LIMIT THEOREMS 7
Proof. The proof of the representation (3.1) can be found in [15],
Proposition 2.2.
We will focus on the proof of (3.2). Notice that we only need to show that
(3.2) holds in an open subset of C+ since both functions Fn+1 and Gνn⊞γt
extend continuously to C+∪R, and they are analytic in C+. Let ωn+1(z) be
the subordination function of Fµ⊞(n+1)(z) as in (2.4). Then (2.5) and (3.1)
imply that
ωn+1(z) =
1
n+ 1
z +
n
n+1
Fµ(ωn+1(z))
=
1
n+ 1
z +
n
n+1
ωn+1(z)− n
n+ 1
Gν(ωn+1(z)).
Consequently, we have
ωn+1(z) + nGν(ωn+1(z)) = z, z ∈C+.(3.3)
On the other hand, the additivity of R-transform shows that there exists
a large β > 0 such that the equation
Gν⊞γn(w+ nGν(w)) =Gν(w)
holds in a truncated cone Γ = {x+ iy ∈C+ : |x|< y;y > β}. Combining this
with (3.3), we obtain the identity
Gν⊞γn(z) =Gν(ωn+1(z))(3.4)
in a neighborhood of ∞; notice that we have used implicitly a consequence
of (2.5), namely, the function ωn+1(z) = z(1 + o(1)) as z→∞ nontangen-
tially so that ωn+1(z) lies in Γ as z→∞, z ∈ Γ.
Meanwhile, (2.4) and (3.1) show that
Fµ⊞(n+1)(z) = Fµ(ωn+1(z)) = ωn+1(z)−Gν(ωn+1(z)), z ∈C+.
Together with (3.3) and (3.4), we deduce that the identity
Fµ⊞(n+1)(z) = z − (n+ 1)Gν⊞γn(z)
holds in a neighborhood of ∞. After dilating by a factor of 1/√n+ 1, we
conclude that (3.2) holds in an open subset of C+ and hence the proof is
complete. 
Following Biane [7], we now parametrize the real line by the homeomor-
phism ψt as in Section 2.2. Setting x= ψt(u), we first derive an estimate for
the range of x.
Lemma 3.2. For every η ∈ (0,1) and n≥ 1, the set ψt([−1 + η,1− η])
is contained in the interval [−2 + η,2− η].
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Proof. By Theorem 2.2, we have ψt(u) = u+ tℜGνn⊞γt(x). Moreover,
(2.3) implies that
|tℜGνn⊞γt(x)| ≤
√
t=
√
n
n+1
< 1− 1
2(n+1)
.
Hence, we obtain
|ψt(u)|< 2− η− 1
2(n+1)
, u ∈ [−1 + η,1− η],
which implies the desired result. 
We need one more detail about the boundary behavior of the function
Gνn⊞γt(z) as n→∞. Observe that the sequence νn converges weakly to δ0.
Lemma 3.3. For each η ∈ (0,1) there exists N =N(η)> 0 such that, for
all n≥N , the function Gνn⊞γt(z) can be continued analytically to a neighbor-
hood of the interval [−2 + η,2− η]. Furthermore, this analytic continuation
never vanishes on [−2 + η,2− η].
Proof. By virtue of Theorem 2.2, it suffices to show that vt(u) > 0
on the interval [−1 + η,1− η] for sufficiently large n. Suppose that, on the
contrary, we can find a subsequence {nk}∞k=1 ⊂ N and a sequence {uk}∞k=1
in [−1 + η,1− η] such that n1 < n2 < · · · and vtk(uk) = 0 for all k’s, where
tk denotes nk/(nk +1). Then the weak convergence of {νn}∞n=1 implies that
νnk
((
−η
2
,
η
2
))
> 1− η
2
for sufficiently large k. Therefore, we deduce, from (2.2), that
1
tk
>
∫ ∞
−∞
1
(uk − x)2 dνnk(x)
≥
∫
|x|<η/2
1
(uk − x)2 dνnk(x)>
2
2− η
for large k. This contradicts to the fact that limk→∞ tk = 1. Hence, the
function vt must be positive on [−1 + η,1− η] when n is large. 
We now have all ingredients to proceed with the proof of our main result.
Theorem 3.4. Suppose that µ ∈M has mean zero and variance one.
Then:
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(i) the measure µn is Lebesgue absolutely continuous for sufficiently large
n;
(ii) for each small ε > 0 there exist δ > 0 and N > 0 such that the function
Gµn has an analytic continuation hn to K = {x+ iy :x ∈ [−2 + ε,2−
ε], |y| < δ} whenever n ≥ N . Moreover, hn(z)→ (z − i(4 − z2)1/2)/2
uniformly on K as n→∞;
(iii) the density dµn/dx is continuous for sufficiently large n and dµn/dx→
dγ/dx uniformly on R as n→∞.
Proof. The statement (i) follows from the regularity results of the mea-
sure µ⊞n because µn is a dilation of µ
⊞n.
Let us prove (ii). In accordance with the established terminology, we will
work with measures indexed by n+1 instead of n. Let ε ∈ (0,1/10) be given.
Define the sets Kε = {x+ iy :x ∈ [−2+ ε,2− ε], |4y| < ε
√
ε} and Dθ,2 = {z ∈
C
− : arg z ∈ (−pi+ θ,−θ); |z|< 2}, where the angle θ = θ(ε) is chosen so that
4 sin θ =
√
ε(4− ε).
We first show that the set Gγ(Kε) is contained in Dθ,2, where Gγ(z) =
(z− i(4−z2)1/2)/2 is the analytic extension of the Cauchy transform of γ on
Kε. Let z0 ∈Kε be given. We write Gγ(z0) = Reiψ , where ψ = argGγ(z0).
To prove that Gγ(z0) is in Dθ,2, we need to verify that | sinψ| > sinθ and
R< 2. Indeed, from the functional equation (2.1), we have(
R+
1
R
)
cosψ+ i
(
R− 1
R
)
sinψ = z0.
Using the fact that |ℜz0| ≤ 2− ε, we get
2|cosψ| ≤
(
R+
1
R
)
|cosψ| ≤ 2− ε.
This implies that 2|sinψ| ≥
√
ε(4− ε) > 2 sinθ, as desired. On the other
hand, we have
1
4
ε
√
ε > |ℑz0|= |sinψ|
∣∣∣∣R− 1R
∣∣∣∣> 12√ε |R
2 − 1|
R
.
If R > 1, then we deduce that 2R2 − εR − 2 < 0. Therefore, the number
R must be bounded from above by the positive x-intercept of the parabola
Y = 2X2−εX−2. This means that R is no more than 1.026 because ε < 0.1.
Recall, from (3.2), that
Fn+1(z) = z −Gνn⊞γt(z), z ∈C+ ∪R,
where the sequence νn converges weakly to δ0 as n→∞. We will derive an
approximant for the function Gνn⊞γt(z) as in (3.7) below. By Proposition
2.1 and Lemma 3.3, there exists N = N(ε) > 0 such that, for n ≥ N , the
following conditions are satisfied:
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(a) 32/(n+1)< ε
√
ε;
(b) the R-transform Rνn is defined in Dθ,2 and the sequence Rνn converges
uniformly on Gγ(Kε) to zero as n→∞;
(c) |Rνn(w)|<
ε
√
ε
16
, w ∈Gγ(Kε);
(d) the function Gνn⊞γt(z) has an analytical extension (which we still denote
by Gνn⊞γt) to a neighborhood V of the interval [−2 + 2ε,2 − 2ε] and
Gνn⊞γt 6= 0 in V .
The additivity of R-transform shows that
G−1νn⊞γt(w) =G
−1
νn (w) +G
−1
γt (w)−
1
w
=w+
1
w
− 1
n+1
w+Rνn(w),
wherever the function Rνn is defined. Hence, (b) shows that the function
G−1νn⊞γt is defined in Dθ,2 for n ≥N . Moreover, after replacing w by Gγ(z)
and making use of (2.1), we conclude that
fn(z) =G
−1
νn⊞γt
(Gγ(z)) = z + rn(z), z ∈Kε,(3.5)
where the sequence
rn(z) =Rνn(Gγ(z))−
1
n+ 1
Gγ(z)
converges uniformly on Kε to zero as n→∞ and the estimate
|rn(z)|< ε
√
ε
8
holds uniformly for z ∈Kε and n≥N .
The uniform bound of rn and (3.5) imply that the rectangle K˜ε = {x+
iy :x ∈ [−2 + 2ε,2 − 2ε], |8y| < ε√ε} is contained in the set fn(Kε). Then
Rouche´’s theorem shows that each function fn has an analytic inverse f
−1
n
defined in K˜ε. Moreover, by inverting (3.5), we have
f−1n (z) = z +O(|rn(z)|)
for every z ∈ K˜ε and n ≥ N . Meanwhile, (d) shows that the composition
G−1γ ◦Gνn⊞γt is defined and analytic in V , and hence it coincides with the
function f−1n on the interval [−2 + 2ε,2− 2ε]. Therefore, we conclude that
there exist constants Q> 0 and δ = δ(ε) ∈ (0, ε√ε/8), both independent of
n, such that
G−1γ (Gνn⊞γt(z)) = f
−1
n (z) = z + gn(z)(3.6)
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for every z in the rectangle K = {x+ iy :x ∈ [−2+2ε,2−2ε], |y| < δ}, where
|gn| ≤Q|rn| on K. Note that the Cauchy estimate shows that |G′γ(z)| ≤ ε−1
on K. Therefore, by applying Gγ on (3.6), we get
Gνn⊞γt(z) =Gγ(z + gn(z)) =Gγ(z) + ln(z), z ∈K,n≥N,(3.7)
where |ln(z)| ≤Q supz∈K |G′γ(z)||rn(z)| ≤Qε−1|rn(z)| on K.
By (3.2), (3.7) and (2.1), the function Gn+1 = 1/Fn+1 can be continued
meromorphically to the set K. Moreover, if hn+1 denotes this continuation,
then we have
hn+1(z) =
Gγ(z)
1− ln(z)Gγ(z) , z ∈K,n≥N.
Therefore, after letting n be large enough so that |ln(z)Gγ(z)|< 1, we con-
clude that the function hn+1 is the analytic continuation of Gn+1 to K,
and the uniform convergence property in the statement (ii) follows because
ln→ 0 uniformly on K as n→∞. The proof of (ii) is complete.
We next prove (iii). The proof of (ii) shows that, for large n, we have
|Gn+1(x)−Gγ(x)|< ε, x∈ [−2 + 2ε,2− 2ε].
Hence, by the inversion formula, the density function dµn+1/dx is uniformly
close to dγ/dx on [−2 + 2ε,2− 2ε] for sufficiently large n. Combining with
(3.2) and (2.3), we then have
ℑGn+1(x) = ℑGνn⊞γt(x)
[x−ℜGνn⊞γt(x)]2 + [ℑGνn⊞γt(x)]2
, x ∈R,
for large n. Hence, we see that the function dµn+1/dx is continuous for such
n.
In order to finish the proof, we need to estimate dµn+1/dx on the set
R \ [−2 + 2ε,2− 2ε]. Let us take x= ψt(u) and vt(u) =−tℑGνn⊞γt(x) as in
Theorem 2.2. Then Lemma 3.2 and (2.3) imply that |u|> 1− 2ε and
|x−ℜGνn⊞γt(x)| ≥ |x| − 76 , |x|> 2− 2ε,n≥ 3.
Hence, we obtain the bound:
|ℑGn+1(x)| ≤ 72vt(u)
(|x|+1)2 , |u|> 1− 2ε, |x|> 2− 2ε,(3.8)
for every n≥ 3.
By the inversion formula, it remains to show that vt is uniformly small
on {u : |u|> 1− 2ε} as n→∞. This can be done as follows. For each n≥ 1,
we introduce the probability tail-sum kn = 1− νn((−ε, ε)). From (2.2), we
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have, for vt(u)> 0 and |u|> 1− 2ε, that
1
t
=
∫ ∞
−∞
1
(u− x)2 + vt(u)2 dνn(x)
≤
∫
|x|<ε
1
(1− 3ε)2 + vt(u)2 dνn(x) +
∫
|x|≥ε
1
vt(u)2
dνn(x)
=
1− kn
(1− 3ε)2 + vt(u)2 +
kn
vt(u)2
.
Therefore, we see that the number vt(u)
2 is bounded above by the positive
x-intercept of the parabola Y =X2 − bX − c, where b = t− (1 − 3ε)2 and
c= tkn(1− 3ε)2 ≥ 0. In other words, we have
vt(u)
2 ≤ b+
√
b2 + 4c
2
≤ |b|+
√
kn, |u| ≥ 1− 2ε,n≥ 1.
Hence, the desired conclusion for vt follows from the facts that limn→∞ kn =
0 and limn→∞ b= 6ε− 9ε2. Since ε is arbitrary, this completes the proof of
(iii). 
Remark. Observe first that, in Theorem 3.4, the function (hn(z) −
hn(z))/2pii is a complex analytic extension of dµn/dx toK for n≥N . Hence,
for any ε > 0 and k ≥ 1, Theorem 3.4 actually implies that the kth deriva-
tives dkµn/dx
k converge to dkγ/dxk uniformly on [−2 + ε,2− ε] as n→∞.
Secondly, if the measure µ has a bounded support, then so does the mea-
sure µn. In this case, the equation (3.2) shows that the support of the mea-
sure µn can not deviate too much from the interval [−2,2]. This property
has been noted in [6], where it was shown that, for any ε > 0 there exists
N > 0 such that the support of µn is contained in [−2− ε,2 + ε] for n≥N .
An earlier result of Voiculescu [22], Lemmas 3.1 and 3.2, provides a precise
estimate for the support of a free convolution of compactly supported mea-
sures (see also [14]). In particular, Voiculescu’s result shows that the support
of µn is contained in the interval [−2− (L/
√
n),2+(L/
√
n)] for n≥ 1, where
L= sup{|x| :x ∈ supp(µ)}.
We conclude this section with a global form of the central limit theorem.
Theorem 3.5. Let µ and µn be as in Theorem 3.4. Then we have
lim
n→∞
∥∥∥∥dµndx − dγdx
∥∥∥∥
Lp(R)
= 0
for every p > 1/2.
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Proof. Fix p > 1/2. Let ε ∈ (0,1/10) be given. From the inversion for-
mula, we have∥∥∥∥dµn+1dx − dγdx
∥∥∥∥p
Lp(R)
=
1
pip
∫ 2−2ε
−2+2ε
|ℑGn+1(x)−ℑGγ(x)|p dx
+
1
pip
∫
|x|>2−2ε
|ℑGn+1(x)−ℑGγ(x)|p dx.
Then Theorem 3.4(ii) shows that within the interval [−2 + 2ε,2 − 2ε] the
integrand tends uniformly to zero as n→∞ and so the contribution of
[−2 + 2ε,2− 2ε] tends to zero. As to the second integral,
In =
∫
|x|>2−2ε
|ℑGn+1(x)−ℑGγ(x)|p dx,
(3.8) implies, for n≥ 3, that
In ≤
∫
|x|>2−2ε
2p(|ℑGn+1(x)|p + |ℑGγ(x)|p)dx
≤ 144p(
√
|b|+ 4
√
kn)
p
∫
|x|>2−2ε
1
(|x|+1)2p dx
+
∫
2≥|x|>2−2ε
(4− x2)p/2 dx,
where b and kn are as in the proof of Theorem 3.4. Then the proof is com-
pleted by taking n→∞, then ε→ 0+. 
4. Entropic central limit theorem. In this section, we study the conver-
gence in the free central limit theorem in terms of entropy. Our motivation
is a result of Barron, which we now review as follows.
The classical entropy of a measure ρ ∈M with density f is defined as
H(ρ) = − ∫∞−∞ f(x) log f(x)dx, provided the positive part of the integral is
finite. Thus we have H(ρ) ∈ [−∞,∞). It is well known that the standard
Gaussian distribution G has the largest entropy among all probability mea-
sures on R with variance one. Let µ, D1/
√
nµ and µn be as in Section 3, and
further let ρn be the classical convolution
ρn =D1/
√
nµ ∗D1/√nµ ∗ · · · ∗D1/√nµ︸ ︷︷ ︸
n times
.
Barron [2] showed that if the entropy H(ρn) ever becomes different from
−∞, then the sequence H(ρn) converges to H(G) = (1/2) log 2pie. A detailed
exposition of the connections between the entropy and central limit theorems
can be found in [13].
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Let ν be a probability measure on R. The quantity
χ(ν) =
∫ ∞
−∞
∫ ∞
−∞
log|x− y|dν(x)dν(y) + 3
4
+
1
2
log 2pi,
called free entropy, was discovered by Voiculescu in [24] to be a good sub-
stitute for entropy in free probability theory. Remarkably, free entropy χ
behaves like the classical entropy H in many instances. For example, the
free entropy is maximized by the standard semicircular law γ [with the
value χ(γ) = (1/2) log 2pie] among all probability measures with variance one
[12, 25] and both χ(µn) and H(ρn) are monotonically increasing [1, 18, 20].
We also refer to [27] for a survey of free entropy. Our goal here is to prove
a free analogue of Barron’s result.
The key ingredient in the proof of our result is a free logarithmic Sobolev
inequality first proved by Voiculescu [26], which requires a further assump-
tion on the regularity of the measure ν. Suppose that the measure ν has a
density p in L3(R), and let us assume the support of ν is bounded for the
moment. Then the free Fisher information of the measure ν is
Φ(ν) =
4pi2
3
∫ ∞
−∞
p(x)3 dx;
see [26], Proposition 7.9, where the following inequality is proved:
χ(ν)≥ 1
2
log
(
2pie
Φ(ν)
)
.(4.1)
Using random matrix approximations, the inequality (4.1) is further shown
to hold for measures with finite variance, not necessarily having a bounded
support (see [9]). Thus, we can use this generalized version of (4.1) to obtain
the following:
Theorem 4.1. Let µ and µn be as in Theorem 3.4. Then the free entropy
χ(µn) converges to the semicircular entropy (1/2) log 2pie.
Proof. Notice first that Φ(γ) = 1. Theorem 3.5 shows that the free
Fisher information Φ(µn) converges to Φ(γ) = 1 as n→∞. Since µn has
variance one, we conclude, from (4.1), that χ(µn)>−∞ and
χ(γ)≥ χ(µn)≥ χ(γ)− 12 log(Φ(µn))
for sufficiently large n. The result follows immediately. 
Finally, we conclude this paper with the following remark. A version of
Theorem 4.1 for bounded variables satisfying more restrictive conditions was
noted in [13]. Here, we only require the variance to be one, which is the most
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general condition to have the free central limit theorem (see [17]). Actually,
Theorem 4.1 can be extended to any probability measure with finite nonzero
variance via a standard translating and scaling procedure by observing that
the free entropy χ is invariant under the translation and
χ(Daν) = χ(ν) + log a, a > 0.
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