Abstract-This paper studies energy-efficiency (EE) and throughput optimization in the presence of randomly arriving data and quality of service (QoS) constraints. For this purpose, maximum average arrival rates supported by transmitting signals with arbitrary input distributions are initially characterized in closed form by employing the effective bandwidth of time-varying sources (e.g., discrete-time Markov and Markov fluid sources, and discrete-time and continuous-time Markov modulated Poisson sources) and effective capacity of the time-varying wireless channel. Subsequently, EE is formulated as the ratio of the maximum average arrival rate to the total power consumption, in which circuit power is also taken into account. Following these characterizations, the optimal power control policies maximizing the EE or maximizing the throughput under a minimum EE constraint are obtained. Through numerical results, the performance of the optimal power control policies is evaluated for different signal constellations and is also compared with that of constant power transmission. The impact of QoS constraints, source characteristics, circuit power, input distributions on the EE, and the throughput is analyzed.
I. INTRODUCTION
T HE rapid development of information and communication technologies (ICT) and increasing number of wireless devices have led to a growing demand for higher data rate applications and new multimedia services. This extensive growth in wireless communications has a direct impact on the increase in energy consumption. For instance, according to the current estimates, ICT sector consumes between 2% and 10% of the worldwide energy [1] and this number is expected to grow. Therefore, energy efficient communications, namely green communications, have recently gained more prominence to meet the challenges raised by the increase in energy consumption, the growing carbon footprint of wireless systems, and the limited energy resources.
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Recently, there have been many studies addressing energyefficient resource allocation in wireless communications. For instance, the authors in [2] determined the optimal power allocation strategy to maximize the energy efficiency (EE) while satisfying the minimum instantaneous rate requirement. The work in [6] analyzed the tradeoff between EE and spectral efficiency with the consideration of circuit power in downlink orthogonal frequency division multiple access (OFDMA) networks and proposed an efficient algorithm for subcarrier and power allocation that maximizes the EE. The study in [4] mainly focused on the optimal power control scheme for achieving the maximum EE in delay limited systems. By incorporating the notion of effective capacity, the authors in [5] derived the optimal power adaptation policy that maximizes the EE with quality of service (QoS) guarantees in a multicarrier link over a frequency selective fading channel. The work in [6] mainly focused on the power and subcarrier allocation algorithm to maximize an upper bound on the EE of a downlink OFDMA network under statistical QoS constraints. In [7] , the EE of dirty paper coding and time division multiple access transmission schemes subject to heterogeneous QoS constraints were analyzed in a downlink broadcast and unicast hybrid cellular network. The authors in [8] characterized the optimal power allocation scheme that maximizes the delaysensitive EE for mobile multimedia applications, and further analyzed the optimal transmission power in both low and high signal-to-noise ratio (SNR) regimes. Recently, the authors in [9] derived the optimal power allocation scheme that maximizes the effective capacity under the constraints on the minimum required EE and average transmit power.
The resource allocation schemes of the aforementioned studies are determined under the assumption of Gaussian input. Despite the analytic simplifications, it may not be easy to realize Gaussian inputs in practice due to the complexity in their implementation. Rather, practical applications often resort to simple discrete constellations such as pulse amplitude modulation (PAM), quadrature amplitude modulation (QAM) and phase shift keying (PSK). This fact motivates us to determine more general power allocation schemes for achieving the maximum EE in which the input does not necessarily follow a Gaussian distribution. Therefore, in this paper, we identify the optimal power control policies that maximize the EE with arbitrary input signaling under QoS constraints. Additionally, most prior works addressing QoS requirements considered constantrate arrivals. Recently, we have considered Markovian arrival models and analyzed the throughput and energy efficiency of wireless transmissions in [10] , in which, however, input was assumed to be Gaussian distributed and no power control was considered. The recent study in [11] used the Markov chain to model the channel access in random cellular networks and analyzed the impact of Poisson-distributed call arrival rate on the energy efficiency of the cellular network. In this paper, we incorporate these more general random arrival models, consider arbitrary distributions for the transmitted signals, and analyze the optimal power control policies accordingly. The main contributions of this paper can be summarized as follows:
• Similarly as in [10] , we first formulate the maximum average arrival rates of random sources, supported with time-varying wireless transmissions with arbitrary input signaling by incorporating the notions of effective capacity and effective bandwidth. Then, EE is formulated as the ratio of the maximum average arrival rate to the total power consumption, which also includes the circuit power expenditure.
• By utilizing the relation between the mutual information and minimum mean square error (MMSE) [12] , we derive the optimal power control policies to maximize the EE with arbitrary input signaling in the presence of random arrivals (e.g., considering discrete-time Markov and Markov fluid sources, and discrete-time and continuoustime Markov modulated Poisson (MMP) sources) while satisfying the statistical QoS requirements. Such QoS guarantees are especially important in certain multimedia applications, including voice over IP (VoIP), video streaming, interactive video and online gaming due to buffer/delay constraints imposed in these applications to sustain the required performance levels for the end-users. Our results are different from the works in [4] and [13] , in which energy efficient optimal power control is determined but with the assumption of Gaussian input. In addition, the recent work in [14] obtained the optimal power adaption strategy that maximizes the throughput with arbitrary inputs under QoS constraints, however for constant-rate arrivals. Different from this work, we analyze EE and identify the optimal power control strategies in the presence of random arrivals rather than constantrate sources.
• We also obtain the optimal power control schemes which maximize the throughput with random arrivals and arbitrary input signaling subject to a minimum EE constraint under general fading distributions. Our results are different from the recent study in [9] , where Gaussian input and constant-rate sources were considered to obtain a rate-efficient power allocation under the constraints on energy-per-bit consumption. More specifically, we take into account random arrivals and do not impose any restrictions on the input distribution. Therefore, the proposed optimal power control schemes are applicable in systems employing practical modulations as well, and can also be specialized to Gaussian signaling. The remainder of the paper is organized as follows. Section II introduces the channel model. In Section III, we briefly review the effective bandwidth, effective capacity and throughput of Markovian sources. In Section IV, we derive the optimal power adaptation policy maximizing the EE with arbitrary input signaling. Section V presents the optimal power control scheme that maximizes the throughput subject to a constraint on the minimum required EE. In Section VI, numerical results are provided. Finally, main conclusions are drawn in Section VII.
II. CHANNEL MODEL
In this paper, we consider a wireless communication link in which a transmitter is sending data to a receiver over a flat fading channel. Thus, the channel input-output relation can be expressed as
where x i and y i are the transmitted and received signals, respectively, and h i denotes the channel fading coefficient and the channel power gain is represented by z i = |h i | 2 . Also, n i denotes the zero-mean, circularly-symmetric, complex Gaussian noise with variance
We assume that the transmitter is equipped with perfect channel side information (CSI) and hence performs power control. Let P(θ, z i ) denote the transmission power as a function of z i and θ , which is the QoS exponent described in the following section. We consider a block-fading model and assume that the realizations of the fading coefficients stay fixed for a block of symbols and change independently for the next block. Also, fading coefficients are assumed to be identically distributed having arbitrary marginal distributions with finite variances.
The time index i is omitted in the sequel for notational brevity. We express the transmitted signal x in terms of a normalized unit-power arbitrarily distributed input signal s. Hence, the normalized received signal can be written aŝ
where ρ = P(θ,z) N 0 z including both the channel gain, transmission and noise powers, andn is the normalized Gaussian noise with unit variance. The input-output mutual information I (ρ) is defined as
For Gaussian-distributed input s, I (ρ) = log 2 (1 + ρ). On the other hand, for any arbitrarily distributed equiprobable input signal s with a constellation X , we have [15] I (ρ)
where |X | represents the size of the constellation X , and the integration is evaluated over the complex plane. The relation between the mutual information and the minimum meansquare error (MMSE) is given by [12] I (ρ) = MMSE(ρ) log 2 e,
which is a key formulation for obtaining the optimal power control policy in independent and parallel channels [15] . Above,İ (·) denotes the first derivative of the mutual information, I (ρ), with respect to ρ. The MMSE estimate of s is defined asŝ
Then, the corresponding MMSE is given by
Note that MMSE(·) ∈ [0, 1]. When the input signal s is Gaussian, MMSE(ρ) = 1 1+ρ , while for any arbitrarily distributed signal s belonging to a constellation X , we have [15] MMSE(ρ)
The above MMSE expression in (8) and mutual information in (4) can easily be computed by first expressing them in terms of two-fold integrals and then applying the Gauss-Hermite quadrature rules [23] .
III. PRELIMINARIES

A. Effective Bandwidth of Markov Arrivals
We assume that the data to be sent is generated by Markovian sources and is initially stored in a buffer prior to transmission. Statistical QoS constraints are imposed in the form of limitations on the buffer overflow probability. In particular, it is assumed that
where Q denotes the stationary queue length and q represents the buffer overflow threshold, and θ is the decay rate of the buffer overflow probability. For large q max , the above limiting formula implies that Pr(Q ≥ q max ) ≈ e −θq max in which the buffer overflow probability decays exponentially with the rate controlled by the QoS exponent θ . It should be also noted that larger values of θ impose faster decay rate, hence implying stricter queueing or QoS constraints. On the other hand, smaller θ values indicate looser constraints. The effective bandwidth characterizes the minimum constant transmission (or service) rate required to support the given time-varying data arrivals while satisfying the statistical QoS guarantees described in (9) . For the accumulated arrival process A[t], the asymptotic logarithmic moment generating function (LMGF) of an arrival process is defined as
Then, the effective bandwidth of the arrival process is given by
We mainly focus on Markovian sources with two states (ON-OFF), namely discrete-time Markov and Markov fluid sources, and discrete-time and continuous-time MMP sources. Next, we briefly describe the effective bandwidth of these sources.
1) Discrete-Time Markov Source:
In this case, data arrivals are modeled as a discrete-time Markov process having a transition probability matrix J with two states: an ON state in which r bits arrive (i.e., the arrival rate is constant, r bits/block), and an OFF state in which there are no arrivals. For this model, the state transition probability matrix is
Consequently, the effective bandwidth of this ON-OFF Markov model with transition probability J can be found as in (13), shown at the bottom of this page [16] , where p 11 and p 22 denote the probabilities of staying in the OFF state and ON state, respectively. Hence, the transition probabilities from one state to a different one are denoted by p 21 = 1 − p 22 and
2) Markov Fluid Source:
In this case, data arrivals are modeled as a continuous-time Markov process with a generating matrix G, which is defined for two states (ON-OFF) as follows:
where α and β are the transition rates from OFF state to ON state and vice-versa, respectively. In particular, there is no arrival in the OFF state while the arrival rate is r bits/block in the ON state. Given the above generating matrix, the effective bandwidth of this ON-OFF Markov model is expressed as [17] 
3) Discrete-Time Markov Modulated Poisson (MMP) Source:
In this case, the data source is modeled as a Poisson process whose intensity varies according to a discrete-time Markov chain. For the two-state model, the intensity of the Poisson arrival process is r bits/block in the ON state whereas the intensity is 0 in the OFF state. Let the Markov chain have the transition probability matrix J given in (12) . Then, the effective bandwidth is given by (16) shown at the top of next page [18] . 
4) Continuous-Time Markov Modulated Poisson (MMP) Source:
In this case, the data arrival is again modeled as a Poisson process but now the Poisson arrival intensity is controlled by a continuous-time Markov chain. As in the previous subsection, we consider that the intensities of the Poisson arrival process are r bits/block and 0 in the ON and OFF states, respectively. Given the generating matrix G as in (14), the effective bandwidth of this source is written as [17] 
B. Effective Capacity in Fading Channels
Effective capacity, as a dual concept to effective bandwidth, identifies the maximum constant arrival rate that can be supported by a given time-varying service process while satisfying (9) . Let {R[k], k = 1, 2, . . .} denote the discretetime stationary and ergodic stochastic service process and
be the time-accumulated service process. The asymptotic LMGF of a service process as a function of the QoS exponent, θ is defined as
Subsequently, the effective capacity of the service process is given by
Then, the effective capacity is given by [21] 
Under the block-fading assumption, the effective capacity can be expressed as [20] 
where I (ρ) indicates the input-output mutual information.
C. Throughput With Markovian Source Models
In this subsection, we seek to formulate the throughput of wireless fading channels for Markovian arrival models by incorporating the effective bandwidth expressions given in Section III-A and the notion of effective capacity introduced in Section III-B. Since we consider two-state Markov arrival models with arrival rates r and 0 in the ON and OFF states, respectively, the average arrival rate simply becomes
which is equal to the average departure rate when the queue is in steady state [22] . Above, P ON denotes the probability of source being in the ON state. Now, the throughput can be determined by identifying the maximum average arrival rate that can be supported by the fading channel while satisfying the statistical QoS limitations given in the form in (9) . As shown in [22, Th. 2.1], if there exists a unique θ > 0 such that
then (9) is satisfied, i.e., buffer overflow probability decays exponentially fast with rate controlled by the QoS exponent θ . The equation in (23) can be rewritten using the effective bandwidth in (11) and effective capacity expressions in (19) as follows:
which implies that the effective bandwidth of the arrival process is equal to the effective capacity of the service process. More specifically, [22, Th. 2.1] shows under the given conditions above that buffer overflow probability decays exponentially fast with rate controlled by the QoS exponent θ . By solving the above equation in (24), we obtain closedform expressions of the maximum average arrival rates r * avg (θ ) for discrete-time Markov and Markov fluid sources, and discrete-time and continuous-time MMP sources with ON-OFF states in the following subsections. The derivations below are similar to that in [10] and are provided here as well briefly for the sake of completeness.
1) Discrete-Time Markov Source:
Inserting the effective bandwidth expression of the discrete-time Markov source in (13) into (24), we can further simplify and express (24) in the following equivalent form:
After solving the equation for r , we obtain the maximum ON-state arrival rate as
and hence, the maximum average arrival rate can be expressed in terms of C E (θ ) as (27) where r * avg is a function of power control policy, P(θ, z) and the probability of being in the ON state, P ON , is given by
2) Markov Fluid Source: Incorporating the effective bandwidth expression of Markov fluid source in (15) into (24) and performing straightforward simplifications, we can rewrite (24) in the form of
Solving the above equation yields the maximum average arrival rate in terms of C E (θ ) as
Above, P ON is given by
3) Discrete-Time Markov Modulated Poisson (MMP) Source:
We first combine the effective bandwidth expression in (16) with (24) and express (24) in the following simplified form:
Then, we solve for the maximum ON-state Poisson arrival intensity, r . Following this characterization, the maximum average arrival rate for the two-state discrete-time MMP source model is obtained in terms of C E (θ ) as follows:
4) Continuous-Time Markov Modulated Poisson (MMP) Source:
Following similar steps as in the previous subsection, we simplify and express the equality in (24) by incorporating (17) as
After solving for r , the maximum average arrival rate for the two-state continuous-time MMP source model can be found as
IV. ENERGY-EFFICIENT POWER ADAPTATION
In this section, we characterize and determine the energyefficient optimal power control policies. EE is defined as the ratio of the maximum average arrival rate to the total power consumption as follows:
which considers the average performance over all channel realizations and the expectation E {·} is taken with respect to the channel power gain z. Above, P c denotes the average power consumption of the electronic circuits such as amplifiers, mixers, filters, and represents the power amplifier efficiency. The EE formulation in (36) implies how many bits can be sent at a given average transmit power level. Then, the optimization problem can be formulated as
where EE opt (θ ) represents the maximum EE achieved with the optimal power control. The optimization problem in (37) is based on functional optimization [25] and aims at finding the optimal power control function, P(θ, z). In the following subsections, we derive the optimal power control policies for different Markovian arrival models.
A. Discrete-Time Markov Source
First, we consider discrete-time Markov sources. Inserting the maximum average rate expression in (27) into (37), the optimization problem in (37) becomes
In the following result, we identify the optimal power control strategy for this case. Proposition 1: The optimal power control policy, denoted by P opt (θ, z), which maximizes the EE for discrete-time Markov sources with arbitrary input signaling, is given by
Above, P * (θ, z) is solution to
where
The optimal value of λ can be found by solving the equation below:
− log e
It should be noted that the optimal value of λ can be easily solved from (42) using root-finding functions, e.g., fzero in Matlab.
Proof: The optimization problem is quasiconcave since the maximum average arrival rate in the numerator in (38) is a concave function of the transmission power [10, Sec. IV-A] and the power consumption in the denominator is both affine and positive. Therefore, the optimal power value can be found by using fractional programming [27] . By introducing an additional variable ψ = Since the total consumed power in the denominator of the objective function in (38) is an affine function, the above inequality can be changed to equality. Consequently, the optimal power values are obtained by forming the Lagrangian function as follows:
where λ is the Lagrange multiplier. According to the Karush-Kuhn-Tucker (KKT) conditions, the optimal power control must satisfy the set of equations in (46) - (48) shown at the bottom of this page. In (47), f (z) denotes the probability density function of the channel power gain, z and we have used the relation between MMSE and the mutual information given in (5) . Rearranging the terms in (47) yields the desired result in (40) where λ is obtained by solving the equation in (48).
In Fig. 1 , we plot the instantaneous transmission power levels, P opt (θ, z), as a function of channel power gain, z, for BPSK and Gaussian inputs under different QoS constraints, e.g., θ = 0.0001 and θ = 1. We consider discrete-time Markov source with different transition probabilities. It is observed that transmission power level depends on the QoS exponent, θ and the source burstiness. In particular, when the system is subject to looser QoS constraints, e.g., θ = 0.0001, the power control policy follows the water-filling scheme for Gaussian inputs, i.e., more power is assigned as the channel power gain increases. However, for BPSK input, the power is distributed according to the mercury/water-filling policy, i.e., the power is allocated to better channel up to capacity saturation, which corresponds to the maximum number of bits that can be supported. For instance, maximum achievable rate for BSPK input is 1 bit per channel. In this case, allocating more power to better channel does not provide any gain in terms of throughput since BPSK input already reaches the capacity saturation. Therefore, extra power is assigned to
weaker channel. As a result, the instantaneous power level first increases and then start decreasing as the channel gain increases. The larger values of QoS exponent, θ impose faster decay rate on the buffer overflow probability, hence the system is subject to stricter QoS constraints. Hence, when θ = 1, bad channel conditions cause frequent transmission failure and delay violations, which consequently have detrimental effect on the delay performance. Instead of waiting for the channel conditions to become favorable due to stricter delay constraints, the transmitter compensates the bad channel condition having a smaller channel gain by allocating more power. Therefore, instantaneous transmission power first increases and then starts decreasing as the channel power gain increases for both inputs. It is also seen that less power is allocated for a given channel power gain z as P ON decreases and hence the source burstiness increases. Conversely, highest instantaneous transmission power levels are achieved with the constant-rate source (with p 22 = 1 and p 11 = 0, and hence P ON = 1), which does not exhibit any burstiness. We also notice from the upper figures that the impact of the source burstiness diminishes at low values of θ as reflected by all curves being very close. In summary, source characteristics, input types, and QoS requirements are critical factors affecting the optimal power control policies.
Remark 1: When the input signal is Gaussian, we have MMSE(ρ) = 1 1+ρ and I (ρ) = log 2 (1 + ρ). Inserting these expressions in (39), the optimal power control policy reduces to
where η = θ log 2 (e) and γ is again defined in (41), which is a function of the Lagrange multiplier λ. In the case of Rayleigh fading, the channel power gain, z follows an exponential distribution, i.e., f (z) = e −z and without loss of generality unit mean is considered. Subsequently, a closed-form expression for finding λ is obtained by evaluating the integrals in (42) as follows:
where 
B. Markov Fluid Source
Now, we consider Markov fluid sources. Incorporating the maximum average rate expression in (30), the objective function in (37) can be written as
In this case, the optimal power control policy is determined in the following result. Proposition 2: The optimal power control policy that maximizes the EE for Markov fluid sources with arbitrary input signaling is obtained as
The optimal value of λ can be calculated by solving the following equation:
Proof: The optimization problem is again quasiconcave due to the same reasoning explained in the proof of Proposition 1. Hence, fractional programming can be employed to find the optimal power control. Let us define ψ = 
The above inequality can be changed to equality since the total power in the denominator is an affine function. Hence, we can write the Lagrangian function to find the optimal power control as follows:
where λ is the Lagrange multiplier. The optimal power control must satisfy the KKT conditions in (59) - (61), shown at the top of the next page. After further rearrangements in (60), we derive the equation in (53) and the optimal value of λ can be determined by solving the equation in (61).
Remark 2:
We note that the optimal power control policy in (52) depends on statistical queueing constraints through the QoS exponent, θ , and on the Markov source characteristics through the transition rates α and β. Similar conclusions also apply for the discrete-time Markov source. Hence, in general, the optimal energy-efficient power adaptation varies for different sources and different QoS requirements.
Remark 3: Optimal power control also varies with the input distribution as seen from its dependence on the mutual
information and MMSE in (53). For Gaussian distributed input signal, we have the closed-form expression below:
where γ is defined in (54) and is a function of the Lagrange multiplier λ.
C. Discrete-Time and Continuous-Time Markov Modulated Poisson (MMP) Sources
The throughput expressions of discrete-time Markov and Markov fluid sources have similarities to discrete-time and continuous-time MMP sources, respectively. More specifically, there is an additional multiplicative factor
for discretetime and continuous-time MMP sources. The presence of this factor does not affect the solution of the optimization problem since it is only a function of θ and it does not depend on power levels, and hence it can be omitted during optimization. Therefore, the optimal power control policies for discrete-time and continuous-time MMP sources are the same as in the cases of discrete-time Markov and Markov fluid sources.
V. POWER ADAPTATION WITH A MINIMUM EE CONSTRAINT
In this section, we identify the optimal power control policy that maximizes the throughput in the presence of random arrivals under a constraint on the minimum required EE. In this regard, the optimization problem can be written as
where EE min (θ ) denotes the minimum required EE. In the following subsections, we identify the optimal power control policies for Markovian arrival models, i.e., for discrete-time Markov and Markov fluid sources, and discrete-time and continuous-time MMP sources.
A. Discrete-Time Markov Source
The main characterization for the optimal power control with the discrete-time Markov source is given as follows:
Proposition 3: The optimal power control policy that maximizes the throughput achieved with arbitrary input signaling in the presence of discrete-time Markov source subject to a minimum EE constraint is given by
where P * (θ, z) is obtained by solving
Above, μ is a function of the Lagrange multiplier, λ, and is given by
Consequently, the optimal value of λ can be found by solving the following equation:
The objective function in (63) is concave in the transmission power and the feasible set defined by the minimum EE constraint is a convex set. Hence, the optimal power can be found by using the Lagrangian optimization approach as in the following:
Setting the derivative of the Lagrangian function with respect to P(θ, z) equal to zero at the optimal power level, we obtain the equation in (70), shown at the top of the next page. Rearranging the terms in the expression in (70) results in the desired characterization in (65) where Lagrange multiplier λ can be found by satisfying the minimum EE constraint with equality or equivalently by solving (68) [9] . Remark 4: The optimal power control scheme in (65) depends on the state transition probabilities, QoS exponent θ and the minimum EE requirement. In particular, the optimal average transmission power in this policy satisfies the minimum EE with equality.
Remark 5: When the input signal is Gaussian distributed, the optimal power control specializes to
where μ is defined in (67).
B. Markov Fluid Source
The optimal power control scheme for the Markov fluid source is determined in the following result:
Proposition 4: The optimal power control policy that maximizes the throughput with arbitrary input signaling and Markov fluid source subject to a minimum EE constraint is
Above, μ is given by
and the optimal value of λ can be found by solving the following equation:
Since similar steps as in the proof of Proposition 3 are followed, the proof is omitted for brevity. Remark 6: Generally, we do not have closed-form expressions for the optimal power control policies due to not having simple expressions for the mutual information and MMSE for any given input distribution. The exception is again the case of the Gaussian input. Substituting the expressions MMSE(ρ) = 1 1+ρ and I (ρ) = log 2 (1 + ρ) into the general characterization in (72), we can obtain, as a special case, the optimal power control for Gaussian signaling as
where μ is given in (74).
C. Discrete-Time Markov Modulated Poisson (MMP) Source
The optimal power control that maximizes the throughput in the presence of discrete-time MMP source has the same formulation as that obtained for the discrete-time Markov source in (65 . The only modifications are in μ and λ. In particular, multiplying the expression in (67) with the term Also, the optimal value of λ can be found by solving
D. Continuous-Time Markov Modulated Poisson (MMP) Source
Similarly, the optimal power control scheme for the continuous-time MMP source is the same as that obtained for the Markov fluid source in (72) but with slightly modified μ and λ. More specifically, multiplying the expression in (74) with
which is a function of λ. Subsequently, the optimal value of λ can be obtained from
VI. NUMERICAL RESULTS
In this section, we present more detailed numerical results to analyze the impact of input distributions, source burstiness and QoS constraints on the maximum EE and maximum throughput achieved with the obtained optimal power control schemes. Unless mentioned explicitly, we assume that the channel power gain z = |h| 2 follows an exponential distribution with unit mean and is set to 1.
In Fig. 2 , we plot the EE as a function of the maximum average arrival rate, r avg for Gaussian, BPSK, QPSK and 16-QAM. Discrete-time Markov source with transition probabilities p 11 = p 22 = 0.5 is considered. θ is set to 0.01. Since the circuit power is taken into account, EE vs. maximum average arrival rate is a bell shaped curve. Average transmission power increases incrementally from -40 dB to 40 dB, and hence the maximum average arrival rate and average transmission power increase simultaneously. The maximum achievable rate increases logarithmically with increasing transmission power and total power consumption increases linearly. Therefore, EE starts decreasing and approaches zero as transmission power level keeps increasing. We consider the EE of non-Gaussian inputs (i.e., 16-QAM, QPSK, BPSK) attained with the power control optimized under the assumption of Gaussian distributed input and also with the optimal power control, which takes into account the true distribution of the input. It is seen from the figure that the energy efficiencies of 16-QAM, QPSK and BPSK achieved with the power control designed for a Gaussian input are lower than those achieved with the optimal power control considering the discrete constellations and distributions, since the power control obtained under the assumption of Gaussian input is suboptimal for these non-Gaussian inputs. Therefore, it is concluded that if the power control is optimized under the assumption of Gaussian distributed input and the inputs are chosen from discrete constellations in actual applications, considerable performance degradation in terms of EE would occur especially if the constellation size is small. On the other hand, we notice that the gap is smaller for 16-QAM, which has more signals. Hence, constellations with relatively large number of signals may experience less severe degradations.
In Fig. 3 , we display the maximum EE achieved with the optimal power control as a function of the QoS exponent θ for Gaussian, BPSK, QPSK and 16-QAM. We again consider a discrete-time Markov source but with transition probabilities p 11 = 0.8 and p 22 = 0.2. It is observed that the EE for all inputs decreases as θ increases since the transmitter is subject to more stringent QoS constraints, which result in lower transmission rates at given power levels and hence lower EE. It is seen that Gaussian signaling always achieves higher EE compared to BPSK, QPSK and 16-QAM. In addition, energy efficiency of 16-QAM is larger than QPSK, and QPSK provides higher energy efficiency compared to BPSK. As the constellation size becomes larger, higher average arrival rate is supported, which leads to higher energy efficiency for a given power level. At low θ values, there is a performance gap in terms of EE between Gaussian, BPSK, QPSK and 16-QAM. On the other hand, at high θ values, the performances of Gaussian, BPSK, QPSK and 16-QAM inputs converge, indicating the near-optimality of even simple modulation schemes under stringent QoS constraints.
In Fig. 4 , we plot the EE achieved with different power control schemes as a function of the QoS exponent θ for QPSK in the presence of a discrete-time Markov source with transition probabilities p 11 = 0.8 and p 22 = 0.2. We compare the energy efficiencies attained with the optimal power control considering the actual signal distribution, power control assuming Gaussian input, and the constant-power scheme. It is observed that the optimal power control outperforms both the power control strategy assuming Gaussian input and the constant-power scheme.
In Fig. 5 , we display the EE attained with the optimal power control as a function of the QoS exponent θ for QPSK when the source has different levels of burstiness. We consider a Markov fluid source with transition rates α = 20, β = 80, and α = β = 50 (for which P ON = α α+β = 0.2 and P ON = 0.5, respectively), and also α = 100, β = 0 (for which P ON = 1, indicating essentially a constant-rate source). We set the sum of α and β to 100 as shown in the figure. Hence, the burstiness of the source depends on the probability of being in the ON state, P ON = α α+β . More specifically, lower values of ON state probability, P ON , correspond to a more bursty source. It is seen that the burstiness of the source has negligible impact on the EE for looser QoS constraints, i.e., for lower values of θ . On the other hand, EE decreases with decreasing P ON when the QoS constraints become more stringent, i.e., as θ increases.
In Fig. 6 , we plot the maximum average arrival rate obtained with the optimal power control as a function of the QoS exponent θ for Gaussian, BPSK, QPSK and 16-QAM inputs. We consider continuous-time MMP source with transition rates α = 50 and β = 50. We set EE min (θ ) = 0.8 × EE max (θ ). It is seen that there is again a performance gap in terms of the maximum throughput supported by Gaussian, BPSK, QPSK and 16 QAM signaling for lower θ values, and Gaussian input always achieves the best performance. Also, high values of θ yield lower arrival rates under all signaling schemes.
In Fig 7, we plot the maximum average arrival rate gain in percentage vs. the EE gain in percentage for QPSK in the presence of a Markov fluid source with different transition rates. We set θ = 10. The EE gain is calculated as the ratio of the minimum required EE, denoted by EE min (θ ) to the maximum EE obtained with the proposed power control in (52). Similarly, the maximum average arrival rate gain is determined as the ratio of r * avg (θ ) attained under a constraint on the minimum required EE to the corresponding r * avg (θ ) achieved with the power control in (52). It is seen that the maximum average arrival rate gain increases as EE gain decreases. More specifically, a small reduction in EE gain leads to a significant gain in the maximum average arrival rate. For instance, when the EE gain is reduced from 100% to 85%, the maximum average arrival rate gain increases by 71% when α = 20 and β = 80 (for which P ON = 0.2). It is also observed that the maximum average arrival rate gain decreases with increasing source burstiness (i.e., with smaller value of P ON ).
In Fig 8, we display the maximum average arrival rate gain in percentage vs. the EE gain in percentage for Gaussian, BPSK, QPSK, 16-QAM signaling. We consider a Markov fluid source with transition rates α = β = 50. It is assumed that θ = 10. We observe that Gaussian distributed input achieves higher maximum average arrival rate gain compared to nonGaussian inputs (i.e.,16-QAM, QPSK and BPSK inputs). In addition, there is considerable difference in terms of the maximum average arrival rate gain between the input distributions as the EE gain decreases.
VII. CONCLUSION
In this paper, we have derived the optimal power control policies, maximizing the EE of wireless transmissions with arbitrary input signaling under QoS constraints when the data arrival is modeled by Markovian processes, or more specifically by discrete-time Markov and Markov fluid processes, and discrete-time and continuous-time MMP processes. Also, we have determined the optimal power adaptation scheme that maximizes the average arrival rate (or equivalently throughput) under a minimum EE constraint in this setting. Circuit power consumption is explicitly taken into account in the analysis. Through numerical results, we have observed that there is a significant performance gap in terms of EE and throughput attained with Gaussian, 16-QAM, QPSK and BPSK signaling when QoS constraints are relatively loose. On the other hand, Gaussian input and QPSK achieve nearly the same EE and throughput under strict QoS constraints. Also, it is shown that there can be considerable performance loss in terms of EE if the system is optimized by assuming Gaussian distributed inputs and the actual inputs are drawn from discrete constellations. In addition, numerical results reveal that, as expected, the obtained optimal power control policy gives better performance compared to constant power scheme. Moreover, EE decreases with increasing source burstiness, especially under strict QoS constraints.
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