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DOBRUSHIN’S ERGODICITY COEFFICIENT FOR MARKOV OPERATORS ON CONES
ST ´EPHANE GAUBERT AND ZHENG QU
ABSTRACT. Doeblin and Dobrushin characterized the contraction rate of Markov operators with respect the total variation
norm. We generalize their results by giving an explicit formula for the contraction rate of a Markov operator over a cone
in terms of pairs of extreme points with disjoint support in a set of abstract probability measures. By duality, we derive a
characterization of the contraction rate of consensus dynamics over a cone with respect to Hopf’s oscillation seminorm (the
infinitesimal seminorm associated with Hilbert’s projective metric). We apply these results to Kraus maps (noncommutative
Markov chains, representing quantum channels), and characterize the ultimate contraction of the map in terms of the existence
of a rank one matrix in a certain subspace.
1. INTRODUCTION
A basic result in the theory of Markov chains, due to Doeblin and Dobrushin, is the characterization of the con-
traction rate of a Markov operator acting on a space of measures equipped with the total variation norm. Consider
in particular a finite Markov chain with transition (row stochastic) matrix A ∈ Rn×n. The associated Markov operator
is the map ν 7→ νA from Rn to Rn, where the elements of Rn are thought of as row vectors. The set of probability
measures can be identified to the standard simplex P := {ν ∈Rn | νi > 0 for 16 i6 n, ∑16i6n νi = 1}, and the total
variation norm is nothing but one half of the ℓ1 norm ‖·‖1 on Rn. We are interested in the Lipschitz constant of the map
ν 7→ νA, P →P with respect to the total variation norm, or equivalently, in the operator norm of the map ν 7→ νA
on the subspace of vectors of Rn with zero sum, equipped with the same norm,
δ (A) := max
ν,pi∈P, ν 6=pi
‖νA−piA‖1
‖ν−pi‖1
= max
ν∈Rn, ‖ν‖1=1
∑16i6n νi=0
‖νA‖1 .
The Doeblin-Dobrushin characterization reads
δ (A) = 1
2
max
i< j ∑16s6n |Ais−A js| ,(1)
= 1−min
i< j
n
∑
s=1
min(Ais,A js) .(2)
The expression of δ (A) given by (1) is known as Doeblin contraction coefficient, see [LPW09], whereas the second
expression, in (2), is known as Dobrushin ergodicity coefficient [Dob56]. The latter is often used to show that δ (A)< 1.
This holds in particular if there is a Doeblin state, i.e., a distinguished state t such that Ait > ε > 0 for all 1 6 i 6 n.
Then, δ (A)6 1− ε .
A dual characterization of δ (A) has been used in linear consensus theory. The latter is motivated by communication
networks, control theory and parallel computation [Hir89, BT89, BGPS06, Mor05, BHOT05, OT09, AB09]. It studies
dynamics of the form
xk+1 = Akxk, k = 1,2, . . . , xk ∈ Rn(3)
where Ak are row stochastic matrices, acting on column vectors. One looks for conditions which guarantee the con-
vergence of xk to a consensus state, i.e., to a scalar multiple of the unit vector e of Rn. To this end, one considers the
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following seminorm, sometimes called diameter or Tsitsiklis’ Lyapunov function [TBA86]
∆(x) = max
16i, j6n
(xi− x j) ,
for all x,y ∈ Rn. It is known [CSM05] that
δ (A) = max
x6∈Re
∆(Ax)
∆(x)(4)
so that the Doeblin-Dobrushin ergodicity coefficients coincides with the one-step contraction rate of the consensus
dynamics with respect to the diameter seminorm. We note that the same seminorm ∆ is a fundamental tool in Perron-
Frobenius theory, where it is called Hopf’s oscillation [Hop63, Bus73] or Hilbert’s seminorm [GG04].
In this paper, we extend the Doeblin-Dobrushin theorem, as well as the dual characterization (4), to Markov opera-
tors over cones. We consider a bounded linear self-map T of a Banach space X , equipped with a normal cone C ⊂X ,
and a unit element e belonging to the interior of C . We say that T is an abstract Markov operator if T (C ) ⊂ C and
T (e) = e. The Hopf oscillation in the space X is the seminorm defined by
x 7→ ω(x/e) := inf{β −α : αe4 x4 β e} ,
where 4 denotes the partial order induced by C . Our main result reads:
Theorem 1.1 (Contraction rate in Hopf’s oscillation seminorm). Let T : X → X be an abstract Markov operator.
Then
sup
z∈X
ω(z/e) 6=0
ω(T (z)/e)
ω(z/e)
= sup
ν,pi∈P(e)
ν 6=pi
‖T ⋆(ν −pi)‖⋆T
‖ν−pi‖⋆T
=
1
2
sup
ν,pi∈extrP(e)
ν⊥pi
‖T ⋆(ν)−T ⋆(pi)‖⋆T
= 1− inf
ν,pi∈extrP(e)
ν⊥pi
inf
x∈[0,e]
〈pi ,T (x)〉+ 〈ν,T (e− x)〉 .
This theorem follows from Theorems 5.1 and 6.2 below. The notations and notions used here are detailed in Sec-
tion 5. In particular, T ⋆ denotes the adjoint of T and we make use of the following norm, which we call Thompson’s
norm,
‖z‖T = inf{α > 0 : −αe4 z4 αe}
on the space X , and denote by ‖ ·‖⋆T the dual norm. The notation P(e) = {µ ∈ C ⋆ : 〈µ ,e〉= 1} refers to the abstract
simplex of the dual Banach space X ⋆ of X , where C ⋆ is the dual cone of C ; extr denotes the extreme points of a
set; ⊥ denotes a certain disjointness relation, which will be seen to generalize the condition that two measures have
disjoint supports.
Taking X = Rn, C the standard positive cone Rn+, and e the standard unit vector (1, . . . ,1)⊤, we recover from
Theorem 1.1 the Doeblin-Dobrushin characterization (1),(2), as well as its dual form in linear consensus theory (4).
Results related to Theorem 1.1 have previously appeared. In a finite dimensional setting, Reeb, Kastoryano, and
Wolf [RKW11] gave a characterization analogous to the second equality of the above theorem without the disjointness
condition. We refer to Remark 5.3 for a comparison. Also, Mukhamedov gave in [Muk13], in the setting of von Neu-
mann algebras, a characterization similar to the same equality, still without the disjointness condition. He established
some other properties of the ergodicity coefficient, and derived ergodic type theorems for nonhomogeneous Markov
chains.
Several motivations lead to consider Markov operators over cones which differ from the standard positive cone of
Rn.
First, Sepulchre, Sarlette, and Rouchon [SSR10] and independently, Reeb, Kastoryano and Wolf [RKW11] , have
shown that tools from Perron-Frobenius theory (specially contraction results in different metrics over cones) provide
a unifying general approach to address issues from quantum information and control. Here, quantum channels are
represented by self-maps T of the cone of positive semidefinite matrices, preserving the Loewner order, and the identity
matrix. Relations with classical “consensus” theory were also addressed in [SSR10]. We derive further results, showing
2
that Theorem 1.1 leads to a noncommutative analogue of Dobrushin’s ergodicity coefficient (see Corollary 7.1):
1− min
X=(x1,...,xn)
XX∗=In
min
u,v:u∗v=0
u∗u=v∗v=1
n
∑
i=1
min{u∗T (xix∗i )u,v∗T (xix∗i )v} .
Then, we use the above formula to show that the convergence of a noncommutative consensus system or equivalently
the ergodicity of a noncommutative Markov chain can be characterized by the existence of a rank one matrix in certain
subspace of matrices (Theorem 7.7 and 7.8). Also, it follows from these results that an operator T representing a
quantum channel has a contraction rate of 1 (absence of contraction) with respect to Hopf’s oscillation if and only
if there exists two distinguishable pure states, i.e., a quantum clique of cardinality 2 [BS08], or equivalently if the
quantum channel has a positive zero-error capacity [MA05].
We also derive as a direct illustration a convergence result (geometric convergence of the iterates of the operator to a
rank one operator, or geometric convergence to a “consensus state”) in Theorem 6.1. Actually, the present contraction
results are useful more generally when considering iterates of random contractions. Then, almost sure convergence to a
consensus state can be obtained by adapting ideas of Bougerol [Bou93], see the discussion in §6 below. We limited our
convergence treatment here to simple illustrations of our results: we note that the question of proving “weak ergodicity
results” in their best generality has been thoroughly studied, we refer the reader to the work of Mukhamedov [Muk13],
and to the references therein.
Our second and original motivation arises from non-linear, rather than linear, Perron-Frobenius theory, i.e., from
the study of non-linear maps over cones. In this setting, the interior of a cone C is equipped with Hilbert’s projective
metric, defined by:
dH(x,y) := loginf{
β
α
: α,β > 0, αx4 y4 β x}.
Birkhoff [Bir57] characterized the contraction ratio with respect to dH of a linear map T preserving the interior C 0 of
the cone C ,
sup
x,y∈C 0
dH(T x,Ty)
dH(x,y)
= tanh(
diamT (C 0)
4 ),
diamT (C 0) := sup
x,y∈C 0
dH(Tx,Ty) .
This fundamental result, which implies that a linear map sending the cone C into its interior is a strict contraction in
Hilbert’s metric, can be used to derive the Perron-Frobenius theorem from the Banach contraction mapping theorem,
see [Bus73, KP82, EN95] for more information.
The generalization of Birkhoff’s theorem to non-linear maps, and in particular, the computation of the Lipschitz
constant of nonlinear maps with respect to Hilbert’s projective metric, has important applications (including population
dynamics), and it has motivated several works, specially the one of Nussbaum [Nus94], who observed that dH is the
weak Finsler metric obtained when taking ω(·/e) to be the infinitesimal distance at point e. In other words,
dH(x,y) = infγ
∫ 1
0
ω(γ˙(s)/γ(s))ds
where the infimum is taken over piecewise C1 paths γ : [0,1]→ C 0 such that γ(0) = x and γ(1) = y. He deduced that
the contraction ratio, with respect to Hilbert’s projective metric, of a nonlinear map f : C 0 → C 0 that is positively
homogeneous of degree 1 (i.e. f (λ x) = λ f (x) for all λ > 0), restricted to a geodesically convex subset U ⊂ C 0, can
be expressed in terms of the Lipschitz constants of the linear maps D f (x) with respect to a family of Hopf’s oscillation
seminorms:
sup
x,y∈U
dH( f (x), f (y))
dH(x,y)
= sup
x∈U
κ(x)(5)
where
κ(x) := sup
z∈X
ω(z/x) 6=0
ω(D f (x)z/ f (x))
ω(z/x)
.(6)
We recognize in κ(x) a variant of the Doeblin-Dobrushin coefficient δ (A), in which the domain and range of A are
equipped with different unit elements, namely x and f (x). Our characterization carries over to this case. In particular,
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Theorem 5.1 below gives an explicit formula for κ(x), which, in combination with Nussbaum’s characterization (5)
allows one to compute the contraction rate of a non-linear map with respect to Hilbert’s projective metric.
2. THOMPSON’S NORM AND HILBERT’S SEMINORM
We start by some preliminary results. Throughout the paper, (X ,‖ · ‖) is a real Banach space. Denote by X ⋆ the
dual space of X . For any x ∈ X and q ∈ X ⋆, denote by 〈q,x〉 the value of q(x). Let C ⊂ X be a closed pointed
convex cone with nonempty interior C0 , in particular, αC ⊂ C for α ∈ R+, C +C ⊂ C and C ∩ (−C ) = 0. The
partial order 4 induced by C on X is defined as follows:
x4 y ⇔ y− x ∈ C .
For x4 y we define the order interval:
[x,y] := {z ∈X |x4 z4 y}.
For x ∈X and y ∈ C0, following [Nus88], we define
M(x/y) := inf{t ∈ R : x4 ty}
m(x/y) := sup{t ∈ R : x< ty}(7)
Observe that since y ∈ C0, and since C is closed and pointed, the two sets in (7) are non-empty, closed, and bounded
from below and from above, respectively. In particular, m and M take finite values.
For x ∈X and y ∈ C0, we call oscillation [Bus73] the difference between M(x/y) and m(x/y):
ω(x/y) := M(x/y)−m(x/y).
Let e denote a distinguished element in C0, which we shall call a unit. For x ∈X , define
‖x‖T := max(M(x/e),−m(x/e))
which we call Thompson’s norm, with respect to the element e, and
‖x‖H := ω(x/e)
which we call Hilbert’s seminorm with respect to the element e.
Remark 2.1. These terminologies are motivated by the fact that Thompson’s part metric and Hilbert’s projective metric
are Finsler metrics for which the infinitesimal distances at the point e ∈ C 0 are respectively given by ‖ · ‖T and ‖ · ‖H ,
see [Nus94]. The seminorm ‖ · ‖H is also called Hopf’s oscillation seminorm [Bus73]. Besides, it is clear that the unit
e is an order unit and Thompson’s norm ‖ · ‖T is the corresponding order unit norm, see [Ell64, Alf71, Nag74].
We assume that the cone X is normal, that is, there is a constant K > 0 such that
04 x4 y ⇒ ‖x‖6 K‖y‖.
It is known that under this assumption the two norms ‖ · ‖ and ‖ · ‖T are equivalent, see [Nus94]. Therefore the space
X equipped with the norm ‖ ·‖T is an order unit Banach space. Since Thompson’s norm ‖ ·‖T is defined with respect
to a particular element e, we write (X ,e,‖ · ‖T ) instead of (X ,‖ · ‖T ).
Example 2.2. We consider the finite dimensional vector space X = Rn, the standard positive cone C = Rn+ and the
unit vector e = 1 := (1, . . . ,1)T . It can be checked that Thompson’s norm with respect to 1 is nothing but the sup norm
‖x‖T = max
i
|xi|= ‖x‖∞,
whereas Hilbert’s seminorm with respect to 1 is the so called diameter:
‖x‖H = max
16i, j6n
(xi− x j) = ∆(x).
Example 2.3. Let X = Sn, the space of Hermitian matrices of dimension n and C = S+n , the cone of positive semi-
definite matrices. Let the identity matrix In be the unit element: e = In. Then Thompson’s norm with respect to In is
nothing but the sup norm of the spectrum of X , i.e.,
‖X‖T = max
16i6n
λi(X) = ‖λ (X)‖∞,
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where λ (X) := (λ1(X), . . . ,λn(X)), is the vector of ordered eigenvalues of X , counted with multiplicities, whereas
Hilbert’s seminorm with respect to In is the diameter of the spectrum:
‖X‖H = max
16i, j6n
(λi(X)−λ j(X)) = ∆(λ (X)).
3. ABSTRACT SIMPLEX IN THE DUAL SPACE AND DUAL UNIT BALL
We denote by (X ⋆,e,‖ · ‖⋆T ) the dual space of (X ,e,‖ · ‖T ) where the dual norm ‖ · ‖⋆T of a continuous linear
functional z ∈X ⋆ is defined by:
‖z‖⋆T := sup
‖x‖T=1
〈z,x〉 .
The abstract simplex in the dual space is defined by:
P(e) := {µ ∈ C ⋆ | 〈µ ,e〉= 1} ,(8)
where C ⋆ is the dual cone of C :
C
⋆ = {z ∈X ⋆ : 〈z,x〉> 0 ∀x ∈ C } .
Remark 3.1. For the standard positive cone (Example 2.2, X =Rn, C =Rn+ and e= 1), the dual space X ⋆ is X =Rn
itself and the dual norm ‖ · ‖⋆T is the ℓ1 norm:
‖x‖⋆T = ∑
i
|xi|= ‖x‖1.
The abstract simplex P(1) is the standard simplex in Rn:
P(1) = {ν ∈ Rn+ : ∑
i
νi = 1},
i.e., the set of probability measures on the discrete space {1, . . . ,n}.
Remark 3.2. For the cone of semidefinite matrices (Example 2.3, X = Sn, C = S+n and e = In), the dual space X ⋆ is
X = Sn itself and the dual norm ‖ · ‖⋆T is the trace norm:
‖X‖⋆T = ∑
16i6n
|λi(X)|= ‖X‖1, X ∈ Sn
The simplex P(In) is the set of positive semidefinite matrices with trace 1:
P(In) = {ρ ∈ Sn+ : trace(ρ) = 1}.
The elements of this set are called density matrices in quantum physics. They are thought of as noncommutative
analogues of probability measures.
By the duality between order unit and base normed spaces [Ell64], the space (X ⋆,e,‖ ·‖⋆T ) is a base normed space.
The abstract simplex P(e) coincides with the base and the dual norm ‖ · ‖⋆T with the base norm. We denote by B⋆T (e)
the dual unit ball:
B⋆T (e) = {x ∈X
⋆ | ‖x‖⋆T 6 1} .
We denote by conv(S) the convex hull of a set S. The next lemma relates the abstract simplex P(e) to the dual unit
ball B⋆T (e). The proof can be found in [Ell64, Alf71].
Lemma 3.3 ([Ell64]). The dual unit ball B⋆T (e) of the space (X ⋆,e,‖ · ‖⋆T ), satisfies
B⋆T (e) = conv(P(e)∪−P(e)) .(9)
Remark 3.4. Reeb, Kastoryano, and Wolf [RKW11] defined a base B of a proper cone K in a finite dimensional
vector space V , which coincides with the definition of our “abstract simplex”. They defined the base norm of µ ∈ V
with respect to B by:
‖µ‖B = inf{λ > 0 : µ ∈ λ conv(B∪−B)}.
They also defined the distinguishability norm of µ ∈ V by:
‖µ‖
˜M = sup
04x4e
〈µ ,2x− e〉.(10)
And Theorem 14 in their paper [RKW11] states that the distinguishability norm is equal to the base norm:
‖µ‖
˜M = ‖µ‖B .(11)
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Lemma 3.3 is equivalent to the duality result (11) of Reeb et al., in a finite dimensional setting, and their approach can
be seen as a dual one to ours.
4. CHARACTERIZATION OF EXTREME POINTS OF THE DUAL UNIT BALL
A standard result of functional analysis shows that if W is a closed subspace of a Banach space (X ,‖ ·‖), then the
quotient space X /W is a Banach space, canonically equipped with the quotient norm
x 7→ inf
w∈W
‖x+w‖ ,
see [Con90, Chap. III, § 4]. The next lemma shows that when X is equipped with Thomspon’s norm, Hilbert’s
seminorm coincides with the quotient norm of X /Re, up to a factor 2.
Lemma 4.1. For all x ∈X , we have:
‖x‖H = 2 inf
λ∈R
‖x+λ e‖T
Proof. The expression
‖x+λ e‖T = max(M(x/e)+λ ,−m(x/e)−λ )
is minimal when M(x/e)+λ =−m(x/e)−λ . Substituting the value of λ obtained in this way in ‖x+λ e‖T , we arrive
at the announced formula. 
Lemma 4.2. The quotient normed space (X /Re,‖ · ‖H) is a Banach space. Its dual is (M (e),‖ · ‖⋆H) where
M (e) := {µ ∈X ⋆|〈µ ,e〉= 0},
and
‖µ‖⋆H :=
1
2‖µ‖
⋆
T , ∀µ ∈M (e).(12)
Proof. It is shown in [Con90, Chap. III, Theorem 10.2] that if W is a closed subspace of a Banach space (X ,‖ · ‖),
the dual of the quotient space X /W can be identified isometrically to the space of continuous linear forms on X that
vanish on W , equipped with the dual norm ‖ · ‖⋆ of X ⋆. Specializing this result to the case in which X is equipped
with twice the Thompson norm and W =Re, and noting that multiplying the norm on the space X by a given positive
factor divites the corresponding dual norm by the same factor, we obtain (12). 
The above lemma implies that the unit ball of the space (M (e),‖ · ‖⋆H), denoted by B⋆H(e), satisfies:
B⋆H(e) = 2B⋆T (e)∩M (e).(13)
Remark 4.3. In the case of the standard positive cone (X = Rn, C = Rn+ and e = 1), Lemma 4.2 implies that for any
two probability measures µ ,ν ∈P(1), the dual norm ‖µ −ν‖⋆H is the total variation distance between µ and ν:
‖µ −ν‖⋆H =
1
2
‖µ −ν‖1 = ‖µ−ν‖TV
Before giving a representation of the extreme points of B⋆H(e), we define a disjointness relation ⊥ on P(e).
Definition 4.4. For all ν,pi ∈P(e), we say that ν and pi are disjoint, denoted by ν ⊥ pi , if
µ = ν +pi
2
for all µ ∈P(e) such that µ < ν2 and µ <
pi
2 .
Example 4.5. In the case of the standard positive cone (X = Rn, C = Rn+ and e = 1), two points ν,pi in P(1) are
disjoint if and only if for all 16 i6 n, νi = 0 or pii = 0 holds, meaning that ν and pi , thought of as discrete probability
measures, have disjoint supports.
We have the following characterization of the disjointness property.
Lemma 4.6. Let ν,pi ∈P(e). The following assertions are equivalent:
(a) ν ⊥ pi .
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(b) The only elements ρ ,σ ∈P(e) satisfying
ν−pi = ρ −σ
are ρ = ν and σ = pi .
Proof. (a)⇒ (b): Let any ρ ,σ ∈P(e) such that
ν −pi = ρ −σ .
Then it is immediate that
ν +σ = pi +ρ .
Let µ = ν+σ2 =
pi+ρ
2 . Then µ ∈P(e), µ <
ν
2 and µ <
pi
2 . Since ν ⊥ pi , we obtain that µ =
ν+pi
2 . It follows that ρ = ν
and σ = pi .
(b)⇒ (a): Let any µ ∈P(e) such that µ < ν2 and µ < pi2 . Then
ν −pi = (2µ −pi)− (2µ−ν).
From (b) we know that 2µ −pi = ν . 
We denote by extr(·) the set of extreme points of a convex set.
Proposition 4.7. The set of extreme points of B⋆H(e), denoted by extrB⋆H(e), is characterized by:
extrB⋆H(e) = {ν−pi | ν,pi ∈ extrP(e),ν ⊥ pi}.
Proof. It follows from (9) that every point µ ∈ B⋆T (e) can be written as
µ = sν − tpi
with s+ t = 1,s, t > 0, ν,pi ∈P(e). Moreover, if µ ∈M (e), then
0 = 〈µ ,e〉= s〈ν,e〉− t〈pi ,e〉= s− t,
thus s = t = 12 . Therefore every µ ∈ B⋆T (e)∩M (e) can be written as
µ = ν −pi
2
, ν,pi ∈P(e).
Therefore by (13) we proved that
B⋆H(e) = {ν−pi : ν,pi ∈P(e)}.(14)
Now let ν,pi ∈ extrP(e) and ν ⊥ pi . We are going to prove that ν −pi ∈ extrB⋆H(e). Let ν1,pi1,ν2,pi2 ∈ P(e) such
that
ν −pi =
ν1−pi1
2
+
ν2−pi2
2
.
Then
ν −pi =
ν1 +ν2
2
−
pi1 +pi2
2
.
By Lemma 4.6, the only possibility is 2ν = ν1 +ν2 and 2pi = pi1 + pi2. Since ν,pi ∈ extrP(e) we obtain that ν1 =
ν2 = ν and pi1 = pi2 = pi . Therefore ν−pi ∈ extrB⋆H(e).
Now let ν,pi ∈P(e) such that ν−pi ∈ extrB⋆H(e). Assume by contradiction that ν is not extreme in P(e) (the case
in which pi is not extreme can be dealt with similarly). Then, we can find ν1,ν2 ∈P(e), ν1 6= ν2, such that ν = ν1+ν22 .
It follows that
µ = ν1−pi
2
+
ν2−pi
2
,
where ν1−pi,ν2−pi are distinct elements of B⋆H(e), which is a contradiction. Next we show that ν ⊥ pi . To this end,
let any ρ ,σ ∈P(e) such that
ν −pi = ρ −σ .
Then
ν −pi =
ν −pi +ρ−σ
2
=
ν −σ
2
+
ρ −pi
2
.
If σ 6= pi , then ν −σ 6= ν −pi and this contradicts the fact that ν −pi is extremal. Therefore σ = pi and ρ = ν . From
Lemma 4.6, we deduce that ν ⊥ pi .

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Remark 4.8. In the case of standard positive cone (X =Rn, C =Rn+ and e = 1), the set of extreme points of P(1) is
the set of standard basis vectors {ei}i=1,...,n. The extreme points are pairwise disjoint.
Remark 4.9. In the case of cone of semidefinite matrices (X = Sn, C = S+n and e = In), the set of extreme points of
P(In) is
extrP(In) = {xx∗ | x ∈Cn,x∗x = 1} ,
which are called pure states in quantum information terminology. Two extreme points xx∗ and yy∗ are disjoint if and
only if x∗y = 0. To see this, note that if x∗y = 0 then any Hermitian matrix X such that X < xx∗ and X < yy∗ should
satisfy X < xx∗+ yy∗. Hence by definition xx∗ and yy∗ are disjoint. Inversely, suppose that xx∗ and yy∗ are disjoint
and consider the spectral decomposition of the matrix xx∗− yy∗, i.e., there is λ 6 1 and two orthonormal vectors u,v
such that xx∗− yy∗ = λ (uu∗− vv∗). It follows that xx∗− yy∗ = uu∗− ((1−λ )uu∗+λ vv∗). By Lemma 4.6, the only
possibility is yy∗ = (1−λ )uu∗+λ vv∗ and xx∗ = uu∗ thus λ = 1, u = x and v = y. Therefore x∗y = 0.
5. THE OPERATOR NORM INDUCED BY HOPF’S OSCILLATION SEMINORM
Consider two real Banach spaces X1 and X2. Let C1 ⊂X1 and C2 ⊂X2 be respectively two closed pointed convex
normal cones with non empty interiors C 01 and C 02 . Let e1 ∈ C 01 and e2 ∈ C 02 . Then, we know from Section 4 that the
two quotient spaces (X1/Re1,‖ · ‖H) and (X2/Re2,‖ · ‖H) are Banach spaces. The dual spaces of (X1/Re1,‖ · ‖H)
and (X2/Re2,‖ · ‖H) are respectively (M (e1),‖ · ‖⋆H) and (M (e2),‖ · ‖⋆H) (see Lemma 4.2).
Let T be a continuous linear map from the space (X1/Re1,‖ · ‖H) to (X2/Re2,‖ · ‖H). The operator norm of T ,
denoted by ‖T‖H , is given by:
‖T‖H := sup
‖x‖H=1
‖T (x)‖H = sup
ω(T (x)/e2)
ω(x/e1)
.(15)
By definition, the adjoint operator T ⋆ : (M (e2),‖ · ‖⋆H)→ (M (e1),‖ · ‖⋆H) of T is:
〈T ⋆(µ),x〉= 〈µ ,T (x)〉, ∀µ ∈M (e2),x ∈X1/Re1.
The operator norm of T ⋆, denoted by ‖T ⋆‖⋆H , is then:
‖T ⋆‖⋆H := sup
µ∈B⋆H (e2)
‖T ⋆(µ)‖⋆H .
A classical duality result (see [AB99, § 6.8]) shows that an operator and its adjoint have the same operator norm. In
particular,
‖T‖H = ‖T ⋆‖⋆H .
Theorem 5.1. Let T : X1 →X2 be a bounded linear map such that T (e1) ∈Re2. Then,
‖T‖H = ‖T ⋆‖⋆H =
1
2
sup
ν,pi∈P(e2)
‖T ⋆(ν)−T ⋆(pi)‖⋆T
= sup
ν,pi∈P(e2)
sup
x∈[0,e1]
〈ν −pi ,T(x)〉.
Moreover, the supremum can be restricted to the set of mutually disjoint extreme points:
‖T‖H = ‖T ⋆‖⋆H =
1
2
sup
ν,pi∈extrP(e2)
ν⊥pi
‖T ⋆(ν)−T ⋆(pi)‖⋆T
= sup
ν,pi∈extrP(e2)
ν⊥pi
sup
x∈[0,e1]
〈ν −pi ,T(x)〉.(16)
Proof. We already noted that ‖T‖H = ‖T ⋆‖⋆H . Moreover,
‖T ⋆‖⋆H = sup
µ∈B⋆H(e2)
‖T ⋆(µ)‖⋆H .
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By the characterization of B⋆H(e2) in (14) and the characterization of the norm ‖ · ‖⋆H in Lemma 4.2, we get
sup
µ∈B⋆H(e2)
‖T ⋆(µ)‖⋆H = sup
ν,pi∈P(e2)
‖T ⋆(ν)−T ⋆(pi)‖⋆H
=
1
2
sup
ν,pi∈P(e2)
‖T ⋆(ν)−T ⋆(pi)‖⋆T .
For the second equality, note that
‖T ⋆(ν)−T ⋆(pi)‖⋆T = sup
x∈[0,e1]
〈T ⋆(ν)−T ⋆(pi),2x− e1〉
= 2 sup
x∈[0,e1]
〈T ⋆(ν)−T ⋆(pi),x〉 .
We next show that the supremum can be restricted to the set of extreme points. By the Banach-Alaoglu theorem,
B⋆H(e2) is weak-star compact, and it is obviously convex. The dual space M (e2) endowed with the weak-star topology
is a locally convex topological space. Thus by the Krein-Milman theorem, the unit ball B⋆H(e2), which is a compact
convex set in M (e2) with respect to the weak-star topology, is the closed convex hull of its extreme points. So every
element ρ of B⋆H(e2) is the limit of a net (ρα)α of elements in conv
(
extrB⋆H(e2)
)
. Observe now that the function
ϕ : µ 7→ ‖T ⋆(µ)‖⋆H = sup
x∈BH (e1)
〈T ⋆(µ),x〉= sup
x∈BH(e1)
〈µ ,T (x)〉
which is a sup of weak-star continuous maps is convex and weak-star lower semi-continuous. This implies that
ϕ(ρ)6 liminf
α
ϕ(ρα)
6 sup{ϕ(µ) : µ ∈ conv
(
extrB⋆H(e2)
)
}
= sup{ϕ(µ) : µ ∈ extrB⋆H(e2)} .
Using the characterization of the extreme points in Proposition 4.7, we get:
sup
µ∈B⋆H(e2)
‖T ⋆(µ)‖⋆H = sup
µ∈extrB⋆H(e2)
‖T ⋆(µ)‖⋆H
= sup
ν,pi∈extrP(e2)
ν⊥pi
‖T ⋆(ν)−T ⋆(pi)‖⋆H . 
Remark 5.2. When X1 is of finite dimension, the set [0,e1] is the convex hull of the set of its extreme points, hence,
the supremum over the variable x∈ [0,e1] in (16) is attained at an extreme point. Similarly, if X2 is of finite dimension,
the suprema over (ν,pi) in the same equation are also attained, because the map ϕ in the proof of the previous theorem,
which is a supremum of an equi-Lipschitz family of maps, is continuous (in fact, Lipschitz).
Remark 5.3. Theorem 5.1 should be compared with a result of [RKW11] which can be stated as follows.
Proposition 5.4 (Proposition 12 in [RKW11]). Let V ,V ′ be two finite dimensional vector spaces and L : V → V ′ be
a linear map and let B ⊂ V and B′ ⊂ V ′ be bases. Then
sup
v1 6=v2∈B
‖L(v1)−L(v2)‖B′
‖v1− v2‖B
=
1
2
sup
v1,v2∈extrB
‖L(v1)−L(v2)‖B′(17)
The first term in (17) is called the contraction ratio of the linear map L, with respect to base norms. One important
application of this proposition concerns the base preserving maps L such that L(B) ⊂B′. Let us translate this propo-
sition in the present setting. Consider a linear map T : X1/Re1 →X2/Re2. Then T ⋆ : X ⋆2 →X ⋆1 is a base preserving
linear map (T ⋆(P(e2))⊂P(e1)) and so, Proposition 12 of [RKW11] shows that:
‖T ⋆‖⋆H = sup
ν,pi∈P(e2)
ν 6=pi
‖T ⋆(ν−pi)‖⋆T
‖ν −pi‖⋆T
=
1
2
sup
ν,pi∈extrP(e2)
‖T ⋆(ν)−T ⋆(pi)‖⋆T(18)
Hence, by comparison with [RKW11], the additional information here is the equality between the contraction ratio in
Hilbert’s seminorm of a unit preserving linear map ‖T‖H , and the contraction ratio with respect to the base norms of the
dual base preserving map ‖T ⋆‖⋆H . The latter is the primary object of interest in quantum information theory whereas
the former is of interest in the control/consensus literature [TBA86, Mor05]. We also proved that the supremum
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in (18) can be restricted to pairs of disjoint extreme points ν,pi . Finally, the expression of the contraction rate as the
last supremum in Theorem 5.1 leads here to an abstract version of Dobrushin’s ergodic coefficient, see Eqn (2) and
Corollary 7.1 below.
Let us recall the definition of Hilbert’s projective metric.
Definition 5.5 ([Bir57]). Hilbert’s projective metric between two elements x and y of C0 is
dH(x,y) = log(M(x/y)/m(x/y)) .(19)
(The notation M(·/·) was defined in (7).)
Consider a linear operator T : X1 →X2 such that T (C 01 )⊂C 02 . Following [Bir57, Bus73], the projective diameter
of T is defined as below:
diamT = sup{dH(T (x),T (y)) : x,y ∈ C 01 }.
Birkhoff’s contraction formula [Bir57, Bus73] states that the oscillation ratio equals to the contraction ratio of T and
they are related to its projective diameter.
Theorem 5.6 ([Bir57, Bus73]).
sup
x,y∈C 01
ω(T (x)/T (y))
ω(x/y)
= sup
x,y∈C 01
dH(T (x),T (y))
dH(x,y)
= tanh(diamT
4
).
Following [RKW11], we define the projective diameter of T ⋆:
diamT ⋆ = sup{dH(T ⋆(u),T ⋆(v)) : u,v ∈ C ⋆2 \0}.
Note that diamT = diamT ⋆. This is because
sup
x,y∈C 01
M(T (x)/T (y))
m(T (x)/T (y))
= sup
x,y∈C 01
sup
u,v∈C ⋆2 \0
〈u,T (x)〉〈v,T (y)〉
〈u,T (y)〉〈v,T (x)〉
= sup
u,v∈C ⋆2 \0
M(T ⋆(u)/T ⋆(v))
m(T ⋆(u)/T ⋆(v))
Corollary 5.7 (Compare with [RKW11]). Let T : X1 → X2 be a bounded linear map such that T (e1) ∈ Re2 and
T (C 01 )⊂ C
0
2 , then:
‖T ⋆‖⋆H = ‖T‖H 6 tanh(
diamT
4
) = tanh(
diamT ⋆
4
)
Proof. It is sufficient to prove the inequality. For this, note that
‖T‖H = sup
x∈X1
ω(x/e1) 6=0
ω(T (x)/e2)/ω(x/e1) = sup
x∈C 01
ω(x/e1) 6=0
ω(T (x)/e2)/ω(x/e1).
Then we apply Birkhoff’s contraction formula. 
Remark 5.8. Reeb et al. [RKW11] showed in a different way that
‖T ⋆‖⋆H 6 tanh(
diamT ⋆
4
) ,
in a finite dimensional setting. Corollary 5.7 shows that as soon as the duality formula ‖T ⋆‖⋆H = ‖T‖H is established,
the latter inequality follows from Birkhoff’s contraction formula.
6. APPLICATION TO MARKOV OPERATORS ON CONES AND DISCRETE TIME CONSENSUS DYNAMICS
A bounded linear map T : X → X is a Markov operator with respect to a unit vector e in the interior C 0 of a
closed convex pointed cone C ⊂X if it satisfies the two following properties:
(i) T is positive, i.e., T (C )⊂ C .
(ii) T preserves the unit element e, i.e., T (e) = e.
The case when ‖T‖H < 1 or equivalently ‖T ⋆‖⋆H < 1 is of special interest; the following theorem shows that the
iterates of T converge to a rank one projector with a rate bounded by ‖T‖H .
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Theorem 6.1 (Geometric convergence to consensus/invariant measure). Let T : X →X be a Markov operator with
respect to the unit element e. If ‖T‖H < 1 or equivalently ‖T ⋆‖⋆H < 1, then there is pi ∈P(e) such that for all x ∈X
‖T n(x)−〈pi ,x〉e‖T 6 (‖T‖H)n‖x‖H ,
and for all µ ∈P(e)
‖(T ⋆)n(µ)−pi‖⋆H 6 (‖T‖H)n.
Proof. The intersection
∩n[m(T n(x)/e),M(T n(x)/e)]⊂ R
is nonempty (as a non-increasing intersection of nonempty compact sets), and since ‖T‖H < 1 and
ω(T n(x)/e)6 (‖T‖H)nω(x/e),
this intersection must be reduced to a real number {c(x)} ⊂ R depending on x, i.e.,
c(x) = ∩
n
[m(T n(x)/e),M(T n(x)/e)] .
Thus for all n ∈ N,
−ω(T n(x)/e)e6 T n(x)− c(x)e6 ω(T n(x)/e)e.
Therefore by definition:
‖T n(x)− c(x)e‖T 6 ω(T n(x)/e).6 (‖T‖H)n‖x‖H .
It is immediate that:
c(x)e = lim
n→∞
T n(x)
from which we deduce that c : X →R is a continuous linear functional. Thus there is pi ∈X ⋆ such that c(x) = 〈pi ,x〉.
Besides it is immediate that 〈pi ,e〉= 1 and pi ∈ C ⋆ because
x ∈ C ⇒ c(x)e ∈ C ⇒ c(x)> 0 ⇒ 〈pi ,x〉> 0.
Therefore pi ∈P(e). Finally for all µ ∈P(e) and all x ∈X we have
〈(T ⋆)n(µ)−pi ,x〉 = 〈µ ,T n(x)−〈pi ,x〉e〉
6 ‖µ‖⋆T‖T n(x)−〈pi ,x〉e‖T
6 (‖T‖H)n‖x‖H .
Hence
‖(T ⋆)n(µ)−pi‖⋆H 6 (‖T‖H)n.

A time invariant discrete time consensus system can be described by
xk+1 = T (xk), k = 1,2, . . . .(20)
The main concern of consensus theory is the convergence of the orbit xk to a consensus state, which is represented
by a scalar multiple of the unit element e. The dual system of (20) represents a homogeneous discrete time Markov
system:
pik+1 = T ⋆(pik), k = 1,2, . . . .(21)
One of the central issues in Markov chain study is the ergodic property, i.e., the convergence of the distribution pik to
an invariant measure, given by a fixed point of T ⋆. Theorem 6.1 shows that if ‖T‖H < 1 or equivalently ‖T ⋆‖⋆H < 1,
then the consensus system (20) is globally convergent and the homogeneous Markov chain (21) is ergodic.
A time-dependent consensus system is described by
xk+1 = Tk+1(xk), k = 1,2, . . .(22)
where {Tk : k > 1} is a sequence of Markov operators sharing a common unit element e ∈ C 0. Then if there is an
integer p > 0 and a constant α < 1 such that for all i ∈ N
‖Ti+p . . .Ti+1‖H 6 α,
then the same lines of proof of Theorem 6.1 imply the existence of pi ∈P(e) such that for all {xk} satisfying (22),
‖xk −〈pi ,x0〉e‖T 6 α
⌊ kp ⌋‖x0‖H , n ∈ N.
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Moreover, if {Tk : k> 1} is a stationary ergodic random process, then the almost sure convergence of the orbits of (22)
to a consensus state can be deduced by showing that
E[log‖T1+p . . .T1‖H ]< 0
for some p > 0, see Bougerol [Bou93]. The ergodicity of a inhomogeneous Markov chain can be studied in a dual
approach. Hence, in Markov chain and consensus applications, a central issue is to compute the operator norm ‖T‖H
of a Markov operator T .
A direct application of Theorem 5.1 leads to following characterization of the operator norm.
Theorem 6.2 (Abstract Dobrushin’s ergodicity coefficient). Let T : X →X be a Markov operator with respect to e.
Then,
‖T‖H = ‖T ⋆‖⋆H = 1− inf
ν,pi∈extrP(e)
ν⊥pi
inf
x∈[0,e]
〈pi ,T (x)〉+ 〈ν,T (e− x)〉.
Proof. Since T (e) = e, we have:
sup
ν,pi∈extrP(e)
ν⊥pi
sup
x∈[0,e]
〈ν −pi ,T(x)〉
= sup
ν,pi∈extrP(e)
ν⊥pi
sup
x∈[0,e]
1−〈pi ,T(x)〉− 〈ν,T (e− x)〉.

Example 6.3. Let us specialize Theorem 6.2 to the case of the standard positive cone of Rn (Example 2.2). Then, a
Markov operator Rn → Rn is of the form T (x) = Ax, where A is a row-stochastic matrix. We get
δ (A) = 1−min
i< j
min
I⊂{1,...,n}
(∑
k∈I
Aik +∑
k/∈I
A jk) .
This formula yields directly the explicit form of Dobrushin’s ergodicity coefficient recalled in the introduction,
δ (A) = 1−min
i< j
n
∑
s=1
min(Ais,A js).
Remark 6.4. Several results of linear consensus theory can be interpreted, or proved, in terms of ergodicity coefficient.
Consider the time-variant linear consensus system:
xk+1 = Akxk, k = 1,2, . . . ,(23)
where {Ak} is a sequence of stochastic matrices. Moreau [Mor05] showed that if all the non-zero entries of the
matrices {Ak} are bounded from below by a positive constant α > 0 and if there is p ∈ N such that for all i ∈ N
there is a node connected to all other nodes in the graph associated to the matrix Ai+p . . .Ai+1, then the system (23)
is globally uniformly convergent. These two conditions imply exactly that there is a Doeblin state associated to the
matrix Ai+p . . .Ai+1. The uniform bound α is to have an upper bound on the contraction rate, more precisely,
δ (Ai+p . . .Ai+1)6 1−α, ∀i = 1,2, . . .
7. APPLICATIONS TO NONCOMMUTATIVE MARKOV OPERATORS
In this section, we specialize the previous general results to a finite dimensional noncommutative space (X = Sn,
C = S+n and e = In, Example 2.3).
A completely positive unital linear map Φ : Sn → Sn is characterized by a set of matrices {V1, . . . ,Vm} satisfying
m
∑
i=1
V ∗i Vi = In(24)
such that the map Φ is given by:
Φ(X) =
m
∑
i=1
V ∗i XVi, ∀X ∈ Sn .(25)
The matrices {V1, . . . ,Vm} are called Kraus operators. It is clear that Φ : Sn → Sn defines a Markov operator. The dual
operator of Φ is given by:
Ψ(X) =
m
∑
i=1
ViXV ∗i , X ∈ Sn .
It is a completely positive and trace-preserving map, called Kraus map. The map Φ and Ψ represent a purely quantum
channel [SSR10, RKW11]. In particular, the adjoint map Ψ is trace-preserving and acts on density matrices. The
operator norm of Φ : Sn /RIn → Sn /RIn is the contraction ratio with respect to the diameter of the spectrum:
‖Φ‖H = sup
X∈Sn
λmax(Φ(X))−λmin(Φ(X))
λmax(X)−λmin(X)
.
The operator norm of the adjoint map Ψ : P(In)→P(In) is the contraction ratio with respect to the trace norm (the
total variation distance):
‖Ψ‖⋆H = sup
ρ1,ρ2∈P(In)
‖Ψ(ρ1)−Ψ(ρ2)‖1
‖ρ1−ρ2‖1
.
The values ‖Φ‖H and ‖Ψ‖⋆H are the noncommutative counterparts of δ (·).
Specializing Theorem 6.2 to Kraus maps, we obtain the noncommutative version of Dobrushin’s ergodicity coeffi-
cient.
Corollary 7.1 (Noncommutative Dobrushin’s ergodicity coefficient). Let Φ be a completely positive unital linear map
defined in (25). Then,
‖Φ‖H = ‖Ψ‖⋆H = 1− min
u,v:u∗v=0
u∗u=v∗v=1
min
X=(x1,...,xn)
XX∗=In
n
∑
i=1
min{u∗Φ(xix∗i )u,v∗Φ(xix∗i )v}(26)
Proof. It can be easily checked that
extr[0, In] = {P ∈ Sn : P2 = P}.
Hence, Theorem 6.2 and Remark 4.9 yield:
‖Φ‖H = ‖Ψ‖⋆H = 1− min
u,v:u∗v=0
u∗u=v∗v=1
min
P2=P
u∗Φ(In−P)u+ v∗Φ(P)v
= 1− min
u,v:u∗v=0
u∗u=v∗v=1
min
X=(x1,...,xn)
XX∗=In
min
J⊂{1,...,n}∑i∈J u
∗Φ(xix∗i )u+∑
i/∈J
v∗Φ(xix∗i )v
from which (26) follows. 
Remark 7.2. For the noncommutative case, it is not evident whether more effective characterization of the contraction
rate exists. Note that the dual operator norm was studied in quantum information theory, see [RKW11] and references
therein. They provided a Birkhoff type upper bound (Corollary 9 in [RKW11]):
‖Ψ‖∗H 6 tanh(diamΨ/4) .
The value diamΨ is not directly computable. This upper bound is equal to 1 if and only if diamΨ = ∞, which is
satisfied if and only if there exist a pair of nonzero vectors u,v ∈ Cn such that:
span{Viu : 16 i6 m} 6= span{Viv : 16 i6 m}.
We next provide a tighter, in fact necessary and sufficient, condition for the operator norm to be 1.
Corollary 7.3. The following conditions are equivalent:
1. ‖Φ‖H = ‖Ψ‖⋆H = 1.
2. There are nonzero vectors u,v ∈ Cn such that
〈Viu,V jv〉= 0, ∀i, j ∈ {1, . . . ,m}.
3. There is a rank one matrix Y ⊂ Cn×n such that
trace(V ∗i V jY ) = 0, ∀i, j ∈ {1, · · · ,m}.
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Proof. From Corollary 7.1 we know that ‖Φ‖H = 1 if and only if there exist an orthonormal basis {x1, . . . ,xn} and two
vectors u,v ∈ Cn of norm 1 such that
n
∑
i=1
min{
m
∑
j=1
u∗V ∗j xix∗i V ju,
m
∑
j=1
v∗V ∗j xix∗i V jv}= 0 .
This is equivalent to that for each i ∈ {1, . . . ,n}, either
x∗i V ju = 0, ∀ j = 1, . . . ,m
is true, or
x∗i V jv = 0, ∀ j = 1, . . . ,m
is true. This is equivalent to
〈Viu,V jv〉= 0, ∀i, j ∈ {1, . . . ,m} .
The equivalence between the second and the third condition is trivial by taking Y = vu∗. 
Remark 7.4. The condition appearing in item 2 of Corollary 7.3 is equivalent to the positivity of the zero-error capac-
ity [MA05], or to the existence of a quantum clique of cardinality 2 [BS08]. The latter problem is known to be QMA1
complete (proof of Theorem 3.2 in [BS08]). Thus, Corollary 7.3 relates the absence of contraction to a known hard
problem in quantum computing.
We consider a time-invariant noncommutative consensus system:
Xk+1 = Φ(Xk), k = 1,2, . . .(27)
where Φ is a completely positive unital map. To study the convergence of such system, Sepulchre, Sarlette and Rou-
chon [SSR10] proposed to study the contraction ratio
α := sup
X≻0
dH(Φ(X), In)/dH(X , In) .
They applied Birkhoff’s contraction formula (Theorem 5.6) to give an upper bound on the contraction ratio α:
α 6 tanh(diamΦ/4) .
The following theorem is a direct corollary of Nussbaum [Nus94].
Theorem 7.5. (Corollary of [Nus94, Thm2.3])
‖Φ‖H = lim
ε→0+
(
sup{dH(Φ(X), In)dH(X , In)
: 0 < dH(X , In)6 ε}
)
,
By this theorem, it is clear that the contraction ratio used in [SSR10] is an upper bound of the operator norm ‖Φ‖H :
‖Φ‖H 6 α .
We next provide an algebraic characterization of the global convergence of system (27), based on the result established
in Corollary 7.3. Let us consider a sequence of matrix subspaces defined as follows:
H0 = span{In} ,
Hk+1 = span{V ∗i XV j : X ∈Hk, i, j = 1, . . . ,m} , k = 0,1, . . . ,
Lemma 7.6. There is k0 6 n2− 1 such that
Hk0+s = Hk0 , ∀s ∈ N.
Proof. It follows from (24) that Hk+1 ⊇Hk for all k ∈N. Besides, if for some k0 ∈ N such that
Hk0+1 = Hk0 ,
then
Hk0+s = Hk0 , ∀s ∈ N.
This property also implies that if for some k0 ∈N
Hk0+1 6= Hk0 ,
then
Hk0−s+1 6= Hk0−s ,∀16 s6 k0 .
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Since the dimension of Hk can not exceed n2, the case
Hk0+1 6= Hk0 ,
can not happen more than n2 times. 
For all k ∈ N, let Gk be the orthogonal complement of Hk. Then there is k0 6 n2− 1 such that
Gk ⊇ Gk+1, ∀k ∈ N; Gk0 = Gk0+s, ∀s ∈N(28)
Theorem 7.7. The following conditions are equivalent:
(1) There exists k such that ‖Φk‖H < 1.
(2) Every orbit of the system (27) converges to an equilibrium co-linear to In.
(3) The subspace ∩kGk does not contain a rank one matrix.
(4) There exists k0 6 n2− 1 such that ‖Φk0‖H < 1.
Proof. (1)⇒ (2): We apply Theorem 6.1 to the application Φk.
(2)⇒ (1): Consider the quotient real linear space W := Sn /RIn. Since Φ(In) = In, Φ yields a quotient linear map
W 7→ W . We already observed in (15) that ‖Φ‖H is the operator norm induced by the norm ‖ · ‖H on W . It follows
that ‖Φ1Φ2‖H 6 ‖Φ1‖H‖Φ2‖H holds for all linear maps Φ1,Φ2 : W →W , and so, by Fekete’s subadditive lemma,
inf
k>1
‖Φk‖1/kH = limk→+∞‖Φ
k‖
1/k
H
Observe also that ‖Φ‖H 6 1, so that ‖Φk‖H 6 1 holds for all k > 1. Then, if (1) is not true, we deduce that
lim
k→+∞
‖Φk‖1/kH = 1 .(29)
Now, for any real normed vector space (V ,‖ · ‖V ), let VC = V + iV denote the complexification of V , and for any
R-linear self-map T of V , let TC denote the complexification of T , so that TC(x+ iy) = T (x)+ iT (y) for all x,y ∈ V .
Recall that VC can be equipped with the norm
‖x+ iy‖VC = sup
06θ62pi
‖xcosθ − ysinθ‖V
and that the operator norm of T induced by the norm ‖ · ‖V on V , denoted by ‖T‖V , as well as the operator norm of
TC induced by ‖ · ‖VC on VC, denoted by ‖TC‖VC , coincide,
‖TC‖VC = ‖T‖V .(30)
Consider in particular (Sn)C = Sn + iSn ≃ Cn×n, observe that (Sn/RIn)C ≃ Cn×n/CIn. It follows from (30) that
‖ΦkC‖WC = ‖Φ
k‖W = ‖Φk‖H
holds for all k, and so, by (29),
lim
k→∞
‖ΦkC‖
1/k
WC
= 1 .(31)
By Gelfand’s formula, the left-hand side of (31) is the spectral radius of the C-linear map ΦC : WC →WC. Hence, ΦC
has an eigenvalue on the unit circle, meaning that there exists θ ∈ [0,2pi), X ,Y ∈ Sn, with X + iY 6∈ CIn, such that
Φ(X + iY )− eiθ(X + iY) ∈ CIn ,
and so
Φk(X + iY )− eikθ (X + iY ) ∈ CIn ,
for all k > 1. Identifying the real and imaginary parts, we get Φk(X) = cos(kθ )X − sin(kθ )Y +αkIn and Φk(Y ) =
sin(kθ )X +cos(kθ )Y +βkIn, for some αk,βk ∈R. Observe that since X + iY 6∈CIn, we have X ,Y 6∈RIn. It follows that
the orbit (Φk(X))k>1 does not converge to a scalar multiple of In, contradicting (2).
(3)⇔ (1): Note that for all k ∈N,
Φk(X) = ∑
i1,...,ik
V ∗ik . . .V
∗
i1XVi1 . . .Vik .
By Corollary 7.3, we know that ‖Φk‖H = 1 if and only if the subspace Gk contains a a rank one matrix. Therefore ,
‖Φk‖H = 1 for all k ∈ N if and only if the subspace ∩kGk contains a rank one matrix.
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(3)⇒ (4): By (28), there is k0 6 n2− 1 such that Gk0 = ∩kGk. It follows that if (3) is true then there is k0 6 n2− 1
such that Gk0 does not contain a rank one matrix. Then by Corollary 7.3 we deduce that ‖Φk0‖< 1 if (3) is true. 
In a dual way, the above analysis also applies to the ergodicity study of noncommutative Markov chain given by:
Πk+1 = Ψ(Πk), k = 1,2, . . .(32)
Below is a dual version of Theorem 7.7.
Theorem 7.8. The following conditions are equivalent:
(1) There exists k such that ‖Ψk‖⋆H < 1.
(2) The Markov chain (32) converges to a unique invariant measure regardless of initial distribution.
(3) The subspace ∩kGk does not contain a rank one matrix.
(4) There exists k0 6 n2− 1 such that ‖Ψk0‖⋆H < 1.
Remark 7.9. A sufficient condition for the global convergence of the noncommutative consensus system (27) or equiv-
alently, the ergodicity of the noncommutative Markov chain (32) would be that there is k0 6 n2− 1 such that
Hk0 = C
n×n.
Thus, checking the global convergence appears to be more tractable than checking the one step contraction (compare
this characterization with the one of Corollary 7.3).
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