Spatially Homogeneous Einstein-Aether Cosmological Models: Scalar Fields
  with a Generalized Harmonic Potential by Alhulaimi, B. et al.
Prepared for submission to JCAP
Spatially Homogeneous
Einstein-Aether Cosmological Models:
Scalar Fields with a Generalized
Harmonic Potential
B. Alhulaimi,a R. J. van den Hoogen,b A. A. Coleya
aDepartment of Mathematics,
Dalhousie University,
6316 Coburg Road, Halifax, N.S., B3H 4R2, Canada
bDepartment of Mathematics, Statistics and Computer Science,
St. Francis Xavier University,
2323 Notre Dame Avenue, Antigonish, N.S., Canada
E-mail: bs748397@dal.ca, rvandenh@stfx.ca, aac@mathstat.dal.ca
Abstract. Inflationary spatially homogeneous cosmological models within an Einstein-
Aether gravitational framework are investigated. The matter source is assumed to be a
scalar field which is coupled to the aether field expansion and shear scalars through the
generalized harmonic scalar field potential. The evolution equations are expressed in terms
of expansion-normalized variables to produce an autonomous system of ordinary differential
equations suitable for numerical and local stability analysis. An analysis of the local stability
of the equilibrium points indicate that there exists a range of values of the parameters in
which there exists an accelerating expansionary future attractor.
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1 Introduction
1.1 Lorentz-violating Inflationary Cosmological Models
Lorentz invariance is a fundamental symmetry of General Relativity (GR) and standard
particle physics and has been tested to a very high degree of accuracy. However, there is
growing evidence that some issues in quantum gravity (certain divergences, micro-causality)
can be resolved by the removal of Lorentz invariance [1, 2]. Furthermore, some approaches
to quantum gravity may even desire a preferred rest frame in vacuum [3, 4]. On larger scales,
explanations of Dark Energy and Dark Matter in the current cosmological paradigms based
on GR might also be explained using an alternative theory of gravity [5, 6], such as those in
which the Lorentz invariance requirement is relaxed. Indeed, in cosmology there is a natural
frame associated with the cosmic microwave background, and therefore it is possible the
Lorentz invariance assumption may be relaxed at late times.
The Einstein-Aether (AE) theory [2, 4, 7–11] is a proposed model of gravity which
preserves general covariance and incorporates a violation of Lorentz invariance. The local
space-time structure is determined by a dynamical time-like vector field, ua (the aether),
together with a metric tensor, gab. The field equations for this Einstein-Aether theory essen-
tially consist of GR with a modified source due to the aether together with additional field
equations describing the evolution of the aether vector field. In standard Einstein-Aether
theory, it is commonly assumed that the violation of Lorentz invariance is only within the
gravity sector of the theory, while the matter sector continues to be coupled only to the
metric, and hence remains Lorentz invariant. However, it is natural to expect that Lorentz
violations in the matter sector could also be permitted, albeit with the understanding that
there are quite stringent constraints on such Lorentz violations [1].
Assuming matter is determined by a scalar field, some researchers have investigated the
potential changes that arise as a result of a violation of Lorentz invariance in the matter
sector of the Einstein-Aether theory [12–18]. Barrow [12] investigated the effect of scalar
field/aether field coupling in which the dependence of the scalar field in the potential was
exponential in nature. He found there are solutions with the possibility that the coupling
parameter enables inflation in situations in which it would not otherwise occur. Sandin et
al. used a similar ansatz for the scalar field potential in [12] and determined that there
is a fundamental change in the future asymptotic behaviour when the coupling parameter
becomes sufficiently large. Donnelly and Jacobson [14] considered a chaotic inflationary
scenario and determined that the coupling of the scalar field to the aether field can either
slow down or speed up the evolution of inflation. Solomon and Barrow [15] completed a
detailed analysis with no prescribed coupling between the scalar field and the aether field
and found conditions on the potential that must be satisfied if one is to have stable slow-roll
inflationary solutions. Alhulaimi [17] generalized some of these results to include not only a
coupling of the scalar field to the aether vector expansion, but also a coupling to the aether
vector shear. Where most others have coupled the scalar field to the aether field through the
scalar field potential, Kanno and Soda [18] took a very different approach. In their analysis,
they assumed that the aether parameters ci in equation (1.3) are functions of the scalar field.
They found that it is possible to have inflation without a scalar field potential, i.e., with a
massless scalar field.
Inflation has become a well accepted, but not yet proven, mechanism which attempts to
explain many cosmological issues [19, 20]. A finite period of accelerated expansion (inflation)
in the early universe is desirable to help address the isotropy, spatial homogeneity, horizon,
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and flatness problems [19, 20]. The standard inflationary model consists of a single massive
scalar field that causes the universe to experience a period of exponential expansion early in
its evolution. A common inflationary scenario assumes a convex potential, such as a harmonic
scalar field potential, in which inflation takes place during a period of “slow roll”, when the
scalar field is decreasing very slowly in comparison to the expansion of the universe. Not only
is a period of accelerated expansion desirable at early times, but due to the Dark Energy
phenomenon[21, 22], a period of accelerated expansion is also an attractive property to have
at late times.
In this paper we shall investigate the dynamical evolution of a class of isotropic and
anisotropic spatially homogeneous Einstein-Aether cosmological models containing a scalar
field that is coupled to the aether field through the scalar field potential. In particular, we
explore the potential impact of Lorentz violation in the matter sector on the standard infla-
tionary scenario [19, 20]. More precisely, we study the inflationary scenario and investigate
whether the inflationary solutions proposed [14, 17] are stable when spatial curvature and
anisotropy perturbations are considered. Further, we are also interested in the possibility of
late time accelerated expansion in these models.
1.2 Einstein-Aether Gravity
The action under consideration contains a Lagrangian describing Einstein-Aether gravity
together with a Lagrangian for a matter field or fields (M)
S =
∫
d4x
√−g
[
1
8piG
LAE + LM
]
. (1.1)
The lagrangian LAE depends on the spacetime metric, gab, and the normalized aether vector
field, ua, and has the form [2, 4, 7–11, 14, 15, 23]:
LAE = 1
2
R−Kabcd∇auc∇bud + λ(uaua + 1) (1.2)
where
Kabcd ≡ c1gabgcd + c2δac δbd + c3δadδbc + c4uaubgcd. (1.3)
We note that the parameters ci defined here are the same as those used in [23] which are
equal to half of the values of the ci employed in [10, 11] with an opposite sign for the c4. In
comparison to [15], the ci used here are 8piG times the values of ci. The metric signature is
assumed to be +2.
Let
LU = −Kabcd∇auc∇bud (1.4)
then the variation of the action (1.1) with respect to the aether vector field ua yields
− 2λua = δL
U
δua
+ 8piG
δLM
δua
, (1.5)
which when contracted with ua, provides an explicit expression for the Lagrange multiplier
2λ =
δLU
δua
ua + 8piG
δLM
δua
ua. (1.6)
Equation (1.6) can then be used to eliminate the contribution of the Lagrange multiplier λ
when calculating the effective energy momentum tensors.
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Variation of the action (1.1) with respect to gab, λ and a generalized matter field or
fields Ψ, yields
Gab = T
U
ab + 8piGT
M
ab , (1.7)
uaua = −1, (1.8)
δLM
δΨ
= 0. (1.9)
When the contributions from the Lagrange multiplier in equation (1.6) are taken into account,
expressions for the effective energy momentum tensors due to the aether vector field and the
matter field become
TUab = −2
δLU
δgab
+ gabLU + δL
U
δuc
ucuaub, (1.10)
TMab = −2
δLM
δgab
+ gabLM + δL
M
δuc
ucuaub. (1.11)
Given the form of the Lagrangian in equation (1.2), the effective energy momentum
tensor due to the Aether field [7, 10, 11, 14, 15, 23] is
TUab = 2∇c
(
J c(a ub) − Jc(aub) − J(ab)uc
)
2c1
(
(∇auc)(∇buc)− (∇cua)(∇cub)
)
− 2c4u˙au˙b
−2
(
ud∇cJcd + c4u˙cu˙c
)
uaub − gab
(
Kcdef∇cue∇duf
)
, (1.12)
where
Jab = −Kacbd∇cud, (1.13)
u˙a = ub∇bua. (1.14)
1.3 Matter as a Scalar Field
Assuming that the matter component of the universe is a single scalar field having a potential
that is assumed to be a function of the scalar field together with the expansion and shear
scalars of the aether vector field, the matter Lagrangian becomes:
LM = −1
2
gab∇aφ∇bφ− V (φ, θ, σ2), (1.15)
where θ = ∇aua is the expansion scalar and σ2 = 12σabσab is the shear scalar. Again taking
into account contributions from the Lagrange multiplier, equation (1.11) yields the effective
energy momentum tensor due to the scalar field
TMab = ∇aφ∇bφ−
(
1
2
∇aφ∇aφ+ V
)
gab + θVθgab + V˙θhab
+
(
θVσ2 + V˙σ2
)
σab + Vσ2 σ˙ab − 2σ2Vσ2uaub (1.16)
where the terms Vθ and Vσ2 are the partial derivatives of the scalar field potential with respect
to θ and σ2, respectively, and hab ≡ gab + uaub. If there is no coupling between the aether
field and the scalar field via the potential, then Vθ = Vσ2 = 0 and the energy momentum
tensor reduces to the standard form for a minimally coupled scalar field. In addition, the
field equation (1.9) yields the Klein-Gordon equation for the scalar field:
∇a∇aφ− Vφ = 0. (1.17)
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2 Isotropic Einstein-Aether Models coupled to a Scalar Field
2.1 The Spatially Homogeneous and Isotropic Model
We shall assume that the spacetime is spatially homogeneous and isotropic having spacetime
coordinates [t, r, θ, ψ] and a metric of the form:
ds2 = −dt2 + a(t)2
(
1
1− kr2dr
2 + r2dθ2 + r2 sin2(θ)dψ2
)
, (2.1)
where k takes on values {−1, 0, 1} for negative, zero and positive spatial curvature, respec-
tively. In a spatially homogeneous and isotropic cosmological model with comoving time, the
aether vector field necessarily coincides with the rest frame defined by the Hubble expansion.
Specifically, this implies that in spatially homogeneous and isotropic models that the aether
vector must be orthogonal to the three-dimensional spatial hyper-surfaces and takes the form
ua = (1, 0, 0, 0).
With the above assumptions on the metric and the aether vector, the shear, the vorticity
and the acceleration of the aether vector are zero and the covariant derivative
∇bua = 1
3
θ(gab + uaub) (2.2)
is simply determined by the expansion scalar
θ = ∇aua = 3 a˙
a
. (2.3)
With the definition of TUab in equation (1.12), the effective energy density ρ
U and isotropic
pressure, pU, due to the aether field are
ρU = −1
3
cθθ
2, (2.4)
pU =
1
3
cθθ
2 +
2
3
cθθ˙. (2.5)
Where a new parameter cθ = (c1 + 3c2 + c3), defined before in [23, 24], allows for some effi-
ciencies in notation since the field equations are independent of any other linear combinations
of the ci. The Einstein-aether field equations reduce to the following:
0 = −1
3
(1 + cθ)θ
2 + 8piGρM − 3k
a2
, (2.6)
0 = −(1 + cθ)θ˙ − 1
3
(1 + cθ)θ
2 − 8piG
2
(ρM + 3pM), (2.7)
where there still exists the freedom to choose some appropriate units. Without loss of gen-
erality, new units can be chosen so that 8piG1+cθ = 1 in which case the explicit dependence of
the field equations on the aether parameter cθ has been eliminated.
2.2 The Scalar Field Potential
We shall consider a class of quadratic scalar field potentials of the form
V (φ, θ) =
1
2
m2φ2 + µθφ, (2.8)
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where the scalar field/Aether field coupling term µθφ term can be interpreted as an incorpo-
ration of an external source, in this case the Aether, acting on the scalar field. The effective
energy density ρM and isotropic pressure pM from equation (1.16), are
ρM =
1
2
φ˙2 +
1
2
m2φ2, (2.9)
pM =
1
2
φ˙2 − 1
2
m2φ2 + µφ˙. (2.10)
The Klein-Gordon equation becomes
0 = φ¨+ θφ˙+m2φ+ µθ, (2.11)
where we can more clearly see how µθ acts like an external source in the Klein-Gordon
equation when compared to the usual non-coupled µ = 0 version of the equation.
2.3 The Dynamical System
The Einstein-aether field equations and the Klein-Gordon equation can be expressed as the
following system of ordinary differential equations
θ˙ = −1
3
θ2 +
m2
2
φ2 − ψ2 − 3
2
µψ, (2.12)
φ˙ = ψ, (2.13)
ψ˙ = −θψ −m2φ− µθ. (2.14)
with first integral
θ2
3
=
m2
2
φ2 +
1
2
ψ2 − 3k
a2
. (2.15)
Equations (2.12)-(2.14), therefore, yield a three dimensional dynamical system for the
variables (θ, φ, ψ) depending on three parameters (k,m, µ) having a first integral given
by equation (2.15). Since the system of equations is invariant under the transformation
(µ, φ, ψ) 7→ −(µ, φ, ψ), we can without loss of generality, assume that µ ≥ 0. Given that the
phase space for the dynamical system defined in equations (2.12)-(2.14) with first integral
(2.15) is not bounded, we employ dimensionless variables [25, 26] which will transform the
system into an autonomous system of differential equations on a bounded phase space.
2.4 Qualitative Analysis
2.4.1 Introducing Normalized Variables
Introducing a time variable τ
dτ
dt
=
√
1 + θ2 (2.16)
and normalized variables
D ≡ θ√
1 + θ2
, (2.17)
Φ ≡
√
3
2
(
mφ√
1 + θ2
)
, (2.18)
Ψ ≡
√
3
2
(
φ˙√
1 + θ2
)
, (2.19)
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the evolution equations (2.12)-(2.14) become
D′ = (1−D2)X , (2.20)
Φ′ = mΨ
√
1−D2 −DΦX , (2.21)
Ψ′ = −DΨ−
√
1−D2
(
mΦ +
√
3
2
µD
)
−ΨDX , (2.22)
where the prime here indicates the differentiation with respect to τ and X is given by the
expression
X = θ˙
θ2 + 1
= −1
3
D2 − 2
3
Ψ2 +
1
3
Φ2 −
√
3
2
µΨ
√
1−D2 (2.23)
The Friedmann equation (2.15) becomes
D2 − Φ2 −Ψ2 = − 9k
a2(1 + θ2)
. (2.24)
Further, if k = −1, 0, then it follows that
0 ≤ Φ2 + Ψ2 ≤ D2 ≤ 1. (2.25)
That is, D,Φ,Ψ are bounded in the flat and negatively curved scenarios and the phase space
is a compact set. Hence forward, we shall restrict our analysis to k = 0,−1 cases only.
2.4.2 Invariant Sets and Monotonic Functions
The phase space can be subdivided into four disjoint invariant sets according to the curvature
of the model and whether D = 1 (θ → ∞) or not. A superscript “−” indicates that points
in this set represent negatively curved models, while a superscript “0” indicates a flat model.
The invariant sets are
FRW− = {(D,Φ,Ψ)|D < 1,Φ2 + Ψ2 < D2},
FRW0 = {(D,Φ,Ψ)|D < 1,Φ2 + Ψ2 = D2},
D− = {(D,Φ,Ψ)|D = 1,Φ2 + Ψ2 < 1},
D0 = {(D,Φ,Ψ)|D = 1,Φ2 + Ψ2 = 1},
the dimensions of which are 3, 2, 2, and 1, respectively. We note the following closure
properties of the sets
FRW− = FRW− ∪ FRW0 ∪D− ∪D0,
D− = D− ∪D0,
FRW0 = FRW0 ∪D0.
Further the invariant set D− can be divided into three distinct pieces depending on whether
Φ < 0, Φ = 0 or Φ > 0.
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Pt (D,Φ,Ψ) X Stability Invariant q
µ < µc µ = µc µ > µc Set
P0 (0, 0, 0) 0 Sink Sink Saddle FRW
0 DNE
P1 (1, 0, 1) −1 Source Source Source D0 q > 0
P2 (1, 0,−1) −1 Source Source Source D0 q > 0
P3 (1, 1, 0) 0 Saddle Saddle Saddle D
0 q < 0
P4 (1,−1, 0) 0 Saddle Sink Sink D0 q < 0
P5 (1, 0, 0) −13 Saddle Saddle Saddle D− q = 0
L04 (s,−s, 0) 0 Sink D0 q < 0
Table 1. Equilibrium points of the system (2.20)-(2.22) where µc =
√
2
3m. The line of equilibria L04
only exists when µ = µc where 0 < s < 1 and P0 and P4 are its endpoints.
If we define Λ1 = D
2 − Φ2 −Ψ2 and Λ2 = D2 − 1 then
Λ′1
Λ1
= −2
3
D(3X + 1), (2.26)
Λ′2
Λ2
= 2DX . (2.27)
in which case the non-negative function W = (Λ1)
2(Λ2)
2 has the derivative
W ′ = −4
3
WD. (2.28)
Since W > 0 and W ′ < 0 in the set FRW− we can conclude that there are no periodic orbits
in this 3-dimensional invariant set. This implies that there are no equilibrium points in the
set FRW−, and any equilibrium points of the autonomous system of differential equations
(2.20)-(2.22) will lie in the lower dimensional invariant sets FRW0, D− or D0. We also note
that in the invariant set D− ∩ {Φ < 0}, one can show that Φ′ < 0, and similarly in the set
D− ∩ {Φ > 0}, one can show that Φ′ > 0. This shows that there are no closed or periodic
orbits in these sets. The remaining portion D− ∩ {Φ = 0}, is 1 dimensional. No monotonic
function has been found in the set FRW0 and consequently the most interesting qualitative
behaviour for this autonomous system of differential equations occurs in FRW0.
2.4.3 Equilibrium Points
The equilibrium points and a non-isolated line of equilibria for the system (2.20)-(2.22) with
the value of X and their stability are summarized in Table (1).
2.4.4 Stability of Equilibrium point P0
Evaluating the linearization matrix of the system (2.20)-(2.22) at P0 gives us the following
eigenvalues
λ1 = 0,
λ2,3 = ±
√
6
2
√
µ2 − µc2.
Note that, if µ > µc then P0 is a saddle. But, if µ < µc then all the eigenvalues have zero
real part which implies that the local qualitative behaviour at P0 is not determined by its
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linearization. However a perturbative solution near P0 can be found, and fortunately an
analysis of the first order solution is sufficient to determine the local stability of P0 when
µ < µc.
We first introduce new scaled variables (d, φ, ψ) such that
D = 
(
d− µ
µc
φ
)
, Φ = φ, Ψ = ψ, (2.29)
where  is assumed to be small, to determine a leading order approximation to the solution
of the equations near P0. We note that the φ and ψ variables that are employed in this
subsection are not the original variables used to describe the scalar field and its derivative.
Using our new dependent variables (2.29), and expanding (2.20)-(2.22) as a power series in
 we derive the following
d′ =

3
(
−d2 − 2ψ2 + φ2 + 2 µ
µc
dφ− µ
2
µc2
φ2
)
+O(2),
φ′ =
√
6
2
µcψ +O(
2), (2.30)
ψ′ =
√
6
2
(
−µd− µcφ+ µ
2
µc
φ
)
+ 
(
−dψ + µ
µc
φψ
)
+O(2),
where we kept only terms up to linear order in . To proceed with the construction of a
perturbative solution, we employ the method of multiple scales [27–29].
In the method of multiple scales with two time scales, the original fast time τ and a
second slow time η = τ , each dependent variable is expressed as
x ≡ x(τ, η) = x0(τ, η) + x1(τ, η) +O(2) (2.31)
and using the chain rule, derivatives become expanded as
x′ = x0τ + (x0η + x1τ ) +O(2). (2.32)
The (′) indicates the ordinary derivative of the variable with respect to time τ while the
subscripts τ and η denote partial derivatives. A valid perturbative solution is obtained by
ensuring that the solution remains bounded at all orders of .
Using equation (2.31) and (2.32) for variables (d, φ, ψ) and substituting into (2.30) and
matching powers of  yields the following system of partial differential equations for the zeroth
order [O(0)] terms
d0τ = 0,
φ0τ =
√
6
2
µcψ0, (2.33)
ψ0τ =
√
6
2
(
−µd0 − µcφ0 + µ
2
µc
φ0
)
,
and the following system of partial differential equations for the first order [O(1)] terms
d1τ =
1
3
(
−d02 − 2ψ02 + φ02 + 2 µ
µc
d0φ0 − µ
2
µc2
φ0
2
)
− d0η,
φ1τ =
√
6
2
µcψ1 − φ0η, (2.34)
ψ1τ =
√
6
2
(
−µd1 − µcφ1 + µ
2
µc
φ1
)
+
(
−d0ψ0 + µ
µc
φ0ψ0
)
− ψ0η.
– 9 –
Solving the partial differential equations for the Zeroth order terms yields
d0(τ, η) = B(η),
φ0(τ, η) = A(η) cos(λτ − Λ(η))− µµc
µc2 − µ2B(η), (2.35)
ψ0(τ, η) = −
√
6λ
3µc
A(η) sin(λτ − Λ(η)),
where λ =
√
6
2
√
µc2 − µ2 and A(η), B(η) and Λ(η) are as yet undetermined functions of the
slow time η. Solving the partial differential equations for the first order terms, and restricting
ourselves to only bounded solutions, determines a set of ordinary differential equations for
the unknown functions A(η), B(η) and Λ(η),
Aη = −1
2
µc
2
µc2 − µ2AB,
Bη = −1
3
(
µc
2
µc2 − µ2B
2 +
µc
2 − µ2
2µc2
A2
)
, (2.36)
Λη = 0.
Therefore, in terms of the original variables the first term of the perturbative solution
is
D(τ) = 
(
− µ
µc
A(η) cos(λτ − Λ(η)) + µc
2
µc2 − µ2B(η)
)
,
Φ(τ) = 
(
A(η) cos(λτ − Λ(η))− µµc
µc2 − µ2B(η)
)
,
Ψ(τ) = 
(
−
√
µc2 − µ2
µc
A(η) sin(λτ − Λ(η))
)
,
where the functions A(η), B(η) and Λ(η) satisfy the differential equations (2.36), and due to
(2.25) are bounded by
B(η)2 ≥ (µc
2 − µ2)2
µc4
A(η)2, (2.37)
where we note that if B(η)→ 0 then we also have A(η)→ 0.
We are interested in determining the asymptotic behaviour as τ →∞. We observe that
the phase shift Λ(η) is a constant and has no effect on the future dynamics. The fast time τ
essentially describes the oscillations of the scalar field, which to first order in  has a period
of T = 2pi/λ. We note that the period of these oscillations T ∼ 1/
√
µc2 − µ2, gets longer as
the strength of the coupling parameter µ is increased towards µc.
We also observe that the amplitude of the oscillations A(η), and the vertical shift B(η)
are functions of the slow time η and consequently the amplitude and vertical shift drift slowly
in comparison to the oscillatory changes. For initial values of B(η) > 0 we see that both
A(η), B(η) → 0 as η → ∞. That is, the amplitude of the oscillations and the vertical shift
both slowly decrease to zero, indicating that the point P0 is stable when µ < µc.
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2.4.5 Stability of Equilibrium points in D− ∪D0
Unfortunately, while we have an autonomous system of differential equations defined on a
compact set, the system is not differentiable at any points in the invariant set D− ∪D0. We
note that any equilibrium points in the invariant set D− ∪ D0 represent asymptotic states
in which θ →∞. In order to determine the local qualitative behaviour at these equilibrium
points, we replace variable D with
T =
1√
1 + θ2
=
√
1−D2. (2.38)
The evolution equations (2.12)-(2.14) become
T ′ = −T
√
1− T 2X , (2.39)
Ψ′ = −
√
1− T 2Ψ− T
(
mΦ +
√
3
2
µ
√
1− T 2
)
−Ψ
√
1− T 2X , (2.40)
Φ′ = mΨT −
√
1− T 2ΦX , (2.41)
with
X = −1
3
(1− T 2)− 2
3
Ψ2 +
1
3
Φ2 −
√
3
2
µΨT. (2.42)
The value D = 1 for the equilibrium points P1,2,3,4,5 is simply replaced with T = 0. With
this transformation we are able to locally determine the qualitative behaviour of each the
equilibrium points in the invariant set D− ∪D0.
The eigenvalues of the points P1 and P2 are 1,
4
3 , 1 which implies these points are gener-
ally sources. The eigenvalues of the point P5 is
1
3 ,
1
3 ,−23 which implies this point is generally
a saddle. Further, the eigen-directions that span the T = 0 invariant set, are associated with
one positive and one negative eigenvalue. Therefore this equilibrium point is a saddle in the
T = 0 set.
The eigenvalues of the point P3 and P4 are 0,−1,−23 which implies that we cannot
determine the general behaviour of this point without resorting to additional analysis. How-
ever, the eigen-directions that span the T = 0 invariant set, are associated with the two
negative eigenvalues. Therefore these equilibrium points are sinks in the T = 0 set.
To complete the analysis of the qualitative behaviour near P3 and P4 we calculate the
center manifold [30]. In this case the center manifold is a one dimensional curve that must
lie in the FRW0 invariant set. The center manifold for P3 can be parameterized as
T = T (2.43)
Φ = 1−
(
1
2
+
3
4
(µ+ µc)
2
)
T 2 +O(T 4) (2.44)
Ψ = −
√
6
2
(µ+ µc)T +
3
8
√
6µc(µ+ µc)
2T 3 +O(T 4) (2.45)
The leading order term of the dynamical system restricted to the center manifold reduces to
T ′ =
3
2
µc(µ+ µc)T
3. (2.46)
Since T ′ > 0 for T > 0, P3 is unstable along its center manifold. It is therefore a saddle in
the full three dimensional phase space.
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The center manifold for P4 can be parameterized as
T = T (2.47)
Φ = −1 +
(
1
2
+
3
4
(µ− µc)2
)
T 2 +O(T 4) (2.48)
Ψ = −
√
6
2
(µ− µc)T − 3
8
√
6µc(µ− µc)2T 3 +O(T 4) (2.49)
The leading order term of the dynamical system restricted to the center manifold reduces to
T ′ = −3
2
µc(µ− µc)T 3. (2.50)
If µ < µc then T
′ > 0 for T > 0 and P4 is unstable along its center manifold. However, if
µ > µc then T
′ < 0 for T > 0 and P4 is stable along its center manifold. Therefore P4 is a
saddle when µ < µc and a sink when µ > µc in the full three dimensional phase space.
2.4.6 The Bifurcation Value
When µ = µc, there is a line of equilibria given by (D,Φ,Ψ) = (s,−s, 0) where 0 < s < 1
having endpoints P0 and P4. The eigenvalues of points on this line of equilibria are 0,−s,−23s
which implies that points on this line are attractors when it exists. We observe that as
the parameter µ increases towards its bifurcation value, µc, the stability of the point P0 is
transferred to the point P4 via this line of equilibria.
2.4.7 Heteroclinic Sequences
Very often one is not only interested in the past and future behaviour of a system of differential
equations, but one is also interested in the intermediate behaviour of the system. One
technique to analyze the intermediate behaviour is to describe the heteroclinic sequences
that are possible [26]. We note that for every heteroclinic sequence there exists a set of orbits
that are arbitrarily close to that sequence. Figures (1) describes the possible heteroclinic
sequences that are possible. Again we see how the intermediate and future behaviour changes
as the parameter µ changes.
2.5 Inflation and Accelerated Expansion
As an indicator of the accelerated expansion we introduce the deceleration parameter
q ≡ −aa¨
a˙2
= −
(
3
θ˙
θ2
+ 1
)
. (2.51)
It follows that the deceleration parameter can also be expressed in terms of the normalized
bounded variables as follows;
q = − 1
D2
(
−2Ψ2 + Φ2 − 3
√
3
2
µ
√
1−D2Ψ
)
. (2.52)
The sign of the deceleration parameter indicates the nature of the expansionary evolution.
If q > 0, then the cosmological expansion is decelerating, while negative values of q indicate
an accelerating or inflationary dynamics. See Table (1) for a summary of the values of q for
each equilibrium point.
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Figure 1. The heteroclinic sequences indicating the past (sources are on the left-hand side), inter-
mediate (middle) and late behaviour (sinks are on the right-hand side) for the negative curvature
models. The heteroclinic sequences for the flat models can be obtained by removing P5 and any lines
connected to it from the diagram above.
2.6 Numerical Analysis
It is constructive to illustrate a few numerical solutions for the three different regimes of
future asymptotic behaviour, µ < µc [see Figure (2)], µ = µc [see Figure (3)], and µ > µc [see
Figure (4)]. In each case the integrations are done in the full 3-dimensional phase space. A
few initial conditions are selected to show different past and future asymptotic behaviours.
2.7 Observations
In the spatially homogeneous and isotropic case analyzed here we observe that the past
dynamics are independent of the strength of the coupling parameter µ. We find in the
zero curvature and the negative curvature models that there are two possible asymptotic
behaviours to the past, one in which (D,Φ,Ψ)→ (1, 0, 1), P1, and one in which (D,Φ,Ψ)→
(1, 0,−1), P2. These past attractors represent a massless scalar field FRW model [25].
We also observe that the future asymptotic state depends on the strength of the coupling
parameter µ. For weak coupling of the Aether field to the scalar field, i.e, , µ < µc =
√
2
3m,
the dynamics are similar to that found when there is no coupling of the Aether field to the
scalar field, i.e., when µ = 0. If µ < µc then P0 is the stable attractor: orbits oscillate and
slowly decay in amplitude towards this final non-inflationary asymptotic state.
For strong coupling of the Aether field to the scalar field, µ > µc, the dynamics are
very different. When µ > µc the scalar field does not come to rest at the minimum of the
potential: the strength of the Aether interaction forces a different final equilibrium state. If
µ > µc then in both the zero curvature and the negative curvature models we find that the
stable attractor in these models changes from P0 to P4. In this scenario, we find that the
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Figure 2. Numerical solutions of the system of differential equations (2.20)-(2.22) when µ < µc. Note
how the amplitude of the oscillations in all the variables slowly decreases. Note the future asymptotic
behaviour is (D,Φ,Ψ)→ (0, 0, 0), P0. There are two different possible past behaviours, one in which
(D,Φ,Ψ)→ (1, 0, 1), P1, and one in which (D,Φ,Ψ)→ (1, 0,−1), P2.
square of the scalar field and the square of the expansion scalar scale together as
m2
2
φ2 ∼ 1
3
(1 + θ2) (2.53)
and consequently grow without bound. We also observe that all orbits (excepting for the
exceptional orbits) experience some period of accelerating expansion as they evolve to their
final asymptotic state, P4. In the next section we will add anisotropy to these models to
determine if the addition of anisotropy changes these observations.
3 Anisotropic Einstein-Aether Models coupled to a Scalar Field
3.1 A Class of Diagonal Bianchi Models
In order to investigate Einstein-Aether cosmological models with a scalar field having a po-
tential with interaction terms that contain both the expansion and shear of the aether vector
requires a broader class of space-time geometries which include anisotropy. For our purposes,
the one parameter family of spatially homogeneous and anisotropic diagonal Bianchi type
V Ih space-times provides an arena to determine the effect of adding a shear interaction term
into the scalar field potential in the Einstein-Aether models studied in the previous section.
The metric is assumed to have the form
ds2 = −dt2 + a(t)2dx2 + b(t)2e2(h−1)xdy2 + c(t)2e2xdz2. (3.1)
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Figure 3. Numerical solutions of the system of differential equations (2.20)-(2.22) when µ = µc, the
bifurcation value. Note the future asymptotic behaviour Ψ→ 0 but both D and Φ approach different
future asymptotic states depending on their initial condition. The future asymptotic state is L04.
There are two different possible past behaviours, one in which (D,Φ,Ψ) → (1, 0, 1), P1, and one in
which (D,Φ,Ψ)→ (1, 0,−1), P2.
There are three special classes are worth mentioning: if the parameter h = 2 then the metric
is Bianchi type V which has the negatively curved isotropic models (see previous section) as
a subcase, if h = 1 then it is Bianchi type III, and if h = 0 then it is Bianchi type V I0.
In a spatially homogeneous and isotropic cosmological model with comoving time, the
aether vector field necessarily coincides with the rest frame defined by the Hubble expansion.
Therefore in deviations from spatially homogeneity and isotropy, one could assume that
the preferred frame for the aether approximately coincides with the cosmological rest frame
defined by the Hubble expansion. However, if one relaxes only the isotropy assumption,
then the aether vector would be tilted away from the hyper-surface normal of the spatially
homogeneous hyper-surfaces which could allow for a richer set of dynamical behaviours.
However, it has been argued in [18, 31, 32] that during cosmological evolution, the two
frames will come into alignment. Given these arguments, we will assume that the aether
vector is aligned with the hyper-surface unit normal to the surfaces of homogeneity and is of
the form ua = (1, 0, 0, 0).
With the above assumptions on the metric and the aether vector, the vorticity and the
acceleration of the aether vector are zero, and the covariant derivative
∇bua = σab + 1
3
θ(gab + uaub), (3.2)
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Figure 4. Numerical solutions of the system of differential equations (2.20)-(2.22) when µ > µc.
Note the future asymptotic behaviour is (D,Φ,Ψ) → (1, 0,−1), P4. There are two different possible
past behaviours, one in which (D,Φ,Ψ)→ (1, 0, 1), P1, and one in which (D,Φ,Ψ)→ (1, 0,−1), P2.
is simply determined by the expansion scalar
θ = ∇aua = a˙
a
+
b˙
b
+
c˙
c
, (3.3)
and the shear tensor
σab = u(a;b) −
1
3
θ(gab + uaub). (3.4)
The shear tensor has the form σab = Diag[0, σ1, σ2,−(σ1 + σ2)] where
σ1 =
1
3
(
2
a˙
a
− b˙
b
− c˙
c
)
,
σ2 =
1
3
(
− a˙
a
+ 2
b˙
b
− c˙
c
)
.
We note that the shear scalar is
σ2 =
1
2
σabσ
ab = σ21 + σ
2
2 + σ1σ2. (3.5)
With the definition of TUab in equation (1.12), the effective energy density ρ
U, isotropic
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pressure, pU, energy flux q Ua , and anisotropic stress pi
a U
b due to the aether field are
ρU = −1
3
cθθ
2 − 2cσσ2, (3.6)
pU =
1
3
cθθ
2 +
2
3
cθθ˙ − 2cσσ2, (3.7)
q Ua = 0, (3.8)
pia Ub = 2cσ(σ˙
a
b + θσ
a
b), (3.9)
Where new parameters cθ = (c1 + 3c2 + c3) and cσ = c1 + c3, defined before in [23, 24], allow
for some efficiencies in notation since the field equations are independent of any other linear
combinations of the ci.
The Einstein-aether field equations reduce to the following set of linearly independent
equations
0 = −1
3
(1 + cθ)θ
2 + (1− 2cσ)σ2 + h
2 − h+ 1
a2
+ 8piGρM, (3.10)
0 = −(1 + cθ)θ˙ − 1
3
(1 + cθ)θ
2 − 2(1− 2cσ)σ2 − 8piG
2
(ρM + 3pM), (3.11)
0 = −(h+ 1)σ1 + (h− 2)σ2 − 8piG
a2
q M2 (3.12)
0 = (1− 2cσ)σ˙1 + (1− 2cσ)θσ1 + (h− 2)
2
3a2
− 8piGpiM1 , (3.13)
0 = (1− 2cσ)σ˙2 + (1− 2cσ)θσ2 + (h− 2)(h+ 1)
3a2
− 8piGpiM2 , (3.14)
where there still exists the freedom to choose some appropriate units. Without loss of gener-
ality, one can choose new units so that 8piG1+cθ = 1, and a new parameter C =
1−2cσ
1+cθ
, in which
case the explicit dependence of the field equations on the aether parameter cθ has again been
eliminated. Assuming that GR and Einstein Aether theory have equivalent PPN parameters
and that there is stable positive energy modes but no vacuum Cˇerenkov radiation imposes
some constraints on the values of cθ and C. See Appendix A for details.
3.2 The Scalar Field Potential
We shall consider a class of quadratic scalar field potentials of the form
V (φ, θ) =
1
2
m2φ2 + µθφ+ νσφ. (3.15)
In this case, from equation (1.16), the effective energy density ρM, isotropic pressure pM,
energy flux q Ma , and anisotropic stress pi
a M
b due to the scalar field are
ρM =
1
2
φ˙2 +
1
2
m2φ2, (3.16)
pM =
1
2
φ˙2 − 1
2
m2φ2 + µφ˙− νφσ, (3.17)
q Ma = 0 (3.18)
pia Mb =
(
νφ
2σ
)
(σ˙ab + θσ
a
b) +
d
dt
(
νφ
2σ
)
σab. (3.19)
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where we define piMi such that pi
i M
i = Diag[0, pi
M
1 , pi
M
2 ,−(piM1 + piM2 )]. The final field equation
comes from the Klein-Gordon equation which becomes
0 = φ¨+ θφ˙+m2φ+ µθ + νσ. (3.20)
3.3 The Dynamical System
Given that there is no energy flux either from the existence of the aether field or from the
non-minimal coupling of the aether to the scalar field potential, we are able to use equation
(3.12) to rewrite all equations in terms of the anisotropy scalar σ:
σ1 =
h− 2√
3
√
h2 − h+ 1σ, σ2 =
h+ 1√
3
√
h2 − h+ 1σ. (3.21)
Hence, the final form of the Einstein-aether field equations and the Klein-Gordon equation
yield the following dynamical system
θ˙ = −1
3
θ2 − 2Cσ2 − ψ2 + m
2
2
φ2 − 3
2
µψ +
3
2
νφσ, (3.22)
σ˙ = −σθ + ν
2C
(ψ + θφ)
+
(h− 2)√
3
√
h2 − h+ 1
1
C
(
1
3
θ2 − Cσ2 − 1
2
ψ2 − m
2
2
φ2
)
, (3.23)
φ˙ = ψ (3.24)
ψ˙ = −θψ −m2φ− µθ − νσ. (3.25)
with first integral
θ2
3
=
m2
2
φ2 +
1
2
ψ2 + Cσ2 +
h2 − h+ 1
a2
, (3.26)
Equations (3.22)-(3.25), therefore, yield a four dimensional dynamical system for the
variables (θ, σ, φ, ψ) depending on five parameters (h,C,m, µ, ν) having a first integral given
by equation (3.26). We restrict our analysis to the diagonal Bianchi type V models (h = 2).
We note that even in this very simple anisotropic case when we compare the evolution
equation for the shear with would would happen if the scalar field potential did not have an
interaction term, we notice that the negatively curved FRW models are no longer an invariant
subset of the Bianchi type V system (3.22)-(3.25). Since the system of equations when h = 2
is invariant under the transformations (µ, σ, φ, ψ) 7→ −(µ, σ, φ, ψ), and (ν, σ) 7→ −(ν, σ), we
can without loss of generality, assume that both µ ≥ 0 and ν ≥ 0. Given that the phase
space for the dynamical system defined in equations (3.22)-(3.25) with first integral (3.26)
is not bounded, we employ dimensionless variables [25, 26] which will transform the system
into an autonomous system of differential equations on a bounded phase space.
3.4 Qualitative Analysis
3.4.1 Introducing Normalized Variables
Introducing a time variable τ
dτ
dt
≡
√
1 + θ2, (3.27)
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and normalized variables
D ≡ θ√
1 + θ2
Σ ≡
√
3σ√
1 + θ2
,
Φ ≡
√
3
2
(
mφ√
1 + θ2
)
,
Ψ ≡
√
3
2
(
φ˙√
1 + θ2
)
.
then, the Bianchi type V evolution equations in equations (3.22)-(3.25) when h = 2 become
D′ = (1−D2)X , (3.28)
Φ′ = m
√
1−D2Ψ−DΦX (3.29)
Ψ′ = −DΨ(1 + X )−
√
1−D2
[
mΦ +
√
3
2
µD +
ν√
2
Σ
]
, (3.30)
Σ′ = −ΣD(1 + X ) + ν√
2C
(
Ψ
√
1−D2 + DΦ
m
)
, (3.31)
where the prime here indicates the differentiation with to respect to τ . X is given by the
expression
X = θ˙
1 + θ2
= −1
3
D2 − 2
3
Ψ2 +
1
3
Φ2 − 2
3
CΣ2 −
√
3
2
µ
√
1−D2Ψ + ν√
2m
ΣΦ. (3.32)
The Friedmann equation (3.26) when h = 2 becomes
D2 − Φ2 − CΣ2 −Ψ2 = 9
a2(1 + θ2)
. (3.33)
where if C ≥ 0, then it follows that
0 ≤ Φ2 + Ψ2 + CΣ2 ≤ D2 ≤ 1. (3.34)
That is, D,Φ,Ψ,Σ are bounded if C > 0 and the phase space is a bounded set. Hence
forward, we shall restrict our analysis to C ≥ 0 case only.
3.4.2 Invariant Sets and Monotonic Functions
The phase space can be subdivided into four disjoint invariant sets according to the curvature
of the model and whether D = 1 (θ → ∞) or not. A superscript “−” indicates that points
in this set represent negatively curved models, while a superscript “0” indicates a flat model.
The invariant sets are
A− = {(D,Φ,Ψ,Σ)|D < 1,Φ2 + Ψ2 + CΣ2 < D2},
A0 = {(D,Φ,Ψ,Σ)|D < 1,Φ2 + Ψ2 + CΣ2 = D2},
D− = {(D,Φ,Ψ,Σ)|D = 1,Φ2 + Ψ2 + CΣ2 < 1},
D0 = {(D,Φ,Ψ,Σ)|D = 1,Φ2 + Ψ2 + CΣ2 = 1}.
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The dimensions of which are 4, 3, 3, and 2, respectively. The invariant set A− represents
the Bianchi type V models while the invariant set A0 represents the Bianchi type I models.
Again, the shear interaction term in the scalar field potential plays a significant role, since
Σ = 0 will be an invariant set only if ν = 0.
Similar to the isotropic case, if we define Λ3 = D
2 − Φ2 −Ψ2 − CΣ2 and Λ4 = D2 − 1
then
Λ′3
Λ3
= −2
3
D(3X + 1), (3.35)
Λ′4
Λ4
= 2DX . (3.36)
in which case the non-negative function W = (Λ3)
2(Λ4)
2 has the derivative
W ′ = −4
3
WD. (3.37)
Since W > 0 and W ′ < 0 in the set A− we can conclude that there are no periodic orbits
in this 4-dimensional invariant set. This also implies that there are no equilibrium points in
the set A−, and any equilibrium points of the autonomous system of differential equations
(3.28)-(3.31) will lie in the lower dimensional invariant sets A0, D− or D0.
3.4.3 Equilibrium Points
The equilibrium points for the system (3.28)-(3.31) with the value of X and their stability
are summarized in Table (2). Comparing the equilibrium points in Table (2) with those
found in Table (1) we see that the points P0 and P5 represent the same equilibrium states
in both tables. The points P1 and P2 represents the same equilibrium state in both tables,
however, in Table (2) they are actually two special (isotropic) points on a non-isolated circle
of generally non-isotropic equilibria given by C∗. The points P3 and P4 in Table (2) reduce
to P3 and P4 in Table (1) when ν = 0. Further, the dynamical behaviour and stability is
analogous to the stability of P3 and P4 in Table (1). Similar to the isotropic case, there
is a line of equilibria L04 when µ = µcν that connects P0 and P4. We note that the local
stability of the equilibrium points depends on the bifurcation value µcν
2 = µc
2 + ν
2
3C . Recall
µc =
√
2
3m is the bifurcation value found in the isotropic case studied earlier, and so since C
and ν are both positive, the bifurcation value for the anisotropic case, is always a bit larger
than in the isotropic case. Further, by choosing smaller and smaller values of C, one can
increase the value of bifurcation value µcν .
3.4.4 Stability of Equilibrium Point P0
Evaluating the linearization matrix of the system (3.28)-(3.31) at P0 gives us the following
eigenvalues
λ1,2 = 0, (3.38)
λ3,4 = ±
√
6
2
√
µ2 − µcν2. (3.39)
Note that, if µ > µcν then P0 is a saddle. But, if µ < µcν then all the eigenvalues have
zero real part which implies that the local qualitative behaviour at P0 is not determined by
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Pt (D,Φ,Ψ,Σ) X Stability Invariant q
µ < µcν µ = µcν µ > µcν Set
P0 (0, 0, 0, 0) 0 Sink Sink Saddle A
0 DNE
P1 (1, 0, 1, 0) −1 Source Source Source D0 q > 0
P2 (1, 0,−1, 0) −1 Source Source Source D0 q > 0
P3
(
1, µcµcν , 0,
ν√
3C
1
µcν
)
0 Saddle Saddle Saddle D0 q < 0
P4
(
1,− µcµcν , 0,− ν√3C
1
µcν
)
0 Saddle Sink Sink D0 q < 0
P5 (1, 0, 0, 0) −13 Saddle Saddle Saddle D− q = 0
C∗ (1, 0, sin(u), 1√
C
cos(u)) −1 Source Source Source D0 q < 0
L04 (s,− µcµcν s, 0,− ν√3C
1
µcν
s) −1 Sink A0 q < 0
Table 2. Equilibrium points of the system (3.28)-(3.31) where µcν
2 = µc
2 + ν
2
3C . For the circle
of non-isolated equilibria C∗, u ∈ [−pi, pi) where we note that P1 and P2 are actually the isotropic
equilibrium points on this circle. The line of equilibria L04 only exists when µ = µcν where 0 < s < 1
and P0 and P4 are as its endpoints.
its linearization. However a perturbative solution near P0 can be found, and fortunately an
analysis of the first order solution is sufficient to determine the local stability of P0 when
µ < µcν .
We first introduce new scaled variables (d, φ, ψ, σ) such that
D = 
(
d− µ
µc
φ
)
, Φ = φ, Ψ = ψ, Σ = 
(
σ +
ν√
3Cµc
φ
)
(3.40)
where  is assumed to be small, to determine a leading order approximation to the solution
of the equations near P0. We note that the φ, ψ and σ variables that are employed in this
subsection are not the original variables used to describe the scalar field and its derivative.
Using our new dependent variables (3.40), and expanding (3.28)-(3.31) as a power series in
 we derive the following
d′ =

3
(
−d2 − 2ψ2 + φ2 + 2 µ
µc
dφ− µ
2
µc2
φ2 +
ν2
3Cµc2
φ2 − 2Cσ2 −
√
3ν
3µc
φσ
)
+O(2),
φ′ =
√
6
2
µcψ +O(
2), (3.41)
ψ′ =
√
6
2
(
−µd− µcφ+ µ
2
µc
φ− ν√
3
σ − ν
2
3Cµc
φ
)
+ 
(
−dψ + µ
µc
φψ
)
+O(2),
σ′ = 
(
−σd+ µ
µc
σφ
)
.
where we kept only terms up to linear order in . To proceed with the construction of a
perturbative solution, we employ the method of multiple scales [27–29].
Using equation (2.31) and (2.32) for variables (d, φ, ψ, σ) and substituting into (3.41)
and matching powers of  yields the following system of partial differential equations for the
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zeroth order [O(0)] terms
d0τ = 0,
φ0τ =
√
6
2
µcψ0, (3.42)
ψ0τ =
√
6
2
(
−µd0 − µcφ0 + µ
2
µc
φ0 − ν√
3
σ0 − ν
2
3Cµc
φ0
)
,
σ0τ = 0
and the following system of partial differential equations for the first order [O(1)] terms
d1τ =
1
3
(
−d02 − 2ψ02 + φ02 + 2 µ
µc
d0φ0 − µ
2
µc2
φ0
2 +
ν2
3Cµc2
φ0
2 − 2Cσ02 −
√
3ν
3µc
φ0σ0
)
− d0η,
φ1τ =
√
6
2
µcψ1 − φ0η, (3.43)
ψ1τ =
√
6
2
(
−µd1 − µcφ1 + µ
2
µc
φ1 − ν√
3
σ1 − ν
2
3Cµc
φ1
)
+
(
−d0ψ0 + µ
µc
φ0ψ0
)
− ψ0η
σ1τ =
(
−d0σ0 + µ
µc
σ0φ0
)
− σ0η.
Solving the partial differential equations for the Zeroth order terms yields
d0(τ, η) = B(η),
φ0(τ, η) = A(η) cos(λτ − Λ(η))− µc
(µcν2 − µ2)
(
µB(η) +
ν√
3
S(η)
)
, (3.44)
ψ0(τ, η) = −
√
6λ
3µc
A(η) sin(λτ − Λ(η)),
σ0(τ, η) = S(η).
where λ =
√
6
2
√
µcν2 − µ2 and A(η), B(η), S(η) and Λ(η) are as yet undetermined func-
tions of the slow time η. Solving the partial differential equations for the first order terms,
and restricting ourselves to only bounded solutions, determines a set of ordinary differential
equations for the unknown functions A(η), B(η), S(η) and Λ(η). If we replace B(η) with the
linear combination
B¯(η) = µcν
2B(η) + µ
ν√
3
S(η)
then the resulting set of differential equations become
Aη = −1
2
1
µcν2 − µ2AB¯,
B¯η = −1
3
(
1
µcν2 − µ2 B¯
2 +
µcν
2(µcν
2 − µ2)
2µc2
A2 + 2µcCS
2
)
,
Sη = − 1
µcν2 − µ2SB¯,
Λη = 0. (3.45)
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Therefore, in terms of the original variables the first term of the perturbative solution
is
D(τ) = 
[
B(η)− µ
µc
A(η) cos(λτ − Λ(η)) + µ
(µcν2 − µ2)
(
µB(η) +
ν√
3
S(η)
)]
,
Φ(τ) = 
[
A(η) cos(λτ − Λ(η))− µc
(µcν2 − µ2)
(
µB(η) +
ν√
3
S(η)
)]
,
Ψ(τ) = 
[
−
√
µcν2 − µ2
µc
A(η) sin(λτ − Λ(η))
]
,
Σ(τ) = 
[
S(η) +
ν√
3Cµc
A(η) cos(λτ − Λ(η))− ν√
3C(µcν2 − µ2)
(
µB(η) +
ν√
3
S(η)
)]
,
where the functions A(η), B(η), S(η), and Λ(η) satisfy the differential equations (3.45), and
due to (3.34) are bounded by
B¯(η)2 ≥
(
µcν
2 − µ2
µc2
)
A(η)2 +
µc
2
µcν2
CS(η)2, (3.46)
where we note that if B¯(η) → 0 then we also have A(η) → 0 and S(η) → 0 which then also
implies that B(η)→ 0.
We are interested in determining the asymptotic behaviour as τ →∞. We observe that
the phase shift Λ(η) is a constant and has no effect on the future dynamics. The fast time τ
essentially describes the oscillations of the scalar field, which to first order in  has a period
of T = 2pi/λ. We note that the period of these oscillations T ∼ 1/
√
µcν2 − µ2, gets longer
as the strength of the coupling parameter µ is increased.
We also observe that the amplitude of the oscillations A(η), and the vertical shift B(η)
and the shear term S(η) are functions of the slow time η and consequently the amplitude,
vertical shift, and shear term drift slowly in comparison to the oscillatory changes. For initial
values of B(η) > 0 we see that A(η), B(η), S(η) → 0 as η → ∞. That is, the amplitude of
the oscillations, the vertical shift, and the shear term all slowly decrease to zero, indicating
that the point P0 is stable when µ < µcν .
3.4.5 Stability of Equilibrium Points in D− ∪D0
Unfortunately, while we have an autonomous system of differential equations defined on a
compact set, the system is not differentiable at any points in the invariant set D− ∪ D0. In
order to determine the local behaviour at these points, we replace variable D with
T =
1√
1 + θ2
=
√
1−D2. (3.47)
The evolution equations (3.28)-(3.31) become
T ′ = −T
√
1− T 2X , (3.48)
Φ′ = mTΨ−
√
1− T 2ΦX , (3.49)
Ψ′ = −
√
1− T 2Ψ(1 + X )− T
(
mΦ +
√
3
2
µ
√
1− T 2 + ν√
2
Σ
)
, (3.50)
Σ′ = −Σ
√
1− T 2(1 + X ) + ν√
2C
(
ΨT +
√
1− T 2Φ
m
)
, (3.51)
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with
X = −1
3
(1− T 2)− 2
3
Ψ2 +
1
3
Φ2 − 2
3
CΣ2 −
√
3
2
µTΨ +
√
3
2
ν
m
ΣΦ. (3.52)
The value D = 1 for the equilibrium points P1 P2, P3, P4, P5 and C
∗ is simply replaced with
T = 0. With this transformation we are able to locally determine the qualitative behaviour
of each the equilibrium points.
The eigenvalues of the linearization at the equilibrium points P1, P2, and C
∗ are 0, 1, 1, 43
which implies these points are unstable and are sources. The zero eigenvalue indicates the
non-isolated nature of the circle of equilibria C∗.
The eigenvalues of the linearization at the equilibrium point P5 is
1
3 ,−23 , 13 ,−23 which
implies that P5 is generally saddle (unstable). Further, the eigen-directions that span the
T = 0 invariant set, are associated with one positive and two negative eigenvalues. Therefore
this equilibrium point is a saddle within the T = 0 invariant set.
The eigenvalues of the linearization at the equilibrium points P3 and P4 are 0,−1,−1,−23
which implies that we cannot determine the general behaviour of these points without resort-
ing to additional analysis. However, the eigen-directions that span the T = 0 invariant set,
are associated with the three negative eigenvalues. Therefore, these equilibrium points are
sinks in the T = 0 set. One method to complete the determination of the general behaviour
near P3 and P4 is to calculate the center manifold [30].
The center manifold for P3 can be parameterized as
T = T (3.53)
Φ =
µc
µcν
− µ
µcν
(
1 +
3
4
(µ+ µcν)
2
)
T 2 +O(T 4), (3.54)
Ψ = −
√
6
2
(µ+ µcν)T +
√
6
2
µcν
(
1
2
+
3
4
(µ+ µcν)
2
)
T 3 +O(T 4), (3.55)
Σ =
ν√
3C
1
µcν
− ν√
3C
1
µcν
(
1 +
3
4
(µ+ µcν)
2
)
T 2 +O(T 4) (3.56)
The leading order term of the dynamical system restricted to the center manifold reduces to
T ′ =
3
2
µcν(µ+ µcν)T
3. (3.57)
Since T ′ > 0 for T > 0, P3 is unstable along its center manifold. Therefore P3 is a saddle
within the full four dimensional phase space.
The center manifold for P4 can be parameterized as
T = T (3.58)
Φ = − µc
µcν
+
µ
µcν
(
1 +
3
4
(µ− µcν)2
)
T 2 +O(T 4), (3.59)
Ψ = −
√
6
2
(µ− µcν)T −
√
6
2
µcν
(
1
2
+
3
4
(µ− µcν)2
)
T 3 +O(T 4), (3.60)
Σ = − ν√
3C
1
µcν
+
ν√
3C
1
µcν
(
1 +
3
4
(µ− µcν)2
)
T 2 +O(T 4) (3.61)
The leading order term of the dynamical system restricted to the center manifold reduces to
T ′ = −3
2
µcν(µ− µcν)T 3. (3.62)
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Figure 5. The heteroclinic sequences indicating the past (sources are on the left-hand side), interme-
diate (middle) and late behaviour (sinks are on the right-hand side) when µ < µcν for the anisotropic
Bianchi type V models. The heteroclinic sequences for the flat Bianchi typeI models can be obtained
by removing P5 and any lines connected to it from the diagram above. The heteroclinic sequences for
the anisotropic Bianchi type V models when µ > µcν can be obtained by simply swapping P0 and P4.
If µ > µcν then T
′ < 0 and P4 is stable along its center manifold. It is therefore a sink when
µ > µcν , in the full four dimensional phase space and a saddle otherwise.
3.4.6 The Bifurcation Value
If µ = µcν then there is a line of equilibria given by (D,Φ,Ψ,Σ) = (s,− µcµcν s, 0,− ν√3C
1
µcν
s)
where 0 < s < 1 having endpoints P0 and P4. The eigenvalues of points on this line of
equilibria are 0,−s,−s,−23s which implies that points on this line are attractors when it
exists. We observe that as the parameter µ increases towards its bifurcation value, µcν , the
stability of the point P0 is transferred to the point P4 via this line of equilibria.
3.4.7 Heteroclinic Sequences
Very often one is not only interested in the past and future behaviour of a system of differential
equations, but one is also interested in the intermediate behaviour of the system. One
technique to analyze the intermediate behaviour is to describe the heteroclinic sequences that
are possible [26]. We note that for every heteroclinic sequence there exists a set of orbits that
are arbitrarily close to that sequence. Figure (5) describe the possible heteroclinic sequences.
Again we see how the intermediate behaviour changes as the parameter µ changes.
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Figure 6. Numerical solutions of the system of differential equations (3.28)-(3.30) when µ < µcν .
Note how the amplitude of the oscillations in all the variables slowly decreases. Note the future
asymptotic behaviour is (D,Φ,Ψ,Σ) → (0, 0, 0, 0), P0. There are a variety of past behaviour states
which corresponds to the non-isolated set of equilibria given by C∗.
3.5 Inflation and Accelerated Expansion
It follows that the deceleration parameter (2.51) can also be expressed in terms of the nor-
malized bounded variables in this case as follows;
q = − 1
D2
(
−2CΣ2 − 2Ψ2 + Φ2 − 3
√
3
2
µ
√
1−D2Ψ + 3ν√
2
ΦΣ
)
. (3.63)
The sign of the deceleration parameter indicates the nature of the expansionary evolution.
If q > 0, then the cosmological expansion is decelerating, while negative values of q indicate
an accelerating or inflationary dynamics. See Table (2) for a summary of the sign of q for
each equilibrium point.
3.6 Numerical Analysis
It is constructive to illustrate a few numerical solutions for the three different regimes of
future asymptotic behaviour, µ < µcν [see Figure (6)], µ = µcν [see Figure (7)], and µ > µcν
[see Figure (8)]. In each case the integrations are done in the full 4-dimensional phase space.
The initial conditions are selected to show different past and future asymptotic behaviours
and are the same as those used in the isotropic case, in that here we initially set Σ(0) = 0.
We also do not show any phase portraits in this case as they are not as illustrative in higher
dimensions as in the isotropic case.
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Figure 7. Numerical solutions of the system of differential equations (3.28)-(3.30) when µ = µcν ,
the bifurcation value. Note the future asymptotic behaviour Ψ→ 0 but both D, Φ, and Σ approach
different future asymptotic states depending on their initial condition. The future asymptotic state
is L04. There are a variety of past behaviour states which corresponds to the non-isolated set of
equilibria given by C∗.
3.7 Observations
In the spatially homogeneous and isotropic case analyzed here we observe that the past
dynamics are independent of the strength of the coupling parameters µ and ν. We find
in the zero curvature (Bianchi type I) and the negative curvature models (Bianchi type V)
that the past asymptotic state is one which the anisotropy is non-trivial. The past solution
for both the zero and negative curvature models is the Jacobs Bianchi type I non-vacuum
massless scalar field solution [25].
We also observe that the future asymptotic state depends on the strength of the coupling
parameter µ and ν. For weak coupling of the Aether field to the scalar field, i.e., µ < µcν ,
the dynamics are similar to but not the same as that found when there is no coupling of
the Aether field to the scalar field, i.e., when µ = 0 and ν = 0. Having ν > 0 drives the
system towards intermediate states, P3 and P4, that are anisotropic in nature. If µ < µcν
then P0 is the stable attractor: orbits oscillate and slowly decay in amplitude towards this
final isotropic non-inflationary asymptotic state.
Similar to the isotropic case analyzed in Section 2, for strong coupling of the Aether field
to the scalar field, µ > µcν , the dynamics are very different. When µ > µcν the scalar field
does not come to rest at the minimum of the potential: the strength of the Aether interaction
forces a different final equilibrium state. If µ > µcν then we find that the stable equilibrium
point in these models changes from the isotropic point P0 to the anisotropic point P4 if ν > 0
which is isotropic if ν = 0. In this case, we find that the square of the scalar field, the square
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Figure 8. Numerical solutions of the system of differential equations (3.28)-(3.30) when µ > µcν .
Note the future asymptotic behaviour is (D,Φ,Ψ,Σ)→ P4 very slowly. The timescale shown is for a
short interval, but Ψ in particular does indeed eventually converge to a value of 0. There are a variety
of past behaviour states which corresponds to the non-isolated set of equilibria given by C∗.
of the shear scalar, and the square of the expansion scalar scale together as
m2
2
φ2 ∼ 1
3
µ22
µcν2
(1 + θ2)
σ2 ∼ 1
9
ν2
C2µcν2
(1 + θ2)
and consequently grow without bound. We also observe that all orbits (excepting for the
exceptional orbits) experience some period of accelerating expansion as they evolve to their
final asymptotic state which is consistent with the isotropic case. The fundamental difference
in the anisotropic case when µ > µcν is that the future asymptotic state need not be isotropic.
Bianchi type V models in the standard inflationary scenario in GR (C = 1, µ = 0, ν = 0)
isotropize as a rule. In GR, having interaction terms in the scalar field potential, equation
(3.15), in which (C = 1, µ > µcν , ν > 0), changes this rule to one in which the future
asymptotic behaviour has accelerated expansion but is not isotropic. Similarly, in the Einstein
Aether theory in the standard inflationary scenario (0 < C < 1, µ = 0, ν = 0), one observes
once again that the models will isotropize to the future. However, just as in GR, if (0 <
C < 1, µ > µcν , ν > 0) then the models also have a future asymptotic behaviour which has
accelerated expansion but is not isotropic.
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4 Discussion
4.1 Slow Roll Inflation
In the standard slow roll inflationary scenario in GR, inflation occurs at intermediate times
during a period of slow roll (in which φ¨  θφ˙ and φ˙2  θ2) and where the anisotropy, if
present, is insignificant when compared to the expansion. However, the existence of a non-
trivial coupling of the Aether field to the scalar field changes this scenario, and in particular
if ν > 0, then there can be a significant departure from the standard scenario.
To find the slow roll inflationary attractor with scalar field/aether field coupling, we
start off with all the same assumptions as above except one. The anisotropy is not assumed
to be insignificant, but changes in the anisotropy are assumed to be small during slow roll
inflation. With these assumptions the slow roll solutions take on the form
θ =
3
2
µcν |φ|
σ =
ν
2c
φ
φ˙ = −µcν
(
sgn(φ) +
µ
µcν
)
We see that if µ < µcν , then the slow roll solution is stable as φ and φ˙ have different signs
(same for σ and σ˙). The number of e-foldings N that can take place are:
N =
1
3
∫ φf
φi
θ
φ˙
dφ
=
1
4(1 + sgn(φ) µµcv )
(
φ 2i − φ 2f
)
We note that if sgn(φ) < 0, then N can be made large for fixed initial and final endpoints
by choosing µ . µcν . It appears that the existence of aether field/scalar field coupling terms
of the nature studied here do not change the possibility of a period of slow-roll inflation at
intermediate times. We do note, however, that if ν > 0 then the inflation is anisotropic in
nature. Indeed, slow roll inflation is possible even when the mass of the scalar field is zero
by simply choosing the coupling parameters to satisfy µ < µcν |m=0 = ν√3C . In some sense,
the slow roll inflationary expansion in this scenario is driven by the coupling to the shear.
4.2 Final Comments
We have investigated cosmological models in the Einstein-Aether theory in which scalar field
matter is coupled to the aether through the scalar field potential. We have been especially
interested in possible accelerated expansion and inflationary behaviour in a class of spatially
homogeneous cosmological models. In particular, we have studied scalar field models in which
the scalar-field potential depends on the time-like aether vector field through its expansion
and shear. We have observed that in the isotropic case, by choosing appropriate units,
the dynamics are independent of the aether parameters. The existence of the aether is to
essentially re-normalize the gravitational constant Gc = G/(1 + cθ) in these cosmological
settings. Further, in both the isotropic and anisotropic models studied here, we find that the
past asymptotic state does not depend on the value of the aether parameters, ci or on the
value of the scalar field coupling parameters µ and ν.
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However, in the anisotropic model the intermediate states and in some cases the final
states do depend on a single combination of Aether parameters cθ and cσ through the param-
eter C. Indeed, these intermediate and final states increasingly become more anisotropic as
a result of decreasing the Aether parameter C from its maximum value C = 1. We also note
that the future asymptotic states in both the isotropic and anisotropic models depend on the
value of the scalar field/aether field coupling parameters µ and ν in the scalar field poten-
tial. For sufficiently small values of the parameter µ, the both the isotropic and anisotropic
models experience a period of slow-roll inflation at intermediate times, even when the scalar
field is massless. For sufficiently large values of the parameter µ, the future asymptotic state
changes to one which has accelerated expansion at late times. Indeed, it is possible to have
an accelerated expansion at late times even when the mass of the scalar field is zero, provided
µ > 0 in the isotropic case, and µ > ν/
√
3C in the anisotropic case. In both of these isotropic
and anisotropic models, the accelerated expansion at late times is a direct result of the scalar
field/aether field coupling. Further, it must be noted that in the anisotropic case, having a
non-zero coupling parameter ν causes the future asymptotic state to be anisotropic.
The scalar field/aether field coupling parameters µ and ν in the scalar field potential
modify the slow roll inflationary dynamics for a sufficiently small µ < µcν , which adds a
driving force which can slow down or speed up (depending on the sign of scalar field initially)
the slow roll inflation [14, 15]. In the anisotropic case there are further refinements to the slow
roll regime (which can occur for a sufficiently small non-zero parameter ν in the potential).
Additionally, in the anisotropic case, the shear coupling causes the slow roll inflationary
solution to be anisotropic in nature.
Recall, that a period of accelerated expansion is desirable at early intermediate times
for inflationary purposes, but a period of accelerated expansion is also an attractive feature
to have at late times to describe the effects of Dark Energy. Here, in all cases (isotropic or
anisotropic) or (zero curvature or negative curvature), if µ is sufficiently small then there is a
period of slow roll inflation at intermediate times, and if µ is sufficiently large, there will be
accelerated expansion at late times. Further, if ν > 0, these statements are true even when
the scalar field is massless.
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A Appendix: Constraints on the Einstein Aether Parameters ci
According to [4, 33] the PPN parameters for Einstein’s General Relativity and Einstein
Aether theory are identical if
c2 =
−2c21 − c1c3 + c23
3c1
,
c4 = −c
2
3
c1
. (A.1)
If one also assumes the squared speeds of massless modes relative to the Aether rest frame
must be super-luminal to avoid vacuum Cˇerenkov radiation [4, 33], then two additional
constraints must be satisfied
0 ≤ c1 + c3 ≤ 1
2
,
0 ≤ c1 − c3 ≤ c1 + c3
3[1− 2(c1 + c3)] , (A.2)
which when combined with (A.1) are sufficient to show both positive energy modes and linear
stability. Recall that the ci employed here are one-half of the values used in [4, 33]. In terms
of cσ and cθ used in this paper, assuming that Einstein Aether and GR are equivalent for
weak fields, i.e., equation (A.1), then these constraints (A.2) become
0 ≤ cσ ≤ 1
2
cσ
3cσ − 2 ≤ cθ ≤ 0
and in terms of cσ and C
0 ≤ cσ ≤ 1
2
,
1− 2cσ ≤ C ≤ 1− 3
2
cσ. (A.3)
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Figure 9. Range of allowable parameter values for the aether parameters cσ and C =
1−2cσ
1+cθ
. Recall,
to ensure a compact phase space we assumed that C > 0, which fortunately agrees with the set of
allowable parameter values via a PPN analysis. GR is represented by the point (cσ, C) = (0, 1).
Donnelly and Jacobson included the coupling parameter µ in their analysis of the pa-
rameter constraints and showed that these constraints are relaxed when µ > 0 [14] and are
automatically satisfied when the PPN parameters match those of GR.
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