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Abstract 
 
802.11 WLAN becomes one of the most implementation of wireless network 
technology. However, the network performance is always a significant concern for 
users who is willing to migrant from wired to wireless network. Previously, a test-bed 
project has been conduct for 802.11n draft network performance against encryption 
protocols. This project is an extension of the previous experiment that increases the 
scale of the network by using simulations. The project tests network performance 
parameters such as throughput, delay, media access delay, and retransmission 
attempts against the change of number of APs and wireless nodes. Final result will be 
given based on the analyzed result data.   
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1 Introduction  
Wireless technology has changed the traditional networking situation during its 
development since last decades. One of the most successful applications of wireless 
technology is the wireless local area network (Kadlec,  #3) standard under 
IEEE802.11 group, which is also branded and well known as Wi-Fi (Wireless-
Fidelity). The Wi-Fi technology provides mobility to the traditional Local Area 
Network (LAN) environment. The WLAN system has been defined as: 
 
“A system that includes the distribution system (DS), access points (APs), and 
portal entities. It is also the logical location of distribution and integration 
service functions of an extended service set (ESS). A WLAN system contains 
one or more APs and zero or more portals in addition to the DS.” (IEEE, 
2007) 
 
During the development of IEEE802.11 standard, there are two key areas: 
performance and security. As the physical characteristic of radio signal, it is much 
easier to be interfered comparing to the wired technology. Although there are 
different encryption protocols to secure the Wi-Fi signal, they sometimes drop the 
performance as well.  
 
Previously, a previous project has set a test-bed to evaluate the performance of 
IEEE802.11n draft protocol across different operating systems and encryption 
mechanisms (Narayan, Tao, Xiangle and Ardham, 2009). As the extension work of 
the previous project, this research focuses on the multi-nodes Wi-Fi performance. 
The research simulates the large-scale wireless networks by OPNET 
with the increase of number of wireless nodes and wireless APs.  
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2 Problem definition 
2.1 Background 
Previous researches of the similar topic have found the impact of wireless network 
security mechanism on performance. Results such as WPA2 performs better than 
other encryption protocols and Windows XP performs better its successor of wireless 
networking have been found (Narayan, Tao, Xiangle and Ardham, 2009). However, 
most of the researches and experiments were conducted by setting up a test bed. For 
example, J. Kadlec, R. Kuchta and R. Vrbahave initiated a test bed for wireless 
network performance test. Figure 1 shows the network diagram of the test bed: 
 
Figure 1: Test bed of wireless performance evaluation (Kadlec, Kuchta and Vrba, 
2009) 
 
The two desktop computers are the measuring consoles that generate the traffic and 
monitors the parameters of the traffic. In this case, the laptop computer is the only one 
wireless nodes of the network. However, if the experiment requires measuring more 
wireless nodes, it requires a measuring console for each node as well. According to 
this scenario, the limitation of test bed evaluation is the scale of the network if the 
budget is limited.  
ISCG 9027 Master Thesis 
By: Xiangle Xu  Student ID: 1218075 
 8 
 
2.2 Research purpose 
The purpose of this research is to find the impact of increasing wireless nodes to the 
performance. It is possible that more than two wireless nodes will be involved in this 
project. The better solution than the test bed is the simulation tool that simulates 
hardware of networking environment and monitors the traffic. A current study has 
addressed that although the simulation may not get as accurate results as test bed 
implementation, it is a compromise between cost and complexity (Lessmann, Janacik, 
Lachev and Orfanus, 2008). Therefore, this project will choose a simulation tool to 
measure the network performance parameters such as throughput, jitter, packet drop 
rate, and delay. Final conclusion will be formed based on the analysis of the data 
generated from the simulation tool.  
  
ISCG 9027 Master Thesis 
By: Xiangle Xu  Student ID: 1218075 
 9 
 
3 Literature review 
 
It is necessary to define the wireless technology. Today when people are talking about 
wireless technology, they are most likely referring to cellular technologies, wireless 
LAN technologies, and satellite communications. According to Wireless 
communication Professor Andrea Goldsmith, “Wireless technology not only supports 
voice, data, and video communication between portable devices located anywhere in 
the world, but also provides the backbone technology for sensor networks, smart 
homes, telemedicine and remote learning, and automated factories and vehicles.” 
(Goldsmith, 2005) However, the word wireless doesn’t mean these technologies in the 
origin. Wireless should be an opposite situation of wired technologies that mean 
communications transfer through air but not by other media such as wire. The most 
common wireless communication is not the mobile phones people use everyday. It is 
normal conversations between humans. When people are talking, voice is generated 
by throat and come out from mouth. The receiver – ears, receive the signal – voice, 
which travels through air. Though, the modern wireless communication started from 
the radio wave technologies. 
3.1 Pre-industry  
In the pre-industry age, the ancient Chinese built the Great Wall for national defense 
in Qin Dynasty (221 B.C. – 207 B.C.). There are beacon towers along the Great Wall. 
Once one tower has detected the enemy, the smoke signal rises. All other towers will 
raise the smoke signal as a warning of enemy coming. The fuel of producing smoke 
was the wolf gung. This is the reason that this communication technique is called 
“Lang Yan” that means wolf smoke in Chinese. (Ganster & Lorey, 2005) This is 
considered to be one of the earliest forms of wireless communication technology.  
 
The modern wireless communication starts from the wireless telegraphy or 
radiotelegraphy technology. According to J. J. Fahie, the first period of 
radiotelegraphy is from 1838 when Professor O.A. Steinheil, one of the pioneers of 
electric telegraphy, had the idea of signaling without wires that use the two rails of the 
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railway as the conductors. (Fahie, 1901) In 1844, Professor Morse did an experiment 
that tried to pass the electricity through an 80 feet wide canal. As is shown on the 
picture,  
 
"A, B, C, D, are the banks of the river; N, P, is the battery; G is the 
galvanometer; w w, are the wires along the banks, connected with copper 
plates, f, g, h, i, which are placed in the water. When this arrangement is 
complete, the electricity, generated by the battery, passes from the positive 
pole, P to the plate h, across the river through the water to plate i, and thence 
around the coil of the galvanometer to plate f, across the river again to plate g, 
and thence to the other pole of the battery, N. 
 
 
The results shows that electricity crosses the river, and in quantity in 
proportion to the size of the plates in the water. The distance of the plates on 
the same side of the river from each other also affects the result.” (Fahie, 1901) 
 
Then the second period of this technology was the practicable, which was initiated by 
Professor John Trowbridge in 1880. He was trying to use the earth as the conductor to 
transfer Morse signals with powerful battery. (Fahie, 1901) In 1895, Guglielmo 
Marconi is the Italian scientist who invented the radiotelegraphy and was awarded the 
Nobel Prize in Physics in 1909. (Birch, 2001) 
 
The second revolutionary invention of wireless technologies is the mobile phones. 
The early form of mobile phones was based on two-way radios, also known as 
walkie-talkie developed by Motorola in early 1940s, which is different from today’s 
cellular technology. The drawback of this technology is that the device cannot work 
as a send and a receiver simultaneously. (Agar, 2000) 
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3.2 Wireless Personal Area Network 
The workgroup of wireless personal area network defined by IEEE is IEEE 802.15. 
The may purpose of WPAN is for communication between different devices such as 
mobile phones, PDAs, and computers. (Heile, Kinney, Alfvin & Gilb, 2010) 
Bluetooth is one of the most popular WPAN technology is based on the IEEE 802.15 
Task Group 1, which is IEEE 802.15.1 (Rashid & Yusoff, 2006). The following table 
compares the Bluetooth technology with other different wireless technologies. 
 
 IR Bluetooth Wireless 802.11b 
Range (m) 1 10 100 
Rate (Mbps) 1 1 3 
Networked  No Yes Yes 
Frequency Band 980nm light 2.4GHz 2.4GHz 
Security No Level 2 encryption Level 2 encryption 
Standards De-Facto Specification Several 
(Rashid & Yusoff, 2006) 
 
The WLAN technology becomes trendy since late years of last decade. However, the 
history of wireless computer network can be traced back to 1970. Norman Abramson 
introduced the ALOHA system that uses radio communications between computer to 
computer and console to computer links. He has also addressed the disadvantages of 
wireless computer network comparing to conventional wired computer network 
(Abramson, 1970 #7).  
 3.3 Wireless local area network 
According to the timelines of IEEE802.11 working group project, the IEEE802.11 
standard starts from year 1997 when the first IEEE802.11 -1997 has been approved 
(IEEE, 2010).  
 
These two standards have been approved in 1999 while they are quite similar. The 
most noticeable difference between these two standards is the band frequency while 
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IEEE802.11a uses 5GHz and IEEE802.11b uses 2.4GHz. However, IEEE802.11a has 
higher throughput of 54Mbit/s comparing to 11Mbit/s of IEEE802.11b (IEEE, 1999).  
 
IEEE802.11 working group has approved the “g” version of standard in 2003. It keeps 
the band frequency of IEEE802.11b standard and extended the throughput to 
54Mbit/s. This is also one of the most popular WLAN standard as the Wi-Fi alliance 
has started to market the Wi-Fi brand under this standard (IEEE, 2003).  
 
This is the most recent version of IEEE802.11 standard and the final version of “n” 
standard has been approved in 2009. It boosts the maximum throughput of 
IEEE802.11 standard from 54Mbit/s to 600Mbit/s with the feature of Multi-input and 
Multi-output (MIMO) (IEEE, 2009 #1). Before the final approvement, the “n-draft” 
product has already released in the market and evaluated by the previous papers. 
However, this research is to evaluate the final version of “n” standard.  
 
Other versions of IEEE 802.11 protocols were listed in a timeline table of official 
IEEE website. “ 
 
 IEEE 802.11: The WLAN standard was originally 1 Mbit/s and 2 Mbit/s, 2.4 
GHz RF and infrared [IR] standard (1997), all the others listed below are 
Amendments to this standard, except for Recommended Practices 802.11F and 
802.11T. 
 IEEE 802.11a: 54 Mbit/s, 5 GHz standard (1999, shipping products in 2001) 
 IEEE 802.11b: Enhancements to 802.11 to support 5.5 and 11 Mbit/s (1999) 
 IEEE 802.11c: Bridge operation procedures; included in the IEEE 802.1D 
standard (2001) 
 IEEE 802.11d: International (country-to-country) roaming extensions (2001) 
 IEEE 802.11e: Enhancements: QoS, including packet bursting (2005) 
 IEEE 802.11F: Inter-Access Point Protocol (2003) Withdrawn February 2006 
 IEEE 802.11g: 54 Mbit/s, 2.4 GHz standard (backwards compatible with b) 
(2003) 
 IEEE 802.11h: Spectrum Managed 802.11a (5 GHz) for European 
compatibility (2004) 
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 IEEE 802.11i: Enhanced security (2004) 
 IEEE 802.11j: Extensions for Japan (2004) 
 IEEE 802.11-2007: A new release of the standard that includes amendments a, 
b, d, e, g, h, i & j. (July 2007) 
 IEEE 802.11k: Radio resource measurement enhancements (2008) 
 IEEE 802.11n: Higher throughput improvements using MIMO (multiple input, 
multiple output antennas) (September 2009) 
 IEEE 802.11p: WAVE—Wireless Access for the Vehicular Environment (such 
as ambulances and passenger cars) (working—June 2010) 
 IEEE 802.11r: Fast BSS transition (FT) Working "Task Group r" (2008) 
 IEEE 802.11s: Mesh Networking, Extended Service Set (ESS,  #4) (working—
September 2010) 
 IEEE 802.11T: Wireless Performance Prediction (WPP)—test methods and 
metrics Recommendation cancelled 
 IEEE 802.11u: Interworking with non-802 networks (for example, cellular) 
(working—September 2010) 
 IEEE 802.11v: Wireless network management (working—June 2010) 
 IEEE 802.11w: Protected Management Frames (September 2009) 
 IEEE 802.11y: 3650–3700 MHz Operation in the U.S. (2008) 
 IEEE 802.11z: Extensions to Direct Link Setup (DLS) (August 2007 – 
December 2011) 
 IEEE 802.11aa: Robust streaming of Audio Video Transport Streams (March 
2008 – June 2011) 
 IEEE 802.11mb: Maintenance of the standard. Will become 802.11-2011. 
(Expected publication 8/02/11) 
 IEEE 802.11ac: Very High Throughput <6 GHz; potential improvements over 
802.11n: better modulation scheme (expected ~10% throughput increase); 
wider channels (80 or even 160 MHz), multi user MIMO; (September 2008 – 
December 2012) 
 IEEE 802.11ad: Very High Throughput 60 GHz (December 2008 – December 
2012) 
 IEEE 802.11ae: QoS Management 
 IEEE 802.11af: TV Whitespace” (IEEE, 2010) 
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3.4 Encryption protocols 
The characteristic of wireless communication – signal travels through air decides that 
encryption mechanisms should be implemented to protect the signal. The main 
encryption protocols for IEEE802.11 standard are WEP and WPA. A research by 
Jiang Li and Moses Garuba in 2008 showed how encryption reduced the wireless 
LAN vulnerabilities. It has been pointed out that because of the 3 main weakness of 
WEP: 
1. It is optional to use WEP. 
2. WEP has no key management control. 
3. The key can be easily hacked and recovered. 
WPA or WPA2 is recommended. Further more, the paper has also give 
recommendations on choosing strong key combinations for WPA and WPA2 (Jiang, 
2008 #21). 
 
WEP is the acronym of wired equivalent privacy to protect the IEEE802.11 wireless 
signal transmission. It is a part of the original IEEE802.11 standard as well. RC4 is 
the stream cipher for WEP. The key is static and length of it varies the version of 
WEP. The original WEP uses 64-bit key and is also known as WEP 64-bit. WEP 128-
bit is more secure than the original WEP because the authentication key has been 
extended from 64-bit to 128-bit. Although some vendor has extended the WEP key to 
256-bit, a better solution is trying to replace the WEP protocol that is WPA (IEEE, 
1997).  
 
WPA stands for Wi-Fi Protect Access that is a new encryption protocol for 
IEEE802.11. Unlike WEP, WPA provides dynamic key protection. It implements the 
draft IEEE802.11i standard for WLAN security protection. Later on, the final version 
of IEEE802.11i has been approved and certified by Wi-Fi Alliance as WPA2. WPA 
and WPA2 have a Pre-Shared Key (PSK) mode that is similar to WEP. Additionally, 
they also have an Enterprise mode for enterprise level network that involves 
centralized authentication devices such as Remote Authentication Dial In User 
Service Server (RADIUS Server) (IEEE, 2004). A recent research has compared 
WPA and WEP from their structures and algorithms has found that the 
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is more advanced because of cryptographic message integrity code or 
new IV sequencing discipline, per-packet key mixing function and 
mechanism (Lashkari, 2009).  
 
3.5 Performance evaluation 
As all security mechanism adds encryption and decryption process additionally to the 
traffic, it definitely drops the performance of the wireless transmission. There are two 
different ways of conduct such experiment: test bed based and simulator based.  
 
One of the previous test bed based researches has found that most wireless encryption 
protocol will drop the wireless performance from 1% to 19% depending on the 
protocol itself and the traffic type (UDP/TCP). The experiment has tested several 
Windows operating system with a two nodes wireless test bed environment (Narayan, 
Kolahi, Sunarto, Nguyen and Mani, 2008). Another group of researchers has 
expanded this research with additional WPA2 encryption protocol and Linux 
operating system involved. The test bed is under a two-nods 802.11n draft wireless 
network environment. The result of this research still shows that the most recent 
encryption protocol is comparatively the best one (Narayan, Tao, Xiangle and 
Ardham, 2009). According to these researches, the outcome data of test bed based 
experiment is quite unstable as the real test bed environment may have various 
unpredictable elements. Factors such as the quality of the equipment and even the 
temperature of the air can interfere the experiment. 
 
However, simulator based experiment is another phase. Hetal Jasani and Yu Cai has 
evaluated the wireless network performance by using OPNET (Jasani and Cai, 2008). 
They have simulated the scenarios with RTS/CTS disabled and enabled to analyze 
how these signal mechanism affects the WLAN performance. OPNET offers several 
of modules for different simulation purpose. The researches were using Terrain 
Modeling Module (TMM) for this experiment because the research requires different 
propagation model such as Free Space and Longley-Rice.  
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There is a group of researchers has done a similar wireless network evaluation by 
using OPNET simulation. They compared the network performance of IEEE802.11g 
with the previous IEEE802.11b network and give a way of doing such evaluation in 
OPNET simulation (Kulgachev, 2010).  
3.6 Parameters 
The parameters that may be used in this project are throughput, jitter, round trip time, 
packet drop rate, and MTU. Each of them will be explained as following according to 
Theodore S. Rappaport (Rappaport, 2002) 
“ 
 Throughput: Average rate of successful message delivery over a 
communication channel 
 Round trip time: It is also known as round trip delay that is the length of time 
it takes for a signal to be sent plus the length of time it takes for an 
acknowledgment of that signal to be received. This only happens to the TCP 
traffic. 
 Jitter: The time variation of periodic signal 
 MTU: MTU stands for maximum transmission unit that is related to 
communication interface and standard. The MTU for IEEE802.11 is 2272 
bytes 
 Drop rate: It is the rate of number of packet dropped in the receiver side 
comparing to the number of packet sent from the sender side.  (Rappaport, 
2002)” 
 
3.7 Simulator 
Considering conducting a test under the environment with large number of wireless 
nodes, it is difficult to setup a test bed for this situation. As it has been addressed, 
simulator is a compromise between cost and accuracy. Luc Hogie, Pascal Bouvry, and 
Frederic Guinand has evaluated the most popular network simulators with an 
overview for each of them (Hogie, Bouvry and Guinand, 2006).  
 
The name “ns-2” stands for network simulator version 2. It is a well-recognized 
simulator by many institutions and organizations. It is originally designed for wired 
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network simulation. However, there are extensions for ns-2 that make it support 
wireless network such as IEEE802.11 and Bluetooth. Although the tool is open source 
and programmable with C++ language, which means this tool is expandable and 
customizable, the weakness of this simulator is the high consumption of computer 
resources. To run the simulation on this tool especially for those cases with multi-
nodes requires powerful hardware component such as CPU and RAM (Hogie, Bouvry 
and Guinand, 2006). The ns-3 project has started in 2006 as the successor of ns-2. The 
latest version of ns-2 is ns-2.34 released in 2009 and now the project team is trying to 
replace ns-2 with ns-3 (University of Southern California, 2009).  
 
Opnet is another simulator that is programmed in C++ language by MIT in 1986. The 
full name of Opnet is Optimized Network Engineering Tools. Opnet supports lost of 
network protocols and standards such as IEEE802.11. It is outstanding because of its 
concurrent running of different simulation scenarios. However, the drawback is it 
sometimes behaves quite differently from other simulators such as ns-2 and the result 
of those two simulators differs not only quantitatively but also qualitatively. Besides, 
Opnet is a well-known commercial suit of simulator and has a trail version that can be 
used for this project (University of Southern California, 2009).  
 
OMNeT++ is designed for education and academic use. It is also a C++ programmed 
simulator like Opnet and ns-2. There are extensions for OMNeT++ to support 
wireless communications within the simulator. However, it is reported that the 
wireless support is not completed yet in 2006 (University of Southern California, 
2009 #16). According to the official website of OMNeT++, the simulator is quite up 
to date as new applications are being supported such as VoIP (OMNeT++, 2010).  
3.8 Opnet 
Comparing to other simulation tools such as Ns-2 and Ns-3, opnet provides a 
visualized platform with graphic user interface (GUI) and does not require C++ 
programming skills. However, opnet is commercial software while Ns-2 and Ns-3 are 
open source.  
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According to Xinjie Chang, OPNET is capable to simulate various network 
environments from local area network to global satellite network. The paper has 
categorized 4 main features of OPNET: 
 Modeling and simulation cycle 
 Hierarchical modeling 
 Specialized in communication networks 
 Automatic simulation generation 
To using OPNET, this paper also introduced the detail of running simulation, data 
generation, and analysis tools (Chang, 1999). 
 
OPNET has been implemented widely for networking researches. Sami. J. Habib and 
Paulvanna Nayaki Marimuthu have using OPNET for network capacity planning and 
performance measurement the enterprise level cluster network contains 100 nodes. 
They have compared two different redesign methodologies for this network. By 
simulating the performance of before and after each redesign, it has been discovered 
that one of the redesign methodology, which is the better on, has decreased the 
network traffic for 20% and reduces the maintenance cost for 45% validated by 
OPNET (Habib and Marimuthu, 2010).  
 
OPNET is also capable to simulate the wireless network environment. One research 
conducted by Traore Soungalo, Li Renfa, and Zeng Fanzi uses OPNET to improve the 
wireless network performance. Having evaluated the wireless network performance in 
the OPNET simulation environment, there are three key factors founded to increase 
the wireless network performance: data rate, physical characteristics and 
fragmentation threshold (Soungalo, Renfa and Fanzi, 2010).  
However, OPNET is not able to simulate any wireless encryption protocols such as 
WEP and WPA. Although there is a recent research about wireless security simulation 
by using OPNET, they evaluated a new approach of wireless security through Virtual 
Private Network (VPN) tunneling technology. The research compares the HTTP 
traffic with and without VPN and concludes that the new wireless security approach 
may increase the delay of the HTTP traffic (Sabine et al., 2006). 
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3.9 Large-scale wireless networks 
This project focuses on the multi-nodes environment that is considered to be large 
scale comparing to some previous wireless performance evaluation papers based on 
the test-bed environment.  
 
Nowadays the wireless network technology plays significant role in the real industry 
even for education. A recent report shows that one local high school – Rangitoto 
College is going to implement a campus wide area Wi-Fi service for both student and 
staff. This college has large population of students and the wireless network should be 
capable with about 3200 students. The school has investigated large amount of funds 
to upgrade the current network. New technologies boost the network scale because 
there are lots of Wi-Fi capable devices such as laptop computers, tablet computers, 
PDAs, and mobilephones. However, due to the school policy, mobile phones are 
banned in the campus for student. (Putt, 2011) 
 
In the wireless network environment, clients of the wireless access point such as 
laptop, PDAs, and other Wi-Fi capable devices are call nodes. As a large scale 
network involves multiple number of wireless nodes, former researchers Manolis 
Ploumidis, Maria Papadopouli and Thomas Karagiannis have characterized the 
traffice of large-scale wireless network by different application levels (Ploumidis, 
Papadopouli, and Karagiannis, 2007). This research has evaluated a campus-wide 
wireless network and found that the traffic of a large-scale wireless network is user-
driven and application oriented. The main traffic of a campus-wide wireless network 
is the web traffic as well as P2P traffic. However, the large scale of P2P application 
traffic has degrade the network performance and increase the delay and lag, which 
impacts the real-time applicatoins such as streaming, online gaming and VoIP 
(Ploumidis, Papadopouli, and Karagiannis, 2007).  
 
As this research is simulation based experiment on the large-scale wireless network, it 
is significant that the simulator is capable of the multi-node environment. Michele 
Bracuto and Gabriele D’Angelo has defined simulation as “A simulation is a system 
that represents or emulates the behavior of another system over time [17]. The 
simulation technique is of primary importance in the design, imple- mentation and 
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performance evaluation of many real world systems.”(Bracuto and D’Angelo, 2007) 
They have compared three different simulation tools for detailed large-scale wireles 
network: Wireless Framework (WiFra), The Advanced RTI System (ARTIS) and 
Communication overhead reduction and load-balancing (GAIA+).  Although the 
proposed simulator OPNET is not included in this paper, it concludes that simulators 
for large-scale network has specific requriement using distributed simulation 
approach. To reduce the communication requirement of this approach, the simulation 
entity should be migrated. In the mean time, it improves the load-balancing 
architecture (Bracuto and D’Angelo, 2007).  
 
OPNET also meets the requirement of simulate large scale network. Junhoon Lee 
has conducted a large scale network analysis using OPNET. The paper 
discribes the network modeling approach for the large scale mobile 
ad-hock network (MANET) that involves 5000 wireless nodes (Lee, 2007).  
 
3.10 List of Reviewed literature 
Title Year Author Summary 
Detailed simulation of large-
scale wireless networks 
2007 
Bracuto, M., & 
D'Angelo, G 
 This paper evaluated different 
simulation tools that are capable 
to simulate the large-scale 
network. It gives the requirement 
of the simulators for large-scale 
network simulation. 
Optimized capacity planning 
and performance 
measurement through 
OPNET Modeler 
2010 
Habib, S. J., & 
Marimuthu, P. N 
 Measured the large-scale 
enterprise level network by using 
OPNET and planned the solution 
to enhance the network 
performance 
An overview of manets 
simulation 
2006 
Hogie, L., 
Bouvry, P., & 
Guinand, F 
 Evaluated the various types of 
simulators such as Ns-2, OPNET 
and OMNet++. 
An analytical modeling 
approach for a large scale 
mobile Ad Hoc network 
2007 Lee, J 
 Described the different modeling 
approaches for large-scale 
MANET environment by using 
OPNET 
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The influence of wireless 
802.11g LAN encryption 
methods on throughput and 
round trip time for various 
windows operating systems 
2008 
Narayan, S., 
Kolahi, S. S., 
Sunarto, Y., 
Nguyen, D. D. T., 
& Mani, P 
Test-bed based evaluation of the 
802.11g performance versus 
security protocol in windows 
systems 
Impact of wireless 
IEEE802.11n encryption 
methods on network 
performance of operating 
systems 
2009 
Narayan, S., Tao, 
F., Xiangle, X., & 
Ardham, S.  
Expanded the previous paper to 
802.11n protocol and added one 
Linux system Ubuntu to compare 
with other Windows operating 
systems 
Network performance 
evaluation of wireless 
IEEE802.11n encryption 
methods on Windows Vista 
and Windows Server 2008 
operating systems 
2009 
Narayan, S., Tao, 
F., Xiangle, X., & 
Ardham, S.  
 Focuses on the two new 
Windows system to compare the 
wireless 802.11n performance 
versus security protocols. 
Multi-level application-
based traffic 
characterization in a large-
scale wireless network 
2007 
Ploumidis, M., 
Papadopouli, M., 
& Karagiannis, T.  
 Characterize the large-scale 
wireless network through different 
levels of applications.  
Evaluating and Improving 
Wireless Local Area 
Networks performance 
2010 
Soungalo, T., 
Renfa, L., & 
Fanzi, Z 
 Use OPNET to evaluate the 
wireless network performance and 
find the way of improving the 
performance. 
Network simulations with 
OPNET 
1999 Xinjie, C.  
 Introduction to OPNET about the 
features, running simulation, data 
generation and analysis tool of 
this simulator. 
 
 
The list above is the related work that has been done by the 
far. The current status of this area is that some researches about 
network performance evaluation have not covered large-scale wireless 
network yet whether it is test-bed based or simulation based. Also, 
focusing on the large-scale network performance have not tested and 
evaluated the network incrementally with number of the wireless nodes. 
However, this research simulates the multi-nodes of wireless 802.11n 
with the incensement of the wireless nodes by using OPNET as the 
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specific simulator. Comparing to the previous related work, this is a 
unique project.  
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4 Research question 
This research will answer the following main questions: How does network 
performance decrease as the number of nodes of network increases. However, the 
following 4 sub-questions will also be answered.  
 
 Which encryption protocol is the best one for multi-node wireless network 
environment? 
 How the network throughput will be effect by increasing the number of 
wireless nodes in a large-scale wireless network? 
 How the network delay will be effect by increasing the number of wireless 
nodes in a large-scale wireless network? 
 How different is the data get from test bed implementation and simulation 
implementation? 
 
This research is a quantitative research. The research method is experimental research, 
which uses a simulator to simulate the wireless network environment. The data source 
is the simulator itself. An appropriate simulator for this research should been selected 
before the experiment can be started.   
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5 Methodology 
Although new information technology project methodologies such as Scrum is more 
flexible, it is only suitable for system development project such as software and 
website (Schwaber and Beedle, 2002). This experimental research cannot be 
conducted based on those agile methodologies because the input of each phase 
requires the output from previous phase. As a result, waterfall approach is the proper 
methodology for this research and each phase can be shown in Figure   
Literature 
review
Environment 
implementation
Simulator 
selection
Environment 
design
Data 
collection
Data analysis
Final report
 
Figure 2: Phases with waterfall approach 
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6 Environment preparation 
6.1 Apply for the license of OPNET 
The test relies on the network simulation software OPNET. However, unlike other 
competitors such as NS and OMNET++, OPNET is commercial software requires 
license authentication. Fortunately, OPNET provides free license to universities and 
tertiary institutions for educational purpose of using their products that is called 
OPNET University Program. The free academic license could be applied from the 
OPNET University Program webpage. To apply it, the applicant has to fill in an 
application form online to provide their personal information and academic 
information. Moreover, if the applicant is willing to use OPNET for particular 
research project, OPNET also requires brief description of the project. The application 
takes about 5 working days to process. Once it is approved, OPNET emails the login 
name and password to the applicant. The first time users login to the OPNET support 
center, it is required to accept the agreement of using the license and sign it digitally 
and it takes one business day to be approved. After that, the license is activated. 
6.2 Download software 
The latest version of OPNET Modeler Wireless Suit is version 16.1. It can be run on 
both Windows and Linux platform. This project uses the Windows version running on 
Windows 7 Professional with Service Pack 1. The installation file of OPNET Modeler 
is available on the OPNET website with logging into the OPNET support center. 
There are 3 installation files to be downloaded. They are the OPNET Modeler 
installation file (modeler_161A_PL1_10834_win.exe), model library installation file 
(models_161A_PL1_05May11_win.exe), and documentation installation file 
(modeler_docs_12-May-2011_win.exe). The OPNET Modeler also requires a 
compiler to compile the simulation process. The compiler for Windows platform is 
Visual Studio 2005 or above. There is an express version of Visual Studio 2010 that 
can be freely downloaded from Microsoft website. However, for better performance, 
OPNET suggest to use the professional version of Visual Studio as the compiler.  
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6.3 System environment 
This project uses a standard workshop lab computer of School of Computing & 
Information technology of Unitec. It is a Cyclone tower desktop system and the 
hardware specifications are as follows: 
 
Processor: Intel® Core™ i5 CPU 760 @ 2.80GHz 2.79GHz 
Memory (RAM,  #7): 8.00GB 
Storage: 5.25-inch removable hard disk bay (Serial-ATA) with 3.5-inch Western 
Digital WD1600AAJS hard disk (160GB, 7200RPM, 8MB cache) 
Display adapter: NVIDIA GeForce GT430 
Network adapter: Intel® 82578DC Gigabit Network Connection 
D-Link AirPlus DWL-G520 Wireless PCI Adapter(rev.B) 
Operating system: Windows 7 Professional 64bit with Service Pack 1  
6.4 Configure Compiler 
Before installing the OPNET Modeler, the compiler should be configured first. As 
this project uses Visual Studio Express Version, to configure it, run the Visual Studio 
prompt command first. In the prompt command window, execute 3 commands in the 
order of “set Path”, “set LIB” and “set INCLUDE”. Copy the result of these 3 
executions and paste them into a text editor. The next step is to edit the environment 
variables, which is through advanced system settings of system properties. Find the 
variable called “Path” and then Copy and paste the result of the command “set Path” 
to the value of “Path”. The other two variables may need to be created as new 
variables. They are “LIB” and “INCLUDE”. Similar to previous steps, copy and paste 
the result of each commands to the values of their variables. Once these changes are 
saved, the compiler is ready to use. Although the hardware and operating system are 
64bit and OPNET modeler does have a 64bit version, this compiler is 32bit. As a 
result, only 32bit version of OPNET can run under this configuration now.  
6.5 Install OPNET 
As it is mentioned before, there are 3 installation files downloaded from OPNET 
support center. They should be installed in the order of modeler, library, and 
documentation. Further more, the 3 modules should be installed under the same folder. 
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In this case, they are installed under “C:\OPNET”. The user should also have the full 
control rights to all partitions of the hard drive to run those installation files.  
6.6 Add license 
Before the first time running the OPNET modeler, a proper license should be added 
through the license manager of OPNET. There are 3 different licensing management 
types for OPNET: Standalone, Floating, and License server.  
 
“Standalone” means the license that is going to be registered is used on this machine 
only. Floating mode is this workstation connects to a local license server that holds 
licenses. The machine can also be a license server itself by selecting the License 
server mode.  
 
In this scenario, the workstation registers the license directly to OPNET’s license 
server over the Internet, which the “standalone” mode should be selected. To add the 
license, run the license manager of OPNET, click “Tools” menu and select “Register 
New License”. The fastest way to register is the “Express” option that registers the 
license automatically via the Internet after providing the OPNET login and password. 
Once it is registered, there is a dialogue box asking for product modules to use. The 
license for this project is only allowed to use the Wireless modules of OPNET. So 
tick on the Wireless module in the dialogue box and click “OK” to confirm. After 
restart OPNET modeler, it is ready to use. The license file usually is saved on a 
different partition from the one has OPNET modeler installed by default. As this 
project an example, the OPNET is installed under “C:\OPNET”, and then the license 
files are located under “D:\OPNET_license”. This is the reason it requires system 
account that has full control to all partitions on the machine.  
 
If the license needs to be relocated to another machine, it has to be deregistered from 
the current machine first. It also can be done through the license manager. Browse the 
license server tree in the license manager and click the “+” before License file to 
expand it. Select the licenses (Hold “shift” key for multiple selecting) that are to be 
deregistered and click “Deregister License” on the right of the dialogue box. The 
following steps are similar to the register process: select the “Express” mode and 
enter the OPNET login and password. The license will be deregistered automatically 
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through the Internet. Finally, be aware that each license is only allowed to be 
relocated 5 times annually.  
6.7 Parameters: 
1 Traffic Generation Parameters: Specifies the parameters of the traffic pattern that 
will be generated by this traffic source. 
1.1 Start time: Specifies the distribution name and arguments to be used for 
generating random start time across different nodes. When set to "Never", 
the surrounding node does not generate any traffic. 
1.2 ON State Time: Specifies the distribution name and arguments to be used 
for generating random outcomes for time spent in the "ON" state. Packets 
are generated only in the "ON" state. 
1.3 OFF State Time: Specifies the distribution name and arguments to be used 
for generating random outcomes for time spent in the "OFF" state. No 
packets are generated in the "OFF" state. 
1.4 Packet Generation Arguments: Specifies the parameters that determine the 
rate of the packet generation and the size of these generated packets. 
1.4.1 Interarrival Time: Specifies the distribution name and 
arguments to be used for generating random outcomes for times 
between successive packet generations in the "ON" state. 
1.4.2 Packet Size: Specifies the distribution name and arguments to 
be used for generating random outcomes for the size of 
generated packets (specified in bytes). 
1.4.3 Segementation Size: Determines the size of segments that need 
to be created before sending packets out. If set to "No 
Segmentation", then each generated packet is immediately sent 
to the lower layer whose size is determined based on the value 
of the "Packet Size" attribute. 
1.5 Stop Time: Simulation time in seconds when the traffic generation by the 
surrounding node will terminate. If the value is set to "Never" then the 
node will keep generating traffic until the end of simulation since its traffic 
generation start time. 
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2 Traffic Type of Service: Indicates the type of service (TOS) classification 
assigned to the data packets generated by this station. Currently, this information 
is not used by WLAN MACs. 
 
3 Wireless LAN 
3.1 Wireless LAN MAC Address: Specifies the WLAN layer's unique MAC 
address. You may consider explicitly assigning a MAC address instead of 
auto assignment for a station model, if you plan to configure that station 
model as the destination station of the generated traffic of other station(s) 
in the network. 
3.2 Wireless LAN Parameters: Provides attributes for Wireless LAN layer 
configuration. 
3.2.1 BSS Identifier: This attribute identifies the BSS to which the 
WLAN MAC belongs. In case of "Auto Assigned", all WLAN 
MACs in each subnet belong to the same BSS (i.e. the subnets 
define the borders of the BSSs in the network). 
3.2.2 Access Point Functionality: Can be used to assign the MAC as 
the access point of its BSS and to enable the access point 
functionality in the MAC by setting its value to "Enabled". 
3.2.3 Physical Characteristics: Based on the value of this attribute, 
which determines the physical layer technology in use, the 
WLAN MAC will configure the values of the following 
protocols parameters as indicated in the IEEE 802.11 WLAN 
standard 
3.2.4 Data Rate: Specifies the data rate that will be used by the MAC 
for the transmission of the data frames via physical layer. The 
set of supported data rates depending on the deployed physical 
layer technology are specified in IEEE's 802.11, 802.11a, 
802.11b, 802.11g and 802.11n standards. The value of the 
sibling attribute "Physical Characteristics" determines the 
deployed physical layer technology, and consequently, the set 
of the data rate values that can be configured under this 
attribute. 
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3.2.5 Roaming Capability: The roaming capability permits the STA 
to scan for other APs and switch APs when the signal from the 
connected AP becomes weak. 
 
6.8 Trial run 
To run the first simulation on OPNET, it needs to create a new project and scenario. 
Name the project and scenario as “Trial-run” and follow the startup 
wizard of creating a new scenario.  
 
First dialogue box of the startup wizard asks for the initial 
topology whether it is to create a new empty scenario or import from 
other files. In this case, select “Create empty scenario” and click 
“Next”. The second step is to select a network scale. There are 6 
options: World, Enterprise, Campus, Logical and Choose from maps. In 
this scenario, as the testing is not related to any real network 
scale, choose “Logical” and click “next”. The third step of the 
startup wizard is to select technologies that may be involved in the 
simulation. This project is to evaluate the wireless network 
performance. So the only technology is wireless LAN. Find 
“wireless_lan” in the Model Family list and make it included into 
the scenario. The final step is to review all previous configurations. 
If there is anything wrong, click “back” to previous dialogue box 
to edit. Otherwise, click “Finish” to start the scenario.  
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At this stage, OPNET should have 2 windows: one is the project window 
and the other one is the object palette tree window. Select the 
objects needed for the project from the object palette tree and add 
them to the project window. For this project, only wireless router 
and wireless workstation in fixed mode are needed. Having added to 
the project window, they are should be configured before run the 
simulation.  
 
Assume that if this project is under real test-bed environment, it is better to have a 
wireless access point than a wireless router. However, since there is no standalone 
wireless access point in the OPNET’s object palette tree, a wireless router with access 
point functionality is the best choice. Having added the wireless Ethernet Router to 
the project window, right click the module and choose “edit attributes” to configure it. 
There are few things to do: 
1. Rename the module to “access point” that makes more scenes to this project.  
2. Expand the “Wireless LAN” option. Give a Wireless LAN MAC Address to 
this access point. It may not follow the rule of the real MAC address. In this 
case, the MAC address for the wireless access point has been set to “0”.  
3. Expand the “Wireless LAN Parameters” option to configure the AP in more 
detailed. In this section, make sure the Access Point Functionality is enabled, 
and the Physical Characteristics is 802.11n with the highest Data Rate.  
4. Leave other parameters as default. Click “OK” to finish the configuration. 
 
Add a Wireless Workstation to the project window as the traffic generator. Same as 
configuring the AP, right click the module and select “edit attribute” to configure the 
workstation. Make sure the workstation uses the same Physical Characteristics 
(Protocol) and Data Rate as the AP, which is 802.11n in this project. Change the 
destination address to the AP’s MAC address, which is “0” as it has been mentioned 
above. Leave the WLAN MAC address for the workstation “Auto Assigned” because 
the workstations’ MAC address will not be involved in the test.  
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As the traffic generator, the traffic generation parameters configuration is very 
important. The trail run is going to simulate the wireless performance and increase the 
wireless nodes from 1 to 5. Other parameters remain the same during the test. The 
packet size of the trial run is 512 bytes. The test will simulate the scenario for 1 
minute. To apply these parameters, edit the traffic generation parameters in the 
workstations’ attribute. Set start time to 10 that means the workstation generates 
traffic 10 seconds after the simulation starts; Set the on state time to constant 60 that 
means the workstation generates traffic for 1 minutes; Set the off state time to 
constant 0 that means the workstation does not stop generating traffic until the 
simulation finishes. In the traffic generation argument section, the interarrival time 
and packet size need to be configured. In this case, the packet size is assumed to be 
512 bytes, which is the average of general Internet traffic packet size. The theoretical 
maximum throughput of the 802.11n protocol is about 288 Mb/s. The interarrival time, 
which means how long it will take between two packets sent, depends on these two 
figures. To push the 802.11n equipment to the maximum performance, the interarrival 
time can be calculated. It is packet size divided by maximum throughput. However, 
be aware that the unit of packet size here is byte while the unit of throughput is 
megabit per second. To convert byte to bit, the number of packet size need to be 
multiplied by 8. As a result, the interarrival time is  
 
 
 
Once the workstation has configured, right click the access point again and select 
“choose individual DES Statistics”. This step is to choose what result will be shown 
after the simulation. To start the simulation, select “Configure/Run Discrete Event 
Simulation…” Set the duration to 1 minute and click “Run” to start the simulation. 
Although the simulation time is set to be 1 minute, the actual time of the simulation 
process may be vary. It depends on the complexity of the simulation project.  
 
The result can be accessed in the result browser from DES -> Results -> View 
results... By default, the result browser does not show any graphs. The graphs only are 
shown in the right of the browser when it is selected in the left panel. The result 
browser window is shown as following picture: 
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Figure 3: Result Browser window of OPNET 
 
By clicking “show” button at the bottom left of the result browser window, the graphs 
of results will be shown in a separated window. To save the graph of each run, it is 
saved by the Printscreen function key and cropped by the “Paint” 
application of Windows.  
 
The results can also be exported to any spreadsheet applications such as Microsoft 
Excel in this scenario. Microsoft Excel is used as the tool of collecting and analyzing 
data. For each run of simulation, the average result of each individual statistic can be 
calculated within the spreadsheet generated automatically. The average result will be 
the final data to generate the graphs. As a result, 3 files will be saved for each run: the 
raw data saved as a text file, the Excel spreadsheet file converted from the raw data 
with the average result, and the graph generated by OPNET. The example of each 
run’s result is shown in Figure 2. 
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Figure 4: each run’s result 
 
The final graph of the trial run’s result is shown in Figure 5. As the trial run simulates 
the scenario of increasing number of nodes from 1 to 5, the X axis of the graph 
represents the number of nodes while the Y axis represents the average throughput in 
the unit of mega-bit per second (Mb/s).  
 
Figure 5: Final graph of trial run (average throughput) 
 
Both the X and Y axises can be different from this example depending on different 
scenarios. For instance, if the experiment is to compare the delay of wireless network 
with the packet size increasing, the X axis could be the delay in the unit of 
millisecond (ms,  #7) and the Y axis could be the different number of packet size.  
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According to picture 3 that indicates the result of the trial run, the throughput 
decreases in pace with the increasing number of wireless nodes in general. However, 
the decreasing of the throughput is not linier. Increasing from 1 node to 2 nodes, the 
throughput decreases slightly 0.75%. From 2 nodes to 5 nodes, the throughput drops 
more dramatically: 5.20%, 5.00%, and 3.91%.  
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7 Test-bed vs. OPNET simulation 
 
It is significant to compare the simulation data with the test-bed data to ensure the 
accuracy of the experiment. The previous test-bed based experiment has set up a 
small infrastructure wireless network. The following picture (Figure 4) shows the 
network diagram of this experiment. 
 
Figure 6: network diagram of test-bed 
 
While the Computer 1 is the configuration console, there are actually only 2 wireless 
nodes in this experiment and they are Computer 2 and Computer 3. One of them 
becomes the traffic generator (sender) and the other one becomes the destination of 
the traffic (receiver). Both sender and receiver use DIT-G as the measurement tool. 
The experiment has tested the wireless network performance of different encryption 
protocols (open system, WEP-64, WEP-128, WPA-PSK, and WPA2-PSK) in 
different operating systems (Windows XP, Windows Vista, Windows Server 2008, 
and Ubuntu). As this project does not simulate the encrypted wireless performance, 
only the open system data from the test-bed project will be compared with the 
simulation data. Figure 5 is the open system throughput from the test-bed experiment.  
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Figure 7: Test-bed open system throughput  
 
The graph explains the wireless throughput of different operating systems without 
applying any encryption protocol. Same experiment has been conducted through 
OPNET simulation with the same configuration of the trial run. The network diagram 
of the simulation is presented through the following Figure 7. 
 
Figure 8: network diagram of OPNET simulation 
 
Comparing to the network diagram of the test-bed experiment, the OPNET simulation 
diagram has the similar topology except for the configuration computer that is 
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physically connected to the access point through wire. It is because OPNET – the 
simulator does this job in the simulation environment. The simulation test follows the 
same configuration as the trial run that has been stated previously. The result of the 
simulation throughput is compared with the test-bed data in the following graph.  
 
Figure 9: Comparison of simulation data and test-bed data. 
 
As is indicated from Figure 9, the throughput of OPNET simulation is always higher 
than any operating systems from test-bed experiment with the packet size increasing 
from 128 to 1408 bytes. As the purpose of this data validation process is to compare 
the throughput data of simulation and test-bed, the simulation data can be compared 
with the average throughput of different operating systems from the test-bed 
experiment. The next graph shows the situation. 
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Figure 10: Comparison of simulation data of average test-bed data 
 
The trends of the two sets of data are similar. However, the OPNET simulation data is 
higher than the test-bed average data althrough from 128 packet size to 1408 packet 
size as it is metioned from the previous figure. The detail of the difference between 
the two serieses of data are showed in the following table. 
 
 
Figure 11: difference between simulation data and test-bed average data  
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128 4.683417508 1.66325 -64.49% 
256 8.764880077 4.27075 -51.27% 
384 12.34135394 6.4835 -47.47% 
512 15.52955597 8.5275 -45.09% 
640 18.33880076 10.2125 -44.31% 
768 20.881393 13.125 -37.14% 
896 23.18990439 14.7325 -36.47% 
1024 25.27219841 16.6975 -33.93% 
1152 27.14392359 18.7125 -31.06% 
1280 28.89232712 20.255 -29.89% 
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1500 31.51630938 23.26125 -26.19% 
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8 Data Collection 
8.1 Collect and process raw data 
Having the test environment been prepared, the data collection procedure can be 
invoked. There are rules of collecting data according to the research questions. Firstly, 
the experiment will start with 10 APs with 100 nodes. The following network diagram 
shows the topology of this situation: 
 
Figure 12: network diagram of 10 APs with 100 nodes 
 
12 individual runs will be given in this “10 APs 100 nodes” situation to test the 
different packet size from 128Kbyte to 1530Kbyte in the step of 128. Then the 
number of nodes will be reduced from 100 nodes to 20 nodes in the step of 20, which 
means there are 5 sets of experiment for different numbers of nodes. Finally, the 
numbers of AP will also be reduced from 10 to 1 in the step of 1. As a result, the total 
number of individual runs of this project will be: 
 
 
 
The duration of each individul run is vary. It depends on all varibles of the experiment: 
number of APs, number of nodes, and packet size. Having tested the relationship 
between the duration with these varibles, the longest run is the one with 10 APs, 100 
nodes and 128Kbyte packet size, which takes about 60 minitues to simulate 1 minitue 
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data transmission. That means that with the growing of number of APs and nodes, and 
decreasing of packets size, it takes longer real time to finish the same duration of 
simulation. Other aspect may affect the test time as well such as the performance of 
the computer running OPNET. However, only one computer are used during the 
whole data collection process. So the computer performance is constant. According to 
the whole data collection process, the average time of each individual run simulate 1 
minute data transmission is about 20 minuts. Also, there are some times errors and 
mistakes for the testing that have to be recovered by re-running. The whole data 
collection process takes 4 weeks.  
 
The whole data collection process starts from 100 wireless nodes with 10 APs. The 
output of each individual run from OPNET itself gives graphical charts showing in 
Figure 13. 
 
Figure 13: result window if OPNET 
 
By viewing the chart in a separated window, it will be screenshot and 
as a JPEG image file named with the packet size of this run. By 
result will be saved as a txt file showing in Figure 14.  
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Figure 14: example of the raw result data 
 
There are 5 columns of data in the raw data file. From left to right, 
they are Delay, Load, Media Access Delay, Retransmission Attempts, 
and Throughput. As the data generation starts 10 seconds after the 
simulation begins, all raw data will be processed and calculated from 
the time line of 10.2 second. The raw result data does not include 
average result for each column so it has to be calculated manually. 
Fortunately, the txt file can be recognized and opened by Microsoft 
Excel. It is displayed as the following figure.  
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Figure 15: Raw data file opened by Microsoft Excel 
 
The average result of each run can be calculated by the AVERAGE 
function of Microsoft Excel. Viewed by Excel, the raw data file 
contains 102 rows of data and the average result will be added in row 
105. For example, to calculate the average delay (Column B) from 10.2 
second to 59.4 second (Row 19 to 101), the formula in row 105 column 
B will be “=AVERAGE(B19:B101)” . Other columns of data use the same 
formula as well and it can be copied and pasted. The following 
screenshot shows the Excel file after adding the average calculation.  
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Figure 16: Average calculation of each individual run’s result 
 
All progress above is a full data collection process circle for 
individual run, which means the whole data collection procedure 
contains 600 such circle as it has been explained above. Once it has 
been finished, the average data will be filled into a template for 
further process.  
 
8.2 Template of increasing packet size 
The Excel template is the main tool of data analysis. The function of 
the Excel template is to generate the scatter chart. However, the raw 
data uses second (sec) as the unit of delay and bit/s as the unit of 
throughput. They should have been converted to millisecond (ms) and 
Mb/s before generating the scatter chart. As a result, this is the 
function of the template as well. The following screenshot explains 
the first template, which is a summary for every 12 individual runs 
from 128k packet size to 1536 packet size in step of 128.  
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Figure 17: Example of summary Excel template for testing of different packet sizes 
 
This is an example of the first template that discribes the testing of increasing the 
packet sizes. The scenario of this example is 100 nodes with 1 AP. There are two 
sheets in this template – data sheet and chart sheet. The highlighted area of the data 
sheet is the template itself, which converts the raw data into proper unit for this 
research project from the unhighlighted area, which will be filled in with the average 
result of raw data from each individual run. The charts on the chart sheet are 
automatically generated according to the converted data of the data sheet. For this 
project, each scenario should have a summary template like this and there should be 
50 in total as the number of nodes and number of APs vary. Futher more, this 
template can verify the correctness of the raw data as well that is going to be 
explained in the following section. 
 
The other templates are to analyse the network performance while the number of 
wireless nodes and wireless APs increase.  
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8.3 Verify data 
The previous template can be used to verify the raw data as well. Here is an example 
of incorrect data appears in the scenario of 80 nodes with 7 APs. The summary of this 
scenario can be reviewed by the following figure. 
 
 
 
Figure 18: Example of summary template with error data. 
 
As is presented in Figure 17, the graph that indicates the error data is the 
retransmission attempt. According to the definition of OPNET itself, the 
retransmission attempt in WLAN is “total number of retransmission attempts by all 
WLAN MACs in the network until either packet is successfully transmitted or it is 
discarded as a result of reaching short or long retry limit.” (OPNET, 2011) Having 
finished all 600 runs and 50 summary templates, it is convinced that 
the retransmission attempt should be in the same level within same 
scenario. The example of Figure 17 indicates that the data of 128K-
packet size is unusual and it might be rerun. The other indicator is 
the network load. Although the packet sizes increases in each 
scenario, the test changes the interarrival time with the packet 
sizes as well to make the total network load stable and push it over 
the theoretical maximum capacity of 802.11n.  
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Having reviewed all summary templates, error data has been found and 
they might be rerun. They are:  
128K-packet size in the 80 nodes with 7 APs scenario;  
640K-packet size in the 40 nodes with 7 APs scenario; 
1408K-packet size in the 80 nodes with 5 APs scenario; 
1408K-packet size in the 60 nodes with 5 APs scenario; 
640K-packet size in the 60 nodes with 4 APs scenario; and 
384K-packet size in the 20 nodes with 2 APs scenario. 
 
There are two main types of mistake that generates these sets of 
error data, whether it is caused during the calculation and 
processing of the raw data or by the inaccurate configuration of the 
test. Therefore, the raw data of each of them should be double 
checked before the rerun. Fortunately, this eliminated most of the 
errors that means most of them are caused during the calculation and 
processing of the raw data and only 2 sets of error data have to be 
rerun. Finally, rerunning these two sets of test fixed the issue and 
the data is ready for analyzing.  
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9 Data analysis 
Once the data has been fully collected and verified. The data analysis procedure will 
be introduced. As this is one of the most significant parts of the research project, the 
data will be analyzed from 1 AP scenario to 10 APs scenario.  The definition of the 4 
parameters has been defined from previous chapters and they are: throughput, delay, 
media access delay, and retransmission attempts. They will be analyzed for each 
scenario with the increase of data packet size and number of wireless nodes. To 
compare each parameter against different numbers of APs, the average of will be 
calculated and compared. Appropriate tables and charts will be provided to make the 
data analysis more visualized.  
9.1 1AP 
This scenario simulates the 1 access point situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 19: 1 AP scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
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9.1.1 Throughput 
The following tables and graphs show the throughput of 1 AP scenario. 
 
 
Figure 20: 1 AP scenario throughput 
 
From these tables and charts of the 1 AP scenario throughput against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
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2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
1.14736289 Mb/s between 20 nodes and 80 nodes and this number 
becomes 5.9450301Mb/s when the packet size increase to 1536byte.  
3. The average throughput of each numbers of APs decreases when 
the numbers of APs climbs up from 20 nodes to 80 nodes. However, 
throughput of 100 nodes is not the lowest. It is higher than 
the previous two steps of the 60 nodes and 80 nodes cases and 
even close to the 40 node situation.  
9.1.2 Delay 
The following tables and graphs show the delay of 1 AP scenario. 
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Figure 21: 1 AP scenario delay 
From these tables and charts of the 1 AP scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
730.298158ms between 20 nodes and 80 nodes and this number 
becomes 97.419893ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases when the 
numbers of APs climbs up from 20 nodes to 80 nodes. However, 
throughput of 100 nodes is not the highest. It is lower than 
the previous step 80 nodes and closed to 60 nodes situation.  
 
9.1.3 Media Access Delay 
The following tables and graphs show the media access delay of 1 AP scenario. 
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Figure 22: 1 AP scenario media access delay 
 
From these tables and charts of the 1 AP scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
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2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
the largest delay difference of 128byte packet size is about 
728.782382ms between 20 nodes and 80 nodes and this number 
becomes 94.5997324ms when the packet size increase to 1536byte.  
3. The average media access delay of each numbers of APs increases 
when the numbers of APs climbs up from 20 nodes to 80 nodes. 
However, media access delay of 100 nodes is not the highest. It 
is lower than the previous step 80 nodes and closed to 60 nodes 
situation.  
9.1.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 1 AP scenario. 
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Figure 23: 1 AP scenario retransmission attempts 
 
From these tables and charts of the 1 AP scenario retransmission attempts 
against packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing 
of packet size, the retransmission attempts difference of the 
highest and the lowest between 20 nodes and 80 nodes remains as 
well, which is around 1.174. 
3. The average retransmission attempts of each numbers of APs 
increases when the numbers of APs climbs up from 20 nodes to 80 
nodes. However, retransmission attempts of 100 nodes are not 
the highest. It is slightly lower the previous step 80 nodes. 
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9.2 2AP 
This scenario simulates the 2 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 24: 2 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.2.1 Throughput 
The following tables and graphs show the throughput of 2 APs scenario. 
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Figure 25: 2 AP scenario throughputs 
 
From these tables and charts of the 2 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
1.58136452Mb/s between 40 nodes and 100 nodes and this number 
becomes 11.6533321Mb/s when the packet size increase to 
1536byte.  
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3. The average throughput of each numbers of APs decreases when 
the numbers of APs climbs up from 20 nodes to 40 nodes. However, 
from 40 nodes to 100 nodes, the throughput increases.  
9.2.2 Delay 
The following tables and graphs show the delay of 2 APs scenario. 
 
 
 
Figure 26: 2 APs scenario delay 
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From these tables and charts of the 2 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
355.010205ms between 20 nodes and 100 nodes and this number 
becomes 51.197652ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 311.91% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.2.3 Media Access Delay 
The following tables and graphs show the media access delay of 2 APs scenario. 
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Figure 27: 2 APs scenario media access delay 
 
From these tables and charts of the 2 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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between 20 nodes and 100 nodes and this number becomes 
51.3429291ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 316.31% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.2.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 2 APs scenario. 
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Figure 28: 2 APs scenario retransmission attempts 
 
From these tables and charts of the 2 APs scenario retransmission attempts 
against packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing 
of packet size, the retransmission attempts difference of the 
highest and the lowest between 20 nodes and 40 nodes remains as 
well, which is around 0.36311855. 
3. The change of average retransmission attempts with the increase 
of numbers of wireless nodes is more complicated than previous 
scenario. It starts at the 20 nodes that is the lowest and 
boosts to the highest at the next step 40 nodes. After that, 
the data drops and fluctuates slightly from 60 nodes to 100 
nodes.  
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9.3 3AP 
This scenario simulates the 3 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 29: 3 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.3.1 Throughput 
The following tables and graphs show the throughput of 3 APs scenario. 
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Figure 30: 3 AP scenario throughputs 
 
From these tables and charts of the 3 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
2.1715463Mb/s between 20 nodes and 100 nodes and this number 
becomes 13.4811371Mb/s when the packet size increase to 
1536byte.  
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3. The average throughput of each numbers of APs decreases 34% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.3.2 Delay 
The following tables and graphs show the delay of 3 APs scenario. 
 
 
 
Figure 31: 3 APs scenario delay 
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From these tables and charts of the 3 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
301.200213ms between 20 nodes and 100 nodes and this number 
becomes 40.4357092ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 477.13% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.3.3 Media Access Delay 
The following tables and graphs show the media access delay of 3 APs scenario. 
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Figure 32: 3 APs scenario media access delay 
 
From these tables and charts of the 3 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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between 20 nodes and 100 nodes and this number becomes 
42.8240686ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 487.22% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.3.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 3 APs scenario. 
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Figure 33: 3 APs scenario retransmission attempts 
 
From these tables and charts of the 3 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.89. 
3. The average retransmission attempts of each numbers of APs 
increases 115.72% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.4 4AP 
This scenario simulates the 4 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 34: 4 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.4.1 Throughput 
The following tables and graphs show the throughput of 4 APs scenario. 
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Figure 35: 4 AP scenario throughputs 
 
From these tables and charts of the 4 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
2.10602297Mb/s between 20 nodes and 100 nodes and this number 
becomes 12.7146881Mb/s when the packet size increase to 
1536byte.  
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3. The average throughput of each numbers of APs decreases 28.82% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.4.2 Delay 
The following tables and graphs show the delay of 4 APs scenario. 
 
 
 
Figure 36: 4 APs scenario delay 
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From these tables and charts of the 4 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
228.696235ms between 20 nodes and 100 nodes and this number 
becomes 30.65959423ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 516.87% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.4.3 Media Access Delay 
The following tables and graphs show the media access delay of 4 APs scenario. 
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Figure 37: 4 APs scenario media access delay 
 
From these tables and charts of the 4 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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268.4366255ms between 20 nodes and 100 nodes and this number 
becomes 36.67683015ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 472.29% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.4.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 4 APs scenario. 
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Figure 38: 4 APs scenario retransmission attempts 
 
From these tables and charts of the 4 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.98. 
3. The average retransmission attempts of each numbers of APs 
increases 113.6% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.5 5AP 
This scenario simulates the 5 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 39: 5 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.5.1 Throughput 
The following tables and graphs show the throughput of 5 APs scenario. 
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Figure 40: 5 AP scenario throughputs 
 
From these tables and charts of the 5 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
3.45439866Mb/s between 20 nodes and 100 nodes and this number 
becomes 20.6759166Mb/s when the packet size increase to 
1536byte.  
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3. The average throughput of each numbers of APs decreases 29.1% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.5.2 Delay 
The following tables and graphs show the delay of 5 APs scenario. 
 
 
 
Figure 41: 5 APs scenario delay 
 
ISCG 9027 Master Thesis 
By: Xiangle Xu  Student ID: 1218075 
 79 
From these tables and charts of the 5 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
168.5720153ms between 20 nodes and 100 nodes and this number 
becomes 22.52190328ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 568.10% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.5.3 Media Access Delay 
The following tables and graphs show the media access delay of 5 APs scenario. 
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Figure 42: 5 APs scenario media access delay 
 
From these tables and charts of the 5 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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197.0028451ms between 20 nodes and 100 nodes and this number 
becomes 26.25736934ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 520.31% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.5.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 5 APs scenario. 
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Figure 43: 5 APs scenario retransmission attempts 
 
From these tables and charts of the 5 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.88. 
3. The average retransmission attempts of each numbers of APs 
increases 144.8% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.6 6AP 
This scenario simulates the 6 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 44: 6 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.6.1 Throughput 
The following tables and graphs show the throughput of 6 APs scenario. 
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Figure 45: 6 AP scenario throughputs 
 
From these tables and charts of the 6 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
5.1156629Mb/s between 20 nodes and 100 nodes and this number 
becomes 29.9469864Mb/s when the packet size increase to 
1536byte.  
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3. The average throughput of each numbers of APs decreases 29.7% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.6.2 Delay 
The following tables and graphs show the delay of 6 APs scenario. 
 
 
 
Figure 46: 6 APs scenario delay 
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From these tables and charts of the 6 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
136.2954507ms between 20 nodes and 100 nodes and this number 
becomes 18.1443981ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 622.81% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.6.3 Media Access Delay 
The following tables and graphs show the media access delay of 6 APs scenario. 
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Figure 47: 6 APs scenario media access delay 
 
From these tables and charts of the 6 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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154.0020759ms between 20 nodes and 100 nodes and this number 
becomes 20.2792062ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 552.24% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.6.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 6 APs scenario. 
 
 
ISCG 9027 Master Thesis 
By: Xiangle Xu  Student ID: 1218075 
 89 
 
Figure 48: 6 APs scenario retransmission attempts 
 
From these tables and charts of the 6 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.81. 
3. The average retransmission attempts of each numbers of APs 
increases 178.7% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.7 7AP 
This scenario simulates the 7 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 49: 7 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.7.1 Throughput 
The following tables and graphs show the throughput of 7 APs scenario. 
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Figure 50: 7 AP scenario throughputs 
 
From these tables and charts of the 7 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
6.5858417Mb/s between 20 nodes and 100 nodes and this number 
becomes 38.4369811Mb/s when the packet size increase to 
1536byte.  
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3. The average throughput of each numbers of APs decreases 29.1% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.7.2 Delay 
The following tables and graphs show the delay of 7 APs scenario. 
 
 
 
Figure 51: 7 APs scenario delay 
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From these tables and charts of the 6 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
113.7347325ms between 20 nodes and 100 nodes and this number 
becomes 15.11094548ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 645.33% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.7.3 Media Access Delay 
The following tables and graphs show the media access delay of 7 APs scenario. 
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Figure 52: 7 APs scenario media access delay 
 
From these tables and charts of the 7 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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125.1419631ms between 20 nodes and 100 nodes and this number 
becomes 16.3128882ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 567.46% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.7.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 7 APs scenario. 
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Figure 53: 7 APs scenario retransmission attempts 
 
From these tables and charts of the 7 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.75. 
3. The average retransmission attempts of each numbers of APs 
increases 209.78% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.8 8AP 
This scenario simulates the 8 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 54: 8 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.8.1 Throughput 
The following tables and graphs show the throughput of 8 APs scenario. 
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Figure 55: 8 AP scenario throughputs 
 
From these tables and charts of the 8 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
9.0512146Mb/s between 20 nodes and 100 nodes and this number 
becomes 53.023675Mb/s when the packet size increase to 1536byte.  
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3. The average throughput of each numbers of APs decreases 27.9% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.8.2 Delay 
The following tables and graphs show the delay of 8 APs scenario. 
 
 
 
Figure 56: 8 APs scenario delay 
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From these tables and charts of the 8 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
94.9787275ms between 20 nodes and 100 nodes and this number 
becomes 12.49093897ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 614.62% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.8.3 Media Access Delay 
The following tables and graphs show the media access delay of 8 APs scenario. 
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Figure 57: 8 APs scenario media access delay 
 
From these tables and charts of the 8 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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between 20 nodes and 100 nodes and this number becomes 
12.10049354ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 588.76% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.8.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 8 APs scenario. 
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Figure 58: 8 APs scenario retransmission attempts 
 
From these tables and charts of the 8 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.60. 
3. The average retransmission attempts of each numbers of APs 
increases 258.05% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.9 9AP 
This scenario simulates the 9 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 59: 9 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.9.1 Throughput 
The following tables and graphs show the throughput of 9 APs scenario. 
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Figure 60: 8 AP scenario throughputs 
 
From these tables and charts of the 8 AP scenario throughputs against packet size and 
number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
11.9492864Mb/s between 20 nodes and 100 nodes and this number 
becomes 69.737304Mb/s when the packet size increase to 1536byte.  
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3. The average throughput of each numbers of APs decreases 27.7% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.9.2 Delay 
The following tables and graphs show the delay of 9 APs scenario. 
 
 
 
Figure 61: 9 APs scenario delay 
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From these tables and charts of the 9 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
80.058751ms between 20 nodes and 100 nodes and this number 
becomes 10.63931839ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 626.19% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.9.3 Media Access Delay 
The following tables and graphs show the media access delay of 9 APs scenario. 
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Figure 62: 9 APs scenario media access delay 
 
From these tables and charts of the 9 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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between 20 nodes and 100 nodes and this number becomes 
9.42457311ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 595.12% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.9.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 9 APs scenario. 
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Figure 63: 9 APs scenario retransmission attempts 
 
From these tables and charts of the 9 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.51. 
3. The average retransmission attempts of each numbers of APs 
increases 319.33% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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9.10 10AP 
This scenario simulates the 10 access points situation with different packet sizes and 
numbers wireless nodes. The following network diagram displays the topology of this 
simulation.  
 
Figure 64: 10 APs scenario topology 
 
Although, only shows 20 wireless nodes are presented in this network diagram, they 
will be increased till 100 in steps of 20.   
9.10.1 Throughput 
The following tables and graphs show the throughput of 10 APs scenario. 
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Figure 65: 10 AP scenario throughputs 
 
From these tables and charts of the 10 AP scenario throughputs against packet size 
and number of APs, the result can be concluded as: 
1. Basically the throughput increase with the increasing of packet size through all 
numbers of APs.  
2. The difference of throughput between each number of APs also 
increases during the increase of packet size. For example, the 
largest throughput difference of 128byte packet size is about 
13.2214956Mb/s between 20 nodes and 100 nodes and this number 
becomes 76.80283Mb/s when the packet size increase to 1536byte.  
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3. The average throughput of each numbers of APs decreases 26.95% 
when the numbers of APs climbs up from 20 nodes to 100 nodes.   
9.10.2 Delay 
The following tables and graphs show the delay of 9 APs scenario. 
 
 
 
Figure 66: 10 APs scenario delay 
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From these tables and charts of the 10 APs scenario delay against packet size and 
number of APs, the result can be concluded as: 
1. Basically the delay decreases with the increasing of packet size through all 
different numbers of APs.  
2. The difference of delay between each number of APs also 
decreases during the increase of packet size. For example, the 
largest delay difference of 128byte packet size is about 
66.9781344ms between 20 nodes and 100 nodes and this number 
becomes 9.26731485ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 607.19% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
 
9.10.3 Media Access Delay 
The following tables and graphs show the media access delay of 10 APs scenario. 
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Figure 67: 10 APs scenario media access delay 
 
From these tables and charts of the 10 APs scenario media access delay against 
packet size and number of APs, the result can be concluded as: 
1. Basically the media access delay decreases with the increasing of packet size 
through all numbers of APs.  
2. The difference of media access delay between each number of APs 
also decreases during the increase of packet size. For example, 
largest delay difference of 128byte packet size is about 
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between 20 nodes and 100 nodes and this number becomes 
8.23300197ms when the packet size increase to 1536byte.  
3. The average delay of each numbers of APs increases 573.58% when 
the numbers of APs climbs up from 20 nodes to 100 nodes. 
9.10.4 Retransmission Attempts 
The following tables and graphs show the retransmission attempts of 10 APs scenario. 
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Figure 68: 10 APs scenario retransmission attempts 
 
From these tables and charts of the 10 APs scenario retransmission attempts against 
packet size and number of APs, the result can be concluded as: 
1. Basically the retransmission attempts remains in the same level with the 
increasing of packet size through all numbers of APs.  
2. As the retransmission attempts are stable with the increasing of packet size, 
the retransmission attempts difference of the highest and the lowest between 
20 nodes and 100 nodes remains as well, which is around 0.49. 
3. The average retransmission attempts of each numbers of APs 
increases 363.15% when the numbers of APs climbs up from 20 
nodes to 100 nodes. 
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10 Conclusion 
Having analyzed all data through 1 AP scenario to 10 APs scenario, the conclusion 
can be given now.  
 
1. For all different numbers of nodes in all scenarios of 
different numbers of APs, the increase the number of packet 
size will increase the throughput but decrease the delay and 
media access delay. However, increase the number of packet size 
does not make any significant affects on the retransmission 
attempts. 
 
2. Despite the 1 and 2 APs scenario, all scenarios from 3 APs to 
10 APs have similar inclination on data, which is the 
throughput declines but the delay, media access delay, and 
retransmission attempts grow in pace with the rise of number of 
nodes from 20 to 100 in step of 20.  
 
3. In 1 AP scenario, the regulation that has been mentioned above 
only starts from 20 nodes to 80 nodes. The 100 nodes situation 
is different from others that the throughput is pushed back 
close to 40 nodes situation; delay and media access delay fall 
to reach the level of 60 nodes situation; and the 
retransmission attempts changes marginally comparing to the 
previous step 80 nodes situation.  
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4. 2 APs scenario is unique from others. Only delay and media 
access delay follows the rules that climb with the increase of 
number of nodes. Although the throughput drops with the 
wireless nodes increase from 20 to 40, the throughputs increase 
from 40 nodes to 100 nodes, which is in the opposite position 
of other scenarios. Moreover, the retransmission attempts 
fluctuate irregularly with the rise of wireless nodes numbers.  
 
According to the process of the project and the conclusion, the 
research questions now can be answered: 
 
 Which encryption protocol is the best one for multi-node wireless network 
environment? 
As OPNET does not provide a direct solution for wireless encryption protocol 
simulation, this question cannot be answered in this stage. However, this could 
be an extension of this project and it will be described in the following chapter. 
 
 How the network throughput will be effect by increasing the number of 
wireless nodes in a large-scale wireless network? 
Generally the throughput decreases when the number of wireless nodes 
increases in most experiment scenarios for large-scale wireless network.  
 
 How the network delay will be effect by increasing the number of wireless 
nodes in a large-scale wireless network? 
Generally, both delay and media access delay increase when the number of 
wireless nodes increases in most experiment scenarios for large-scale wireless 
network.  
ISCG 9027 Master Thesis 
By: Xiangle Xu  Student ID: 1218075 
 120 
 
 How different is the data get from test bed implementation and simulation 
implementation? 
According to the data validation process of the experiment, the OPNET 
simulation throughput data is higher than the average test bed experiment data. 
The differences between the two phases decreases from 64.49% to 26.19% in 
pace with the increase of data packet sizes.  
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11 Improvement and future work 
 
As this project has analyzed a large-scale wireless network performance by using 
OPNET simulation tool, there are limitations from various aspects that restrain this 
project such as the time, simulation tools, and hardware resources. There are gaps to 
be improved in the future for this project.  
 
This project originally is supposed to compare the network performance of wireless 
encryption protocols in a large-scale network as well. However, because the 
simulation tool that is used for this project – OPNET does not provide such features, 
this phase of the project cannot be accomplished. As the wireless encryption protocol 
simulation feature may be added in the future update of OPNET, this could be an 
extension for current project.  
 
This project simulates all scenarios in a logical environment that means some physical 
aspects such as distance, signal interference, and hardware stability are not considered. 
To make the simulation process more accurate to the reality, these could be added in 
the future. If there are enough hardware resources in the future, a test-bed experiment 
can be conducted to compare the data with current simulation based experiment.  
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