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Abstract: There are the iso la tion corresponding ly and them igration of risk between the populations in them eta popu la tion. So
this paper proposed a new optmi iza tion a lgor ithm based on the meta popu lation theory. The a lgo rithm smi u la ted the natura l
process of them eta popu la tionm echan ism, such as in itia l the popu lations, the fitness of the population and the individua,l se
lecting, c lon ing andmuta ting, crossover procreating, clon ing o f the mnem onic B ce lls, the depopu lation of the sub popu la
tion, and them igration o f risk of the best indiv idua.l The advantages w ere that the algor ithm smi ulated them eta population s
natura lm echanism, produced and updated the good op tmi um until the best one appeared, and had the parallelism. The
m ethod w as utilized to optmi ize the tw o prob lem s, the smi u la tion resu lts show that the algorithm can find the bette r optmi um
than the common IGA at the sam e iterative tmi es.












生态学家 Lev ins在 20世纪 60年代末发展了 me ta种群理论。
它是种群的概念在一个更高层次的抽象和概括,描述了局部种
群的灭绝和新的局部种群不断建立之间的动态平衡 [ 1]。本文
在介绍免疫遗传算法和 m eta种群理论的基础上, 提出并讨论
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调解, 从而达到整个 m eta种群的动态平衡。
3 基于 me ta种群理论的免疫遗传算法
引入免疫因子 (记忆 B细胞 )的遗传算法是一级遗传。在
此基础上引入 m eta种群理论的遗传算法是二级遗传,即在多










b)产生初始 m eta种群群体 P ( 0)。在问题约束条件下,随
机产生若干个具有记忆 B 细胞个体的局部群体。依次以不同
随机机制产生 M 个局部群体 (确保局部种群之间的相对隔离,
并且每个局部种群的规模不相同 ), 形成 me ta种群 P ( 0)。初
始时可视为 M  N 个具有记忆 B 细胞的个体,即为待优化目标
问题的 M  N 个可行解。
c)并行计算 m eta种群 P ( t)中的每个局部种群 A i。
d)对局部种群 A i ( t)内个体进行交叉操作, 并计算局部种
群 A i ( t)内个体的适应度。在该算法中, 适应度就是描述待优
化目标问题的函数值 ,它表示可行解对问题的满意程度。
e)从 A i ( t)中选择 k1个适应度高的个体, 认为其具有记忆
B细胞,对其进行克隆产生 A i1 ( t+ 1)。对 A i1 ( t+ 1)进行变异
操作产生 A i2 ( t+ 1), 变异率随 A i1 ( t+ 1)适应度的增大而逐渐
减小。
f)从 A i1 ( t)中淘汰适应度低的个体,产生 A i3 ( t+ 1); 同时
将 A i2 ( t+ 1)中适应度高的个体与 A i3 ( t+ 1)合并, 形成新一代
的局部种群 A i ( t+ 1)。这模拟了遗传机制中适应度低的个体
进行自然淘汰。
g )评估 m eta种群中每个局部种群的适应度。灭绝适应度
极低的局部种群, 并将具有记忆 B细胞的最优个体进行冒险
迁移。
h)计算 m eta种群中每个局部种群的距离, 合并距离近的
两个局部种群, 即选择适应度相对高的个体产生新种群。若










体。M IGA是并行遗传算法, 随着 m e ta种群的进化而不断地
更新最优个体, 淘汰适应度低的局部种群, 从而能够加速 M I
GA找到全局最优解, 所以也可收敛到全局最优。
4 模拟实验
4 1 TS P优化
TSP是一个典型的易于描述但难以处理的 NP问题。简而
言之, 就是寻找一条最短的遍历 n个城市的路径, 每个城市只
能遍历一次, 最后回到出发点。或者说, 搜索整个数子集 X =
{ 1, 2, 3, !, n} (表示对 n个城市的编号 )的一个排列 P (X =
{ v1, v2, v3, !, vn } ) ,使得 Td = ∀
n- 1
i= 1
d ( v i, vi+ 1 ) + d ( v1, vd )的值最
小。其中: d ( v i, vi+ 1 )表示城市 v i到 vi+ 1的距离
[ 2]。
在本算法中 ,一个可行解就被视为含有记忆 B细胞的个
体; 种群个体的适应度由 suit_p i = 1- 1 / disi计算确定。对城
市的遍历次序作为局部种群个体染色体的编码,交换操作采用
贪婪交换法, 变异操作采用两点对换变异法。M IGA中, m eta
种群规模为 6~ 10个, 每个局部种群规模随机确定, 设定小于
200, 因此每个局部种群的规模大小不一致。简单遗传算法中,
种群规模随机确定,设定小于 200。以 30个城市为例, 在相同
迭代次数下, M IGA和普通 GA ( IGA )的性能比较结果如图 1
所示。
表 1为 M IGA和 IGA在相同迭代次数下找到的最佳路径
的平均长度的比较。
表 1 M IGA与 IGA比较
算法
迭代次数 /次
1 000 500 200 100
M IGA (平均路径长度 ) 218 9 227 0 263 5 274 9
IGA(平均路径长度 ) 249 2 279 2 293 3 305 1
由图 1和表 1可以看出, 在迭代相同次数的情况下, M IGA
所得到的解比 IGA得到的解更优; 同时, 迭代次数越多, M IGA
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能够比 IGA更快地接近全局最优解。








证计算的神经网络, 本文采用 M IGA优化其参数。M eta种群
规模为 6~ 10个,每个局部种群规模随机确定, 设定小于 100,
因此每个局部种群的规模大小不一致。 IGA中, 种群规模随机
确定,设定小于 100。一个可行解仍被视为含有记忆 B细胞的
个体,可以直接选择克隆繁殖。种群个体的适应度由 su it_p i =
 E i (T s ) + ( 1 - )  E i ( Vs )计算确定。其中: E (T ) = 1 /
m se( x ); 是随机值; T s和 V s是训练样本集和有效样本集。
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