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INTRODUCTION 
The response of proteins to chemical reactions or impulsive excitation that occurs within 
the molecule has fascinated chemists for decades.1-3  In recent years ultrafast X-ray 
studies have provided ever more detailed information about the evolution of protein 
structural change following ligand photolysis,4-5 and time-resolved IR and Raman 
techniques, e.g., have provided detailed pictures of the nature and rate of energy transport 
in peptides and proteins,6-11 including recent advances in identifying transport through 
individual amino acids of several heme proteins.12-14  Computational tools to locate 
energy transport pathways in proteins have also been advancing.15  Energy transport 
pathways in proteins have since some time been identified by molecular dynamics (MD) 
simulations,16-17 and more recent efforts have focused on the development of coarse 
graining approaches,18-29 some of which have exploited analogies to thermal transport in 
other molecular materials.30-35  With the identification of pathways in proteins and protein 
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complexes, network analysis has been applied to locate residues that control protein 
dynamics and possibly allostery,36-38 where chemical reactions at one binding site 
mediate reactions at distance sites of the protein.39-61 In this chapter we review 
approaches for locating computationally energy transport networks in proteins. We 
present background into energy and thermal transport in condensed phase and 
macromolecules that underlies the approaches we discuss before turning to a description 
of the approaches themselves.  We also illustrate the application of the computational 
methods for locating energy transport networks and simulating energy dynamics in 
proteins with several examples.  
One of the themes that we address in this chapter is the difference between energy 
transport in condensed phase generally and in a folded polymer such as a protein 
specifically.  While the approaches that we present and detail are based on linear-
response theory for transport, we apply them to a system, a protein, where energy 
transport occurs highly anisotropically.  We are mainly concerned with the 
characterization of such anisotropic transport, not simply the calculation of transport 
coefficients for a particular object, though that information can also be calculated starting 
with the approaches we present.  The focus here then is on local energy transport 
coefficients, such as local energy conductivities and diffusivities, as discussed below, and 
how these local transport properties connect into a network that mediates energy 
dynamics in the protein.  It is the network of such local energy transport coefficients that, 
once identified and located, can be used to model the global energy dynamics in a 
protein, as we describe.   
That energy transport pathways exist, i.e., energy does not simply flow 
isotropically through a globular protein, is an inherent property of the geometry of a 
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folded protein,62-70 which is less than three-dimensional.  Because energy flow in proteins 
resembles that of transport on a percolation cluster some channels are relatively long 
range, which may contribute to function such as allostery.52, 71-75  In efforts to elucidate 
protein dynamics, strategies have been adopted to identify pathways or ensembles of 
pathways74-81 along which transitions between different states of the protein occur.  
Whether or not vibrational energy transport channels point to pathways involved in 
allosteric transitions, energy relaxation pathways certainly regulate chemical reaction 
dynamics.  Spectroscopic studies of energy relaxation in myoglobin have since some time 
produced a detailed picture of events that follow excitation of the heme and ligand 
photolysis, elucidating the chemical dynamics in that protein.1-2  However, the extent to 
which the relaxation pathways identified in myoglobin play a role in allostery in 
hemoglobins remains unclear.  There is a diversity of orientations of the monomeric units 
of different hemoglobins82 and it would thus be desirable to identify energy transport in 
the hemoglobins to examine if any of them overlap pathways or ensembles of pathways 
along which allosteric transitions take place.   While the extent to which any overlap 
remains unknown, the network of energy transport pathways at the very least provides 
information about the events involved in the protein’s chemical dynamics. 
In the following section we discuss thermal and energy flow in condensed phase 
systems and macromolecules.  We then review two approaches to the calculation of 
energy transport in proteins, and describe how those approaches have been developed to 
identify and locate energy transport networks.  We then turn to a number of applications 
of these approaches.  Finally, we discuss future directions and provide a summary. 
THERMAL AND ENERGY FLOW IN MACROMOLECULES 
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Analysis of molecular dynamics (MD) simulations has since some time yielded detailed 
pictures of energy flow in proteins.  There are excellent monographs and reviews on the 
methodology, including Ref. 83, and many program packages are now available to carry 
out MD simulations.  We do not review them here, but if one is particularly useful to 
implement the computational methods for determining networks of energy transport 
pathways in proteins we shall point that out in our discussion.   
Our focus here is twofold: (1) Using the information generated from MD 
simulations to identify networks of energy transport in proteins; and (2) using alternative 
approaches, such as the harmonic approximation, i.e., normal modes, to simulate energy 
transport and identify energy transport networks.  The normal modes, while an 
approximate description of the dynamics of the protein, have some advantages; they are 
straightforward to quantize for semiclassical approaches of energy transport, and they can 
be used to predict dynamics at arbitrarily long times.  We begin here with a background 
to normal modes and their use in identifying energy transport networks.  We then provide 
background to the analysis of MD simulations to do the same. 
 
 Normal Modes of Proteins 
The analysis of normal modes has long been routinely used to interpret the vibrational 
spectra of small molecules, and excellent pedagogical presentations of normal modes of 
molecules appear in many textbooks on molecular spectroscopy, e.g., Ref. 84.  We shall 
adopt normal modes for the study of energy transport in proteins.  Here we briefly 
summarize the calculation of normal modes of proteins to introduce background and 
notation for the energy transport methodology.   
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The calculation of normal modes of proteins is carried out routinely with many 
computational packages such as CHARMM.85   A number of details about this 
calculation can be found in Ref. 86.  The task of computing normal modes amounts 
finding eigenvalues and eigenvectors of a matrix of the second derivative of the potential 
with respect to coordinate displacements as follows:  Consider a protein with N atoms, 
i.e., 3N Cartesian coordinates, 3 for each atom, j, located at position Rj.  We express the 
potential energy, V, of the protein to second order as 
V (R1,R2,…,RN ) =
1
2 Rm −Rm
eq( )
m,n
∑ Hmn Rn −Rneq( ) ,    [1a] 
Hmn =
∂2V (R1,R2,…,RN )
∂Rm∂Rn R j=R jeq
.      [1b] 
Hmn is an element of the matrix, H , referred to as the Hessian, which are the force 
constants with respect to atoms m and n, i.e., the second derivatives of the potential 
energy evaluated at the minimum energy, or equilibrium, geometry. 
 It is convenient to express the Hessian in terms of mass-weighted coordinates.  
Let M be a 3N x 3N diagonal matrix containing the mass of each atom along the 
diagonal.  A vector of mass weighted coordinates can be defined as  
R = M ⋅R .         [2] 
The Hessian matrix in mass-weighted coordinates is 
H = M −1 ⋅H ⋅ M −1 .        [3] 
Hooke’s law and F = Ma yield equations of motion for the coordinates  
!!R = −H ⋅R          [4] 
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where !!R  represents the second derivative of R with respect to time.   The equations are 
solved by transforming the mass-weighted Cartesian coordinates, R , to normal mode 
coordinates, Q , with the transformation matrix, T , so that  
R = TQ ,         [5] 
where Q  is a 3N coordinate vector.  Each element or mode, α, of Q oscillates with the 
same frequency, ωα , as 
Qα = Aα cos ωαt +δα( )         [6] 
where Aα  and δα  are, respectively, the amplitude and phase.  We define the vector of 
displacements of each atom from its equilibrium position in Cartesian coordinates as u, 
where each element is  
 uj = ejαQα
α=1
3N
∑ ,         [7] 
where ejα  is an element of the transformation matrix T. If the transpose of T is TT, then 
we diagonalize H , to get the diagonal matrix, Λ , the eigenvalues of H , i.e., 
 TTHT = Λ .         [8] 
Each element of Λ  is an eigenvalue, λα =ωα
2 .  We thus obtain the normal mode 
frequencies from the eigenvalues of H .  Each column of T is an eigenvector of H  and a 
normal mode vector, or eigenmode, associated with frequency, ωα . 
 Normal modes of proteins can be calculated using a particular force field model 
of the protein, which determines V (R1,R2,…,RN ) .  The coordinates must correspond to 
a minimum energy structure.  The Hessian in mass-weighted coordinates is then 
calculated and diagonalized to get the normal modes and frequencies.   
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To illustrate the range of normal mode frequencies of protein molecules, we plot 
in Fig. 1 the distribution of normal modes for myoglobin and green fluorescent protein 
(GFP), which were calculated using for the potential energy function the CHARMM 
force field.  We see in Fig. 1 that the distribution of normal modes is very similar, with 
the distribution of mode frequencies approaching 2000 cm-1, then a gap of about 1000 
cm-1, and then other modes with frequency above 3000 cm-1 corresponding to hydride 
stretches.  The proteins are structurally quite difference, myoglobin is largely helical and 
GFP is a mainly β-barrel, and while we do observe some differences in the distribution of 
normal modes, which could also be due in part to a heme in myoglobin that is not present 
in GFP, or the chromophore of GFP, what is most striking is the similarity.  The 
distribution of normal modes displayed in Fig. 1 is typical of globular proteins. 
A normal mode is defined such that all atoms in a mode oscillate about the 
equilibrium position at the same frequency.  However, the amplitude of oscillation may 
vary considerably with the mode.  Some modes may be distributed in such a way that the 
amplitude of oscillation in one part of the protein is comparable to that in another, rather 
distant region.  For other modes the amplitude may be appreciable in a local region.  We 
refer to the former as an extended mode and the latter as localized, though of course those 
terms may have more formal definitions.  A number of measures can be used to quantify 
the extent to which a mode is extended or localized.  If we are interested in the extent to 
which various residues of a protein participate in a normal mode, we can begin with the 
projection, pjα , of a normal mode, α, onto displacements of atoms of residue, j, 
pjα = enα
n∈ j
∑
2
,         [9] 
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where the sum is over all atoms, n, of residue j, and of course each component (x-, y-,z-) 
of each atom must be included in the sum. We then define the information entropy for 
mode α as87 
Sα = − pjα
j
∑ ln pjα ,        [10] 
where the sum is taken to Nres, the total number of residues of the protein.    If the 
vibrations of each residue contribute equally to a normal mode then Sα = lnNres .  If a 
normal mode vibration is localized to a single residue then Sα = 0 .  Thus eS  is 
comparable to the number of residues of the protein that a normal mode spans.  In 
practice, because of the fluctuations in the eigenmodes of a protein, we expect for an 
extended mode to find eS ≈ 23 Nres .
87 
 To illustrate the extent to which modes of a protein are localized as a function of 
the frequency of the mode, we plot in Fig. 2 eS  for each of the normal modes we have 
computed for GFP.  The variation of eS  with mode frequency that we observe for GFP in 
Fig. 2 is similar to the variation we have found for other proteins.69  The normal modes 
are delocalized over the 238 amino acids of GFP at relatively low frequency, to about 150 
cm-1, then become more localized to fewer amino acids as the frequency increases to 
about 300 cm-1, after which the normal modes remain fairly localized, though there is 
considerable fluctuation in eS with mode frequency.  For example, we see a region in 
frequency as high as about 1600 – 1700 cm-1 where the vibrational modes are relatively 
delocalized.  That region is the amide I vibration, which is predominantly a CO stretch of 
the peptide bond, and because of dipole-dipole interactions it extends over several 
peptides. 
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 From the perspective of energy transport, we see that the low frequency modes of 
the protein are best suited to carry energy over longer distances.  Since 300 K 
corresponds, via ω = kBT / ! , to a frequency of about 200 cm-1, there are some thermally 
populated normal modes that may be localized to regions of the protein.  They can 
transport energy in those regions, but not over the entire protein.  Energy from those 
modes can be transferred to the more extended modes at lower frequency by anharmonic 
interactions.87  Those processes occur during a classical MD simulation, but they do not 
occur when we restrict the system to normal modes.  Anharmonicity enhances energy 
transport because it can transfer energy from partially localized modes to extended ones, 
so there may be some difference in the rate of energy transfer when we do not account for 
such processes.  Nevertheless, the normal modes provide the overall network of energy 
transport pathways that span the protein.  They are also a useful starting point for energy 
transfer calculations, as the thermal population of the modes, which will be included 
explicitly in the mode heat capacity below, can be accounted for, which is useful in 
determining thermal transport in the protein. 
 
Simulating Energy Transport in Terms of Normal Modes 
Once normal modes have been computed displacements, un, and velocities, vn, for any 
atom n can be computed at any time in terms of the normal modes.  These are given by 
un (t) = enα cos(ωαt) en 'α
n '
∑
α
∑ ⋅un ' (0)+ enα
sin(ωαt)
ωα
en 'α
n '
∑
α
∑ ⋅vn ' (0) ,    [11a] 
vn (t) = enα cos(ωαt) en 'α
n '
∑
α
∑ ⋅vn ' (0)− enαωα sin(ωαt) en 'α
n '
∑
α
∑ ⋅un ' (0) .    [11b] 
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Since we are interested in the transport of energy, we can examine how the normal modes 
propagate energy in the molecules as follows: Consider the kinetic energy, En(t), of atom 
n at time t.  We start with a relaxed structure and introduce an excitation in the form of a 
wave packet.  The center of kinetic energy, R0(t), and variance, 
€ 
〈R2(t)〉, are  
R0 (t) =
RnEn(t)
n
∑
En (t)
n
∑
,                                                                 [12a]  
〈R2( t)〉 =
(Rn −R0( t))2En (t)
n
∑
En (t)
n
∑
.                                [12b] 
An initial wave packet is needed, which we have in practice generated as follows: We 
propagate a wave packet expressed as a superposition of the normal modes, starting with 
an initial wave packet taken to be a traveling wave, as we and others have in previous 
work,68, 88-89 where the displacement of atom n initially has the form 
un (t) = Bn exp −
(Rn −R'− v0t)2
2g2
!
"
#
$
%
&ei(Q0⋅Rn−ω0t ) .          [13] 
R'  is the position of the atom at the center of the wave packet, v0 is the initial velocity, g 
is the width, Q0 is the wave vector of the initial excitation, ω0 is the central frequency of 
the initial excitation, and Bn is the amplitude.  With this initial wave packet displacements 
and velocities at t = 0 are determined.  Specific values of some of these parameters that 
we have used in simulations will be given with an example below. 
 
Energy Diffusion in Terms of Normal Modes 
In crystals wave packets that are linear superpositions of the normal modes carry energy 
unimpeded and ballistically through the object.  Normal thermal conduction that follows 
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Fourier’s heat law, where local temperature is well defined and thermal energy diffuses, 
occurs in crystals because of the anharmonic coupling among the normal modes.  
Thermal transport in crystals has been described in many textbooks and reviews, e.g., 
Ref. [90].  In aperiodic systems, such as proteins, the absence of a repeated structure 
contributes to resistance, and can be captured in harmonic approximation.  That is not to 
say that anharmonic interactions are not important.  A local temperature can only be 
established by inelastic scattering, which occurs by anharmonicity, and we recognize that 
this thermalization process exists even if we do not always explicitly address it.  
Moreover, anharmonic interactions enhance thermal transport in proteins, in contrast to 
the case for crystals.  The reason for this enhancement is that many thermally accessible 
normal modes of a protein are spatially localized, as we saw above (c.f. Fig. 2) and the 
anharmonic interactions open up channels for energy transfer from these spatially 
localized modes into lower frequency delocalized modes, which transport energy more 
globally.  This process and its important role in thermal transport in proteins has been 
reviewed in the past, e.g., in Refs. [69, 91], and we refer the interested reader there.  The 
dominant energy transport pathways in proteins, which we seek to locate, are largely 
made up of relatively low-frequency modes of the protein and we can often find those in 
harmonic approximation.  For now, we neglect the anharmonic interactions and focus on 
energy transport by normal modes. 
 In harmonic approximation, the coefficient of thermal conductivity of an object 
can be expressed in terms of the heat capacity for a mode, Cα , and the mode diffusivity, 
Dα .  The coefficient of thermal conductivity, κ, for the object, which is the constant of 
proportionality between a thermal gradient and the energy flux, is given by 
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κ = CαDα
α
∑ ,          [14] 
The heat capacity is for mode α per unit volume (which we set to 1 since it does not enter 
into any calculations that follow; see below) in harmonic approximation is 
Cα = kB β!ωα( )
2 eβ!ωα
eβ!ωα −1( )
2 ,       [15] 
where β =1/ kBT .  What remains is calculation of the mode diffusivity, Dα , which we 
estimate for an aperiodic object following the work of Allen and Feldman (AF).92  The 
contribution of the thermal population of a normal mode is contained in the heat capacity, 
which makes only a small contribution to thermal transport for higher frequency modes, 
where ωα > kBT / ! .  In practice, however, the mode diffusivity is often relatively small 
for those higher frequency modes, too, since, as we saw above, the higher frequency 
modes tend to be localized to particular regions of the protein and cannot carry energy 
efficiently over extended distances. 
We turn now to calculation of the mode diffusivity in terms of the normal modes 
of the protein.  The local energy density, h(x), for instance the energy density at an amino 
acid, is obtained by summing over all atoms, l, in this region, A, 
 h(x) = hl
l∈A
∑ .         [16] 
The condition of local energy conservation is 
 
€ 
∂h(x)
∂t + ∇ ⋅S(x) = 0 .        [17] 
The total heat current operator for an object of volume, V, is 
 S = 1V d
3x S(x)∫ .         [18] 
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 As discussed by AF,92 the heat current operator can be expressed in the following 
way, as originally pointed out by Hardy,93 
 S = 12V
pl
ml
pl2
2ml
+V (Rl )
!
"
#
$
%
&+H.c.
!
"
#
$
%
&
l
∑ + 22i!V Rl −Rm( )
pl2
2ml
,V (Rm )
!
"
#
$
%
&+H.c.
!
"
#
$
%
&
l,m
∑ .  [19] 
In Eq. [19], pl and Rl and the momentum and position of atom l with mass ml, 
respectively, and H.c. refers to harmonic conjugate.   As AF point out, the first term 
represents local energy at Rl moving with local atomic velocity pl/ml, which, while 
dominating energy transport in gases, plays little role in energy transport in the relatively 
rigid objects we consider here.  Proteins, of course, change structure all the time, but not 
typically on the picosecond time scale over which vibrational energy in the protein flows.  
The second term corresponds to the product of the rate at which atom m does work on 
atom l and the distance, Rl – Rm, over which the energy is transferred.  This term 
contributes almost all of the energy transfer in relatively rigid objects like proteins, and 
only this term is included in their derivation of the mode diffusivity. 
When the potential in Eq. [19] is harmonic, the heat current operator can be 
written in second quantized form as 92-93 
 
€ 
S = Sαβaα†
α,β
∑ aβ .        [20] 
where a† and a  are the harmonic oscillator raising and lowering operator, respectively, 
and α and β are two modes of the protein.  The coefficient, Sαβ, between modes α and β of 
the protein can be expressed in terms of the Hessian matrix, H, and eigenmodes, e, of the 
object,92 
 Sαβ =
i!(ωα +ωβ )
4V ωαωβ
elα
l,l
∑ Hrr 'll ' (Rl −Rl ' )
r,r '∈(x,y,z)
∑ el 'β ,    [21] 
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where Rl is the position of atom l and r is a coordinate (x, y or z).   V is the volume of the 
space spanned by the two regions.  While such a volume remains somewhat ambiguous, 
it cancels out in the definition of the local energy diffusivity, Eq. [22] below.  The mode 
diffusivity can then be expressed in terms of the matrix elements of the heat current 
operator,  
 Dα =
πV 2
3!2ωα2
Sαβ
β≠α
∑
2
δ ωα −ωβ( ) .      [22] 
In practice, we replace the delta function in Eq. [22] with a rectangular region in the 
frequency difference so that several modes, at least about 5, are included in the sum.  
Starting with the Hessian matrix and the normal modes we can calculate the matrix 
elements of the energy current operator with Eq. [21].  Those matrix elements, in turn, 
can be used in Eq. [22] to calculate the mode diffusivity for an aperiodic object.  The 
mode diffusivity, together with the heat capacity for that mode, which is given by Eq. 
[15], yields the thermal transport coefficients for an aperiodic object, i.e., the thermal 
conductivity, which is given by Eq. [14].   
Below, we shall break up the calculation into specific regions of a protein to 
calculate a local energy diffusion coefficient between those regions.  The most natural 
regions are of course the amino acid residues, any cofactors the protein might have, and 
perhaps embedded water or clusters of water molecules.  The network of coefficients 
provides a mapping within the protein of the pathways by which energy transport occurs.  
We shall compute appropriate thermal averages over the mode diffusivities to obtain 
those values at a specific temperature.  We shall also introduce them into a master 
equation to simulate energy transport along the network. 
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Energy Transport from Time Correlation Functions 
As we have seen, the normal mode formalism provides a powerful framework for the 
characterization of transport properties of materials. In this section, we introduce another 
method to study energy transport of proteins based on the time correlation function 
formalism94 by using MD simulations. 
Nowadays, the MD simulation technique has been applied to study a wide range 
of materials such as crystalline solids, molecular liquids, and biological molecules. 
Regarding proteins, their heterogeneous and anisotropic features make them unique 
among various materials. In a protein molecule, the “sub-nanoscopic” transport properties 
should be strongly site-dependent, in contrast to crystalline solids and molecular liquids, 
for which the evaluation of macroscopic thermal conductivity is meaningful. This topic 
will be further discussed in the section Energy Transport in Proteins is Inherently 
Anisotropic below.  
Taking these circumstances into account, we first introduce a concept of 
interresidue energy current, i.e., energy flow per unit time, and interresidue energy 
conductivity, which will be denoted as irEF and irEC, respectively. Based on the linear 
response theory, irEC is defined in terms of the time correlation functions of irEF.18-19, 29, 
95 First, we consider the total energy of the system given by  
                                     [23] 
where pi and Ri are the momentum and position of atom i with mass mi, respectively. N is 
the total number of atoms, and V represents the potential energy term, which contains 
two-, three-, and four-body interactions in typical force-field models. To derive 
mathematical expression for irEF, we first represent the potential energy as a function of 
E = pi
2
2mi
+V (R1,R2,…,RN ),
i
∑
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interatomic distances, i.e., V =V Rij{ }( ) .  Then, the total force acting on each atom is 
expressed as a summation of pairwise interatomic forces: 
                         [24] 
where Rij = |Rij|=|Ri–Rj| is the distance between atom i and j, and Fij represents the force 
acting on atom i from atom j.96 Note that several different ways have been proposed to 
derive pairwise interatomic forces from multibody potential functions.96-100 Next we 
consider the time derivative of the total energy expressed as 
  [25]  
where the last term of Eq. [25] represents the summation of the time derivative of the 
energy of atom i. If we define the interatomic energy current from atom j to i as 
                                              [26] 
then Eq. [25] shows that the total energy influx per unit time to atom i is equal to dEi/dt. 
Thus, irEF between a pair of residues A and B is expressed as  
 ,                                              [27] 
where NA and NB are the numbers of atoms in residues A and B, respectively. Note that A 
and B do not have to be residues, but they can be any atom groups. The energy exchange 
rate between these two sites is quantitatively measured by , which is defined in terms 
of the time-correlation function of irEF as 
Fi = −
∂V
∂Rkj
∂Rkj
∂Ri
= − ∂V
∂Rij
Rij
Rij
≡
j≠i
∑
k, j>k
∑ Fij,
j≠i
∑
dE
dt =
pi
m ⋅
!pi
i
∑ + ∂V∂Rij
∂Rij
∂Rij
⋅
dRij
dtj>i∑i∑ = vi ⋅Fii∑ −
1
2 Fij ⋅ vi − v j( )j∑i∑
      = vi ⋅ Fij
j
∑
i
∑ − 12 Fij ⋅ vi − v j( )j∑i∑ =
1
2j∑i∑ Fij ⋅ vi + v j( ) =
dEi
dt ,i∑
Ji← j =
1
2 Fij ⋅(vi + v j ),
∑∑
∈ ∈
←← =
A BN
Ai
N
Bj
jiBA JJ
ABL
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                                   [28] 
where R is the gas constant and T is the absolute temperature. Hereafter, RT × LAB is 
referred to as irEC. The time-correlation function of irEF is calculated by using a NVE 
MD trajectory. 
 
Energy Transport in Proteins is Inherently Anisotropic 
The approaches described in the previous sections can be used to characterize energy and 
thermal transport in many condensed phase systems, where there may not be a particular 
direction along which energy transport occurs.  The situation is quite different in globular 
proteins, and other folded polymers, in which energy transport is inherently anisotropic.  
One origin of anisotropy is the geometry of a protein, which is not a compact three-
dimensional object, and instead resembles a percolation cluster in three-dimensional 
space.  Energy flow in a protein thus mimics in many ways transport on percolation 
networks, where a network of sites gives rise to fast transport along channels connecting 
distant points directly and otherwise slow transport along numerous pathways reaching 
dead ends.  This connection can be made more precise by comparing statistically energy 
flow in proteins with flow on a percolation cluster, and we address now some 
characteristics of the latter. 
 For a detailed discussion of the connection between proteins and percolation 
clusters we refer the reader to Ref. 69.  Briefly, Alexander and Orbach found that the 
mean square displacement of a vibrational excitation on a fractal object varies as 101 
 
€ 
R2 ~ tα ,          [29a] 
LAB =
1
RT JA←B (t)JA←B (0) dt,0
∞
∫
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€ 
α = d /D,         [29b] 
where 
€ 
d  and D are characteristic dimensions.  The latter is simply the fractal dimension 
of the object, where mass, M, scales with length, L, as 
€ 
M ~ LD .         [30] 
The flow of vibrational energy also depends on 
€ 
d , which is referred to as the spectral 
dimension.  The spectral dimension describes how the vibrational density of states, ρL(ω), 
varies with mode frequency, ω, and is defined as 
 
€ 
ρL (ω)∝ω d −1,         [31] 
where the subscript L indicates a particular length scale of the object, such as the radius 
of gyration of a polymer.  For a three-dimensional object, the spectral dimension, 
€ 
d , is 
simply 3 and Eq. [31] is the Debye law for the vibrational density of states.  When the 
object is fractal 
€ 
d  takes on a different value than the mass fractal dimension, D. 
The fractal dimension, D, provides information about the arrangement of atoms of 
the protein and the spectral dimension, 
€ 
d , about the density of vibrational states. The 
number of sites, S, visited by a random walker on a percolation cluster, restricted by the 
connectivity, or bonds between sites, scales as 
€ 
S ~ t d / 2.101  The dispersion relation is 
given by 
 ω ~ k D / d ,         [32] 
Where k is the wave number.  This dispersion relation has been observed to hold for a 
number of globular proteins in calculations of the variation of ω with k for modes to 
about 80 cm-1,68  and we provide one example below.  
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Of course, the lengths over which Eq. [30] – [32] can be expected to hold in 
proteins are rather limited.  The mass fractal dimension, D, has been determined for 
proteins by calculating the mass enclosed in concentric spheres centered near the core of 
the protein,62,	   66-­‐67 where a linear variation is found when lnM is plotted against lnR, 
where R is the radius of the sphere, over radii from a few tenths of nm to a few nm, i.e., 
about an order of magnitude.  The variation over this length scale is linear, the slope 
corresponding to the mass fractal dimension, and comparable in value, roughly 2.7, for 
hundreds of proteins examined.  Similarly, Eq. [29] is limited in the extent of time over 
which it can be expected to hold, in practice a few picoseconds. 
Eq. [29] and [31], which have been derived for percolation clusters, hold for 
proteins, as we illustrate in Fig. 3.  We see there that the frequency varies as the wave 
number, k, raised to the power 1.69.  That value was determined independently by 
calculation of the mass fractal dimension, D, and spectral dimension, 
€ 
d , for myoglobin, 
the ratio of which is 1.69.  Similarly, the ratio d /D 	  determines the power law time-
dependence of the variance of the energy distribution in myoglobin, as also shown in Fig. 
3, where the variance of a wave packet initially near the center of the protein was found 
to spread as predicted for a percolation cluster.  
Because energy transport is inherently anisotropic our goal is to locate energy 
transport pathways in a protein.  We discuss two different approaches to do that in the 
following sections, one that uses the normal modes of the protein and one that uses 
information obtained from the trajectories of MD simulations.  Having located a network 
of pathways in a protein we then model the energy dynamics along the network, which 
we also discuss. 
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LOCATING ENERGY TRANSPORT NETWORKS 
Communication Maps 
Trajectories obtained from classical MD simulations have revealed pathways for 
energy transport in proteins commencing, say, from a reaction center,15, 17, 102 such as the 
heme group of myoglobin.  Such pathways can also be found from simulations of protein 
dynamics in terms of the normal modes of the system via Eq. [11] – [13].  As an 
example, consider the simulation of energy transport in the homodimeric hemoglobin, 
HbI, which we discuss further below.   For the initial wave packet, Eq. [13], we used as 
parameters the following: The initial wavepacket, expressed as a superposition of the 
normal modes, was centered on the Fe atom of one of the hemes.  For the simulations it 
was convenient to use a frequency filter whose width, δω, is 50 cm-1, and took the central 
frequencies to be 10 cm-1, 50 cm-1, 100 cm-1, and continuing in 50 cm-1 intervals until 950 
cm-1, which was high enough in frequency to obtain converged results in thermal 
averaging for temperatures to 300 K.  The width of the initial wave packet is g = 3Å.  The 
magnitude of the wave vector of the initial excitation, Q0, is 0.63 Å-1 and it points  +45˚ 
from the x-, y- and z-axis; we take ω0 = 9.4 ps-1, and v0 = 20 Å ps-1, which is reasonably 
close to the speed of sound in proteins.87, 103   We checked that our results did not vary 
significantly with modest changes in these initial conditions.  All components of Bn for 
all atoms are taken to be the same, and the magnitude is unimportant as it cancels out 
when we compute the center of energy and its variance.   Further details can be found in 
Ref. [25].   
The first 4 ps of the simulation, where thermal energy is first deposited in the 
heme that appears red at 1 ps, are plotted in Fig. 4.  Anisotropic transport through the 
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protein is observed, and parallels the energy flow that follows the early stages of 
allosteric transitions in this protein, which have been measured by time-resolved X-ray 
studies.104  At 1 ps we find that 20% of the energy in the system is contained in specific 
parts of the interface region, i.e., Lys96, Asn100 and the hemes of both globules and the 
interfacial water molecules, and at 4 ps we still find 12% of the energy of the system in 
these residues and the interfacial water molecules.  Energy flow directly to the interfacial 
water molecules from the “hot” heme occurs within the first few picoseconds, 
significantly more than to any single residue of the protein.  While the collective mass of 
the interfacial water molecules, 306 Da, is more than twice the average mass of a single 
residue, 135 Da, a disproportionate amount of energy was found to flow to the water at 
the interface.   Below we discuss this protein in more detail, where we use it as a case 
study to illustrate communication maps. 
The results in Fig. 4 are plotted in terms of the energy in each residue at a given 
time, specifically the kinetic energy of each atom, combined for each residue.  To 
identify and locate energy transport pathways and the network of such pathways, we have 
developed a different approach, albeit one that also begins in harmonic approximation. 
The approach is a coarse-graining one yielding a network weighted by local energy 
diffusion coefficients calculated in terms of normal modes.24  The weights assigned to 
each line in the network, i.e., between pairs of residues, are expressed in terms of the 
matrix elements of the energy current operator, S, which in harmonic approximation can 
be written in terms of the Hessian matrix, H, and eigenmodes, e, of the object.92  The 
mode diffusivity, in turn, can be expressed in terms of the matrix elements of S, as we 
have seen.92   
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We break up each matrix element, introduced above in Eq. [19], into 
contributions from individual residues.  The contribution to the energy flux between 
residues A and A’ to matrix element Sαβ is 24 
 Sαβ{AA '} =
i!(ωα +ωβ )
4V ωαωβ
elα
l,l '∈AA '
∑ Hrr 'll ' (Rl −Rl ' )
r,r '∈(x,y,z)
∑ el 'β ,    [33] 
where Rl is the position of atom l and r is a coordinate (x, y or z), and V is volume.  We 
sum the atoms l together in a given region, A, and sum atoms l’ together in region A’.  For 
mode α the energy diffusivity is a sum over the squares of matrix elements of the heat 
current operator, i.e., Dα ∝ Sαβ
β≠α
∑
2
δ ωα −ωβ( ) .  Considering only energy flow between 
residues A and A’, we approximate the local energy diffusivity in mode α using the 
harmonic model as 
 Dα{AA '} =
πV 2
3!2ωα2
Sαβ{AA '}
β≠α
∑
2
δ ωα −ωβ( ) .     [34] 
Dα{AA '} is the mode-dependent energy diffusivity between regions A and A’.  As with the 
calculation in Eq. [22], we replace in practice the delta function in Eq. [34] with a 
rectangular region in the frequency difference so that several modes, at least about 5, are 
included in the sum.  We note that for a local thermal diffusion coefficient to be well 
defined we are effectively assuming that thermalization occurs within each residue.  
Thermalization in molecules has been the focus of considerable attention,87, 91, 105-142 in 
part because it mediates chemical reaction kinetics,143-154 and thermalization appears to be 
largely complete on the scale of peptides.155-161  In practice a region, A, is a residue or a 
cofactor such as a heme, or perhaps a cluster of water molecules in the protein.  We note 
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that when A and A’ span the molecule, Eq. [34] gives the mode diffusivity,92 from which 
the coefficient of thermal conductivity, κ, can be expressed for the whole system.   
We refer to the collection of local energy diffusion coefficients of a protein as a 
communication map.  We calculate a thermal average for the local energy diffusion 
coefficient at a particular temperature, T, 
 DAA ' =
Cα (T )Dα{AA '}
α
∑
Cα (T )
α
∑
,       [35] 
where Cα is calculated with Eq. [13], which incorporates the thermal population of the 
modes and is the only quantum effect that is accounted for in the energy transport.  
Assuming energy diffusion between pairs of residues, the time constant between A and A’ 
per degree of freedom, τAA’, is calculated as  
τ AA ' = dAA '2 / 2DAA '         [36] 
where dAA’ is the distance between A and A’, which in practice we take to be the distance 
between the center of mass of the two residues.  Local energy diffusion occurs along a 
path between these two centers of mass, so that this is essentially one-dimensional 
transport.  We therefore introduce a factor of 2 in Eq. [36], as appropriate for diffusion 
along this path.  
 
CURrent calculations for Proteins (CURP) 
The source codes of the CURP program version 1.1 is available at http://www.comp-
biophys.com/yamato-lab/resources/curp.html.95 The purpose of this software is to 
illustrate the biomolecular properties in terms of physics language, and to quantify some 
transport coefficients at the sub-nanoscopic scale by using atomistic MD trajectories.  
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For example, by using the concept of irEC, we analyzed the vibrational energy 
transfer pathways in photoactive yellow protein (PYP) from the chromophore to the N-
terminal cap where light-induced partial unfolding takes place.19, 29, 162-164 The second 
example is identification of the “epicenter” of the “proteinquake” in PYP via stress tensor 
analysis.165 It is interesting to note that strain analysis has also turned out to be useful to 
identify allosteric coupling pathways,166 and to illustrate pressure deformation167-168 and 
conformational changes associated with ligand migration169 in proteins. Recently, we 
introduced a concept of Energy Exchange Network (EEN) such that it represents the 
network of nodes (= amino acid residues) whose connectivity is defined based on the 
irEC values of residue pairs, and examined the molecular mechanism of hidden dynamic 
allostery of a small globular protein, PDZ3.18, 95, 170 Some of these examples are explained 
in the next section. 
The CURP program is written in Python and FORTRAN, reads (A) the force filed 
parameters and molecular topology and (B) the atomic coordinates and velocities from 
the MD trajectory, and then calculates transport coefficients (Fig. 5). The program uses 
Open MPI for efficient calculations with parallel processing. The computation times for 
the irEF and irEC calculations are proportional to the number of residue pairs considered. 
For instance, we performed a 1 ns NVE simulation of the wild-type PDZ3 using four 
cores of Intel Core i7-3930K processor (3.2 GHz), and calculated irEFs and irECs 
considering 4753 residue pairs for calculations. As a result, the computation times were 
224 and 390 minutes for irEF and irEC, respectively. The AMBER format is supported 
for the current version 1.1. The CURP interface with the AMBER program is compatible 
with NetCDF files, which are written in a machine independent binary format.  
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 Regarding the complex nature of protein conformational space, it has been widely 
accepted that the presence of multiple minima on the energy landscape, with the structure 
and dynamics of a protein slightly different from one minimum to another. Therefore, it 
is highly recommended to use multiple NVE MD trajectories starting from different 
energy minima for the analysis of energy transport of proteins. In the previous study,18 
for instance, we performed 100 short NVE simulations for 1.0 ns starting from 100 
different initial conditions to calculate irEC of PDZ3 domain (Fig. 6). During the k-th 
NVE simulation (k = 1, 2, …, 100), the irEF, JkA←B, from residue B to A is calculated at 
each time point, t, to obtain LkAB as  
                                   [37] 
where 
                    [38] 
If the upper limit of the time integral in Eq. [37] is sufficiently greater than the 
characteristic time scale for vibrational energy transfer, the limit operation is 
unnecessary. In the previous study, we set τ = 500 ps and Nframes = 50,000, and  was 
averaged over the Ntraj (= 100) trajectories to obtain 
                                               [39] 
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∑ .
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APPLICATIONS 
Communication Maps: Illustrative examples  
As an illustrative example of the energy transport networks that can be computed for a 
protein in terms of a communication map, we summarize in this section computational 
work identifying networks of energy transport channels in the allosteric homodimeric 
hemoglobin from Scapharca inaequivalvis, HbI, the structure of which can be viewed in 
Fig. 4.171   It is useful to discuss the energy transport network that we identify in the 
context of allosteric transitions that occur in HbI upon ligand binding.  We thus first 
provide some background about this protein.   
Among the most notable features of HbI is a cluster of water molecules at the 
interface between the two globules, each of which is similar to the protein myoglobin.  
When HbI is in the unliganded state the crystallographic structure reveals a cluster of 17 
water molecules at the interface, whereas 11 are found in the liganded state.  The free 
energy of ligand binding in HbI and the origin of cooperativity is mainly entropic, 
corresponding to the expulsion of about 6 water molecules.172-173 Ligand-linked tertiary 
structural changes occur upon ligand binding, including rotation of Phe97 into the 
interface between the globules, which is otherwise tightly packed against the proximal 
histidine, His101, in the unliganded structure. Cooperativity depends on a number of 
residues at the interface in contact with the tightly bound174 cluster of water molecules,175-
177 and the Lys30-Asp89 salt bridge,178 which is far from the water cluster but crucial to 
the stability of the homodimer.  Crystal structures reveal differences between the 
hydrogen bonding arrangement between the waters and side chains at the interface of the 
unliganded and liganded states,179 and modification of this arrangement by point mutation 
thereby influences cooperativity.175, 177 Overall the ligand-linked changes are mainly 
27 
tertiary in HbI; quaternary changes that take place, among the last steps,180 are much 
smaller than those in tetrameric human hemoglobin.  
  We have computed an energy transport network for the homodimeric hemoglobin 
from Scapharca inaequivalvis, HbI, where we obtained the transition times between 
residues with Eq. [36].27  In addition to a network where all edges were weighted by τAA’ 
we also identified networks of non-bonded residues and the water cluster subject to cutoff 
times for τAA’, specifically 2 ps and 3 ps.  Any non-bonded residue pair, or a residue and 
the water cluster, lies within a non-bonded network (NBN) if pair is linked by an edge 
with a value of τAA’ that lies below the cutoff.  While there are many such non-bonded 
pairs most of them are isolated.  A criterion whereby at least 5 nodes must be so 
connected was used to form a NBN, which indicates pathways along which rapid 
response to a local strain occurs in the protein via non-bonded interactions.  
 In Fig. 7 we illustrate the energy transport NBNs for the deoxy state of HBI (top 
two images), and oxy state (bottom two images).  The threshold values for τ are 2 ps in 
(two images shown on left) and 3 ps (two images shown on right).   Consider first deoxy 
HbI, plotted as the two images on the top.  For the shorter time cut-off, 2 ps, we observe 
two regions, one (red) that includes the heme, the water cluster, and several residues in 
the middle of the E helix and the upper portion of the F helix.  (More information about 
the specific residues in the NBN can be found in Ref. 27.)  Both the proximal and distal 
histidines belong to the same NBN as the heme and water cluster, part of a network that 
spans both globules.  The other NBN (purple) includes the salt bridge formed by Lys30 
and Asp89, as well as other residues of the upper portion of the B helix, the lower portion 
of the E helix and a few residues of the F helix.  This NBN also spans both globules.  
When we extend the cutoff to longer times, 3 ps, plotted top right, both of these NBNs 
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grow and new ones appear.  In addition to the much-expanded red network, which 
includes the hemes and water cluster, the upper parts of the E, F and H helices, and the 
moderately expanded purple network, which includes the salt bridges, three other NBNs 
localized on each globule form.  One of these NBNs (yellow) includes residues from the 
lower portion of the B helix, residues of the lower portion of the H helix, and a few 
residues of the E helix.  Another (blue) includes a few residues in the upper part of the B 
helix, the C helix, and the G helix.  A third new NBN (green) includes the middle of the 
B helix. 
 The NBNs for unliganded HBI are distinct from those of liganded HbI, and are 
shown in Fig. 7 as the two images on the bottom.  At the shorter cutoff, 2 ps, plotted 
bottom left, we again find only two NBNs, but only one that spans both globules, the 
purple network that includes the Lys30 - Asp89 salt bridge, as well as Asp28, Asn32, 
Asn86 and Val93.  The NBN that includes the heme (red) no longer includes the cluster 
of water molecules at the interface, which is smaller (11 molecules) than in the 
unliganded protein (17 molecules).  The red NBN consists of the heme, His69, Leu73, 
Leu77, Ala98, His101 and Arg104, as well as a few residues from the E and F helix.  At 
the longer time cutoff, 3 ps, plotted bottom right, there is again only one NBN spanning 
both globules (purple), which includes the Lys30-Asp89 salt bridge and water cluster, as 
well as the lower portion of the B helix, the upper part of the D helix, and parts of the E 
and F helices, including Phe97.  The red network, which includes the heme, grows only 
slightly beyond the NBN obtained with the shorter cutoff.  Three other NBNs appear 
each confined to one globule.  The yellow and blue NBNs partially overlap the NBNs of 
the unliganded protein of the same color.  Another network (silver) does not overlap 
NBNs of deoxy HbI.  The yellow NBN includes the lower part of the B helix, the upper 
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part of the E helix, and the upper part of the H helix.  The blue NBN includes the upper 
portion of the B helix, the G helix and the lower part of the H helix.  The silver NBN 
includes parts of the B, C and E helices. 
These NBNs constitute groups of residues that respond to local strain via non-
bonded interactions.  The approach we have described here to locate networks in which 
such a response occurs is in the spirit of other, earlier methods to predict the response in a 
protein to local strain,167  as well as some other approaches discussed in this chapter.  For 
the NBNs identified in HbI, both unliganded and liganded states contain an interglobule 
network with the Lys30-Asp89 salt bridge at its core, while the unliganded protein also 
contains an interglobule network that includes the hemes and nearby residues bridged by 
the cluster of water molecules at the interface.  For the unliganded protein the more 
immediate response of the water cluster to local strain at each heme is consistent with 
expulsion of water molecules that accompanies the allosteric transition to the liganded 
state.  Of course, the more complete network also includes the main chain, along which 
energy transport occurs readily, and its role to energy transport in HbI, and discussion of 
connections of energy transport networks identified in HbI to allosteric transitions in that 
protein are detailed in Ref. 27.   
The most prominent NBNs, which are indicated by red and purple in Fig. 7, play a 
critical role in cooperativity of HbI, as a variety of experiments reveal.  Mutation studies 
that influence interactions between the water cluster and the protein reveal significant 
effects on cooperativity.175-177 Mutation of Lys30 to Asp30 destabilizes the protein 
altering the mechanism of cooperativity, which then involves dissociation of the two 
globules upon oxygen binding, and reformation of the dimer upon dissociation.178  As 
pointed out above, modification of the arrangement of hydrogen bonds between water 
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molecules and side chains at the interface by point mutation has also been found to 
influence cooperativity.175, 177  The two most important NBNs in the unliganded structure 
apparently identify two regions that control allostery in this protein.    
Once we have identified an energy transport network in a protein we can use the 
rate constants for energy transfer between residues to model energy dynamics in the 
protein.  One relatively straightforward way to do that is with a master equation 
simulation, which we now summarize.  To provide details about such a simulation it is 
preferable to consider a small protein.   For that reason we discuss here a recent 
comparison between results of a master equation simulation and results of all-atom non-
equilibrium simulations of energy flow in the 36-residue villin headpiece subdomain, 
HP36, shown in Fig. 8.  The rate constants used in the master equation simulations were 
obtained from the local energy diffusion coefficients using Eq. [36].22  We note that a 
more recent study of HP36 by Stock and coworkers suggested that the rate constants in 
the master equation simulations are related to dynamic fluctuations of the protein,28  a 
connection we discuss briefly below. 
In a recent study of the 36-amino acid fragment from the villin headpiece 
subdomain, HP36, the results of a master equation simulation using the rate constants 
obtained from communication maps were compared with results of all-atom non-
equilibrium simulations.22  The master equation is, 
dP(t)
dt = k P(t),        [40] 
where P is a vector with elements corresponding to the population of each residue and k 
is the matrix of transition probabilities between residues. The elements of the matrix, 
kij{ } , are the rate constants for energy transfer between a pair of residues, i and j. The 
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solutions of the master equation describing the time evolution of the population of the 
residues is given by 
P(t) = exp(kt)P(0),        [41] 
The elements of the rate matrix were obtained using Eq. [36].  Damping due to coupling 
to the solvent environment was also included in some of the simulations reported in Ref. 
22, which matched closely results of all-atom non-equilibrium simulations of hydrated 
villin, but for the illustrative calculations we review here only the results without 
damping will be discussed. 
The energy transport dynamics modeled both by the all-atom non-equilibrium 
MD simulations and by the master equation simulations identified a number of interesting 
features.  For example, detailed analysis of energy flow in HP36 revealed some shortcuts 
in sequence space.  Initial excitation of the protein was taken at residue 16, near the 
middle of the sequence.  Because of the hydrogen bond between residues 4 and 15, 
shown in Fig. 8, the authors examined the population of residues near 4. In Fig. 9(a), P(t) 
is plotted 22 for residues 3 – 7 obtained from the master equation simulation, where the 
hydrogen bond between residues 4 and 15 gives rise to rapid energy transport to residue 
4. Energy is also seen to reach residues 3 and 7 relatively quickly, followed by residues 5 
and 6, which, like the others, are seen to reach their equilibrium populations of ≈ 0.028 
somewhat after 20 ps.  The system is closed so the population of each residue converges 
to the inverse of the number of residues in the protein, which for the 36-residue villin 
headpiece subdomain is about 0.028. 
The results of the master equation were compared with the population of residues 
3 – 7 obtained by all-atom non-equilibrium simulations, with the results plotted in Fig. 
9(b).  Overall energy flow into and out of the residues in this part of the protein occurs at 
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times similar to those found in the master equation simulation.   Some modest differences 
were attributed to the time needed to heat residue 16 from the attached azobenzene in the 
all-atom simulations, a process that was not accounted for in the master equation 
simulations, among other factors.  The two simulations were found to provide a 
consistent picture for all residues at early times, i.e., below 1 ps, with some differences 
seen in the heating and cooling of some of the individual residues at times past 1 ps.  The 
results of the two simulations appeared to converge again at longer times, beyond 10 ps, 
at which point an equilibrium distribution of energy in the protein is approached. 
A second shortcut in sequence space due to a hydrogen bond was also examined.  
Those results are also shown in Fig. 9, where P(t) for residues 22 – 26 obtained by master 
equation simulations is plotted in Fig. 9(c).  Those results can be compared with the time-
dependent energy obtained by the all-atom non-equilibrium simulations, which is plotted 
in Fig. 9(d).  Fig. 9(c) shows that energy transport to residue 22 occurs more rapidly than 
to other resides in this region in sequence, followed by residue 26, then followed by 
residues 23, 24 and 25, the latter two appearing around the same time.  The sequence in 
which energy is transported could be explained by the local energy diffusion coefficients 
calculated between residue 16 and the residues of this part of the sequence, as well as 
values of the other local energy diffusion coefficients corresponding to this part of the 
protein. At early times, similar trends are seen in the all-atom simulations, plotted in Fig. 
7(d).  Some modest differences between the results plotted in Fig. 9(c) and 9(d) are seen 
at intermediate times between about 1 ps and the equilibration times beyond 10 ps.  For 
the origins of these detailed differences we direct the reader to Ref. 22.   
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CURP: Illustrative examples  
In this section we show two examples, (I) vibrational energy relaxation pathways of PYP, 
and (II) network of residue-residue interactions of PDZ3 domain.  
 Example I: The photoactive yellow protein (PYP)181 is a small globular protein 
responsible for the phototaxis of H. halophila with p-coumaric acid (pCA) chromophore 
that undergoes ultrafast photoisomerization reaction on a sub-picosecond time scale. The 
photocycle involving different intermediates is then initiated and partial unfolding occurs 
at the N-terminal cap at the final step of the cycle. Interestingly, the pCA chromophore 
and the N-terminal cap are distantly separated from each other in the PYP molecule, and 
there are no direct interactions between them. The molecular mechanism of the long-
range intramolecular signaling of PYP has been investigated in a number of experimental 
and theoretical studies.182-188 
In a previous study,19 we hypothesized that the vibrational energy relaxation of 
PYP underlay the long-range intramolecular signaling, and proposed the idea of irEC to 
characterize the energy transfer pathways of PYP. The initial coordinates of PYP were 
derived from the Protein Data Bank entry 2phy.189 We performed MD simulation for 5 ns 
with the AMBER 99 190 force field for the polypeptide chain and the TIP3P191 model for 
the solvent waters. 
Within the chromophore pocket, pCA is covalently bound to Cys69, and we 
defined the extended chromophore as consisting of pCA and Cys69, hereafter denoted as 
pCAext, (Figure 10). With pCAext, Thr70 and Pro68, have strong energetic couplings, 
indicating the existence of a primary energy transfer pathway along the backbone chain. 
In addition, Tyr42, Thr50, and Glu46 constitute a hydrogen bonding network in the 
pocket, and they are also strongly interacting with pCAext, indicating that active energy 
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transfer is facilitated by the network of hydrogen bonding. The values of irEC between 
pCAext and these nearby residues, Thr70, Pro68, Tyr42, Thr50, and Glu46 were 0.097, 
0.064, 0.078, 0.073, and 0.043 (kcal/mol)2/fs, respectively.  
 The overall pattern of the intramolecular energy transport of PYP is illustrated in 
a two-dimensional map (Fig. 11). From the map, it is indicating that the topological 
arrangement of secondary structural units is reflected on the global pattern of energy 
transport. Figures 12(a) and (b) illustrate the anisotropic energy flow. The major 
pathways are indicated by arrows. Large values of irEC were found for Asn43–Lue23 
and Ala44–Asp24, indicating that the primary pathway is pCA → hydrogen bond 
network → helix3 → N-terminal cap. Another pathway is via Lys55. Fig. 13 illustrates a 
schematic view of the energy transfer pathways. For each elementary path, the timescale 
of the transfer rate was evaluated by exponential fitting of the time-correlation function 
of irEF. We observed binary behavior of the rapid (subpicosecond) and slow (several 
picoseconds) components for most of these pathways.  
 In summary, the time-correlation function formalism with all-atom MD 
simulation was applied to energy transport in PYP and successfully identified energy 
transfer pathways from the pCA chromophore to the N-terminal cap, in line with the 
experimentally proposed model by time-resolved X-ray crystallography. It is likely that 
vibrational energy transfer underlies the long-range intramolecular signaling of 
photoreceptor proteins.   
 Example II: We illustrate the energy transport network of residue-residue 
interactions in a small protein that is known to exhibit single domain allostery. The third 
postsynaptic density-95/discs large/zonula occludens-1 (PDZ) domain of postsynaptic 
density-95 (PSD-95), hereafter denoted as PDZ3, has been the subject of a large number 
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of studies.72, 74-75, 192-198 Interestingly, the removal of the α3 helix of PDZ3 is known to 
decrease its ligand affinity 21-fold without changing the overall protein structure.170 To 
study the underlying mechanism of the allosteric properties of PDZ3, the energy 
exchange network (EEN)18 of inter-residue interactions was analyzed by using the CURP 
program based on atomistic MD simulations. We compared two EENs of the wild-type 
and the α3-truncated mutant. As a result, we demonstrated that the α3 helix constituted an 
essential part of the network of residues. 
 Based on the X-ray structure (PDB entry 1tq3),199 two different models were 
constructed: The wild-type (mutant) model, denoted as wt-PDZ3 (ctΔ10-PDZ3), which 
consists of the polypeptide chain, I307–A402 (I307– Y392). The mutant model lacks the 
C-terminal α3 helix. The wt-PDZ3 (ctΔ10-PDZ3) protein molecule was solvated by a box 
of waters, and the box was neutralized under nearly physiological conditions ([NaCl] = 
0.154 M). The AMBER 12 program200 was used to perform the MD simulations, with the 
ff12SB force-field for the protein atoms and the TIP3P model191 for the water molecules. 
For conformational sampling, an NPT simulation was performed for 150 ns, and 100 
snapshots were extracted from the 50–100 ns portion of the trajectory, with the restart 
files saved every 0.5 ns. Then, from each of the 100 snapshots, NVE simulations were 
subsequently performed. We used the CURP program to calculate irEFs and irECs using 
the 100 NVE trajectories for the two models of PDZ3 (Fig. 16).  
As a result, we obtained EEN of the wt-PDZ3 (ctΔ10-PDZ3) inter-residue 
interactions (Figs. 14 and 15). Note that adjacent residue pairs along the primary 
sequence were excluded. It is assumed that the static interactions of peptide bonds 
provide a scaffold for the protein and are not affected by external perturbations. 
Therefore, only “reorganizable” non-bonded interactions were considered. The locations 
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of functionally important residues as reported in the literature and identified using 
different methods are marked with filled circles in Fig. 14.72, 77, 170, 192, 197, 201-204 
Interestingly, these residues are distributed throughout the network, instead of being 
localized to the ligand binding pocket. 
According to the literature, the side-chain flexibility was homogeneously 
increased and the main-chain flexibility was enhanced, particularly for residues E334, 
G335, D357, and I359,170 and phosphorylation of Y397 significantly affected the thermal 
fluctuation of the protein.202 In Fig. 7, E334 is directly connected to R399, and D357 is 
indirectly connected to K393 via Q391, and Y397 is connected to R399, K355, E401, and 
F400, providing a bridge between the ligand-binding pocket and α3 helix. It is interesting 
to note that the removal of this helix decreases the ligand affinity by 21-fold170 without 
changing the overall protein structure (Fig. 16). Fig. 14 demonstrates that the α3 helix 
constitutes an essential part of the network. Without this helix, the connectivity of the 
ligand-binding pocket to the rest of the molecule is significantly weakened (Fig. 15) and 
the network is separated into the upper and the lower parts (Fig. 17). We clearly see in 
Figs. 14 and 15 that the connectivity between the upper portion and the lower portion is 
largely lost by the truncation of the α3 helix, with only one link remaining between D357 
and K355. The link between K355 and the α3 helix via Y397 is replaced by a new link 
with D357. Furthermore, the effect of the helix removal is not restricted to the direct 
proximity of the helix (Fig. 18); the impact of the truncation is particularly conspicuous 
in (1) the α1–β4 loop near the α3 helix, (2) the β2 –β3 loop, and (3) the α2–β6 loop on the 
opposite side of the molecule. 
In summary, the CURP program was used to analyze the EEN of PDZ3 with 
graphical representations based on MD trajectories. We observed that the C-terminal 
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helix constituted an essential part of EEN although the helix is located at the peripheral 
surface on the PDZ3 molecule, in line with the experimental report that the truncation of 
the helix leads to a significant reduction of the ligand-binding affinity, without changing 
the protein tertiary structure. Interestingly, we also recognized that the impact of the 
truncation was not locally restricted, but also affected the global network arrangement of 
amino acid interactions in the molecule, which may be associated with the allosteric 
properties of PDZ3.  
 
FUTURE DIRECTIONS 
Early molecular simulations of energy flow in proteins205 prompted a number of 
developments in the application of all-atom classical non-equilibrium simulations to 
study energy transport in proteins, many of them reviewed in Ref.  15.  Those all-atom 
simulations reveal specific pathways in proteins along which transport occurs.  The 
inherent anisotropy of energy transport in proteins stands in contrast to more 
homogeneous transport in many other nanoscale objects, such as van der Waals clusters, 
water clusters, and metallic clusters.206-210  Proteins are folded polymers in which energy 
transport is mediated both by the backbone and a variety of non-bonded contacts.  This 
tutorial has focused on the more recent computational work, which has turned to coarse-
graining methods to identify energy transport networks at the level of protein residues 
and to simulate energy transport dynamics at that scale. 
Modeling energy transport in large proteins and protein complexes will benefit 
from further computational developments to estimate local energy transport rates and 
locate networks for energy transport.  That information can be obtained from the methods 
described here, but in practice longer simulations would be needed to sample the larger 
38 
number of structures of these systems.   What would help is identifying structural and 
dynamical features that control the local energy transport rates.  While facile energy 
transport along protein backbones has long been recognized and can be quantified,28 
developing a computationally expedient approach to quantify energy transport through 
non-bonded contacts would be very useful.  Ideally, one would like to determine the role 
of non-bonded contacts on energy transport from protein structure and dynamic 
information that could be obtained, say, from relatively short simulations.  
Progress in developing a scaling relation between fluctuations of non-bonded 
contacts and rate constants for energy transfer has recently been made for pairs of 
hydrogen bonded contacts of the villin headpiece subdomain HP36.28  Stock and 
coworkers fit the results of all-atom non-equilibrium simulations of HP36, which were 
carried out at low temperature (below 100 K), to a master equation.  The master equation, 
in turn, using the rate constants that were obtained by fitting to the simulations, 
reproduced the results of the all-atom simulations closely.28  That the energy dynamics 
could be modeled by a master equation simulation is consistent with the results for HP36 
that we discussed above.  However, Stock and coworkers also found that many of the rate 
constants of the master equation scale inversely with , the variance in the distance 
between the two atoms, i and j, forming the hydrogen bond.  
  The generality of the scaling of energy transport rates between residues i and j, 
and 1/ , which was first observed and described by Stock and coworkers for HP36,28 
needs to be explored for larger, structurally more complex proteins.   The CURP 
methodology provides an ideal approach to address this relation, since the same 
trajectories that are used to calculate the energy currents between residues can be 
δij
2
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analyzed to calculate structural fluctuations, and thus 1/ .   The non-bonded polar 
contacts for which a simple linear relation has been seen thus far are all hydrogen bonds.  
It will be interesting if linear relations (but perhaps with different slopes) will be found 
for hydrogen bonds in different regions, for instance interior or closer to the surface.  
Additional variability with respect to hydrogen bonding of different elements may also be 
found.  Of course for charged groups, which lead to less local interactions, we may 
observe greater variability in the relation between the energy current and their dynamical 
fluctuations. 
Future work will also need to explore connections between dynamics of less 
localized non-bonded contacts, where coupling to the protein environment occurs, and 
energy flow between those contacts. For instance, protein and water dynamics are 
coupled, as revealed, e.g., by THz measurements and molecular simulations.211-233  
Therefore dynamics of residues closer to the surface will undoubtedly be influenced by 
the dynamics of the hydration water, a connection that will drive energy flow in the 
protein and will need to be investigated.   
Extracting trends in energy transport along parts of the network in terms of 
dynamics will greatly facilitate simulations of energy dynamics in large proteins and 
protein complexes.  The methods we have described here will be particularly useful for 
exploring patterns among structure, dynamics and energy transport in systems of modest 
size, which can be later used to model dynamics of much larger energy transport 
networks.  
 
 
δrij2
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SUMMARY 
We have reviewed and provided background for two methods that we have 
developed to compute local energy transport coefficients in protein molecules, 
information that we use to map out networks for energy transport in the protein and to 
simulate the energy dynamics.  We have presented several applications of these 
approaches to a number of proteins.   Each method is a coarse-graining approach with its 
own set of approximations, and are in some respects complementary.  The 
communication maps we discussed are calculated in harmonic approximation, but they 
easily provide a global mapping of the energy transport network of the protein.  The 
CURP approach models energy transport of a fully anharmonic system; the method, 
which uses the results of classical MD simulations does not lend itself as easily to 
account for the thermal populations of the vibrations that transport energy.   We have also 
discussed ongoing efforts to apply the methods reviewed to explore patterns between 
protein structure, dynamics and energy transport. 
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Figures 
 
Figure 1.  The distribution, , of normal mode frequencies, , is plotted for 
myoglobin (magenta) and GFP (green).  
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Figure 2.  , where S is the information entropy defined by Eq. [10], is plotted for each 
mode of GFP.  
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Figure 3.   vs.  computed for myoglobin, where a linear fit plotted through the data 
has a slopes of a = 1.69.  Inset: Plot of  vs.  for a cluster of 735 water 
molecules (circles) and myoglobin (squares).  The plotted line fit to the water data from 
0.1 ps to 0.9 ps has a slope of 1.0, indicating normal diffusion.  The slope of the plotted 
line fit to the myoglobin results from 0.1 ps to 3.0 ps is 0.58, indicating anomalous 
subdiffusion with exponent that is 1/a.   
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Figure 4.  Simulations of vibrational energy flow in HbI, starting with all the energy in 
one of the hemes, shown as the red one at 1 ps.   The percentages indicated correspond to 
percent kinetic energy of the whole system contained in a residue or the interfacial 
waters.  Any part of the protein not highlighted by a color is relatively cold. Reprinted 
with permission from R. Gnanasekaran, J. K. Agbo and D. M. Leitner, “Communication 
maps computed for homodimeric hemoglobin: Computational study of water-mediated 
energy transport in proteins,” J. Chem. Phys. 135, 065103, Copyright (2011), American 
Institute of Physics. 
 
 
 
45 
 
 
 
 
 
 
 
 
 
 
Figure 5. The architecture of the CURP program.  This program reads (1) the parameters 
of the force-field functions and molecular topology data and (2) the atomic coordinates 
and velocities from the molecular dynamics trajectory, and then calculates the flow of 
physical quantities such as atomic stress tensors and inter-residue energy flows. The map 
of the inter-residue energy conductivity (irEC) is illustrated using a graphical network of 
amino acid residues. Reprinted from T. Ishikura, Y. Iwata, T. Hatano, and T. Yamato, 
“Energy exchange network of inter-residue interactions within a thermally fluctuating 
protein molecule: A computational study”, J. Comput. Chem. 36, 1709–1718, Copyright 
(2015), Wiley Periodicals, Inc. 
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Figure 6. Calculation procedure.  The overall calculation was divided into five steps: (1) 
optimization of the initial model, (2) conformational sampling, (3) multiple NVE 
simulations, (4) energy flow analysis, and (5) energy conductivity analysis. The AMBER 
program was employed for (1)–(3), and the CURP program was for (4) and (5). Reprinted 
from T. Ishikura, Y. Iwata, T. Hatano, and T. Yamato, “Energy exchange network of 
inter-residue interactions within a thermally fluctuating protein molecule: A 
computational study”, J. Comput. Chem. 36, 1709–1718, Copyright (2015), Wiley 
Periodicals, Inc. 
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Figure 7.  Non-Bonded Networks (NBN) for unliganded (top) and liganded (bottom) HbI.  
A NBN is defined for at least 5 connected non-bonded residues where τ is less than 2 ps 
(left) or 3 ps (right).  The most robust NBNs, found using the smaller τ, include the one 
spanning both globules and including the Lys30-Asp89 salt bridge (purple), and another 
(red) that includes the hemes, distal and proximal histidines, and other nearby residues.  
For the unliganded structure it also includes the cluster of water molecules at the interface. 
Reprinted with permission from D. M. Leitner, “Water–mediated energy dynamics in a 
homodimeric hemoglobin,” J. Phys. Chem. B 120, 4019 – 4027 (2016). Copyright (2016) 
American Chemical Society. 
 
 
 
48 
 
 
 
Figure 8.  Villin headpiece subdomain (HP36) with some of the residues discussed in text 
highlighted.    Reprinted with permission from D. M. Leitner, S. Buchenberg, P. Brettel, 
G. Stock, “Vibrational energy flow in the villin headpiece subdomain: Master equation 
simulations,” J. Chem. Phys. 142, 075101, Copyright (2015), American Institute of 
Physics. 
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Figure 9. (a) Master equation simulation of P(t) and (b) all-atom non-equilibrium MD 
simulation of kinetic energy per degree of freedom, E(t), for residues 3 (black), 4 (red), 5 
(green), 6 (blue) and 7 (magenta) of HP36 when residue 16 is heated initially.  Rapid 
heating of residue 4 arises from shortcut due to hydrogen bond between residues 4 and 
15. (c) Master equation simulation of P(t) and (d) all-atom simulation of kinetic energy 
per degree of freedom, E(t), for residues 22 (black), 23 (red), 24 (green), 25 (blue) and 26 
(magenta) of HP36 when residue 16 is heated initially.  Rapid heating of residue 26 arises 
from shortcut due to hydrogen bond between residues 18 and 26.  Reprinted with 
permission from D. M. Leitner, S. Buchenberg, P. Brettel, G. Stock, “Vibrational energy 
flow in the villin headpiece subdomain: Master equation simulations,” J. Chem. Phys. 
142, 075101, Copyright (2015), American Institute of Physics. 
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Figure 10.  The energy flow near the chromophore.  pCAext (bold yellow), consisting of 
pCA and Cys69, and the surrounding amino acid residues (thin). Red arrows indicate 
major energy transfer pathways. The line width of each arrow is proportional to the 
magnitude of the energy conductivity. Reprinted from T. Ishikura and T. Yamato, 
“Energy transfer pathways relevant for long-range intramolecular signaling for 
photosensory protein revealed by microscopic energy conductivity analysis”, Chem. 
Phys. Lett. 432, 533–537, Copyright (2006), Elsevier B. V.  
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Figure 11.   2-Dimensional map of the interresidue energy conductivity.  In the upper left 
triangle, the interresidue energy conductivities are shown in different colours depending 
of their magnitude. The sixteen active regions are labelled by the sequential numbers. 
Reprinted from T. Ishikura and T. Yamato, “Energy transfer pathways relevant for long-
range intramolecular signaling for photosensory protein revealed by microscopic energy 
conductivity analysis”, Chem. Phys. Lett. 432, 533–537, Copyright (2006), Elsevier B. V.  
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Figure 12. Energy transfer pathways.   The molecular structure and energy transfer 
pathways. a: The whole molecule. b: The regions between pCAext and the N-terminal cap. 
Reprinted from T. Ishikura and T. Yamato, “Energy transfer pathways relevant for long-
range intramolecular signaling for photosensory protein revealed by microscopic energy 
conductivity analysis”, Chem. Phys. Lett. 432, 533–537, Copyright (2006), Elsevier B. V.  
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Figure 13.  Schematic view of energy transfer pathways.  The energy transfer pathways 
from pCAext(yellow) to the N-terminal cap(red).  The residues consisting of the hydrogen 
bond network (green) with pCAext, helix (orange), and helix (violet) are shown.  
For each path, the time-correlation function of the energy flux was fitted to a single 
exponential function or double/triple exponential functions.  Time constants for these 
exponential functions are indicated in the figure.  Reprinted from T. Ishikura and T. 
Yamato, “Energy transfer pathways relevant for long-range intramolecular signaling for 
photosensory protein revealed by microscopic energy conductivity analysis”, Chem. 
Phys. Lett. 432, 533–537, Copyright (2006), Elsevier B. V.  
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Figure 14.  Energy exchange network (EEN) of wt-PDZ3.  Each node represents an 
amino acid residue, and interacting residue pairs with irEC greater than 0.015 (0.008) 
(kcal/mol)2/fs are connected by thick red (thin blue) edges. The ligand-binding pocket 
was indicated by yellow box. Black rounded rectangles represent amino acid residues 
located in the α3 helix.   The locations of functionally important residues identified by 
different methods in the literatures were marked with filled circles. Black: mutational 
sensitivity.201 Red: 15N relaxation.170 Yellow: phosphorylation.202 Green: perturbation 
response scanning (PRS).192 Blue: double mutation cycle.203 Cyan: statistical coupling 
analysis (SCA) + mutational coupling.77 Orange: anisotropic thermal diffusion (ATD).72 
Purple: rotamerically induced perturbation (RIP)36. Brown: structural perturbation 
method (SPM).192, 204 Reprinted from T. Ishikura, Y. Iwata, T. Hatano, and T. Yamato, 
“Energy exchange network of inter-residue interactions within a thermally fluctuating 
protein molecule: A computational study”, J. Comput. Chem. 36, 1709–1718, Copyright 
(2015), Wiley Periodicals, Inc. 
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Figure 15.  EEN of ctΔ10-PDZ3 
Reprinted from T. Ishikura, Y. Iwata, T. Hatano, and T. Yamato, “Energy exchange 
network of inter-residue interactions within a thermally fluctuating protein molecule: A 
computational study”, J. Comput. Chem. 36, 1709–1718, Copyright (2015), Wiley 
Periodicals, Inc. 
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Figure 16.  Structural comparison between the wild-type and the C-terminal truncation 
mutant of PDZ3.  For wt-PDZ3 and ctΔ10-PDZ3, snapshots were extracted every 100 ps 
from the 150-ns NPT trajectories, and the average structures of wt-PDZ3 (cyan) and  
(red) were superimposed. The images on the left and the right sides were shown at 
different orientations rotated around the vertical axis. Root-mean-square displacement of 
non-hydrogen atoms in the ligand binding site was 0.845 Å, indicating that the effect of 
the truncation of the C-terminal helix on the structure of the ligand binding site was 
small. Reprinted from T. Ishikura, Y. Iwata, T. Hatano, and T. Yamato, “Energy 
exchange network of inter-residue interactions within a thermally fluctuating protein 
molecule: A computational study”, J. Comput. Chem. 36, 1709–1718, Copyright (2015), 
Wiley Periodicals, Inc. 
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Figure 17.  Dynamic subdomains of PDZ3.  If the α3 helix, shown as red cartoon 
representation, is removed from the EEN graph of wt-PDZ3, the EEN is separated into 
the upper and the lower parts (Fig.7): The upper (lower) part consists of E331, V328, 
H372, N326, A376, L379, L323, S339, K380, F337, A375, T321, A382, G383, Q384, 
R318, G330, E334, G329, F340, E401, K355, I377, N381 (V362, V365, S361, I389, 
L360, N369, R368, D366, Q358, Q391, R309, Y392, D357, I338, L353, R354, A390, 
E352, G351, R312, S350, D348, P346, G345, G344) indicated as green (blue) spheres at 
their Cα positions. The ligand-binding pocket is indicated by the yellow contour. Here, 
the upper part is defined as those residues that are contained in or connected to the ligand 
binding pocket in the EEN graph after the removal of the α3 helix. Reprinted from T. 
Ishikura, Y. Iwata, T. Hatano, and T. Yamato, “Energy exchange network of inter-residue 
interactions within a thermally fluctuating protein molecule: A computational study”, J. 
Comput. Chem. 36, 1709–1718, Copyright (2015), Wiley Periodicals, Inc. 
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Figure 18.  The tertiary structure of PDZ3 and rearrangement of the EEN.  The ligand-
binding pocket and the α3 helix are indicated by the yellow contour and red tube, 
respectively. Amino acid residues are shown as small spheres at their Cα positions. (a) 
Weakened interactions. Residues pairs with reduced ΔirEC values are connected with 
dotted segments. On the right hand side, the protein structure is rotated around its vertical 
axis by 60 degrees. (b) Increased interactions. (See Figure 17 for the color definitions). 
Reprinted from T. Ishikura, Y. Iwata, T. Hatano, and T. Yamato, “Energy exchange 
network of inter-residue interactions within a thermally fluctuating protein molecule: A 
computational study”, J. Comput. Chem. 36, 1709–1718, Copyright (2015), Wiley 
Periodicals, Inc. 
  
59 
References 
1. Nagy, A. M.; Raicu, V.; Miller, R. J. D., Nonlinear Optical Studies of Heme 
Protein Dynamics: Implications for Proteins as Hybrid States of Matter. Biochimica et 
Biophysica Acta 2005, 1749, 148-172. 
2. Miller, R. J. D., Vibrational Energy Relaxation and Structural Dynamics of Heme 
Proteins. Ann. Rev. Phys. Chem. 1991, 42, 581- 614. 
3. Frauenfelder, H.; Sligar, S. G.; Wolynes, P. G., The Energy Landscapes and 
Motions of Proteins. Science 1991, 254, 1598 - 1603. 
4. Levatino, M.; Schiro, G.; Lemke, H. T.; Cottone, G.; Glownia, J. M.; Zhu, D.; 
Chollet, M.; Ihee, H.; Cupane, A.; Cammarata, M., Ultrafast Myoglobin Structural 
Dynamics Observed with an X-Ray Free-Electron Laser. Nat. Comm. 2015, 6, 6772. 
5. Barends, T. R. M., et al., Direct Observation of Ultrafast Collective Motions in Co 
Myoglobin Upon Ligand Dissociation. Science 2015, 350, 445 - 450. 
6. Nguyen, P. H.; Hamm, P.; Stock, G., Nonequilibrium Molecular Dynamics 
Simulation of Photoinduced Energy Flow in Peptides: Theory Meets Experiment. In 
Proteins: Energy, Heat and Signal Flow, Leitner, D. M.; Straub, J. E., Eds. CRC Press, 
Taylor & Francis Group: Boca Raton, 2009; pp 149 - 168. 
7. Hassan, S.; Schade, M.; Shaw, C. P.; Levy, P.; Hamm, P., Response of Villin 
Headpiece-Capped Gold Nanoparticles to Ultrafast Laser Heating. J. Phys. Chem. B 
2014, 118, 7954–7962. 
8. Botan, V.; Backus, E. H. G.; Pfister, R.; Moretto, A.; Crisma, M.; Toniolo, C.; 
Nguyen, P. H.; Stock, G.; Hamm, P., Energy Transport in Peptide Helices. Proc. Natl. 
Acad. Sci. (USA) 2007, 104, 12749 - 12754. 
9. Backus, E. H. G.; Nguyen, P. H.; Botan, V.; Pfister, R.; Moretto, A.; Crisma, M.; 
Toniolo, C.; Stock, G.; Hamm, P., Energy Transport in Peptide Helices: A Comparison 
between High- and Low-Energy Excitations. J. Phys. Chem. B 2008, 112, 9091 - 9099. 
10. Backus, E. H. G.; Nguyen, P. H.; Botan, V.; Moretto, A.; Crisma, M.; Toniolo, 
C.; Zerbe, O.; Stock, G.; Hamm, P., Structural Flexibility of a Helical Peptide Regulates 
Vibrational Energy Transport Properties. J. Phys. Chem. B 2008, 112, 15487 - 15492. 
11. Backus, E. H.; Bloem, R.; Pfister, R.; Moretto, A.; Crisma, M.; Toniolo, C.; 
Hamm, P., Dynamical Transition in a Small Helical Peptide and Its Implication for 
Vibrational Energy Transport. J. Phys. Chem. B 2009, 113, 13405-13409. 
12. Kondoh, M.; Mizuno, M.; Mizutani, Y., Importance of Atomic Contacts in 
Vibrational Energy Flow in Proteins. J. Phys. Chem. Lett. 2016, 7, 1950 - 1954. 
13. Fujii, N.; Mizuno, M.; Mizutani, Y., Direct Observation of Vibrational Energy 
Flow in Cytochrome C. J. Phys. Chem. B 2011, 115, 13057 - 64. 
60 
14. Fujii, N.; Mizuno, M.; Ishikawa, H.; Mizutani, Y., Observing Vibrational Energy 
Flow in a Protein with the Spatial Resolution of a Single Amino Acid Residue. J. Phys. 
Chem. Lett. 2014, 5, 3269−3273. 
15. Leitner, D. M.; Straub, J. E., Proteins: Energy, Heat and Signal Flow Boca Raton, 
FL, 2009. 
16. Sagnella, D. E.; Straub, J. E.; Thirumalai, D., Timescales and Pathways for 
Kinetic Energy Relaxation in Solvated Proteins: Application to Carbonmonoxy 
Myoglobin. J. Chem. Phys. 2000, 113, 7702-7711. 
17. Bu, L.; Straub, J. E., Simulating Vibrational Energy Flow in Proteins: Relaxation 
Rate and Mechanism for Heme Cooling in Cytochrome C. J. Phys. Chem. B 2003, 107, 
12339 – 12345. 
18. Ishikura, T.; Iwata, Y.; Hatano, T.; Yamato, T., Energy Exchange Network of 
Inter-Residue Interactions within a Thermally Fluctuating Protein: A Computational 
Study. J. Comp. Chem. 2015, 36, 1709 - 1718. 
19. Ishikura, T.; Yamato, T., Energy Transfer Pathways Relevant for Long-Range 
Intramolecular Signaling of Photosensory Protein Revealed by Microscopic Energy 
Conductivity Analysis. Chem. Phys. Lett. 2006, 432, 533 – 537. 
20. Xu, Y.; Leitner, D. M., Vibrational Energy Flow through the Green Fluorescent 
Proteinwater Interface: Communication Maps and Thermal Boundary Conductance. J. 
Phys. Chem. B 2014, 118, 7818 -7826. 
21. Xu, Y.; Leitner, D. M., Communication Maps of Vibrational Energy Transport in 
Photoactive Yellow Protein. J. Phys. Chem. A 2014, 118, 7280 - 7287. 
22. Leitner, D. M.; Buchenberg, S.; Brettel, P.; Stock, G., Vibrational Energy Flow in 
the Villin Headpiece Subdomain: Master Equation Simulations. J. Chem. Phys. 2015, 
142, 075101. 
23. Agbo, J. K.; Gnanasekaran, R.; Leitner, D. M., Communication Maps: Exploring 
Energy Transport through Proteins and Water. Isr. J. Chem. 2014, 54, 1065 - 1073. 
24. Leitner, D. M., Frequency Resolved Communication Maps for Proteins and Other 
Nanoscale Materials. J. Chem. Phys. 2009, 130, 195101. 
25. Gnanasekaran, R.; Agbo, J. K.; Leitner, D. M., Communication Maps Computed 
for Homodimeric Hemoglobin: Computational Study of Water-Mediated Energy 
Transport in Proteins. J. Chem. Phys. 2011, 135, art. no. 065103. 
26. Agbo, J. K.; Xu, Y.; Zhang, P.; Straub, J. E.; Leitner, D. M., Vibrational Energy 
Flow across Heme-Cytochrome C and Cytochrome C-Water Interfaces. Theor. Chem. 
Acc. 2014, 133, art. no. 1504. 
61 
27. Leitner, D. M., Water-Mediated Energy Dynamics in a Homodimeric 
Hemoglobin. J. Phys. Chem. B 2016, 120, 4019 - 4027. 
28. Buchenberg, S.; Leitner, D. M.; Stock, G., Scaling Rules for Vibrational Energy 
Transport in Proteins. J. Phys. Chem. Lett. 2016, 7, 25 - 30. 
29. Yamato, T., Energy Flow Pathways in Photoreceptor Proteins. In Proteins: 
Energy, Heat and Signal Flow, Leitner, D. M.; Straub, J. E., Eds. CRC Press, Taylor and 
Francis Group: Boca Raton, 2009; pp 129 - 147. 
30. Leitner, D. M., Thermal Boundary Conductance and Rectification in Molecules. 
J. Phys. Chem. B 2013, 117, 12820 - 8. 
31. Rubtsova, N. I.; Rubtsov, I. V., Vibrational Energy Transport in Molecules 
Studied by Relaxation-Assisted Two-Dimensional Infrared Spectroscopy. Ann. Rev. 
Phys. Chem. 2015, 66, 717 - 738. 
32. Segal, D.; Nitzan, A.; Hänggi, P., Thermal Conductance through Molecular 
Wires. J. Chem. Phys. 2003, 119, 6840-6855. 
33. Leitner, D. M., Thermal Conductance at the Interface between Molecules. Adv. 
Chem. Phys. 2015, 157, 159 - 164. 
34. Segal, D.; Agarwalla, B. K., Vibrational Heat Transport in Molecular Junctions. 
Ann. Rev. Phys. Chem. 2016, 67, 185 - 209. 
35. Segal, D., Heat Transfer in Nanostructures. in "Proteins: Energy, Heat and Signal 
Flow" 2009, D. M. Leitner, J. E. Straub, eds. (CRC Press, Boca Raton), p. 271 - 94. 
36. Cui, Q.; Karplus, M., Allostery and Cooperativity Revisited. Protein Science 
2008, 17, 1295 - 1307. 
37. Tsai, C.-J.; delSol, A.; Nussinov, R., Protein Allostery, Signal Transmission and 
Dynamics: A Classification Scheme of Allosteric Mechanisms. Mol. BioSystems 2009, 5, 
207 - 216. 
38. Changeux, J.-P., Allostery and the Monod-Wyman-Changeux Model after 50 
Years. Ann. Rev. Biophys. 2012, 41, 103 - 133. 
39. Sethi, A.; Eargle, J.; Black, A. A.; Luthey-Schulten, Z., Dynamical Networks in 
Trna:Protein Complexes. Proc. Natl. Acad. Sci. (USA) 2009, 106, 6620 - 6625. 
40. Ribeiro, A. A. S. T.; Ortiz, V., Energy Propagation and Network Energetic 
Coupling in Proteins. J. Phys. Chem. B 2015, 119, 1835 - 46. 
41. Ribeiro, A. A. S. T.; Ortiz, V., Determination of Signaling Pathways in Proteins 
through Network Theory: Importance of the Topology. J. Chem. Theory and Comp. 
2014, 10, 1762 - 69. 
62 
42. DiPaola, L.; Giuliani, A., Protein Contact Network Topology: A Natural 
Language for Allostery. Current Opinion in Structural Biology 2015, 31, 43 - 48. 
43. Feher, V. A.; Durrant, J. D.; Wart, A. T. V.; Amaro, R. E., Computational 
Approaches to Mapping Allosteric Pathways. Current Opinion in Structural Biology 
2014, 25, 98 - 103. 
44. Gursoy, A.; Keskin, O.; Nussinov, R., Topological Properties of Protein 
Interaction Networks from a Structural Perspective. Biochem. Soc. Trans. 2008, 36, 1398 
- 1403. 
45. Lee, Y.; Choi, S.; Hyeon, C., Mapping the Intramolecular Signal Tranduction of 
G-Protein Coupled Receptors. Proteins: Struct. Func. Bioinform. 2013, 82, 727 - 743. 
46. Miao, Y.; Nichols, S. E.; Gasper, P. M.; Metzger, V. T.; McCammon, J. A., 
Activation and Dynamic Network of the M2 Muscarinic Receptor. Proc. Natl. Acad. Sci. 
(USA) 2013, 110, 10982 - 87. 
47. Del-Sol, A.; Fujihashi, H.; Amoros, D.; Nussinov, R., Residues Crucial for 
Maintaining Short Paths in Network Communication Mediate Signaling in Proteins. Mol. 
Sys. Biol. 2006, 2, 2006.0019. 
48. Atilgan, A. R.; Turgut, D.; Atilgan, C., Screened Nonbonded Interactions in 
Native Proteins Manipulate Optimal Paths for Robust Residue Communication. Biophys. 
J. 2007, 92, 3052 - 3062. 
49. Woods, K. N., Using Thz Time-Scale Infrared Spectroscopy to Examine the Role 
of Collective, Thermal Fluctuations in the Formation of Myoglobin Allosteric 
Communication Pathways and Ligand Specificity. Soft Matter 2014, 10, 4387 - 4402. 
50. Woods, K. N.; Pfeffer, J., Using Thz Spectroscopy, Evolutionary Network 
Analysis Methods, and Md Simulation to Map the Evolution of Allosteric 
Communication Pathways in C-Type Lysozymes. Mol. Biol. Evol. 2015, 2, 271 - 274. 
51. Achoch, M.; Dorantes-Gilardi, R.; Wymant, C.; Feverati, G.; Salamatian, K.; 
Vuillon, L.; Lesieur, C., Protein Structural Robustness to Mutations: An in Silico 
Investigation. Phys. Chem. Chem. Phys. 2016, DOI: 10.1039/c5cp06091e. 
52. Ribeiro, A. A. S. T.; Ortiz, V., A Chemical Perspective on Allostery. Chem. Rev. 
2016, DOI: 10.1021/acs.chemrev.5b00543. 
53. Vuillon, L.; Lesieur, C., From Local to Global Changes in Proteins: A Network 
View. Current Opinion in Structural Biology 2015, 31, 1 - 8. 
54. DiPaola, L.; DeRuvo, M.; Paci, P.; Santoni, D.; Giuliani, A., Protein Contact 
Networks: An Emerging Paradigm in Chemistry. Chem. Rev. 2013, 113, 1598 - 1613. 
55. Dokholyan, N. V., Controlling Allosteric Networks in Proteins. Chem. Rev. 2016, 
116, 6463 - 6487. 
63 
56. Livi, L.; Maiorino, E.; Pinna, A.; Sadeghian, A.; Rizzi, A.; Giuliani, A., Analysis 
of Heat Kernel Highlights the Strongly Modular and Heat-Preserving Structure of 
Proteins. Physica A 2016, 441, 199 - 214. 
57. Livi, L.; Maiorino, E.; Giuliani, A.; Rizzi, A.; Sadeghian, A., A Generative Model 
for Protein Contact Networks. J. Biomol. Struct. and Dynamics 2016, 34, 1441 - 1454. 
58. Khor, S., Comparing Local Search Paths with Global Search Paths on Protein 
Residue Networks: Allosteric Communication. J. Complex Networks 2016, DOI: 
https://doi.org/10.1093/comnet/cnw020. 
59. Khor, S., Protein Residue Networks from a Local Search Perspective. 2016, 4, 
245 - 278. 
60. Vaart, A. v. d.; Lorkowski, A.; Ma, N.; Gray, G. M., Computer Simulations of the 
Retinoid X Receptor: Conformational Dynamics and Allosteric Networks. Current 
Topics in Medicinal Chemistry 2017, 17, 731 - 741. 
61. Amor, B. R. C.; Schaub, M. T.; Yaliriki, S. N.; Barahona, M., Prediction of 
Allosteric Sites and Mediating Interactions through Bond-to-Bond Propensities. Nat. 
Comm. 2016, DOI:10.1038/ncomms12477. 
62. Banerji, A.; Ghosh, I., Fractal Symmetry of Protein Interior: What Have We 
Learned? Cell. Mol. Life Sci. 2011, 68, 2711 - 2737. 
63. Reuveni, S.; Klafter, J.; Granek, R., Dynamic Structure Factor of Vibrating 
Fractals. Phys. Rev. Lett. 2012, 108, art. no. 068101. 
64. Reuveni, S.; Granek, R.; Klafter, J., Anomalies in the Vibrational Dynamics of 
Proteins Are a Consequence of Fractal Like Structure. Proc. Natl. Acad. Sci. (USA) 2010, 
107, 13696 - 70. 
65. Granek, R., Proteins as Fractals: Role of the Hydrodynamic Interaction. Phys. 
Rev. E 2011, 83, 020902. 
66. Enright, M. B.; Yu, X.; Leitner, D. M., Hydration Dependence of the Mass Fractal 
Dimension and Anomalous Diffusion of Vibrational Energy in Proteins. Phys. Rev. E 
2006, 73, 051905 - 1 - 9. 
67. Enright, M. B.; Leitner, D. M., Mass Fractal Dimension and the Compactness of 
Proteins. Phys. Rev. E 2005, 71, 011912. 
68. Yu, X.; Leitner, D. M., Anomalous Diffusion of Vibrational Energy in Proteins. J. 
Chem. Phys. 2003, 119, 12673 - 12679. 
69. Leitner, D. M., Energy Flow in Proteins. Ann. Rev. Phys. Chem. 2008, 59, 233 - 
259. 
70. Chowdary, P.; Gruebele, M., Molecules: What Kind of Bag of Atoms? J. Phys. 
Chem. A 2009, 113, 13139 - 43. 
64 
71. Suel, G. M.; Lockless, S. W.; Wall, M. A.; Ranganathan, R., Evolutionarily 
Conserved Networks of Residues Mediate Allosteric Communication in Proteins. Nat. 
Struct. Biol. 2003, 10, 59 - 69. 
72. Ota, N.; Agard, D. A., Intramolecular Signaling Pathways Revealed by Modeling 
Anisotropic Thermal Diffusion. J. Mol. Biol. 2005, 351, 345 – 354. 
73. Sharp, K.; Skinner, J. J., Pump-Probe Molecular Dynamics as a Tool for Studying 
Protein Motion and Long Range Coupling. Proteins: Struct. Func. Bioinform. 2006, 65, 
347 – 361. 
74. Lu, C.; Knecht, V.; Stock, G., Long-Range Conformational Response of a Pdz 
Domain to Ligand Binding and Release: A Molecular Dynamics Study. J. Chem. Theor. 
Comp. 2016, 12, 870 - 878. 
75. Buchenberg, S.; Knecht, V.; Walser, R.; Hamm, P.; Stock, G., Long-Range 
Conformational Transition of a Photoswitchable Allosteric Protein: Molecular Dynamics 
Simulation Study. J. Phys. Chem. B 2014, 118, 13468 - 13476. 
76. Smock, R. G.; Gierasch, L. M., Sending Signals Dynamically. Science 2009, 324, 
198 - 203. 
77. Lockless, S. W.; Ranganathan, R., Evolutionarily Conserved Pathways of 
Energetic Connectivity in Protein Families. Science 1999, 286, 295 – 299. 
78. LeVine, M. V.; Weinstein, H., Nbit - a New Information Theory-Based Analysis 
of Allosteric Mechanisms Reveals Residues That Underlie Function in the Leucine 
Transporter Leut PLoS Computational Biology 2014, 10, e1003603. 
79. Motlagh, H. N.; Wrabl, J. O.; Li, J.; Hilser, V. J., The Ensemble Nature of 
Allostery. Nature 2014, 508, 331 - 339. 
80. Liu, T.; Whitten, S. T.; Hilser, V. J., Ensemble-Based Signatures of Energy 
Propagation in Proteins: A New View of an Old Phenomenon. Proteins: Struct. Func. 
Bioinform. 2006, 62, 728 - 738. 
81. Zhuralev, P. I.; Papoian, G. A., Protein Functional Landscaoes, Dynamics, 
Allostery: A Tortuous Path Towards a Universal Theoretical Framework. Quarterly Rev 
of Biophyiscs 2010, 43, 295 - 332. 
82. Royer, W. E.; Knapp, J. E.; Strand, K.; Heaslet, H. A., Cooperative Hemoglobins: 
Conserved Fold, Diverse Quaternary Assemblies and Allosteric Mechanisms. Trends in 
Biochem. Sci. 2001, 26, 297 - 304. 
83. Brooks, C. L.; Karplus, M.; Pettitt, B. M., Proteins: A Theoretical Perspective of 
Dynamics, Structure and Thermodynamics. Adv. Chem. Phys. 1988, 71, 1 - 150. 
84. Wilson, E. B.; Decius, J. C.; Cross, P. C., Molecular Vibrations: The Theory of 
Infrared and Raman Vibrational Spectra; McGraw-Hill: New York, 1955. 
65 
85. Brooks, B. R.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.; Swaminathan, S.; 
Karplus, M., Charmm: A Program for Macromolecular Energy, Minimization, and 
Dynamics Calculations 
. J. Comp. Phys. 1983, 4, 187 - 217. 
86. Cui, Q.; Bahar, I., Normal Mode Analysis; Chapman and Hall/CRC: Boca Raton, 
2005. 
87. Yu, X.; Leitner, D. M., Vibrational Energy Transfer and Heat Conduction in a 
Protein. J. Phys. Chem. B 2003, 107, 1698 - 1707. 
88. Yu, X.; Leitner, D. M., Thermal Conductivity Computed for Vitreous Silica and 
Methyl-Doped Silica above the Plateau. Phys. Rev. B 2006, 74, 184305. 
89. Allen, P. B.; Kelner, J., Evolution of a Vibrational Wave Packet on a Disordered 
Chain. Am. J. Phys. 1998, 66, 497 - 506. 
90. Carruthers, P., Theory of Thermal Conductivity of Solids at Low Temperature. 
Rev. Mod. Phys. 1961, 33, 92 - 138. 
91. Leitner, D. M., Heat Transport in Molecules and Reaction Kinetics: The Role of 
Quantum Energy Flow and Localization. Adv. Chem. Phys. 2005, 130B, 205 - 256. 
92. Allen, P. B.; Feldman, J. L., Thermal Conductivity of Disordered Harmonic 
Solids. Phys. Rev. B 1993, 48, 12581 - 12588. 
93. Hardy, R. J., Energy-Flux Operator for a Lattice. Phys. Rev.  1963, 132, 168 - 
177. 
94. McQuarrie, D., Statistical Mechanics; Harper: New York, 1975. 
95. Curp Http://Www.Comp-Biophys.Com/Yamato-Lab/Curp.Html. 
96. Ishikura, T.; Hatano, T.; Yamato, T., Atomic Stress Tensor Analysis of Proteins. 
Chem. Phys. Lett. 2012, 539, 144 - 150. 
97. Stacklies, W.; Seifert, C.; Graeter, F., Implementation of Force Distribution 
Analysis for Molecular Dynamics Simulations. BMC Bioinformatics 2011, 12, 101. 
98. Fenley, A. T.; Muddana, H. S.; Gilson, M. K., Calculation and Visualization of 
Atomistic Mechanical Stresses in Nanomaterials and Biomolecules. PLOS One 2014, 9, 
e113119. 
99. Kuzkin, V. A., Interatomic Force in Systems with Multibody Interactions. Phys. 
Rev. E 2010, 82, 016704. 
100. Ito, A.; Nakamura, H., Energy Current on Multi-Body Potential with Dirac Delta 
Function. Prog. Theor. Phys. Suppl. 2009, 178, 107 - 112. 
66 
101. Alexander, S.; Orbach, R., Density of States of Fractals: 'Fractons'. Journal de 
Physique Letters 1982, 43, L625 - L631. 
102. Sagnella, D. E.; Straub, J. E., Directed Energy “Funneling” Mechanism for Heme 
Cooling Following Ligand Photolysis or Direct Excitation in Solvated Carbonmonoxy 
Myoglobin. J. Phys. Chem. B 2001, 105, 7057 – 7063. 
103. Nishikawa, T.; Go, N., Normal Modes of Vibration in Bovine Pancreatic Trypsin 
Inhibitor and Its Mechanical Property. Proteins: Struct. Func. Genetics 1987, 2, 308-329. 
104. Ren, Z.; Srajer, V.; Knapp, J. E.; Royer, W. E., Cooperative Macromolecular 
Device Revealed by Meta-Analysis of Static and Time-Resolved Structures. Proc. Natl. 
Acad. Sci. USA 2012, 109, 107 - 112. 
105. Leitner, D. M.; Wolynes, P. G., Semiclassical Quantization of the Stochastic 
Pump Model of Arnold Diffusion. Phys. Rev. Lett. 1997, 79, 55 - 58. 
106. Pandey, H. D.; Leitner, D. M., Thermalization and Thermal Transport in 
Molecules. J. Phys. Chem. Lett. 2016, 7, 5062 - 5067. 
107. Pandey, H. D.; Leitner, D. M., Vibrational Energy Transport in Molecules and the 
Statistical Properties of Vibrational Modes. Chem. Phys. 2017, 482, 81 - 85. 
108. Leitner, D. M., Quantum Ergodicity and Energy Flow in Molecules. Adv. Phys. 
2015, 64, 445 - 517. 
109. Leitner, D. M.; Wolynes, P. G., Vibrational Relaxation and Energy Localization 
in Polyatomics:  Effects of High-Order Resonances on Flow Rates and the Quantum 
Ergodicity Transition. J. Chem. Phys. 1996, 105, 11226-11236. 
110. Leitner, D. M.; Wolynes, P. G., Statistical Properties of Localized Vibrational 
Eigenstates. Chem. Phys. Lett. 1996, 258, 18 - 24. 
111. Yu, X.; Park, J.; Leitner, D. M., Thermodynamics of Protein Hydration Computed 
by Molecular Dynamics and Normal Modes. J. Phys. Chem. B 2003, 107, 12820 - 12829. 
112. Leitner, D. M.; Gruebele, M., A Quantum Model of Restricted Vibrational Energy 
Flow on the Way to the Transition State in Unimolecular Reactions. Mol. Phys. 2008, 
106, 433 - 442. 
113. Bigwood, R.; Gruebele, M.; Leitner, D. M.; Wolynes, P. G., The Vibrational 
Energy Flow Transition in Organic Molecules: Theory Meets Experiment. Proc. Natl. 
Acad. Sci. USA 1998, 95, 5960-5964. 
114. Gruebele, M., Molecular Vibrational Energy Flow: A State Space Approach. Adv. 
Chem. Phys. 2000, 114, 193-261. 
115. Keshavamurthy, S., Scaling Perspective on Intramolecular Vibrational Energy 
Flow: Analogies, Insights and Challenges. Adv. Chem. Phys. 2013, 153, 43 - 110. 
67 
116. Manikandan, P.; Keshavamurthy, S., Dynamical Traps Lead to the Slowing Down 
of Intramolecular Vibrational Energy Flow. Proc. Natl. Acad. Sci. (USA) 2014, 111, 
14354 - 14359. 
117. Leitner, D. M., Real-Symmetric Random Matrix Ensembles of Hamiltonians with 
Partial Symmetry-Breaking. Phys. Rev.  E 1993, 48, 2536 - 46. 
118. Leitner, D. M.; Cederbaum, L. S., Some Properties of Invariant Random-Matrix 
Ensembles and Their Connection to Ergodic and Nonergodic Hamiltonian Systems. Phys. 
Rev. E 1994, 49, 114 - 121. 
119. Leitner, D. M.; Wolynes, P. G., Quantization of the Stochastic Pump Model of 
Arnold Diffusion. Phys. Rev. Lett. 1997, 79, 55 - 58. 
120. Leitner, D. M.; Pandey, H. D., Quantum Bottlenecks and Unidirectional Energy 
Flow in Molecules. Ann. der Phys. 2015, 527, 601 - 609. 
121. Leitner, D. M.; Pandey, H. D., Asymmetric Energy Flow in Liquid 
Alkylbenzenes: A Computational Study. J. Chem. Phys. 2015, 143, 144301. 
122. Fujisaki, H.; Stock, G., Dynamic Treatment of Vibrational Energy Relaxation in a 
Heterogeneous and Fluctuating Environment. J. Chem. Phys. 2008, 129, 134110. 
123. Leitner, D. M., Vibrational Energy Transfer in Helices. Phys. Rev. Lett. 2001, 87, 
188102. 
124. Leitner, D. M., Vibrational Energy Transfer and Heat Conduction in a One-
Dimensional Glass. Phys. Rev. B 2001, 64, 094201  
125. Alicki, R.; Leitner, D. M., Size-Dependent Accuracy of Nanoscale Thermometers. 
J. Phys. Chem. B 2015, 119, 9000 – 9005  
126. Leitner, D. M., Mode Damping Rates in a Protein Chromophore. Chem. Phys. 
Lett. 2012, 530, 102 - 6. 
127. Leitner, D. M.; Köppel, H.; Cederbaum, L. S., Effects of Symmetry Breaking on 
Spectra of Chaotic Hamiltonian Systems. Phys. Rev. Lett. 1994, 73, 2970 - 3. 
128. Leitner, D. M.; Köppel, H.; Cederbaum, L. S., Statistical Properties of Molecular 
Spectra and Molecular Dynamics: Analysis of Their Correspondence in No2 and C2h4+. 
J. Chem. Phys. 1996, 104, 434 - 443. 
129. Leitner, D. M., Temperature Dependence of the Pure Vibrational Dephasing Rate 
in a Heteropolymer. Chem. Phys. Lett. 2002, 359, 434 - 439. 
130. Leitner, D. M., Anharmonic Decay of Vibrational States in Helical Peptides, Coils 
and One-Dimensional Glasses. J. Phys. Chem. A 2002, 106, 10870-10876  
68 
131. Fujisaki, H.; Yagi, K.; Kikuchi, H.; Takami, T.; Stock, G., Vibrational Energy 
Transport in Acetylbenzonitrile Described by an Ab Initio-Based Quantum Tier Model. 
Chem. Phys. 2017, 482, 86 - 92. 
132. Uzer, T., Theories of Intramolecular Vibrational Energy Transfer. Phys. Rep. 
1991, 199, 73-146. 
133. Chuntonov, L.; Peskin, U., A Spin-Boson Screening Approach for Unraveling 
Dominant Vibrational Energy Transfer Pathways in Molecular Materials. Chem. Phys.   
2017, 482, 93 - 99. 
134. Wilkinson, M.; Feingold, M.; Leitner, D. M., Localization and Spectral Statistics 
in a Banded Random Matrix Ensemble. J. Phys. A 1991, 24, 175 - 181. 
135. Feingold, M.; Leitner, D. M.; Wilkinson, M., Spectral Statistics in Semiclassical 
Random Matrix Ensembles. Phys. Rev. Lett. 1991, 66, 986 - 989. 
136. Leitner, D. M.; Feingold, M., Density of States of Band Random Matrices with 
Electric Field. J. Phys. A 1993, 26, 7367 - 7372. 
137. Feingold, M.; Leitner, D. M.; Piro, O., Semiclassical Structure of Hamiltonians. 
Phys. Rev. A 1989, 39, 6507 - 6514. 
138. Feingold, M.; Moiseyev, N.; Peres, A., Ergodicity and Mixing in Quantum 
Theory. Ii. Phys. Rev. A 1984, 30, 509 - 511. 
139. Pandey, H. D.; Leitner, D. M., Influence of Thermalization on Thermal 
Conduction through Molecular Junctions: Computational Study of Peg Oligomers. J. 
Chem. Phys. 2017, 147, 084701. 
140. Buldum, A.; Leitner, D. M.; Ciraci, S., Thermal Conduction through a Molecule. 
Europhys. Lett. 1999, 47, 208 - 212. 
141. Leitner, D. M.; Wolynes, P. G., Predictions of Local Random Matrix Theory for 
Vibrational Mixing and Energy Flow in Polyatomics. In Ach-Models in Chemistry, 
Special Issue, Symposium on Dynamical Information from Molecular Spectra, Schubert, 
A., Ed. Library of the Hungarian Academy of Sciences: 1997. 
142. Leitner, D. M.; Wolynes, P. G., Heat Flow through an Insulating Nanocrystal. 
Phys. Rev. E 2000, 61, 2902-2908  
143. Leitner, D. M.; Matsunaga, Y.; Li, C.-B.; Komatsuzaki, T.; Shojiguchi, A.; Toda, 
M., Non-Brownian Phase Space Dynamics of Molecules, the Nature of Their Vibrational 
States, and Non-Rrkm Kinetics. Adv. Chem. Phys. 2011, 145, 83 - 122. 
144. Komatsuzaki, T.; Berry, R. S.; Leitner, D. M., Advancing Theory for Kinetics and 
Dynamics of Complex, Many-Dimensional Systems: Clusters and Proteins; Wiley: 
Hoboken, 2011; Vol. 145. 
69 
145. Leitner, D. M.; Wolynes, P. G., Quantum Theory of Enhanced Unimolecular 
Reaction Rates Below the Ergodicity Threshold. Chemical Physics 2006, 329, 163-167. 
146. Leitner, D. M.; Wolynes, P. G., Quantum Energy Flow During Molecular 
Isomerization. Chem. Phys. Lett. 1997, 280, 411 - 418. 
147. Leitner, D. M.; Levine, B.; Quenneville, J.; Martínez, T. J.; Wolynes, P. G., 
Quantum Energy Flow and Trans-Stilbene Photoisomerization: An Example of a Non-
Rrkm Reaction. J. Phys. Chem. A 2003, 10706-10716  
148. Leitner, D. M., Influence of Quantum Energy Flow and Localization on 
Molecular Isomerization in Gas and Condensed Phases. Int. J. Quantum Chem. 1999, 75, 
523 - 531. 
149. Nordholm, S., Photoisomerization of Stilbene - a Theoretical Study of 
Deuteration Shifts and Limited Internal Vibrational Redistribution. Chem. Phys. 1989, 
137, 109-120. 
150. Agbo, J. K.; Leitner, D. M.; Myshakin, E. M.; Jordan, K. D., Quantum Energy 
Flow and the Kinetics of Water Shuttling between Hydrogen Bonding Sites on Trans-
Formanilide (Tfa). J. Chem. Phys. 2007, 127, art. 064315, pp. 1 – 10  
151. Agbo, J. K.; Leitner, D. M.; Evans, D. A.; Wales, D. J., Influence of Vibrational 
Energy Flow on Isomerization of Flexible Molecules: Incorporating Non-Rrkm Kinetics 
in the Simulation of Dipeptide Isomerization. J. Chem. Phys. 2005, 123, 124304. 
152. Agbo, J. K.; Jain, A.; Leitner, D. M., Quantum Localization, Dephasing and 
Vibrational Energy Flow in a Trans-Formanilide (Tfa)-H2o Complex. Chem. Phys. 2010, 
111 - 117. 
153. Patra, S.; Keshavamurthy, S., Classical-Quantum Correspondence in a Model for 
Conformational Dynamics: Connecting Phase Space Reactive Islands with Rare Events 
Sampling. CHem. Phys. Lett. 2015, 634, 1 - 10. 
154. Toda, M., Global Aspects of Chemical Reactions in Multidimensional Phase 
Space. Adv. Chem. Phys. 2005, 130A, 337 - 399. 
155. Hamm, P.; Lim, M.; Hochstrasser, R. M., Structure of the Amide I Band of 
Peptides Measured by Fs Nonlinear-Infrared Spectroscopy. J. Phys. Chem. B 1998, 102, 
6123-6138. 
156. Zhang, Y.; Fujisaki, H.; Straub, J. E., Direct Evidence for Mode-Specific 
Vibrational Energy Relaxation from Quantum Time-Dependent Perturbation Theory. 1. 
Five-Coordinate Ferrous Iron Porphydin Model. J. Chem. Phys. 2009, 130, art. no. 
025102. 
157. Zhang, Y.; Fujisaki, H.; Straub, J. E., Mode Specific Vibrational Energy 
Relaxation of Amide I and Ii Modes in N-Methylacetamide/Water Clusters: The Intra- 
70 
and Inter-Molecular Energy Transfer Mechanisms. J. Phys. Chem. A 2009, 113, 3051 - 
3060. 
158. Austin, R. H.; Xie, A.; Meer, L. v. d.; Redlich, B.; Lingård, P.-A.; Frauenfelder, 
H.; Fu, D., Picosecond Thermometer in the Amide I Band of Myoglobin. Phys. Rev. Lett. 
2005, 94, 128101 - 1 - 4. 
159. Peterson, K. A.; Rella, C. W.; Engholm, J. R.; Schwettman, H. A., Ultrafast 
Vibrational Dynamics of the Myoglobin Amide I Band. J. Phys. Chem. B 1999, 103, 557-
561. 
160. Moritsugu, K.; Miyashita, O.; Kidera, A., Temperature Dependence of 
Vibrational Energy Transfer in a Protein Molecule. J. Phys. Chem. B 2003, 107, 3309 - 
3317. 
161. Moritsugu, K.; Miyashita, O.; Kidera, A., Vibrational Energy Transfer in a 
Protein Molecule. Phys. Rev. Lett. 2000, 85, 3970 - 3973. 
162. Yamato, T.; Niimura, N.; Go, N., Molecular Dynamics Study of Femtosecond 
Events in Photoactive Yellow Protein after Photoexcitation of the Chromophore. Proteins   
1998, 32, 268 - 275. 
163. Yamada, A.; Ishikura, T.; Yamato, T., Role of Protein in the Primary Step of the 
Photoreaction of Yellow Protein. Proteins 2004, 55, 1063 - 1069. 
164. Yamada, A.; Ishikura, T.; Yamato, T., Direct Measure of Functional Importance 
Visualized Atom-by-Atom for Photoactive Yellow Protein: Application to 
Photoisomerization Reaction. Proteins 2004, 55, 1070 - 1077. 
165. Koike, K.; Kawaguchi, K.; Yamato, T., Stress Tensor Analysis of the Protein 
Quake of Photoactive Yellow Protein. Phys. Chem. Chem. Phys. 2008, 10, 1400 - 1405. 
166. Mitchell, M. R.; Tlusty, T.; Leibler, S., Strain Analysis of Protein Structures and 
Low Dimensionality of Mechanical Allosteric Couplings. Proc. Natl. Acad. Sci. (USA) 
2016, 113, E5847 - 55. 
167. Yamato, T.; Higo, J.; Seno, Y.; Go, N., Conformational Deformation in 
Deoxymyoglibin by Hydrostatic Pressure. Proteins: Struct. Func. Genetics 1993, 16, 327 
- 340. 
168. Yamato, T., Strain Tensor Field in Proteins. J. Mol. Graph. 1996, 14, 98 - 107. 
169. Tomita, A.; Sato, T.; Ichiyangi, K.; Nozawa, S.; Yamato, T.; Koshihara, S. Y.; 
Adachi, S., Visualizing Breathing Motion of Internal Cavities in Concert with Ligand 
Migration in Myoglobin. Proc. Natl. Acad. Sci. (USA) 2009, 106, 2612 - 2616. 
170. Petit, C. M.; Zhang, J.; Sapienza, P. J.; Fuentes, E. J.; Lee, A. L., Hidden 
Dynamic Allostery in a Pdz Domain. Proc. Natl. Acad. Sci. (USA) 2009, 106, 18249 - 
18254. 
71 
171. Royer, W. E.; Zhu, H.; Gorr, T. A.; Flores, J. F.; Knapp, J. E., Allosteric 
Hemoglobin Assembly: Diversity and Similarity. J. Biological Chem. 2005, 280, 27477 - 
27480. 
172. Laine, J. M.; Amat, M.; Morgan, B. R.; Royer, W. E.; Massi, F., Insight into the 
Allosteric Mechanism of Scapharca Dimeric Hemoglobin. Biochem. 2014, 53, 7199 - 
7210. 
173. Ikeda-Saito, M.; Yonetani, T.; Chiancone, E.; Ascoli, F.; Verzili, D.; Antonini, E., 
Thermodynamic Properties of Oxygen Equlibria of Dimeric and Tetrameric Hemoglobins 
from Scapharca Inaequivalvis. J. Mol. Biol. 1983, 170, 1009 - 1018. 
174. Gnanasekaran, R.; Xu, Y.; Leitner, D. M., Dynamics of Water Clusters Confined 
in Proteins: A Molecular Dynamics Simulation Study of Interfacial Waters in a Dimeric 
Hemoglobin. J. Phys. Chem. B 2010, 114, 16989 - 96. 
175. Pardanani, A.; Gambacurta, A.; Ascoil, F.; Royer, W. E., Mutational 
Destabilization of the Critical Interface Water Cluster in Scapharca Dimeric Hemoglobin: 
Structural Basis for Altered Allosteric Activity. J. Mol. Biol. 1998, 284, 729-739. 
176. Pardanani, A.; Gibson, Q. H.; Colotti, G.; Royer, W. E., Mutation of Residue Phe 
97 to Leu Disrupts the Central Allosteric Pathway in Scapharca Dimeric Hemoglobin. J. 
Biol. Chem. 1997, 272, 13171-13179. 
177. Royer, W. E.; Pardanani, A.; Gibson, Q. H.; Peterson, E. S.; Friedman, J. M., 
Ordered Water Molecules as Key Allosteric Mediators in a Cooperative Dimeric 
Hemoglobin. Proc. Natl. Acad. Sci 1996, 93, 14526-14531. 
178. Ceci, P.; Giangiacomo, L.; Boffi, A.; Chiancone, E., The Mutation K30d Disrupts 
the Only Salt Bridge at the Subunit Interface of the Homodimeric Hemoglobin from 
Scapharca Inaequivalvis and Changes the Mechanism of Cooperativity. J. Biol. Chem. 
2002, 277, 6929 - 2933. 
179. Royer, W. E.; Hendrickson, W. A.; Chiancone, E., Structural Transitions Upon 
Ligand Binding in a Cooperative Dimeric Hemoglobin. Science 1990, 249, 518-521. 
180. Elber, R., A Milestoning Study of the Kinetics of an Allosteric Transition: 
Atomically Detailed Simulations of Deoxy Scapharca Hemoglobin. Biophys. J. 2007, 92, 
L85 - L87. 
181. Meyer, T. E., Isolation and Characterization of Soluble Cytochromes, Ferredoxins 
and Other Chromophoric Proteins from the Halophilic Phototrophic Bacterium 
Ectothiorhodospira Halophila. Biochimica et Biophysica Acta 1985, 806, 175 - 183. 
182. Xie, A.; Hoff, W. D.; Kroon, A. R.; Hellingwerf, K. J., Glu46 Donates a Proton to 
the 4-Hydroxycinnamate Anion Chromophore During the Photocycle of Photoactive 
Yellow Protein. Biochem. 1996, 35, 14671 - 78. 
72 
183. Ihee, H.; Rajagopal, S.; Srajer, V.; Pahl, R.; Anderson, S.; Schmidt, M.; Schotte, 
F.; Anfinrud, P. A.; Wulff, M.; Moffat, K., Visualizing Reaction Pathways in Photoactive 
Yellow Protein from Nanoseconds to Seconds. Proc. Natl. Acad. Sci. (USA) 2005, 102, 
7145 - 7150. 
184. Groenhof, G.; Lensink, M. F.; Berendsen, H. J. C.; Mark, A. E., Signal 
Transduction in the Photoactive Yellow Protein. Ii. Proton Transfer Initiates 
Conformational Changes. Proteins: Struct. Func. Genetics 2002, 48, 212 - 219. 
185. Itoh, K.; Sasai, M., Dynamical Transition and Proteinquake in Photoactive 
Yellow Protein. Proc. Natl. Acad. Sci. (USA) 2004, 101, 14736 - 41. 
186. Arai, S.; Togashi, M.; Shiozawa, M.; Inoue, Y.; Sakurai, M., Molecular Dynamics 
Simulation of the M Intermediate of Photoactive Yellow Protein in the Crystalline State. 
Chem. Phys. Lett. 2005, 414, 230 - 233. 
187. Kandori, H.; Iwata, T.; Hendriks, J.; Maeda, A.; Hellingwerf, K. J., Water 
Structural Changes Involved in the Activation Process of Photoactive Yellow Protein. 
Biochem. 2000, 39, 7902 - 7909. 
188. Takeshita, K.; Imamoto, Y.; Kataoka, M.; Tokunaga, F.; Terizima, M., 
Themodynamic and Transport Properties of Intermediate States of the Photocyclic 
Reaction of Photoactive Yellow Protein. Biochem. 2002, 41, 3037 - 3048. 
189. Borgstahl, G. E.; Williams, D. R.; Getzoff, E. D., 1.4 Å Structure of Photoactive 
Yellow Protein, a Cytosolic Photoreceptor: Unusual Fold, Active Site, and Chromophore. 
Biochem. 1995, 34, 6278 - 6287. 
190. Wang, Q.; Wong, C. F.; Rabitz, H., Simulating Energy Flow in Biomolecules: 
Application to Tuna Cytochrome C. Biophys. J. 1998, 75, 60-69. 
191. Jorgensen, W. L.; Chandrasekar, J.; Madura, J. D.; Impey, R. W.; Klein, M. L., 
Comparison of Simple Potential Functions for Simulating Liquid Water. J. Chem. Phys. 
1983, 79, 926 - 935. 
192. Gerek, Z. N.; Ozkan, S. B., Change in Allosteric Network Affects Binding 
Affinities of Pdz Domains: Analysis through Perturbation Response Scanning. PLOS 
Computational Biology 2011, 7, e1002154. 
193. Lee, J.; Natarajan, M.; Nashine, V. C.; Socolich, M.; Vo, T.; Russ, W. P.; 
Benkovic, S. J.; Ranganathan, R., Surface Sites for Engineering Allosteric Control in 
Proteins. Science 2008, 322, 438 - 442. 
194. Dhulesia, A.; Gsponer, J.; Vendruscolo, M., Mapping of Two Networks of 
Residues That Exhibit Structural and Dynamical Changes Upon Binding in a Pdz Domain 
Protein. J. Am. Chem. Soc. 2008, 130, 8931 - 8939. 
73 
195. Kong, Y.; Karplus, M., Signaling Pathways of Pdz2 Domain: A Molecular 
Dynamics Interaction Correlation Analysis. Proteins: Struct. Func. Bioinform. 2009, 74, 
145 - 154. 
196. Liu, Z.; Chen, J.; Thirumalai, D., On the Accuracy of Inferring Energetic 
Coupling between Distant Sites in Protein Families from Evolutionary Imprints: 
Illustrations Using Lattice Model. Proteins 2009, 77, 823 - 831. 
197. Ho, B. K.; Agard, D. A., Conserved Tertiary Couplings Stabilize Elements in the 
Pdz Fold, Leading to Characteristic Patterns of Domain Conformational Flexibility. 
Protein Science 2010, 19, 398 - 411. 
198. Buchli, B.; Waldauer, S. A.; Walser, R.; Donten, M. L.; Pfister, R.; Bloechliger, 
N.; Steiner, S.; Caflisch, A.; Zerbe, O.; Hamm, P., Kinetic Response of a Photoperturbed 
Allosteric Protein. Proc. Natl. Acad. Sci. (USA) 2013, 110, 11725 - 30. 
199. Saro, D.; Vickrey, J.; Waerzak, Z.; Kovari, L.; Spaller, M., to be published. 
200. Case, D. A., et al., Amber 12. University of California, San Francisco 2012. 
201. McLaughlin, R. N.; Poelwijk, F. J.; Raman, A.; Gosal, W. S.; Ranganathan, R., 
The Spatial Architecture of Protein Function and Adaptation. Nature 2012, 491, 138 - 
142. 
202. Zhang, J.; Petit, C. M.; King, D. S.; Lee, A. L., Phosphorylation of a Pdz Domain 
Extension Modulates Binding Affinity and Interdomain Interactions in the Psd-95 
Maguk. J. Biol. Chem. 2011, 286, 41776 - 41785. 
203. Chi, C. N.; Elfström, L.; Shi, Y.; Snäll, T.; Engström, A.; Jemth, P., Reassessing a 
Sparse Energetic Network within a Single Protein Domain. Proc. Natl. Acad. Sci. (USA) 
2008, 105, 4679 - 4684. 
204. Zheng, W.; Brooks, B. R.; Thirumalai, D., Low-Frequency Normal Modes That 
Describe Allosteric Transitions in Biological Nanomachines Are Robust to Sequence 
Variations. Proc. Natl. Acad. Sci. (USA) 2006, 103, 7664 - 7669. 
205. Henry, E. R.; Eaton, W. A.; Hochstrasser, R. M., Molecular Dynamics 
Simulations of Cooling in Laser-Excited Heme Proteins. Proc. Natl. Acad. Sci. (USA) 
1986, 83, 8982 - 8986. 
206. Beck, T. L.; Jellinek, J.; Berry, R. S., Rare Gas Clusters: Solids, Liquids, Slush 
and Magic Numbers. J. Chem. Phys. 1987, 87, 545 - 554. 
207. Beck, T. L.; Leitner, D. M.; Berry, R. S., Melting and Phase Space Transitions in 
Small Clusters: Spectral Characteristics, Dimensions, and K-Entropy. J. Chem. Phys. 
1988, 89, 1681 - 1694. 
74 
208. Rick, S. W.; Leitner, D. L.; Doll, J. D.; Freeman, D. L.; Frantz, D. D., The 
Quantum Mechanics of Clusters: The Low Temperature Equilibrium and Dynamical 
Behavior of Rare Gas Systems. J. Chem. Phys. 1991, 95, 6658 - 6667. 
209. Wales, D. W., Energy Landscapes; Cambridge University Press: Cambridge, 
2003. 
210. Frantsuzov, P. A.; Mandelshtam, V. A., Equilibrium Properties of Quantum 
Water Clusters by the Variational Gaussian Wavepacket Method. J. Chem. Phys. 2008, 
128, 094304. 
211. Meister, K.; Ebbinghaus, S.; Xu, Y.; Duman, J. G.; DeVries, A.; Gruebele, M.; 
Leitner, D. M.; Havenith, M., Long-Range Protein–Water Dynamics in Hyperactive 
Insect Antifreeze Proteins. Proc. Natl. Acad. Sci. (USA) 2013, 110, 1617 - 1622. 
212. Leitner, D. M.; Havenith, M.; Gruebele, M., Biomolecule Large Amplitude 
Motion and Solvation Dynamics: Modeling and Probes from Thz to X-Rays. Int. Rev. 
Phys. Chem. 2006, 25, 553-582. 
213. Ebbinghaus, S.; Kim, S.-J.; Heyden, M.; Yu, X.; Heugen, U.; Gruebele, M.; 
Leitner, D. M.; Havenith, M., An Extended Dynamical Solvation Shell around Proteins. 
Proc. Natl. Acad. Sci. USA 2007, 104, 20749 - 20752. 
214. Ebbinghaus, S.; Kim, S. J.; Heyden, M.; Yu, X.; Gruebele, M.; Leitner, D. M.; 
Havenith, M., Protein Sequence- and Ph-Dependent Hydration Probed by Terahertz 
Spectroscopy. J. Am. Chem. Soc. 2008, 130, 2374 - 5. 
215. Heugen, U.; Schwaab, G.; Bründermann, E.; Heyden, M.; Yu, X.; Leitner, D. M.; 
Havenith, M., Solute Induced Retardation of Water Dynamics: Hydration Water Probed 
Directly by Thz Spectroscopy. Proc. Natl. Acad. Sci. USA 2006, 103, 12301 - 12306. 
216. Heyden, M.; Bründermann, E.; Heugen, U.; Niehues, G.; Leitner, D. M.; 
Havenith, M., The Long Range Influence of Carbohydrates on the Solvation Dynamics of 
Water – Answers from Thz Spectroscopic Measurements and Molecular Modelling 
Simulations. J. Am. Chem. Soc. 2008, 130, 5773 - 5779. 
217. Heyden, M.; Havenith, M., Combining Thz Spectroscopy and Md Simulations to 
Study Protein-Hydration Coupling. Methods 2010, 52, 74 - 83. 
218. Leitner, D. M.; Gruebele, M.; Havenith, M., Solvation Dynamics of 
Biomolecules: Modeling and Terahertz Experiments. HFSP Journal 2008, 32, 314 - 323. 
219. Luong, T. Q.; Xu, Y.; Bründermann, E.; Leitner, D. M.; Havenith, M., 
Hydrophobic Collapse Induces Changes in the Collective Protein and Hydration Low 
Frequency Modes. Chem. Phys. Lett. 2016, 651, 1 - 7. 
220. Xu, Y.; Gnanasekaran, R.; Leitner, D. M., Analysis of Water and Hydrogen Bond 
Dynamics at the Surface of an Antifreeze Protein. J. At. Mol. Opt. Phys. 2012, 2012, art. 
no. 125071, pp. 1 - 6. 
75 
221. Meister, K.; Duman, J. G.; Xu, Y.; DeVries, A. L.; Leitner, D. M.; Havenith, M., 
The Role of Sulfates on Antifreeze Protein Activity. J. Phys. Chem. B 2014, 118, 7920 - 
7924. 
222. Schmidt, D. A.; Birer, Ö.; Funkner, S.; Born, B.; Gnanasekaran, R.; Schwaab, G.; 
Leitner, D. M.; Havenith, M., Rattling in the Cage: Ions as Probes of Sub-Picosecond 
Water Network Dynamics. J. Am. Chem. Soc. 2009, 131, 18512-18517. 
223. Xu, Y.; Bäumer, A.; Meister, K.; Bischak, C.; DeVries, A. L.; Leitner, D. M.; 
Havenith, M., Protein-Water Dynamics in Antifreeze Protein Iii Activity. Chem. Phys. 
Lett. 2016, 647, 1 - 6. 
224. Acbas, G.; Niessen, K. A.; Snell, E. H.; Markelz, A. G., Optical Measurements of 
Long-Range Protein Vibrations. Nat. Comm. 2014, 5, 3076. 
225. Knab, J. R.; Chen, J.-Y.; Markelz, A. G., Hydration Dependence of 
Conformational Dielectric Relaxation of Lysozyme. Biophys. J. 2006, 90, 2576 - 2581. 
226. LeBard, D. N.; Matyushov, D. V., Ferroelectric Hydration Shells around Proteins: 
Electrostatics of the Protein-Water Interface. J. Phys. Chem. B 2010, 114, 9246 - 58. 
227. Martin, D. R.; Matyushov, D. V., Non-Gaussian Statistics and Nanosecond 
Dynamics of Electrostatic Fluctuations Affecting Optical Transitions in Proteins. J. Phys. 
Chem. B 2012, 116, 10294 - 300. 
228. Martin, D. R.; Matyushov, D. V., Dipolar Nanodomains in Protein Hydration 
Shells. J. Phys. Chem. Lett. 2015, 6, 407 - 412. 
229. Matyushov, D. V., Terahertz Response of Dipolar Impurities in Polar Liquids: On 
Anomalous Dielectric Absorption of Protein Solutions. Phys. Rev. E 2010, 81, 021914. 
230. Heyden, M.; Tobias, D. J., Spatial Dependence of Protein-Water Collective 
Hydrogen Bond Dynamics. Phys. Rev. Lett. 2013, 111, art. no. 218101. 
231. Laage, D.; Elsaesser, T.; Hynes, J. T., Water Dynamics in the Hydration Shells of 
Biomolecules. Chem. Rev. 2017, 117, 10694 - 10725. 
232. Xu, Y.; Havenith, M., Perspective: Watching Low-Frequency Vibrations of Water 
in Biomolecules by Thz Spectroscopy. J. Chem. Phys. 2015, 143, 170901. 
233. Martin, D. R.; Matyushov, D. V., Terahertz Absorption of Lysozyme in Solution. 
J. Chem. Phys. 2017, 147, 084502. 
