Essays on Inventory Management and Conjoint Analysis by Chen, Yupeng
Essays on Inventory Management and
Conjoint Analysis
Yupeng Chen
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy







Essays on Inventory Management and Conjoint Analysis
Yupeng Chen
With recent theoretic and algorithmic advancements, modern optimization methodologies
have seen a substantial expansion of modeling power, being applied to solve challenging problems
in impressively diverse areas. This dissertation aims to extend the modeling frontier of optimization
methodologies in two exciting fields-inventory management and conjoint analysis. Although
the three essays concern distinct applications using different optimization methodologies, they
share a unifying theme, which is to develop intuitive models using advanced optimization
techniques to solve problems of practical relevance.
The first essay (Chapter 2) applies robust optimization to solve a single installation inventory
model with non-stationary uncertain demand. A classical problem in operations research,
the inventory management model could become very challenging to analyze when lost-sales
dynamics, non-zero fixed ordering cost, and positive lead time are introduced. In this essay,
we propose a robust cycle-based control policy based on an innovative decomposition idea to
solve a family of variants of this model. The policy is simple, flexible, easily implementable
and numerical experiments suggest that the policy has very promising empirical performance.
The policy can be used both when the excess demand is backlogged as well as when it is lost;
with non-zero fixed ordering cost, and also when lead time is non-zero. The policy decisions are
computed by solving a collection of linear programs even when there is a positive fixed ordering
cost. The policy also extends in a very simple manner to the joint pricing and inventory control
problem.
The second essay (Chapter 3) applies sparse machine learning to model multimodal continuous
heterogeneity in conjoint analysis. Consumers’ heterogeneous preferences can often be represented
using a multimodal continuous heterogeneity (MCH) distribution. One interpretation of MCH
is that the consumer population consists of a few distinct segments, each of which contains
a heterogeneous sub-population. Modeling of MCH raises considerable challenges as both
across- and within-segment heterogeneity need to be accounted for. In this essay, we propose
an innovative sparse learning approach for modeling MCH and apply it to conjoint analysis
where adequate modeling of consumer heterogeneity is critical. The sparse learning approach
models MCH via a two-stage divide-and-conquer framework, in which we first decompose the
consumer population by recovering a set of candidate segmentations using structured sparsity
modeling, and then use each candidate segmentation to develop a set of individual-level representations
of MCH. We select the optimal individual-level representation of MCH and the corresponding
optimal candidate segmentation using cross-validation. Two notable features of our approach
are that it accommodates both across- and within-segment heterogeneity and endogenously
imposes an adequate amount of shrinkage to recover the individual-level partworths. We empirically
validate the performance of the sparse learning approach using extensive simulation experiments
and two empirical conjoint data sets.
The third essay (Chapter 4) applies dynamic discrete choice models to investigate the impact
of return policies on consumers’ product purchase and return behavior. Return policies have
been ubiquitous in the marketplace, allowing consumers to use and evaluate a product before
fully committing to purchase. Despite the clear practical relevance of return policies, however,
few studies have provided empirical assessments of how consumers’ purchase and return decisions
respond to the return policies facing them. In this essay, we propose to model consumers’
purchase and return decisions using a dynamic discrete choice model with forward-looking
and Bayesian learning. More specifically, we postulate that consumers’ purchase and return
decisions are optimal solutions for some underlying dynamic expected-utility maximization
problem in which consumers learn their true evaluations of products via usage in a Bayesian
manner and make purchase and return decisions to maximize their expected present value of
utility, and return policies impact consumers’ purchase and return decisions by entering the
dynamic expected-utility maximization problem as constraints. Our proposed model provides
a behaviorally plausible approach to examine the impact of return policies on consumers’
purchase and return behavior.
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This dissertation discusses three applications of modern optimization methodologies in inventory
management and conjoint analysis. Inventory management is a field of operations research
concerning optimal dynamic control of stochastic inventory systems, and conjoint analysis is a
field of quantitative marketing developing accurate measurement and modeling of consumers’
preferences. Through this dissertation, we aim to show that both fields are constantly presenting
exciting challenges despite their long and rich intellectual histories, and, more importantly,
we aim to demonstrate the powerful modeling capacity of recently developed optimization
methodologies in these fields. In particular, for each of the three applications we consider in
this dissertation, we propose an innovative solution method based on optimization techniques
which delivers promising empirical performance.
Single installation inventory management model has been extensively researched over the
past 50 years. However, in the presence of lost-sales dynamics, non-zero fixed ordering cost,
and positive lead time, finding a computationally tractable control policy with near-optimal
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performance remains a challenging task. The standard approach to solve for the optimal control
policy is dynamic programming (DP). DP is effective in characterizing the structure of optimal
policies for simple inventory models, yet its computational complexity easily explodes as the
state space expands, which severely limits the application of DP in practice. Recent research
applies the robust optimization (RO) methodology to develop computationally tractable solutions
for inventory models, in which control policies are parameterized in realized demands and
good control policies are identified by solving mathematical optimization problems. One key
limitation of the current RO-based approaches is that they rely critically on linear system
dynamics, which prohibits their application to lost-sales inventory models. In addition, the
RO-based approaches model the non-zero fixed ordering cost using integer decision variables,
rendering the resulting optimization problems difficult to solve.
In Chapter 2, we propose a new robust cycle-based control policy for solving the single
installation, finite horizon inventory management model with non-stationary uncertain demand.
Inspired in part by the classic Economic-Order-Quantity model, our proposed control policy
dynamically splits the planning horizon into ordering cycles in an online fashion and chooses
an appropriate order quantity and cycle length at the beginning of each ordering cycle. We
compute good order quantity and cycle length decisions using the RO-framework to account for
demand uncertainty. We show that by focusing on each ordering cycle as well as exploiting the
special structure of inventory management models, the decisions in our policy are efficiently
computable under various model assumptions, including lost-sales dynamics, non-zero fixed
ordering cost, and positive lead time. More specifically, we show that the decisions can be
computed by solving a collection of linear programs of modest size, and therefore our policy is
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easily implementable using any linear program solvers. Using extensive numerical experiments,
we demonstrate that our proposed control policy has very promising performance compared to
strong benchmarks across various scenarios despite its simplicity.
Consumers have heterogeneous preferences and an adequate modeling of consumer heterogeneity
is a prerequisite for accurate conjoint estimation. In practice, consumer preferences can often
be represented using a multimodal continuous heterogeneity (MCH) distribution, in which
the consumer population can be interpreted as consisting of a few distinct segments, each
of which contains a heterogeneous sub-population. Modeling of MCH raises considerable
challenges as both across- and within-segment heterogeneity need to be accounted for. Standard
approaches to modeling consumer heterogeneity, including the finite mixture models and the
unimodal hierarchical Bayes models, make simplifying specifications regarding the underlying
heterogeneity distribution. Consequently, they are not capable of fully capturing the variation
in individual-level partworths and may lead to misleading inferences when MCH is present.
Recent work has focused on enhancing the modeling power of hierarchical Bayes models
by incorporating more sophisticated heterogeneity distributions, e.g., the normal component
mixture models and the Dirichlet process models. These advanced models have demonstrated
great capacity to recover individual-level partworths in the presence of MCH; however, their
performance in modeling MCH suffers from the fact that the amount of Bayesian shrinkage
imposed by them is influenced by exogenously chosen parameters of the second-stage priors
and hence may be suboptimal, and that they face inferential difficulties when conducting a
segment-level analysis.
In Chapter 3, we propose and test a new sparse learning approach to modeling MCH in
4
the context of both metric and choice-based conjoint analysis. Our sparse learning approach
models MCH via a two-stage divide-and-conquer framework, in which we first decompose the
consumer population by recovering a set of candidate segmentations using structured sparsity
modeling, and then use each candidate segmentation to develop a set of individual-level representations
of MCH. We select the optimal individual-level representation of MCH and the corresponding
optimal candidate segmentation using cross-validation. Two notable features of our approach
are that it accommodates both across- and within-segment heterogeneity and endogenously
imposes an adequate amount of shrinkage to recover the individual-level partworths. We empirically
validate the performance of the sparse learning approach using extensive simulation experiments
and two empirical conjoint data sets.
Return policies have been ubiquitous in today’s marketplace, yet research empirically investigating
the impact of return policies on consumers’ purchase and return decisions based on individual-level
data has been limited. The extant research assumes that consumers’ uncertainty on the product’s
quality or fit is resolved immediately following the receipt of the product, allowing the researchers
to model return policies solely as options. This assumption is not appropriate in many product
categories and ignores potentially important aspects of return policies including the length of a
return policy.
In Chapter 4, we propose a dynamic discrete choice model with forward-looking and Bayesian
learning to model consumers’ purchase and return behavior and to investigate the impact of
return policies. In our proposed model, consumers’ purchase and return decisions are postulated
as optimal solutions for some underlying dynamic expected-utility maximization problem in
which consumers learn their true evaluations of products via usage in a Bayesian manner and
5
make purchase and return decisions to maximize their expected present value of utility; on
the other hand, return policies enter the dynamic expected-utility maximization problem as
constraints and hence impact consumers’ purchase and return decisions. Our proposed model
provides a behaviorally plausible approach to capture the impact of various aspects of return
policies, including the restocking fee and the length of a return policy.
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Chapter 2
A New Robust Cycle-Based Inventory
Control Policy
2.1 Introduction
Single installation inventory management is a classical research topic which has received persistent
attention from various research communities. The standard approach to compute the optimal
inventory control policy uses dynamic programming (DP). For simple inventory control problems,
DP-based methods are able to characterize the structure of the optimal policies, e.g., [72]
showed that the optimal policy for an inventory control problem with fixed ordering cost is
a so-called (s,S)-policy. Many other researchers have also used DP to derive structural results
of the optimal policies under various model assumptions [53, 87]. Recently, [77] and [73] have
extended the structural results to inventory control problems with a more general Markovian
demand. In practice, however, computing the optimal parameters is often challenging. Since
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DP-based methods compute a value function for each possible state in each period, the computational
complexity of DP is prohibitive when state space is large. This curse of dimensionality has
severely limited the application of DP in practice.
The DP methodology demands that the demand distribution be perfectly known. In practice,
the available historical data on demand distribution is limited, and moreover, the demand distribution
is very often non-stationary. Thus, the perfect information assumption almost never holds in
practice. The performance of DP-based policies is often very sensitive to errors in the demand
distribution [46, 64]. See [24] for an empirical investigation. Consequently, practitioners prefer
simple policies that can be computed using limited information about the demand distribution [94].
[71] formulated a min-max single-period inventory problem where only the mean and the
variance of the demand are known. Moon and Gallego extended this approach to single-period
news-vendor problems [39] and to single-stage periodic review inventory models with a fixed
reorder quantity [61]. [40] later extended the Scarf model to a finite horizon model under
the assumption that the demand is a discrete random variable. However, the complexity of
computing the optimal policy is exponential in the time horizon.
Recent research efforts have focused on developing computationally tractable robust solutions
for the dynamic program. One such approach is to use the robust optimization (RO) methodology
to solve inventory control problems. RO is a relatively new methodology for tractably computing
good solutions for optimization problems with uncertain parameters in which the parameters
are assumed to belong to a known bounded uncertainty set and decisions are chosen assuming
worst case behavior of these uncertain parameters [13, 15–17, 22, 23]. [24] introduced a robust
inventory control model where the uncertain parameters are the realized demand, and showed
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that for a family of polyhedral uncertainty sets introduced in [23] the open-loop control policy
can be computed by solving a linear program (LP) (resp. mixed integer program (MIP))
when fixed ordering cost is zero (resp. positive). [25] showed that the optimal base-stock
policy for a closely related model can be computed efficiently using a Benders’ decomposition
approach. [14] showed that the optimal affine policy for a robust inventory model can be
efficiently computed for a large class of uncertainty sets. Recently, [21] showed that affine
policies are optimal for hypercube-like uncertainty sets. [20] also showed how to compute
optimal polynomial policies.
The RO-based policies in the literature treat the inventory control problem as a special case
of the more general problem of controlling a linear system. These policies typically do not
exploit the special structure of inventory control problems. Since RO-based policies work
only for linear dynamics, these policies are only applicable when the excess demand is fully
backlogged, and not when the excess demand is lost. Moreover, the ordering decisions in the
RO-based policies for inventory control problems with a positive fixed ordering cost have to be
computed by solving an MIP. Since these policies are typically implemented in a rolling horizon
fashion, one needs to solve several, typically large, MIPs. MIP solvers are neither as ubiquitous
nor as stable as LP solvers; consequently, MIP-based control polices are less likely to be widely
adopted.
In this paper, we propose a new RO-based control policy that is inspired in part by the
Economic-Order-Quantity (EOQ) model [94] and the periodic review (R,T ) or (S,T )-type
policies [9, 66, 74, 94]. The EOQ model is an infinite horizon, continuous review inventory
model with constant deterministic demand. In order to balance the inventory ordering cost,
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which includes a fixed cost, and the inventory holding cost and backlogging cost, EOQ optimal
policy splits the planning horizon into fixed length cycles and chooses the cycle length and the
order quantity jointly to minimize the average cost over a cycle. The periodic review (R,T )-type
policies generalize the EOQ model to the case where the demand is a stationary stochastic
process, specifically Poisson process. Under an (R,T ) policy, the inventory position is reviewed
every T periods, i.e., the planning horizon is split into length T cycles, and, if required, the
policy raises the inventory position up to R. As in the EOQ model, in the (R,T ) policy the cycle
length T is an explicit decision variable. Although the (R,T ) policy is generally sub-optimal,
it is very attractive in practice because it specifies the reorder epochs upfront and is, thus, easy
to implement. In particular, the (R,T ) policy can substantially simplify the coordination within
a more complex inventory system [66, 94]. [66] showed that the long-run average cost function
for the (R,T ) policy is jointly convex in R and T , and provided performance guarantee for the
(R,T ) policy. See [9, 74] for a detailed study of the empirical performance of the (R,T ) policy
and further applications of the policy.
The EOQ model and the (R,T ) policy are simple, yet powerful, control policies for a
single installation inventory system. However, these policies have so far been restricted to
models where the goal is to minimize the long-run average cost and the demand process is
either stationary, deterministic, i.e., constant, or stationary, stochastic. Our RO-based approach
extends the “cycle-based” perspective to a single installation, finite horizon inventory model
with non-stationary uncertain demand. Specifically, the contributions of this paper are as
follows.
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1. New robust cycle-based policy: We propose a new robust cycle-based control policy for a
single installation, finite horizon inventory model with non-stationary uncertain demand.
Our policy dynamically breaks the planning horizon into ordering cycles and chooses
an appropriate order quantity and cycle length at the beginning of each ordering cycle
assuming the worst case behavior of the uncertain demand. Thus, our policy can be
viewed as an adaptive version of the (R,T ) policy for an inventory model with more
general demand process. The policy has a simple intuitive economic interpretation and is
very easy to implement. Consequently, we believe that our proposed policy has a higher
likelihood of being adopted in practice.
2. Computationally efficient solution for both backlogging and lost-sales models: We show
that our policy provides a unified and efficient approach for solving inventory control
problems under various model assumptions. In particular, the decisions in our proposed
robust cycle-based policy can be efficiently computed both when the excess demand is
backlogged or lost. To the best of our knowledge, this is the first RO-based inventory
control policy for the lost-sales model. The decisions are also efficiently computable
when there is a non-zero fixed ordering cost and also when lead time is non-zero. More
specifically, we show that for all these cases the decisions in our policy can be computed
by solving a collection of LPs of modest size even when the fixed ordering cost is non-zero,
i.e., we do not have to solve any MIPs. Consequently, the computation of our policy is
extremely efficient (see Section 2.6). On the other hand, since LP solvers are significantly
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more easily accessible and stable when compared to MIP solvers, our policy should be an
attractive candidate for practical implementation.
Our policy also extends to the joint pricing and inventory control problem. In this case
we need to solve a small collection of convex problems to compute the optimal decisions.
These problems reduce to QPs in special cases.
3. Near-optimal empirical performance: The robust cycle-based policy has very promising
empirical performance. We conducted an extensive numerical experiment to test the
performance of our proposed simple policy. We compared the performance of our policy
with the rolling-horizon version of the robust policy in [24] when the excess demand
is backlogged. For the lost-sales model, we compared the performance of our policy
with a DP-based policy, the best base-stock policy in hindsight, and the set of heuristic
policies considered in [95]. In the joint pricing and inventory control model, we compared
the performance of the simple extension of our policy with a DP-based policy. For the
backlogging model, the lost-sales model without lead time and the joint pricing and
inventory control model, the cost of the robust cycle-based policy is typically within±3%
of the cost of benchmark methods. For the lost-sales model with positive lead times, our
policy incurs no more than 7% of the cost of the optimal policy in most scenarios and is
very competitive with other heuristics. In most cases, the computational time required to
compute the decisions in our policy is at least 5–10 times smaller than that required for
the competing methods.
The rest of the paper is organized as follows. In Section 2.2, we introduce our basic
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inventory model with zero lead time. In Section 2.3, we propose our robust cycle-based inventory
control policy, and generalize it to the case with non-zero lead time in Section 2.4. We briefly
discuss the extension to a joint pricing and inventory control model in Section 2.5. In Section 2.6,
we report the preliminary numerical results. In Section 2.7 we include some concluding remarks
and avenues for further extensions.
2.2 Inventory model with zero lead time
We consider a single product single installation stochastic inventory problem over a finite
discrete horizon of T periods. Let xk denote the inventory available at the beginning of period k,
uk denote the quantity ordered at the beginning of period k, and dk denote the realized demand
in period k, for k = 1,2, . . . ,T . We assume that the lead time is zero, i.e., the quantity ordered at
the beginning of any period is delivered immediately. In particular, we assume that the quantity
uk is delivered before the demand dk is realized. We discuss constant positive lead time in
Section 2.4.
Dynamics We consider the following two most prevalent system dynamics [19, 94]:
1. Backlogging: The demand in excess of the inventory in any period is backlogged and
carried over into next period, i.e., xk+1 = xk +uk−dk, for all 1≤ k ≤ T −1. Note that xk
denotes the net inventory and can take negative values.
2. Lost-sales: The demand in excess of the inventory in any period is permanently lost, i.e.,
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xk+1 = max{xk +uk−dk,0}, for all 1≤ k ≤ T −1. Here, xk denotes the actual inventory
at hand and must be nonnegative.
We assume that the installation has a positive capacity M (possibly +∞). Since uk arrives before
the demand, dk, is realized, we require that xk +uk ≤M, for all 1≤ k ≤ T .
Cost function The ordering cost in period k is given by K1(uk > 0)+ c ·uk, where K denotes
the fixed ordering cost, c denotes the per unit variable ordering cost, and 1(·) denotes an
indicator function that takes value 1 when argument is true, and zero otherwise. The inventory
holding cost at the end of period k is given by h ·max{xk +uk−dk,0}, where h denotes the per
unit holding cost, and the shortage cost at the end of period k is given by b ·max{−(xk + uk−
dk),0}, where b denotes the per unit shortage cost; i.e., the total inventory holding and shortage
cost in period k is given by max
{
h · (xk + uk− dk),−b · (xk + uk− dk)
}
. Thus, the total cost
incurred in period k is given by Ck = K1(uk > 0)+ c · uk +max
{




Demand distribution We assume that the demand process D=(D1,D2, . . . ,DT ) is a stochastic
process that satisfies the following assumptions.
Assumption 2.2.1. The random variables {Dk}Tk=1 are mutually independent, but not necessarily
identically distributed.
Assumption 2.2.2. Only the first two moments of the distribution are known, i.e., only E(Dk) =
d̄k and var(Dk) = σ2k are known for all k; all other moments and the distribution are unknown.
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Assumption 2.2.1 is common in inventory literature. It allows demand sequence to be non-stationary,
e.g., seasonally cyclic. Assumption 2.2.2 is a departure from the classical inventory literature
where one assumes perfect information about the demand distributions. The perfect information
assumption leads to a tractable inventory control problem; however, it rarely holds in practice.
In most practical settings, the inventory manager may have sufficient data to accurately estimate
the first two moments of the demand distribution; however, higher moments or the shape of the
distribution cannot be estimated accurately [40].
We denote the set of all distributions for the demand process D which are consistent with
Assumption 2.2.1-2.2.2 by the set F . We denote a realization of D by the lower case vector as
d = (d1,d2, . . . ,dT ). For 1 ≤ k ≤ T , d[k] denotes the sub-sequence (dk,dk+1, . . . ,dT ), and for
1≤ j ≤ T − k+1, d[k, j] denotes the sub-sequence (dk,dk+1, . . . ,dk+ j−1).
Optimality criterion An inventory control policy π =
{
πk : k ∈ {1,2, . . . ,T}
}
consists of
ordering functions πk that prescribe the order quantity uk for period k. We will call a policy π
admissible if πk is non-anticipatory, i.e., the function πk is measurable with the respect to the
filtration generated by the demand up to (and including) period k− 1. Let Π denote the set of








K1(πk > 0)+ c ·πk +max
{




where the expectation is taken with respect to the distribution of d. We want to characterize
J∗ = infπ∈Π J(π), and identify an optimal policy π∗ that achieves J∗.
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The optimality criterion (2.2.1) and the associated optimization problem J∗ is not new.
[71] considers a single period version of J∗. [40] consider J∗ for the setting with discrete
demand distribution and backlogging of excess demand. They show that the optimal policy is
of the (s,S)-type, and provide a dynamic programming (DP) recursion to compute the optimal
parameters; the solution algorithm is, however, exponential in T .
Robust inventory control Robust inventory control was introduced in [14,24,25]. We briefly
review the RO-based approach proposed in [24]. Instead of using (2.2.1), Bertsimas and Thiele












where D is an uncertainty set of demand realizations, i.e., in the robust approach the uncertainty
set F of demand distributions is replaced by an uncertainty set D of demand realizations. The
uncertainty set D is constructed using the available moment information and the optimal control
policy is computed by solving min-max problem J∗r = infπ∈Π Jr(π). The min-max problem J
∗
r is
still a hard problem. By restricting attention to open-loop control policies, Bertsimas and Thiele
are able to reformulate an appropriate relaxation of J∗r as a mathematical program and solve it
efficiently. They show that the empirical performance of the robust policy is close to optimal
for the original min-max optimality criterion J∗.
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2.3 A robust cycle-based inventory control policy
In this section, we propose a simple robust cycle-based inventory control policy that provides a
good solution for J∗. Intuitively, we expect our policy to show good ex post average cost across
different demand distributions. We first motivate the main conceptual insight underlying our
policy; next, we show how to compute the policy decisions in detail. We also show that the
policy presented here can be applied to both backlogging dynamics and lost-sales dynamics.
Cycle-based policies in inventory management Consider an infinite horizon inventory control
problem where the goal is to minimize the long-run average cost for flat deterministic demand,
i.e., Dk = d for all k. A good inventory control policy has to “balance” the ordering cost with
other costs. On one extreme is the policy that orders the quantity d in each period; thereby,
incurring no inventory holding and shortage cost but a large fixed ordering cost. A policy
that places larger but less frequent orders incurs a smaller fixed ordering cost; but the policy
either incurs inventory holding cost, or shortage cost, or both. The optimal policy breaks the
horizon into fixed length cycles where an order is placed in the first period of each cycle. For
any given cycle, the cycle length and the order quantity is chosen to minimize the average
cost over the cycle. This type of analysis underlies the well known Economic-Order-Quantity
(EOQ) model [94] and extends to the (R,T )-type policies with stationary stochastic demand
processes [9, 66, 74, 94].
Drawing insights from the EOQ model and the (R,T )-type policies, we propose a robust
cycle-based policy that is tailored for the finite horizon inventory model with non-stationary
uncertain demand. Without loss of generality, assume the initial inventory x1 = 0. At the
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beginning of period τ1 = 1, we make the following two decisions: order quantity uτ1 and
the cycle length ξ1. The order quantity uτ1 and the cycle length ξ1 is chosen to minimize
an appropriately defined worst-case average cost over the ordering cycle (τ1, . . . ,τ1 + ξ1− 1).
We do not order until period τ2 = τ1 + ξ1. At the beginning of period τ2, we choose order
quantity uτ2 and the next cycle length ξ2 that minimizes the worst-case average cost over the
next ordering cycle (τ2, . . . ,τ2+ξ2−1). We proceed in this manner until the end of the planning
horizon. In the rest of this section, we precisely define the worst-case average cost that defines
our policy and show that the decisions (uτ,ξ) can be computed efficiently in an online fashion.
Note that our proposed policy is different from the (r,q)-type policies [94]. In the (r,q)
policy the decision maker chooses the reorder point r and order quantity q, and a new cycle is
triggered when the inventory position hit the reorder point; thus, the cycle length is a function of
r, q and the demand dynamics. Consequently, the cycle length of an (r,q) policy cannot be easily
computed when the demand distribution is uncertain. In our cycle-based policy, the cycle length
is an explicit decision variable, and once the cycle length is determined at the beginning of
cycle, it is held constant. This alternative formulation leads to tractable approximation for both
backlogging and lost-sales dynamics, even in the presence of positive lead time and uncertain
demand. Moreover, the (r,q) policy was proposed for a continuous review inventory model
with stationary demand, and the decision maker computes the optimal stationary pair (r∗,q∗)
offline. In contrast, our policy computes (uτ,ξ) in an online fashion and the (uτ,ξ) are adapted
to the sample path of demands, and are generally different across cycles. Thus, our cycle-based
policy is capable of handling non-stationary demand.
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Convexity of inventory holding and shortage costs Consider an ordering cycle (τ,τ+1, . . . ,τ+
ξ− 1) that starts from period τ and has cycle length ξ. Let x denote available inventory at the
beginning of the ordering cycle, u denote the order placed at the beginning of the cycle, and let
H(τ,x,ξ,u,d[τ,ξ]) denote the inventory holding and shortage cost incurred over the ordering
cycle as a function of τ, x, ξ, u and the realized demand sequence d[τ,ξ].




, H(τ,x,ξ,u,d[τ,ξ]) is a piecewise linear convex function of
(u,d[τ,ξ]) with ξ+1 linear pieces on B ,
{
(u,d[τ,ξ]) | u ∈ R, d[τ,ξ] ∈ Rξ+
}
.
Proof. Proof. First consider backlogging dynamics. Since ut = 0, for all τ+1≤ t ≤ τ+ξ−1,
xt = x+ u−∑t−1`=τ d`, for τ+ 1 ≤ t ≤ τ+ ξ− 1; thus, the inventory holding and shortage cost
































(u,d[τ,ξ]) ∈ B | u ∈ (−∞,dτ− x]
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, r = 0,{








, 1≤ r ≤ ξ−1,{






, r = ξ.
From (2.3.1) it follows that






• (u,d[τ,ξ]) ∈ Br, for 1≤ r ≤ ξ−1:




, ∑τ+r−1t=τ h(x+u−∑t`=τ d`)−∑
τ+ξ−1
t=τ+r b(x+u−∑t`=τ d`).


























, the conclusion follows immediately.
Next, we consider the case with lost-sales dynamics. Since ut = 0, for all τ + 1 ≤ t ≤




























From (2.3.2), it follows that













































, the conclusion follows immediately.
Lemma 2.3.1 reveals a surprising fact that when restricted to a given ordering cycle the inventory
holding and shortage cost function in both backlogging model and lost-sales model is piecewise
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linear convex! In the following, we will exploit this simple structure of the inventory holding
and shortage cost function to devise a unified and efficient approach to compute policy decisions.
Robust optimization approach for computing (uτ,ξ) Let τ denote the first period of a new
ordering cycle. Let xτ denote the available inventory and d[1,τ− 1] denote the past demand
realization. By Assumption 2.2.1, d[1,τ− 1] does not provide any new information about the








≤ Γτt−τ+1, ∀ τ≤ t ≤ T
}
, (2.3.3)
where ω̄t and ω̂t are, respectively, the nominal value and deviation of dt , and are computed




≤ Γτt−τ+1 was introduced in [22, 23]. It rules out large deviations in the
cumulative demand; and, therefore, controls conservativeness of the robust constraints. Note
that the uncertainty set D[τ] defined in (2.3.3) is symmetric about the nominal demand ω̄t . When
the demand distribution is asymmetric about the mean, an asymmetric uncertainty set may be
more appropriate. We consider such extensions in Section 2.6.2 and show that asymmetric
uncertainty sets lead to significantly improved performance when the demand distribution is
heavy tailed.











where H denotes the total inventory holding and shortage costs over the cycle. The optimal
decision (u∗τ ,ξ











where U is a user-defined parameter. Setting U = ∞ allows the cycle length ξ to be set to any
positive integer less than or equal to the number of remaining periods in the planning horizon.
In our numerical experiments, we found that U = 12 was sufficient for very good performance.
Note that in (2.3.4) and (2.3.5), τ and xτ are known constants, i.e., part of the inputs.
It is clear that the traditional myopic policy is a special case of our policy with ξ = 1. The
following example highlights the benefits of the flexibility of allowing longer cycle lengths.
Consider a lost-sales inventory model with deterministic demand dt = d̄ = 100, T = 10, K =
1000, c = h = 0, b = 5 and x1 = 0. Since K > bd̄, the myopic policy never places an order, and
incurs a total cost of 5000. In contrast, our policy selects ξ = 10, u1 = 1000, and incurs a total
cost of 1000.
Solution algorithm To solve (2.3.5), we fix ξ, solve the inner minimization problem
φ(ξ) = min0≤uτ≤M−xτ F(uτ,ξ), and then enumerate all feasible value of ξ. Since the number
of feasible ξ is at most U , and we show below that φ(ξ) can be solved efficiently, an optimal

























Lemma 2 reformulates (2.3.6) into a more tractable form.

























































To account for the discontinuity of the cost function at uτ = 0, we split (2.3.9) into two terms
























Next, we show how to efficiently solve (2.3.7). We focus on the first program and show that
the solution to the second program is a byproduct of solving the first. For notational simplicity,
we drop all the subscripts appear in (2.3.7), and let u = uτ, x = xτ, d = d[τ,ξ], and D = D[τ,ξ].









Since Lemma 2.3.1 shows that cu+H(u,d) is convex in u, (2.3.10) is a convex optimization
problem. We solve (2.3.10) using the Benders’ decomposition approach [18, 25] displayed in
Figure 2.1. In this procedure, one iteratively solves the inventory manager’s problem that selects
a candidate order quantity ũ and the adversary’s problem that computes the worst-case demand
sequence d̃ ∈ D corresponding to ũ that is added to the working set D̃ of candidate demand
sequences for the inventory manager’s problem. For this procedure to converge quickly, the
inventory manager’s problem and the adversary’s problem should be efficiently solvable, and,
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1. Initialize: D̃ =
{
d̃ = (ω̄τ, ω̄τ+1, . . . , ω̄τ+ξ−1)
}
, LB = 0 and UB =+∞.
2. Inventory manager’s problem: Solve the inventory manager’s problem with d ∈ D̃, i.e.,





K + cu+H(u,d). (2.3.11)
Set LB←maxd∈D̃ K + cũ+H(ũ,d).
3. Adversary’s problem: Solve the worst case demand sequence d̃ corresponding to the
policy ũ computed in Step 2, i.e., compute
d̃ ∈ argmax
d∈D
K + cũ+H(ũ,d). (2.3.12)
Note that d̃ is selected from the full set D and not the current working list D̃. Set UB←
min
(
UB,K + cũ+H(ũ, d̃)
)
.
4. Termination test and update: If UB−LB is small enough, then EXIT. Otherwise, set
D̃← D̃∪{d̃} and return to Step 2.
Figure 2.1: Benders’ decomposition
in addition, the total number of iterations should be small. Since (2.3.10) is a one-dimensional
convex optimization problem in u, and Benders’ decomposition is a sub-gradient algorithm for
solving (2.3.10), we expect the algorithm to converge quickly, and, indeed in our numerical
experiments, we find that in nearly all cases the Benders’ decomposition requires at most 5
iterations to guarantee that UB−LBLB < 10
−5. In the rest of this section we show that both the
inventory manager’s problem and the adversary’s problem can be solved efficiently.
Lemma 2.3.3. The inventory manager’s problem (2.3.11) in Figure 2.1 can be reformulated as
an LP with 2 decision variables and (ξ+1)|D̃|+2 constraints, where |D̃| denotes the cardinality
of the set D̃.
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Proof. Proof. Let D̃ =
{
d1,d2, . . . ,d|D̃|
}
, where d j = (d jτ ,d
j
τ+1, . . . ,d
j
τ+ξ−1). It is clear that
(2.3.11) is equivalent to min
{
t
∣∣u ∈ [0,M−x], t ≥ K+cu+H(u,d j), ∀ j = 1,2, . . . , |D̃|},
where (u, t) are the decision variables. Recall that Lemma 2.3.1 implies that H(u,d j) is the
maximum of ξ+1 linear functions of u; therefore, it follows that for each 1≤ j≤ |D̃|, constraint
t ≥ K + cu+H(u,d j) can be reformulated as ξ+1 linear constraints in (u, t).
The inventory manager’s problem (2.3.11) can be reduced to an LP with no assumption on the
uncertainty set D . Next, we show that the adversary’s problem (2.3.12) can be solved efficiently.
The key insight in establishing the result is that, as indicated by Lemma 2.3.1, the cost function
is a piecewise linear function with at most ξ+1 linear pieces.
Lemma 2.3.4. The adversary’s problem (2.3.12) can be reduced to solving at most ξ+1 LPs.
Proof. Proof. See online supplement.
Lemma 2.3.3 and 2.3.4 imply that the Benders’ decomposition approach should be efficient
for solving (2.3.10), i.e., the first program in (2.3.7). Since the second program in (2.3.7) is
simply the adversary’s problem with ũ= 0, we now have an efficient algorithm for solving (2.3.7).
2.4 Inventory model with non-zero lead time
In this section, we consider an inventory model which is identical to our basic model in all
other respects except that the lead time is a positive constant L, i.e., the quantity ordered at the
beginning of period k arrives at the beginning of period k+L. Thus, the inventory dynamics are
as follows:
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1. When the excess demand is backlogged, xk+1 = xk +uk−L−dk for k ∈ {1,2, . . . ,T −1}.
2. When the excess demand is lost, xk+1 = max{xk +uk−L−dk,0} for k ∈ {1,2, . . . ,T −1}.
Note that ut , for t ≤ 0, denotes orders placed before period 1, and are known constants at the
beginning of the planning horizon. The cost Ck incurred during period k is given by Ck =
K1(uk > 0) + c · uk + max
{
h · (xk + uk−L − dk),−b · (xk + uk−L − dk)
}1. For simplicity, we
assume that the installation capacity M =+∞.
Positive lead times lead to a larger state space which makes computing the optimal policy for
the inventory model much harder, especially when the excess demand is lost. Our understanding
of the lost-sales inventory model with positive lead time is still very limited [95], and this model
is still a very active area of research. See [54], [62, 63], [49], [95], [45] and references therein
for the progression of our understanding of this model.
In order to generalize the basic policy in Section 2.3 to the inventory model with positive
lead time L, we associate the inventory cycle (τ+L,τ+L+1, . . . ,τ+L+ξ−1) with the ordering
cycle (τ,τ+1, . . . ,τ+ξ−1), i.e., the inventory cycle is obtained by shifting the corresponding
ordering cycle forward by L periods. Our modified policy is defined as follows. As before orders
are only placed at the beginning of each ordering cycle. However, unlike in the basic policy,
(uτ,ξ) are chosen to minimize the cost associated with placing the order uτ and the inventory
holding cost and shortage cost incurred over the corresponding inventory cycle averaged over
cycle length ξ. The cost function is formally defined in (2.4.1). The motivation here is that the
order decision uτ, and the implicit decision ut = 0 for τ+ 1 ≤ t ≤ τ+ ξ− 1, are matched with
1We do not include the pipeline inventory costs; however, since the lead time is a constant L, this cost can be
readily incorporated into the model by redefining the variable ordering cost as c′ = c+Lh′, where h′ denotes the
per unit per period pipeline inventory cost.
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the inventory holding and shortage cost incurred over the corresponding inventory cycle. Note
that when L = 0, the modified policy reduces to the basic policy.
Robust optimization approach for computing (uτ,ξ) Let xτ denote the available inventory
and ū = (ūτ−L, ūτ−L+1, . . . , ūτ−1) the vector of outstanding orders at the beginning of the first
period τ of a new ordering cycle. The inventory cycle corresponding to this ordering cycle is
(τ+L,τ+L+1, . . . ,τ+L+ξ−1). Since ut = 0 for all t ∈ {τ+1, . . . ,τ+ξ−1}, the order uτ
arrives at the beginning of the inventory cycle and the realized demand over the inventory cycle
is d[τ+ L,ξ], the inventory holding cost and shortage cost incurred over the inventory cycle




, where the functional form of H is given
by (2.3.1) (resp. (2.3.2)) when the unmet demand is backlogged (resp. lost), and we emphasize
the fact that the inventory level xτ+L is a function of d[τ,L]. The cost G(uτ,ξ) associated with
the decision (uτ,ξ) is given by
G(uτ,ξ) = max
d[τ]∈D[τ]















Solution algorithm We use the solution algorithm proposed in Section 2.3 to solve program (2.4.2).
Specifically, we first fix ξ, solve the inner minimization problem, and then enumerate all feasible
value of ξ. In (2.4.1) the adversary chooses a demand sequence d[τ] that belongs to the uncertainty
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set D[τ] which is defined in (2.3.3). A simple modification of the argument in Lemma 2.3.2
establishes that the adversary can be restricted to the set D[τ,L+ξ] which is defined analogous
to the set in (2.3.8). To simplify notation, let u = uτ, dO = d[τ,L], x(dO) = xτ+L(d[τ,L]),
dI = d[τ+L,ξ], d = (dO,dI) = d[τ,L+ξ], and D = D[τ,L+ξ].




































We use Benders’ decomposition to solve the first program in (2.4.4); the solution to the second
program will be obtained as a special case.
Lemma 2.4.1. The inventory manager’s problem in the Benders’ decomposition approach to









D̃ is a given finite working list of demand sequences. This problem can be reformulated as an
LP with 2 decision variables and (ξ+1)|D̃|+1 constraints, where |D̃| denotes the cardinality
of the set D̃.
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The proof of this result is identical to that of Lemma 2.3.3. Next, we address the adversary’s
problem.
Lemma 2.4.2. The adversary’s problem in the Benders’ decomposition applied to the first












where ũ denotes the current working decision of the inventory manager. For backlogging
dynamics, (2.4.5) is equivalent to solving at most ξ+1 LPs, and for lost-sales dynamics, (2.4.5)
is equivalent to solving at most (ξ+1)(L+1) LPs.
Proof. Proof. See online supplement.
The proof of Lemma 2.4.2 is similar to that of Lemma 2.3.4. The complicating factor is that here
the inventory position at the beginning of the inventory cycle is a (possibly nonlinear) function
of the demand sequence. However, a careful case analysis establishes that the number of LPs
that need to be solved still remains quite modest. In particular, in the backlogging model, the
number of LPs one needs to solve remains the same as that in the zero lead time case; in the
lost-sales model, the number of LPs is linear in the lead time L. Thus, the complexity of our
solution algorithm scales gracefully with lead time.
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2.5 Extension to joint pricing and inventory control
In this section, we consider a single installation joint pricing and inventory control model which
is similar to that proposed in [38] and [30]. See, also, [31] and [78], for similar models. We
extend our robust cycle-based control policy to efficiently compute a good solution for this
model.
Dynamics We consider a single product single installation joint pricing and inventory control
model over a finite discrete horizon of T periods. As in Section 2.2, we let xk, uk and dk
denote the inventory at the beginning of period k, the order quantity in period k, and the demand
in period k, respectively. We denote by pk the unit price of the product in period k. At the
beginning of period k, the inventory manager chooses the order quantity uk ∈ [0, M− xk] and












denotes the feasible pricing interval. We assume that the excess demand in each period is
backlogged, and the lead time is zero. Therefore, the system dynamics is given by xk+1 =
xk +uk−dk, for all 1≤ k ≤ T −1.
Cost function The ordering cost and the inventory holding and shortage cost are assumed
to be the same as in Section 2.2. In addition, the inventory manager receives revenue pkdk in
period k. Thus, the total cost incurred during period k is given by Ck = K1(uk > 0)+ c · uk +
max
{
h · (xk + uk− dk),−b · (xk + uk− dk)
}
− pkdk. Note that we assume that we receive full
revenue even for the units that are backlogged. This assumption is common in the joint pricing
and inventory control literature [30, 38].
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Demand distribution In the joint pricing and inventory control model, the demand process
D= (D1,D2, . . . ,DT ) is no longer exogenous; the inventory manager can control the stochastic
demand Dk by choosing the pricing decision pk. We assume that the demand Dk is given by a
linear stochastic demand function Q(l)k (pk,zk) defined as follows.
Assumption 2.5.1. The linear stochastic demand functions {Q(l)k (pk,zk)} satisfy the following
three conditions.
1. Q(l)k (pk,zk) is separately linear in pk and zk, i.e., linear in pk for fixed zk, and vice versa.
2. Q(l)k (pk,zk) is non-increasing in pk for fixed zk.
3. {zk}Tk=1 are mutually independent, and only the mean and variance of zk are known.
Assumption 2.5.1(3) is similar to Assumption 2.2.1 and 2.2.2. This class of demand functions
includes the widely-used additive demand function with linear demand curve Q(p,z) = α−
βp+ z (α > 0,β ≥ 0) as a special case. Although the demand functions in [38] are allowed
to be more general, the convexity related regularity conditions essentially restrict the demand
functions to the class of linear demand functions defined here. We will briefly discuss a broad
family of multiplicative stochastic demand functions in online supplement.
Extension of the robust cycle-based policy Our robust cycle-based control policy extends to
this setting as follows. As in Section 2.3, we split the planning horizon into ordering cycles. At
the first period τ of a new ordering cycle, after observing the inventory level xτ, the inventory
manager chooses order quantity uτ, cycle length ξ and price sequence p[τ,ξ] to minimize the
worst-case average cost over the cycle (τ,τ+1, . . . ,τ+ξ−1), F(uτ,ξ, p[τ,ξ]), which is defined
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as
F(uτ,ξ, p[τ,ξ]) = max
z[τ]∈Z[τ]
{




where z[τ] denotes (zτ,zτ+1, . . . ,zT ), z[τ,ξ] denotes (zτ,zτ+1, . . . ,zτ+ξ−1), Z[τ] is defined similarly








≤ Γτt−τ+1, ∀ τ≤ t ≤ T
}
, (2.5.1)
















Note that for fixed z-sequence z[τ,ξ], W (uτ, p[τ,ξ],z[τ,ξ]) is a convex piecewise quadratic
function in (uτ, p[τ,ξ]). The optimal decision (u∗τ ,ξ









where P [τ,ξ] =
{
p[τ,ξ]
∣∣ ptmin ≤ pt ≤ ptmax, for τ≤ t ≤ τ+ξ−1}.
Solution algorithm To solve (2.5.2), we fix ξ, solve the inner minimization problem, and then
enumerate all feasible value of ξ. A simple modification of Lemma 2.3.2 establishes that the
adversary can be restricted to the set Z[τ,ξ] which is defined analogously to the set in (2.3.8).
To simplify notation, let u = uτ, x = xτ, p = p[τ,ξ], z = z[τ,ξ], P = P [τ,ξ] and Z = Z[τ,ξ].
Following the arguments in Lemma 2.3.2, it is clear that solving the inner minimization problem
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We use Benders’ decomposition to solve each of the optimization problems in (2.5.3). We
focus on the first program without loss of generality, i.e., we show how to apply Benders’






K + cu+W (u, p,z)
}
. (2.5.4)
It is easy to see that (2.5.4) is a convex optimization problem. Next, we show that the inventory
manager’s problem and the adversary’s problem of (2.5.4) can be solved efficiently.





, where Z̃ is a given finite working list of random terms. The inventory manager’s
problem is a convex quadratically constrained quadratic program (QCQP). When the linear
demand function Q(l)k (p,z) is additive, i.e., Q
(l)
k (p,z) = αk − βk p + z (αk > 0,βk ≥ 0), the
inventory manager’s problem reduces to a convex quadratic program (QP).
Proof. Proof. The inventory manager’s problem can be reformulated as min
{
K + cu+ t
∣∣ u ∈
[0,M− x], p ∈ P , W (u, p,z j)≤ t, ∀z j ∈ Z̃
}
. Recall that W (u, p,z) is a convex piecewise
quadratic function of (u, p) for a fixed z. Therefore, the constraint W (u, p,z j) ≤ t can be
reformulated as a collection of convex quadratic constraints.
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is independent of z. Consequently, the inventory manager’s problem can be reformulated as a
convex quadratic program, i.e., with a convex quadratic objective but only linear constraints.
Lemma A.3.2 implies that the inventory manager’s problem is efficiently solvable. Next, we
consider the adversary’s problem.
Lemma 2.5.3. The adversary’s problem of (2.5.4) is maxz∈Z
{
K + cũ +W (ũ, p̃,z)
}
, where
(ũ, p̃) denotes the current working decision of the inventory manager. The adversary’s problem
can be reduced to solving at most ξ+1 LPs.
The proof of this lemma is similar to that of Lemma 2.3.4. Thus we have completed our
algorithm.
2.6 Numerical experiments
In this section, we report the results of a set of numerical experiments that investigate the
empirical performance of our cycle-based inventory control policy (CI).
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2.6.1 Backlogging dynamics
We compared CI with the rolling horizon version of the open-loop policy (RHBT) proposed
in [24]. RHBT efficiently computes the ordering decisions for a backlogging inventory control
problem by solving LPs or MIPs. In [24] it was shown that the performance of RHBT is
comparable or superior to that of the DP-based policies, and in [25] it was shown that the
performance of RHBT is superior to that of the robust base-stock policy.
We set the parameters ω̄t , ω̂t and Γtj defining the uncertainty sets (2.3.3) to ω̄t = d̄t , ω̂t =
min{2σt , ω̄t}, Γtj =
√
j, for 1≤ t ≤ T and 1≤ j ≤ T − t +1 (see Section 5 in [24]). To ensure
a fair comparison, we use the same uncertainty sets for both CI and RHBT. We set U = 12
for CI. All the LPs and MIPs in the implementation of CI and RHBT are solved using Gurobi
Optimizer v4.5. We call Gurobi Optimizer from MATLAB using Gurobi Mex [92].
Our goal in the numerical experiments was to understand the impact of problem parameters
on the performance of CI and RHBT. In particular, we investigated the impact of different
choices of the realized demand distribution, the mean demand trajectory, the standard deviation
of demand, the cost parameters (K,c,h,b) and the lead time L. The parameters for the base
model are displayed in Table 2.1, where the choice of c, h and b is suggested in [24]. To study the
impact of the parameters, we change one parameter at a time while keeping all other parameters
at their respective base values. For each configuration, we randomly generated N = 100 demand
sequences and tested the performance of CI and RHBT on the same demand realizations. In
these numerical experiments, we set c = 0 when computing the CI policy decisions. This is
motivated by the fact that variable ordering costs incurred over a fixed finite horizon can be
36
viewed as a sunk cost when c is smaller than backlogging cost b. We found this modification
lead to better performance for the CI policy. Note we still used the true value of c when
evaluating the performance of the CI policy. We report the mean and standard deviation of
the total cost incurred by CI and RHBT on the N = 100 sample paths. At the end of this section,
we also report the running time of CI and RHBT.
Table 2.1: Parameters for base backlogging model.
Parameter Value Parameter Value
Time horizon T 48 Fixed ordering cost K 500
Initial inventory x1 0 Variable ordering cost/unit c 1
Demand distribution Dt N(d̄t ,σ2t ) Inventory holding cost/unit h 4
Mean of demand d̄t 100+40sin(2π12 t) Shortage cost/unit b 6
Std. dev. of demand σt 0.25d̄t Lead time L 0
Impact of the realized demand distribution. We considered the following 5 different families
of realized demand distributions: normal, Student’s-t(4), gamma, uniform and lognormal. In
each configuration, {Dt}Tt=1 were drawn from the same family, and with pre-specified mean
{d̄t}Tt=1 and variance {σ2t }Tt=1 in the base model. Table 2.2 summaries the performance measures.
Since CI and RHBT both only use the first two moments of demand distributions, their performance
is fairly robust across various realized demand distributions. The performance of the two
policies is comparable – the cost of the CI policy is 1.5% to 2.2% less on average, but volatility
of the cost is higher.
Impact of the mean demand trajectory. We considered mean demand trajectory d̄t = 100+
βsin(2π12 t), with β = 0,20,40,60,80. In the base model, β = 40. Note that a larger β implies
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Table 2.2: Impact of realized demand distribution.
RHBT CI
Distribution Mean: std dev Mean(%): std dev
Normal 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
T(4) 28,990.6 : 654.4 28,562.1(−1.48%) : 693.1
Gamma 29,422.5 : 561.1 28,782.3(−2.17%) : 727.8
Uniform 29,649.1 : 573.8 28,996.7(−2.20%) : 674.9
Lognormal 29,446.3 : 704.1 28,823.5(−2.11%) : 723.1
greater variability in {d̄t}Tt=1. Table 2.3 summarizes the performance measures. When β =
Table 2.3: Impact of β.
RHBT CI
β Mean: std dev Mean(%): std dev
0 29,919.9 : 516.7 28,684.7(−4.13%) : 648.7
20 29,546.2 : 574.4 28,867.0(−2.30%) : 654.2
40 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
60 28,596.9 : 632.2 28,984.6(+1.36%) : 788.2
80 27,844.3 : 654.6 29,609.1(+6.34%) : 1,087.9
0, i.e., {Dt}Tt=1 is an IID demand, the CI cost is approximately 4% lower than RHBT. As β
increases, the cost of RHBT decreases while the cost of CI increases. When β = 80, i.e., the
demand trajectory is highly variable, CI costs 6% more on average and incurs a higher standard
deviation. Thus, CI outperforms RHBT when the demand is changing smoothly, and the reverse
is true when the demand is changing sharply.
Impact of the standard deviation of demand. We fixed γ = σtd̄t for 1 ≤ t ≤ T , therefore
the ratio γ determines the relative magnitude of standard deviation. In the base model, γ =
0.25. Table 2.4 summarizes the performance measures. As γ increases, the performance of CI
improves relative to RHBT. When γ = 0.35, i.e., the standard deviation of demand is high, both
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Table 2.4: Impact of γ.
RHBT CI
γ Mean: std dev Mean(%): std dev
0.15 28,303.1 : 351.8 28,236.7(−0.23%) : 439.8
0.20 28,830.5 : 489.7 28,714.6(−0.40%) : 596.9
0.25 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
0.30 29,709.3 : 728.6 29,203.1(−1.70%) : 790.1
0.35 30,195.1 : 937.6 29,629.2(−1.87%) : 888.5
the average cost and volatility of the cost of the CI policy are lower than those of the RHBT
policy.
Impact of the fixed ordering cost. Table 2.5 summarizes the performance measures. CI has
Table 2.5: Impact of K.
RHBT CI
K Mean: std dev Mean(%): std dev
0 9,492.5 : 536.6 9,492.5(−0.00%) : 536.6
250 21,277.1 : 479.6 21,378.1(+0.47%) : 575.7
500 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
750 34,101.2 : 813.3 34,301.4(+0.59%) : 876.1
1000 38,070.8 : 847.4 38,619.8(+1.44%) : 871.1
a slightly higher average cost in 3 cases (K = 250,750,1000). When K = 0, we found that CI
and RHBT incurred the same cost on every sample path.
Impact of the variable ordering cost. Table 2.6 summarizes the performance measures. CI
has a lower average cost across all the 5 configurations, but the magnitudes of savings are
decreasing as c increases. When c increases to 3, there are jumps in the volatility of the cost of
both CI and RHBT.
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Table 2.6: Impact of c.
RHBT CI
c Mean: std dev Mean(%): std dev
0 24,545.7 : 519.1 23,994.9(−2.24%) : 615.4
1 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
2 33,923.3 : 658.5 33,537.2(−1.14%) : 678.5
3 38,702.7 : 947.1 38,323.1(−0.98%) : 1,085.1
4 43,556.1 : 849.5 43,339.9(−0.50%) : 1,075.6
Impact of the inventory holding cost. Table 2.7 summarizes the performance measures. CI
Table 2.7: Impact of h.
RHBT CI
h Mean: std dev Mean(%): std dev
2 24,254.5 : 489.5 23,883.2(−1.53%) : 555.3
4 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
6 31,637.7 : 755.9 31,530.0(−0.34%) : 900.9
8 33,106.6 : 875.7 33,100.8(−0.02%) : 838.7
10 34,162.2 : 952.8 34,299.6(+0.40%) : 1,024.7
has a lower average cost in 4 out of the 5 cases, but the relative performance of CI over RHBT
deteriorates as h increases.
Impact of the shortage cost. Table 2.8 summarizes the performance measures. CI has a
Table 2.8: Impact of b.
RHBT CI
b Mean: std dev Mean(%): std dev
2 22,430.9 : 664.4 21,917.1(−2.29%) : 539.8
4 26,639.4 : 625.1 26,273.5(−1.37%) : 623.4
6 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
8 30,870.1 : 612.9 30,813.5(−0.18%) : 799.6
10 31,881.5 : 685.4 31,492.1(−1.22%) : 664.6
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lower average cost across all the 5 cases, but also incurs significantly higher volatility of cost
when b = 6,8.
Impact of the lead time. When lead time is L, we assumed that the outstanding orders at the
beginning of the planning horizon, (u1−L, . . . ,u0) = (d̄1, d̄2, . . . , d̄L). Table 2.9 summarizes the
performance measures. It is clear from the table, that the average CI cost is significantly lower
Table 2.9: Impact of L.
RHBT CI
L Mean: std dev Mean(%): std dev
0 29,330.6 : 646.1 28,894.3(−1.49%) : 754.3
1 29,951.6 : 638.5 28,899.3(−3.51%) : 773.4
2 30,519.4 : 1,154.7 29,214.4(−4.28%) : 1,231.2
4 31,255.0 : 1,788.9 29,957.6(−4.15%) : 1,747.9
6 31,812.8 : 2,227.6 31,057.7(−2.37%) : 2,142.3
when compared to the RHBT cost across all 5 configurations. The volatility of the cost of the
two policies is comparable; it is also clear that the volatility of the cost of both policies increases
relatively quickly as lead time L increases.
Next, we compared the running time of CI and RHBT. In particular, we investigated how the
time horizon, T , and the fixed ordering cost, K, impact the running time of the two policies. For
each configuration below, we randomly generated N = 10 demand sequences, and implemented
CI and RHBT on the same demand realizations. We report the mean and standard deviation of
the running time of CI and RHBT on the N = 10 sample paths.
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Impact of the time horizon on running time. We considered T = 24,36,48,60,72, with all
other parameters were chosen from the base model in Table 2.1. Table 2.10 reports the running
time. We found that the running time of CI grows linearly with T , whereas the running time of
Table 2.10: Running time: Impact of T .
RHBT CI
T Mean: std dev (in seconds) Mean: std dev (in seconds)
24 0.72 : 0.02 4.74 : 0.21
36 5.16 : 0.24 7.77 : 0.38
48 28.25 : 0.88 10.38 : 0.25
60 72.99 : 1.04 13.16 : 0.34
72 141.77 : 1.87 16.24 : 0.26
RHBT increases exponentially as T increases. This result is not surprising – CI only relies on
solving LPs, whereas RHBT solves MIPs with increasing size as T increases.
Impact of the fixed ordering cost on running time. We fixed T = 48 and let K = 0, 250,500,750,1000
in each of the 5 scenarios. Table 2.11 reports the running time. Table 2.11 shows some
Table 2.11: Running time: Impact of K.
RHBT CI
K Mean: std dev (in seconds) Mean: std dev (in seconds)
0 1.24 : 0.01 26.73 : 1.76
250 1.65 : 0.02 21.49 : 0.50
500 28.25 : 0.88 10.38 : 0.25
750 48.68 : 0.89 10.26 : 0.41
1000 46.05 : 1.08 9.12 : 0.55
interesting results. When K = 0 or 250, RHBT costs less than 2 seconds – approximately
5% of that of CI. However, as K increases, the running time of RHBT increases significantly,
indicating that the MIPs in RHBT are becoming harder to solve as K increases. When K = 750
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or 1000, it takes RHBT almost 50 seconds to solve the problem. On the other hand, the running
time of CI in fact decreases as K increases, since a larger K implies a lower ordering frequency,
and therefore fewer decisions to make. It is clear that, when K = 1000, the running time of
RHBT is more than 5 times of that of CI.
2.6.2 Lost-sales dynamics
Inventory control when lead time is zero
In the lost-sales model with zero lead time, we compared CI with the DP solution and the
optimal base-stock policy [94] in hindsight (BH). Following [24], we compute the DP policy
assuming Dt ∼ N(d̄t ,σ2t ) for 1 ≤ t ≤ T , and approximate N(d̄t ,σ2t ) by a probability mass
function supported on the five points {d̄t − 2σt , d̄t −σt , d̄t , d̄t +σt , d̄t + 2σt}. The BH policy
is base-stock policy but the order-up-to level S is computed in hindsight, i.e., after observing
the entire demand realization d. We compute the optimal base-stock level for a particular d
by an exhaustive search. It is clear that the cost of BH is a lower bound for the cost of any
non-anticipatory base-stock policy. The choice of BH as a comparison policy is motivated by
the fact that base-stock policies with constant order-up-to level, are commonly used in practice
in lost-sales setting [49].
We set the parameters ω̄t , ω̂t , Γtj and U in the CI policy to those used in Section 2.6.1. In
the DP policy, the state at each time instance is the inventory at hand. We restricted the state to
the interval [0,500], i.e., set M = 500, and further restricted both the state and action values to
multiples of 0.1.
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We investigated the impact of the same set of parameters as in Section 2.6.1 on the performance
of CI, DP and BH, except that we did not consider positive lead time since DP does not scale
with lead time L. The parameters for the base model are displayed in Table 2.12. To study the
impact of the parameters, we vary one parameter at a time while keeping all other parameters at
their respective base values. For each configuration, we randomly generated N = 100 demand
sequences and tested the performance of CI, DP and BH on the same demand realizations. In
this section, we still set c = 0 when computing the CI policy decisions and used the true value of
c when evaluating the performance of the CI policy. We report the mean and standard deviation
of the total cost incurred by CI, DP and BH on the N = 100 sample paths. We report the running
time for CI and DP at the end of this section.
Table 2.12: Parameters for base lost-sales model.
Parameter Value Parameter Value
Time horizon T 48 Fixed ordering cost K 0
Initial inventory x1 0 Variable ordering cost/unit c 1
Demand distribution Dt N(d̄t ,σ2t ) Inventory holding cost/unit h 4
Mean of demand d̄t 100 Shortage cost/unit b 12
Std. dev. of demand σt 0.25d̄t Lead time L 0
Impact of the realized demand distribution. As in Section 2.6.1, we considered the following
5 different families of realized demand distributions: normal, Student’s-t(4), gamma, uniform
and lognormal. Table 2.13 summaries the performance measures. DP and CI have comparable
performance across the 5 scenarios; they are both robust with respect to the changes in realized
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Table 2.13: Impact of realized demand distribution.
DP CI BH
Distribution Mean: std dev Mean(%): std dev Mean(%): std dev
Normal 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(−4.32%) : 619.2
T(4) 10,845.0 : 774.7 10,871.7(+0.25%) : 750.2 9,954.9(−8.21%) : 925.9
Gamma 11,414.9 : 717.9 11,408.8(−0.05%) : 668.3 10,812.9(−5.27%) : 834.0
Uniform 11,009.3 : 421.6 10,998.1(−0.10%) : 407.8 10,780.0(−2.08%) : 452.3
Lognormal 11,418.7 : 670.9 11,405.9(−0.11%) : 673.6 10,691.6(−6.37%) : 953.2
demand distributions. BH incurs significantly less cost, since the mean demand trajectory is flat
and there is no fixed ordering cost in the base model.
Impact of the mean demand trajectory. We considered mean demand trajectory d̄t = 100+
βsin(2π12 t), with β = 0,20,40,60,80. In the base model, β = 0, i.e., demands are IID random
variables. Table 2.14 summarizes the performance measures. The costs of DP and CI are almost
Table 2.14: Impact of β.
DP CI BH
β Mean: std dev Mean(%): std dev Mean(%): std dev
0 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(− 4.32%) : 619.2
20 11,229.2 : 532.5 11,215.6(−0.12%) : 517.7 11,763.6(+ 4.76%) : 799.7
40 11,247.0 : 555.7 11,209.8(−0.33%) : 529.9 14,641.3(+30.18%) : 989.3
60 11,144.8 : 603.9 11,145.8(+0.01%) : 587.7 17,674.9(+58.59%) : 1,345.3
80 11,206.2 : 609.4 11,218.7(+0.11%) : 643.5 21,180.5(+89.01%) : 1,415.5
equal; however, the cost of BH increases significantly as β increases. This result is not surprising
– the performance of base-stock policies with constant base-stock level is very sensitive to the
variability of the mean demand trajectory. In cases where the mean demands vary relatively
sharply, base-stock policies deteriorate quickly.
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Impact of the standard deviation of demand. We fixed γ = σtd̄t for 1 ≤ t ≤ T . In the base
model, γ = 0.25. Table 2.15 summarizes the performance measures. It is clear from the table,
Table 2.15: Impact of γ.
DP CI BH
γ Mean: std dev Mean(%): std dev Mean(%): std dev
0.15 8,568.6 : 307.9 8,576.3(+0.09%) : 297.0 8,293.9(−3.21%) : 338.2
0.20 9,800.2 : 493.2 9,790.2(−0.10%) : 470.9 9,342.9(−4.67%) : 601.1
0.25 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(−4.32%) : 619.2
0.30 12,326.4 : 752.1 12,337.4(+0.09%) : 732.2 11,728.2(−4.85%) : 881.5
0.35 13,699.2 : 854.7 13,707.5(+0.06%) : 836.4 13,064.4(−4.63%) : 1,036.1
that the costs of DP and CI are still very close.
Impact of the fixed ordering cost. Table 2.16 summarizes the performance measures. CI
Table 2.16: Impact of K.
DP CI BH
K Mean: std dev Mean(%): std dev Mean(%): std dev
0 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(− 4.32%) : 619.2
250 22,935.7 : 574.0 23,138.0(+0.88%) : 522.6 22,613.9(− 1.40%) : 668.4
500 31,234.3 : 913.5 32,170.9(+3.00%) : 792.4 34,630.4(+10.87%) : 733.8
750 37,061.8 : 951.0 37,754.4(+1.87%) : 711.0 46,562.9(+25.64%) : 737.5
1000 42,124.8 : 1,043.6 43,339.0(+2.88%) : 953.7 58,557.4(+39.01%) : 735.6
incurs 1% to 3% higher average cost compared to DP when K 6= 0, but saves approximately
10% to 20% in standard deviation. On the other hand, the performance of BH deteriorates
significantly as K grows, since base-stock policies place positive orders in every period as long
as demand is positive, regardless of the value of K. This suggests that base-stock policies are in
general not good candidates when there are non-zero fixed ordering costs.
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Impact of the variable ordering cost. Table 2.17 summarizes the performance measures.
The performance of DP and CI is comparable when c = 0,1,2,3 – DP incurs a slightly lower
Table 2.17: Impact of c.
DP CI BH
c Mean: std dev Mean(%): std dev Mean(%): std dev
0 6,411.9 : 681.1 6,408.7(−0.05%) : 681.3 5,950.7(−7.19%) : 732.4
1 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(−4.32%) : 619.2
2 15,785.7 : 549.7 15,829.4(+0.28%) : 539.0 15,238.5(−3.47%) : 715.9
3 20,421.0 : 470.9 20,468.4(+0.23%) : 445.1 19,710.3(−3.48%) : 840.0
4 24,886.2 : 1,171.6 25,268.1(+1.53%) : 553.0 24,330.1(−2.23%) : 927.8
average cost while CI incurs a slightly lower standard deviation. When c = 4, CI costs 1.5%
more on average but is more stable in that the standard deviation of CI is only half of that of DP.
Impact of the holding cost. Table 2.18 summarizes the performance measures. CI incurs 3%
Table 2.18: Impact of h.
DP CI BH
h Mean: std dev Mean(%): std dev Mean(%): std dev
2 8,508.8 : 507.5 8,778.9(+3.17%) : 325.6 8,411.0(−1.15%) : 501.2
4 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(−4.32%) : 619.2
6 13,059.5 : 1,110.3 12,732.3(−2.51%) : 665.2 12,329.4(−5.59%) : 763.5
8 14,154.8 : 1,023.1 14,095.3(−0.42%) : 854.7 13,780.5(−2.64%) : 877.8
10 14,918.8 : 1,079.7 14,920.1(+0.01%) : 1,007.9 14,681.5(−1.59%) : 1,004.0
more in average when h = 2 and 2.5% less when h = 6 compared to DP; in other scenarios the
differences are small. On the other hand, CI has a smaller standard deviation across all 5 cases.
In particular, when h = 6, the standard deviation of CI cost is approximately 40% less than that
of DP cost.
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Impact of the shortage cost. Table 2.19 summarizes the performance measures. In all cases
Table 2.19: Impact of b.
DP CI BH
b Mean: std dev Mean(%): std dev Mean(%): std dev
8 9,943.5 : 682.4 9,987.1(+0.44%) : 483.2 9,610.7(−3.35%) : 575.9
10 10,951.5 : 485.9 10,652.9(−2.73%) : 519.1 10,234.4(−6.55%) : 650.7
12 11,090.3 : 545.5 11,105.8(+0.14%) : 520.1 10,611.4(−4.32%) : 619.2
14 11,236.6 : 610.4 11,428.5(+1.71%) : 581.3 10,917.3(−2.84%) : 701.4
16 11,520.0 : 684.2 11,863.4(+2.98%) : 591.4 11,233.5(−2.49%) : 818.2
except when b = 10, CI incurs a higher average cost and a lower standard deviation compared
to DP. When b = 10, CI costs 2.7% less but incurs a higher standard deviation of cost.
Impact of the fixed ordering cost on running time. Next, we report the running time for CI
and DP. In this set of experiments we were interested in investigating the impact of the fixed
ordering cost K on the running time of these two policies. We set K = 0,250,500,750,1000,
and set all other parameters to the values in the base model displayed in Table 2.12. Table 2.20
reports the running time. As in the backlogging case, the running time for CI typically decreases
as K increases, and CI goes from being approximately 10 times faster to approximately 20 times
faster as we increase K from 0 to 1000.
Table 2.20: Running time: Impact of K.
DP CI
K (in seconds) Mean: std dev (in seconds)
0 154.32 16.88 : 1.03
250 155.94 15.76 : 0.28
500 156.39 7.85 : 0.13
750 156.09 7.96 : 0.21
1000 157.13 8.34 : 0.20
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Inventory control with positive lead time L
Due to the “curse of dimensionality”, comparing CI with DP for this model is impractical.
Therefore, we compared CI with the optimal stationary policy and eight plausible heuristics
in [95] – two myopic policies, the dual-balancing policy [58], four base-stock policies and the
constant-order policy [67]. For most scenarios with Poisson demand, the CI cost exceeds the
optimal long-run average cost by no more than 5%, and the CI performance typically improves
as lead time L increases. For the heavier tailed geometric demand, the performance of CI with
asymmetric uncertainty sets is very close to optimal. See online supplement for details of this
set of numerical experiments.
2.6.3 Joint pricing and inventory control
In this section, we report the empirical performance of the cycle-based joint pricing and inventory
control policy in Section 2.5. We continue to refer to our proposed cycle-based policy as CI.
We considered two scenarios which are adapted from the two scenarios considered in [38].
In both scenarios, we assumed that the stochastic demand functions are of the form Qk(pk,zk) =
αk−βk pk + zk, i.e., additive demand functions with linear demand curve. Thus, Lemma A.3.2
implies that the inventory manager’s problem can be reformulated as a convex quadratic program.
We use Gurobi Optimizer v4.5 to solve the QPs in the implementation of CI. We set the







1≤ t ≤ T and 1≤ j ≤ T − t +1. We also set U = 15.
We compared the performance of CI with the stochastic DP solution computed by assuming
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that the random term zt was distributed according to a 5-point approximation to the N(z̄t ,σ2t )
distribution supported on the set {z̄t − 2σt , z̄t −σt , z̄t , z̄t +σt , z̄t + 2σt}. The state at each time
instance is, as before, the inventory at hand. We restricted the state x ∈ [−200,500] and
discretized the state to take values in the set of integers. The action space in the DP was two
dimensional – u and p – and we restricted each of the two dimensions to take values in the set
of integers.
Table 2.21 displays the parameters of the first scenario – the “Dress Scenario” in [38]. We
considered the following 5 different families of realized random term distributions: normal,
Student’s-t(4), gamma, uniform and lognormal. In each configuration, {zt}Tt=1 were drawn
from the same family, and with pre-specified mean {z̄t}Tt=1 and variance {σ2t }Tt=1. For each
configuration, we randomly generated N = 100 random term sequences and tested the performance
of CI and DP on the same random term realizations. Since in the two scenarios of this section
the variable ordering cost c is close to or larger than the backlogging cost b and the CI policy is
myopic, the optimal decision of the policy tends to order less over a given cycle and “transfers”
the variable ordering cost to the subsequent cycle. In order to correctly account for the externality
of the ordering decision over a given cycle, in the numerical experiments we added another
penalty term c ·max{−(xτ+uτ−∑τ+ξ−1`=τ Q
(l)
` (p`,z`)),0} to W (uτ, p[τ,ξ],z[τ,ξ]), i.e., we penalized
the end of the cycle backlogged demand by b + c per unit. It is easy to see that after the
modification our algorithm can be implemented in an identical fashion. We report the mean
and standard deviation of the total profit generated by CI and DP on the N = 100 sample
paths. Table 2.22 summarizes the performance measures. Table 2.23 displays the parameters
of the second scenario – the “Skirt Scenario” in [38]. We repeated the procedures as in the
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first scenario. Table 2.24 summarizes the performance measures. In all cases considered, the
average profit of CI policy is approximately 2-2.5% below that of the DP-based policy, and
the difference in the average profit of CI policy and the DP-based policy is around half of the
confidence interval for the average profit of the DP-based policy.
Table 2.21: Parameters of Scenario 1 – “Dress Scenario”.
Parameter Value Parameter Value
Time horizon T 48 Std. dev. of random term σt 15
Fixed ordering cost K 500 Intercept of demand curve αt 174
Variable ordering cost/unit c 22.15 Slope of demand curve βt 3
Inventory holding cost/unit h 0.22 ptmax 44
Shortage cost/unit b 21.78 ptmin 25
Mean of random term z̄t 0 Capacity M 500
Table 2.22: Performance summary of Scenario 1.
DP CI
Distribution Mean: std dev Mean(%): std dev
Normal 40,668.4 : 2,100.3 39,652.3(−2.50%) : 2,236.9
T(4) 41,123.2 : 1,646.4 40,224.8(−2.18%) : 1,746.6
Gamma 41,003.5 : 1,615.3 40,028.7(−2.38%) : 1,681.2
Uniform 40,782.6 : 1,878.0 39,792.9(−2.43%) : 1,930.2
Lognormal 40,937.1 : 1,804.9 40,013.7(−2.26%) : 1,838.7
The main difference between the two policies is the running time. We display the running
time of both policies in Table 2.25. From the table, it is clear that for the two scenarios we
considered, CI is approximately 10 times faster than DP. Moreover, DP costs around 50% more
time in Scenario 2 than in Scenario 1 because the price range [15,44] contains 50% more grid
points than the price range [25,44], whereas the running times of CI in both scenarios are
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Table 2.23: Parameters of Scenario 2 – “Skirt Scenario”.
Parameter Value Parameter Value
Time horizon T 48 Std. dev. of random term σt 6.5
Fixed ordering cost K 500 Intercept of demand curve αt 57
Variable ordering cost/unit c 14.05 Slope of demand curve βt 1
Inventory holding cost/unit h 0.17 ptmax 44
Shortage cost/unit b 16.83 ptmin 15
Mean of random term z̄t 0 Capacity M 500
Table 2.24: Performance summary of Scenario 2.
DP CI
Distribution Mean: std dev Mean(%): std dev
Normal 19,307.4 : 874.1 18,852.5(−2.36%) : 834.2
T(4) 19,382.3 : 1,038.2 18,930.1(−2.33%) : 1,041.8
Gamma 19,200.2 : 941.2 18,765.2(−2.27%) : 936.8
Uniform 19,086.8 : 997.7 18,652.2(−2.28%) : 966.1
Lognormal 19,179.8 : 847.1 18,746.4(−2.26%) : 850.3
almost identical. Thus, the running time of the DP-based policy is very sensitive to the size of
the parameter ranges, but that the running time of CI is completely insensitive to the size of the
parameter sets.
Table 2.25: Running time comparison.
DP CI
Scenario (in seconds) Mean: std dev (in seconds)
1 72.21 8.15 : 1.20
2 106.45 8.15 : 1.29
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2.7 Conclusions
In this paper we have proposed a new robust cycle-based control policy for a single installation,
finite horizon inventory model with non-stationary uncertain demand. Our policy is an extension
of the EOQ and (R,T )-type policies, and, like these policies, it is structurally simple and the
decisions in the policy have an intuitive appeal. Our policy provides a unified framework for
efficiently solving inventory control problems under various model assumptions. In particular,
our policy can be efficiently implemented both when the excess demand is backlogged or lost,
when the fixed ordering cost is non-zero, and when the lead time is non-zero. The policy can
also be extended to the joint pricing and inventory control problem with a simple generalization.
The optimal decisions in our policy are computed by a Benders decomposition approach
where all the sub-problems are linear programs of modest size, even when the problem contains
positive fixed ordering costs. Since our policy only requires LP solvers, it is easily implementable
and has a higher likelihood of being adopted in practice. Our numerical experiments showed
that the performance of our policy is very close to that of the competing polices while requiring
significantly lower computing resources.
In this paper, we have restricted our attention to the single product, single installation
inventory models. Just as in the (R,T ) policy, the cycle length, or equivalently, the next reorder
epoch, is an explicit decision variable in our policy. Consequently, coordinating orders in more
complex inventory networks is relatively easy in the context of our policy [66]. We are currently
investigating extensions of our robust cycle-based policy to more general supply chain settings,




Heterogeneity in Conjoint Analysis – A
Sparse Learning Approach
3.1 Introduction
Marketing researchers and practitioners frequently use conjoint analysis to recover consumers’
heterogeneous preferences [42,90], which serve as a critical input for many important marketing
decisions, such as market segmentation [88] and differentiated product offerings and pricing [2].
In practice, consumer preferences can often be represented using a multimodal continuous
heterogeneity (MCH) distribution, in which the consumer population can be interpreted as
consisting of a few distinct segments, each of which contains a heterogeneous sub-population.
Since in most conjoint applications the amount of information elicited from each respondent
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through conjoint questionnaires is limited, adequate modeling of MCH is critical for accurate
conjoint estimation in the presence of MCH.
In marketing, the most widely used approach for modeling MCH is the finite mixture (FM)
model [32, 52]. The FM model approximates MCH using discrete mass points, with each mass
point representing a segment of homogeneous consumers. Such a discrete representation of the
heterogeneity distribution provides a flexible approach for characterizing multimodality and is
computationally tractable. However, as within-segment heterogeneity is not allowed for and
hence the variations in individual-level partworths are not fully captured, the FM model may
not provide an adequate representation of MCH [1].
To better characterize MCH, marketing researchers proposed hierarchical Bayes (HB) models
with flexible parametric specifications for the heterogeneity distribution. [1] generalized the
FM model by developing a normal component mixture (NCM) model in which a mixture of
multivariate normal distributions is utilized to represent the heterogeneity distribution. On the
one hand, the NCM model is flexible and is capable of modeling a wide variety of heterogeneity
distributions. Using multiple data sets, [1] showed that the NCM model outperforms the FM
model. On the other hand, the NCM model may suffer from two limitations. First, the amount of
Bayesian shrinkage imposed by the NCM model is influenced by exogenously chosen parameters
of the second-stage priors. [37] showed that for unimodal continuous heterogeneity (UCH), the
amount of shrinkage imposed by a unimodal HB model is often suboptimal under the standard
practice of choosing parameters to induce diffuse second-stage piors, and that endogenously
selecting parameters of the second-stage priors to optimize the amount of shrinkage is challenging
within the HB framework. We expect the issue of a suboptimal amount of shrinkage to impact
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the performance of the NCM model even when modeling MCH. Second, the NCM model faces
inferential difficulties when conducting a segment-level analysis. In particular, the NCM model
suffers from the overlapping mixtures problem [55] and the label switching problem [28, 80],
neither of which has received definitive answers.1
In this paper, we aim to provide a new perspective on MCH by proposing and testing a
sparse learning (SL) approach to modeling MCH in the context of both metric and choice-based
conjoint analysis. Sparse learning [8, 81, 93] is a field of machine learning that aims at learning
a sparse model that best explains the observed data, and has found successful applications in
areas such as econometrics [12], image processing [51], and bioinformatics [82]. In the context
of linear models, a sparse model is defined as a vector of parameters of which a large proportion
of parameters takes zero value. Since only those explanatory variables associated with nonzero
parameters are used to model the dependent variables, learning a sparse model is essentially
selecting the most important explanatory variables [10]. To expand the modeling power of the
sparse learning methodology beyond unstructured variable selection, a more refined sparsity
concept called structured sparsity has been recently proposed in the machine learning literature
[50, 56]. A structured sparse model could be either a sparse model of which the pattern of the
zero parameters satisfies certain structure, or a nonsparse model of which the parameters display
sparsity after some linear transformation. We model MCH using structured sparsity in the latter
1More recently, nonparametric Bayesian methods have been introduced to marketing. Examples include the
Dirichlet process mixture (DPM) model [7, 55] and the centered Dirichlet process mixture (CDPM) model [59].
While nonparametric Bayesian methods provide more flexibility, they may still suffer from the same two limitations
faced by the NCM model. With ongoing research in this area, we expect to see systematic comparisons between
the benefits of using parametric and nonparametric Bayesian methods. In this paper, we compare our approach
with the FM and NCM models, which are more established modeling frameworks. Future research may compare
our approach with nonparametric Bayesian models.
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sense. The underlying intuition of our SL approach is that any two respondents from the same
segment have identical segment-level partworths, i.e., the difference between their respective
segment-level partworths is the zero vector, which implies that respondents’ segment-level
partworths are structured sparse (as the pairwise differences of respondents’ segment-level
partworths are sparse). As a key step for modeling MCH, our SL approach leverages this
intuition to recover candidate segmentations of the consumer population by imposing sparsity
on the pairwise differences of respondents’ segment-level partworths when learning individual-level
and segment-level partworths from the conjoint data.
Our SL approach applies machine learning and optimization techniques to model MCH
via a two-stage divide-and-conquer framework. In the first stage, we “divide” MCH by using
structured sparsity modeling to recover a set of candidate segmentations of the consumer population,
each of which is interpreted as a potential decomposition of the MCH distribution into a small
collection of within-segment unimodal continuous heterogeneity (UCH) distributions. In the
second stage, we use each candidate segmentation to develop a set of individual-level representations
of MCH by “conquering” UCH’s, i.e., separately modeling the UCH distribution for each
segment of the candidate segmentation. We select the optimal individual-level representation
of MCH and the corresponding optimal candidate segmentation using cross-validation [43,
75, 86, 89]. We note that our approach explicitly models both across- and within-segment
heterogeneity and is capable of endogenously selecting an adequate amount of shrinkage to
recover the individual-level partworths.
Our SL approach adds to the growing literature of machine learning and optimization-based
methods for conjoint estimation [34,36,37,83,84]. This stream of research has largely ignored
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the modeling of consumer heterogeneity, with the exception of [37], who proposed a convex
optimization (CO) model based on the multitask learning framework to modeling UCH. The
authors showed that, by endogenously selecting the amount of shrinkage using cross-validation,
their CO model outperforms a standard unimodal HB model. Our work contributes to this
literature by developing the first machine learning-based approach to modeling the more general
MCH using novel sparse learning techniques. In addition, as will be made clear later, our
approach nests the CO model as a special case.
We compare the SL approach to the FM model, the NCM model, and the CO model
using extensive simulation experiments and two empirical conjoint data sets. In simulation
experiments where the conjoint data is generated according to MCH, the SL approach demonstrates
strong performance in terms of both parameter recovery and predictive accuracy on holdout
samples. In the empirical conjoint data sets, the SL approach also shows competitive performance
in terms of predictive accuracy and the individual-level partworths estimates of the SL approach
display shapes consistent with MCH. Therefore, we empirically validate the performance of our
SL approach in modeling MCH.
The remainder of the paper is organized as follows. In Section 3.2 we present our SL
approach to modeling MCH in both metric and choice-based conjoint analysis. We empirically
compare the SL approach and the benchmark methods using simulation experiments in Section
3.3 and two empirical conjoint data sets in Section 3.4. Section 3.5 concludes with our contributions,
key results, and a discussion of future work.
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3.2 Model
In this section, we present our sparse learning (SL) approach to model multimodal continuous
heterogeneity (MCH) in conjoint analysis. We first give a detailed description of our approach
in the context of metric conjoint analysis; we then discuss a few modifications needed for
choice-based conjoint analysis.
3.2.1 Metric Conjoint Analysis
Conjoint Setup
We assume a total of I consumers (or respondents), each rating J profiles with p attributes. Let
the 1× p row vector xi j represent the j-th profile rated by the i-th respondent, for i = 1,2, . . . , I




i2, . . . ,x
T
iJ
]T as the J× p design matrix for the i-th
respondent. For respondent i, the p×1 column vector βi is used to denote her partworths, and
her ratings are contained in the J×1 column vector Yi ,
(
yi1,yi2, . . . ,yiJ
)T . We assume additive
utility functions, i.e., Yi = Xiβi + εi, for i = 1,2, . . . , I, where εi denotes the random error. The
additive specification of the utility functions is a standard assumption in the conjoint analysis
literature [42].
Model Overview
Under MCH, the consumer population can be interpreted as consisting of a few distinct segments
of heterogeneous consumers. This interpretation motivates our divide-and-conquer framework
for modeling MCH, in which the distinct segments are first recovered, followed by separate
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modeling of within-segment heterogeneity for each segment. We propose the following two-stage
approach to implement this modeling strategy.
In the first stage, we use structured sparsity modeling to recover a set of candidate segmentations
of the consumer population, each of which provides a potential decomposition of the MCH
distribution into a small collection of within-segment heterogeneity distributions. As will be
made clear in Section 3.2.1, the key insight behind the proposed structured sparsity modeling is
that any two respondents from the same segment share identical segment-level partworths, i.e.,
the difference between their respective segment-level partworths is the zero vector, and therefore
candidate segmentations can be recovered by imposing sparsity on the pairwise differences
of respondents’ segment-level partworths when learning individual-level and segment-level
partworths from the conjoint data. One limitation of the structured sparsity modeling is that it
produces biased individual-level partworths estimates despite generating informative candidate
segmentations; consequently, we retain only the set of candidate segmentations and use the
second stage to recover an accurate individual-level representation of MCH.2
In the second stage, we leverage each candidate segmentation to develop a set of individual-level
representations of MCH. Given a candidate segmentation, we separately model the within-segment
heterogeneity distribution of each segment assuming an unimodal continuous heterogeneity
(UCH) distribution. UCH is considerably easier to model compared to MCH, and we choose
RR-Het, the metric version of the convex optimization (CO) model of [37], to model the
within-segment UCH distributions. We then select the optimal individual-level representation
2We provide a detailed discussion on this limitation at the end of Section 3.2.1.
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of MCH and the corresponding optimal candidate segmentation using cross-validation [43, 75,
86, 89].
The First Stage: Recovering Candidate Segmentations
The first stage of our SL approach aims at learning a set of candidate segmentations to provide
decompositions of the MCH distribution. To motivate, we introduce a standard characterization
of the data-generating process underlying MCH [4, 5]. The data-generating process selects the




l=1, and the segment-membership
matrix Q∈RI×L, where Qil = 1 if respondent i is assigned to segment l and Qil = 0 otherwise. If
respondent i belongs to segment l, she receives a copy of segment-level partworths βSi = β̂
S
l and
her individual-level partworths are determined by βi = βSi +ξi, where ξi denotes the difference
between respondent i’s segment-level and individual-level partworths, i.e., the within-segment














Assuming the above data-generating process, recovering candidate segmentations can be




from the conjoint data.




is sufficient, as other model parameters{
L, B̂S,Q
}




. We note that the following assumptions on the





A1. The ratings vector Yi is generated based on βi, i.e., Yi = Xiβi + εi.
A2. The individual-level partworths βi is generated based on the segment-level partworths βSi ,
i.e., βi = βSi +ξi.
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A3. Respondents i and k belong to the same segment if and only if βSi −βSk = 0.









by penalizing the discrepancy between Yi and Xiβi and that between βi and
βSi . On the other hand, A3 suggests that for a substantial proportion of i− k pairs, i.e., the i− k
pairs from the same segment, the discrepancy between βSi and β
S
k is the zero vector, implying
that the set of pairwise discrepancies of the true BS is sparse; consequently, a sparse structure




. In particular, A3
suggests to learn whether respondents i and k are drawn from the same segment by penalizing
the discrepancy between βSi and β
S
k using some sparsity-inducing penalty function, which we
discuss soon.
Motivated by these considerations, we propose the following sparse learning problem, which









(βi−βSi )T D−1(βi−βSi )+λ ∑
1≤i<k≤I
θik||βSi −βSk ||2,
s.t. D is a positive semidefinite matrix scaled to have trace 1,
βi,β
S
i ∈ Rp, for i = 1,2, . . . , I.
(3.2.1)




are the regularization parameters for Metric-SEG. The regularization
parameters control the relative strength of each penalty term in Metric-SEG and we will discuss
their specification later in the section. In Metric-SEG, the first two penalty terms are standard
quadratic functions measuring the discrepancy between Yi and Xiβi and that between βi and βSi ,
respectively. We note that the matrix D is a decision variable and is related to the covariance
62
matrix of the partworths within each segment [37]. The third penalty term aims to impose
the penalty suggested by A3 and is the key to the formulation of Metric-SEG. In particular,
it aims to learn whether respondents i and k belong to the same segment by penalizing the
`2-norm of βSi −βSk , i.e., ||β
S
i −βSk ||2, for all i− k pairs. We choose the `2-norm to measure the
discrepancy between βSi and β
S
k since, unlike most standard measures of magnitude of vectors,
e.g., the sum-of-squares measure, the `2-norm is a sparsity-inducing penalty function in that it
is capable of enforcing exact zero value in optimal solutions under a suitable level of penalty.3
Sparsity-inducing penalty functions play a fundamental role in sparse learning [10,81,93]. Our
use of the `2-norm to penalize the pairwise differences of BS can be viewed as a generalization
of the overlapping `1/`2-norm [51, 56] and the Fused Lasso penalty [82], and was recently
introduced in the context of unsupervised learning [44].
One simple intuition underlies our modeling choice of assessing whether respondents i and
k are from the same segment by penalizing the `2-norm of βSi −βSk . To illustrate the intuition, we
set the regularization parameter θik = 1 for all i−k pairs in Metric-SEG and thus homogenize the
penalty imposed on ||βSi −βSk ||2’s. For any two respondents i and k, we consider the following
3The sparsity-inducing penalty functions are capable of enforcing exact zero value since, compared to
non-sparsity-inducing penalty functions, they impose a sharp penalty on parameters in the neighborhoods of
zeros. Such a sparsity-inducing characteristic has been demonstrated in the statistics and machine learning
literature [81,93,96]. We offer a simple intuition by comparing the sparsity-inducing `2-norm, i.e., Ω1(x), ||x||2,
and the non-sparsity-inducing sum-of-squares, i.e., Ω2(x) , ||x||22 = x21 + x22 + . . .+ x2p. We focus on a simple
one-dimensional case with p = 1, in which Ω1(x) = |x| and Ω2(x) = x2, and consider the following two
optimization problems: (P1) minx∈R (x−a)2 +λΩ1(x), and (P2) minx∈R (x−a)2 +λΩ2(x), where a > 0. Simple
algebra shows that the solution of (P1) is x1∗ = max(a− λ2 ,0) and the solution of (P2) is x
2∗ = a1+λ ; that is, when
λ ≥ 2a, Ω1(x) induces an exact zero solution, whereas Ω2(x) always leads to a positive solution. This contrast is
not surprising: the marginal penalty of Ω1(x) is constant 1, i.e., | ddx Ω1(x)|= 1 for x 6= 0, implying that any solution
gets rewarded (or less penalized) by one unit as it moves toward zero by one unit; on the contrary, the marginal
penalty of Ω2(x) diminishes quickly toward the origin, i.e., limx→0 | ddx Ω2(x)| = 0. Therefore, in (P1) there is
always incentive to move toward zero as long as the marginal penalty of (x− a)2 remains moderate, whereas in
(P2) the solution will always get stuck somewhere on the way to zero.
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components of the objective function of Metric-SEG:
Gi,k , ∑
r=i,k
||Yr−Xrβr ||22 + γ ∑
r=i,k
(βr−βSr )T D−1(βr−βSr )+λ||βSi −βSk ||2.
Within an optimization framework, the three penalty terms in Gi,k induce competing shrinkage






r=i,k. In particular, the first penalty term approximately
shrinks βr toward the true individual-level partworths βr(T ), and the second penalty term
shrinks βr and βSr toward each other, for r = i,k, whereas the third penalty term shrinks β
S
i
and βSk toward each other. We note that whether β
S
i − βSk = 0 holds in the optimal solution
of Metric-SEG is to a large extent determined by the tradeoff among the three competing
shrinkage, which is in turn determined by the distance between the true individual-level partworths
βi(T ) and βk(T ) as well as the regularization parameters γ and λ. Intuitively, if respondents i
and k are from the same segment the distance between βi(T ) and βk(T ) should be relatively
small, implying that a moderate penalty imposed on ||βSi − βSk ||2, i.e., a small λ, should be
sufficient to enforce βSi −βSk = 0 due to the sparsity-inducing property of the `2-norm. On the
other hand, if respondents i and k are from distinct segments the distance between βi(T ) and
βk(T ) should be relatively large and therefore enforcing βSi −βSk = 0 cannot be achieved unless
a strong penalty is imposed on ||βSi −βSk ||2, i.e., a large λ is specified.
4 This intuition suggests
that if γ and particularly λ are appropriately specified it is possible to recover the underlying
segmentation of the consumer population by solving Metric-SEG and identifying i− k pairs
with βSi −βSk = 0 in the optimal solution.
4We note that specifying λ =+∞ enforces βSi −βSk = 0 for all i−k pairs, in which case Metric-SEG reduces to
the key convex optimization problem (Equation (3)) in [37]. We show this link in the appendix.
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In the above discussion, we set θik = 1 for all i−k pairs only for the purpose of illustration.




is useful as it allows
us to incorporate information that could potentially facilitate the recovery of the underlying
segmentation. For example, we can incorporate information suggesting that respondents i and
k are more likely to be drawn from the same segment compared to respondents i′ and k′ in




in which θik > θi′k′ , such that a relatively stronger
sparsity-inducing penalty is imposed on βSi −βSk to enforce β
S
i −βSk = 0 in the optimal solution.
One way to assess the relative “likelihood” of respondents i and k belonging to the same segment










i=1 are initial estimates of the individual-level partworths, and R(·) is a positive,




is that, if the distance
between the initial individual-level partworths estimates β̄i and β̄k is relatively small, then
it is likely that respondents i and k are from the same segment and hence a relatively large









i=1 using RR-Het, the metric version of the CO
model of [37], which provides an effective approach to recovering consumers’ heterogeneous
preferences. We also specify R(x)= e−ωx, a simple positive, non-increasing function parameterized










i=1 are the initial estimates produced by RR-Het using the conjoint data.
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i=1 are used to facilitate recovering













become more heterogeneous and pairs of respondents with closer initial estimates, i.e., those
deemed as more likely to be drawn from the same segment, are penalized more heavily than
those with farther initial estimates.




reduces to the choice of ω, the regularization parameters of








. Since an appropriate
value for Γ cannot be determined a priori, in the first stage of the SL approach we specify a finite
grid Θ⊂ R3 and for each Γ ∈ Θ we solve Metric-SEG and recover the candidate segmentation
implied by the optimal BS.7 Consequently, we obtain a set of candidate segmentations which
is the output of the first stage. Given Γ, Metric-SEG is a convex optimization problem, which
implies that any of its local optimum is automatically a global optimum and it is efficiently
solvable to global optimum in theory [27]. In practice, however, solving Metric-SEG poses
a considerable algorithmic challenge since its third penalty term, λ∑1≤i<k≤I θik||βSi − βSk ||2,
is both non-differentiable and non-separable, i.e., βSi is present in multiple `2-norms for each i.





in Equation (3.2.3) uses only information contained in the conjoint data. Other
information sources, e.g., consumers’ demographic variables, can be readily incorporated in the specification for{
θik
}
and hence our SL approach via a simple extension of Equation (3.2.3). We discuss the extension in the
appendix.
6We note that in Metric-SEG the amount of penalty imposed on ||βSi − βSk ||2 is controlled by λθik. In the




such that ||θ||2 = 1 and interpret the
regularization parameter λ as controlling the “total” amount of penalty imposed on ||βSi −βSk ||2’s.
7The specifications of the finite grid Θ used in the simulation experiments and two empirical applications are
summarized in the appendix.
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objective function, e.g., the Newton’s method, cannot be applied to solve Metric-SEG; non-separability
also adds to the complexity [29]. In order to address this challenge, we apply an algorithm based
on variable splitting and the Alternating Direction Augmented Lagrangian (ADAL) method that
was proposed in [65] to solve Metric-SEG. This algorithm is specifically designed for handling
complex sparsity-inducing penalty functions and is capable of solving for the global optimum
of Metric-SEG. The details of the algorithm are available from the authors upon request.
After solving Metric-SEG for any given Γ, we aim to recover a candidate segmentation,
represented by a binary segment-membership matrix Q, based on the optimal BS. In the empirical
implementation of Metric-SEG, we observe that a typical candidate segmentation Q contains
both a few substantive segments which constitute the majority of the consumer population, and
a few very small segments each consisting of few respondents, mostly one or two. Since these
small segments bear little practical meaning, an appropriate interpretation of Q is needed. We
propose a simple procedure to address this issue by combining each of the small segments
with its closest substantive segment. Formally, we introduce a pre-specified threshold M, and
define a segment in Q as a valid segment if it contains at least M respondents, and as an
outlier segment otherwise. Without loss of generality, we assume the first L̄ segments of Q
are valid. We retain all valid segments, and for each outlier segment, i.e., the l-th segment with




1,2, . . . , L̄
} ∣∣ ||β̂Sv −




l ||2, for v
′ ∈
{




, and combine the l-th segment (an outlier
segment) and the c(l)-th segment (a valid segment). Mathematically, we introduce a new binary
segment-membership matrix Q̄ ∈ RI×L̄, such that Q̄·,v , Q·,v +∑l:l>L̄,c(l)=v Q·,l , where Q̄·,v and
Q·,l denote the v-th column of Q̄ and the l-th column of Q, respectively. We define Q̄, the
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segmentation obtained after this processing as the candidate segmentation, but still refer to
it using Q for simplicity hereafter.8 We note it is possible that no valid segment exists in a
segmentation, i.e., L̄ = 0. In such a case, we simply claim that no candidate segmentation is
identified for this particular Γ.
In summary, the first stage of our SL approach recovers a set of candidate segmentations
in the following manner. We first specify a finite grid Θ ⊂ R3 from which the regularization




, are chosen. For each Γ ∈ Θ, we solve Metric-SEG
and obtain the candidate segmentation Q(Γ). Q(Γ) could be an empty matrix in cases where
no candidate segmentation is identified. We also include the trivial segmentation in which
all respondents are included in a single segment as a candidate segmentation, i.e., Q(Trivial),









Φ is the output of the first stage of the SL approach.
Before concluding our presentation of the first stage of the SL approach, it is worthwhile
to discuss the rationale behind our modeling choice of retaining only the set of candidate





by solving Metric-SEG as the output of the first stage. Recall that in Metric-SEG we use the
penalty term λ∑1≤i<k≤I θik||βSi −βSk ||2 to impose sparsity on the pairwise discrepancies of B
S
so as to identify the candidate segmentations. Given that a priori any pair of respondents could
8In the empirical implementation of our SL approach, we set M = 10%I, such that any valid segment contains
a non-negligible portion of the population. Note that other choices of M are also possible. Some readers may find
pre-specifying a value for M ad-hoc; in such case, we may vary M in
{
1,2, . . . , I
}
for any given Q and obtain a
set of different Q̄. This procedure leads to a more extensive set of candidate segmentations, which, as we will see
in Section 3.2.1, does not negatively impact the performance of our SL approach, but significantly increases the
computational demand. Consequently, we adopt the more efficient approach of pre-specifying M. The simulation
experiments and empirical applications confirm the effectiveness of our choice of M.
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be drawn from the same segment, we need to penalize ||βSi −βSk ||2 for all i− k pairs, including
those which truly belong to distinct segments. Such across-segment shrinkage, i.e., penalty
imposed on ||βSi − βSk ||2 where respondents i and k are from distinct segments, is unlikely to
enforce βSi − βSk = 0 in the optimal solution as we previously discussed; however, it has the
undesirable consequence of biasing the segment-level partworths estimates BS as well as the










Q(Γ) depends only on the pairwise discrepancies of BS(Γ) and thus is largely immune to the
bias in the absolute location of BS(Γ). Consequently, our strategy is to use the set of candidate
segmentations Φ to develop an accurate individual-level representation of MCH, which is the
focus of the second stage of the SL approach.
The Second Stage: Recovering Individual-level Partworths
As we discussed in Section 3.2.1, the first stage of the SL approach generates a set of good
candidate segmentations but not accurate individual-level partworths estimates. The second
stage of the SL approach aims at leveraging the set of candidate segmentations to accurately
recover the individual-level partworths. Toward this end, we develop a set of individual-level
representations of MCH based on each candidate segmentation, and select the optimal individual-level
representation of MCH and the corresponding optimal candidate segmentation using cross-validation.
Given any candidate segmentation Q ∈ Φ, it is intuitive to represent MCH by separately
modeling the heterogeneity distribution for each segment assuming an unimodal continuous




using simulation studies and report the results in the
appendix.
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heterogeneity (UCH) distribution. That is, the candidate segmentation Q is interpreted as a
decomposition of the MCH distribution into a small collection of UCH distributions that are
considerably easier to model. In the marketing literature, numerous effective approaches for
modeling UCH have been proposed, including the unimodal hierarchical Bayes (HB) models
[57, 68] and RR-Het, the metric version of the CO model of [37]. We choose RR-Het as a
building block for the second stage of the SL approach to model within-segment heterogeneity
distributions since (1) RR-Het overall outperforms standard unimodal HB models [37] and (2)
RR-Het can be readily incorporated in the cross-validation framework which will be introduced
soon.
Formally, for any candidate segmentation Q with L segments, we denote ϒ(Q; l),
{
i : Qil =
1
}





are parameterized by ψ =
(

















, with the l-th
optimization problem Metric-HET-General(Q; l;ψl) presented as follows:
min ∑
i∈ϒ(Q;l)










s.t. Dl is a positive semidefinite matrix scaled to have trace 1,
β̃i ∈ Rp, for i ∈ ϒ(Q; l); β̃l0 ∈ Rp.
(3.2.4)
In Metric-HET-General, the regularization parameter ψl controls the tradeoff between fit and
shrinkage, and the matrix Dl is related to the covariance matrix of the partworths within the
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l-th segment [37]. Explicitly modeling Dl and allowing for a general covariance structure gives
rise to much flexibility in modeling within-segment heterogeneity; however, it may also lead
to overfitting especially when the number of respondents within each segment is moderate.
Therefore, it could be beneficial to consider modeling strategies that model within-segment
heterogeneity distributions using a restricted version of Metric-HET-General. Formally, when










, with the l-th
optimization problem Metric-HET-Restricted(Q; l;ψl) presented as follows:
min ∑
i∈ϒ(Q;l)










s.t. β̃i ∈ Rp, for i ∈ ϒ(Q; l); β̃l0 ∈ Rp.
(3.2.5)
Metric-HET-Restricted is obtained from Metric-HET-General by restricting Dl = I/p. Compared
to Metric-HET-General, Metric-HET-Restricted has a more restrictive covariance structure and
is less flexible in modeling within-segment heterogeneity distributions; on the other hand, it is
more parsimonious and hence more robust with respect to overfitting. The tradeoff between
Metric-HET-General and Metric-HET-Restricted will be made based on assessments of their
respective capabilities of accurately modeling within-segment heterogeneity distributions using
cross-validation.
We note that each modeling strategy S gives rise to a distinct individual-level representation
of MCH. In order to select the optimal modeling strategy S (i.e., the optimal individual-level
representation of MCH) and its corresponding Q, we evaluate the cross-validation error of each
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modeling strategy S. Cross-validation is a standard technique used in the statistics and machine
learning literature for model selection [43, 75, 86, 89], and has been adopted in the recent
literature of machine learning and optimization-based methods for conjoint estimation [36,37].




, CV (S), is measured as
follows (the presentation here closely follows [37]):
(1) Set CV (S) = 0.
(2) For j = 1 to J:




i=1 into two disjoint subsets, Z
(− j),
{



















i( j+1), . . . ,x
T
iJ
]T and Y (− j)i =(
yi1,yi2, . . . ,yi( j−1),yi( j+1), . . . ,yiJ
)T . Z(− j) is deemed as the “calibration” set containing
all conjoint data except the j-th profile for each respondent, and the “holdout” set Z( j)
consists of the j-th profile for each respondent.


















defined in Equation (3.2.5), depending











i=1 to compute the ratings on{
xi j
}I
i=1, and let ∆( j) be the sum of squared differences between the estimated and
observed ratings for the I holdout profiles in Z( j).
(d) Set CV (S) =CV (S)+∆( j).
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The cross-validation error CV (S) provides an effective estimate of the predictive accuracy
of the modeling strategy S on out-of-sample data using only in-sample data, i.e., the data
available to the researcher for model calibration. To implement cross-validation, we pre-specify





such that ψl ∈ Ξ, for l = 1,2, . . . ,L, and COV ∈ {G,R}.10 We select S that
minimizes the cross-validation error CV (S) as the optimal modeling strategy and its corresponding
Q as the optimal candidate segmentation, and denote them as S∗ and Q∗, respectively. We




i=1 by applying S





i=1. We note that both across- and within-segment heterogeneity are explicitly
modeled in our approach and that the use of cross-validation allows us to endogenously choose
the amount of shrinkage imposed on each segment to recover the individual-level partworths.
One interesting observation is that, when the set of candidate segmentations Φ contains only
the trivial segmentation Q(Trivial) and we set COV = G, the complete SL approach consisting
of both stages reduces to the complete RR-Het approach of [37]. In fact, given that the set of
modeling strategies considered for cross-validation in our approach subsumes that in RR-Het,
we expect the predicative performance of the former on out-of-sample data to be at least as good
as that of the latter.
Summary
We briefly summarize our SL approach Metric-SL in the following.
10The specifications of the finite grid Ξ used in the simulation experiments and two empirical applications are
summarized in the appendix.
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The First Stage.




i=1 using RR-Het [37].
Step 1b. For each Γ ∈ Θ, set θik = e−ω||β̄i−β̄k||2 , and solve Metric-SEG (Equation (3.2.1)).
Recover the candidate segmentation Q(Γ) from the optimal BS.











Step 2a. For each Q ∈ Φ, define a set of modeling strategies
{









. A modeling strategy S recovers the individual-level










defined in Equation (3.2.5) otherwise.




with the minimum cross-validation
error, i.e., S∗ = argmin
S
CV (S). Q∗ is selected as the optimal candidate segmentation.




















when COV∗ = R. The
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, which are also the final outputs of the
complete Metric-SL approach.
3.2.2 Choice-based Conjoint Analysis
In this section, we show that our SL approach applies to the choice-based conjoint analysis
by simply replacing the squared-error loss functions in all optimization problems in Metric-SL
with the logistic loss functions. Choice-based conjoint analysis (CBC) has been the dominant
conjoint approach recently [48]. In CBC, we assume a total of I respondents, each making
choice decisions over J choice sets. In each choice set, there are H conjoint profiles with
p attributes. We use the 1× p row vector xi jh to represent the h-th profile in respondent i’s





h=1. We use the p× 1 column vector βi to denote the partworths of respondent














of independently and identically distributed type-1 extreme value random variables [85]. We
summarize our approach in the context of CBC, which we term as Choice-SL, in the following.
The First Stage.




i=1 using LOG-Het [37].
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(βi−βSi )T D−1(βi−βSi )+λ ∑
1≤i<k≤I
θik||βSi −βSk ||2,
s.t. D is a positive semidefinite matrix scaled to have trace 1,
βi,β
S
i ∈ Rp, for i = 1,2, . . . , I.
(3.2.7)
Note that Choice-SEG is obtained from Metric-SEG by replacing the squared-error loss
with the logistic loss. We recover the candidate segmentation Q(Γ) from the optimal BS.
Step 1c. Repeat Step 1b for each Γ ∈ Θ, and obtain the set of candidate segmentations Φ
defined in Equation (3.2.6).
The Second Stage.
Step 2a. For each Q ∈ Φ, define a set of modeling strategies
{









. A modeling strategy S recovers the individual-level



























s.t. Dl is a positive semidefinite matrix scaled to have trace 1,
β̃i ∈ Rp, for i ∈ ϒ(Q; l); β̃l0 ∈ Rp,
(3.2.8)





























s.t. β̃i ∈ Rp, for i ∈ ϒ(Q; l); β̃l0 ∈ Rp.
(3.2.9)




with the minimum cross-validation
error, i.e., S∗ = argmin
S
CV (S). Here the cross-validation error is measured by the logistic
loss identically defined as that in [37]. Q∗ is selected as the optimal candidate segmentation.























when COV∗ = R. The







, which are also the final outputs of the
complete Choice-SL approach.
3.3 Simulation Experiments
In this section, we test the empirical performance of our sparse learning (SL) approach via an
extensive simulation study. Simulation experiments have been widely adopted in the marketing
literature to evaluate conjoint estimation methods [5, 88]. One major advantage offered by
simulation experiments over real-world conjoint applications is that in simulation experiments
researchers have complete control of the data-generating process and therefore are able to
explore various experimental domains of interest. In addition, the true individual-level partworths
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are known so that the difference between actual and estimated partworths can be computed. In
the following, we consider both metric and choice-based conjoint simulation experiments.
3.3.1 Metric Conjoint Simulation Experiments
We compared the metric version of our SL approach, Metric-SL, to three benchmark methods:
(1) the finite mixture (FM) model [32,52], (2) the Bayesian normal component mixture (NCM)
model [1], and (3) RR-Het, the metric version of the convex optimization (CO) model of [37].
The FM model represents multimodal continuous heterogeneity (MCH) using discrete mass
points and its effectiveness in modeling MCH has been well documented in the marketing
literature [4, 5]. The NCM model specifies a mixture of multivariate normal distributions
to characterize the population distribution and is capable of representing a wide variety of
heterogeneity distributions. It is shown that the NCM model is more flexible than and empirically
ourperforms the FM model [1]. On the other hand, RR-Het is not specifically designed to model
MCH; however, we included it as a benchmark method since it has been shown to outperform
a standard unimodal hierarchical Bayes (HB) model [37] and is nested within Metric-SL and
hence it might be of interest to assess the improvement made by adopting a more general and
sophisticated method.
The implementation of the three benchmark methods closely followed the extant literature.
In particular, the FM model was calibrated using the Bayesian information criterion (BIC) [5],
and for the NCM model the number of components was selected using the deviance information
criterion (DIC) [60,79]. We provide the setup of the NCM model including the specification of
parameters for the second-stage priors in the appendix.
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Data
In our metric conjoint simulation experiments, both the experimental design and the data-generating
process closely followed those in [5].
Experimental Design. We experimentally manipulated the following four data characteristics:
Factor 1. The number of segments: 2 or 3;
Factor 2. The number of profiles per respondent (for calibration): 18 or 27;
Factor 3. The within-segment variances of distributions: 0.05, 0.10, 0.20, 0.40, 0.60, 0.80 or
1.00;11
Factor 4. The error variance: 0.5 or 1.5.
Hence, we used a 23×7 design, resulting in a total of 56 experimental conditions. We randomly
generated 5 data sets for each experimental condition and estimated all conjoint models separately
on each data set.
The Data-generating Process. The conjoint designs were taken from [5], which vary six
product attributes at three levels each.12 The responses of 100 synthetic respondents were
generated in each data set according to the following three-step process: (1) we generated the
true segment-level partworths, (2) assigned each respondent to a segment and generated her
true individual-level partworths, and (3) generated her response vector. More specifically, the
11The range of within-segment variances is wider than that used in [5] and ensures a thorough understanding of
the impact of within-segment heterogeneity.
12We thank Rick Andrews for kindly sharing the conjoint designs with us.
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true segment-level partworths for each segment were uniformly randomly generated to be in
the range of −1.7 to 1.7; that is, if we denote φ`t as the true partworth of the t-th attribute/level
for the `-th segment, then φ`t’s are i.i.d. random variables with the distribution U [−1.7,1.7].
Each respondent was randomly assigned to all segments with equal probabilities, and her true
individual-level partworths βi was generated by adding a normal random vector with mean 0 and
a pre-specified variance (Factor 3) to her true segment-level partworths. Given βi, the response
vector Yi was computed as Yi = Xβi + εi, where εi is a normal random vector with mean 0 and
a pre-specified variance (Factor 4). In order to evaluate the predictive accuracy of the conjoint
estimation methods, we generated 8 holdout profiles for each respondent regardless of whether
18 or 27 profiles (Factor 2) were used for calibration.
Results
We compared the four conjoint estimation methods in terms of parameter recovery and predictive
accuracy. Parameter recovery was assessed using the root mean square error between the true
individual-level partworths, βi(T ), and the estimated individual-level partworths, βi(E), which






Following [37], we computed the RMSE(β) for each respondent and summarized the average
RMSE(β) across respondents for each data set. We report the mean of the average RMSE(β)’s
across 5 data sets in each experimental condition. Predictive accuracy was measured using the
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root mean square error between the observed ratings, Yi(O), and the predicted ratings, Yi(P),







where J̃ denotes the number of holdout profiles for each respondent, i.e., J̃ = 8 in our study.
Again, we computed the RMSE(Y ) for each respondent and summarized the average RMSE(Y )
across respondents for each data set; we report the mean of the average RMSE(Y)’s across
5 data sets in each experimental condition. In addition to parameter recovery and predictive
accuracy, we also compared the computation time of Metric-SL and the NCM model and report
the results in the appendix.
Tables 3.1 and 3.2 summarize the results, where Num-S denotes the number of segments in
the population distribution (Factor 1), Num-P denotes the number of profiles per respondent
for calibration (Factor 2), EV denotes the error variance (Factor 4), and WSV denotes the
within-segment variances of distributions (Factor 3).
Insert Tables 3.1 and 3.2 here.
Table 3.1 reports the mean of the average RMSE(β)’s for each of the four conjoint estimation
methods over 5 randomly simulated data sets for each experimental condition. Metric-SL
demonstrates an advantage in terms of parameter recovery, performing best or not significantly
different from best (at p < 0.05) in 53 conditions. The comparisons are based on paired
t-tests over the same 500 respondents, i.e., 100 respondents per data set × 5 data sets, in each
experimental condition. The results of metric conjoint simulation experiments highlight the
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importance of (1) explicitly modeling both across- and within-segment heterogeneity and (2)
endogenously selecting the amount of shrinkage to recover the individual-level partworths in
modeling MCH. Recall that in our SL approach, we develop a divide-and-conquer framework
to decompose MCH so as to model both across- and within-segment heterogeneity, and use
cross-validation to select the modeling strategy, i.e., the candidate segmentation, and the amount
of shrinkage and the covariance structure (General versus Restricted) imposed on each segment,
to estimate the individual-level partworths. On the other hand, none of the three benchmark
methods takes both factors into account jointly: the FM model assumes a discrete heterogeneity
distribution and does not allow for within-segment heterogeneity; RR-Het assumes an unimodal
continuous heterogeneity (UCH) distribution and does not model across-segment heterogeneity;
the NCM model, despite modeling both across- and within-segment heterogeneity, is not capable
of endogenously selecting the amount of shrinkage as it is a function of the exogenously chosen
parameters for the second-stage priors.
A closer examination of Table 3.1 reveals a systematic performance pattern of the four
conjoint estimation methods with respect to WSV. In experimental conditions where WSV
is small, e.g., WSV = 0.05, the NCM model and RR-Het perform substantially worse than
Metric-SL whereas the FM model shows a strong performance; as WSV increases the performance
gaps between Metric-SL, the NCM model, and RR-Het gradually shrink and the FM model
quickly deteriorates. When WSV is large, e.g., WSV= 0.80 or 1.00, the RMSE(β)’s of Metric-SL,
the NCM model, and RR-Het are very close in magnitude. This performance pattern is consistent
with our intuition. In particular, the assumption of UCH made by RR-Het is more restrictive
when the underlying heterogeneity distribution is of a more discrete shape. On the other
82
hand, the discrete distribution assumed by the FM model is not capable of fully capturing the
variations in consumer preferences when within-segment heterogeneity is substantial. It also
suggests that the amount of shrinkage imposed by the NCM model could be suboptimal when
within-segment heterogeneity is moderate. In addition, it is evident from Table 3.1 that a larger
number of profiles for calibration (Num-P) improves the performance of all models and a larger
error variance (EV) worsens the performance of all models. In particular, the NCM model and
RR-Het benefit (suffer) most substantially from more profiles (larger error variance), whereas
the FM model and Metric-SL appear to be less sensitive with respect to these two factors.
Moreover, the impact of the number of true segments (Num-S) is not substantial.
Qualitatively similar results are found in Table 3.2, which shows the comparison of the
four conjoint estimation methods on the measure of predictive accuracy, RMSE(Y ). Metric-SL
performs best or not significantly different from best (at p < 0.05) in 53 conditions.
3.3.2 Choice-based Conjoint Simulation Experiments
We compared the choice version of our SL approach, Choice-SL, to three benchmark methods:
(1) the FM model [32, 52], (2) the NCM model [1], and (3) LOG-Het, the choice version of the
CO model of [37]. All benchmark methods were choice versions of those in Section 3.3.1 and
the implementations were similar to their metric version counterparts.
Data
In our choice-based conjoint simulation experiments, both the experimental design and the
data-generating process closely followed those in [4] and [6].
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Experimental Design. We experimentally manipulated the following four data characteristics:
Factor 1. The number of segments: 2 or 3;
Factor 2. The number of choice sets per respondent (for calibration): 16 or 24;13
Factor 3. The within-segment variances of distributions: 0.05, 0.10, 0.20, 0.40, 0.60, 0.80 or
1.00;14
Factor 4. The error variance: standard (1.645) or high (3.290).
Hence, we used a 23×7 design, resulting in a total of 56 experimental conditions. We randomly
generated 5 data sets for each experimental condition and estimated all conjoint models separately
on each data set.
The Data-generating Process. In all data sets, each choice set consists of four conjoint
profiles, each of which associates with a distinct brand. In addition to the three (i.e., 4−1 = 3)
brand dummies, the attributes also include one continuous variable and two binary variables.


















each choice set we randomly selected a value from each range and assigned the four values to
the profiles such that each profile had an equal chance to be assigned with the lowest value.15 To
13The numbers of choice sets per respondent, i.e., 16 and 24, are larger than those in [4] and [6], which
considered scanner panel applications, but are consistent with recent choice-based conjoint studies [48].
14The within-segment variances are larger than those in [4], and was motivated by [1] who observed that the
magnitude of within-segment heterogeneity is typically substantial. It also ensures a thorough understanding of
the impact of within-segment heterogeneity.
15The purpose of this design was to generate sufficient variations in the data. A similar design was adopted
in [48].
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generate the two binary variables, for each choice set we randomly selected two profiles, h1 and
h2, and for the k-th binary variable, only hk was set to have the value of 1, for k = 1,2. We note
that the design of the continuous variable and the two binary variables was aimed at inducing
sufficient variations in the data and is different from those in [4] and [6], which considered
scanner panel applications rather than conjoint applications.
The choices of 100 synthetic respondents were generated in each data set using a three-step
process similar to that in Section 3.3.1: (1) we generated the true segment-level partworths,
(2) assigned each respondent to a segment and generated her true individual-level partworths,
and (3) generated her choices. In order to produce well-separated segment-level partworths,
we closely followed [4] and [6] and generated three levels of coefficients (low, medium, and
high) for each of the six attributes (i.e., three brand dummies, one continuous variable, and two
binary variables). As will soon become clear, the rationale behind the design of three levels
of coefficients was to have different segments assigned with different levels of coefficients
for each attribute and therefore create clear separations between segments. The medium-level















The high-level (low-level) coefficients were generated by adding to (subtracting from) the
corresponding medium-level coefficients a normal random variable drawn from N(1.5,0.152),
where 1.5 is the mean separation between segments [4,6]. In experimental conditions with three
segments (Factor 1), we generated the true segment-level partworths by randomly assigning
the three levels of coefficients of each attribute to all three segments; on the other hand, in
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experimental conditions with two segments, we simply retained the true segment-level partworths
of the first two segments generated in the three-segment conditions.
After obtaining the true segment-level partworths, we randomly assigned each respondent
to all segments with equal probabilities, and generated her true individual-level partworths βi
by adding a normal random vector with mean 0 and a pre-specified variance (Factor 3) to her
true segment-level partworths. Given βi, respondent i’s choices were stochastically generated
according to the logit probabilities where the variance of the type-I extreme value random
variables was a pre-specified value (Factor 4). In order to evaluate the predictive accuracy
of the conjoint estimation methods, we generated 8 holdout choice sets for each respondent
regardless of whether 16 or 24 choice sets (Factor 2) were used for calibration.
Results
We compared the four conjoint estimation methods in terms of parameter recovery and predictive
accuracy. Parameter recovery was assessed using RMSE(β) defined in Equation (3.3.1), with
a modification needed for experimental conditions with Factor 4 taking the “high” level, i.e.,
when the choice data was generated according to the logit model with the variance of the type-I
extreme value random variables being 3.290. In these experimental conditions, all models were
still estimated assuming the standard logit model with variance 1.645 for the type-I extreme
value random variables, implying that the estimated individual-level partworths βi(E) were
implicitly scaled by a factor of 1√
2
compared to the true individual-level partworths βi(T ).
Consequently, we multiplied the obtained βi(E) by
√
2 before computing RMSE(β) to put βi(T )
and βi(E) on the same scale. Similar to Section 3.3.1, we computed the RMSE(β) for each
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respondent and summarized the average RMSE(β) across respondents for each data set. We
report the mean of the average RMSE(β)’s across 5 data sets in each experimental condition.
Predictive accuracy was measured using the holdout sample log-likelihood [4], which we denote



















h=1 denotes the j-th holdout choice set for respondent i. Again, we computed the
Holdout-LL for each respondent and summarized the average Holdout-LL across respondents
for each data set. We report the mean of the average Holdout-LL’s across 5 data sets in each
experimental condition.
Tables 3.3 and 3.4 summarize the results, where Num-S denotes the number of segments in
the population distribution (Factor 1), Num-CS denotes the number of choice sets per respondent
for calibration (Factor 2), EV denotes the error variance (Factor 4), and WSV denotes the
within-segment variances of distributions (Factor 3).
Insert Tables 3.3 and 3.4 here.
In the choice-based conjoint simulations, we find qualitatively similar results as those in the
metric conjoint simulations except that the FM model becomes the best performing model when
WSV is small. In particular, for the measure of parameter recovery RMSE(β) (Table 3.3),
Choice-SL performs best or nonsignificantly different from best in 32 out of 56 experimental
conditions at the p < 0.05 level; for the measure of predictive accuracy Holdout-LL (Table 3.4),
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Choice-SL performs best or nonsignificantly different from best in 46 out of 56 conditions at
the p < 0.05 level. Similar to Section 3.3.1, the comparisons are based on paired t-tests over
the same 500 respondents, i.e., 100 respondents per data set × 5 data sets, in each experimental
condition. Moreover, we find that as WSV increases the relative performance of the NCM
model (the FM model) improves (deteriorates) and the performance gap between Choice-SL
and LOG-Het narrows.
3.4 Applications
In this section, we demonstrate the empirical performance of our sparse learning (SL) approach
using data from one metric conjoint study and one choice-based conjoint study.
3.4.1 Metric Conjoint Application
We compared Metric-SL, the FM model, the NCM model, and RR-Het using a metric conjoint
data set of personal computers that was first introduced in [57] and later also used in [37].16 In
this study, 180 consumers each rated 20 hypothetical personal computers on an 11-point scale
(0 to 10). Each hypothetical profile is represented using 13 binary attributes and an intercept.
The first 16 profiles form an orthogonal and balanced design and were used for calibration, and
the last 4 were used for holdout validation. We refer the reader to the two studies for details of
this conjoint data set.
The predictive accuracy of the four conjoint estimation methods was assessed using two
16We thank Peter Lenk for kindly sharing this data set with us.
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performance measures: (1) the root mean square error between the observed ratings, Yi(O),
and the predicted ratings, Yi(P), for the holdout sample, i.e., the RMSE(Y ) defined in Equation
(3.3.2); (2) the first choice hits in the holdout sample [5], which we denote as 1stCH. For
respondent i, 1stCH was set to 1 if her most preferred profile in the holdout sample, i.e., the
holdout profile with the highest observed rating, was correctly predicted, and 0 otherwise.
Following [37] and consistent with Section 3.3, we computed the RMSE(Y ) and the 1stCH
for each consumer and summarized the averages across 180 consumers for each method. Table
3.5 shows the results.
Insert Table 3.5 here.
Using paired t-tests over the 180 consumers, we find that Metric-SL and RR-Het perform best
or not significantly different from best in terms of both RMSE(Y ) and 1stCH (at p < 0.05).
The performance comparison empirically validates the predictive accuracy of Metric-SL; it also
suggests that the assumption of an unimodal continuous heterogeneity (UCH) distribution made
by RR-Het is not restrictive on this computer conjoint data set if the researcher is primarily
interested in prediction.
For Metric-SL, we find that the optimal modeling strategy S∗ selected using cross-validation
specifies a general covariance structure when modeling within-segment heterogeneity, i.e., COV∗=
G, suggesting that the benefit of flexibility obtained by explicitly modeling the Dl matrix in
Metric-HET-General outweighs the potential risk of overfitting in accurately modeling within-segment
heterogeneity distributions on the computer conjoint data set, which has a relatively large
sample size (i.e., 180). We also note that RR-Het specifies a general covariance structure for the
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individual-level partworths via the explicit modeling of the D matrix, i.e., the decision matrix
related to the covariance matrix of the partworths [37], which gives it some flexibility even
within its UCH framework to approximate a complex and potentially multimodal heterogeneity
distribution. To demonstrate the effect of a general covariance structure in helping RR-Het
capture the variations in individual-level partworths for the computer conjoint data set, we
estimated a restricted version of RR-Het in which the D matrix was constrained to the identity
matrix. We found that the restricted version of RR-Het performed significantly worse than
RR-Het in terms of RMSE(Y ) (at p < 0.05) with the RMSE(Y )=1.6774.
In addition to assessing the predictive accuracy of the four conjoint estimation methods, we
provide a graphical illustration of the individual-level heterogeneity representations recovered
by these methods. Figure 3.1 shows the density plot of individual-level intercept estimates for
the 180 consumers generated by each method.17
Insert Figure 3.1 here.
Figure 3.1 shows different patterns for the intercept estimates of Metric-SL and RR-Het, the
two methods that performed best in terms of RMSE(Y ) and 1stCH - Metric-SL recovers a
heterogeneity distribution that suggests the presence of MCH whereas RR-Het recovers one that
is more consistent with UCH. This contrast highlights the different approaches that Metric-SL
and RR-Het adopt to model consumer heterogeneity despite their comparable predictive performance
on the computer conjoint data set. Metric-SL is designed to handle MCH and models consumer
heterogeneity by first decomposing the consumer population into multiple segments and then
17We estimate each density curve by applying a kernel smoothing density estimator to the individual-level point
estimates of the intercept for all consumers produced by each conjoint estimation method. We implement the
kernel smoothing density estimation procedure using the MATLAB function ksdensity.
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imposing shrinkage within each segment. On the other hand, RR-Het assumes UCH and models
consumer heterogeneity by directly imposing shrinkage on the full consumer population; in
particular, RR-Het is not specifically designed to capture the potential multimodality in the
heterogeneity distribution. Between these two models, we expect Metric-SL to provide a more
viable approach for researchers interested in recovering and understanding MCH from conjoint
data.
3.4.2 Choice-based Conjoint Application
We compared Choice-SL, the FM model, the NCM model, and LOG-Het on a choice-based
conjoint data set of cell phone plans in [48].18 A total of 72 consumers participated in this study,
and each of them was shown 18 choice sets that consisted of three profiles and a no-choice
option. Six attributes were used for constructing the conjoint profiles: (1) access fee, (2)
per-minute rate, (3) plan minutes, (4) service provider, (5) Internet access, and (6) rollover
of unused minutes. We tested these conjoint estimation methods using an additive conjoint
specification, which [48] found to be the best fitting model – the “nonlinear-effects model”
that adds to the standard conjoint model logarithmic terms in the access fee, per-minute rate,
and plan minutes. We refer the reader to [48] for details on this data set and the conjoint
specification. We differed from [48] in that we standardized all continuous attributes, i.e.,
access fee, per-minute rate, plan minutes, and their respective logarithmic terms, before model
estimation; that is, each continuous attribute was demeaned and divided by its standard deviation.
The standardization aimed to put all continuous attributes on similar scales and is widely
18We thank Raghuram Iyengar for kindly sharing this data set with us.
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adopted in the statistics and machine learning literature [81]. We randomly selected 15 out of
the 18 choice sets for each consumer for calibration and the remaining 3 for holdout validation.
We measured the predictive performance of the four conjoint estimation methods using the
holdout sample log-likelihood, i.e., Holdout-LL defined in Equation (3.3.3), and the holdout
















where βi(E) denotes the estimated individual-level partworths, 1(·) takes value 1 when the
argument is true, and 0 otherwise. While both Holdout-LL and Holdout-HIT assess the predictive
accuracy of a conjoint estimation method, the continuous Holdout-LL provides a more sensitive
measure [47]. The two performance measures also differ on how they penalize a model for
assigning a low choice probability for the chosen profile of a choice set - the logarithmic
functional form of Holdout-LL imposes a heavy penalty on such a scenario whereas the stepwise
functional form of Holdout-HIT imposes a constant penalty as long as the chosen profile is not
assigned with the highest choice probability.
Due to the relatively small sample size of the data set, i.e., 72 respondents, most performance
comparisons among the four conjoint estimation methods in terms of Holdout-LL and Holdout-HIT
were statistically insignificant using a test procedure similar to that used in Section 3.4.1, i.e.,
computing the performance measure for each consumer and conducting paired t-tests over the
72 consumers. In order to tackle the issue of small sample size, we adopted the following
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alternative statistical test procedure. We generated 5 random replications of the data set where
for each replication we retained all 72 consumers and randomly selected 15 out of the 18 choice
sets for each consumer for calibration and the remaining 3 for holdout validation. Each conjoint
estimation method was separately applied to each of the 5 replications, and its performance
measures (i.e., Holdout-LL and Holdout-HIT) for each consumer were computed in each replication.
We summarized the average Holdout-LL and Holdout-HIT across consumers for each replication
and report the mean of the average Holdout-LL’s and Holdout-HIT’s. We compared the four
conjoint estimation methods using paired t-tests over the 360 consumer-replication pairs, i.e.,
72 consumers× 5 replications. One potential caveat of this alternative test procedure is that the
performance measures for consumer-replication pairs associated with the same consumer may
be correlated and consequently we might have inflated the statistical power by using such a test.
Table 3.6 summarizes the results.
Insert Table 3.6 here.
Table 3.6 shows that Choice-SL performs best (at p < 0.05) in terms of Holdout-LL whereas
the NCM model performs best (at p < 0.05) in terms of Holdout-HIT. For Choice-SL, we
find that the optimal modeling strategy S∗ selected using cross-validation (in all 5 replications)
specifies a restrictive covariance structure when modeling within-segment heterogeneity, i.e.,
COV∗ = R, suggesting that the parsimony of restricting Dl = I/p in Choice-HET-Restricted
helps accurately modeling within-segment heterogeneity distributions given the relatively small
sample size (i.e., 72) of the cell phone plans data set. As discussed earlier, Holdout-LL differs
from Holdout-HIT in imposing a heavy penalty when a model assigns a low choice probability
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for the chosen profile of a choice set. This property of Holdout-LL leads to a relatively weak
performance of the NCM model on this measure, which, despite correctly predicting the chosen
profiles with the highest frequency, also assigns low choice probabilities for many chosen
profiles.19
Similar to Section 3.4.1, we provide a graphical illustration of the individual-level heterogeneity
representations recovered by these methods. In particular, we focus on one replication and
show the density plot of individual-level parameter estimates for the plan minutes for the 72
consumers generated by each method in Figure 3.2.20
Insert Figure 3.2 here.
Figure 3.2 shows that the heterogeneity distributions recovered by the two best performing
models - Choice-SL for Holdout-LL and the NCM model for Holdout-HIT - are qualitatively
different. In particular, Choice-SL recovers a heterogeneity distribution that is consistent with
MCH whereas the NCM model recovers one that is unimodal.
3.5 Conclusions
In practice, consumer preferences can often be represented by a multimodal continuous heterogeneity
(MCH) distribution and adequate modeling of MCH is critical for accurate conjoint estimation.
19It is not uncommon to find that two different measures of predictive accuracy favor different models.
For example, [4] compared multiple specifications to modeling heterogeneity using two measures of predictive
accuracy, Holdout-LL and P̄(V ), the average predicted choice probability for the chosen profile in the holdout
sample. They found that while Holdout-LL favored the FM-L model P̄(V ) favored the HB model.
20Similar to Figure 3.1, we estimate each density curve by applying a kernel smoothing density estimator to
the individual-level point parameter estimates for the plan minutes for all consumers produced by each conjoint
estimation method. We implement the kernel smoothing density estimation procedure using the MATLAB function
ksdensity.
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In this paper, we propose an innovative sparse learning (SL) approach for modeling MCH
and apply it to conjoint analysis. The SL approach models MCH via a divide-and-conquer
framework, in which MCH is decomposed into a small collection of within-segment unimodal
continuous heterogeneity (UCH) distributions using structured sparsity modeling and each UCH
is then separately modeled. Consequently, both across- and within-segment heterogeneity are
explicitly accounted for in the SL approach. In addition, the amount of shrinkage imposed to
model each UCH is endogenously selected using cross-validation.
We test the empirical performance of our SL approach and compare it with the finite mixture
(FM) model [32,52], the Bayesian normal component mixture (NCM) model [1], and the convex
optimization (CO) model of [37] using extensive simulation experiments and two empirical
conjoint data sets. In simulation experiments where the data-generating process is consistent
with MCH, the SL approach demonstrates strong performance in terms of both parameter
recovery and predictive accuracy on holdout samples. In the empirical conjoint data sets,
the SL approach also shows competitive performance in terms of predictive accuracy and the
individual-level partworths estimates of the SL approach display shapes consistent with MCH.
Therefore, we empirically validate the performance of our SL approach in modeling MCH.
There are several promising avenues for future research. First, we can consider an extension
of our SL approach by incorporating kernel methods [86] which was introduced to marketing
by [34] and [36]. Second, researchers can also consider other population based complexity
controls to improve the capability for modeling MCH. Third, it may be fruitful to compare our
SL approach with nonparametric Bayesian approaches for modeling heterogeneity. Finally, as
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noted by [37], an interesting research direction is to explore the potential of optimization / machine














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3.5: The Personal Computer Conjoint Data Set of [57]
Metric-SL NCM FM RR-Het
RMSE(Y ) 1.6216 1.6561 1.8639 1.6096
1stCH 0.7000 0.6722 0.5889 0.6944
Notes. For RMSE(Y ) lower numbers indicate higher performance whereas for 1stCH higher
numbers indicate higher performance. Bold numbers in each row indicate best or not
significantly different from best at the p < 0.05 level based on paired t-tests.
Table 3.6: The Cell Phone Plans Data Set of [48]
Choice-SL NCM FM LOG-Het
Holdout-LL -0.8827 −0.9403 −0.9928 −0.9257
Holdout-HIT 0.6361 0.6537 0.5944 0.6287
Notes. For both Holdout-LL and Holdout-HIT higher numbers indicate higher performance.
Bold numbers in each row indicate best or not significantly different from best at the p < 0.05
level based on paired t-tests.
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Figure 3.1: The Density Plots of the Individual-level Intercept Estimates for the Personal
Computer Conjoint Data Set of [57]
102
Figure 3.2: The Density Plots of the Individual-level Coefficient Estimates for Plan Minutes for
the Cell Phone Plans Conjoint Data Set of [48]
103
Chapter 4
Modeling Consumer Purchase and Return
Decisions
4.1 Introduction
Uncertainty is always present when consumers make purchase decisions on any durable goods
as they only have access to imperfect information about products’ quality or fit before usage.
Oftentimes, such uncertainty has a significant impact on consumers’ choice behavior and willingness-to-pay.
An ubiquitous approach for retailers to alleviate the impact of consumer uncertainty at the time
of purchase is to offer a return policy, which allows consumers to use and experience a product
for a certain amount of time before the end of which a return vs. retain decision must be made.
This way, consumers are able to resolve their uncertainty and uncover their true evaluation
regarding a product before a full commitment to purchase it.
Despite the widespread use of return policies in practice, a thorough understanding of the
104
impact of return policies on consumer purchase and return decisions remains elusive, especially
in a competitive environment. Consequently, there seems to be little consensus over the composition
of an optimal return policy, which has been reflected in debates over liberal vs. restrictive return
policies in the popular press as well as the wide heterogeneity in return policies implemented by
retailers. In addition, an estimated $100 billion loss annually through product depreciation and
management of the return process [26] also suggests that the current practice is far from optimal.
Therefore, from the perspectives of both academics and practitioners, a thorough empirical
investigation of the impact of return policies on consumer purchase and return decisions is not
only interesting but also relevant.
Marketing researchers have contributed to this important discussion using an array of research
methodologies. Through lab experiments, [91] found that return policy leniency decreases
deliberation time, increases expectations of product quality, reduces continued product search,
and that differences in perceived quality due to return policy signals can persist after product
receipt. [11] hypothesized product returns to be the result of exposure to disconfirming information,
and tested the impact of the cognitive responses generated before purchase on consumers’ return
decisions. [76] developed an economic model to demonstrate how retailers can strategically use
return policies and information provision to maximize profit. Empirical modeling research on
return policies, on the other hand, has been quite sparse. To the best of our knowledge, [3]
is the only published paper that calibrates an econometric model for consumer purchase and
return decisions under return policies using individual-level data. Using their model, the authors
calculated the individual-level option value of return policies in the context of a mail-order
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apparel retailer, and demonstrated how the apparel retailer could use these information to guide
the optimal design of return policies for each consumer.
One modeling assumption made by [3] is that consumers resolve their uncertainty on a
product’s quality or fit instantaneously after they receive the product, which allows the researchers
to ignore the temporal dimension of return policies - the length of the “trial period” before
the return deadline - and model return policies simply as options to a one-shot gamble. This
assumption is appropriate in some product categories, e.g., apparel, shoes, etc., but its validity
is questionable in many other product categories, e.g., consumer electronics, where consumer
learning is unlikely to happen instantaneously. Instead, it is more plausible that consumers will
gradually resolve their uncertainty and learn their true evaluation of a product over time by using
the product, in which case the length of the trial period before the return deadline will have an
impact on the amount of learning that could take place and hence affect consumer purchase and
return decisions. On the other hand, since consumers not only learn their evaluation but also
derive utility from using the product during the trial period, retailers usually charge restocking
fee, which will also impact consumer purchase and return decisions by imposing a cost for
returning the product.
In order to obtain a holistic understanding of the impact of return policies, we propose
to collect a comprehensive data set on consumer purchase and return behavior using a field
experiment. In the field experiment, each participant will be given a set of real products, each
of which comes with a price and a return policy, and she will decide to purchase, use, and/or
return one or more products from the set of products given to her over a finite horizon. In
addition to observing the complete sequence of purchase and return decisions made by each
106
participant, we will also collect each participant’s evaluation of the uncertain quality or fit of
the product that she uses in each period which provides a measure of her learning process.
We model the observed consumers’ purchase and return decisions using a dynamic discrete
choice model with forward-looking and Bayesian learning. Our modeling framework is similar
to [35] in that consumers’ learning of their true evaluations of products is explicitly modeled
using a Bayesian learning model and is embedded in a dynamic expected-utility maximization
problem in which consumers are assumed to make purchase and return decisions to maximize
their expected present value of utility. Our proposed model provides a behaviorally plausible
approach to capture the joint impact of return deadline and restocking fee of a return policy.
This is an ongoing project. In the following we present the design of the field experiment in
Section 4.2 and discuss the proposed dynamic discrete choice model in Section 4.3. We leave
the implementation of the field experiment and the dynamic discrete choice model as future
work.
4.2 Field Experiment
In this section, we discuss the design of the field experiment for collecting consumer purchase
and return decisions. We plan to recruit I participants and implement the experiment over a
finite horizon of T periods.1 At the beginning of the experiment, participant i will be given a




j=1. The j-th product, Λi j, can be mathematically represented using
the following attributes:
1In the experiment, periods can be operationalized as any reasonably defined time intervals, such as days,
weeks, or months.
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• Xi j ∈ Rd , the search attributes of Λi j; Xi j are fully known to participant i at the beginning
of the experiment.
• Ai j ∈ R, the experiential attribute of Λi j which can be operationalized as quality or
fit; Ai j is uncertain from participant i’s perspective; as part of the experiment, we will
manipulate participant i’s initial belief about Ai j by instructing her that a subset of past
participants has used the same product and the mean and variance of their evaluations of
its experiential attribute is µi j1 and σ2i j1.
• Pi j, the price of Λi j.
• Li j, the return deadline of Λi j.
• Ri j, the restocking fee of Λi j.
During the experiment, participant i will make a sequence of purchase and return decisions




j=1. The dynamics of the experiment closely resembles
that of a real retailing setting, with the exception that participant i can possess at most one
product at any time of the experiment. In the following, we provide a detailed description of the
experiment and the decisions participant i will make.





j=1. If she purchases Λi j, she will pay the price Pi j and at the end of period
1 she will report her perception of the experiential attribute Ai j in period 1, Ai j1.
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Period t (2 ≤ t ≤ T ). At the beginning of period t, the decision that participant i will make
depends on her previous decision sequence. The following scenarios could arise:
(a) Participant i possesses Λi j and the return deadline of Λi j, Li j, has not passed. In this
scenario, she can either choose to retain Λi j for period t, in which case she will report
at the end of period t her perception of the experiential attribute Ai j in period t, Ai jt , or
choose to return Λi j and receive the refund of the purchase price Pi j less the restocking
fee Ri j. Conditional on participant i choosing to return Λi j, she will have an opportunity
to decide whether to purchase one or none of the products. If she purchases Λi j′ , she will
pay the price Pi j′ and report Ai j′t at the end of period t.
(b) Participant i possesses Λi j and the return deadline Li j has passed. In this scenario, she
can only choose to retain Λi j as it can no longer be returned. In addition, she will not be
able to purchase other products because of the restriction that at most one product can be
possessed at any given time of the experiment. She will report Ai jt at the end of period t.
(c) Participant i does not possess any product. In this scenario, she will decide to purchase
one or none of the products. If she purchases Λi j, she will pay the price Pi j and at the end
of period t she will report Ai jt .
Compared to observational data sets on consumer purchase and return behavior which are
potentially accessible from retailers, e.g., the data set in [3], our proposed field experiment
provides several advantages for understanding the impact of return policies on consumer purchase
and return decisions. First, in our experiment the researchers have full control over the design
of return policies and are able to manipulate and generate variations in return policies across
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products, whereas in practice a retailer is unlikely to vary return policies across products within
the same category and hence limited variations in return policies could be observed in an
observational data set. Second, in our experiment the researchers observe the choice set facing
each participant and her complete sequence of purchase and return decisions; in contrast, based
on an observational data set provided by a retailer the researchers can only observe consumers’
purchase and return of products at the focal retailer and miss consumers’ purchase and return
of products at other retailers. Third, in our experiment the researchers observe participants’
perceptions of the uncertain experiential attributes of the products they purchase over time,
which provides a measure of the dynamics of their learning process.
4.3 Model
In this section, we consider a dynamic discrete choice model with forward-looking and Bayesian
learning to model consumer purchase and return decisions collected using the field experiment
discussed in Section 4.2. Our proposed model shares a similar modeling framework with the
forward-looking dynamic structural model of [35] in that participants are assumed to make
purchase and return decisions to maximize the expected present value of utility while learning
uncertain experiential attributes of products in a Bayesian manner. In the following we discuss
our model in terms of state variables and decisions, utility functions, dynamics of Bayesian
learning, and finally the likelihood function.
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4.3.1 State Variables and Decisions
We denote Sit as the state variables for participant i at the beginning of period t, i.e., Sit provide
all relevant information for participant i to make decision at the beginning of period t. In our
model, Sit consist of the following components: (1) t, the time index of the current period;
(2) Wit , the product that participant i possesses at the beginning of period t; Wit = j if Λi j is
possessed, j = 1,2, . . . ,J, or Wit = 0 if no product is possessed; (3) Qit , the number of time
periods remains until the return deadline of the product currently being possessed; we set Qit =
+∞ if Wit = 0; (4) Iit , the information set available at the beginning of period t, i.e., Iit ,{
Ai js
∣∣Λi j is used in period s,1 ≤ s ≤ t−1}; and (5) εit , the unobserved state variable which is
observable by participant i at the beginning of period t but unobservable by the researcher and
which serves as the econometric error [70]; the dimension of εit equals the number of feasible
actions, which is described in details below.
Let Dit denote the decision to be made by participant i at the beginning of period t. The
set of feasible values for Dit is determined by the state variables Sit . We consider the following
three scenarios:2
(a) Wit = j, j = 1,2, . . . ,J, and Qit ≥ 0. In this scenario, participant i can choose to retain Λi j,
in which case we denote Dit = r; or choose to return Λi j and purchase Λi j′ , j′= 1,2, . . . ,J,
in which case we denote Dit = j′; or choose to return Λi j and purchase no product, in
which case we denote Dit = 0. The state transition, depending on the value of Dit , is
as follows: when Dit = r, we have Wi,t+1 = Wi,t , Qi,t+1 = Qi,t −1, Ii,t+1 = Ii,t ∪{AiWit t};
2These three scenarios have already been introduced in Section 4.2.
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when Dit = j′, we have Wi,t+1 = j′, Qi,t+1 = Li j′−1, Ii,t+1 = Ii,t ∪{Ai j′t}; when Dit = 0,
we have Wi,t+1 = 0, Qi,t+1 =+∞, Ii,t+1 = Ii,t .
(b) Wit = j, j = 1,2, . . . ,J, and Qit < 0. In this scenario, participant i can only choose to retain
Λi j, i.e., Dit can only take value r. The state transition is Wi,t+1 =Wi,t , Qi,t+1 = Qi,t −1,
Ii,t+1 = Ii,t ∪{AiWit t}.
(c) Wit = 0. In this scenario, participant i can choose to purchase Λi j, j = 1,2, . . . ,J, in
which case we denote Dit = j; or choose to purchase no product, in which case we denote
Dit = 0. The state transition, depending on the value of Dit , is as follows: when Dit = j,
we have Wi,t+1 = j, Qi,t+1 = Li j−1, Ii,t+1 = Ii,t∪{Ai jt}; when Dit = 0, we have Wi,t+1 = 0,
Qi,t+1 =+∞, Ii,t+1 = Ii,t .
We note that the state transition from Ii,t to Ii,t+1 is stochastic from participant i’s perspective at
the beginning of period t as her perception of the experiential attributes in period t, i.e., Ai jt’s,
are uncertain. As will become clear soon (Section 4.3.3), we will assume that participant i
forms a subjective belief about the distribution of Ai jt’s and hence the state transition probability
distribution according to a Bayesian learning model.
4.3.2 Utility Functions
In this section, we specify the per-period utility function Uit
(
Sit ,Dit ,Ait ,εit
)
, where Ait = {Ai jt}Jj=1.
Following [35], we adopt additive compensatory specifications for Uit . Again, we discuss the
specifications for Uit by considering the following three scenarios:
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(a) Wit = j, j = 1,2, . . . ,J, and Qit ≥ 0. When Dit = r,
Uit
(
Sit ,Dit ,Ait ,εit
)
= XTi j βi +ωiAi jt−ωiriA2i jt + εirt . (4.3.1)
When Dit = j′, j′ = 1,2, . . . ,J,
Uit
(
Sit ,Dit ,Ait ,εit
)
= αi(Pi j−Ri j−Pi j′)+XTi j′βi +ωiAi j′t−ωiriA
2
i j′t + εi j′t . (4.3.2)
When Dit = 0,
Uit
(
Sit ,Dit ,Ait ,εit
)
= αi(Pi j−Ri j)+ τi + εi0t . (4.3.3)
In the above specifications, αi is participant i’s utility weight for price; βi is her utility
weight for the search attributes; ωi is her utility weight for the perceived experiential
attribute and ri is her risk coefficient; τi is the baseline utility participant i derives from
not possessing any product in a period; ε’s are the unobserved state variables. The
specifications for Uit in the other two scenarios are similar and are presented below.
(b) Wit = j, j = 1,2, . . . ,J, and Qit < 0. Dit can only take value r.
Uit
(
Sit ,Dit ,Ait ,εit
)
= XTi j βi +ωiAi jt−ωiriA2i jt + εirt . (4.3.4)
(c) Wit = 0. When Dit = j, j = 1,2, . . . ,J,
Uit
(
Sit ,Dit ,Ait ,εit
)
=−αiPi j +XTi j βi +ωiAi jt−ωiriA2i jt + εi jt . (4.3.5)
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When Dit = 0,
Uit
(
Sit ,Dit ,Ait ,εit
)
= τi + εi0t . (4.3.6)
We note that Uit is stochastic from participant i’s perspective at the beginning of period t as
her perception of the experiential attributes in period t, i.e., Ait , are uncertain. Consequently,





expectation is taken with respect to Ait . As mentioned in Section 4.3.1, we will assume that
participant i forms a subjective belief about the distribution of Ait according to a Bayesian
learning model, which is introduced in Section 4.3.3.
4.3.3 Dynamics of Bayesian Learning
We assume participant i is uncertain about the experiential attributes Ai j’s and receives imperfect
information about these uncertain attributes over time via product usage. In particular, if she
possesses and uses Λi j in period t she will receive a noisy signal about Ai j, Ai jt , which will be
later reported to the researcher. We assume the following information structure:
Ai jt = Ai j +δi jt , δi jt ∼ N(0,σ2δ), ∀i, j, t. (4.3.7)
That is, participant i’s perception of the experiential attribute Ai j in period t is Ai j plus a mean
zero normal noise with constant variance. We assume that participant i knows the information
structure including the variance σ2
δ
but not the true value of Ai j’s, and she learns Ai j’s using
Bayesian updating. In addition, we assume participant i’s prior on Ai j at the beginning of
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the experiment is N(µi j1,σ2i j1), where µi j1 and σ
2
i j1 are given to participant i as the mean
and variance of past participants’ evaluations of Ai j. Under these assumptions, participant i’s
posterior distribution on Ai j at the beginning of period t and given the information set Iit is
N(µi jt ,σ2i jt), where µi jt and σ
2














, if Ai j,t−1 ∈ Iit ,













, if Ai j,t−1 ∈ Iit ,




Ai j|Sit ]∼N(µi jt ,σ2i jt) with µi jt and σ2i jt given in Equations (4.3.8) and (4.3.9). Moreover,
the posterior predictive distribution of Ai jt is also normal, i.e.,
[
Ai jt |Sit ]∼N(µi jt ,σ2i jt +σ2δ) [41].
4.3.4 Likelihood
















Sit ,Dit ,Ait ,εit
)∣∣Sit]∣∣Si1], (4.3.10)
where ρi is the discount factor. We define the value function Vit(Sit) as the maximal expected

















The value function Vit(Sit) can be expressed as the maximum of the alternative specific value




where the alternative specific value functions Vit(Sit ,Dit) obey the Bellman equation:




Sit ,Dit ,Ait ,εit
)∣∣Sit]+ρiE[Vi,t+1(Si,t+1)∣∣Sit ,Dit], t = 1,2, . . . ,T −1,
(4.3.13)
and




SiT ,DiT ,AiT ,εiT
)∣∣SiT ]. (4.3.14)
We note that the alternative specific value functions Vit(Sit ,Dit) are deterministic from participant
i’s perspective at the beginning of period t, but are stochastic from the researcher’s perspective
as the researcher cannot observe the unobserved state variables εit . Assuming the individual
components of εit are independently and identically distributed type-1 extreme value random
variables, the researcher can form conditional choice probabilities for participant i’s decisions
[70]. More specifically, define V̄it(Sit ,Dit) = Vit(Sit ,Dit)− εi,Dit ,t , i.e., V̄it(Sit ,Dit) is the part of
the alternative specific value function that does not depend on the unobserved state variables
and is therefore deterministic from the researcher’s perspective. The likelihood function for
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where the summation in the denominator is taken over all feasible decisions D′it given the state
variables Sit . Given the likelihood function, our model could be estimated using the method of
simulated maximum likelihood following [35]. We leave the implementation of the estimation
algorithm as future work.
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Appendix for Chapter 2
A.1 Proof of Lemma 4
Proof. Proof. Since the term K + cũ is fixed constant, the adversary’s problem is equivalent to
maxd∈D H(ũ,d). We first consider the case with backlogging dynamics. Consider the following
two cases:
1. x+ ũ ≤ 0: Since d ≥ 0, x+ ũ ≤ 0 implies x+ ũ−∑t`=τ d` ≤ 0, for all τ ≤ t ≤ τ+ ξ− 1.
Thus, H(ũ,d)=∑τ+ξ−1t=τ max
{
























Since D is a polyhedron, (A.1) is LP. In this case, we only have to solve a single LP.
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∣∣ x+ ũ−dτ ≤ 0}, r = 0,{
d ∈D
∣∣ x+ ũ−∑τ+r−1`=τ d` ≥ 0, x+ ũ−∑τ+r`=τ d` ≤ 0}, 1≤ r ≤ ξ−1,{
d ∈D











































where the last equality follows from the structure of Dr. Since Dr is polyhedron for all r,
it follows that (A.3) is an LP, and the adversary’s problem reduces to solving ξ+1 LPs.
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We now consider the case with lost-sales dynamics. In this case, x+ ũ is always non-negative.

























, r = ξ,
where Dr is given by (A.2). Since each Dr is a polyhedron, it follows that maxd∈Dr H(ũ,d) is
an LP for all r; thus, the adversary’s problem reduces to solving ξ+1 LPs.
A.2 Proof of Lemma 6














































Let q = xτ +∑τ−1`=τ−L ū`+ ũ. We consider the following two cases.
1. q≤ 0: Since q−∑t`=τ d`≤ 0, for all τ+L≤ t ≤ τ+L+ξ−1, it follows that (A.2) reduces























d ∈D | q−∑τ+L`=τ d` ≤ 0
}
, r = 0,{
d ∈D | q−∑τ+L+r−1`=τ d` ≥ 0, q−∑
τ+L+r
`=τ d` ≤ 0
}
, 1≤ r ≤ ξ−1,{
d ∈D | q−∑τ+L+ξ−1`=τ d` ≥ 0
}
, r = ξ.

















































is an LP, and the adversary’s
problem (A.2) reduces to solving ξ+1 LPs.




xτ +∑τ+L−1t=τ (ūt−L−dt), j = 0,
∑
τ+L−1
t= j+τ (ūt−L−dt), 1≤ j ≤ L−1,
0, j = L.
Then the inventory level x(dO)=max
{
θ0(dO),θ1(dO), . . . ,θL(dO)
}
. Using this respresentation
for x(dO) we partition D = ∪Lj=0E j, where
E j ,
{








We further partition E j =
⋃ξ




d ∈ E j| θ j(dO)+ ũ−dτ+L ≤ 0
}
, r = 0,{
d ∈ E j| θ j(dO)+ ũ−∑τ+L+r−1`=τ+L d` ≥ 0,θ
j(dO)+ ũ−∑τ+L+r`=τ+L d` ≤ 0
}
, 1≤ r ≤ ξ−1,{
d ∈ E j| θ j(dO)+ ũ−∑τ+L+ξ−1`=τ+L d` ≥ 0
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θ j(dO)+ ũ−∑τ+L+ξ−1t=τ+L dt
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θ j(dO)+ ũ−∑t`=τ+L d`
)}
, r = ξ.


















an LP. Thus, the adversary’s problem reduces to solving (ξ+1)(L+1) LPs.
A.3 Joint Pricing and Inventory Control: Multiplicative Demand
Case
In this section, we assume that in the joint pricing and inventory control model the demand Dk










= γk(pk) · zk,
where the functions {γk(·)} and the random variables {zk} satisfy the following two conditions.






. Let ρk(·) denote







2. The random variables {zk}Tk=1 are nonnegative and mutually independent, and only the
mean and variance of zk are known.
Assumption A.3.1(1) is a common assumption on stochastic demand function (see [30]). The
multiplicative demand function here includes linear demand curve γ(p)=α−βp (α> 0,β> 0),
log-linear demand curve γ(p)= eα−βp (α> 0,β> 0) and iso-elastic demand curve γ(p)=αp−β
(α > 0,β > 1) as special cases.
Our policy can be extended to this case by making the following simple modification.
Assumption A.3.1(1) implies that, instead of selecting the price pk, the inventory manager can






. In particular, at the
first period τ of a new ordering cycle, the inventory manager chooses order quantity uτ, cycle
length ξ and nominal demand sequence ω[τ,ξ] to minimize the worst-case average cost over the































The optimal decision (u∗τ ,ξ











∣∣ ωt ∈ [γt(ptmax), γt(ptmin)], for τ≤ t ≤ τ+ξ−1}.
We use the solution algorithm which is identical to that of (21) of the regular text to solve (A.1).
In particular, we apply Benders’ decomposition to solve the counterpart of program (23) of the
regular text. We show that the inventory manager’s problem and the adversary’s problem can
be solved efficiently.





, where Z̃ is a given finite working list of random terms. The inventory manager’s
problem is a convex optimization problem.
Proof. Proof. Simply note that W (u,ω,z) is convex in (u,ω) for any non-negative z.
Proposition A.3.3. The adversary’s problem is maxz∈Z
{
K + cũ+W (ũ, ω̃,z)
}
, where (ũ, ω̃)
denotes the current working decision of the inventory manager. The adversary’s problem can
be reduced to solving at most ξ+1 LPs.
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Proof. Proof. Similar to that of Lemma 4.
Thus we have completed our algorithm.
A.4 Numerical experiments: Lost-sales model with positive
lead time
This section contains the numerical experiments of Section 6.2.2.. We adopt the simulation
design in [95]. The parameters for this model were as follows: fixed cost K = 0, variable
ordering cost c = 0, inventory holding cost h = 1, lost-sales penalty cost b ∈ {4,9,19,39}, lead
time L ∈ {1,2,3,4}, and demand distribution Dt was either Poisson with mean 5 or geometric
with mean 5. For details, see Section 6 of [95].
Since [95] considered the long-run average cost criterion, and our cycle-based policy CI is
designed for finite horizon inventory problems, we used the batch means method to approximate
the long-run average cost. The specific simulation strategy was as follows: for each combination
of parameter values, we simulated one sample path under the CI policy for a total time horizon
of T = 50,000 periods. We discarded the first Tb = 10,000 periods as the “burn-in” periods. We
equally divided the rest Ts = 40,000 periods into N = 10 batches, each consists of Ts/N = 4,000
consecutive periods. We computed the average cost over each batch and then the mean and
standard deviation across the N = 10 batches. We report the mean as an estimator for the
long-run average cost of CI.




for 1≤ t ≤ T and 1≤ j ≤ T − t +1, and set U = 5. The deviation ω̂t was selected as a function
of the penalty cost b and the demand distribution. The specific choice for ω̂t are displayed
in Table A.1. Note that the choice of ω̂t is independent of the lead time – this was done for
Table A.1: Choice of ω̂t .
b
Demand 4 9 19 39
Poisson 2 2 3 4
Geometric 3 5 5 5
simplicity and one can further improve performance by choosing a lead time dependent ω̂t . Our
choice of ω̂t is non-decreasing in b, and for a given b, we chose a larger ω̂t for the geometric
case. This choice is motivated by the fact that as the lost-sales penalty b increases the decision
maker should prefer a “fatter” uncertainty set to protect against the very expensive stock-out
events more aggressively. And since the geometric distribution has heavier tails, the uncertainty
set is chosen to be larger in this case.
Poisson demand. We summarize the performance of CI when demand is Poisson in Table A.2.
We report the optimal average cost taken from [95], the long-run average cost for CI, and the
amount by which the CI cost exceeds the optimal cost as a percentage of the optimal cost. We
also report the standard deviation of the batch averages in parenthesis. For the sake of brevity,
we only report the rank of CI among the nine heuristics, i.e., the original eight heuristics in [95]
and CI, for each set of parameter values. We refer the interested readers to [95] for the cost for
each of the other eight heuristics.
Recall that the optimal policy and the eight heuristics in [95] utilize the full distribution
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Table A.2: Poisson case.
Lead time
1 2 3 4
(a) b = 4
Optimal 4.04 4.40 4.60 4.73
CI 4.07 +0.74% 4.49 +2.00% 4.86 +5.66% 5.13 +8.42%
(0.05) 2nd (0.07) 4th (0.06) 5th (0.12) 5th
(b) b = 9
Optimal 5.44 6.09 6.53 6.84
CI 5.83 +7.12% 6.23 +2.25% 6.70 +2.62% 7.00 +2.37%
(0.10) 8th (0.11) 4th (0.14) 3rd (0.10) 4th
(c) b = 19
Optimal 6.68 7.66 8.36 8.89
CI 7.19 +7.62% 7.75 +1.22% 8.61 +2.93% 9.08 +2.14%
(0.17) 7th (0.25) 2nd (0.25) 5th (0.18) 3rd
(d) b = 39
Optimal 7.84 9.11 10.04 10.79
CI 8.21 +4.66% 9.42 +3.39% 10.37 +3.24% 10.93 +1.27%
(0.16) 7th (0.29) 7th (0.30) 5th (0.25) 2nd
information of demand and specifically optimize the long-run average cost. In contrast, CI
only uses partial demand information and adopts a min-max approach to compute the order
decisions. Consequently, the simulations favor of the polices in [95] over CI. The results in
Table A.2 indicate that the performance of CI is still quite good. In 12 out of the 16 parameter
combinations, the CI cost exceeds the optimal cost by no more than 5%. Note that when b = 4,
i.e., the lost-sales penalty is small, the relative performance of CI deteriorates as lead time
L increases; whereas for b ∈ {9,19,39}, the opposite is true, i.e., the relative performance
improves with lead time. This behavior can be explained by considering the dynamics of the
CI policy for positive lead times. Recall that the CI policy selects uτ to balance the ordering
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cost with the holding cost and lost-sales penalty over the inventory cycle (τ+ L, . . . ,τ+ L+
ξ−1). In order to counteract the possibility of stock-out due to the uncertain demand over the
intervening interval (τ, . . . ,τ+L− 1), the CI policy tends to choose a larger value of uτ when
the lead time L is large. When the lost-sales penalty b is small, this higher inventory position
becomes a “liability” because it forces the inventory manager to pay more inventory holding
cost; however, when b is large, higher inventory position becomes an “asset” since it helps the
inventory manager to avoid or alleviate the expensive stock out.
Geometric demand. Table A.3 summarizes the performance of CI when demand is geometric.
CI performs quite well when b ∈ {4,9}, i.e., when the lost-sales penalty is modest. However,
as b becomes large, the performance of CI deteriorates quickly. When b = 39, CI cost is
significantly larger than the optimal cost and is beaten by most other heuristics.
The poor performance of CI for large b is because we use a symmetric uncertainty set
while the true demand distribution is highly asymmetric and has a considerable probability
mass outside of the uncertainty set which, in turn results, in a high lost-sales penalty. When
b = 39, we found that the relatively infrequent stock-out events, which occur on average once
every 7–9 periods, account for 70–80% of the total cost. In order to correct this we considered




∣∣∣ ω̄t− ω̂ltzt ≤ dt ≤ ω̄t + ω̂rt zt , 0≤ zt ≤ 1, t∑
`=τ
z` ≤ Γτt−τ+1, ∀ τ≤ t ≤ T
}
,
where ω̂lt (resp. ω̂
r
t ) denotes the left (resp. right) deviation. It is clear that we recover the
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Table A.3: Geometric case.
Lead time
1 2 3 4
(a) b = 4
Optimal 9.82 10.24 10.47 10.61
CI 9.95 +1.28% 10.57 +3.26% 11.19 +6.84% 11.75 +10.74%
(0.19) 3rd (0.25) 4th (0.23) 6th (0.23) 6th
(b) b = 9
Optimal 14.51 15.50 16.14 16.58
CI 14.82 +2.13% 15.56 +0.37% 16.63 +3.06% 17.38 +4.85%
(0.32) 5th (0.38) 1st (0.26) 3rd (0.39) 3rd
(c) b = 19
Optimal 19.22 20.89 22.06 22.95
CI 22.70 +18.13% 22.36 +7.02% 23.25 +5.39% 23.95 +4.34%
(1.16) 7th (0.99) 6th (0.68) 5th (0.61) 4th
(d) b = 39
Optimal 23.87 26.21 27.96 29.36
CI 37.57 +57.37% 35.57 +35.69% 36.25 +29.64% 35.32 +20.31%
(1.36) 9th (1.00) 8th (1.70) 7th (1.49) 7th
symmetric uncertainty set (5) of the regular text by setting ω̂lt = ω̂
r
t = ω̂t . We re-did the cases
with b = 19 and 39, where CI with symmetric uncertainty sets performs poorly. To ensure a
fair comparison, we tested CI with asymmetric uncertainty sets on the same sample paths that
we tested CI with symmetric uncertainty sets. In our numerical experiments, we set ω̂lt = 5 and
ω̂rt = 10. We report the results in Table A.4. The new results are quite encouraging. When
b = 39, the cost of CI with asymmetric uncertainty sets exceeds the optimal cost by no more
than 5%.
These experiments indicate that tailoring the uncertainty sets by using additional information
of the demand distribution, e.g., whether the demand is asymmetric about the mean, the tail
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Table A.4: Geometric case continued.
Lead time
1 2 3 4
(c) b = 19
Optimal 19.22 20.89 22.06 22.95
CI(Asy) 19.43 +1.08% 21.41 +2.47% 23.58 +6.87% 25.58 +11.44%
(0.63) 5th (0.55) 5th (0.25) 5th (0.48) 5th
(d) b = 39
Optimal 23.87 26.21 27.96 29.36
CI(Asy) 25.00 +4.75% 26.43 +0.82% 28.77 +2.90% 30.20 +2.87%
(0.75) 7th (0.67) 3rd (1.03) 5th (0.94) 4th
decays slowly, etc., and problem parameters, e.g., lost-sales penalty cost b, results in a close-to-optimal
performance for a very large set of scenarios.
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Appendix B
Appendix for Chapter 3
B.1 The Link Between Metric-SEG and the Key Convex Optimization
Problem (Equation (3)) of [37]
In Section 3.2.1, we point out that specifying λ = +∞ reduces Metric-SEG to the key convex
optimization problem (Equation (3)) of [37]. To see this link, we note that with λ = +∞ any
optimal solution of Metric-SEG must satisfy βSi = β
S
k for 1≤ i< k≤ I. We use β0 ∈R
p to denote
this common vector, which is interpreted as the population mean, and Metric-SEG reduces to










s.t. D is a positive semidefinite matrix scaled to have trace 1,
βi ∈ Rp, for i = 1,2, . . . , I; β0 ∈ Rp,
(B.1)
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which is Equation (3) of [37].




In Section 3.2.1, we note that information sources other than the conjoint data, e.g., consumers’





purpose of illustration, we use demographic information as an example and assume that consumers’
heterogeneous demographic variables τi ∈Rp
′


























i=1, in that pairs of respondents with more similar
demographic variables are deemed as more likely to be drawn from the same segment and hence
are penalized more heavily than those with less similar demographic variables. This way, we
take consumers’ demographic variables into account when recovering candidate segmentations.








, the set of individual-level partworths estimates obtained
by solving Metric-SEG for each Γ ∈Θ, does not accurately characterize MCH since B(Γ)’s are






experiments. The basic setup of the simulation experiments is identical to that in Section 3.3.1
and we refer the reader to Section 3.3.1 for details. We consider 3 experimental conditions in
Section 3.3.1, in which we set Factor 1 (the number of segments) at 2, Factor 2 (the number
of profiles per respondents) at 18, Factor 4 (the error variance) at 0.5, and vary Factor 3 (the
within-segment variances of distributions) at 0.05, 0.10, and 0.20. We randomly generate 5 data
sets for each experimental condition.
For each data set, we implement the first stage of the sparse learning (SL) approach for




. We measure parameter
recovery for each B(Γ) by computing the RMSE(β) defined in Section 3.3.1 for each respondent
and summarize the average RMSE(β) across respondents. We select the lowest average RMSE(β)
across B(Γ)’s for each data set, and report the mean of the lowest average RMSE(β)’s across
5 data sets for each experimental condition. Consequently, the RMSE(β) we report for the
first stage of Metric-SL provides a lower bound for that of any B(Γ). As a benchmark, we
also report the mean of the average RMSE(β)’s incurred by the individual-level partworths
estimates obtained by the complete Metric-SL approach across the same 5 data sets for each
experimental condition. The results are presented in Table B.1. It is clear from Table B.1 that




Num-S Num-P EV WSV The First Stage of Metric-SL The Complete Metric-SL Approach
2 18 0.5 0.05 0.2576 0.1921
0.10 0.2806 0.2401
0.20 0.3097 0.2879






is indeed biased and fails to provide accurate individual-level
representations of MCH. It also suggests that the inclusion of the second stage in the SL
approach is critical for accurately recovering individual-level partworths in the presence of
MCH.
B.4 The Normal Component Mixture (NCM) Model
In Section 3.3.1 and Section 3.4.1, we use the following specification of the NCM model for
metric conjoint analysis:
Likelihood:
yi j = xi jβi + εi j,














, k = 1,2, . . . ,K,
Σk ∼ IW(v,V ),
σ2 ∼ IG(r0/2,s0/2).
Our choice of the parameters for the second-stage prior follows the literature and aims to induce
diffuse second-stage priors. In particular, we set αk = 2, for k = 1,2, . . . ,K, µ̄ = 0, aµ = 1/16,
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v = p+ 3, V = vI, r0 = 1, and s0 = 1. For any fixed number of components K, we use the
Gibbs sampler to generate draws from the posterior distribution. We execute the Gibbs sampler
for 30000 iterations, using the first 15000 iterations as the burn-in period and the last 15000
iterations to obtain parameter estimates. In addition, we estimate the NCM model for K ∈{
1,2, . . . ,10
}
and select K using the deviance information criterion (DIC) [60, 79].
The NCM model for choice-based conjoint analysis is obtained by modifying the likelihood
of the NCM model for metric conjoint analysis. More specifically, in Section 3.3.2 and Section


























, k = 1,2, . . . ,K,
Σk ∼ IW(v,V ).
Similar to the metric conjoint case, we set αk = 2, for k = 1,2, . . . ,K, µ̄ = 0, v = p+3, and V =
vI. In the choice-based conjoint application (Section 3.4.2) we set aµ = 1/16. On the other hand,
in the choice-based simulation experiments (Section 3.3.2) we find that setting aµ = 1/16 leads
to extreme parameter estimates for the NCM model on many data sets; following the suggestion
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of [69], we resolve this issue by setting aµ to a larger value, i.e., aµ = 1/3, in the choice-based
simulation experiments. For any fixed number of components K, we use the Gibbs sampler
to generate draws from the posterior distribution. We execute the Gibbs sampler for 30000
iterations, using the first 15000 iterations as the burn-in period and the last 15000 iterations
to obtain parameter estimates. Again, we estimate the NCM model for K ∈
{
1,2, . . . ,10
}
and
select K using DIC.
B.5 The Specification of the Finite Grids for the Regularization
Parameters of the Sparse Learning Approach





(and Choice-SEG) and ψl for Metric-HET-General/Restricted (and Choice-HET-General/Restricted),
are selected from pre-specified finite grids. We present in the following the specification of the
finite grids used in Sections 3.3 and 3.4.

















































B.6 The Computation Time Comparison Between the Sparse
Learning Approach and the NCM Model
We report the computation time of the sparse learning (SL) approach and the NCM model on
data sets considered in Sections 3.3 and 3.4. We note that the computation time reported in
the following is conditional on (1) the specification of the finite grids for the regularization
parameters of the SL approach presented in B.5 and (2) the estimation procedure for the NCM
model outlined in B.4.
B.6.1 Metric Conjoint Simulation (Section 3.3.1)
We report the computation time of both models for a subset of experimental conditions considered
in Section 3.3.1. In each experimental condition, we average the computation time of each
model over 5 data sets and report the average computation time in hours. The results are
summarized in Table B.2. It is evident from Table B.2 that the computation time of Metric-SL
is much lower than that of the NCM model for each experimental condition. The comparisons
for other experimental conditions are qualitatively similar and are available from the authors
upon request. We note that one limitation of our computation time comparison is that the
computation time may not be compared meaningfully across experimental conditions, since
multiple servers with different computational speeds were used to conduct the metric conjoint
simulation studies and different experimental conditions might have been assigned to different
servers. Consequently, we are not able to conduct a systematic investigation on the impact of the
experimental factors on the computation time of both models. On the other hand, comparisons
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of the computation time of the two models within each experimental condition is valid since all
model estimations for the same experimental condition was done using a single server.
Table B.2: The Computation Time Comparison for Metric Conjoint Simulation
Num-S Num-P EV WSV Metric-SL NCM
2 18 0.5 0.05 0.5212 4.9376
0.10 0.5806 4.9207
0.20 0.5481 4.8652
2 27 0.5 0.05 0.6259 4.8927
0.10 1.0768 7.0740
0.20 1.4648 7.0039
Notes. The computation time reported above is averaged over 5 randomly simulated data sets
and is reported in hours.
B.6.2 Choice-based Conjoint Simulation (Section 3.3.2)
We report the computation time of both models for a subset of experimental conditions considered
in Section 3.3.2. In each experimental condition, we average the computation time of each
model over 5 data sets and report the average computation time in hours. The results are
summarized in Table B.3. Similar to the metric conjoint simulation case, it is evident from Table
B.3 that the computation time of Choice-SL is much lower than that of the NCM model for each
experimental condition. The comparisons for other experimental conditions are qualitatively
similar and are available from the authors upon request. Again, we note that the computation
time may not be compared meaningfully across experimental conditions.
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Table B.3: The Computation Time Comparison for Choice-based Conjoint Simulation
Num-S Num-CS EV WSV Choice-SL NCM
2 16 1.645 0.05 1.0352 6.3292
0.10 1.7021 6.2121
0.20 1.4311 6.0972
2 24 1.645 0.05 2.4757 7.4159
0.10 3.3988 7.7346
0.20 2.1034 7.8911
Notes. The computation time reported above is averaged over 5 randomly simulated data sets
and is reported in hours.
B.6.3 Metric Conjoint Application (Section 3.4.1)
We report the computation time of both models for the computer conjoint data set used in
Section 3.4.1. The results are summarized in Table B.4.
Table B.4: The Computation Time Comparison for Metric Conjoint Application
Metric-SL NCM
2.8661 9.7850
Notes. The computation time is reported in hours.
B.6.4 Choice-based Conjoint Application (Section 3.4.2)
We report the computation time of both models for the cell phone plans data set used in Section
3.4.2. We average the computation time of each model over 5 replications and report the average
computation time in hours. The results are summarized in Table B.5.
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Table B.5: The Computation Time Comparison for Choice-based Conjoint Application
Choice-SL NCM
3.0419 4.7709
