Summary--The partitioning technique and the state variable approach have been applied to analyze and to study the behaviour of a control system whose dynamic performance can in general be described by a nonlinear differential equation containing some linear, some nonlinear, and a forcing function terms. By placing suitable restrictions on the system equation, it was found that the state variables, which represent the state of the system, belong to an L2 space. Under the assumed restrictions, the admissible system was found to satisfy the definition of asymptotic stability in the sense of Lyapunov. Utilizing two different definitions of the norm, the system trajectory was analyzed. During the interval of operation considered, expressions for the required norms were obtained inside which all possible states of system remain. Included will be found an example to illustrate the method presented.
INTRODUCTION
THE dynamic behaviour of a broad class of nonlinear physical systems can, in general, be described by an n th order nonlinear differential equation containing some linear terms, some nonlinear terms and a forcing function. Following the partitioning technique of WOLF [2, 3, 4] , the authors analyzed a certain class of these systems Ill, and it was found that by placing some restrictions on the system equation, a solution which belongs to an L2~" space was obtained, moreover, this solution was unique.
The objective of this paper is to apply the state variable approach to study and analyze the performance of certain systems under some specific conditions, emphasis being placed upon stability in the sense of LYAPUNOV [6, 9, 10] , under different definitions of norm [7, 8] . The authors assume that the reader is familiar with Volterra nonlinear integral equations [5] and has an understanding of LYAPUNOV'S theorem of stability. 
L(D, t)x(t) +N{x} =g(t) (l)
where L(D, t) is a linear operator, operating on the system output x(O and is given by:
L(D, t)x(t)= ~ [a,,(t)D°")]x(t)
ram0 in which the a's are time-varying parameters, t is the independent variable, and
D(")=dm/dt " is the mth order differential operator
N is the nonlinear part of the system, which may be a function of x, k, ..., x"-1, and t
g(t)
is the forcing function. 
L(D, t)W(t, u)=b(t-u)
where 3(t-u) is the unit impulse applied at t = u. 
Xo(t) = W(t, u)o(u)du .

F(t, u, x(t)) A W(t, u)N[x(t)] .
SYSTEM RESTRICTIONS (1) {XCo")(t)} belong to an L 2 space over an interval [0, T] and are assumed "1 bounded m=0, 1, ..., (n-l), where n is the order of the highest derivative of the ~.t~ ~ linear part of the system equation. (m)= the mth order derivative with respect to the ~-t,,J independent variable t. The functions a2(t) and nm(t ) are continuous and bounded over [0, T].
(3) It is required that: It should be noted that when m =0, the set of restrictions 6 through 10 reduces to the set of restrictions already described by the authors in Reference [1] where it was proved, that for the system described by Equation 1 for the case where there exists a unique solution x(t) which is the limit of a sequence of iterates {x.(t)}, and which, together with the system solution x(t), belongs to an L 2 space. This sequence of iterates {x.} is given by Equation 11 : 
Prool)
The following two lemma are needed to prove the theorem:
Lemma I * If a function f(t) has a bounded derivative on any interval (finite or infinite); then f(t) is uniformly continuous over the same interval.
• Lemma I can be obtained by applying the law of the mean, namely:
It"2 Recalling that the state variable ul =x(t) is given by the limit as n tends to infinity of x.(t) in Equation 11, restated again here, namely:
and that,
o o which gives upon differentiation of Equation 16 once, the following equation: f,
where as defined before, the superscript (1) denotes the differential operator d/dt, and
Differentiating Equation 16 k times gives
f' 
where m=0, l, ..., oo and k=0, 1, 2 .... , n-1. Therefore,
Subtracting Equation 21 from 22, and squaring the result gives:
[, u,
Substitution of Equation 25 into Equation 24
gives
where m=2. 3 ..... oo and where k=O, 1 .... , n-1; n is the order of the system. It follows therefore that all x~ ) are L 2 functions. it can be shown that § upper-bound functions fli(t) can be changed at will, since they are dependent only on known functions, as defined by the system restrictions, and hence by the system parameters.
If the period of interest T is chosen to be infinite, then from the properties of the L2 spaces we can conclude that:
(31) for 0 It is not necessary for a continuous function, which is square integrable on the interval [0, + oo), to have a zero limit at t = + oo. However, as shown in Appendix B, the limit may not exist. Utilizing the matrix Equation 14, it can be shown that since the time-varying parameters a,(t) and the nonlinear function Nl(t) are assumed bounded, each of the state variables oi(t) has a bounded derivative in the interval of interest (assumed infinite). Thus Lemma I shows that oi(t) for i---1, 2, ..., n are uniformly continuous over the same interval.
Now by considering Equation 31
and by applying Lemma II, it can be concluded that Limvi(t )=x for i=1,2 .... ,n. Fig. 1 . This means that the system under consideration is stable. However, in order to investigate stability it is necessary, to define precisely the concepts of stability that should be applied. (i= 1, 2, ..., n), the equilibrium pcsition in this sense is called asymptotically stable.
In applying this definition of stability we have to confine ourselves to a particular definition of the norm ]!v}]. However, we are interested in studying the behaviour of the system under the two definitions of norm, as given by Equations 36 and 37, for the following reasons:
( 
],B(t),, = [,=]~] I [fl/2(t)]] ~-
where [3,(t The control system shown in Fig. 2 
. The equation of motion for this system is
Jc(t) + (B + K, Ka)d(t) + KoKcc(t) = KoK 2N(I)N(vl)
where
Substituting Equations 42, vl =r(t)-c(t) ) t~l = t:(t)-d(t) i;~ = i:(t)-~(t)
into Equation 41 gives:
JiJl(t ) +(B +KaKb)bl(t) +KaKci:t(t ) +KoKz(t)N(vt)=Ji:(t) +(B +K,Kb)# +K,Kcr
For r= 0, Equation 43 assumes the following form:
Jot(t) +(B + KoKb)fil( 0 + K,,Kcvl( t) + K~Kz~v( ON(vl, v2) = O . (44)
Equation 44 can be put into the following form: 
K 2rv( t) = e 2=t
where a is an arbitrary constant that must be determined., Now, the problem at hand is: Given a nonlinear function N(ot, v2) and the specific form of K2N(t) for the control system shown in Fig. 2 , choose the parameters K12, K21, K22 and ,t so that:
(1) The actuating error signal ot and the rate of change of this signal, hi, belong to an L2 space in the interval 0 < t < oo. (2) Given two specific numbers Hx = 12 and H 2 = 32 for the integrated squared errors, the system satisfies the following: To solve this problem it is sufficient to choose the required parameters so that the system under consideration satisfies the restrictions defined by Equations 6 through 10. In the given domain, Restriction 9 should be checked, otherwise the technique presented here cannot be applied. This means that the technique presented is more flexible when the system has parameters to be chosen.
In order to solve for Xo(t), we consider the following linear equations: 
Xo(t) = --( --raze',' + rax e"~') ral --ra2
(50)
X(ol )(t)= --( --m l m2 era,' + ranira2)
rat --ra2
where ml and m2 are given by 
Using Equation 5 gives m 3 " [e m' ('-") --e "~('-")-]e2~"v2
(53) F(t, u, Vl)=ml--ra2 Fti)(t, u, vl)= ra3 [mle'~('-")-m2e"2('-U)]e2""v 2 ra2 --ra24m22 F I l d°2 = (IH I~2)2 - doa---(m 41m_~n--' --~2)= [2(m:_ 2o~)] 4m 2 F 1 1 d°4-(mt-----m2)2 L2(ml---2~t) F2(m2-2~) dxl =mlmzdol dl2=m2do2 dt3=m2doa
]
(ml +m2-4~t)
The functions x~)(t), n~(t), and ~q(t) for i= 0 and 1 can be easily shown to belong to an L2 space in 0_<t< ~, if the values of mx, m2, and ~ (the system parameters) are properly chosen. These functions are also uniformly continuous and therefore will have zero limits at t= +m.
With these results and utilizing the theory presented, we can draw the following conclusions:
(1) The system has a unique response in 0_<t_< m.
(2) The actuating signal, o1(0, and the rate of change of this signal bl, belong to an L 2 space in 0< t< ~; that is, both the integrals ? ? 
K22= -3 K21=+2 CONCLUSIONS AND REMARKS
The partitioning technique and the state variable approach have been applied to study the behaviour of a nonlinear physical system whose dynamic performance can be represented by a nonlinear differential equation containing some linear terms, some nonlinear terms, and a forcing function term as defined by Equation 1 . It was found [1] that the response function x(t) of the system defined by Equation I possesses a unique solution which is the limit of a sequence of iterates in the L2 space. As shown here, under suitable restrictions, this solution as well as the state variables, vl, 02 ..., vn, belong to an L2 space. The system as restricted was found to satisfy LYAPU~OV'S definition of asymptotic stability. Hence the restrictions placed on the system are sufficient not only to prove the uniqueness of a solution that belongs to an L2 space but also to produce, in the sense indicated by LYAPtrsov, asymptotically stable systems. The behaviour of the system trajectory at any time t and during the average interval of interest has been examined with respect to two different definitions of the norm. In many applications, studying system trajectory averages is usually unsatisfactory, since they may not exceed certain specified values, whereas an actual system's response may assume an undesirable shape when plotted, as Fig. 3 shows. For this reason, an expression for an upper-bound state vector inside which the system will always remain during operation has been derived. The upper-bound state vector is found to depend only upon the restrictions placed on the system, and hence can be varied to suit specific applications by changes in the system parameters. An example to illustrate the method is given. 
,-I dO
The proof should be divided into two steps:
(1) To prove that Lira x~ > exists. 
n=l The infinite series of Equation 75 converges, and therefore the integral exists, but the value of the function f(t) at t = + ~ does not exist.
