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АННОТАЦІЯ 
Структура та обсяг роботи. Пояснювальна записка дипломного       
проекту складається з 4 розділів, містить 10 рисунків, 30 таблиць, 6 додатків,            
7 джерело. 
Дипломний проект присвячений аналізу методів машинного навчання       
для ранжування даних та їх використання для реалізації системи з оцінки           
кандидатів для роботодавців. Цілі розробки – підвищення продуктивності у         
процесі найму за разхунок ранжування кандидатів за їх резюме та пошук           
серед них за допомогою запитів. Задачі розробки – це створення програми           
для обробки та вилучення ознак із резюме, та компонента з пошуку серед            
резюме за допомогою запитів. 
В рамках дослідження використовується методи машинного навчання з        
ранжування даних. Математична модель та запропонований метод       
ранжування документів є науковою новизною дослідження, що отримали        
відображення у архітектурі системи оцінки кандидатів. 
Ключові слова: ранжування, резюме, обробка даних, математична       
модель, машинне навчання, кандидати, роботодавці, найм, пошук. 
 
 
  
  
  
  
ABSTRACT 
Structure and scope of work.​ The explanatory note of the diploma project 
consists of 4 sections, containing 10 drawings, 30 tables, 6 applications, 7 sources. 
The diploma project is devoted to the analysis of machine learning methods 
for data ranking and their use for implementing a system for evaluating candidates 
for employers. Development goals - to increase productivity in the process of 
hiring by ranking candidates by their CV and searching among them through 
queries. Development tasks are - the creation of a program for processing and 
extracting attributes from the CV, and a search component for searching among the 
CVs using queries. 
The research uses methods of machine learning for data ranking. The 
mathematical model and the proposed method for ranking documents are a 
scientific novelty of research, which was reflected in the architecture of the 
candidate evaluation system. 
Keywords​: rankings, resume, data processing, mathematical model, 
machine learning, candidates, employers, hiring, search. 
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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ 
API – Application Programming Interface; 
СУБД – Система управління базами даних; 
БД – база даних; 
ПЗ – Програмне забезпечення; 
LTR - Learn to rank; 
ML - Machine learning; 
CV - Curriculum Vitae; 
UML – Unified Modeling Language; 
MART - Multiple Additive Regression Tree; 
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ВСТУП 
Наймання потрібної особи для певної роботи - це спільна проблема, з           
якою стикаються всі компанії. Особливо для позицій з великою кількістю          
претендентів, пошук відповідного кандидата можна порівняти з пошуком        
голки у стогу сіна. У таких ситуаціях традиційні методи підбору персоналу           
можуть бути надто дорогими та трудомісткими, щоб бути оптимальним         
варіантом. Отже, не дивно, що технології найму, які можуть полегшити цей           
процес, користуються високим попитом. Використовуючи базу даних       
кандидатів та пошукову систему, рекрутер може попередньо вибрати        
невелику кількість підходящих кандидатів з набагато більшої вибірки, щоб         
оцінити їх у подальшій процедурі набору персоналу. Слід зазначити, що мета           
такого програмного забезпечення полягає не в тому, щоб замінити людину, а           
зробити процес прийняття рішення більш плавним для рекрутера. 
З цією метою зростаюча кількість рішень забезпечує автоматичне        
виконання завдань, що повторюються. Резюме можуть бути автоматично        
проаналізовані, а відповідна інформація буде вилучена та збережена в базах          
даних. Прості у використанні інтерфейси призначені для підтримки якості         
вилученої інформації (наприклад, для ручних виправлень), а також для         
відстеження типових HR-процесів, пов'язаних із вакансіями, кандидатами та        
інтерв'ю (так звані системи відстеження заявників або ATS). Зі зростанням          
важливості соціальних засобів масової інформації, все більше і більше         
компаній в даний час також пропонують можливості "соціального        
рекрутингу", які можуть стати ще більшим, більш глобальним балом         
кваліфікованих кандидатів через соціальні медіа-платформи, такі як LinkedIn. 
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Таким чином, для того, щоб повною мірою скористатись більшістю         
потенційних кандидатів, важливо застосувати розумні стратегії пошуку та        
рейтингування, щоб належні кандидати дійсно були на вершині та не зникали           
в натовпі.  
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РОЗДІЛ 1. АНАЛІЗ ПРЕДМЕТНОЇ ОБЛАСТІ І ПОСТАНОВКА ЗАДАЧІ 
1.1 ​Об'єкт та предмет дослідження 
 
Сьогодні можна побачити багато систем із пошуку даних, які надають 
користувачам доступ до великої кількості інформації за рахунок повернення 
тільки тих документів які найбільш повно відповідають запиту користувача. 
Системи ранжування - це програми, які обробляють дані з подальшим 
присвоєнням кожному документу певної оцінки або порядку серед інших. 
Вони видають найбільш релевантні результати за запитами, і оцінюють 
документи за допомогою зворотнього зв'язку від користувачів, або за 
якимись певними критеріями оцінки. Якість таких систем часто полягає у 
методах оцінки документів.  
Пошук потрібної людини для правильної роботи ніколи не було легкою 
роботою для компаній, цінність яких дуже часто в значній мірі походить від 
їх робочої сили. Зі збільшенням мобільності шукачів роботи в останні роки 
все більше і більше робочих місць бачать швидко зростаючі об'єм 
потенційних кандидатів, що вимагає від рекрутерів, пройти через сотні, якщо 
не тисячі резюме, щоб знайти кандидата. 
Саме тому методи та алгоритми ранжування ідеально підходять для 
полегшення роботи із великою кількістю кандидатів у процесі найму, для 
того щоб фільтрувати кандидатів за їх ознаками. 
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1.2 Огляд існуючих рішень 
1.2.1 Ideal 
Заснований у 2013 році, канадська компанія Ideal заявляє, що її          
віртуальний помічник використовує AI для автоматизації втомливих та        
трудомістких аспектів процесу підбору персоналу. Як повідомляє веб-сайт        
компанії Ideal, віртуальний помічник, інтегрується безпосередньо з існуючою        
системами для підбору персоналу для навчання на наборі даних клієнта. 
Ideal заявляє, що їх віртуальний помічник вже навчався на мільйонах          
рішень, про найм, щоб він міг швидко адаптуватися до процесу підбору           
кожного нового клієнта. Приклади рішень можуть включати просування        
кандидатів на інтерв'ю та наймання кандидатів. Платформа реалізує два         
основні процеси: 
● Відбір резюме - перевірка резюме традиційно виконується вручну,        
використовуючи критерії, які не можуть бути стандартизовані для        
кожного резюме. Використовуючи стандартні параметри для      
ідеального кандидата, віртуальний помічник може швидко визначити ці        
бажані елементи за допомогою розпізнавання образів. 
● Пошук кандидатів - Ideal заявляє, що їх віртуальний помічник може          
використовувати облікові дані клієнта для автоматичного підключення       
до веб-сайтів від третьої сторони для пошуку кандидатів, таких як          
LinkedIn, та ін. На підставі параметрів, встановлених клієнтом,        
алгоритм послідовно виконує пошук на цих веб-сайтах, щоб визначити         
кандидатів, що відповідають критеріям, які шукають роботодавець. 
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Збереження часу рекрутерів шляхом автоматизації завдань з великим        
обсягом. Лідери збору талантів повідомляють, що їхня кількість найму         
збільшується, але їхні команди залишаються незмінними, або навіть        
зменшуються. Це означає, що рекрутери, як очікується, стануть більш         
ефективними, "роблячи більше, використовуючи менше". 
Перевірка вручну, як і раніше, є найбільш трудомісткою частиною         
рекрутингу, особливо коли від 75 до 88 відсотків відновлених, отриманих на           
роль, не є кваліфікованими. Оцінювання резюме кандидатів та співбесіди для          
інтерв'ю, за оцінками, займає 23 години часу рекрутера для одного найму. 
Машинне навчання для набору персоналу являє собою благом для         
рекрутерів, якщо він може успішно автоматизувати повторювані завдання,        
такі як відстеження резюме або планування інтерв'ю з кандидатами. 
 
1.2.2 Avrio 
 
Avrio функціонує дуже схоже на Ideal, але їх головна відмінність          
полягає у сферу пошуку кандидатів. На своєму веб-сайті Avrio стверджує, що           
він включає в себе чат бота в Facebook Messenger, щоб спілкуватися з            
кандидатами у форматі попереднього інтерв'ю. 
Віртуальний помічник Ріо може, як повідомляється, задавати питання,        
які, як правило, включаються в телефонну перевірку, наприклад, просять         
кандидата описати виклик чи конфлікт і як він чи вона поводиться з ним.             
Серед інших функцій, Ріо може запропонувати діапазон заробітної плати на          
основі поєднання інформації, включаючи діапазон, встановлений      
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роботодавцем та дані соціальних медіа кандидатів. Асистент також може         
описати типовий день на роботі кандидату. 
 
1.2.3 Entelo  
Entelo - це один з прикладів створення програмного забезпечення,         
платформи для пошуку кандидатів, з використанням штучного інтелекту,        
щоб допомогти компаніям знайти якісні кандидати. Компанія стверджує, що         
власний алгоритм "More Likely to Move" здатний ідентифікувати осіб, які          
мають 30-відсоткову вірогідність зміни робочих місць протягом наступних        
90 днів. 
Для досягнення цієї мети Entelo, як повідомляється, визначив більше 70          
прогностичних змінних, які використовуються для аналізу даних з профілів         
кандидатів. Приклади змінних включають певні зміни до соціального        
профілю кандидата (наприклад, оновлені навички в LinkedIn) та інформацію         
про здоров'я компанії, де працює кандидат, наприклад, звільнення або         
коливання запасів. 
Компанія прагне пасивних кандидатів - людей, які відкриті для нових          
можливостей, але активно не шукають роботи. Результати дослідження 2016         
року LinkedIn, в якому взяли участь понад 1500 спеціалістів у США та            
Канаді, показали, що 89 відсотків зацікавлені у вивченні нових можливостей          
для працевлаштування. 
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1.2 Наукова новизна 
 
Моделі аналізу CV та вакансій є моделями, які навчаються виявляти          
відповідні фрази та розділи у CV та вакансіях і можуть визначити, яка            
інформація наведена даною фразою. Знання "сенсу" відповідних частин        
резюме дозволяє більш складним варіантам пошуку та фільтрації, шляхом         
пошуку лише в розділі вмінь або фільтрації кандидатів за їх багаторічним           
досвідом роботи. 
Робочий процес, який ми в основному зацікавлені, включає в себе          
компонент генерації запитів, в якому використовується інформація, отримана        
з моделі розбору вакансій, і створюється запит відповідно до заздалегідь          
визначеного шаблону. Цей тип запиту зазвичай більш складний ніж заданий          
користувачем запити і містить набагато більше інформації.  
Таким чином, ці запити служать гарною основою для пошуку         
кандидатів, які відповідають оригінальній вакансії з дуже малими людськими         
зусиллями. Виходячи з пошукових термінів у сформованому запиті,        
пошукова система у нашій поточній системі підраховує бал за кожним          
кандидатом на CV до якого створюється остаточний рейтинг. 
Основна увага роботи полягає в тому, щоб вивчивши модель, яка може           
представити ранжируваний список кандидатів відповідно до певних       
характеристик придатності для даного запиту. Конкретно, початковий       
рейтинг виконується пошуковою системою. Наша модель "повторного       
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рейтингу" повинна маніпулювати ранжируванням цього попередньо      
відібраного списку, щоб переконатись, що найкращі кандидати розміщені у         
верхній частині. Крім того, ми хочемо отримати певне уявлення про аспекти,           
які відіграють певну роль у навчанні і процедурі ранжирування та те, як вони             
пов'язані з можливими поняттями придатності / релевантності. 
 
 
Рисунок 1 - Схема роботи моделі  “повторного рейтингу” 
Підхід, на вирішення цього завдання, це одне з механізмів машинного          
навчання, тобто ми хочемо вивчити модель з даних без необхідності          
розробляти функцію ранжирування або чітко класифікувати правила. Цей        
підхід вимагає наявності відповідного набору даних, з якого можна дізнатися          
рейтингову модель. Подробиці набору даних, які використовуються в        
нашому проекті, наведено в наступному розділі. 
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Висновки до розділу 
У першому розділі було визначено, що предметом дослідження є         
системи за ранжування даних. За допомогою проведення аналізу існуючих         
рішень було виявлено основні аналоги систем які виконують оцінку         
кандидатів та проведений їхній аналіз. 
Була сформована задача, яка буде проаналізована під час роботи з          
магістерською дисертацією. Було вказано призначення розробки системи,       
цілі та задачі які повинні бути досягнуті під час роботи з системою оцінки             
кандидатів.  
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РОЗДІЛ 2. АНАЛІЗ МЕТОДІВ РАНЖУВАННЯ ТА АЛГОРИТМ РОБОТИ 
Ми обробляємо набір даних про оголошення робочих місць, резюме         
CV-кандидатів та відповідні рішення щодо прийому на роботу, прийняті         
реальними рекрутерами, для вдосконалення оцінки кандидатів із публічно        
доступних датасетів.  
Для цього спочатку пропонуємо поле релевантні моделі CV, які можуть 
представляти неявні знання у великій кількості CV без або з мінімальним 
нагляду. Ми показуємо в експерименті розширення запиту, що така модель 
може покращити відкликання пошуку кандидатів.  
На другому етапі ми навчаємо модель, яка працює на початковому          
етапі пошукової системи. Ми демонструємо, що цю модель можна отримати          
через систему навчання в ранзі, для якої ми визначаємо ряд ознак,           
включаючи ознаки, які можна обчислити на основі моделі відповідності         
області (field relevance model). Рішення про найм, будь то а кандидат був            
найнятий, опитаний або відхилений, може бути використаний як ознаки         
релевантності в схемі навчання. У наших експериментах ми показуємо, що ця           
підконтрольна процедура навчання здатна виробляти моделі що значно. 
Використовуючи підхід, керований даними, уникаючи ручне введення       
даних за рахунок використання даних з рішеннями найму рекрутерів, щоб          
навчити модель рейтингу, яка може покращити початковий пошуку. Для         
цього ми вперше запроваджуємо моделі відповідності для CV, які як правило,           
не підкоряються моделям, які можуть скористатися перевагами неявного        
знання в області в великій колекції CV. У експерименті ми демонструємо, що            
така модель має потенціал для покращення пошуку. 
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Для покращення рейтингу CV ми беремо на себе ознако орієнтований,          
підхід до навчання (LTR), ми пропонуємо ряд ознак для нашого проблемного           
домену, що є основою алгоритму машинного навчання, чия модель         
результату є моделлю оцінювання. Ми також пропонуємо ознаки, які можна          
обчислити, виходячи з моделей відповідності області. Мітки релевантності,        
необхідні для цієї схеми контрольованого навчання, забезпечуються       
рішеннями щодо найму в реальному світі, тобто інформація про те, які           
кандидати були найняті / опитані / відхилені для певних позицій. Оцінка           
набору вакансій із пов'язаними з ними наборами CV показує, що навчена           
модель рейтингу має деяку узагальнюючу здатність. 
 
Основний внесок цієї роботи можна підсумувати наступним чином: 
• Ми пропонуємо неконтрольовану модель, яка може скористатися неявними 
знаннями в предметній області найму та показати, як вона може поліпшити 
пошук. 
• Ми приймаємо ознако-орієнтований погляд на пошук та описуємо ряд 
функцій, які можуть бути використані в системі LTR для ранжирування CV. 
Зокрема, ми показуємо, як неконтрольовані моделі можуть бути використані 
для створення значущих функцій. 
 
Вивчення рангу (LTR) або машинознавчий рейтинг (MLR) - це         
застосування машинного навчання, зазвичай контрольованого, напірного      
нагляду або підкріплення навчання, при побудові рейтингових моделей для         
інформаційно-пошукових систем. Дані щодо тренувань складаються з       
списків елементів із частковим замовленням, зазначеним між елементами        
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кожного списку. Цей замовлення, як правило, індукується шляхом надання         
числового чи порядкового бала або двозначного вироку (наприклад,        
"відповідний" або "невідповідний") для кожного елемента. Мета моделі        
рейтингу - це ранг, тобто створювати перестановку елементів у нових,          
невидимих списках таким чином, що вони "схожі" з рейтингами даних          
тренувань у певному сенсі. 
Ранжування є центральною частиною багатьох проблем пошуку       
інформації, таких як пошук документів, спільна фільтрація, аналіз настроїв та          
інтернет-реклама. 
Навчальні дані складаються з запитів та документів, що їх         
відповідають, разом з релевантністю кожного матчу. Його можуть виставляти         
вручну людські оцінювачі або автоматично, які перевіряють результати для         
деяких запитів і визначають релевантність кожного результату. Неможливо        
перевірити релевантність всіх документів, і тому зазвичай використовується        
методика, що називається pooling - перевіряються лише найважливіші        
документи, отримані деякими існуючими моделями рейтингу. Дані про        
навчання використовуються алгоритмом навчання для створення моделі       
рейтингу, яка обчислює актуальність документів для актуальних запитів. 
Для зручності алгоритмів MLR пари запит-документ, як правило,        
представлені числовими векторами, які називаються вектори ознак.       
Компоненти таких векторів називаються ознаками, факторами або рейтингом        
сигналів. Вони можуть бути розділені на три групи: 
 
● Незалежні від запиту або статичні ознаки - ті ознаки, які залежать           
тільки від документа, але не від запиту. Наприклад, PageRank або          
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довжина документа. Ці ознаки можуть бути попередньо встановлені в         
режимі офлайн при індексуванні. Вони можуть бути використані для         
обчислення статичної оцінки якості документа (або статичного рангу),        
що часто використовується для прискорення оцінки пошукових       
запитів. 
● Залежні від запиту або динамічні ознаки - ті ознаки, які залежатимуть           
як від вмісту документа, так і від запиту, наприклад від оцінки TF-IDF            
або інших ознак класифікації, не пов'язаних із машиною. 
● Ознаки рівня запиту або ознаки запиту, які залежать лише від запиту.           
Наприклад, кількість слів у запиті. 
 
Застосування рейтингу: 
• Пошук документів 
• Спільна фільтрація 
• Витяг ключових термінів 
• визначення визначення 
• Важлива маршрутизація електронної пошти 
• Аналіз настроїв 
• Рейтинг продуктів 
Сценарії рейтингу (Пошук документів як приклад): 
• Оцінка документів суто за їх релевантністю щодо запиту. 
• Розгляд співвідношення подібності, структуру веб-сайту та різноманітність        
документів у процесі рейтингу (реляційний рейтинг). 
• Об'єднання декількох рейтингових списків кандидатів, щоб отримати        
кращий рейтинговий список (мета-пошук). 
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Існує три основних методи LTR: точкове, попарние та послідовними.         
Точкове LTR використовує регресію або класифікацію, щоб виявити        
найкращий рейтинг для окремих результатів. Класифікація використовується       
при розміщенні аналогічних документів у тому ж класі, а регресія для           
надання схожим документам, аналогічні значення функції. 
Паралельний LTR використовує класифікацію або регрес, щоб       
визначити найкращий порядок для пари предметів одночасно, класифікуючи        
всі різні партії для елементів у списку як правильно або неправильно, і            
працюючи через них, щоб отримати рейтинг для всієї групи. Існує декілька           
методів, що використовують різні методи як для функції витрат, так і для            
алгоритму навчання, включаючи нейронні мережі, випадкові ліси,       
підсилювальні та підтримуючі векторні машини (SVM). 
Ранні попарні методи, такі як RankNet, використовували функцію        
вартості, яка полягає в тому, щоб звести до мінімуму кількість разів, коли            
найнижчий рейтинг оцінюється вище одного з більш високим рейтингом і          
стохастичним спуском градієнта для навчання нейронної мережі.       
LambdaRank отримує швидше, точніші результати, використовуючи градієнт       
цієї вартості (чи повинен пункт рухатися вгору або вниз через його рейтинг і             
скільки), а LambdaMART покращує його, використовуючи дерева рішень, які         
розгортаються за градієнтом. 
Метод Listwise LTR, як ListNet, оцінює весь список, а не працює через            
пари, використовуючи моделі ймовірності для вартості. Для зображень,        
використання підмножини списку зображень може працювати краще, і        
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поєднання всіх трьох функцій вартості також може покращити ефективність         
рейтингу. 
 
 
Рисунок 2 - Можлива архітектура автоматизованої пошукової системи 
 
Рисунок 3 - Схема роботи алгоритмів LTR 
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2.1 Теоретичні відомості 
 
Кумулятивний приріст (Cumulative Gain, CG) - Не включає позицію         
результату при обчисленні приросту набору результатів. 
CG у певному ранговому положенні p задано значенням:  
 
Де rel​i​ релевантність результату в положенні i 
Таким чином, на CG не впливає зміна у порядку результатів пошуку, для            
більш точної оцінки використовується DCG. 
 
Discounted Cumulative Gain (DCG) - є показником якості рейтингу.         
При пошуку інформації, часто використовується для вимірювання       
ефективності пошукової системи.  
DCG вимірює корисність документа, що базується на його позиції в          
списку результатів. DCG накопичується з верхньої частини списку        
результатів донизу, при цьому прирост кожного результату знижується в         
нижчих рядах. 
 
Основні припущення: 
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● Дуже релевантні документи більш корисні, якщо вони з'являються 
раніше в результатах пошуку. 
● Надзвичайно релевантні документи є більш корисними, ніж менше 
відповідні документи, які краще, ніж нерелевантні документи. 
 
DCG, накопичений у певному ранговому положенні p, задається як: 
 
 
 
 
Альтернативна формулювання DCG, яка посилює наголос на отриманні 
відповідних документів, задається як: 
 
 
Нормалізований DCG - Порівняння продуктивності пошукових      
алгоритмів від одного запиту до наступного неможливо досягти,        
використовуючи лише DCG, тому сумарний приріст у кожному положенні         
для вибраного значення p повинно бути нормованим у запитах. Це робиться           
шляхом сортування всіх відповідних документів за їх відносною        
релевантністю, виробляючи максимально можливу DCG через позицію p, яка         
також називається ідеальною DCG (Ideal  DCG) через цю позицію. 
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Нормалізований DCG задається як: 
 
Де 
 
Де |REL| це список документів, упорядкованих за релевантністю до позиції p. 
Середній показник nDCG для всіх запитів дає показник середньої         
ефективності алгоритмів рейтингу в процесі пошуку. 
Для ідеального алгоритму ранжування повинно виконуватись: 
 
Основною складністю, що виникає при використанні nDCG, є        
недоступність ідеального ранжування результатів, коли доступний лише       
частковий зворотній зв'язок. 
 
Середня точність (Mean average precision) - ​Середня точність для         
набору запитів - це середнє значення медіани точок для кожного запиту.           
Задається як: 
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де Q - кількість запитів. 
 
Середній зворотний рейтинг (Mean reciprocal rank) - ​Середній        
зворотний рейтинг є статистичною мірою для оцінки будь-якого процесу,         
який створює список можливих відповідей на вибірці запитів, впорядкованих         
за вірогідністю правильності. Взаємний рейтинг відповідей запиту -        
мультиплікативний зворотний ранг першої правильної відповіді: 1 для        
першого місця, 1/2 для другого місця, 1/3 для третього місця і так далі.             
Середній зворотний рейтинг - це середнє значення для зворотнього ряду          
результатів для вибірки запитів. Q: 
 
де rank​i​ це позиція рангу першого відповідного документа для i-го запиту. 
 
Точність і відкликання ​- У пошук інформації, точність (також         
називається позитивним прогностичним значенням) - це частка відповідних        
екземплярів серед усіх знайдених екземплярів, а відкликання (також відомий         
як чутливість) - це частка відповідних екземплярів, які були витягнуті по           
загальній кількості кількість відповідних екземплярів. Таким чином, точність        
і відкликання базуються на розумінні та вимірі релевантності. 
Припустимо, що комп'ютерна програма для розпізнавання собак на        
фотографіях виділяє 8 собак на знімку, що містить 12 собак та декілька котів.             
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З 8 ідентифікованих як собак 5 справді є собаками (справжні позитивні), а            
решта - кішки (хибно позитивні). Точність програми - 5/8, а відкликання -            
5/12. Коли пошукова система повертає 30 сторінок, з яких лише 20 з них були              
релевантними, тоді як не вдалося повернути 40 додаткових відповідних         
сторінок, його точність становить 20/30 = 2/3, тоді як її відкликання           
становить 20/60 = 1/3. Отже, в цьому випадку точність це - "наскільки            
корисні результати пошуку", а відкликання це - "наскільки повними є          
результати". 
 
Рисунок  4 - схематичне зображення точності і відкликання 
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У статистиці, якщо нульова гіпотеза полягає в тому, що всі елементи не            
мають значення (якщо гіпотеза приймається або відхиляється на підставі         
обраного числа в порівнянні з розміром вибірки), відсутність помилок типу I           
та типу II відповідає відповідно максимальної точності (не хибно позитивні)          
та максимальний відкликання (не хибно негативні). Наведений вище приклад         
розпізнавання шаблону містить 8 - 5 = 3 помилок I типу і 12 - 5 = 7 помилок                  
типу II. Точність може розглядатися як показник точності або якості, тоді як            
відкликання - це міра повноти чи кількості. Простими словами, висока          
точність означає, що алгоритм повертає набагато більш релевантні        
результати, ніж невідповідні, тоді як високий відкликання означає, що         
алгоритм повернув більшість відповідних результатів. 
 
Точність  
У галузі пошуку інформації точність - це частка завантажених         
документів, які мають відношення до запиту: 
 
Наприклад, для текстового пошуку набору документів, точністю є        
кількість правильних результатів, поділених на кількість всіх повернутих        
результатів. 
Точність приймає до уваги всі отримані документи, але її також можна           
оцінити до якогось певного рангу, враховуючи лише найвищі результати, що          
повертаються системою. Ця міра називається точністю при n або P @ n. 
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Точність використовується з відкликанням, відсотком усіх відповідних       
документів, які повертаються під час пошуку. Ці дві метрики іноді          
використовуються разом у показнику F1 (або f-міра) для забезпечення         
єдиного вимірювання для системи. Зазначимо, що сенс та використання         
"точності" в області пошуку інформації відрізняється від визначення точності         
в інших галузях науки і техніки. 
 
Відкликання 
 
У галузі пошуку інформації відкликання - це частка відповідних         
документів, які успішно знайдені. 
 
Наприклад, для текстового пошуку в наборі документів, відкликання -         
це кількість правильних результатів, поділених на кількість результатів, які         
повинні були бути повернуті. 
У бінарній класифікації відкликання називається чутливістю. Це можна        
розглядати як вірогідність отримання відповідного документа за запитом. 
Дуже легко досягти відкликання у 100%, повертаючи всі документи у          
відповідь на будь-який запит. Тому лише відкликання недостатньо, але         
потрібно також виміряти кількість не відповідних документів, наприклад,        
також шляхом обчислення точності. 
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2.2 Вибір алгоритму 
Пошук добре підходить для технологій машинного навчання.       
Технологія релевантності - це процес визначення найважливіших ознак        
документа, встановлених користувачам цих документів, і використання цих        
ознак для налаштування пошукової системи, щоб повернути кожному        
користувачеві під час кожного пошуку найбільш підходящі документи.        
Згадайте, як функціонує пошукова система: під час індексування документи         
аналізуються в токени, ці токени потім вставляються до індексу, як показано           
на малюнку нижче. 
 
Рисунок 5 - Схема індексування ознак документа 
 
Під час пошуку окремі запити також перетворюються у токени.         
Пошукова система шукає токени з запиту в інвертованому індексі,         
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класифікує відповідні документи, вилучає текст, пов'язаний з цими        
документами, і повертає рейтингові результати користувачеві. 
Навчання ранжування або машинознавчий рейтинг (machine-learned      
ranking, MLR) застосовує машинне навчання для побудови рейтингових        
моделей для інформаційно-пошукових систем. Найпоширеніша реалізація -       
це функція перерозподілу. 
Це означає, що замість заміни пошукової системи моделью машинного         
навчання ми розширюємо процес із додатковим кроком. Після того, як запит           
видається індексу, найкращі результати цього запиту передаються в модель і          
повторно переоцінюються, перш ніж вони повертаються користувачеві, як        
показано на малюнку нижче. 
 
Рисунок 6 - Пошукова система з машинним навчанням 
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2.2.1 Алгоритм RankNet 
 
Був розроблений з використанням нейронних мереж, але основна        
модель може бути різною і не обмежена лише нейронними мережами.          
Функція витрат для RankNet спрямована на мінімізацію кількості інверсій у          
рейтингу. Тут інверсія означає невірний порядок серед пари результатів,         
тобто коли ми оцінюємо нижчий оцінений результат вище результату         
рейтингу в рейтингу. RankNet оптимізує функцію вартості за допомогою         
стохастичного градієнтного спуску. 
 
2.2.2 Алгоритм LambdaRank 
 
Було виявлено, що під час навчання в RankNet вам не потрібні витрати,            
а лише градієнти (λ) вартості відносно балів моделі. Ці градієнти можна           
розглядати як маленькі стрілки, додані до кожного документа в         
ранжируваному списку, вказуючи напрям, в яклму ми хочемо перемістити ці          
документи. 
Далі вони виявили, що масштабування градієнтів за рахунок зміни         
NDCG (Normalized Discounted Cumulated Gain), знайдене шляхом заміни        
кожної пари документів, дало хороші результати. Основна ідея LambdaRank         
полягає у використанні цієї нової функції витрат для навчання RankNet. На           
експериментальних наборах даних це показує як швидкість, так і точність у           
порівнянні з оригінальним RankNet. 
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Рисунок  7 - Схема алгоритму ​LambdaRank 
 
 
2.2.3 Алгоритм LambdaMART 
 
LambdaMART поєднує в собі LambdaRank та MART (декілька дерев         
регресії присадок). У той час як MART використовує дерева рішень, що           
покращують градієнт, для завдань прогнозування, LambdaMART      
використовує дерева рішень з підвищеним градієнтом, використовуючи       
функцію вартості, отриману від LambdaRank, для вирішення задачі        
ранжирування. На експериментальних наборів даних LambdaMART показав       
кращі результати, ніж LambdaRank та оригінальний RankNet. 
LambdaMART фокусується на пристосуванні до правильного порядку       
списку, який містить всі документи, які повертаються запитом і які мають           
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різну релевантність. Це поєднання RankNet, LambdaRank і MART (Multiple         
Additive Regression Tree). 
Традиційне машинне навчання вирішує проблему прогнозування      
(класифікацію або регресію) на одному екземплярі одночасно. Наприклад,        
якщо ви здійснюєте розпізнавання спаму за допомогою електронної пошти,         
ви переглядаєте на всі ознаки, пов'язані з цим електронним листом, і           
класифікувати його як спам чи ні. Мета традиційного ML полягає в тому,            
щоб виробити клас (спам або без спаму) або єдиний числовий бал для цього             
прикладу. 
LTR вирішує проблему рейтингу в списку предметів. Метою LTR є          
оптимальне упорядкування цих предметів. Таким чином, LTR не дуже дбає          
про точну оцінку, яку отримує кожен елемент, але більше піклується про           
відносну позицію серед усіх предметів.  
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РОЗДІЛ 3. РОЗРОБКА ​АЛГОРИТМІЧНОГО ТА ПРОГРАМНОГО 
ЗАБЕЗПЕЧЕННЯ 
3.1 Попередня обробка та фільтрація даних 
 
Наші первинні вихідні дані мають значний розмір, але лише частина          
вихідних даних є справді корисною, коли ми відфільтруємо вакансії, які або           
не мають відповідних кандидатів або занадто багато заявників, які можуть          
бути корисними для навчання. Однак, оскільки це не є цілком зрозуміло, які            
критерії фільтрування мають найбільший сенс, ми розробили чотири набори         
даних, всі створені різними ступенями "сили фільтрації". Огляд набору даних          
та критеріїв, за якими вони створюються, наведено в Таблиці 1. Ми           
обробляли рішення щодо найму для створення трьох міток: найманих,         
відхилених та попередньо опитани, де останній лейбл є евристично зібраним,          
тобто від інформації про особисті зустрічі та причини відхилення, і таким           
чином, вважається необов'язковою міткою. 
 
Таблиця 3.1 - Огляд різних наборів даних, які створені відповідно 
Датасет Вакансії Лейбли 
HR 3145 h, r 
HIR1 4876 h, i, r 
HIR2 5938 h, i, r 
HIR3 6971 h, i, r 
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до різних критеріїв фільтрації. Абревіатури h, i та r це наймані, опитані та 
відхилені відповідно 
 
Для запитів і документів, що належать до цих чотирьох наборів даних 
ми обчислили відповідні вектори ознак. Таблиця 2 показує кількість         
векторних ознак, пов'язаних з кожним набором даних. 
 
Таблиця 3.2 - Кількість запитів і векторів ознак на даних 
Датасет Запити Ознаки 
HR 3145  70281 
HIR1 4876  144391 
HIR2 5938  164144 
HIR3 6971  186171 
 
3.2 Ознаки 
Ми використовуємо ознако-орієнтований підхід для отримання моделі       
рейтингу, тобто ми витягуємо ознаки з наших даних і навчаємося через           
алгоритми навчання, як ці об'єкти можна поєднати для того, щоб досягти           
кращого результату рейтингу. 
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3.2.1 Основні ознаки 
Наш основний набір функцій базується на полях індексованих        
документів і запити: більшість цих функцій можна описати як ознаки          
відповідності кандидатів, тобто вони позначають, чи значення поля, вказано         
в запиті, відповідали значенням одного поля в документі. Ця інформація          
зазвичай повертається пошуковою системою у вигляді оцінки для кожного         
індексированного поля, яке може бути безпосередньо використане як ознака. 
У наступних розділах, .ми описуємо деякі подробиці наших основних         
ознак. Розділ 3.2.3 містить невеликий експеримент, який вказує на         
інформативність результатів пошуку для LTR. 
 
3.2.2 Ознаки відповідності 
Ознаки відповідності - це важливі ознаки запиту-документа, тобто вони         
залежать як від запиту, так і від документа, отже, дають вказівки про те,             
наскільки добре документ відповідає певному запиту. У таблиці 3 показані          
поля, для яких ми визначили відповідні ознаки. Для полів, які можуть мати            
кілька значень, наприклад навички, ми конкретно визначили декілька        
відповідних ознак:  
1) Оцінки відповідності були усереднені по відношенню до всіх значень,         
наведених у запиті. 
2) Максимальна оцінка відповідності - сума всіх ознак. 
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Крім термінів запиту, пов'язаних з певними полями, більшість наших         
запитів також містять повнотекстові пошукові терміни, умови, які можуть         
збігатися в будь-якій області. Отже, ми також визначили відповідні ознаки          
для цих умов. 
 
 
Таблиця 3.3 - Поля, для яких ознаки відповідності витягуються, якщо вони 
доступні 
Поле Значення у резюме Значення в запиті 
jobtitleonlyrecent останні (<5 років) 
посади 
посада 
compskills комп'ютерні навички необхідні комп'ютерні 
навички 
location місто проживання місце розташування 
edulevel рівень вищої освіти вимоги до освіти 
langskills відомі мови потрібні мови 
jfsector остання промисловість опублікована галузь 
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3.2.3 Бінарні та оцінки з плаваючою точкою ElasticSearch 
 
Більшість пошукових систем повертають інформацію про збіги у        
вигляді бінарного значення(1/0 для відповідних / не відповідних) для         
кожного документа. Проте їх основна модель рейтингу насправді        
використовує більш інформативну оцінку (зазвичай, дійсні числа > 0,         
залежить, наприклад, від частоти відповідності ознаки) для обчислення        
рейтингу. Ця оцінка зазвичай не повертається за умовчанням, оскільки її          
отримання є дорогою операцією, яка, як правило, не виправдана. Однак ми           
сподіваємось, що це матиме різницю в навчанні, і тому ми провели           
експеримент з обома версіями балів, щоб дізнатись більше про його вплив на            
пошук. 
Для цього експерименту ми використовували наш найбільший набір        
даних HIR3 та навчали один алгоритм рейтингу на двох версіях параметрів           
пошуку. Для цього експерименту ми використовували 26 основних ознаки, з          
яких 13 базуються на результатах пошуку. Як алгоритм рейтингу, ми обрали           
LambdaMART оптимізуючи для NDCG @ 10 та навчали наступним         
параметрам: дерева = 1000, листи = 10, мінімальна підтримка листа = 1,            
швидкість навчання = 0.1, рання зупинка = 100. Обидва рейтинги пройшли           
навчання на тому ж наборі тренувальних даних і були випробувані на тому ж             
тестовому наборі. 
Незважаючи на те, що невелике поліпшення може бути досягнуто         
також з бінарними оцінками, таблиця 4 показує, що оцінки дійсними числами           
мають більше інформації, яку можна навчитися ще краще. Вилучення         
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вихідних дійсних оцінок з пошукової системи є додатковим зусиллям, однак,          
він повинен окупитися з точки зору кращих результатів пошуку на всіх           
важливих метриках. 
 
Таблиця 3.4 - Порівняння результатів пошуку двійкових та плаваючих 
на тестовому наборі 
 NDCG MAP P@5 P@10 
базовий рівень ElasticSearch  0.392  0.3376  0.207  0.1883 
бінарні результати пошуку 0.4089  0.3525  0.2193  0.1958 
Дійсні результати пошуку 0.4302  0.3732  0.2312  0.1992 
 
 
3.2.4 Ознаки на основі слів 
В додаток до основних, "простих" ознак, описаних вище, ми також          
включаємо ряд складних ознак на основі слів. Ці особливості відповідають          
появі певних слів у полі даних, jobtitlesonlyrecent. 
Щоб визначити словник, ми спочатку збирали найчастіше       
зустрічаються заголовки слів з CV та запитів (вакансій), ми нарешті          
отримаємо 326 слів, отриманих із CV та 157 слів, отриманих з вакансій. Деякі             
приклади наведено в Таблиці 5. 
У випадку із цими запитами, ознаки просто позначають, чи є слово у            
заголовку запиту чи ні. З іншого боку, ознаки які залежать від документа            
описують кількість разів, коли слово виникає у поля jobtitlesonlyrecent. 
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Таблиця 3.5 - Деякі приклади ознак, що базуються на словах, 
випливають із частих назв посад 
 Приклади 
CV адміністратор, асистент, банк, 
директор, комп'ютер, директор 
доцент, фінансовий, юридичний, 
логіст 
Запити консультант, помічник, комерційний 
директор, директор 
здоров'я, інформація, механік, 
менеджер проекту, секретар, 
добровільний 
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3.3 Навчання моделі 
Практична мотивація нашого навчального підходу полягає у наявності        
відносно великого набору даних, який містить реальні робочі оголошення,         
оригінальні резюме претендентів на ці роботи, а також інформацію про те,           
які кандидатури були найняті в кінці процесу набору. Ми будемо посилатися           
на цей набір даних як рішення про найм. Ще один набагато менший набір             
даних містить судження, що стосуються людської відповідальності, для ряду         
робочих оголошень та резюме людей, які не обов'язково подавали заявку на           
дану роботу. Використовуючи перший набір даних рішення щодо найму, ми          
застосуємо підхід "навчання для ранжування" (LTR), щоб навчити модель         
повторної оцінки, в якій фактичні рішення щодо прийому на роботу          
рекрутерів становлять релевантні мітки.  
 
3.3.1 Рішення про найм 
 
Для того, щоб використовувати вихідний набір даних, ми запустили         
дані через кілька етапів попередньої обробки: 
 
вакансії: 
- розібрати вакансії з моделлю; 
- автоматично генерує напівструктуровані пошукові запити на основі        
результатів обробки; 
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Резюме: 
- розібрати CV з моделлю аналізу CV 
- індексувати розібрані CV в пошуковій системі та пов'язати їх з відповідною            
вакансією (запитом) 
 
 
Рисунок 8 - Спрощена ілюстрація етапів попередньої обробки 
 
 
Результатом попередньої обробки є набір з приблизно 9 тисячами         
запитів для відповідних вакансій, 300 тисяч резюме з попередньо         
визначеними полями які індексуються в пошуковій системі. Ця установка         
дозволить нам надсилати у пошукову систему запит (у тому числі його           
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унікальний ідентифікатор), який потім отримає резюме тих кандидатів, які         
подали заявку на відповідну вакансію відповідно до оригінального набору         
даних. Рівень завантажених CV обчислюється на основі моделі внутрішнього         
рейтингу пошукової системи, яка надає нам природну відправну точку для          
переадресації. 
Фактичні рішення щодо найму, тобто інформація про те, чи був          
кандидат найнятий чи ні, обробляються з великої кількості таблиць Excel і           
перетворюються на прості ознаки найманий або відхилений. Проте        
електронні таблиці також містять інформацію про зустрічі з кандидатами         
(наприклад, дати зустрічі), які ми інтерпретуємо як інтерв'ю з кандидатами.          
Отже, існує низка кандидатів, яких не було найнято відповідно до інформації           
про наймання, але, здається, вони були запрошені на співбесіду, а не           
отримували негайне відхилення. Незважаючи на те, що ця інформація є менш           
явною у вихідних даних, ми вважаємо це цікавим. 
Слід зазначити, що незважаючи на розмір набору даних, вони досить          
неоднорідні. Гетерогенність до певної міри властива проблемній області,        
оскільки вакансії та резюме створюються різними людьми з різними         
шаблонами / стратегіями, оскільки немає універсальних правил складання        
резюме або пропозиції про роботу. Встановлення CV та вакансій у наш           
структурний шаблон (тобто з нашим заздалегідь визначеним набором полів,         
таких як посада, навички, навички, галузь тощо) обов'язково призведе до          
втрати значень та значень, які не можуть бути однозначно призначені для           
певного поля. Проте така нормалізація необхідна для створення різних CV та           
різних вакансій, принаймні дещо порівнянних, і дозволяє більш сфокусовані         
пошукові запити за допомогою напівструктурованого пошуку. 
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В той же час набір даних також неоднорідний у тому сенсі, що він             
містить дані різних компаній з різними, можливо не відомими, вимогами          
щодо своїх кандидатів та політикою для їх рекрутерів. Отже, можливо, що           
для двох робочих місць з дуже подібними вимогами дві різні компанії           
можуть наймати двох кандидатів з дуже різним профілем. І навпаки, у нас            
можуть бути два кандидати з дуже схожими навичками та досвідом, що           
вимагають подібних робочих місць; однак один отримує роботу, а один          
отримує відхилення через деякі приховані змінні. Отже, ми повинні         
очікувати, що навчання з такого рішення про найм виявиться шумним і           
складнішим, ніж навчання з еквівалентного набору з релевантними        
судженнями, наданими однією людиною. 
Іншим властивістю попередньо обробленого набору даних є той факт,         
що сама попередня обробка може призвести до шуму та відсутніх значен,           
моделі розбору базуються на технологіях машинного навчання та, природно,         
не є тотожними на 100%. Інформація, яка в оригінальному оригінальному          
вигляді і читається людиною, може втратитися або бути класифікована         
неправильно, коли моделювання синтаксичного аналізу не може правильно        
його витягти. Аналогічним чином, процес автоматичного створення запитів        
ґрунтується на заздалегідь встановлених евристичних правилах і, таким        
чином, може втратити важливу інформацію для деяких вакансій. 
Таким чином, вибір рішення щодо найму має декілька недоліків, що          
ускладнюватимуть навчання. Проте через його значний розмір ми очікуємо,         
що він подолає ці недоліки хоч частково. 
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3.3.2 Моделі релевантності полей для резюме 
 
Як і в багатьох ситуаціях у машинному навчанні, знаходження         
значного набору даних, яке підходить для навчання, найчастіше є найважчим          
завданням у сфері рекрутингу. Реальні резюме людей які шукають роботу          
містять персональну інформацію і часто підпадають під конфіденційність.        
Проте, що ще рідше доступні, це дані, які можуть використовуватися в якості            
оцінки для контрольованого навчання (supervised learning). Збирання       
високоякісних оціночних рішень людськими анотаторами є дорогим і        
трудомістким, тому що велика кількість даних повинна оцінюватися        
експертами. Навіть рішень про найм, які ми будемо використовувати для          
наближення відповідності, важко отримати. 
 
3.3.3 Експерименти з ранжирування 
 
З метою покращення результатів пошуку ми застосовуємо підхід до         
машинного навчання, зокрема, LTR, який приймає початковий рейтинг        
пошуку в якості вхідного матеріалу та перерозподіляє рейтинги балів для          
повернутих документів на основі попередньо підготовленій моделі рейтингу.        
Таким чином, відповідність / рейтинг кандидатів для певної позиції         
розглядаються як загальна IR проблема, коли більш відповідні документи         
(кандидати) повинні бути розміщені на вище ніж менш актуальні документи          
(кандидати) 
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3.4 Тестування моделі 
Після експериментів з кількома алгоритмами LTR такими як SVMRank, 
RankNet, ListNet та LambdaMART, було вирішено використовувати       
LambdaMART для підготовки наших остаточних рейтингових моделей,       
оскільки він послідовно перевершує інші алгоритми. Ми оптимізуємо        
NDCG@10 для всіх наших експериментів, оскільки оптимізація цієї однієї         
метрики створює моделі, які, як правило, працюють краще на всіх інших           
відповідних показниках. Ми виконували пошук, щоб знайти найбільш        
ефективні параметри, і виявили, що кілька комбінацій працюють дуже добре.          
Нарешті, ми вибрали наступною комбінацією параметрів: дерева = 1000,         
листи = 10, мінімальна підтримка листа = 1, швидкість навчання = 0.1, рання             
зупинка = 100. Результати оцінки тесту, встановленого в рішеннях про найм           
(628 запитів). Отримана модель працює набагато краще, ніж базова лінія на           
всіх показниках. 
 
Таблиця 3.6 - Порівняння базового рівня ElasticSearch та нашої найкращої 
моделі при оцінці на тестовому наборі з рішень щодо найму 
 NDCG@10 MAP P@5 P@10 
базовий рівень 
ElasticSearch  
0.392  0.3376  0.207  
 
0.1883 
HIR1 0.4498 
(+13%) 
0.4005 
(+14%) 
0.2502 
(+21%) 
0.2181 
(+16%) 
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Таблиця 3.7 - Порівняння базового рівня ElasticSearch та нашої найкращої 
моделі при оцінці на тестовому наборі з оцінки відповідності 
 NDCG@10 MAP P@5 P@10 
базовий рівень 
ElasticSearch  
0.212  0.2386  0.1737  0.1848 
HIR1 0.2644 
(+25%) 
0.273 
(+15%) 
0.2162 
(+24%) 
0.2101 
(+14%) 
 
 
Хоча NDCG@10 може бути значно покращено на тестовому наборі з          
оцінки відповідності за нашою моделлю, підготовленою за рішеннями про         
найм, покращення інших показників не є статистично значущими.        
Розглядаючи продуктивність моделі за окремими запитами, ми бачимо, що,         
хоча перерахування рангу покращує точність багатьох запитів, це також         
зменшує точність деяких інших запитів. Ці результати свідчать про те, що           
вивчення моделі повторного рейтингу, основаного на прийнятті рішень про         
найм, є більш ефективною для деяких запитів, де мітки рішення щодо найму            
можуть більш точно відображати поняття придатності / релевантності.        
Подальші дослідження повинні зосереджуватися на спробі подрібнити окремі        
типи запитів, так що повторне ранжування застосовується тільки до запитів,          
для яких продуктивність, швидше за все, збільшиться. 
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3.4.1 Датасети 
 
Нас цікавить, як різні набори даних можуть впливати на         
продуктивність навчених моделей. Зокрема, ми хочемо оцінити вплив        
призначення різних ознак, чи включення мітки про найм призведе до більш           
ефективної моделі. Крім того, набір даних HIR1, HIR2 та HIR3 містять дедалі            
більше даних про навчання. Проте в цьому випадку додаткові дані також           
означають потенційно більш різнорідні дані. Таким чином, це не апріорі          
чітко зрозуміло, чи зможе найбільший набір даних також досягти найкращої          
продуктивності, як і в багатьох традиційних проблемах машинного навчання. 
Для того, щоб зробити моделі порівнянними, ми використовуємо один і          
той же алгоритм навчання, а також один і той же валідаційний та тестовий             
набір для всіх моделей. Таким чином, всі моделі будуть настроєні на тих            
самих запитах, і вони будуть оцінюватися за тим самим набором запитів. Це            
означає, що єдиним, змінюваним параметром, є набір даних для навчання.          
Алгоритм, який ми використовуємо для цього експерименту, - це оптимізація          
LambdaMART для NDCG@10 з наступними параметрами: дерева = 1000,         
листи = 10, мінімальна підтримка листа= 1, швидкість навчання = 0.1, рання            
зупинка = 100. Обидва набори даних для перевірки та тестовий містять 628            
запитів. 
Зверніть увагу, що базовий рівень пошуку відрізняється для набору         
даних HR та наборів даних, що містять додаткову інтерв'юовану мітку,          
незважаючи на те, що вона оцінюється за тим самим набором запитів.           
Причиною цього є те, що ряд документів вважається актуальним у наборах           
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HIR, оскільки відповідні кандидати вийшли на стадію інтерв'ю, але не були           
найняті. Ці кандидатури вважаються невідповідними в наборі даних HR.         
Таким чином, ми не можемо безпосередньо порівнювати абсолютну        
продуктивність встановленого HR з наборами даних HIR. Однак можна         
інтерпретувати збільшення продуктивності відповідно до базової лінії. 
 
Таблиця 3.8 - Порівняння моделей, навчених на різних наборах даних 
датасет NDCG@10 MAP P@5 P@10 
базовий 
рівень 
ElasticSearch  
0.35  0.2707  0.104  0.0913 
HR 0.3771 (+8%)  0.2955 (+9%) 0.1183(+14%)  0.0953 (+4%) 
базовий 
рівень 
ElasticSearch  
0.3991 0.3507 0.2229 0.2005 
HIR1 0.4498(+13%)  0.4005(+14%)  0.2502 0.2181 
HIR2 0.4465 0.3926  0.2506(+12%)  0.2208(+10%) 
HIR3 0.442  0.3907 0.2467 0.2187 
 
 
Результати, наведені в таблиці 19, свідчать про те, що тренінг може           
використовувати додатковий етикетку, оскільки всі набори даних HIR        
дозволяють проводити навчання з метою кращого використання більшості        
показників, ніж у випадку з набором даних HR. Цей результат підтверджує           
нашу інтуїцію, що маркування, що виключно грунтується на рішеннях про          
наймання, може втратити важливу інформацію про кандидатів, які не були          
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найняті, але тим не менш слід вважати релевантними з огляду на їх            
кваліфікацію або досвід минулого стажу. 
Проте в межах набору даних HIR більше даних не обов'язково          
призводить до кращої продуктивності пошуку. Фактично, немає істотної        
різниці між продуктивністю моделі трьох моделей, хоча всі три виконують          
значно краще базової лінії. 
Наш висновок з цих експериментів полягає в тому, що алгоритм          
навчання виграє від додаткової мітки про інтерв'ю в тому сенсі, що він може             
вивчати більш ефективну модель. Проте наявність більшої кількості даних не          
обов'язково сприяє вивченої моделі, якщо дані не фільтруються за деякими          
чутливими критеріями. 
 
3.4.2 Набори ознак 
 
Оскільки в рамках ознако-орієнтованого пошуку не проводилось       
жодної роботи з вивчення ознак у сфері підбору персоналу, ми проводимо           
набір експериментів, орієнтованих на вплив різних наборів ознак з точки          
зору ефективності пошуку. Для цих експериментів ми використовуємо один з          
наших найкращих наборів даних з розділу HIR1. Оскільки ми лише          
порівнюємо відмінності наборів ознак в одному наборі даних, ми         
використовуємо 5-кратну крос-перевірку, щоб бути менш залежною від        
одного конкретного тестового набору. Використаний алгоритм LTR у цьому         
розділі LambdaMART оптимізується для NDCG. 
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Не є сюрпризом, що набір основних ознак найбільше сприяє         
виконанню операцій пошуку, оскільки вони прямо кодують, наскільки добре         
певні поля відповідають певним умовам у запиті. Для порівняння, набори          
даних що залишилися додають до продуктивності, але мають менший вплив.          
У цих експериментах найкраще поєднання ознак, являє собою комбінацію         
основних ознак, ознак орієнтованих на модель, і заголовки запиту (отже, не           
комбінація всіх ознак). 
 
Таблиця 3.9 - Огляд ефективності пошуку за допомогою різних 
підмножин ознак, на наборі даних HIR1 
Набори даних NDCG@10 
базова лінія (відсутність перерозподілу) 0.3833 
основні (26) 0.4065 
основна + ознаки орієнтовані на модель (35) 0.4148 
основна + ознаки орієнтовані на документи (352) 0.4053 
основний + ознаки орієнтовані на запити (183) 0.4119 
основний + ознаки орієнтовані на запити + ознаки 
орієнтовані на документи (509) 
0.4089 
основний + ознаки орієнтовані на документи + ознаки 
орієнтовані на модель (361) 
0.409 
основний + ознаки орієнтовані на запити + ознаки 
орієнтовані на модель (192) 
0.4151 
основний + ознаки орієнтовані на запити + ознаки 
орієнтовані на модель (518) 
0.403 
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Незважаючи на те, що ознаки, що базуються на словах, додають          
невеликої продуктивності до запитів, які ми тестуємо, важливо мати на увазі           
те, що ми тестуємо дуже особливий вид запитів, які містять велику кількість            
інформації безпосередньо з тексту оприлюднених вакансій. Взагалі, коли        
рекрутери використовують пошук для видачі власних запитів вручну, запити         
значно коротші та менш інформативні. У таких ситуаціях більшість базових          
ознак можуть не мати значення, так що ознаки на основі слів стають            
важливішими. 
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3.5 Архітектура системи 
3.5.1 Засоби збереження інформації 
Беручи до уваги не однорідність інформації яку зберігає система, БД          
повинна підтримувати цю неоднорідність та гнучкість у зберіганні даних.         
Після огляду доступних БД було обрано MongoDB.  
MongoDB можна використовувати щоб зберігати дані, отримані від        
документів. Ми зберігали сирі текстові дані як окремі документи для          
навчання, а також безпосередньо дані додатку. 
Основні переваги MongoDB:  
Спеціальні запити - ​MongoDB підтримує пошук по області, діапазону та          
пошуку регулярних виразів. Запити можуть повертати певні поля документів,         
а також включати в себе задані користувачем функції JavaScript. Запити          
також можуть бути налаштовані для повернення випадкової вибірки        
результатів заданого розміру. 
Індексування ​- Поля в документі MongoDB можуть бути проіндексовані з          
основними та вторинними індексами для підвищення швидкості пошуку за         
ними. 
Реплікація ​- MongoDB забезпечує високу доступність з наборами копій.         
Комплект репліки складається з двох або більше копій даних. Кожен          
коректний член репліки може виконувати роль первинної або вторинної         
репліки в будь-який час. Всі записи та читання виконуються на основній           
репліці за замовчанням. Вторинні репліки зберігають копію даних,        
використовуючи вбудовану реплікацію. Коли первинна репліка не відповідає,        
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інші репліки автоматично проводить виборчий процес, щоб визначити, яка         
вторинна має стати основною. 
Балансування навантаження - MongoDB масштабується горизонтально,      
використовуючи sharding. Користувач вибирає ключ shard, який визначає        
спосіб розподілу даних у збірці. Дані поділяються на діапазони (на основі           
ключа shard) та розподіляються по кількох шардах. (Шард це майстер з           
одним або декількома рабами). Крім того, ключ shard можна хешувати для           
картування до shard - що дозволяє рівномірно розподіляти дані. MongoDB          
може працювати над декількома серверами, балансуючи навантаження або        
дублюючі дані, щоб система могла працювати та працювати у випадку          
апаратного збою. 
Зберігання файлів - MongoDB можна використовувати як файлову систему,         
що називається GridFS, з балансуванням навантаження та функціями        
реплікації даних на декількох машинах для зберігання файлів. Ця функція,          
що називається grid file system, включена у драйвери MongoDB. MongoDB          
розкриває функції для маніпулювання файлами та вмісту для розробників.         
GridFS можна отримати, використовуючи утиліту mongofiles або плагіни для         
Nginx та lighttpd. GridFS розділяє файл на частини або фрагменти та зберігає            
кожний з цих фрагментів як окремий документ. 
Агрегація ​- MongoDB забезпечує три способи виконання агрегації:        
агрегаційний конвеєр, функція map-reduce та способи агрегації з єдиною         
метою. Map-reduce може бути використана для пакетної обробки даних і          
операцій агрегування. Але, згідно з документацією MongoDB, інщі агрегації         
забезпечує кращу продуктивність для більшості операцій агрегування. 
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Система агрегації дозволяє користувачам отримувати ті типи результатів, для         
яких використовується пропозиція SQL GROUP BY. Оператори агрегування        
можуть бути використані разом, щоб утворити трубопровід - аналогічний         
трубам Unix. У структуру агрегації входить оператор $ lookup, який може           
об'єднувати документи з декількох документів, а також статистичні        
оператори, такі як стандартні відхилення. 
Виконання JavaScript на стороні сервера - JavaScript може        
використовуватися в запитах, функціях агрегації (наприклад, MapReduce) і        
надсилатись безпосередньо до бази даних, яка буде виконуватися. 
Підтримка транзакцій ACID з декількома документами була додана до         
MongoDB з загальною доступністю версії 4.0 у червні 2018 року. 
 
3.5.2 Мова програмування 
 
На початковому етапі моделювання було використано мову       
програмування Python та бібліотеку scikit learn, яка надає безліч         
контрольованих та безконтрольних алгоритмів навчання через інтерфейс у        
Python. Scikit learn поєднує у собі декілька бібліотек: 
● NumPy: Базовий n мірний пакет для масивів 
● SciPy: фундаментальна бібліотека для наукових обчислень 
● Matplotlib: побудова 2D / 3D графів 
● IPython: покращена інтерактивна консоль 
● Sympy: Символічна математика 
● Pandas: Структура даних та аналіз 
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Бачення бібліотеки - це рівень міцності та підтримки, необхідних для          
використання у виробничих системах. Це означає глибокий фокус на         
питаннях, таких як простота використання, якість коду, співпраця,        
документація та продуктивність. 
 
Після цього систему було реалізовано на мовою Java та         
використовуючи фреймворк Spring.  
Spring Boot є відправною точкою для побудови всіх Spring-додатків.         
Spring Boot призначена для швидкого запуску та експлуатації з мінімальною          
конфігурацією Spring, це включає: 
● Вбудовані веб контейнери Tomcat, Jetty або Undertow безпосередньо        
(не потрібно розгортати файли WAR) 
● Забезпечення помірковані набори залежностей, щоб спростити      
конфігурацію вашої збірки 
● Автоматичне налаштування джерела бібліотеки та сторонніх бібліотек,       
коли це можливо 
● Надає готові функції, такі як метрики додатку, перевірки здоров'я та          
зовнішня конфігурація. 
● Немає генерації коду і не вимагає конфігурації XML 
 
IoC також відомий як dependency injection (DI). Це процес, за допомогою           
якого об'єкти визначають свої залежності (тобто інші об'єкти, з якими вони           
працюють) лише через архітектуру конструктора, аргументи заводського       
методу або властивості, які встановлюються в екземплярі об'єкта після         
побудови або повернення з фабричного методу . Контейнер потім вставляє ці           
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залежності, коли він створює об'єкт. Цей процес принципово зворотний саме          
самого компонента, що контролює інстанцію або розташування його        
залежностей, використовуючи пряму конструкцію класів або механізм, такий        
як шаблон Locator Locator. 
 
 
 
Рисунок 9 - архітектура Spring додатку 
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Наступна діаграма показує, як функціонує Spring на високому рівні.         
Ваші класи додатків поєднуються з метаданими конфігурації, так що після          
створення і ініціалізації контексту у вас є повністю настроєна та виконувана           
система або додаток. 
 
Рисунок 10 - Контейнер Spring IoC 
 
Конфігурація весни складається з принаймні одного і, як правило,         
більш ніж одного визначення об'єктів, якими контейнер повинен керувати.         
Метадані конфігурації на основі XML налаштовують ці компоненти як         
елементи <bean /> у елементі <beans /> верхнього рівня. Конфігурація Java           
зазвичай використовує  методи анотовані @Bean в класі @Configuration. 
Ці визначення визначають фактичні об'єкти, які складають додаток. Як         
правило, ви визначаєте об'єкти сервісного шару, об'єкти доступу до даних          
(DAO), об'єкти презентації, наприклад, екземпляри Struts Action, об'єкти        
інфраструктури, такі як Hibernate SessionFactories, JMS Queues тощо. Як         
правило, в контейнері не налаштовуються об'єкти домену, тому що зазвичай          
 
 
62 
це обов'язок DAO та бізнес-логіки, вони створюють і завантажують об'єкти          
домену. Тим не менш, ви можете використовувати інтеграцію Spring з          
AspectJ для налаштування об'єктів, які були створені поза контролем         
контейнера IoC. 
В Spring передбачено інтеграційні класи для підтримки різних        
технологій. Підтримка віддаленого доступу полегшує розробку служб       
віддаленого доступу, які реалізуються вашими звичайними (Spring) POJOs. В         
даний час Spring підтримує такі технології відновлення: 
● Віддалений виклик методів (RMI): завдяки використанню      
RmiProxyFactoryBean та RmiServiceExporter, Spring підтримує як      
традиційні RMI (з інтерфейсами java.rmi.Remote і      
java.rmi.RemoteException) так і прозоре відновлення за      
допомогою викликачів RMI (з будь-яким інтерфейсом Java). 
● HTTP-виклик: Spring пропонує спеціальну стратегію віддаленого      
доступу, яка дозволяє виконувати Java-серіалізацію, хоча HTTP       
підтримує будь-який інтерфейс Java (як це робить RMI-виклик).        
Відповідними класами підтримки є HttpInvokerProxyFactoryBean і      
HttpInvokerServiceExporter. 
● Hessian: Використовуючи Spring HessianProxyFactoryBean і     
HessianServiceExporter, ви можете прозоро виставляти свої      
послуги через легкий бінарний HTTP-протокол, що надається       
Caucho. 
● JAX-WS: Spring надає підтримку веб-сервісів через JAX-WS       
(наступник JAX-RPC, представлений у Java EE 5 та Java 6). 
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● JMS: передача за допомогою JMS як базового протоколу        
підтримується за допомогою класів JmsInvokerServiceExporter та      
JmsInvokerProxyFactoryBean. 
● AMQP: Remoting, використовуючи AMQP як основний протокол,       
підтримується проектом Spring AMQP. 
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РОЗДІЛ 4. МАРКЕТИНГОВИЙ АНАЛІЗ СТАРТАП-ПРОЕКТУ 
4.1 Опис ідеї проекту 
 
Таблиця 4.1 - Опис ідеї стартап-проекту 
Зміст ідеї Напрямки застосування Вигоди для користувача 
Сервіс який використовує 
машинне навчання для 
допомоги роботодавцям у 
процесі найму, шляхом 
обробки та ранжування 
резюме та пошуку серед 
кандидатів. 
1.Обробка резюме 
кандидатів 
1.Пошук кандидатів за 
різними ознаками 
2.Пошук кандидатів за 
різними ознаками 
2.Використання інформації 
про найм для постійного 
покращення результатів 
пошуку 
 
Таблиця 4.2 Технологічний аудит ідеї проекту 
№  
 
Техніко-еконо
мічні 
характери-тики
ідеї 
Продукція конкурентів 
W  
(слабка 
сторона) 
N  
(нейтральн
а сторона) 
S  
(сильна 
сторона) 
Мій  
проект Ideal Avrio 
Entelo  
1 
Розпізнаванн
я ознак із 
різних 
форматів 
резюме 
Повільн
а 
Швидк
а 
Середня 
Середн
я 
Вірогідніс
ть втрати 
деяких 
ознак 
Простота 
архітекту
ри 
Накоп
иченн
я 
інфор
мації в 
одном
у місці 
2 
Гнучкий 
інструмент 
пошуку за 
ознаками 
Наявна Наявна Наявна Наявна 
Швидкість 
роботи 
залежить 
від 
потужност
ей системи 
Оптимізо
вана 
робота 
через 
веб-дода
ток 
Гнучк
а мова 
запиті
в 
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Закінчення таблиці 4.2  
3 
Перерозподі
л рейтингу 
кандидатів 
згідно з 
рішень про 
найм 
Наявна Наявна Наявна Наявна 
Швидкість 
роботи 
залежить 
від 
потужност
ей системи 
Простота 
архітекту
ри 
Перер
озподі
л 
рейти
нгу 
після 
додат
кової 
інфор
мації 
4 
Використанн
я існуючих 
даних для 
навчання 
Наявна Немає Наявна Наявна 
Повільна 
обробка 
великої 
кількості 
даних 
Простота 
архітекту
ри 
Викор
истан
ня 
існую
чих 
рішен
ь про 
найм 
для 
навча
ння 
5 
Пошук 
кандидатів із 
сторонніх 
систем 
Немає Наявна Наявна Немає 
- - - 
6 Чат бот Немає Немає Наявна Наявна - - - 
 
 
Таблиця 4.3. Технологічна здійсненність ідеї проекту 
№ Ідея  проекту 
Технології  
її реалізації 
Наявність  
технологій 
Доступність 
технологій 
1 Ранжування 
кандидатів 
Алгоритми LTR Наявні Доступні 
2 
Обробка 
резюме 
кандидатів 
Парсинг/обробка 
резюме 
Наявні Доступні 
Обрана технологія реалізації ідеї проекту:1,2 
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Висновок: технологічна реалізація продукту – можлива, вибрана технологія        
№1 та №2 
4.2 Аналіз ринкових можливостей запуску стартап-проекту 
Таблиця 4.4. Попередня характеристика потенційного ринку  
№  Показники стану ринку Характеристика 
1 Кількість головних гравців, од  3 
2 Загальний обсяг продаж, грн./ум.од - 
3 Динаміка ринку Зростає 
4 Наявність обмежень для входу Велика кількість вхідних даних для навчання 
системи 
5 Специфічні вимоги до стандартизації 
та сертифікації 
Вимоги до обробки персональних даних 
6 Середня норма рентабельності в галузі 
або по ринку, % 10% 
Висновок: ​враховуючи кількість головних гравців по ринку,       
зростаючу динаміку ринку, невелику кількість конкурентів та середню норму         
рентабельності можна зробити висновок, що на даний момент, ринок для          
входження стартап-продукту є привабливим. 
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Таблиця 4.5. Характеристика потенційних клієнтів стартап-проекту  
№ Потреба, що формує ринок Цільова аудиторія 
Відмінності у 
поведінці 
цільових груп 
клієнтів 
Вимоги споживачів до 
товару 
1 
Обробка великої 
кількості резюме та 
пошук серед них за 
багатьма запитами 
Рекрутингові 
компанії 
Орієнтація на 
пошук людей за 
певними ознаками 
1) Розпізнавання ознак 
із різних форматів 
резюме 
2)Гнучкий інструмент 
пошуку за ознаками 
3)Перерозподіл 
рейтингу кандидатів 
згідно з рішень про 
найм 
4)Використання 
існуючих даних для 
навчання 
2 
Пошук кандидатів 
на конкретні 
позиції серед 
великої кількості 
резюме 
Звичайні компанії Орієнтація на 
якість результатів 
пошуку 
 
Таблиця 4.6. Фактори загроз 
№ Фактор Зміст загрози Можлива реакція компанії 
1 Конкуренти 
Наявність конкурентів 
котрі надають схожі 
рішення 
Зменшення ціни на поставлену 
послугу; 
Розробка унікальних характеристик 
товару; 
Надання ліцензій на обслуговування, 
підтримку 
2 
Кошти на розробку 
та підтримку 
продукту 
Закінчення грошей та 
недостатнє 
фінансування 
Залучення додаткових інвесторів, 
мотивація роботи на перспективу; 
Ітеративна розробка продукту задля 
покрокового виведення продукту на 
ринок та отримання відповіді 
користувачів 
3 Вихід аналогу 
Вихід аналогу даного 
товару може призвести 
до знецінення та 
безідейності даного 
товару 
Вихід товару на ринок в коротші 
строки з не повною, але достатньою, 
функціональністю для зацікавлення 
усіх цільових аудиторій;  
Проведення рекламної компанії 
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Таблиця 4.7. Фактори можливостей 
№ Фактор Зміст можливості Можлива реакція компанії 
1 Новий продукт 
Вихід на ринок,  
Зменшення монополії, 
Надання нових рішень 
у сфері  
Розробка нової функціональності; 
Вихід нової продукції на ринок; 
Надання різноманітних типів ліцензій в 
залежності від потреб користувача \ 
замовника. 
2 Вихід аналогу 
Надати продукт з 
певними 
характеристиками та 
можливостями що 
відсутні у компаній 
конкурентів 
Аналіз ринку та користувачів задля 
задоволення їх потреб та надання 
функціональності у найкоротші строки 
за ціну, котра є дешевшою ніж у 
продуктів-замінників. 
3 Зворотній зв’язок від користувачів 
Можливість отримання 
необхідної інформації 
для вдосконалення 
продукту  
Наявність вхідних даних та реакція на 
них з боку команди розробників задля 
задоволення потреб та бажань кінцевих 
користувачів системи кешування 
даних. 
4 Грошова винагорода за рекламу 
При достатньому 
попиту на систему 
кешування даних 
можлива 
комерціалізація 
продукту на основі 
реклами задля 
отримання грошової 
винагороди для 
подальшого розвиту 
продукту та оплати 
заробітної плати 
працівникам 
Точкова комерціалізація продукту; 
Введення реклами; 
Ведення додаткових коштів у проект 
задля його подальшого розвитку. 
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Таблиця 4.8 Ступеневий аналіз конкуренції на ринку 
№ 
Особливості 
конкурентного 
середовища 
В чому проявляється дана 
характеристика 
Вплив на діяльність підприємства 
(можливі дії компанії, щоб бути 
конкурентоспроможною) 
1 
Тип 
конкуренції: 
монополістичн
а 
Товар від кожної компанії на 
ринку, являється 
недосконалим замінником 
товару, реалізованого іншими 
фірмами; 
На ринку є умови для входу 
та виходу; 
Ціна корелює між 
суперниками; 
Розробка продукту з 
характеристиками, які покривають 
сфери вживання що не покривають 
інші товари-замінники; 
Кореляція цін у відповідності до 
товарів замінників; 
Різни типи ліцензій. 
2 
Рівень 
конкурентної 
боротьби: 
світовий 
Всі продукти замінники 
розроблялись 
інтернаціональними 
командами з різних куточків 
світу, продукти не належать 
до певної держави, а 
належать команді 
розробників 
Вихід на ринок збуту продукту з 
клієнто-необхідною функціональністю; 
Налагодження маркетингу на основних 
Інтернет ресурсах задля охоплення 
великої кількості потенційних 
користувачів; 
Надання бета-версій продукту. 
3 
Галузева 
ознака: 
внутрішньогал
узева 
Даний тип продукту може 
використовуватися тільки у 
сфері розробки ІТ додатків \ 
продуктів  
Надання зручного, інтуїтивно 
зрозумілого інтерфейсу; 
Підтримка всім відомих методів 
взаємодії з середовищем розробки; 
Наявність документації та он-лайн 
підтримки. 
4 
Конкуренція 
за видами 
товарів: 
товарно-видов
а 
Дана конкуренція – 
конкуренція між товарами 
одного виду. 
Впровадження функціональності яка 
відсутня у товарів-замінників; 
Спрощення інтерфейсів; 
Надання підтримки. 
5 
Характер 
конкурентних 
переваг: 
цінова та не 
цінова 
Цінові переваги – точкова 
комерціалізація;  
Не цінова – надання 
функціональності, що 
відсутня у 
товарах-замінниках. 
Надання платних ліцензій лише на 
критично важливу функціональність 
для клієнта з певним строком 
підтримки, що зазначена у відповідній 
ліцензії; 
Впровадження унікальної 
функціональності. 
6 
За 
інтенсивністю: 
марочна 
Наявність унікального знаку 
що відрізняє даний продукт 
від продуктів-замінників 
Впровадження власної назви та 
власного знаку. 
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Таблиця 4.9 Аналіз конкуренції в галузі за М. Портером 
Складові 
аналізу 
Прямі 
конкуренти в 
галузі 
Потенційні 
конкуренти 
Постачаль
ники Клієнти 
Товари-замінни
ки 
Ideal Avrio, Entelo  -  - 
Висновки 
Надає схожу 
функціональні
сть з обробки 
резюме, та 
дещо відмінну 
функціональні
сть пошуку 
Нема 
інформації 
щодо їх 
присутності на 
нашому ринку 
- 
Клієнти 
задають умови 
за якими треба 
оптимізувати 
обробку даних 
та пошук. 
Мають доступ 
до “реальних” 
даних для 
навчання 
- 
Проаналізувавши можливості роботи на ринку з огляду на конкурентну         
ситуацію можна зробити висновок: оскільки кожний з існуючих продуктів не          
впливає у великій мірі на поточну ситуацію на ринку в цілому, кожний з             
існуючих продуктів має свою специфічну сферу використання та свої         
позитивні та негативні сторони щодо рішення певних типів задач, то робота           
та вихід на даний ринок є можливою і реалізованою задачею [23].  
Для виходу на ринок продукт повинен мати функціонал що відсутній у           
продуктів-аналогів, повинен задовольняти потреби користувачів, мати      
необхідний та достатній функціонал з конфігурування, підтримку зі сторони         
розробників та можливість розробки спеціального функціоналу за       
відповідною ліцензією. 
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Таблиця 4.10 Обґрунтування факторів конкурентоспроможності  
№ Фактор конкурентоспроможності Обґрунтування 
1 Особливість ринку Усі конкуренти є зарубіжними компаніями які не орієнтуються на наш ринок 
2 Ціна Будучи малою компанією мі зможемо запропонувати більш низьку ціну 
3 Функціональність 
Система надає відмінний від конкурентів набор 
функціональності у галузі обробки, ранжування 
резюме та пошук серед них 
4 Зручність 
Система повинна бути зручною для введення та 
обробки інформації для того щоб не потребувати 
додаткового навчання персоналу 
5 Оптимізація 
Якщо додаток буде дуже часто видавати 
помилки при роботі, то користувачі не будуть 
вважати додаток надійним. 
6 Технічна підтримка 
Якщо технічна підтримка компанії буде 
працювати  своєчасно та швидко, то це 
допоможе зберегти репутацію компанії на 
відміну від конкурентів, де їй не приділяють 
увагу. 
7 Приватність 
При обробці можуть бути присутні персональні 
дані, потрібно дотримуватись певних стандартів 
для їх обробки та зберігання. 
Таблиця 4.11 Порівняльний аналіз сильних та слабких сторін системи 
кешування мало змінних даних 
№ 
Фактор 
конкурентоспроможнос
ті 
Бали 
1-20 
Рейтинг товарів-конкурентів у порівнянні з 
запропонованим 
-3 -2 -1 0 +1 +2 +3 
1 Особливість ринку 15 Avrio Entelo  Ideal     
2 Ціна 8   Avrio Ideal Entelo    
3 Функціональність 5    Entelo  Ideal Entelo   
4 Зручність 5   Entelo  Ideal Avrio   
5 Оптимізація 10    Ideal Entelo    
6 Технічна підтримка 15  Avrio Entelo  Ideal    
7 Приватність 15  Avrio Ideal Entelo     
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Таблиця 4.12 SWOT аналіз стартап-проекту 
Сильні сторони (S): 
– Новизна на нашому ринку 
– Можливість клієнтів використати 
свої існуючі дані (резюме, рішення 
про найм) для поліпшення 
рекомендацій 
– Можливість запропонувати нижчу 
ціну 
Слабкі сторони (W): 
– Відсутність початкових “реальних” 
даних для тренування системи 
– Відсутність інтеграції із сторонніми 
системами 
Можливості (O): 
– Зайняти нішу на нашому ринку за 
рахунок відсутності конкурентів 
– Використовувати відгуки клієнтів 
для розвитку продукту 
Загрози (T): 
– Втрата даних за рахунок 
ненормованості форматів резюме 
– Помилкові судження про значущість 
певних ознак алгоритмом 
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Таблиця 4.13 Альтернативи ринкового впровадження стартап-проекту 
        Альтернатива (орієнтовний 
комплекс заходів) ринкової 
поведінки 
      Ймовірність отримання 
ресурсів  Строки реалізації 
  Безкоштовне надання певного 
функціоналу у користування 
споживачам на обмежений 
термін або на обмежену кількість 
оброблених даних 
    Головний ресурс – люди, 
даний ресурс - наявний 4-6 місяці 
Реклама     Залучення власних коштів для реклами товару 1-2 місяці 
         Написання статей та опис 
товару на відомих ресурсах  
  Головний ресурс – час, 
даний ресурс - наявний 2-3 тижні 
  Презентація товару на хакатонах 
й інших ІТ заходах 
    Ресурс – час та гроші для 
участі, наявні 1-3 місяці 
 
4.4 Розроблення ринкової стратегії проекту 
Таблиця 4.14 Вибір цільових груп потенційних споживачів 
   № 
 Опис профілю 
цільової групи 
потенційних 
клієнтів 
      Готовність 
споживачів 
сприйняти 
продукт 
   Орієнтовний 
попит в межах 
цільової групи 
(сегменту) 
  Інтенсивність 
конкуренції в 
сегменті 
      Простота 
входу у 
сегмент 
   1  Рекрутингові компанії Середня Середня Висока Середня 
  2  Звичайні компанії Середня Середня Висока Висока 
 Які цільові групи обрано: групу 1 
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Відповідно до проведеного аналізу можна зробити висновок, що        
підходящою цільовою групою для розповсюдження даного програмного       
продукту є рекрутингові компанії/агенції, та звичайні компанії в цілому та          
будь-які підприємства котрі працюють з великим обсягом працівників.        
Відповідно до стратегії охоплення ринку збуту товару обрано стратегію         
масового маркетингу, оскільки для підприємств, ІТ працівників та ІТ         
компаній у цілому надається стандартизований продукт з можливістю        
розширення функціональності за домовленістю (відповідно до ліцензії).  
 
Таблиця 4.15 Визначення базової стратегії розвитку 
           Обрана 
альтернатива 
розвитку проекту 
 Стратегія охоплення 
ринку 
           Ключові 
конкурентоспроможні 
позиції відповідно до 
обраної альтернативи 
   Базова стратегія 
розвитку 
Надання 
функціональності 
що відсутня у 
товарів-замінників, 
підтримка клієнтів 
 Проведення реклами, 
освітлення 
унікальної 
функціональності 
через інтернет 
ресурси та інші 
канали, контакт 
напряму з 
споживачами; 
         формування 
лояльності і 
прихильності 
споживачів 
         Зниження ступеню 
заміщення товару; 
     Прихильність клієнтів; 
        Відмітні властивості 
товару; 
  Відмітні характеристики 
товару; 
    Стратегія  
 диференціації 
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Таблиця 4.16 Визначення базової стратегії конкурентної поведінки 
Чи є проект 
«першопрохідцем» 
на ринку 
    Чи буде компанія 
шукати нових 
споживачів, або 
забирати існуючих у 
конкурентів? 
       Чи буде компанія 
копіювати основні 
характеристики товару 
конкурента, які? 
           Стратегія 
конкурентної 
поведінки 
Ні, оскільки є 
товари-замінники, 
але дані товари 
замінники не мають 
деякого необхідного 
функціоналу 
   Так, ціль компанії 
знайти нових 
споживачів та, 
частково, забрати 
існуючих у 
конкурентів задля 
задоволення потреб 
останніх 
       Компанія частково 
копіює характеристики 
товару конкурента, 
основна ціль компанії 
розробка нового 
унікального 
функціоналу, з 
підтримкою основного 
функціоналу 
конкурентів 
  Стратегія заняття 
конкурентної ніші 
Таблиця 4.17 Визначення стратегії позиціонування 
№ 
 Вимоги до товару 
цільової аудиторії 
    Базова стратегія 
розвитку 
Ключові 
конкурентоспроможн
і позиції власного 
стартап-проекту 
    Вибір асоціацій, які 
мають сформувати 
комплексну позицію 
власного проекту 
1 Розпізнавання 
ознак із різних 
форматів резюме 
Диференціація Можливість 
обробляти різні 
формати резюме 
Спроможність легко 
вивчати резюме 
2 Гнучкий 
інструмент 
пошуку за 
ознаками 
Диференціація Можливість будувати 
запити за потрібними 
ознаками 
Гнучкий пошук 
3 Перерозподіл 
рейтингу 
кандидатів згідно з 
рішень про найм 
Диференціація Можливість 
навчатися за 
інформацією про 
результат найму 
Навчання за даними 
4 Використання 
існуючих даних 
для навчання 
Заняття 
конкурентної ніші 
Можливість 
використовувати 
існуючі дані клієнта 
Обробка існуючих 
даних 
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Відповідно до проведеного аналізу можна зробити висновок, що        
стартап-компанія вибирає як базову стратегію розвитку – стратегію        
диференціації, як базову стратегію конкурентної поведінки – стратегію        
заняття конкурентної ніші. 
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4.5 Розроблення маркетингової програми стартап-проекту 
Таблиця 4.18 Визначення ключових переваг концепції потенційного товару 
№ Потреба           Вигода, яку пропонує товар 
    Ключові переваги перед конкурентами 
(існуючі або такі, що потрібно створити) 
 1  Аналіз великої кількості інформації 
 Обробка та аналіз 
резюме 
 Виявлення ознак за алгоритмом без чіткої 
структури даних 
 2 
  Пошку кандидата 
за певними 
характеристиками 
 Пошук за різними 
запитами  Гнучка мова запитів 
Таблиця 4.19 Опис трьох рівнів моделі товару 
 Рівні товару Сутність та складові 
 1. Товар за 
задумом 
Система автоматичного оцінювання кандидатів для роботодавців 
  2. Товар у 
реальному 
виконанні 
 Властивості/характеристики М/Нм Вр/Тх/Тл/Е/Ор 
           Швидкість роботи Нм           Тх 
               Оптимізація Нм           Тх 
           Ціна Нм           Е 
          Документація Нм             Тл 
        Технічна підтримка Нм Тх 
Приватність Нм Тх 
Налаштування під 
користувача 
Нм Ор 
   Пакування:  
3. Товар із 
підкріпленням 
   До продажу: наявна повна документація, акції на придбання декількох 
ліцензій,  знижки для певних сегментів на покупку товару 
   Після продажу: додаткова підтримка спеціалістів налаштування, підтримка 
з боку розробника 
   За рахунок чого потенційний товар буде захищено від копіювання: захист інтелектуальної 
власності, патент 
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В/Нв – відчутні/невідчутні; М/Нм – монотонні/немонотонні; Пр/Нпр –        
параметричні/непараметичні; Вр/Тх/Тл/Е/Ор – вартісні/ технічні/     
технологічні/ ергономічні/ органолептичні; О/К/С – обов'язкові/ кількісні/       
сюрпризні 
Таблиця 4.20 Визначення меж встановлення ціни 
Рівень цін на 
товари-замінники 
Рівень цін на 
товари-аналоги 
         Рівень доходів 
цільової групи 
споживачів 
    Верхня та нижня межі 
встановлення ціни на 
товар/послугу 
900– 1500грн./од. 1000 – 2000 грн./од. 10 000 – 30 000 грн./міс. 800 – 2000 грн./од. 
Таблиця 4.21 Формування системи збуту 
       Специфіка 
закупівельної 
поведінки цільових 
клієнтів 
    Функції збуту, які 
має виконувати 
постачальник товару 
Глибина каналу збуту     Оптимальна система 
збуту 
      Усі види клієнтів 
будуть купувати 
продукт за 
допомогою ліцензій 
на користування 
Надання можливості 
завантаження 
додатку 
2 рівня (посередник + 
клієнт) Роздріб 
Таблиця 4.22 Концепція маркетингових комунікацій 
№ 
   Специфіка 
поведінки 
цільових 
клієнтів 
       Канали 
комунікацій, 
якими 
користуються 
цільові клієнти 
       Ключові 
позиції, обрані 
для 
позиціонування 
       Завдання 
рекламного 
повідомлення 
     Концепція 
рекламного 
звернення 
 1 Рекрутенгові 
комапанії 
Виставки,  
конференції 
Обробка великої 
кількості 
резюме 
Показати 
можливість 
користування 
продукцією  
Рекламне 
звернення 
спрямовано до 
потенційних 
клієнтів, де 
показуються 
плюси 
користування 
системою 
 2 Звичайні  компанії 
Пошук за 
конкретними 
ознаками 
Пока
перспект
Користува
 систе
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Як результат було створено ринкову (маркетингову) програму, що        
включає в себе визначення ключових переваг концепції потенційного товару,         
опис моделі товару, визначення меж встановлення ціни, формування системи         
збуту та концепцію маркетингових комунікацій. 
Висновки по розділу 
В четвертому розділі описано стратегії та підходи з розроблення         
стартап-проекту, визначено наявність попиту, динаміку та рентабельність       
роботи ринку, як висновок було вказано що існує можливість ринкової          
комерціалізації проекту. Розглянувши потенційні групи клієнтів, бар’єри       
входження, стан конкуренції та конкурентоспроможність проекту було       
встановлено що проект є перспективним. Розглянуто та вибрано        
альтернативу впровадження стартап-проекту та доведено доцільність      
подальшої імплементації проекту. 
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ВИСНОВКИ 
Процес пошуку та найму кандидатів присутній у кожній галузі, та є           
актуальною проблемою де потрібно аналізувати багато інформації. Система        
яка може інтелектуально обробляти велику кількість резюме, та видавати         
релевантні документи на запити рекрутера дозволяє підвищити       
продуктивність та полегшити роботу із великим потоком кандидатів. 
В магістерській дисертації було зроблено аналіз існуючих методів        
ранжування даних, розглянуто використання цих методів в існуючих        
системах та представлено оцінку ранжування. Було розглянуто підхід для         
розробки системи ранжування, метою якої є обробка та оцінка кандидатів,          
для знаходження найкращих кандидатів на відповідний запит​.  
Системи ранжування мають високі перспективи, бо при тривалому їх         
використанні вони спроможні навчатися за рахунок постійного надходження        
нової інформації, в нашому випадку рекрутер, після знаходження кандидата         
та отримання рішення про найм вносить цю інформацію для перерозподілу          
рейтингу на основі нових даних. 
Варто зазначити що якість таких систем прямо залежить від кількості          
та якості даних для навчання, оскільки ці дані часто можуть бути власністю            
компаній та можуть містити персональні дані, їх не легко знайти. У цій            
роботі було використано тестові набір даних який базується на реальних,          
методи розроблені для первинної обробки та алгоритми навчання        
передбачають неоднорідну структуру даних та повинні працювати на будь         
якому наборі даних. 
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