As an effective method, the embedded hidden Markov model (E-HMM) has been widely used in pattern recognition. On applying the E-HMM to face recognition, the performance heavily depends on the selection of model parameters. Aiming at the problem of model selection, a selective ensemble of multi E-HMMs based face recognition algorithm is proposed. Experimental results illustrate that compared with the traditional E-HMM based face recognition algorithm the proposed method cannot only obtain better and more stable recognition performance, but also achieve higher generalization ability.
Introduction
With the rapid development of IT industry, information security has received substantial attention from both researcher communities and the market. Therefore expeditious and effective automatic identity authentication technique is demanded urgently. Such physiological and behavior characteristics as face, fingerprint, iris, gait and handwriting are utilized as features of identity distinguishing, because they have self-stability and individual differences. Among the existing biological identification techniques, face recognition has become the most popular method because of its friendly interface and understanding ability. Research on face recognition began in 1960s.
2 There are two main methods in early period, 3 one is based on geometrical local feature 1, 4 and another based on holistic template. 5 The comparison study of the two methods by R. Brunelli 5 indicates that the first method is fast and small memory required with a lower recognition rate, while the second one is slow and large memory required with a higher recognition rate. In recent years a lot of new methods are presented, for example, the K-L transform based method, 6 the elastic bunch graph matching based method, 7 neural network based method, 8 Hausdorff distance based method 9 and the hidden Markov model (HMM) 10 based method, among which the HMM attracts more and more attention because of its effectiveness for face recognition and facial expression recognition.
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The basic theory of HMM is founded by Baum at the end of 1960s. [16] [17] [18] After 1980s, the HMM is well known and applied in speech and printing recognition successfully. The earliest HMM of face is built by F. Samaria in 1994. 19 It is a onedimensional model using pixel-intensity as the observation vectors. Later, a kind of HMM with two-dimensional discrete cosine transform (2D-DCT) coefficients as observation vectors are proposed by Nefian, 20 which can be used more effectively in scale invariant systems and offer a more flexible framework for face recognition. However, the image is a two-dimensional (2D) array so HMM may lose a lot of spatial information. 2D-HMM is proposed for face recognition 21 as an enhanced version of HMM. But its application is limited due to high computational complexity and memory requirement. Then the embedded HMM (E-HMM) is introduced for face recognition by Nefian. 22 The E-HMM not only can extract main information of the 2D images, but is also robust for pose and environment variation with a receivable complexity. However, the E-HMM with different parameters will generate different information expression and recognition performance, so reasonable selection of model parameters turns into an urgent problem. Aiming at this, a new face recognition algorithm is proposed based on E-HMM and selective ensemble strategy. By selecting many accurate and diverse models, the sensitivity of recognition performance to E-HMM is depressed and the generalization ability of the face recognition algorithm is improved.
E-HMM Based Face Modeling and Recognizing

E-HMM based face modeling
E-HMM is composed of a series of super states in vertical and embedded states in horizontal direction. These states are non-observable and we can only obtain observation vectors, O = {o x,y }, generated by them, where o x,y represents the observation vector at the xth row and yth column (1 ≤ x ≤ X; 1 ≤ y ≤ Y ), X and Y are the number of observations in vertical and horizontal direction respectively. The model is denoted as λ = (Π, A, Λ) and parameters are described as: In this paper, B i is a finite mixture of the form:
where K is the number of mixture components, each of which is described by the Gaussian probability density functions The traditional E-HMM for face image is shown in Fig. 1 right and top to bottom. The overlap between adjacent windows is ∆ x in vertical direction and ∆ y in horizontal direction. 19 The lower frequency coefficients of each window's 2D-DCT serve as observation vectors and they are determined by the parameters P × L, ∆ x × ∆ y , N 2D−DCT . Hereby, the observation vectors can be denoted as:
The E-HMM based face recognition
According to the given parameters:
and K, the E-HMMs are trained as follows 23 :
• The observation vector sequence O is partitioned to initialize the parameters of the E-HMM. First the overall sequence is segmented into N s super states from top to down, and then each super state is uniformly segmented into N i sub-states from left to right;
• During the iterative model training procedure, the uniform segmentation is replaced by the partition of a doubly embedded Viterbi algorithm. The super state probability together with the super state transition probabilities and the initial super state probability are used to calculate P (O |λ ) with Forward-Backward algorithm; • The model parameters are estimated by a 2D extended segmental K-means algorithm, and the model parameters are obtained by the following equations. 
• When the output likelihood value of the doubly embedded Viterbi algorithm is less than a pre-specified threshold, the iteration will be stopped and the model is obtained.
The E-HMMs for training images are acquired according to the above procedure and we make use of them to perform the recognition of probe images. After extracting an observation sequence for a probe face image, the probability of the observation sequence with each trained E-HMM is computed via the doubly embedded Viterbi algorithm. The model with the highest likelihood is selected and this model reveals the identity of the probe face, which is shown as Eq. (6) .
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The Proposed Face Recognition Algorithm Based on E-HMM and Selective Ensemble
A good machine learning or pattern classification system should have a strong generalization ability, which means the ability to recognize or process the unknown things using the obtained knowledge and techniques. Therefore, generalization ability is always the ultimate problem concerned about in machine learning. Ensemble learning is a new machine learning technique developed in last decades, where results of many algorithms are jointly used to solve a problem. The ensemble learning cannot only improve the classification or recognition accuracy, but also obviously improve the generalization ability of the learning system. So it is regarded as one of the fourth fundamental research topics in recent years. 
Selective ensemble
It is well known that ensemble learning of multiple classifiers can achieve stronger generalization ability than the single classifier. Hereby, is it better with more individual classifier? The answer is negative. The more classifiers lead to larger complexity and storage; on the other hand, when the number of classifiers is increased, the difference between them will be hard to get. Aiming at this problem, the concept of "selective ensemble" is proposed by Zhi-Hua Zhou. 25 Later research [26] [27] [28] proves that ensemble constructed with partial higher accurate and diverse classifiers is better. This means that good performance can be achieved by middle or small scale selective ensemble. Here we discuss the selective ensemble of the E-HMMs to improve the generalization ability. Usually, different models constructed with different parameters describe the different characteristics of the face. For example, the smaller sampling windows emphasize the local information, while the larger ones pay attention to the global information. Based on the idea of "Many could be better than all", 25 for the model ensemble, it is the more the better, but need to select diverse models with higher accuracy to ensemble. Therefore, a novel face recognition algorithm is proposed based on E-HMM and selective ensemble, and the scheme is shown in Fig. 3 . The algorithm is divided into two parts: the first part is training module, which trains n models and selects m divers models with higher accuracy for selective ensemble; the second section is the ensemble module, which is used to ensemble the m selected models for face recognition. In Fig. 3, M 1 , M 2 , . . . , M n are models of faces with different parameters, denoted as M = (O; λ), where
is the feature information of the model; λ = (Π, A, Λ|N s , N i , K) is the structure information of the model. Therefore, model M is determined by the above six groups of parameters. 
The selective ensemble algorithm of E-HMMs
A selective ensemble of E-HMMs is proposed in this section. Given a database with L face images, each person has l images, which consists of l 1 gallery images and l 2 probe images. The detailed algorithm is given as follows:
• Suppose n models {M 1 (a) ε t is the number of faces wrongly recognized by the models in S; (b) For each model M i ∈ Z, calculate the number of the probe faces that are recognized correctly by M i and wrongly by at least one of the models in S. The number is denoted as ς i which reflects the error correction ability of M i . The model M k rectifying most images is selected. Actually, there may be several models having the same ability of error correction; therefore, recognition rate of each model should also be referred to and then model M k is selected based on the following rule:
where w 1 + w 2 = 1, and w 1 is the weight of face recognition rate, w 2 is the weight of the rectifying rate; 
The ensemble of E-HMM based face recognition algorithms
Using the m models {M 1 , M 2 , . . . , M m } to recognize faces in the following method. Suppose there are H person's images in database containing one image per person, when the probe image is input, the m selected models are used to calculate the likelihood of it belonging to each person and a likelihood matrix is resulted:
where the observation vector sequence of the probe image according to the model 
where r i is the recognition rate of the ith model. In order to determine the identity of a given image, the likelihood matrix P is transformed into binary matrix P d :
Then, the decision is made according to the following equation:
Experimental Results and Analysis
Experiments are conducted to demonstrate the effectiveness of the proposed method on the ORL (Olivetti Research Ltd) database, 29 which consists of 400 gray images composed of 40 people's face, and 10 images for each person. The images are at the resolution of 92 × 112 pixels, 8-bit gray levels. For each subject, 5 images were selected randomly as gallery images in training, the left ones are used as probe images, so sample set A is gained. Then swap the gallery and probe images, sample set B is obtained. Both A and B are utilized to determine E-HMMs of faces for ensemble. The sample sets C, D, and E are selected from ORL database, 5 images were selected randomly as gallery images for each subject, the left 5 images are probe images. C, D and E are different from A and B.
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In experiment, the number of people is L = 40, the number of images for each person is l = 10, and number of gallery images is l 1 = 5, the number of probe images is l 2 = 5. The model set is Ω = {M 1 , M 2 , . . . , M 2000 }, the range of parameters is set as follows: sampling window size: 2 × 2 ≤ P × L ≤ 31 × 31, sampling step:
In model selection module, the weight of face recognition rate is w 1 = 0.05, and the weight of rectifying rate is w 2 = 0.95.
Experiment of face recognition based on single model
In this subsection, the N models of Ω are used to recognize the sample set C, D and E, and the model recognizing each sample set optimally is denoted as M C , M D and M E . Model M W was randomly selected from Ω. The widely used model in 19, 22, 23 is denoted as M T , and it is used as a reference model. Parameters of the above models are shown in Table 1 .
For the given ORL database, the recognition rates of above five models are shown in Table 2 , and the result indicates that:
• For a sample set, the performance of different models is various and may be greatly different, for example, in the sample set D, discrepancy between the recognition rate of model M D and model M W actually reaches to 54%. This is because different models can express a type of feature information in varying degrees, which leads to different recognition rate.
• The performance of each model, such as M C , M D and M E , is optimal only for some certain dataset. This means that each model specializes in expressing a type of feature information rather than all features and the generalization ability of single model is not strong enough. are formed by unequally weighting the models. Sample sets C, D and E are recognized by these four models. The result is shown in Table 3 .
From the experiment results of Table 3 , some facts can be found:
• With average weighting in both model sets M A and M B , it cannot reach the optimal performance of single models, like M C , M D and M E in Table 2 . It is difficult to achieve expecting results by integrating E-HMMs based on average weighting; • No matter in M A or M B , result of unequal weighting method is obviously better than that of average weighting method and single models. Therefore, E-HMM ensemble based on unequal weighting method is able to express the face information more effectively and achieve better recognition results.
Comparison experiment of face recognition algorithms
To verify the stability and generalization ability of the proposed algorithm, the selective ensemble of model sets M A and M B with unequal weighting is tested respectively on dataset C, D and E. The single model M C , M D , M E and M T are employed as benchmarks. The recognition results are presented in Table 4 . Several interesting conclusions can be achieved from Table 4 : • For all the sample sets, the recognition rate of the proposed algorithm in this paper is higher than that of the traditional algorithms based on E-HMM. It is obvious that the E-HMM common used is not universally applicable. On the other hand, although the method using single E-HMM leads to recognition rate equal to or reducing by no less than 0.5% of that resulting from the proposed algorithm, we could not forecast which model's generalization ability is better in actual application, so it is necessary to integrate single models rather than selecting a model among these ones; • The model ensemble method obtains higher recognition rate than single models, with lower variance, which shows that the proposed method leads to better and more stable recognition performance, that is to say, it can deal with new data with higher accuracy, and has strong generalization ability. This means that the proposed algorithm makes good use of recognition and error correction ability of each single model, and these component models are complemented with each other so as to improve recognition results.
Except for methods based on E-HMM, there are many popular approaches for face recognition. To further evaluate the proposed algorithm, it is compared with Eigenface, 30 Fisherface, 31 Laplacianfaces 32 and convolutional neural network (CNN), 33 whose best results are listed in Table 5 . It is obvious that average recognition rate of our methods is superior to that of others.
Conclusion
Based on the idea of selective ensemble, a multiple E-HMMs based face recognition algorithm is proposed in this paper, which solves the model selection problem in E-HMM to some extent. The experimental result shows that this algorithm achieves higher recognition rate and stronger generalization ability. That is to say, this algorithm has a stronger ability to deal with new data. Of course, the ensemble of multiple E-HMMs will lead to high computational complexity. Fortunately, the new algorithm is parallel virtually, which can be used to improve the efficiency by parallel computing.
