Approximate computing trades off accuracy of results for resources such as energy or computing time. There is a large and rapidly growing literature on approximate computing that has focused mostly on showing the benefits of approximation. However, we know relatively little about how to control approximation in a disciplined way.
Introduction
There is growing interest in approximate computing as a way of reducing the energy and time required to execute applications [2, 4, 49, 55, 63] . In conventional computing, programs are usually treated as implementations of mathematical functions, so there is a precise output that must computed for a given input. In many problem domains, it is sufficient to produce some approximation of this output; for example, when rendering a scene in graphics, it is acceptable to take computational short-cuts if human beings cannot tell the difference in the rendered scene.
In this paper, we focus on a class of approximate programs that we call tunable approximate programs. Intuitively, these programs have one or more knobs or parameters that can be changed to vary the fidelity of the produced output. These knobs might control the number of iterations performed by a loop [8, 44] , determine the precision with which floating-point computations are performed [46, 51] , or switch between precise and approximate hardware [16] ; for the purposes of this paper, the source of approximation does not matter so long as the fidelity of the output is changed by adjusting the knobs.
There is now a fairly large literature on this subject, some of which is surveyed in Section 2. Most of this work addresses what we call the forward problem in this paper: they show that for some programs, particular techniques such as skipping loop iterations or tasks, within limits, degrade output quality in an acceptable way while reducing energy or running time. Other work has focused on type systems and static analyses to ensure that computational short-cuts do not affect portions of the program that may be critical to correctness such as control-flow decisions or memory management [11, 34, 49] .
However, exploiting approximation effectively requires the solution to what we call the inverse problem in this paper: given a program with knobs that control execution parameters like the number of the iterations executed by a loop and a lower bound on output quality, how do we set the knobs optimally to minimize energy or running time? This is a classical optimal control problem. What makes the problem particularly difficult is that for most programs, optimal values of knob settings are very dependent on the values of inputs, as we show in Section 3, so auto-tuning, the standard parameter optimization technique used in computer systems, is not useful. This paper describes our published work on solving the inverse problem for tunable approximate programs [56] . Roughly speaking, given a permissible error for the output, we want to set the knobs to minimize computational costs, such as running time or energy, while meeting the error constraint. The work describes a solution to the proactive control problem for non-streaming programs that consist of components controlled by one or more knobs and in which the error and cost behaviors are substantially different for different inputs. Our approach is to treat the control problem as a constrained optimization problem in which an objective function such as energy is minimized, subject to constraints such as a lower bound on the acceptable output quality. The major challenge is that this formulation requires us to know the objective and constraint functions, but in general these are complex functions that we do not know and cannot write down in closed form. We deal with this by modeling these functions using machine learning techniques. The resulting Capri control system [56] , which is an example of open-loop control [3] , is fairly successful in controlling approximation in a principled way in complex applications from several domains including machine learning, image processing and graph analytics.
This paper extends the scope of our published work [56] , by first highlighting limitations of the existing control system, such as, potential lack of scalability, and neglecting the prediction error from cost and error models. We discuss follow up work to Capri that addresses these issues. A requisite for extending Capri is to reimplement the system in a scalable and modular fashion. This paper discusses our new implementation in detail to acquaint potential users with the internals of the Capri control system. We present approximation results with the new Capri implementation.
Related Work
Approximation opportunities in software and hardware. Loop perforation [55] explores skipping iterations during loop execution. Rinard explores randomly discarding tasks in parallel applications [43] . Rinard [44] and Campanoni et al. [10] explore relaxing synchronization in parallel applications. Karthik et al. explore different algorithmic level approximation schemes on a video summarization algorithm [58] . Samadi et al. develop methods to recognize patterns in programs that provide approximation opportunities [47] . These techniques could be used to provide knobs automatically and thus complement our work.
A distortion model using linear regression was used by Rinard to demonstrate the feasibility of their approximation techniques [43] . The results in this paper (Section 4.4) show that linear regression is not useful for modeling quality and cost.
Researchers have proposed several hardware designs for exploiting approximate computing [15, 16, 33, 41, 50, 54] . Our techniques can be useful in choosing how to most efficiently map programs onto such hardware and thus increase the effectiveness of such approaches.
Reactive control of streaming applications. In this problem, the system is presented with a stream of inputs in which successive inputs are assumed to be correlated with each other, and results from processing one input can be used to tune the computation for succeeding inputs. The Green System [4] periodically monitors QoS values and recalibrates using heuristics whenever the QoS is lower than a specified level. PowerDial [25] leverages feedback control theory for recalibration. Argo [20] is an autotuning system for adapting application performance to changes in multicore resources. SAGE [48] exploits this approach on GPU platforms. Fang et al. use simulated annealing to adjust the knob settings [17] . The problem considered in this paper is fundamentally different since it involves proactive control of an application with a single input rather than reactive control for a stream of inputs. However, the techniques described in this paper may be applicable to reactive control as well.
Auto-tuning. Auto-tuning explores a space of exact implementations to optimize a cost metric like running time; in contrast, the control problem defined in this paper deals with both error and cost dimensions. Several papers [2, 14] have extended the PetaBricks [1] auto-tuning system to include an error bound. Ding et al. group training inputs into clusters based on user-provided features, and auto-tuning is used to find optimal knob settings for each cluster for given error bounds [14] . For a new input, optimal knob settings for the same error bounds are determined by classifying the input into one of the clusters and using the predetermined knob settings for that cluster. Auto-tuning is used by Precimonious [46] to lower precision of floating point types to improve performance for a particular accuracy constraint.
The main difference between our approach and auto-tuning approaches is that our approach builds error and cost models that can be used to control knobs for any error constraint presented during the online phase, without requiring re-training. Since auto-tuning approaches do not build models, they do not have the ability to generalize their results from the constraints they were trained for to other constraints. Note that the clustering-classification approach can be combined with our approach by clustering the training inputs and building a different model for each cluster.
Programming language support. EnerJ [49] proposes a type system to separate exact and approximate data in the program. Rely [11] uses static analysis techniques to quantify the errors in programs on approximate hardware. Ringenburg et al. [45] developed tools for debugging approximate programs. None of these tools deal with controlling the tradeoff of error versus cost.
Error guarantees. Zhu et al. formulated a randomized program transformation which trades off expected error versus performance as an optimization problem [63] . However, their formulation assumes very small variations of errors across inputs, an assumption violated in all of our complex real-world benchmark applications. They also assume the existence of an a priori error bound for each approximation in the program and that the error propagation is bounded by a linear function. These assumptions make it hard to apply this approach to real-world applications. For example, we know of no non-trivial error bounds for our benchmarks. Chisel [34] extends Rely [11] to use integer linear programming (ILP) to optimize the selection of instructions/data executed/stored in approximate hardware. The ILP constraints are generated by static analysis, which propagates errors through the program. While they consider input reliability, i.e. the probability that an input contains errors, they do not deal with input sensitivity of the error function. Moreover, their error propagation method requires that the error function be differentiable and their static analysis technique cannot deal with input-dependent loops, which are common in our benchmarks and many other applications.
ApproxHadoop [21] applies statistical sampling theory to Hadoop tasks for controlling input sampling and task dropping. While statistical sampling theory gives nice error guarantees, the application of this technique is restricted. Mahajan et al. [29] uses neural networks to predict whether to invoke approximate accelerators or execute precise code for a quality constraint.
Analytic properties of programs. Several techniques exist to verify whether a program is Lipschitz-continuous [12] .
Smooth interpretation [13] can smooth out irregular features of a program. Given the input variability exhibited in our applications, analytic properties usually provide very loose error bounds and are not helpful for setting knobs.
Problem Formulation
We describe the formulation of the proactive control problem we use in this paper, justifying it by describing other reasonable formulations and explaining why we do not use them. To keep notation simple, we consider a program that can be controlled with two knobs K 1 and K 2 that take values from finite sets κ 1 and κ 2 respectively. We write K 1 : κ 1 and K 2 : κ 2 to denote this, and use k 1 and k 2 to denote particular settings of these knobs. The formulation generalizes to programs with an arbitrary number of knobs in an obvious way.
It is convenient to define the following functions.
• Output: In general, the output value of the tunable program is a function of the input value i, and knob settings k 1 and k 2 . Let f (i, k 1 , k 2 ) be this function. • Error/quality degradation: Let f e (i, k 1 , k 2 ) be the magnitude of the output error or quality degradation for input i and knob settings k 1 and k 2 . • Cost: Let f c (i, k 1 , k 2 ) be the cost of computing the output for input i with knob settings k 1 and k 2 . This can be the running time, energy or other execution metric to be optimized.
We formulate the control problem as an optimization problem in which the error is bounded for the particular input of interest. This optimization problem is difficult to solve, so we formulate a different problem in which the expected error over all inputs is less than the given error bound, with some probability. This gives the implementation flexibility in finding low-cost solutions.
One way to formulate the control problem informally is the following: given an input value and a bound on the output error, find knob settings that (i) meet the error bound and (ii) minimize the cost. This can be formulated as the following constrained optimization problem.
Problem Formulation 1. Given: • a program with knobs K 1 :κ 1 and K 2 :κ 2 , and • a set of possible inputs I.
For input i∈I and error bound >0, find k 1 ∈κ 1 , k 2 ∈κ 2 such that
In the literature, the constraint f e (i, k 1 , k 2 ) ≤ is said to define the feasible region, and values of (k 1 , k 2 ) that satisfy this constraint for a given input are said to lie within the feasible region for that input. The function f c (i, k 1 , k 2 ) is the objective function, and a solution to the optimization problem is a point that lies within the feasible region and minimizes the objective function.
For most tunable programs, this is a very complex optimization problem since the Pareto-optimal knob settings vary greatly for different inputs [56] . To get a sense of this complexity, consider the GEM benchmark, a graph partitioner for social network graphs [60] studied in more detail in Sections 4.4 and 6.1. Figure 1 shows the results of running GEM with a variety of inputs and different knob settings, and measuring the cost (running time of the program) and error of the output of the resulting programs. In this figure, each point represents the cost and error for a single input graph and knob settings combination; points that correspond to the same input graph are colored identically. It can be seen that even for a single input graph, there are many knob combinations that produce the same output error, and that these combinations have widely different costs.
For a given input graph and output error, we are interested in minimizing cost, so only the leftmost point for each such combination is of interest. Figure 2 shows these Pareto-optimal points for each input graph. Since these Pareto-optimal curves are very different for different inputs, it is difficult to produce the Pareto-optimal knob settings for a given input and output error without exploring much of the space of knob settings for a given input, which is intractable for non-trivial systems.
One way to simplify the control problem is to require only that the expected output error over all inputs be less than some specified bound . Since some inputs may be more likely to be presented to the system than others, each input can be associated with a probability that is the likelihood that input is presented to the system. This lets us give more weight to more likely inputs, as is done in Valiant's probably approximately correct (PAC) theory of machine learning [59] . Since the cost function is still a function of the actual input, knob settings for a given value of will be different in general for different inputs, but the output error will be within the given error bounds only in an average sense. In our approach, we consider a variation of this optimization problem, inspired by Valiant's work [59] , in which we are also given a probability π with which the error bound must be met. Intuitively, values of π less than 1 give the control system a degree of slack in meeting the error constraint, permitting the system to find lower cost solutions. This control problem can be formulated as an optimization problem as follows. • a program with knobs K 1 : κ 1 and K 2 : κ 2 ,
• a set of possible inputs I, and • a probability function p such that for any i ∈ I, p(i) is the probability of getting input i.
For an input i ∈ I, error bound > 0, and a probability 1 ≥ π > 0 with which this error bound must be met, find
If the term (j∈I)∧(fe(j,k1,k2)≤ ) p(j) (denoted by P e ( , k 1 , k 2 )) is greater or equal to π, then (k 1 , k 2 ) is in the feasible region for error bound . For future reference, we call this the fitness of knob setting (k 1 , k 2 ) for error ; intuitively, the greater the fitness of a knob setting, the more likely it is that it satisfies the error bound for the given ensemble of inputs. In the rest of the paper, we refer to Problem Formulation 2 as the "control problem."
Capri: Proactive Control for Approximate Programs
For the complex applications we are interested in, the error function f e (i, k 1 , k 2 ) and the cost function f c (i, k 1 , k 2 ) are non-linear functions of the inputs, and it is difficult if not impossible to derive closed-form expressions for them. Therefore, we use machine learning techniques to build proxies for these functions offline, using a suitable collection of training inputs. Figure 3 is an overview of the control system, which we call Capri. For a given program, the system must be provided with a set of training inputs, and metrics for the error/quality of the output and the cost. The offline portion of the system runs the program on these inputs using a variety of knob settings, and learns the functions f e and f c . These models are inputs to the controller in the online portion of the system; given an input and values of and π, the controller solves the control problem to estimate optimal knob settings. In the following, we describe the important modules of the Capri control system.
Error Model
The error model is a proxy for the fitness function P e ( , k 1 , k 2 ) and is used to determine whether a knob setting is in the feasible region. Intuitively, a knob setting is in the feasible region if the inputs for which the error is between 0 and have a combined probability mass greater than or equal to π. We use Bayesian networks [38] to determine this. A Bayesian network is a directed acyclic graph (DAG) in which each node represents a random variable in the model and each edge represents the dependence relationship between the variables corresponding to the nodes of its end points.
There are several ways to model the error probability distribution using a Bayesian network. We use a simple model in which each of the knobs and the error is modeled as a random variable and the output error depends on all of the knobs. The disadvantage of this simple model is that the size of the table for the output error is exponential in the number of knobs (see Section 5.1); however, it works well for the applications we have investigated. Our system allows new models for error to be plugged in easily into the overall framework (Section 5.1).
Cost Model
The cost model is the proxy for f c (i, k 1 , k 2 ). We model both the running time and total energy. For most algorithms, the running time can vary substantially for different inputs; after all, even for simple algorithms like matrix multiplication, the running time is a function of the input size. For complex irregular algorithms like the ones considered in this proposal, running time will depend not only the input size but also on other features of the input. For example, the running time of a graph clustering algorithm is affected by the number of vertices and edges in the graph as well as the number of clusters. Therefore, the running time is usually a complex function of input features and knob settings. Our system currently requires the user to specify what these features are.
We use M5 [42] , which builds tree-based models, to model the cost function f c . Input features and knob settings define a multidimensional space; the tree model divides this space into a set of subspaces, and constructs a linear model in each subspace. The division into sub-spaces is done automatically by M5, which is a major advantage of using this system. Intuitively, this model can approximate cost well because the running time does not usually exhibit sharp discontinuities with respect to knob settings.
Controller
The control algorithm must search the space of knob settings to find optimal knob settings, using the error and cost models as proxies for f e and f c respectively. Our system is implemented so that new search strategies can be incorporated seamlessly. This lets us evaluate model accuracy separately from search accuracy.
We evaluated two search algorithms: exhaustive search and Precimonious search [46] . If the error and cost models are not expensive to evaluate and each knob has a finite number of settings, we can use exhaustive search. We sweep over the entire space of knob settings, and for each knob setting, use the error model to determine if that knob setting is in the feasible region. The cost model is then used to find a minimal cost point in the feasible region. In a large search space, heuristics-based search is an effective way to trade-off search cost for quality of the result. Precimonious search, which is based on the delta-debugging algorithm [22] , is one such strategy. The algorithm starts with all knobs set to the highest values, and attempts to lower these settings iteratively. Precimonious can quickly prune the search space but the solution it finds may be a local minimum. Other search strategies can be implemented easily within Capri.
Results
We evaluate the control system on the following five complex applications: (i) GEM, a graph partitioner for social networks [60] , (ii) Ferret [5] , a content-similarity based image search engine, (iii) ApproxBullet [40] , a 3D physics game engine, (iv) SGDSVM [8] , a library for support vector machines, and (v) OpenOrd [31] , a library for two-dimensional graph layouts. We modified the code for these applications to permit control of approximations. These applications provide between two and five knobs that allow tuning tradeoffs between a user-specified quality metric in each case and the execution time or energy consumption. In addition, we did a blind test of the system using an unmodified radar processing application [24] , written by Hank Hoffmann at the University of Chicago.
Evaluation of the cost and error models. For each benchmark, we collected a set of inputs. To evaluate the error and the cost models, the inputs were randomly partitioned into training and testing subsets. We evaluated our control system for ranging from 0.0 to 1.0 and π ranging from 0.1 to 1.0. Training is done offline, so training time is not as important as the accuracy of the cost and error models. Training time obviously increases with the number of training inputs, but even for Ferret, which has the largest training set, it takes only 0.927 seconds to train the error model and Evaluating the accuracy of the cost model for a given application is straightforward: we sweep the space of test inputs and knob settings, and for each point in this space, we compare the running time predicted by the cost model with the actual execution time. The top charts in Figure 4 show the results for the applications in our test suite. In each graph, the x-axis is the predicted running time and the y-axis is the measured running time. If the cost model is perfect, all points should lie on the y=x line. Figure 4 shows that this is more or less true for Ferret and Radar. For GEM and SGD, the predicted time is usually less than the actual execution time, and for Bullet and OpenORD, the over-predictions and under-predictions are more or less evenly distributed. Radar implements a regular algorithm in which running time depends on the size of the input. In contrast, GEM and OpenORD implement complex graph algorithms, so they are more irregular in their behavior.
Predicted Fitness Measured Fitness
Estimating the accuracy of the error model has to be more indirect since the model does not make error predictions for individual inputs but only for an ensemble of inputs I. The error model is a proxy for the fitness function P e ( , k 1 , k 2 ). This proxy is constructed during the training phase by letting I be the set of training inputs. One way to evaluate the accuracy of this proxy is to construct another proxy by letting I be the set of test inputs. If the model is accurate, these two proxy functions, which we call the predicted fitness and measured fitness, will be equal.
The bottom charts of Figure 4 show the results of this experiment. The x and y axes in each graph are the predicted and measured fitness respectively. We sweep over the space of (discretized) error values and knob settings, and for each point in this space, we evaluate the two proxy functions and plot the point in the graph. We see that the error model is very accurate for Bullet, Ferret and Radar, and less so for the other three benchmarks. For GEM and SGD, most of the points lie above the y=x line, which means that the predicted fitness is usually less than the actual fitness. Therefore, the feasible region determined by using the model may be smaller than the actual feasible region.
It is important to note that since the error and cost models are used only to rank knob settings in the feasible region, more accurate models do not necessarily give better solutions to the control problem.
Optimizing run-time performance. Speedup is defined as ratio of the running time at a particular knob setting to the running time with the knobs set for maximum quality. Table 1 shows speedups for each application for values between 0 and 0.5 and π values between 0.5 and 1.0. Each entry gives the average speedup over all test inputs for Table 1 : Speedups of the tuned programs for a subset of constraint space. the knob settings found by the control algorithm based on exhaustive search, given ( , π) constraints in the intervals specified by the row and column indices. Speedups depend on the application and the ( , π) constraints. For each application, the top-left corner of the constraint space is the "hard" region since the error must be low with high probability. The knob settings must be at or close to maximum, and speedup will be limited. Table entries marked "NA" show where the control system was unable to find any feasible solution for these hard constraints. In contrast, the bottom-right corner of the constraint space is the "easier" region, so one would expect higher speedups. This is seen in all benchmarks. Overall, we see that controlling the knobs in these applications can yield significant speedups in running time.
Effectiveness in finding optimal knob settings. While Table 1 shows speedups obtained from the knob settings found by the control algorithm in different regions of the constraint space, it does not show how well these constraints were actually met. To provide context, we have evaluated this both for our method and for a similar method using linear regression to model both error and running time (linear regression can be seen as the simplest non-trivial model one can build for these values). For each ( , π) combination, we evaluated the quality of the achieved control.
Overall, the control system using the Bayes model for error and the M5 model for cost performs quite well for all inputs and regions of the constraint space: for most points, it finds solutions and the cost difference from the oracle's solution is within 40%. The only noticeable problem is in SGD. A closer study showed that the feasible region found by the Bayes error model is smaller than it should be and did not contain some low-cost points found by the oracle control. This can be attributed to the fact that the predicted fitness function for SGD is somewhat conservative, as seen in Figure 4 .
In contrast, the control system based on linear regression performs quite poorly. No solutions are found in most parts of the space, and even when solutions are found, the cost of the solutions is very sub-optimal.
Performance of the Radar processing application. We also performed a blind test of the system using a radar processing application [24] . Unlike the five applications described above, this code was already instrumented with knobs, so we used it out of the box as a blind test for our system. Using our machine-learning-based control scheme, we were able to obtain speedups over a base fixed system configuration comparable to those obtained by hand tuning. In contrast, models using linear regression were unable to find solutions in most of the constraint space.
Optimizing energy consumption. We note that a major advantage of our approach is that it can be used to optimize not just running time but any metric for which a reasonable cost model can be constructed. In this section, we show the results of applying the system to optimizing energy consumption for the same benchmarks. We measured energy on a Intel Xeon E5-2630 CPU with 16 GB of memory. We used the Intel RAPL (Running Average Power Limit) interface and PAPI to measure the energy consumption. This machine does not support DRAM counters, so what is being measured is the CPU package energy consumption. Table 2 shows the power savings obtained for our benchmarks for values between 0 and 0.5 and π values between 0.5 and 1.0. Each entry gives the average power savings over all test inputs for the knob settings found by our control algorithm given ( , π) constraints in the intervals specified by the row and column indices. As expected, savings are greater when the constraints are looser. Table 2 : Energy savings of the tuned programs for a subset of constraint space.
Extending Capri
The Capri system is an example of an open-loop control system, which uses a model of the system (in our case, the tunable program) to determine optimal knob settings before the application is executed. However, the Capri control system suffers from the following drawbacks.
Scaling to Large Tunable Programs
The open-loop control system described in Section 4 works well for programs that are a few hundred lines long and have five or six knobs. This holds true especially for the Bayesian network-based error model that was used as a proxy function for f e , as discussed in Section 4.1. There are many ways to model the error probability distribution using a Bayesian network. The original Capri work used a simple model, where the output error E depends directly on the settings of all of the knobs. Although this is simple, the size of the table for the output error is exponential in the number of knobs. This was not a problem for the applications studied in the original Capri paper. However, the control system may suffer from poor performance with applications that provide several (∼ 100s) knobs and therefore have a large space of knob settings. There are possible ways to improve the performance of a Bayesian network-based cost model (or based on any machine learning model), and to scale the open-loop controller. In the following, we discuss few opportunities:
• Reducing the size of the knob space: This can be achieved by (i) reducing the number of knobs that need to be controlled simultaneously, a process that we call knob orthogonalization, and (ii) reducing the number of settings for each knob.
The first step is to exploit phase behavior in long-running programs [52, 53] . For example, a Barnes-Hut n-body code executes the following phases repeatedly: (i) build the spatial decomposition tree, (ii) compute the mass and center of gravity of each spatial partition, (iii) compute force on each particle, and (iv) update position and velocity of each particle. At any given point in the execution, the program is executing only one of these phases, so the overall control problem can be decomposed into a set of smaller control problems, one for each phase, thereby reducing the number of knobs that need to be controlled simultaneously.
The next step is to reduce the number of knobs by exploiting the 90/10 rule, which says that in most programs, more than 90% of the execution time is spent in less than 10% of the code. By ignoring knobs outside such "hot" regions, it may be possible to obtain most of the benefits of optimal control without the effort of controlling every knob in a program. In Barnes-Hut for example, more than 90% of the time is spent in the force computation phase, so it may be possible to ignore knobs in all other phases, at least for controlling computation time and energy.
Once the number of knobs that need to be considered simultaneously has been minimized, reducing the number of knob settings that need to be considered by the control system can be accomplished by using a mixture of coarse-grain and fine-grain knobs. If the program output changes relatively slowly with the value of a particular control variable, a coarse-grain knob with relatively few settings can be used to set the value of that variable, reducing the size of the search space for optimal knob settings. Profiling with test data can be used to determine the relative sensitivity of the output to particular control variables.
• Reducing search time for optimal knob settings: Our current control algorithm sweeps the knob space to find optimal knob settings for a given input and desired quality guarantees. Although exhaustive search has worked well for the small-scale applications we have considered so far, it obviously does not scale to large numbers of knobs, so we will develop intelligent search algorithms to find optimal knob settings efficiently in a large knob space. As mentioned in Section 4, we have experimented with the heuristic search strategy used in the Precimonious system [46] . The results showed, as one might expect, that Precimonious was significantly faster but found sub-optimal knob settings compared to our current exhaustive search strategy. In particular, for the OpenOrd application, Precimonious search got stuck in a local minimum that was sub-optimal. We will investigate search techniques that trade-off computing time for solution quality.
• Scalable error models: The Bayesian error model in Capri has the virtue of being simple, but it does not scale since the size of the conditional probability distribution tables increases exponentially with the number of knobs.
Abstractly, the error model is a function f (v 1 , v 2 , ..., v n , e b ) that maps a knob setting (v 1 , v 2 , ..., v n ) and an error bound e b to the corresponding probability defined in Problem formulation 2. The simple Bayesian model explicitly stores the probability for all combinations of knob settings and error bounds. In our studies, we have found that the probability function changes quite slowly as the knob settings are changed. Therefore, we might be able to usefully approximate the probability table by partitioning the knob space into subspaces and using a simple model like a linear model within each subspace. This is what a tool like M5 will do automatically if it is given the same training data as the Bayesian error model. We are investigating these model compression techniques.
• Clustering inputs: Instead of building a single error model and cost model to handle all inputs, we can use clustering techniques [6, 35] to cluster the inputs into a set of classes where in each class, the error and cost behaviors are similar. For each class, we can build a separate quality and cost model using our approach. At runtime, a given input is first classified and then the corresponding models are used to set the knobs. This may improve both the accuracy and the scalability of both learning and querying the quality and cost models since the complexities of the models can be reduced by considering a subset of input scenarios. Clustering has been used successfully for auto-tuning in the Petabricks system [1]. Automatic feature extraction and selection techniques may be useful for this problem; for example, they have been quite successful in the audio domain [32, 36] .
Closed-loop Control
Open-loop control systems cannot adapt during execution to compensate for model error. Such errors can be significant; for the SGD benchmark for example, the Capri control system does not find some low-cost points found by the oracle control because the Bayesian error model is overly conservative, as seen in Figure 4 . The need to compensate for modeling errors, particularly in the context of complex systems, presents an opportunity for closed-loop control. In this approach, a function of the current system state and/or output is fed back as an input to the control system so that system behavior can be optimized for subsequent computations. Closed-loop control systems are generally applicable to a large class of iterative and streaming applications that have a notion of "progress." For an iterative application, each iteration represents progress, and provides the control system with an opportunity for correcting the difference between the current value of a system variable and the desired "setpoint." For streaming computations, the application processes a sequence of inputs and produces a sequence of outputs, so the processing of successive inputs represents progress. Closed-loop control systems are well-studied in control theory, and systematic techniques for designing controllers with provably desirable properties are well understood, especially for linear, timeinvariant systems. These techniques have proved to be adequate for simple cruise control systems in cars, autopilots in aircraft, audio amplifiers, and basic process control systems in manufacturing.
Recently, there has been a surge in using closed-loop control to build adaptive software and hardware systems for complex applications. However, there are several challenges: 1) building reasonable initial approximate cost and quality models, 2) finding effective run-time metrics strongly correlated with cost and error/quality, 3) low overhead profiling of these run-time metrics, and 4) updating knob settings, and cost and quality models efficiently. These ideas have been explored in recent papers [4, 18, 19, 23, 26, 27, 30, 37] on adapting traditional control theory for use in computer applications. Some of these systems consider a combination of system knobs, e.g. the number of cores used and their clock rate, in addition to application knobs of the sort we use in Capri for open-loop control. However, existing systems typically use a separate PID (proportional-integral-derivative) controller [3] for each type of knob and employ ad-hoc techniques to combine these into an overall system. PID controllers have the advantage of not needing system models but because of this, they cannot ensure optimal control; in addition, composing these controllers in ad hoc ways limits the degree to which overall system behavioral properties can be guaranteed. They share these properties with systems based on reinforcement learning [57] . Such ad-hoc techniques are ill-suited for several emerging class of application contexts such as exascale applications, which can execute for several days and which require tuning of additional system-level knobs related to resource allocation such as load balancing and allocating cores [26] .
We propose to extend our model-based open-loop control framework to provide a systematic approach for designing closed-loop controllers that integrate the use of system and application knobs to achieve predictable, desirable system behavior. To that end, we will extend the strategy used in the established area of Model-Predictive Control (MPC) for traditional control systems [9, 61] . Traditional MPC systems are used to design relatively complex process control systems for industrial plants, and can be more effective than simple PID controllers. Unlike PID controllers, they are based on specific, closed-form dynamics models of the processes being controlled. Based on these models, an explicit closed form objective function describing the desired system behavior as well as explicit closed-form constraints on the range of behaviors allowed can be expressed. This results in a formulation of the control problem as a constrained optimization problem, where the behavioral objective function is optimized subject to the specified constraints. Note that this is similar to our formulation for the open-loop problem. In traditional MPC systems, these functions are closed-form continuous functions to be optimized over an infinite time period. To make the problem computationally tractable, a finite time horizon is imposed and the optimal trajectory of the control settings over that time horizon is computed. Since in the real control system, knobs are set at discrete time intervals, the setting computed by the optimizer for the first time interval is used by the controller. The optimization step is then repeated for the given horizon, and the first step of the resulting trajectory actually used, and so on. Of course, this comes at the cost of more expensive computation per time step than for PID controllers. In principle, the traditional MPC method can be extended to non-linear systems, although the resulting nonlinear optimization problems may be too expensive to solve, for real-time use, using traditional methods.
In the complex systems we wish to consider, we know of no closed-form models for the cost and quality functions, but we can model these using machine learning techniques as described in Section 4. These will constitute the initial approximate cost and quality models for the proposed closed-loop control system. We are currently working on finding effective run-time metrics strongly correlated with cost and error/quality for the applications discussed in Section 4. We are analyzing Simultaneous Localization And Mapping (SLAM) applications to determine sensitivity to platform knobs as well as the best application knobs to use in trading off accuracy for computation time and energy savings [37] . We are also exploring the incorporation of our MPC-based controllers into systems like APEX [26] for controlling exascale computations (the current APEX system uses a simple proportional controller to control the number of cores assigned to a computation, for example). We believe these kinds of real-world applications are a rich source of interesting problems for our proposed extensions.
We are also working on methods for incrementally updating optimal knob settings using the models and feedback information about the state of the computation. If this is done at each iteration of a streaming computation, we can see that this fits the model of MPC control with a time horizon for optimization of a single time-step. The final step will be to incorporate model updates into the system, as is done in approaches like Kalman filters in traditional control theory [3] . In our current open-loop control system, we do not take into account the results of previous computations to refine the models constructed during the initial training. For online control, it may be desirable to incorporate some kind of model refinement so that subsequent optimization steps improve in quality. A related goal is to develop techniques for guaranteeing that our systems converge to desired behaviors using this approach. Finally, we will develop techniques for multi-time-step optimization to provide better results on appropriate problems such as recognizing and tracking the motion of objects with multi-model sensors.
Making Capri Extensible
Section 5 discusses possible extensions to Capri [56] . We are actively working on tailoring the existing Capri implementation to integrate extensions. This section describes our new Capri implementation in detail, and uses applications from three varied domains to demonstrate the effectiveness of and regression test the new Capri implementation.
Applications
We evaluate the new Capri system on three complex applications: (i) GEM, the graph partitioner for social networks [60] which was introduced earlier, (ii) a radar processing application [24] written by researchers at the University of Chicago, and (iii) SLAMBench, an open source tool designed to assist in the development of simultaneous localisation and mapping (SLAM) algorithms [37] . The code for GEM was modified by us to permit control of approximation, while Radar and SLAMBench were already setup for control.
Error/Quality definition. To compute the error/quality of the output, we require the user to provide a distance function that quantifies the difference between an approximate execution and a reference execution for a given input. The reference execution can be the exact execution if such a thing exists or the best execution in the knob space for that input. The error is defined as a normalized version of this distance
where d, d max and d min represent the distance for a execution, the maximum distance and the minimum distance over the knob space for the same input. The distance function is application-specific.
GEM
GEM [60] is a graph clustering algorithm for social networks.
Knobs: There are two components; both use a weighted kernel k-means algorithm and have a knob controlling the number of iterations. Each knob can be set to one of 40 levels. All input graphs are partitioned into 100 clusters in our experiments.
Error metric: The output of GEM is the cluster assignment of each node in the graph. There is a standard way to measure the quality of graph clustering, using the notion of a normalized cut, which is defined as follows:
where N is the number of clusters, edges(C k , C i ) denotes the number of edges between cluster k and cluster i, and edges(C k ) denotes the edges inside cluster k
The distance function computes the difference of the normalized cut given two clustering assignments. The reference execution is the execution achieving the smallest normalized cut.
Input features for modeling cost: the number of vertices in the graph, the number of edges and the number of clusters.
Radar
We used a radar processing application [24] developed by Hank Hoffmann at the University of Chicago. Unlike the other applications, this code was already instrumented with knobs, so we used it out of the box as a blind test for our system. This code is a pipeline with four stages. The first stage (LPF) is a low-pass filter to eliminate high-frequency noise. The second stage (BF) does beam-forming which allows a phased array radar to concentrate in a particular direction. The third stage (PC) performs pulse compression, which concentrates energy. The final stage is a constant false alarm rate detection (CFAR), which identifies targets.
Knobs: The application supports four knobs. The first two knobs change the decimation ratios in the finite impulse response filters that make up the LPF stage. The third knob changes the number of beams used in the beam former. The fourth knob changes the range resolution. The application can have 512 separate configurations using these four knobs.
Error metrics: The signal-to-noise ratio (SNR) is used to measure the quality of the detection. The reference execution is the one achieving the highest SNR.
Input features for modeling cost: No input features are used in this application.
SLAMBench
SLAMBench is an open source tool designed to assist in the development of simultaneous localisation and mapping (SLAM) algorithms, and evaluation of platforms for implementing those algorithms [37] . It runs on the Linux operating system, and has been used on X86 and ARM along with various GPUs, from high-end to mobile devices. SLAMBench combines a framework for quantifying quality-of-result with instrumentation of execution time and energy consumption. It contains a KinectFusion [39] implementation in C++, OpenMP, OpenCL and CUDA. It offers a platform for a broad spectrum of future research in jointly exploring the design space of algorithmic and implementation-level optimizations.
Running Capri. Capri can be run with Python version ≥ 3.5, and requires the following Python packages: numpy, psutil, overrides, matplotlib, and ordered_set. These packages can be installed by invoking the following command if required:
pip3 install −−upgrade numpy psutil overrides matplotlib ordered_set
Since each application has a unique set of knobs and a different range of values, therefore an user of the Capri system needs to list the details about the knobs and their range of values in a configuration file. The Capri source provides configuration files for several applications that we have used. The following snippet shows an example for the GEM application: The configuration section FIXED lists experimental settings that are common to all applications. PBS and EBS stand for the acceptable probability and error bounds, as discussed in the final problem formulation 2 in Section 3. TRAIN_RATIO specifies the proportion of the experimental data to be used in training the M5 models, the rest of the input data is used for prediction. ACCURATE_KNOBS specifies the knob configurations that compute the most accurate output, which is used to compute the "golden value" (i.e., the most accurate output) and scale the error.
Given a configuration file for an application, we have automated all the steps involved in running the Capri control system with the application. Executing the control system involves four steps:
• run -Run the application with different knob settings to generate experimental data to be then used for offline machine learning and for prediction. This task does not depend on other tasks, and can be run independently. Note that running this task over all possible knob settings can take a long time (i.e., several hours to several days depending on the application).
• stats -Process a set of experimental results to collect statistics. This task depends on output generated by a prior run task.
• predict -Train the M5 models and compute the feasible region for a given constraint of error bound ( ) and probability bound (π) (Section 3). This task depends on the run task.
• result -Find the optimal knob setting that minimizes the objective function and meets the constraints set in Problem formulation 2. It also generates plots and speedups to help compare the performance of the Capri control system. This task depends on the stats and the predict tasks.
In the following, we show a sample invocation of the Capri control system. To know more about different options to Capri, use capri −h Extending Capri with new applications. It is straightforward to add support for new applications to Capri. A user of the Capri system needs to provide the following information:
• Implement an application-specific module under apps in the src directory. The Capri user should implement how to compute the cost and the error for the application. Please refer to existing applications for reference. • Provide a configuration file for the application.
• Use Capri to run the application with different knob settings, and then use the controller to predict optimal knobs for any given performance metric and quality constraints.
Evaluation
In this section, we describe results using our new implementation of the Capri control system with GEM, Radar, and SLAMBench. For each benchmark, we collected a set of inputs as shown in Table 3 . We would have liked to have more training inputs for GEM, and we are currently investigating other sources of getting new inputs for SLAMBench. To evaluate the error and cost models, inputs were randomly partitioned into a training and a test suite based on the 
Speedups
The original Capri work shows that the time for control is relatively small compared to the time taken by the applications to run. In our reevaluation, we have not measured the proportion of the time taken by the control algorithm to run compared to the applications. But we evaluate speedup to sanity check the performance of the new Capri implementation. Speedup is defined as ratio of the running time at a particular knob setting to the running time with the knobs set for maximum quality. Table 4 shows speedups for each application for values between 0 and 0.5 and π values between 0.5 and 1.0 (we show only a portion of the overall constraint space for simplicity). Each entry gives the average speedup over all test inputs for the knob settings found by the control algorithm based on exhaustive search, given ( , π) constraints in the intervals specified by the row and column indices.
Speedups depend on the application and the ( π) constraints. For each application, the top-left corner of the constraint space is the "hard" region since the error must be low with high probability. The knob settings must be at or close to maximum, and speedup will be limited. Table entries marked "NA" show where the control system was unable to find any feasible solution for these hard constraints. In contrast, the bottom-right corner of the constraint space is the "easier" region, so one would expect higher speedups. This is seen with all the applications. Overall, we see that controlling the knobs in these applications can yield significant speedups in running time.
Inversions
The cost and error models in Capri are used only to rank knob settings in the feasible region, so more accurate models do not necessarily give better solutions to the control problem even if the predictions of the machine learning models are close to accurate. We say an inversion has occurred for a given constraint of and π when the knob setting predicted by Capri does not match with the knob settings identified with an oracle. We evaluated the number of inversions that happened with the M5 model in Capri, by comparing whether the predicted knob settings matched with the knob settings predicted using an oracle for a given and π constraint. Table 5 show the proportion of inversions that occurred with the different applications. We denote an inversion has occurred with T, otherwise the entry contains F. The table shows that the machine learning models in Capri perform reasonably well. F  T  T  T  F  F  F  F  F  F NA NA NA  F  F  T  0.9  NA  F  F  F  T  F  F  F  F  F  F  F NA NA  F  F  F  T  0.8  NA  F  F  T  T  F  F  F  F  F  F  F NA  T  F  T  T  T  0.7  NA  F  T  F  T  F  F  F  F  F  F  F NA  T  F  T  T  T  0.6  NA  F  T  F  F  T  F  F  F  F  F  F NA  T  F  T  T  T  0.5  NA  F  T  T  F  F  F  F  F  F  F  F NA  F  T  T  T  T   Table 5 : Inversion of the tuned programs for a subset of constraint space.
Conclusion
Although there is a large body of work on using approximate computing to reduce computation time as well as power and energy requirements, little is known about how to control approximate programs in a principled way. Previous work on approximate computing has focused either on showing the feasibility of approximation or on controlling streaming programs in which error estimates for one input can be used to reactively control error for subsequent inputs.
In this paper, we addressed the problem of controlling tunable approximate programs, which have one or more knobs that can be changed to vary the fidelity of the output of the approximate computation. We showed how the proactive control problem for tunable programs can be formulated as an optimization problem, and then gave an algorithm for solving this control problem by using error and cost models generated using machine learning techniques. Our experimental results show that this approach performs well on controlling tunable approximate programs.
We extend prior published work called Capri to make the new control system scale to hundreds of knobs, and to provide optimal control for streaming programs. For controlling streaming programs, we propose to solve a closed-loop control system with model-predictive control. We showed initial results with our new implementation of Capri to regression test the system.
