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a b s t r a c t
The robust delay-dependent H∞ control for an uncertain switched system with sampled-
data input is investigated in this paper. The design of the sampled-data state feedback
control technique is based on a computer digital control theory and used instead of
analog elements. Hence designing a practical and useful feedback control strategy is a very
important work in implementation. The time-varying delay approach is used to deal the
sampled-data state feedback input problem. The upper bound for the sampled time of
state is estimated from the proposed LMI optimization approach. A numerical example is
illustrated to show the use of the main results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Switched systems are often encountered in automated highway systems, automotive engine control system, chemical
processes, constrained robotics, power systems and power electronics, robot manufacture, and stepper motors [1–7]. A
switched system is composed of a class of subsystems and the switching signal is used to specify which subsystem is
activated in each instant of time. Hence many complicated phenomena about switched systems have been investigated
and discovered in recent years [4].
Time delay phenomena are frequently confronted in various practical systems; such as aircraft stabilization, manual
control, models of lasers, neural networks, nuclear reactors, ship stabilization, and systems with lossless transmission lines.
On the other hand, time delay often generates instability and oscillations in many practical systems.
Sampled-data state feedback is a practical and useful tool to implement some complicated control schemes; such as
parallel distributed compensator (PDC) in T–S fuzzy system [8] and switching control in switched systems in [9]. Parallel
distributed compensator and switching control are often used to improve the stability and performance of T–S fuzzy systems
and switched systems, but PDC and switching control are difficult to implement by analog elements and devices. Hence
sampled-data state feedback input control will be an available consideration for implementing PDC and switching control.
Suppose these controls are calculated by computer, then the feedback value will be held until next sample instant to reflect
the measured value [8–13]. The allowable upper bound for sampled time T > 0 will be an important issue to guarantee the
stabilization and performance. Many researchers have considered this important issue to estimate the sampled time T > 0
for stabilization and system performance.
A time-varying delay technique is provided to represent the sampled-data state feedback input in [8–13]. This technique
provides a useful analytic tool to estimate the upper bound of sampled time T > 0. In recent years, H∞ control is a
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stabilization scheme with a performance index [8,14–16]. The H∞ control concept was proposed to reduce the effect of
the disturbance input on the regulated output within a prescribed level and guarantee that the closed-loop system is stable.
In [13], a Lyapunov–Krasovskii functional with a Leibniz–Newton formula had been used to find guaranteed control for T–S
fuzzy systems by using a time-varying delay input approach. In [14–16],H∞ technology is proposed to solve the disturbance
attenuation problem in various different systems. In [17], some linear fractional perturbations are considered for T–S fuzzy
time-delay systems. In this paper, we provide a delay-dependent H∞ control scheme for switched time-delay systems with
linear fractional perturbations. An LMI optimization approach is used to achieve the best effect of disturbance attenuation.
The developed results in this paper are delay-dependent of time delay of state and generally less conservative than the
delay-independent ones in [8,9]. All the proposed results can be solved by the LMI Toolbox of Matlab [18]. Some additional
nonnegative inequalities are introduced to improve the conservativeness of the proposed results in this paper [19].
The notation used throughout this paper is as follows. For a matrix A, we denote the transpose by AT , symmetric positive
(negative) definite by A > 0 (A < 0). An n×m zero matrix is denoted by 0n×m. A ≤ Bmeans that matrix B− A is symmetric
positive semi-definite. diag [A1, A2, . . . , Am] denotes the block diagonal matrix with diagonal submatrices A, A2, . . . , Am. I
denotes the identitymatrix. L2 [0,∞) denotes the space of square integrable functions on [0,∞). The asterisk ‘‘*’’ in amatrix
is used to represent the term which is induced by symmetry. For a vector x, we denote the Euclidean norm by ∥x∥. Define
N = {1, 2, . . . ,N} , ∥f ∥2 =
∞
0 ∥f (t)∥2 dt .
2. Problem formulation and main results
Consider a continuous-time switched time-delay system with sampled input and nonlinear perturbations:
x˙(t) = A1σ x(t)+ A2σ x (t − τ)+1fσ (x(t))+ B1σu (t)+ B2σw(t), t ≥ 0, (1a)
y(t) = C1σ x(t)+ C2σ x (t − τ)+ D1σu(t)+ D2σw(t), t ≥ 0, (1b)
x(t) = ϕ(t), t ∈ [−τ , 0] , (1c)
where x(t) ∈ ℜn is the system state, u(t) ∈ ℜp is the control input, w(t) ∈ ℜq is the disturbance input, y(t) ∈ ℜv is
the regulated output, time delay τ is a nonnegative constant, σ is a given switching signal which is a piecewise constant
function and depends on t, σ takes its values in the finite set N , and the initial vector ϕ ∈ C0, where C0 is the set of
continuous functions from [τ , 0] to ℜn. Matrices A1i, A2i, B1i, B2i, C1i, C2i,D1i, and D2i, are given. 1fi (x(t)) is a perturbed
nonlinear function satisfying
∥1fi (x(t))∥ ≤ ∥Fix(t)∥ , i ∈ N, (2)
where Fi ∈ ℜnF×n is a given constant matrix. Define the following functions λi (σ ) ,∀ i ∈ N , that will be used to represent
our system:
λi (σ ) =

1, σ = i,
0, otherwise, i ∈ N,
where σ is defined in (1). The switched system in (1) can be rewritten as
x˙(t) =
m
i=1
λi (σ ) · [A1ix(t)+ A2ix(t − τ)+1fi (x(t))+ B1iu(t)+ B2iw (t)] , t ≥ 0,
y(t) =
m
i=1
λi (σ ) · [C1ix(t)+ C2ix (t − τ)+ D1iu(t)+ D2iw(t)] , t ≥ 0.
The following state feedback control is used to stabilize the switched system:
u(t) = −Kix (kT ) , σ = i, kT ≤ t < (k+ 1) T ,
where feedback gain Ki ∈ ℜp×n will be designed. The final feedback control can be rewritten as
u(t) = −
m
i=1
λi (σ ) · Kix (kT ) , kT ≤ t < (k+ 1) T . (3a)
With (3a), the sampled-data control input can be described as follows:
u(t) = −
m
i=1
λi (σ ) · Kix (t − h(t)) , kT ≤ t < (k+ 1) T , (3b)
where h(t) is specified by
h(t) = t − kT , kT ≤ t < (k+ 1) T ,
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and 0 ≤ h(t) < T , t ≥ 0. The original system can be rewritten as follows:
x˙(t) =
N
i=1
λi (σ ) · [A1ix(t)+ A2ix(t − τ)+1fi (x(t))− B1iKix (t − h(t))+ B2iw(t)] , t ≥ 0, (4a)
y(t) =
N
i=1
λi (σ ) · [C1ix(t)+ C2ix (t − τ)− D1iKix (t − h(t))+ D2iw(t)] , t ≥ 0. (4b)
Definition 1. For a prescribed level of disturbance attenuation γ > 0, find a sampled state feedback control input (3)
satisfying the following conditions:
(i) Withw(t) = 0, the closed-loop system (4) with (2) is asymptotically stabilizable by sampled-data input in (3).
(ii) With zero initial condition (i.e. ϕ = 0), the signalsw(t) and y(t) are bounded by ℑ
0
∥y(t)∥2 dt ≤ γ 2 ·
 ℑ
0
∥w(t)∥2 dt, (i.e., ∥y∥2 ≤ γ · ∥w∥2) , ∀ w ∈ L2 [0,∞) , w ≠ 0.
For allℑ > 0. In the above conditions, system (4) with (2) is said to be stabilizable by sampled data input (3) and disturbance
attenuation γ , and the control law (3) is said to be a sampled-data H∞ control for system (4) with (2).
Lemma 1 (Schur Complement of [18]). For a givenmatrix S =

S11 S12
ST12 S22

with S11 = ST11, S22 = ST22, then the following conditions
are equivalent:
(1) S < 0,
(2) S22 < 0, S11 − S12S−122 ST12 < 0.
Now we present a result to design the sampled-data H∞ state feedback control (3) for system (4) with (2).
Theorem 1. Suppose for a given constant η > 0, the following optimization problem:
Minimize γ¯ , (5a)
subject to the following LMIs:
Qˆ11 Qˆ12
∗ Qˆ22

> 0,

Rˆ11 Rˆ12
∗ Rˆ22

> 0,
Sˆ11 Sˆ12
∗ Sˆ22

> 0, Rˆ11 > Qˆ11, Pˆ2 > Qˆ22, Pˆ2 > Rˆ22, Pˆ4 > Sˆ22, (5b)
T · Pˆ2 + τ · Pˆ4 < η−1 · Pˆ0, (5c)
Σˆi =

Σˆ11i Σˆ12i 0 Σˆ14i Σˆ15i Σˆ16i Σˆ17i Σˆ18i Σˆ19i
∗ 0 0 0 0 0 Σˆ27i Σˆ28i 0
∗ ∗ Σˆ33i 0 0 0 0 0 0
∗ ∗ ∗ Σˆ44i 0 0 Σˆ47i Σˆ48i 0
∗ ∗ ∗ ∗ Σˆ55i 0 0 Σˆ58i 0
∗ ∗ ∗ ∗ ∗ Σˆ66i Σˆ67i Σˆ68i 0
∗ ∗ ∗ ∗ ∗ ∗ Σˆ77i 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ Σˆ88i 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ Σˆ99i

+

Πˆ 04n×(2n+q+ν+nF )
0(2n+q+ν+nF )×4n 0(2n+q+ν+nF )×(2n+q+ν+nF )

< 0, for all i ∈ {1, . . . ,N} , (5d)
has a solution with positive constants γ¯ , εi, positive definite symmetric matrices Pˆ0, Pˆ1, Pˆ2, Pˆ3, Pˆ4, Qˆ22, Rˆ22, Sˆ22 ∈ ℜn×n, Qˆ11,
Rˆ11, Sˆ11 ∈ ℜ4n×4n, matrices Qˆ12, Rˆ12, Sˆ12 ∈ ℜ4n×n, Kˆi ∈ ℜp×n, where
Σˆ11i = A1iPˆ0 + Pˆ0AT1i + Pˆ1 + Pˆ3, Σˆ12i = −B1iKˆi, Σˆ14i = A2iPˆ0, Σˆ15i = εi · I,
Σˆ16i = B2i, Σˆ17i = Pˆ0CT1i, Σˆ18i = Pˆ0AT1i,
Σˆ19i = Pˆ0F Ti , Σˆ27i = −Kˆ Tj DT1i, Σˆ28i = −Kˆ Tj BT1i, Σˆ33i = −Pˆ1,
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Σˆ44i = −Pˆ3, Σˆ47i = Pˆ0CT2i, Σˆ48i = Pˆ0AT2i, Σˆ55i = −εi · I,
Σˆ58i = εi · I, Σˆ66i = −γ¯ · I, Σˆ67i = DT2i,
Σˆ68i = BT2i, Σˆ77i = −I, Σˆ88i = −η · Pˆ0, Σˆ99i = −εi · I,
Πˆ = T · Rˆ11 + τ · Sˆ11 + Qˆ12

I −I 0 0+ I −I 0 0T Qˆ T12
+ Rˆ12

0 I −I 0+ 0 I −I 0T RˆT12 + Sˆ12 I 0 0 −I+ I 0 0 −IT SˆT12. (5e)
Then the system (4) with (2) is stabilizable by sampled-data input (3) with Ki = KˆiPˆ−10 and disturbance attenuation γ =
√
γ¯ .
Proof. Define the Lyapunov functional
V (xt) = xT (t)P0x(t)+
 t
t−T
xT (s)P1x(s)ds+
 t
t−T
(s− (t − T )) x˙T (s)P2x˙(s)ds
+
 t
t−τ
xT (s)P3x(s)ds+
 t
t−τ
(s− (t − τ)) x˙T (s)P4x˙(s)ds, (6a)
where P0 = Pˆ−10 , Pi = Pˆ−10 PˆiPˆ−10 , i ∈ {1, 2, 3, 4}, are positive definite symmetric matrices. The time derivatives of V (xt),
along the trajectories of system (1) with (2) satisfy
V˙ (xt) =
m
i=1
λi (σ ) ·

xT (t)

P0A1i + AT1iP0

x(t) +2xT (t)P0 [A2ix (t − τ)+1fi (x(t))+ B2iw (t)]

−
m
i=1
λi (σ ) ·

2xT (t)P0B1iKix (t − h(t))
+ xT (t)P1x(t)− xT (t − T ) P1x (t − T )
+ T · x˙T (t)P2x˙(t)−
 t−h(t)
t−T
x˙T (s)P2x˙(s)ds+
 t
t−h(t)
x˙T (s)P2x˙(s)ds

+ xT (t)P3x(t)− xT (t − τ) P3x (t − τ)+ τ · x˙T (t)P4x˙(t)−
 t
t−τ
x˙T (s)P4x˙(s)ds. (6b)
Define a vector by
XT (t) = xT (t) xT (t − h(t)) xT (t − T ) xT (t − τ) .
By the Leibniz–Newton formula and LMIs (5b), we have t
t−h(t)

X(t)
x˙(s)
T 
Q11 Q12
∗ Q22
 
X(t)
x˙(s)

ds
= h(t) · XT (t)Q11X(t)+ 2XT (t)Q12 [x(t)− x (t − h (t))]+
 t
t−h(t)
x˙T (s)Q22x˙(s)ds ≥ 0, (6c) t−h(t)
t−T

X(t)
x˙(s)
T 
R11 R12
∗ R22
 
X(t)
x˙(s)

ds
= [T − h(t)] · XT (t)R11X(t)+ 2XT (t)R12 [x (t − h (t))− x (t − T )]+
 t−h(t)
t−T
x˙T (s)R22x˙(s)ds ≥ 0, (6d) t
t−τ

X(t)
x˙(s)
T 
S11 S12
∗ S22
 
X(t)
x˙(s)

ds
= τ · XT (t)S11X(t)+ 2XT (t) S12 [x(t)− x (t − τ)]+
 t
t−τ
x˙T (s)S22x˙(s)ds ≥ 0, (6e)
where ˆˆP = diag P−10 , P−10 , P−10 , P−10 , P−10 ,
Q11 Q12
∗ Q22

= ˆˆP
−1 Qˆ11 Qˆ12
∗ Qˆ22
 ˆˆP−1 > 0, R11 R12∗ R22

= ˆˆP
−1 Rˆ11 Rˆ12
∗ Rˆ22
 ˆˆP−1 > 0,
S11 S12
∗ S22

= ˆˆP
−1 Sˆ11 Sˆ12
∗ Sˆ22
 ˆˆP−1 > 0.
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By the condition (2), we have
xT (t)F Ti Fix(t)−1f Ti (x(t))1fi (x(t)) ≥ 0, i ∈ {1, 2, . . . , N} . (7)
From the output in (4b), we have
yT (t)y(t) =
N
i=1
N
j=1
λi (σ ) · λj (σ ) [C1ix(t)+ C2ix (t − τ)− D1iKix (t − h(t))+ D2iw (t)]T ·
× C1jx(t)+ C2jx (t − τ)− D1jKjx (t − h(t))+ D2jw(t)
=
N
i=1
λi (σ ) · [C1ix(t)+ C2ix (t − τ)− D1iKix (t − h(t))+ D2iw(t)]T ·
× [C1ix(t)+ C2ix (t − τ)− D1iKix (t − h(t))+ D2iw (t)] . (8a)
By a similar derivation of (8a) and condition (5c) with Pi = Pˆ−10 PˆiPˆ−10 , i = 2, 4, we have
x˙T (t) [T · P2 + τ · P4] x˙(t)
≤
N
i=1
λi (σ ) · [A1ix(t)+ A2ix(t − τ)+1fi (x(t))− B1iKix (t − h(t))+ B2iw(t)]T ·

η · Pˆ0
−1
× [A1ix(t)+ A2ix(t − τ)+1fi (x (t))− B1iKix (t − h(t))+ B2iw(t)] . (8b)
From (5b) and (6)–(8), we have
V˙ (xt)+ yT (t)y(t)− γ 2 · wT (t)w(t)+
N
i=1
λi (σ ) · ε−1i ·

xT (t)F Ti Fix(t)−1f Ti (x(t))1fi (x (t))

≤
N
i=1
λi (σ ) ·

Γ Ti (t) ·Σi · Γi(t)− h(t) · XT (t) (R11 − Q11) X(t)

−
N
i=1
λi (σ ) ·
 t−h(t)
t−T
x˙T (s) (P2 − R22) x˙(s)ds+
 t
t−h(t)
x˙T (s) (P2 − Q22) x˙(s)ds
+
 t
t−τ
x˙T (s) (P4 − S22) x˙(s)ds

≤
N
i=1
λi (σ ) ·

Γ Ti (t) ·Σi · Γi(t)

, (9a)
where
Γ Ti (t) =

XT (t) 1f Ti (x(t)) w
T (t)

,
Σi =

Σ11i Σ12i 0 Σ14i Σ15i Σ16i
∗ 0 0 0 0 0
∗ ∗ Σ33i 0 0 0
∗ ∗ ∗ Σ44i 0 0
∗ ∗ ∗ ∗ Σ55i 0
∗ ∗ ∗ ∗ ∗ Σ66i
+

Σ17i
Σ27i
0
Σ47i
0
Σ67i


Σ17i
Σ27i
0
Σ47i
0
Σ67i

T
+

Σ18i
Σ28i
0
Σ48i
Σ58i
Σ68i


η · Pˆ0
−1

Σ18i
Σ28i
0
Σ48i
Σ58i
Σ68i

T
+

Π 04n×(n+q)
0(n+q)×4n 0(n+q)×(n+q)

, (9b)
Σ11i = P0A1i + AT1iP0 + P1 + P3 + ε−1i · F Ti Fi, Σ12i = −P0B1iKi, Σ14i = P0A2i,
Σ15i = P0, Σ16i = P0B2i,
Σ17i = CT1i, Σ18i = AT1i, Σ27i = −K Ti DT1i, Σ28i = −K Ti BT1i, Σ33i = −P1,
Σ44i = −P3, Σ47i = CT2i,
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Σ48i = AT2i, Σ55i = −ε−1i · I, Σ58i = I, Σ66i = −γ¯ · I, Σ67i = DT2i, Σ68i = BT2i,
Π = T · R11 + τ · S11 + Q12

I −I 0 0+ I −I 0 0T Q T12
+ R12

0 I −I 0+ 0 I −I 0T RT12 + S12 I 0 0 −I+ I 0 0 −IT ST12.
Pre- and post-multiplying the matrixΣi in (9b) by
diag[P−10 P−10 P−10 P−10 εi · I I] = diag[Pˆ0 Pˆ0 Pˆ0 Pˆ0 εi · I I] > 0
with
γ¯ = γ 2, Pˆ0 = P−10 , Pˆi = P−10 PiP−10 , i ∈ {1, 2, 3} , Kˆi = KiP−10 ,
we have
Σ˜i =

Σ˜11i Σˆ12i 0 Σˆ14i Σˆ15i Σˆ16i
∗ 0 0 0 0 0
∗ ∗ Σˆ33i 0 0 0
∗ ∗ ∗ Σˆ44i 0 0
∗ ∗ ∗ ∗ Σˆ55i 0
∗ ∗ ∗ ∗ ∗ Σˆ66i
+

Σˆ17i
Σˆ27i
0
Σˆ47i
0
Σˆ67i


Σˆ17i
Σˆ27i
0
Σˆ47i
0
Σˆ67i

T
+

Σˆ18i
Σˆ28i
0
Σˆ48i
Σˆ58i
Σˆ68i


η · Pˆ0
−1

Σˆ18i
Σˆ28i
0
Σˆ48i
Σˆ58i
Σˆ68i

T
+

Πˆ 04n×(n+q)
0(n+q)×4n 0(n+q)×(n+q)

, (10)
Σ˜11i = A1iPˆ0 + Pˆ0AT1i + Pˆ1 + Pˆ3 + ε−1i · Pˆ0F Ti FiPˆ0,
where Σˆkli, k, l ∈ {1, 2, . . . , 8} , Πˆ are defined in (5e). By Lemma 1, LMI Σˆi < 0 in (5d) is equivalent to Σ˜i < 0 in (10). The
condition Σ˜i < 0 in (10) is also equivalent to Σi < 0 in (9b) for all i ∈ {1, . . . ,m}. From (7) and (9a) with the condition
Σi < 0 andw(t) = 0, there exists a ρ > 0 such that
V˙ (xt)

w(t)=0 ≤ −ρ · ∥x(t)∥2 .
We conclude that the switched system (4) with (2), and w(t) = 0 is asymptotically stabilizable by sampled-data state
feedback input in (3) with Ki = KˆiPˆ−10 . Integrating the equation in (9a) from 0 to ℑ > 0 withΣi < 0, we have
V (xℑ)− V (ϕ)+
 ℑ
0
∥y(t)∥2 dt − γ 2 ·
 ℑ
0
∥w(t)∥2 dt ≤ 0.
With zero initial condition (i.e. ϕ = 0 in (1c)), we have
V (ϕ) = 0, V (xℑ) ≥ 0,
 ℑ
0
∥y(t)∥2 dt ≤ γ 2 ·
 ℑ
0
∥w(t)∥2 dt, w(t) ∈ L2 [0,∞) .
By Definition 1, the system (4) with (2) is stabilizable by sampled-data input (3) with Ki = KˆiPˆ−10 , and disturbance
attenuation γ = √γ¯ . 
Consider the system (1) with nonlinear and linear fractional perturbations in the following form:
x˙(t) = A¯1σ (t)x(t)+ A¯2σ (t)x (t − τ)+1fσ (x(t))+ B¯1σ (t)u (t)+ B¯2σ (t)w(t), t ≥ 0, (11a)
y(t) = C¯1σ (t)x(t)+ C¯2σ (t)x (t − τ)+ D¯1σ (t)u(t)+ D¯2σ (t)w(t), t ≥ 0, (11b)
x(t) = ϕ(t), t ∈ [−τ , 0] , (11c)
where A¯1i(t), A¯2i(t), B¯1i(t), B¯2i(t), C¯1i(t), C¯2i(t), D¯1i(t), and D¯2i(t) are defined by
A¯1i(t) A¯2i(t) B¯1i(t) B¯2i (t) C¯1i(t) C¯2i(t) D¯1i(t) D¯2i(t)

=

A1i +1A1i(t) A2i +1A2i(t) B1i +1B1i(t) B2i +1B2i(t) C1i +1C1i(t) C2i +1C2i(t) D1i +1D1i(t) D2i +1D2i(t)

, (12a)
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where constant matrices A1i, A2i, B1i, B2i, C1i, C2i,D1i, and D2i are given, 1A1i(t),1A2i(t),1B1i (t) ,1B2i(t),1C1i (t) ,
1C2i(t),1D1i(t), and1D2i(t) are some perturbed matrices and satisfying
1A1i(t) 1A2i(t) 1B1i(t) 1B2i(t)
1C1i(t) 1C2i(t) 1D1i(t) 1D2i(t)

=

Mxi 0
0 Myi

·
1xi(t) 0
0 1yi(t)

·

N1i N2i N3i N4i
N5i N6i N7i N8i

, i ∈ {1, 2, . . . ,N}, (12b)
∆xi(t) 0
0 ∆yi(t)

=

I −

Fxi(t) 0
0 Fyi(t)

·

Θxi 0
0 Θyi
−1
·

Fxi(t) 0
0 Fyi(t)

, (12c)
ΘxiΘ
T
xi < I, ΘyiΘ
T
yi < I, (12d)
where Mxi,Myi,Nki, k ∈ { 1, 2, . . . , 8} ,Θxi and Θyi are some given constant matrices with appropriate dimensions.
Fxi(t) ∈ ℜnx×nx and Fyi(t) ∈ ℜny×ny are unknown matrices representing the parameter perturbations which satisfies
F Thi(t)Fhi(t) ≤ I, h ∈ {x, y}. (12e)
Lemma 2 ([17]). Suppose that 1i(t) is defined by ∆i(t) = [I − Fi(t) ·Θi]−1 · Fi(t),Θi and Fi(t) satisfy (12d) and (12e),
respectively, then for real matrices Ui,Wi and Xi with Xi = XTi , the following statements are equivalent:
(I) The inequality is satisfied
Xi + Ui∆i(t)Wi +W Ti ∆Ti (t)UTi < 0,
(II) There exists a scalar µi > 0, such thatXi µi · Ui W Ti∗ −µi · I µi ·ΘTi∗ ∗ −µi · I
 < 0.
From Theorem 1 and Lemma 2, the results of the switched system in (11) with (2), (12) are developed.
Theorem 2. Suppose for a given constant η > 0, the following optimization problem:
Minimize γ¯ . (13a)
Subject to
(i)(5b), (5c),
(ii) 
Σˆ11i Σˆ12i 0 Σˆ14i Σˆ15i Σˆ16i Σˆ17i Σˆ18i Σˆ19i εi ·Mxi 0 Pˆ0NT1i Pˆ0NT5i
∗ 0 0 0 0 0 Σˆ27i Σˆ28i 0 0 0 −Kˆ Ti NT3i −Kˆ Ti NT7i
∗ ∗ Σˆ33i 0 0 0 0 0 0 0 0 0 0
∗ ∗ ∗ Σˆ44i 0 0 Σˆ47i Σˆ48i 0 0 0 Pˆ0NT2i Pˆ0NT6i
∗ ∗ ∗ ∗ Σˆ55i 0 0 Σˆ58i 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ Σˆ66i Σˆ67i Σˆ68i 0 0 0 NT4i NT8i
∗ ∗ ∗ ∗ ∗ ∗ Σˆ77i 0 0 0 εi ·Myi 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ Σˆ88i 0 εi ·Mxi 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ Σˆ99i 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −εi · I 0 εi ·ΘTxi 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −εi · I 0 εi ·ΘTyi∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −εi · I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −εi · I

+

Πˆ 04n×(2n+q+ν+nF+2nx+2ny)
0(2n+q+ν+nF+2nx+2ny)×(2n+q+ν+nF+2nx+2ny) 0(2n+q+ν+nF+2nx+2ny)×(2n+q+ν+nF+2nx+2ny)

< 0,
for all i ∈ {1, . . . ,N} , (13b)
has a solution with positive constants γ¯ , εi, positive definite symmetric matrices Pˆ0, Pˆ1, Pˆ2, Pˆ3, Pˆ4, Qˆ22, Rˆ22, Sˆ22 ∈ ℜn×n, Qˆ11,
Rˆ11, Sˆ11 ∈ ℜ4n×4n, matrices Qˆ12, Rˆ12, Sˆ12 ∈ ℜ4n×n, Kˆi ∈ ℜp×n where Σˆkli, k, l ∈ {1, 2, . . . , 9}, and Πˆ are defined in (5e).
Then the system (11) with (2) and (12) is stabilizable by sampled-data input (3) with Ki = KˆiPˆ−10 and disturbance attenuation
γ = √γ¯ .
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Proof. Consider the switched system (11) with (2) and (12), the stability LMI condition in (5d) should be rewritten as
follows:
ˆˆ
Σ i = Σˆi +

Mxi
0
0
0
0
0
0
Mxi
0

∆xi(t)

Pˆ0NT1i
−Kˆ Ti NT3i
0
Pˆ0NT2i
0
NT4i
0
0
0

T
+

Pˆ0NT1i
−Kˆ Ti NT3i
0
Pˆ0NT2i
0
NT4i
0
0
0

∆Txi(t)

Mxi
0
0
0
0
0
0
Mxi
0

T
+

0
0
0
0
0
0
Myi
0
0

∆yi(t)

Pˆ0NT5i
−Kˆ Ti NT7i
0
Pˆ0NT6i
0
NT8i
0
0
0

T
+

Pˆ0NT5i
−Kˆ Ti NT7i
0
Pˆ0NT6i
0
NT8i
0
0
0

∆Tyi(t)

0
0
0
0
0
0
Myi
0
0

T
= Σˆi +

Mxi 0
0 0
0 0
0 0
0 0
0 0
0 Myi
Mxi 0
0 0


∆xi(t) 0
0 ∆yi(t)


Pˆ0NT1i Pˆ0N
T
5i
−Kˆ Ti NT3i −Kˆ Ti NT7i
0 0
Pˆ0NT2i Pˆ0N
T
6i
0 0
NT4i N
T
8i
0 0
0 0
0 0

T
+

Pˆ0NT1i Pˆ0N
T
5i
−Kˆ Ti NT3i −Kˆ Ti NT7i
0 0
Pˆ0NT2i Pˆ0N
T
6i
0 0
NT4i N
T
8i
0 0
0 0
0 0


∆xi(t) 0
0 ∆yi(t)
T

Mxi 0
0 0
0 0
0 0
0 0
0 0
0 Myi
Mxi 0
0 0

T
,
where Σˆi is defined in (5d). By Lemma 2, condition (13b) will imply
ˆˆ
Σ i < 0. In a similar way as Theorem 1, we can complete
this proof. 
Remark 1. For a given constant η > 0, the optimization problem in Theorems 1 and 2 can be solved by the LMI Toolbox of
Matlab. A simple ‘‘for loop’’ can be used to find the minimization of γ¯ .
Remark 2. If γ > 0 is a known parameter, we can use the LMIs (13b), (5b) and (5c) for a given value γ¯ = γ 2 to find the
feasible solution.
3. Numerical example
Consider the switched system (11) with (2), (12) and the following parameters:
N = 2, A11 =
−1.1 0.1
0.2 −1

, A12 =
−1.2 0
−0.1 −1.1

,
A21 =
−0.9 0.05
−0.2 −1

, A22 =
 −1 0.1
−0.25 −1

,
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B11 =

1
−0.1

, B12 =

1
0.1

, B12 =

0.2
0.01

, B22 =

0.2
0.02

,
C11 =

1 0

, C12 =

0.8 −0.1 , C21 = −0.8 0.6 ,
C22 =
−0.2 1 ,
D1i = 0.3, D2i = −0.5, Fi = 0.01, Mxi =

0.01 0
0 0.02

, Myi = 0.01,
N1i =

0.1 0
0 0

, N2i =

0 0
0 0.1

,
N3i = N4i =

0
0

, N5i = N6i =

0.1 0

, N7i = N8i = 0,
Θxi = 0.1 · I, Θyi = 0.1, i = 1, 2, τ = 0.2. (14)
(A) If the upper bound of sampled time is given by T = 0.2, the optimization problem in Theorem 2 with η = 10 has a
feasible solution with
γ¯ = 0.6199, Kˆ1 =

0.0117 0.0207

, Kˆ2 =

0.0062 0.0209

, Pˆ0 =

0.0798 −0.0195
−0.0195 0.0111

.
The system (11) with (2), (12) and (14) is stabilizable by sampled-data input in (3) with
K1 = Kˆ1Pˆ−10 =

1.0537 3.7026

, K2 = Kˆ2Pˆ−10 =

0.9417 3.5272

.
The disturbance attenuation is given by γ = √γ¯ = 0.7873. In this case, the H∞ performance can be guaranteed via the
stabilizing H∞ control in (3) with the sampled time less than 0.2 s.
(B) If the upper bound of sampled time is given by T = 0.25, the optimization problem in Theorem 2 with η = 8 has a
feasible solution with
γ¯ = 0.627, Kˆ1 =

0.0074 0.0205

, Kˆ2 =
−0.0009 0.021 , Pˆ0 =  0.0814 −0.0197−0.0197 0.0115

.
The system (11) with (2), (12) and (14) is stabilizable by sampled-data input in (3) with
K1 = Kˆ1Pˆ−10 =

0.8869 3.2891

, K2 = Kˆ2Pˆ−10 =

0.7311 3.0698

.
The disturbance attenuation is given by γ = √γ¯ = 0.7918. In this case, the H∞ performance can be guaranteed via the
stabilizing H∞ control in (3) with the sampled time less than 0.25 s. For larger upper bound of sampling time, the worse
disturbance attenuation effect will be observed.
4. Conclusions
The robust delay-dependent H∞ control for uncertain switched time-delay systems with nonlinear and linear fractional
perturbations has been investigated in this paper. Time-varying delay approach has been used instead of sampled-data state
feedback control input. Some additional nonnegative inequalities have been applied to improve the conservativeness of the
obtained results.
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