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HYDRODYNAMIC LIMIT
OF THE GROSS-PITAEVSKII EQUATION
ROBERT L. JERRARD AND DANIEL SPIRN
Abstract. We study dynamics of vortices in solutions of the Gross-Pitaevskii
equation i∂tu = ∆u + ε
−2u(1 − |u|2) on R2 with nonzero degree at infinity. We
prove that vortices move according to the classical Kirchhoff-Onsager ODE for
a small but finite coupling parameter ε. By carefully tracking errors we allow
for asymptotically large numbers of vortices, and this lets us connect the Gross-
Pitaevskii equation on the plane to two dimensional incompressible Euler equations
through the work of Schochet [21].
1. introduction
In this paper we prove some theorems that relate the Gross-Pitaevskii equation
(1) i∂tuε = ∆uε +
1
ε2
uε
(
1− |uε|2
)
, u : (0, T ) × R2 → C
in the limit ε→ 0, for suitable sequences of initial data, to the incompressible Euler
equations, which may be written in the form
(2) ∂tω + v · ∇ω = 0,
where v is recovered from ω by convolution with the Biot-Savart kernel K:
(3) v(t, x) =
∫
R2
K(x− y)ω(t, y) dy for K(x) := x
⊥
2π|x|2 =
(−x2, x1)
2π|x|2 .
We interpret ω as specifying the distribution of vorticity in an ideal incompressible
fluid, and v as the associated velocity field. In fact the equation makes sense as long
as ω(t, ·) is a measure on R2 for every t such that ω(t, ·) ∈ H−1(R2), with derivatives
of ω understood in the sense of distributions.
In our main results we construct sequences of solutions uε of (1) for which the
vorticity associated to uε converges as ε → 0, after some rescalings, to a solution ω
of (2), (3). We will prove:
Theorem 1. Assume that ω0 is a probability measure on R
2 with finite second mo-
ment, and such that ‖ω0‖H−1 <∞ and
∫
xω0dx = 0.
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For ε ∈ (0, ε0), with ε0 fixed in Theorem 3 below, assume that nε is an integer such
that 1≪ nε ≪ (ln | ln ε|)1/2, and that aε ∈ (R2)nε is a collection of points such that
1
nε
∑
j
δaεj ⇀ ω0 weak-*, as ε→ 0.
Assume in addition that
(4)
1
nε
∑
j
|aεj |2 ≤M0,
−1
nε(nε − 1)
∑
j 6=k
ln |aεj − aεk| ≤M0
for some M0 > 0, independent of ε. Let uε solve (1) with initial data
u0ε(x) =
∏
j
φε(x− aεj),
for φε : R
2 → C described in (7) below. Define the current j(uε) associated to uε by
(5) j(uε) := (iuε,∇uε), where (v,w) := 1
2
(vw¯ + wv¯) for v,w ∈ C.
Further define the vorticity ωε(uε) and rescaled vorticity ω˜ε by
(6) ω(uε) := ∇× j(uε), ω˜ε(t, x) := 1
2πnε
ω(uε)(
t
2πnε
, x).
Then the rescaled vorticities {ω˜ε}ε∈(0,1] are precompact in the space C((0, T ),X∗ln),
described in (21) below, and any limit point is a weak solution of the Euler equations
(2), (3) with initial data ω0.
The theorem implies that for fixed ε, the (unrescaled) vorticity ω(uε) is of order
nε ≫ 1 in certain weak norms, which roughly speaking implies that the associated
velocities are also of order nε. The rescaling t 7→ t2πnε in the definition of ω˜ε is thus
needed to select a time scale in which, informally, “velocities are of order 1”. See also
Remark 3 below.
In Theorem 4 in Section 10, we also prove that for certain random choices of initial
vortex locations, we can let the number of vortices diverge as ε → 0 more rapidly
than in Theorem 1, as long as we are satisfied with almost sure convergence, rather
than insisting on convergence for every sequence of initial data.
Conditions (4) are a discrete version of the requirement that ω0 ∈ H−1 with finite
second moment. Any probability measure ω0 satisfying these hypotheses can be
approximated by a sequence of measures of the form 1nε
∑
δanεj satisfying (4) for some
M0. For example, this applies to the so-called “vortex sheet” initial data studied by
Delort [10] and others.
The function φε appearing in the statement of the theorem can be taken to be the
minimizer of the energy
(7) ψ 7→
∫
B1
eε(ψ) dx :=
∫
B1
1
2
|∇ψ|2 + 1
4ε2
(|ψ|2 − 1)2 dx
in the space {ψ ∈ H1loc(R2;C) : ψ(x) = x1+ix2|x| if |x| ≥ ε1/2}.
Remark 1. Results of a similar flavor as Theorem 1 for the parabolic analogue of (1)
were obtained in [17] on bounded domains with Dirichlet boundary conditions. In
that setting it was shown that solutions with initial data with asymptotically large,
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albeit dilute, numbers of vortices converge weakly to a mean field model, predicted
by [12].
1.1. point vortices and incompressible Euler. Our argument is based on the
fact that both (1) and (2), (3) are known to be related to a system of ODEs, known
as the Kirchhoff-Onsager law, that describes the evolution of a collection of n point
vortices on R2. One form of this system is displayed in (8) below. In particular,
we will use the following theorem, which shows that the Euler equations arise as a
hydrodynamic limit of the point vortex system.
Theorem 2 (Schochet [21]). Let bn(t) = (bn1 (t), . . . , b
n
n(t)) be a sequence of solutions
of the point vortex ODEs
(8)
d
dt
bnj =
∑
k 6=j
1
n
1
2π
(bnj − bnk)⊥
|bnj − bnk |2
=
∑
k 6=j
1
n
K(bnj − bnk), j = 1, . . . , n
with n→∞, and assume that there exists some M0 > 0 such that at time t = 0,
(9)
1
n
∑
j
|bnj |2 ≤M0,
−1
nε(nε − 1)
∑
j 6=k
ln |bnj − bnk | ≤M0
for every n.
Then the solution bn(t) exists and satisfies (9) for all t > 0, and the sequence
ωn(t) :=
n∑
i=1
1
n
δbni (t)
is precompact with respect to the topology induced by the norm
‖ω‖C(0,T ;W−2,1) := sup
0≤t≤T
‖ω(t)‖W−2,1(R2)
for every T > 0. Moreover, if ω is any limit of a convergent subsequence, then for
every t, ω(t) is a probability measure in H−1(R2) with finite second moment, and ω
is a weak solution of the incompressible Euler equations (2), (3).
Schochet in fact proves compactness in somewhat stronger topologies than the one
described above.
Remark 2. if ω(t, ·) is a measure on R2 for every t, then it is said to satisfy the weak
vorticity formulation of the Euler equations if∫ ∫
R2
∂tζ(t, x)ω(t, dx) dx dt+
∫ ∫∫
R2×R2
Hζ(t, x, y)ω(t, dx)ω(t, dy) dx dy dt = 0
for all smooth ζ with compact support in (0, T )× R2, where
Hζ(t, x, y) =
1
2
K(x− y)(∇ζ(t, x)−∇ζ(t, y)).
This is the notion of weak solution appearing in Theorem 2. It was introduced by
DiPerna and Majda [11] and later used by Delort [10] to prove the existence of weak
solutions if the initial data is a measure in H−1. The formulation we that we use
comes from work of Schochet [20], which in some ways simplifies the treatment of
[11, 10].
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A theorem of Brenier, de Lellis and Sze´kelyhidi [6] states that every weak solution
in this sense, that agrees with a smooth solution at time t = 0, continues to do so
for all t > 0. As a result, if in Theorem 2 the measures ωn(0) converge weak-* to
a measure of the form ω0(x)dx, where ω0 is a smooth function, then in fact the full
sequence (ωn(t)) converges for every t, without passing to a subsequence, and the
limit is the unique smooth solution of the Euler equations (2), (3) with initial data
ω0(x).
1.2. infinite-energy solutions of the Gross-Pitaevskii equation. Most of our
effort will be devoted to proving estimates that connect the Gross-Pitaevskii equation
(1) with point vortex ODEs, see Theorem 3 below. Results of this sort have been
known since the late ’90s, see [8, 9, 18]. The chief novelty of our work is that
• we consider infinite-energy solutions of (1) on R2, and
• we establish quantitative results, with explicit error estimates, that allow for
a divergent number of vortices as ε→ 0.
These issues have been handled individually, in [4] and [16] respectively, so what is
new here is that we address both of them at once. We describe below, particularly in
Sections 1.3 and 1.6, some of the obstacles that arise in carrying this out.
Theorem 1 will follow by combining Theorem 3 with Theorem 2.
Throughout our discussion of the Gross-Pitaevskii equation, we will regard ε and
n as fixed, and we will often omit sub- and superscripts indicating the dependence of
other quantities on n and ε. Thus we will write n rather than nε, we will denote a
point in (R2)n by a = (a1, . . . , an) rather than a
n, we will write the solution of (1) as
u rather than uε, and so on.
We will be interested in solutions of the Gross-Pitaevskii equation (1) with the
property that u(t, x) ≈ eiDθ for large |x|, for some nonzero integer1 D. Such functions
do not belong to any very convenient Sobolev space, and they also have the property
that the natural energy density
(10) eε(u) :=
1
2
|∇u|2 + 1
4ε2
(|u|2 − 1)2
is not integrable. However, the solutions we are interested in all belong to spaces
[UD] +H1 := {u1 + u2 : u1 ∈ [UD], u2 ∈ H1(R2;C)}
where for every D, UD is a fixed smooth function such that
(11) UD = eiDθ outside some compact set,
and
[UD] := {τyUD, y ∈ R2}, where τyUD(x) := UD(x− y).
In this setting, we can appeal to results of Bethuel and Smets [5], which show that for
u0 ∈ [UD]+H1, there exists a unique solution u ∈ C(R;u0+H1(R2)) of (1) such that
u(0) = u0. (In fact Bethuel and Smets consider somewhat more general initial data
than we describe here.) Moreover, for such solutions, a sort of “energy renormalized
1In some of our results, we allow vorticity of mixed sign, and under these conditions the “degree
at infinity” D need not equal the number n of vortices.
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at infinity” is conserved. In order to simplify some formulas, we henceforth always
assume2 that
(12)
1
2
∫
B(R)
|∇UD|2 dx = πD2 lnR for all R ≥ 4.
Then for u ∈ [UD] +H1, we define
(13)
Eε(u) := lim
R→∞
∫
B(R)
[eε(u)− 1
2
|∇UD|2] dx (12)= lim
R→∞
[∫
B(R)
eε(u) dx − πD2 lnR
]
.
For u0 ∈ [UD] +H1, the solutions provided by [5] satisfy
(14) Eε(u(t)) = Eε(u0) for all t > 0.
In particular, Eε(u(t)) is well-defined and finite for every t. (See also Lemma 6 below.)
In addition to the current j(u) = (iu,∇u) and energy density eε(u) defined above,
another quantity with a natural physical interpretations is the density |u|2. For any
solution u, the following identities hold:
1
2
d
dt
|u|2 = div j(u)(15)
1
2
d
dt
j(u) = div(∇u⊗∇u) +∇P(16)
where the prescribed pressure, P := −12 |∇u| − 12(u,∆u) + |u|
4−1
4ε2 . By taking the curl
of (16), we obtain an equation for the evolution of the vorticity. It is conventional
to express this in terms of J(u) := 12∇ × j(u) = 12ω(u), which a short computation
shows is equal to the Jacobian determinant det∇u, here viewing u as a map R2 → R2
in the natural way. The resulting equation (for the “half-vorticity”) is
(17)
d
dt
J(u) = curl div(∇u⊗∇u) = Jkl∂xk∂xm (uxm , uxl) , J :=
(
0 1
−1 0
)
.
Equations (15) and (17), together with conservation of energy, have been used cru-
cially in all studies of vortex motion for (1).
1.3. a weak norm. We will be interested in describing solutions for which the
vorticity is close to a sum of point masses. To formulate this condition more precisely,
we will introduce a suitable weak norm X∗ln, and we will impose conditions such as
(18)
∥∥∥J(u)− π n∑
i=1
diδai
∥∥∥
X∗ln
≪ 1
for some a = (a1, . . . , an) ∈ (R2)n and d = (d1, . . . dn) ∈ {±1}n. We will often, but
not always, restrict our attention to the case di = 1 for all i.
A good choice of norm is important and not obvious and, indeed, is one of the main
new issues in this paper. We need the norm to be strong enough that conditions like
(18) imply useful information, such as lower bounds on Eε(u), but weak enough that,
for example,
(19) ‖J(u(t)) − J(u(s))‖X∗ln → 0 as s→ t
2This can be arranged by taking UD = f(r)eiDθ, for f such that f(r) = 1 for r ≥ 4, and∫ 4
0
[r(f ′)2 +D2f2/r] dr = D2 ln 4. It is not hard to see that this is possible.
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for the solutions u of (1) that we consider. Properties of this sort are not satisfied by
the most natural analogs of norms used in earlier work such as [16], as we show in
Example 1 at the end of Section 2.2.
The norm we use is a sort of weighted W˙−1,1 norm, defined as follows. For signed
measures µ (or somewhat less regular distributions), we set
(20) ‖µ‖X∗ln := sup
{∫
φ dµ : φ ∈ C1c (R2), ‖φ‖Xln ≤ 1
}
.
where for Lipschitz continuous φ : R2 → R (not necessarily with compact support),
we write
‖φ‖Xln := ess supx∈R2
(
(1 + ln+ |x|) |Dφ(x)|) .
We also define X∗ln to be the space of distributions on R
2 with finite X∗ln norm. The
space C((0, T );X∗ln) is the (Banach) space of continuous maps from the interval (0, T )
into X∗ln, endowed with the norm
(21) ‖µ‖C((0,T );X∗ln) = sup
0<t<T
‖µ(t)‖X∗ln .
Some basic properties of the X∗ln norm are established in Section 2.2 below. These
imply in particular that (19) holds for the Bethuel-Smets [5] solutions of (1).
1.4. The Kirchhoff-Onsager energy. As mentioned above, it will turn out that
conditions such as (18) imply very precise lower bounds for Eε, which will depend
on the vortex locations a := (a1, . . . , an) and degrees d = (d1, . . . , dn). These lower
bounds will be expressed in terms of the function
(22)
Wε(a, d) := n(π| ln ε|+ γ) + W (a, d), W (a, d) := −π
∑
j 6=k
didj ln |ai − aj |.
Here γ is a specific number, first identified in [3], whose definition is recalled in (73)
below. If di = 1 for all i, we will write simply Wε(a) and W (a).
Note that W is the classical Kirchhoff-Onsager energy for interacting vortices.
Given a = (a1, . . . , an) ∈ (R2)n, we will always write
(23) ρa :=
1
4
(1 ∧min
i 6=j
|ai − aj|), Ra := 4(1 ∨max
j
|aj |).
1.5. point vortices and the Gross-Pitaevskii equation. We can now state the
extension of results of [16], [4] that is needed for the proof of our main theorem. In
the statement of the theorem we regard n and ε as fixed.
Theorem 3. Let a(t) : (0, T )→ (R2)n be a solution of the point vortex equations
(24)
d
dt
aj = 2π
∑
j 6=k
K(aj − ak) j = 1, . . . , n
with initial data a(0) satisfying
(25)
1
n
∑
j
|aj |2 ≤M0, −1
n(n− 1)
∑
j 6=k
ln |aj − ak| ≤M0
for some M0 > 0.
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Let u solve the Gross-Pitaevskii equation (1) with initial data u(0, x) = u0(x) such
that
‖J(u0)− π
n∑
j=1
δaj (0)‖X∗ln ≤ ε
1
2(26)
Σ(u0; a(0)) := Eε(u0)−Wε(a(0)) ≤ ε
1
2 .(27)
Then there exists some C, ε0 > 0, depending only on M0 above, such that if
0 < ε < ε0 and n ≤ ε0 |ln ε|1/2
then
(28)
∥∥∥J(u(t))− n∑
j=1
πδaj(t)
∥∥∥
X∗ln
≤ ε 13
for all for all 0 ≤ t ≤ τ⋆ = τ⋆(a(0), ε), where
(29) τ⋆ := sup
{
T > 0 : Cn
∫ T
0
ρ−2a(t) dt ≤ | ln ε|
}
.
Remark 3. Note that a(t) = (a1(t), . . . , an(t)) solves the point vortex ODE (24) as
scaled in Theorem 3 if and only if b(t) = a( t2πn) solves the point vortex system (8) in
the scaling of Theorem 2. This can be seen as the reason for the t 7→ t2πnε rescaling
in the definition (6) of the rescaled vorticity ω˜ε.
Remark 4. The assumption that all vortices have the same sign is used only to deduce
bounds, global in t, on quantities such as ρa(t) and Ra(t) associated to a solution a(t)
of (24) satisfying (25) at time t = 0. Thus our results apply also to collections of
vortices of mixed sign, as long as they satisfy the relevant bounds. However, we know
of no way to verify bounds, except in very special cases, without the assumption that
all vortices are positive.
Remark 5. In [16], we proved that estimates similar to (28) hold (but on a bounded
domain and with finite energy) for 0 ≤ t ≤ τ old⋆ , where
τ old⋆ := sup
{
T > 0 : CnT max
0≤t≤T
ρ−2a(t) ≤ | ln ε|
}
≤ sup
{
T > 0 : CnT
∫
[0,T ]
ρ−2a(t) ≤ | ln ε|
}
= τ⋆.
The max appearing in the formula for τ old⋆ makes it hard to estimate and sensitive to
bad behavior on small sets. The fact that we have replaced a max with an average is
vital for our discussion of randomly chosen initial vortices in Section 10.
Remark 6. The proof of Theorem 3 yields a number of other estimates that we have
not recorded here. In particular, it shows that estimates (120) and (125) - (128),
with η(t) ≤ ε1/3, hold for 0 ≤ t ≤ τ⋆ where η(t) is a nice proxy for the aggregate
distance between the actual vortex locations and the positions predicted by the point
vortex ODE, see (121) for a definition. Among other conclusions, these imply that
for 0 ≤ t ≤ τ⋆, the velocity field j(u)(t) is very close in certain norms to the velocity
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field associated to a collection of vortices located at points ξ1(t), . . . , ξn(t) such that∑ |ξi(t)− ai(t)| ≤ Cε1/3.
1.6. organization of this paper. As mentioned above, the bulk of this paper is
devoted to the proof of Theorem 3, the main ingredients of which are the following.
• We develop some criteria that allow us to conclude that if a function u satisfies
certain hypotheses, then the associated vorticity J(u) is close to a sum of point
masses π
∑n
i=1 δξi . This is done in Section 5.
• If J(u) ≈ π∑ni=1 δαi , then a natural notion of “surplus energy” is the dif-
ference between the energy of u and (a good lower bound for) the minimal
energy needed for a wave function with vortices at the points α1 . . . , αn, see
(27) above. We show in Section 4 that our surplus energy controls various
quantities relating for example to the difference between the current j(u(t))
and the model current 2π
∑n
i=1K(x− ξi) generated by ideal point vortices at
ξi(t), i = 1, . . . , n.
The above parts of our argument are purely variational and do not rely in any way
on the evolution equation (1).
• Considering now solutions of (1), we introduce in Section 6 a scalar quantity
η(t) such that η(t) ≈ ∑ni=1 |ξi(t) − ai(t)| (the sum of the distances between
the actual vortex locations and the locations given by the point vortex ODE
(24)). This quantity η(t) has the feature that it controls the surplus energy,
and the proof of Theorem 3 reduces to controlling the growth of η.
• This is carried out in Sections 7-9 via Gro¨nwall’s inequality, making strong
use of the variational estimates mentioned above, as well as conservation laws
for the Gross-Pitaevskii equation, discussed above.
In fact these ingredients are all present, in some form, in all rigorous work on vortex
dynamics in (1), dating back to [8]. The distinctive features of our analysis arise from
the quantitative nature of our estimates, together with the fact that we need notions
of “surplus energy” and (especially) “closeness of J(u) to π
∑n
i=1 δξi” adapted to the
function space [UD] +H1 in which we work.
Our surplus energy is built out of the energy Eε(u) introduced in [5] and already
used in [4] for the study of vortex dynamics in infinite-energy solutions on R2. A
significant difference between our analysis and that of [4] is that the latter relies on
variational estimates (along the lines described above) on balls BR for large R, with
errors that depend on ε and R in a way that is not always explicit. Results on vortex
dynamics are proved by first letting ε→ 0 and then R→∞, using conservation laws
and arguments based on Almeida’s notion of topological sectors, see [2], to control
the energy at infinity.
This procedure bypasses a large number of difficulties, at the expense of making
it impossible to formulate refined estimates for solutions of (1) for small but posi-
tive ε, of the sort developed in [16] for finite-energy solutions on bounded domains
and pursued here on R2. Such estimates are necessary for applications such as the
hydrodynamic limit in Theorem 1. We therefore proceed by adapting to our setting
the more quantitative approach of [16]. Throughout our arguments, a crucial role is
played by the ‖ · ‖X∗ln norm, introduced in Section 1.3, which we use to estimate the
extent to which J(u) ≈ π∑ δai . In particular, we prove in Section 3 that information
about J(u) in the ‖ · ‖X∗ln norm implies lower energy bounds outside large balls. This
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replaces the arguments from [4] based on topological sectors. Other aspects of the
‖ · ‖X∗ln norm that we need include an interpolation inequality (Lemma 19), elliptic
estimates (Lemma 15), integration by parts involving certain functions that diverge
at infinity (proof of Proposition 2), the continuity of the Jacobian as a map into X∗ln
(Lemma 1), and various analogs of rather standard estimates on bounded domains
(for example Lemma 9).
The overall structure of the paper follows that of [16], and so we refer, when
possible, to prior arguments. On the other hand where significant differences arise,
such as those described above, we have included full details. We have also tried to
streamline or improve proofs, compared to those of [16]. One such improvement is
described in Remark 5 above.
Our analysis begins in Section 2, which collects some notation and establishes
some basic and rather straightforward properties of the ‖ · ‖X∗ln norm, the energy
Eε, renormalized energy W (α), and canonical harmonic map u∗, and concludes in
Section 10 with the proof of Theorem 1, together with a related result, see Theorem
4, concerning sequences of solutions with randomly chosen initial vortex locations.
2. preliminaries
2.1. some notation, and remarks about parameters. We will write χR, for
R ≥ 1, to denote a family of functions satisfying
χR =
{
1 in BR
0 in R2\B2R,(30)
and
(31) 0 ≤ χR ≤ 1 in B2R\BR, |∇χR| . R−1.
We write
A . B
if there exists some universal constant C such that A ≤ CB. We will always follow
the notational convention that
(32) P denotes a polynomial function of n, Ra, Σ(u; a), Eε(u), ρ−1a ,
where Σ(u; a, d) = Eε(u)−W (a, d). The coefficients in P are always understood to be
independent of ε and of all other parameters. It will always be clear which function
u and points a ∈ R2n we have in mind. We will allow P to change from one line to
the next.
In Theorem 3 we assume that 0 < ε < ε0, di = 1 for all i, and
(33) n ≤ ε0| ln ε|1/2, 1
n
∑
j
|aj |2 ≤M0, −1
n(n− 1)
∑
j 6=k
ln |aj−ak| ≤M0.
These assumptions imply that∑
i 6=j
|ai − aj|2 − ln |ai − aj| ≤M1n2 := 5M0n2.
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Since |x|2 − ln |x| > 0 for all x, it follows that every term in the sum is bounded by
M1n
2, and hence that − ln |ai − aj| ≤M1n2 for all i 6= j. Thus
(34) εM1ε
2
0 ≤ exp(−M1n2) ≤ 4ρa ≤ min
i 6=j
|ai − aj|, Ra ≤ 4
√
M0ε0| ln ε|1/2.
In particular, by choosing ε0 small (depending on M1 = 5M0), we can arrange that
ρa is larger than any fixed positive power of ε. We also deduce from (33) that
(35) − n2 ln(1
2
Ra) ≤ 1
π
W (a) = −
∑
j 6=k
ln |ai − ak| ≤M0n2
so it follows from (34) and the fact that n ≤ ε0| ln ε|1/2 that if ε0 is small enough,
then
(36) cn| ln ε| ≤ Wε(a) =W (a) + n(π |ln ε|+ γ) ≤ Cn| ln ε| ≤ C| ln ε|3/2.
It will also be the case in many of our arguments that |Σ(u, a)| ≤ 1, where Σ(u, a) =
Eε(u)−Wε(a). Indeed, we often assume that Σ ≤ 1, and we will prove lower bounds
which imply that Σ ≥ −1 under hypotheses that will prevail throughout most of our
proofs. It follows that under these conditions,
(37) cn| ln ε| ≤ Eε(u) ≤ Cn| ln ε| ≤ C| ln ε|3/2.
From these facts, we see that for any given term of the form P described in (32),
(38) ∀β > 0, ∃ε0 > 0 such that P ≤ ε−β for 0 < ε < ε0
when (33) holds and |Σ| ≤ 1, where ε0 depends only on M0, β and on the coefficients
in P.
2.2. a weak norm. In the introduction we have defined the X∗ln norm, see (20),
which we often use to measure errors in vorticity. The direct analog of the norm used
for this purpose in [16] is the W˙−1,1(R2) norm, which we define by
‖µ‖W˙−1,1(Ω) := sup
{∫
φ dµ : φ ∈ C1c (Ω), ‖∇φ‖L∞(Ω) ≤ 1
}
.
This norm is however too strong for our needs in this paper. In particular, it turns
out that the map u 7→ J(u) is not continuous as a function from [UD] + H1 into
W˙−1,1(R2) — see Example 1 at the end of this section. The following lemma shows
that the X∗ln norm, which is a sort of weighted W˙
−1,1 norm, does not suffer from this
drawback.
Lemma 1. Suppose that U ∈ H1loc(R2) and that |DU(x)| ≤ C(1 + |x|)−1.
If u ∈ U +H1(R2) and w ∈ H1(R2) then
(39) ‖J(u + w)− J(u)‖X∗ln ≤ C(u)(‖w‖H1 + ‖w‖2H1).
Proof. For this proof only, we will write ω(x) := 1+ln+ |x|. Observe that our hypothe-
ses imply that DU/ω ∈ L2(R2), and it immediately follows that Du/ω ∈ L2(R2).
Now fix ζ ∈ C1c (R2) such that ‖ζ‖Xln ≤ 1, or equivalently |Dζ(x)| ≤ 1/ω(x) for all
x. It is convenient to think of u and w as R2-valued functions and to write for example
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J(u) = ux1 × ux2 . Temporarily assuming that u is C2, we expand the determinant
and integrate by parts to find that∫
ζ[J(u+w) − J(u)] dx =
∫
ζ (ux1 × wx2 + wx1 × ux2 + wx1 × wx2) dx
=
∫
ζx2 w × ux1 − ζx1 w × ux2 +
1
2
(ζx2 w ×wx1 − ζx1w × wx2) dx
≤
∫
|w| |Du|
ω
+ |w| |∇w| dx
≤ ‖Du
ω
‖L2‖w‖L2 + ‖w‖2H1 .
The same inequality holds for u ∈ U + H1(R2), by density, and (39) follows with
C(u) = max(‖Du/ω‖L2 , 1). 
We will sometimes need to consider expressions of the form
∫
φ dµ, where ‖µ‖X∗ln <∞ and φ is a function with, say, logarithmic growth at infinity. The next lemma
assures that such expressions make sense.
Lemma 2. Assume that φ ∈ L∞loc(R2) is Lipschitz continuous, and that there exists
some p > 0 such that |Dφ(x)| ≤ Cmin(1, |x|−p) for a.e. x.
Let (χR)R≥1 satisfy (30), (31). Then the definition∫
φ dµ := lim
R→∞
∫
χR φ dµ
makes sense in that the limit on the right-hand side exists and is independent of the
specific choice (χR)R≥1. In addition,
(40)
∫
φ dµ ≤ ‖φ‖Xln ‖µ‖X∗ln .
Remark 7. It follows from the Lemma that if ‖µ‖X∗ln <∞, then
∫
1 dµ = 0.
Proof. First note that for any x ∈ R2,
|φ(x)| ≤ |φ(0)| +
∫ |x|
0
|Dφ|(s x|x| )ds ≤ |φ(0)| +C
∫ |x|
0
min(1, s−p)ds.
It follows from this and the assumptions on χR that
sup
x∈R2
(1 + | ln+ |x|)|φ| |DχR| → 0 as R→∞.
As a result,
(41) ‖χRφ‖Xln → ‖φ‖Xln as R→∞,
and so
lim sup
R→∞
∫
(χRφ)dµ ≤ ‖µ‖X∗ln ‖φ‖Xln .
Next, for R1 6= R2, similar computations to those above show that
‖(χR1 − χR2)φ‖Xln → 0 as min(R1, R2)→∞.
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It follows that∫
(χR1 − χR2)φ dµ ≤ ‖(χR1 − χR2)φ‖Xln‖µ‖X∗ln → 0 as min(R1, R2)→∞.
These estimates imply the conclusions of the lemma. 
The next lemma relates that X∗ln norm and the W˙
−1,1 norm.
Lemma 3. If ‖µ‖X∗ln <∞ and Ω is any bounded set, then
(42) ‖µ‖W˙−1,1(Ω) ≤ sup
x∈Ω
(1 + ln+ |x|) ‖µ‖X∗ln .
Proof. If φ ∈W 1,∞0 (Ω) then (extending φ by zero) ‖φ‖Xln ≤ supΩ(1+ln+ |x|)‖Dφ‖L∞(Ω),
so ∫
φdµ ≤ ‖φ‖Xln‖µ‖X∗ln ≤ ‖Dφ‖L∞(Ω) sup
Ω
(1 + ln+ |x|)‖µ‖X∗ln .
Since φ ∈W 1,∞0 (Ω) is arbitrary, the conclusion follows. 
Example 1. Here we give an example, not needed in the rest of this paper, to prove
that φ 7→ J(U1+φ) is not continuous as a map from H1(R2) into W˙−1,1(R2), so that
it is indeed necessary to introduce weaker norms, such as the X∗ln norm.
First, for R > 1 let fR : R
2 → R be a function such that |∇fR| ≤ 2, 0 ≤ fR ≤ 1,
and
fR(x1, x2) = 0 unless 4R ≤ x1 ≤ 6R and |x2| ≤ R,
fR(x1, x2) = 1 if 4R+ 1 ≤ x1 ≤ 6R − 1 and |x2| ≤ R− 1.
Now let φR := (fR, 0) and φ :=
∑∞
j=1
1
jRj
φRj for Rj = 10
j . It is easy to see that
‖φR‖2L2 ≈ R2, ‖∇φR‖2L2 ≈ R,
and since φRj and φRk have disjoint support if j 6= k, it follows that
‖φ‖2L2 =
∑
j
(jRj)
−2‖φRj‖2L2 ≈
∑
j
j−2 <∞.
Similarly ‖∇φ‖2L2 <∞ and thus φ ∈ H1.
We claim however that
(43) sup
{∫
ζJ(U1 + φ) dx : ζ ∈W 1,∞ with compact support,Lip(ζ) ≤ 1
}
= +∞
for U1 ∈ H1loc(R2) such that U1 = x|x| outside B1. To prove this, let ζR be a compactly
supported function such that ‖∇ζR‖∞ ≤ 1, ζR(x1, x2) = 0 unless 2R ≤ x1 ≤ 6R, and
ζR(x1, x2) = 2R − (|4R− x1|) if 2R ≤ x1 ≤ 6R and |x2| ≤ R.
Then for any R ≥ 1, noting that ζR = 0 on the support of J(U1) and arguing as in
the proof of Lemma 1,∫
ζRJ(U
1 + φR) dx =
∫
ζR
[
J(U1 + φR)− J(U1)
]
dx
=
∫
ζR,x2 φR × U1x1 − ζR,x1 φR × U1x2 + ζRJ(φR) dx.
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However, J(φR) ≡ 0, and ζR,x2 = 0 on the support of φR, so the first and third terms
vanish. And by an easy explicit computation of the remaining term, it follows that∫
ζRJ(U
1 + φR) dx =
∫
fR
x21
R3
dx & R.
Now define ζm :=
∑m
j=1 ζRj . Since J(U
1 + φ) = 0 away from the support of φ, and
noting that supp(ζRj ) ∩ supp(φRk) is nonempty if any only if j = k, we find that∫
ζmJ(U1 + φ) dx =
m∑
j=1
∫
ζRjJ(U
1 +
1
jRj
φRj ) dx &
m∑
j=1
1
j
.
Thus ‖J(U1 + u)‖W˙−1,1 = +∞.
2.3. more about energy, and the canonical harmonic map. Given α ∈ (R2)n
and d ∈ Zn, we will write u∗(α, d) to denote the canonical harmonic map with singu-
larities of degree di at αi, for i = 1, . . . , n, see [3], defined by
(44) u∗(α, d)(x) =
n∏
j=1
(
x− αj
|x− αj |
)dj
.
We will write simply u∗ when there is no possibility of confusion. One easily checks
that
(45) j(u∗)(x) =
n∑
i=1
di
(x− αi)⊥
|x− αi|2 = 2π
n∑
i=1
diK(x− ai)
where K is the Biot-Savart kernel. We remark that
(46) ∇× j(u∗) = 2π
n∑
i=1
diδαi , ∇ · j(u∗) = 0.
We record some properties of j(u∗) that will be needed in the sequel. These are
mostly well-known and generally easy to verify. Given α ∈ (R2)n, we will write
(47) R2σ(α) := R
2 \ ∪nj=1Bσ(αj), BR,σ(α) := BR \ ∪nj=1Bσ(αj).
We will write simply R2σ or BR,σ when α is clear from the context.
Lemma 4. Assume that α ∈ (R2)n and d ∈ {±1}n, and let D =∑ di. Then u∗(α, d)
satisfies the following. First,
(48)
∣∣∣∣j(u∗)(x)− Dx⊥|x|2
∣∣∣∣ ≤ CnRα|x|2 if |x| ≥ Rα.
Second, if σ < ρα then
(49) ‖j(u∗)‖L∞(R2σ) ≤
Cn
σ
and
(50) lim
R→∞
(∫
BR,σ
1
2
|∇u∗|2dx− πD2 lnR
)
= nπ ln
1
σ
+W (α, d) +O(
n3σ2
ρ2α
),
where W (α, d) is defined in (22).
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Proof. Estimates (48) and (49) are easily verified from the explicit formula (45) for
j(u∗), and (50) is proved following computations in [3], and keeping track of error
terms as in Lemma 12 of [16]. 
We will also need some estimates of W , which follow directly from the definition
(22):
(51) |∇iW (α, d)| . n
ρα
, |∇i∇jW (α, d)| . n
ρ2α
.
We collect some facts about the dependence of j(u∗(α, d)) on α ∈ R2n.
Lemma 5. Let α,α′ ∈ (R2)n with minj=1,...,n |αj − α′j| ≤ ρα4 and d ∈ {±1}n. If
r, r′ ≤ ρα, then∥∥j(u∗(α, d)) − j(u∗(α′, d))∥∥L∞(R2r(α)∩R2r′ (α′)) ≤ 1min{r, r′}2
n∑
j=1
∣∣αj − α′j∣∣(52)
∥∥j(u∗(α, d)) − j(u∗(α′, d))∥∥L2(R2r(α)∩R2r(α′)) ≤ C
(
1 +
∑
log(
|αj − α′j|
r
)
)
,(53)
and for all 1 < p < 2, there exists a constant C, depending only on p, such that
∥∥j(u∗(α, d)) − j(u∗(α′, d))∥∥Lp(R2) ≤ Cn
 n∑
j=1
∣∣αj − α′j∣∣

2
p
−1
.(54)
Proof. Bound (52) follows from∣∣j(u∗(α, d)(x)) − j(u∗(α′, d)(x))∣∣ ≤ n∑
j=1
|dj |
∣∣∣∣∣(x− αj)⊥|x− αj|2 − (x− α
′
j)
⊥
|x− α′j |2
∣∣∣∣∣
=
n∑
j=1
|αj − α′j |
|x− αj ||x− α′j |
.
(55)
To prove (54) let ∆j = |αj − α′j| and αj =
αj+α′j
2 , and let Bj := B2∆j (α¯j). Then∥∥j(u∗(α, d)) − j(u∗(α′, d))∥∥Lp(R2) ≤ n∑
j=1
‖K(· − αj)−K(· − α′j)‖Lp(R2)
≤
n∑
j=1
‖K(· − αj)‖Lp(Bj) + ‖K(· − α′j)‖Lp(Bj)
+
n∑
j=1
‖K(· − αj)−K(· − α′j)‖Lp(R2\Bj).
Since Bj ⊂ B3∆j (αj), a direct computation shows that
‖K(· − αj)‖Lp(Bj) ≤ Cp ∆
2
p
−1
j ,
and similarly for ‖K(· − α′j)‖Lp(Bj ). Next, from (55) one can see that
|K(x− αj)−K(x− α′j | ≤
∆j
|x− α¯j|2 if |x− α¯j| ≤ 2∆j ,
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and then after a short calculation, one finds that
‖K(· − αj)−K(· − α′j)‖Lp(R2\Bj) ≤ Cp |∆j|
2
p
−1
.
Combining these bounds, we obtain (54). A similar argument yields (53).

Finally, we record some properties, mostly already proved in [4], of the energy
Eε(u) renormalized at infinity
Eε(u) = lim
R→∞
∫
B(R)
[eε(u)− 1
2
|∇UD|2] dx, UD fixed in (11), (12).
Lemma 6. If u ∈ [UD] + H1, then Eε(u) is well-defined and finite. Moreover, if
(χR)R≥1 is any family of smooth, compactly supported functions satisfying (30), (31)
then
(56) Eε(u) = lim
R→∞
∫
R2
χR[eε(u) − 1
2
|∇UD|2] dx.
Proof. Following [4], we write u = U˜D + v with v ∈ H1, where U˜D = τyUd for some
y ∈ R2. Then
eε(u)− 1
2
|∇U˜D|2 = 1
2
|∇v|2 −∆U˜D · v + 1
4ε2
(|u|2 − 1)2 +∇ · (∇U˜D · v).
The hypotheses imply that the first three terms on the right-hand side are integrable
over R2, so in view of the dominated convergence theorem it suffices (after integrating
by parts) to check that
0 = lim
R→∞
∫
∂BR
∂νU˜
D · v dH1 = lim
R→∞
∫
R2
∇χR · (∇U˜D · v) dx.
The first of these is established in [4] Lemma 3.3, and the second follows easily from
properties of χR. 
We remark that the Lemma implies that if u, u˜ ∈ [UD] +H1(R2), then
(57) lim
R→∞
∫
B(R)
[eε(u˜)− eε(u)] dx = lim
R→∞
∫
χR[eε(u˜)− eε(u)] dx = Eε(u˜)− Eε(u).
3. Energy bounds on annuli
Recall that Rα = 4∨ 4maxj |αj |. In this section we will prove the following result.
Proposition 1. Assume that u ∈ [UD] +H1(R2) and that
(58) ‖J(u)− π
∑
diδαi‖X∗ln ≤ sε,
∑
di = D > 0.
There exists a universal constant c1 such that if sεD
2 ≤ c1 and εD2 < c1, then for
any R1 ≥ Rα and R2 ≥ 2R1, we have
(59)
∫
BR2\BR1
eε(u) dx − πD2 log(R2
R1
) ≥ −CD4 ε
R1
.
Consequently, for every R ≥ Rα
(60)
∫
BR
eε(u) dx ≤ Eε(u) + πD2 lnR+ CD4 ε
R
.
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Note that the hypotheses allow D to grow asymptotically large as ε → 0, as will
be necessary when we consider the hydrodynamic limit.
Proof. We may assume that |u| ≤ 1, as otherwise we can replace u by min(1, |u|−1)u.
By a routine regularization argument, we may also assume that u is smooth. We will
focus on proving (59), since (60) is a direct consequence.
1. For r ∈ [R1, R2] let m(r) = inf∂Br |u|, and if m(r) ≥ 12 then let d(r) :=
deg(u; ∂Br). We define
G := {r ∈ [R1, R2] : m(r) ≥ 1
2
, d(r) ≥ D}, B := [R1, R2] \G.
If 12 is a regular value of |u|, which we will assume to be the case, then B consists of a
finite union of relatively open intervals. (Otherwise we can replace 12 by some nearby
regular value of |u| in the definition of G.)
It follows from the proof of Theorem 2.1 in [13] that
(61)∫
∂Br
eε(u)dH1 ≥ πm
2(r)d2(r)
r
+
1
Cε
(1−m(r))2 ≥ πd
2(r)
r + c0εd2(r)
if m(r) ≥ 12
for a universal constant c0. The same proof also shows that
(62)
∫
∂Br
eε(u)dH1 ≥ C
ε
if m(r) < 12 .
Thus∫
BR2\BR1
eε(u) dx ≥
∫ R2
R1
(∫
∂Br
eε(u)dH1
)
dr
≥
∫ R2
R1
π
D2
r + c0D2ε
dr +
∫
B
(∫
∂Br
eε(u)dH1 − π D
2
r + c0D2ε
)
dr
≥ πD2(ln(R2
R1
)− c0D2 ε
R1
) +
∫
B
(∫
∂Br
eε(u)dH1 − π D
2
r + c0D2ε
)
dr
for c0D
2 = c0D
2. Thus we only need to show that the last term on the right-hand
side is always positive, and to do this it suffices to demonstrate that there exists some
constant c1 such that every component I of B satisfies
(63)
∫
I
π
D2
r + c0D2ε
dr ≤
∫
I
∫
∂Br
eε(u) dH1 dr if ε, sε ≤ c1
D2
.
2. Fix a component I of B, and let a < b denote its endpoints. We claim that
(64) |I| ≤ sε(1 + ln+ b) + Cε
∫
Bb\Ba
eε(u).
To see this, define
I1 := {r ∈ I : m(r) ≥ 1
2
, d(r) < D}, I2 := {r ∈ I : m(r) < 1
2
}.
Note that I = I1 ∪ I2. It is clear from (62) that
(65) |I2| ≤ Cε
∫
Bb\Ba
eε(u) dx.
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To estimate |I1|, we define a test function φ ∈ Xln by specifying that φ is Lipschitz
with support in Bb, and that
∇φ(x) =
{ − x|x| for a.e. x such that |x| ∈ I1
0 for a.e. x such that |x| 6∈ I1.
The definitions imply that ‖φ‖Xln ≤ 1 + ln+ b, so we deduce from (58) that∣∣∣∣∫
R2
φ
(
J(u)− π
∑
djδαj
)
dx
∣∣∣∣ ≤ ‖φ‖Xln ‖J(u) − π∑ djδαj‖X∗ln ≤ sε(1 + ln+ b).
The definition of φ also implies that φ = |I1| on Ba, so
sε(1 + ln
+ b) ≥
∫
R2
φ(π
∑
djδaj − J(u))dx = πD|I1|+
1
2
∫
R2
∇φ× j(u)dx
=
∫
I1
(
πD +
1
2
∫
∂Br
∇φ× j(u)dH1
)
dr.
For any s ∈ I1, we can write u|∂Bs in the form u = ρeiϕ, with a well-defined phase
ϕ. Then j(u) = ∇ϕ+ j(u)|u| |u|
2−1
|u| , and since |u| ≥ 12 and ‖∇φ‖L∞ ≤ 1, straightforward
estimates lead to∣∣∣∣∫
∂Br
∇φ× j(u)dH1 −
∫
∂Br
∇φ×∇ϕdH1
∣∣∣∣ ≤ 2ε∫
∂Br
eε(u)dH1.
And the definition of φ implies that −∇φ×∇ϕ = τ ·∇ϕ on ∂Br for a.e. r ∈ I1, where
τ(x) = 1|x|(−x2, x1) is the unit tangent to ∂Br with the standard (counterclockwise)
orientation. It follows that
−
∫
∂Br
∇φ×∇ϕdH1 = 2π d(r)
for a.e. r ∈ I1. Since d(r) ≤ D − 1 for every r ∈ I1, we combine the previous few
inequalities to find that
sε(1 + ln
+ b) ≥ π|I1| − ε
∫
I1
∫
∂Br
eε(u)dH1 dr.
Upon rearranging and combining this with (65), we obtain the claim (64).
3. We now prove (63).
First, note that if I1 is empty, then I = I2 and it follows from (65) (recalling that
R1 ≥ 1 by hypothesis) that
(66)
∫
I
∫
∂B2
eε(u) dH1 dr ≥
∫
I
C
ε
dr ≥
∫
I
πD2
r + c0D2ε
dr if D2ε <
C
π
and as a result that (63) holds for a suitable choice of c1.
We henceforth assume that I1 is nonempty, and we consider two cases.
Case 1: |I| < δb for some δ ∈ (0, 14 ) to be chosen.
If this holds, then since R2 ≥ 2R1, the interval I must be a proper subset of
[R1, R2] and it follows that at least one endpoint must belong to G. For concreteness
we assume that b ∈ G; the other case is essentially identical. Fix some r ∈ I1, and let
u˜(x) :=
{
u if |u| ≤ 12
u
2|u| if |u| ≥ 12 .
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Since b ∈ G and r ∈ I1, the definition of u˜ implies that we can write
u˜|∂Bb =
1
2
eiϕb , u˜|∂Br =
1
2
eiϕr ,
with ϕb and ϕr changing by at least 2πD and at most 2π(D − 1) respectively on the
circles on which they are defined. Then, since eε(u) ≥ 12 |∇u˜|2 ≥ J(u˜) = 12∇ × j(u˜)
pointwise, and∫
Bb\Ba
eε(u) dx ≥
∫
Bb\Br
J(u˜) dx =
1
2
∫
∂Bb
j(u˜) · τdH1 − 1
2
∫
∂Br
j(u˜) · τdH1
=
1
8
(∫
∂Bb
∇ϕb · τdH1 −
∫
∂Br
∇ϕr · τdH1
)
≥ π
4
.
On the other hand, b− a = |I| ≤ δb by assumption, so∫
I
πD2
r + c0D2ε
dr ≤ πD2
∫ b
(1−δ)b
dr
r
≤ πD2 ln( 1
1− δ ).
We now fix δ small enough that πD2 ln( 11−δ ) ≤ π4 . For example, we may take δ = 1CD2
for some universal C. Then (63) follows by combining the above two inequalities.
Case 2. |I| ≥ δb for δ = 1
CD2
as fixed above. Then sε(1 + ln
+ b) ≤ 12δb for all b ≥ 1
so long as sεD
2 ≤ 12δ = 1CD2 , and then it follows from (64) that∫
Bb\Ba
eε(u) dx ≥ 1
Cε
(|I| − sε(1 + ln+ b)) ≥ 1
2Cε
|I| =
∫
I
1
2Cε
dr.
Then (63) follows, after adjusting c1 if necessary, by the same estimate as in the case
when I1 was empty, see (66) above. 
4. Quantitative rate of second order Γ-convegence
Our Γ-stability result for infinite-energy configurations on R2 is
Proposition 2. There exists a constant c2 ∈ (0, 1) such that for any u ∈ [UD] +
H1(R2) with D 6= 0, if
(67) ‖J(u)−
n∑
j=1
πdjδαj‖X∗ln ≤ sε for some sε ∈ [ε
√
ln(ρα/ε)
lnRα
,
c2ρα
n3 lnRα
],
for some α = (α1, . . . , αn) ∈ R2n∗ and d ∈ {±1}n, and if
(68) 8sε lnRα ≤ σ⋆ :=
√
ρα
n3
(sε lnRα + ε(Eε(u) + πD2 lnRα)) ≤ ρα
40n
,
then we have (using notation introduced in (47)),
1
2
∫
R2σ⋆(α)
eε(|u|) + 1
4
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx ≤ Σ(u;α, d) + C n4ρασ⋆
≤ Σ(u;α, d) +√sε P
(69)
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for a constant C, where Σ(u;α, d) = Eε(u)−Wε(α, d) and u∗ = u∗(·;α, d) and P are
defined in (44) and (32), respectively. Finally, we have the estimates
(70) ‖1− |u|‖4L4(R2) ≤ ‖1− |u|2‖2L2(R2) ≤ ε2P,
(71) ‖j(u) − j(u∗)‖L4/3+L2(R2) ≤
√
|Σ(u;α, d)| + s1/4ε P.
The choice of σ⋆ arises from optimizing an error estimate in the proof of (69).
In this proposition, the bounds appearing on the right-hand side are expressed
in terms of the energy Eε(u) renormalized at infinity, whereas in the corresponding
result in [16], the right-hand side involves the whole energy Eε.
Note that (67) implies that
(72) sε ≤ c2
n3
, ε ≤ c2
n3
ρα√
ln(ρα/ε)
≤ c2
n3
and hence that the hypotheses of Proposition 1 are satisfied, as long as we insist that
c2 ≤ c1. Some of the restrictions in (67) are also needed as hypotheses for some ”black
box” results that we will use from [16], see (80) below.
An essential ingredient of the proof of Proposition 2 are the following lemmas which
provide a lower bound for a single vortex in a ball.
Lemma 7 ([15], Lemma 6.8). Let
I(σ, ε) := inf
{∫
Bσ
eε(u) dx : u ∈ H1(Bσ;C), u = eiθ on ∂Bσ
}
.
Then I(σ, ε) = I(σ/ε, 1), and there exists a constant γ such that
(73)
∣∣∣I(σ, ε) − [π ln σ
ε
+ γ
]∣∣∣ ≤ C ε2
σ2
.
and
Lemma 8 ([15], Theorem 1.3). There exists an absolute constant C such that if
u ∈ H1(Bσ;C) satisfies
‖J(u)± πδ0‖W˙−1,1(Bσ) ≤
σ
4
then
(74) 0 ≤ ΣBσ(u) +C
ε
σ
√
ln
σ
ε
+
C
σ
‖J(u)± πδ0‖W˙−1,1(Bσ)
where
ΣBσ(α)(u) =
∫
Bσ(α)
eε(u) dx− I(ε, σ).
The rest of this section is devoted to the
proof of Proposition 2. The outline of the proof is the same as that of Theorem 2
in [16]. The new point is to check that far-field contributions to the energy can be
controlled by the energy Eε(u) renormalized at infinity and information (67) about
the X∗ln norm of J(u).
1. For σ to be chosen later, but satisfying
(75) 8sε lnRα ≤ σ ≤ ρα
40n
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we compute (recalling the definitions (13) and (22) of Eε(u) and Wε(α, d))
Σ(u;α, d) = Eε(u)−Wε(α, d)
= lim
R→∞
[∫
BR
eε(u) dx − πD2 lnR
]
−
[
n
(
π ln
1
ε
+ γ
)
+W (α, d)
]
= lim
R→∞
∫
BR,σ
eε(u) dx−
[
πD2 lnR+ nπ ln
1
σ
+W (α, d)
]
+
n∑
j=1
[∫
Bσ(αj)
eε(u) dx−
(
π ln
σ
ε
+ γ
)]
(50)
≥ lim
R→∞
∫
BR,σ
[eε(u)− eε(u∗)] dx+
n∑
j=1
ΣBσ(u)− C
n3σ2
ρ2α
.(76)
By (42), (67), and (75),
∥∥J(u)− πdjδαj∥∥W˙ 1,1(Bσ(αj)) ≤ (1 + (ln(σ + |αj |))+)
∥∥∥∥∥∥J(u)− π
n∑
j=1
djδαj
∥∥∥∥∥∥
X∗ln
≤ 2sε lnRα < σ
4
.
Then Lemma 8 and the assumption that sε lnRα ≥ ε
√
ln(ρα/ε) imply that
ΣBσ(u) ≥ −C
ε
σ
√
ln
σ
ε
− Csε lnRα
σ
& −sε lnRα
σ
,
and it follows that
(77) lim
R→∞
∫
BR,σ
[eε(u)− eε(u∗)] dx ≤ Σ(u;α, d) +Csεn lnRα
σ
+C
n3σ2
ρ2α
.
2. We will use the identity
eε(|u|) + 1
2
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 = [eε(u)− eε(u∗)] + j(u∗) ·(j(u∗)− j(u)|u|
)
.(78)
Let (χR)R>1 denote a family of functions to be specified shortly, which will be chosen
to satisfy (30), (31). We multiply both sides of (78) by χR, integrate over R
2
σ, and
let R tend to ∞. In view of (57), (77) and properties of (χR)R≥1, this yields∫
R2σ
eε(|u|) + 1
2
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx ≤ Σ(u;α, d) +Csεn lnRασ +Cn3σ2ρ2α
+ lim
R→∞
∫
R2σ
χRj(u∗) ·
(
j(u∗)− j(u)|u|
)
dx.(79)
So our main task is to estimate the last term. It is convenient to define
G(x;α, d) =
n∑
j=1
dj ln |x− αj|, and
R˜
2
σ := largest open subset of R
2
σ such that G is constant on every component of ∂R˜2σ.
HYDRODYNAMIC LIMIT 21
Thus, for σ small, R˜2σ looks like R
2 with a (closed) slightly distorted ball of radius
≈ σ removed around each αi.
We will write ∫
R2σ
χRj(u∗) ·
(
j(u∗)− j(u)|u|
)
dx = A1 +A2 +A3
where
A1 :=
∫
R˜2σ
χR j(u∗) · (j(u∗)− j(u)) dx,
A2 :=
∫
R˜2σ
χR j(u∗) · j(u)|u| (|u| − 1) dx,
A3 :=
∫
R2σ\R˜2σ
χR j(u∗) · (j(u∗)− j(u)|u| ) dx.
Estimate of A3: In [16] it is checked
3 that
(80) |R2σ \ R˜2σ| .
n2σ3
ρα
,
as long as σ ≤ ρα/40n, which we have assumed in (75). Then by (49) and (80)
|A3| ≤
∫
R2σ\R˜2σ
|j(u∗)|2 + 1
4
∣∣∣∣j(u∗)− j(u)|u|
∣∣∣∣2 dx
≤ Cn
4σ
ρα
+
1
4
∫
R2σ
∣∣∣∣j(u∗)− j(u)|u|
∣∣∣∣2 dx.(81)
Estimate of A2: Since R˜
2
σ ⊂ R2σ we have (using the notation (47))
|A2| ≤
∫
R2σ
|j(u∗)|
∣∣∣∣j(u)|u|
∣∣∣∣ |1− |u|| dx
≤
∫
BRα ,σ
|j(u∗)|
∣∣∣∣j(u)|u|
∣∣∣∣ ∣∣1− |u|2∣∣ dx
+
∫
R2\BRα
|j(u∗)|2
∣∣1− |u|2∣∣+ |j(u∗)| ∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣ ∣∣1− |u|2∣∣ dx.
From (60) we have∫
BRα,σ
|j(u∗)|
∣∣∣∣j(u)|u|
∣∣∣∣ ∣∣1− |u|2∣∣ dx ≤ Cε ‖j(u∗)‖L∞(BRα,σ)
∫
BRα
eε(u) dx
≤ Cεn
σ
(
Eε(u) + πD
2 lnRα
)
.
3In [16] this is proved for a bounded domain Ω, but the proof is also valid on R2, where in fact it
becomes a little simpler, since there are no boundary terms in G.
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On the other hand,∫
R2\BRα
|j(u∗)|2
∣∣1− |u|2∣∣+ |j(u∗)| ∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣ ∣∣1− |u|2∣∣ dx
(48)
≤ Cε
∫ ∞
Rα
n4
r3
dr + ε
∫
R2\BRα
eε(|u|) dx
+ C
nε
Rα
∫
R2\BRα
[∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 + eε(|u|)
]
dx
≤ Cε n
4
R2α
+Cε
n
Rα
[∫
R2\BRα
eε(|u|) + 1
2
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2
]
dx+ ε
∫
R2\BRα
eε(|u|) dx.
It follows from (72), after taking c2 smaller if necessary, that C
εn
Rα
≤ 110 , and then
(82)
|A2| ≤ C εn
σ
[
Eε(u) + πD
2 lnRα
]
+ C
εn4
R2α
+
1
8
[∫
R2σ
eε(|u|) + 1
4
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2
]
dx.
Estimate (82) will be used also in the proof of the localization result, Proposition 3.
Estimate of A1: First note that, exactly as in [16], we can write
(83) 1
R˜2σ
j(u∗) := ∇× G˜σ
where 1 is the characteristic function, and G˜σ is the Lipschitz continuous function of
the form
(84) G˜σ =
{
G( · ;α, d) in R˜2σ
constant in each component of R2 \ R˜2σ.
This is the point of replacing R2σ by R˜
2
σ in our above decomposition. It is straightfor-
ward to check from (83), (84) and (49) that
(85)
∥∥∥G˜σ∥∥∥
Xln
.
n lnRα
σ
for σ ≤ ρα.
We now specify that
χR =
{
1 in BR
fR(G) in R2 \BR
where fR : R→ [0, 1] is smooth and satisfies
fR(s) =
{
1 if s ≤ D lnR+ β
0 if s ≥ D ln 2R− β , for some β > 0
with |f ′R| and |f ′′R| bounded uniformly in R.
We must check that χR satisfies (30) and (31) for all large R. Toward this end,
note that if |x| is sufficiently large (which implies that G˜σ(x) = G(x)), then
(86)∣∣∣G˜σ(x)−D ln |x|∣∣∣ =
∣∣∣∣∣
n∑
i=1
di(ln |x− αi| − | ln |x|)
∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
di ln
|x− αi|
|x|
∣∣∣∣∣ ≤ 2nRα|x| ,
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and it follows from this that if R is large enough (which we henceforth assume to be
the case), then χR is smooth and satisfies (30). Moreover, (31) follows by noting that
(87) |∇χR| = |f ′R(G)| |∇Gσ| ≤
C(n,D)
R
on B2R \BR ⊃ supp(∇χR).
Now
χR∇× Gσ = ∇× (χRG˜σ)− G˜σ∇× χR
and, since G˜σ = G on supp∇χR, our choice of χR implies that
G˜σ∇× χR = ∇× YR for YR :=
{
constant in BR
FR(G) in R2 \BR
where the constant is chosen to make YR continuous (in fact it is FR(0)) and
FR(s) = −
∫ ∞
s
tf ′R(t)dt.
Since χRG and YR are compactly supported, we can integrate by parts to find that
A1
(83)
=
∫
R2
χR ∇× G˜σ · (j(u∗)− j(u)) dx
= 2
∫
R2
[
χRG˜σ − YR
] (
J(u)−
∑
πdiδαi
)
dx.
Thus
|A1| .
(∥∥∥χRG˜σ∥∥∥
Xln
+ ‖YR‖Xln
)∥∥∥J(u)−∑ πdiδαi∥∥∥
X∗ln
.
We know from (41) and (85) that
lim
R→∞
∥∥∥χRG˜σ∥∥∥
Xln
=
∥∥∥G˜σ∥∥∥
Xln
≤ n lnRα/σ,
and it is easy to check from (87) that ‖YR‖Xln → 0 as R→∞, so we conclude that
(88) lim sup
R→∞
|A1| . sεn lnRα/σ.
3. By combining (79) with the above estimates of A1, A2 and A3, we find that[
1
2
∫
Rσ(α)
eε(|u|) + 1
4
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx
]
− Σ(u;α, d)
.
n
σ
[
sε lnRα + εEε(u) + επD
2 lnRα
]
+
n4σ
ρα
(89)
for any σ satisfying (75). If σ⋆ =
√
ρα
n3
(sε lnRα + εEε(u) + επD2 lnRα) then the
right-hand side is minimized and we obtain (69).
4. Next we note that since (1− a)4 ≤ (1− a2)2 for a > 0,∫
R2
(1− |u|)4 dx . ε2
∫
R2
eε(|u|) dx . ε2
∫
BRα
eε(u) dx + ε
2
∫
R2σ
eε(|u|) dx ≤ ε2P,
where we have used (60), (69) for the last inequality. This is (70).
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5. Finally, we establish the bound (71) on the current, modifying the proof from
[16]. To simplify notation we will write χ1 := χ∪jBσ⋆(αj) and χ1 = 1 − χ1 = χR2σ⋆ .
We decompose j(u) − j(u∗) differently in ∪jBσ⋆(αj) and R2σ⋆ , as follows:
j(u) − j(u∗) = χ1
[
j(u)
|u| (|u| − 1) +
j(u)
|u| − j(u∗)
]
+ χ2
[
(
j(u)
|u| − j(u∗)) + (
j(u)
|u| − j(u∗))(|u| − 1) + j(u∗)(|u| − 1)
]
.
We now proceed to bound all the summands in either L4/3 or L2. For the terms
supported on ∪Bσ⋆(αj) we estimate∥∥∥∥χ1 j(u)|u| (|u| − 1)
∥∥∥∥
L4/3
≤ ‖∇u‖L2(BRα )‖1− |u| ‖L4(BRα ) ≤ ε1/2P,∥∥∥∥χ1 j(u)|u|
∥∥∥∥
L4/3
≤ ‖j(u)|u| ‖L2(BRα ) ‖χ1‖L4 ≤ σ
1/2
⋆ P,
‖χ1 j(u∗)‖L4/3 ≤ C
(
n
∫ σ⋆
0
(n
r
)4/3
rdr
)3/4
≤ σ1/2⋆ P,
where the last estimate uses the explicit form of j(u∗). Outside of ∪Bσ⋆(αj),
‖χ2(j(u)|u| − j(u∗))‖L2 ≤ |Σ|
1/2 + s1/4ε P,
‖χ2(j(u)|u| − j(u∗))(|u| − 1)‖L4/3 ≤ ‖χ2(
j(u)
|u| − j(u∗))‖L2 ‖1− |u| ‖L4 ≤ ε
1/2P,
‖χ2j(u∗)(|u| − 1)‖L4/3 ≤ ‖χ2j(u∗)‖L4 ‖(1− |u|2)‖L2 ≤ εP.
Since ε ≤ σ⋆ ≤ s1/2ε P, this implies (71).

5. Bounds on the localization of the Jacobian
The second main element of the proof of Theorem 3, also adapted from [16], is
Proposition 3. There exists a positive constant c3 ≤ c2 such that for any u ∈
[UD] + H1(R2;C) with D 6= 0, if there exist distinct points α1, . . . , αn ∈ R2 and
d1, . . . dn ∈ {±1} such that
(90)
∥∥∥∥∥∥J(u) −
n∑
j=1
πdjδαj
∥∥∥∥∥∥
X∗ln
≤ c3ρα
n6 lnRα
,
then there exist ξ1, . . . , ξn ∈ R2 such that |ξi − αi| ≤ ρα80n4 for all i, and
(91)
∥∥∥∥∥J(u)− π
n∑
i=1
diδξi
∥∥∥∥∥
X∗ln
≤ ε [n(C +Σ)2eCΣ + P]
where Σ = Σ(u;α, d) = Eε(u)−Wε(α, d) and the notation P is introduced in (32).
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The proof of Proposition 3 follows arguments developed for a bounded domain in
[16], with modifications due for example to the differences between the weak topologies
X∗ln and W˙
−1,1(Ω) and the fact that we control only Eε(u), rather than
∫
eε(u)dx.
Assumption (90) is a little stronger than the corresponding assumption in (67) in
Proposition 2 due to requirements that arise in step 1 of the proof of Proposition 3.
An essential tool in establishing Proposition 3 is the modified Jacobian, J ′(u), of
Alberti-Baldo-Orlandi [1]. A convenient definition may be given by setting
(92) J ′(u) := J(u′), u′ := g(|u|)u,
for some fixed smooth g : R→ R such that g(s) = 1s if s ≥ 12 . Then |u′| = 1 whenever
|u| ≥ 1/2, from which one can deduce that supp(J ′(u)) ⊂ {|u| < 1/2}. Thus J ′(u) is
more concentrated than J(u). One can also check that
(93) deg(u, ∂V ) =
1
π
∫
V
J ′(u) dx if |u| ≥ 1
2
on ∂V.
We first show that J ′(u) is close to J(u) in the X∗ln topology, provided that the vortices
are not too far from the origin.
Lemma 9. If u satisfies the hypotheses of Proposition 3, then
(94)
∥∥J ′(u)− J(u)∥∥
X∗ln
. ε
(
Eε(u) + πD
2 lnRα +Σ+ C + n
2
) ≤ εP.
Proof. For any smooth compactly supported φ such that ‖φ‖X∗ln ≤ 1,∣∣∣∣∫ φ(J(u) − J ′(u)) dx∣∣∣∣ = ∣∣∣∣∫ (∇× φ) · (j(u) − j(u′)) dx∣∣∣∣
≤ C
∫
R2
|∇φ| |j(u)| ∣∣g2(|u|) − 1∣∣ dx
≤ C
∫
R2
|∇φ|
∣∣∣∣j(u)|u|
∣∣∣∣ ∣∣|u|2 − 1∣∣ dx,
(95)
since |g2(s) − 1| ≤ Cs |s − 1| ≤ Cs |s2 − 1| for all s ≥ 0. Because ‖∇φ‖∞ ≤ ‖φ‖X∗ln , it
follows that∣∣∣∣∫
R2
φ
(
J(u)− J(u′)) dx∣∣∣∣ (95)≤ Cε∫
BRα
eε(u) dx + C
∫
R2\BRα
|∇φ| |j(u)||u|
∣∣|u|2 − 1∣∣ dx
≤ Cε
∫
BRα
eε(u) dx + C
∫
R2\BRα
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣ ∣∣|u|2 − 1∣∣ dx
+ C
∫
R2\BRα
|∇φ| |j(u∗)|
∣∣|u|2 − 1∣∣ dx.
By (60),
(96) ε
∫
BRα
eε(u) dx . ε
(
Eε(u) + πD
2 lnRα
)
.
26 ROBERT L. JERRARD AND DANIEL SPIRN
Next,∫
R2\BRα
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣ ∣∣|u|2 − 1∣∣ dx . ε∫
R2\BRα
eε(|u|) +
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx(97)
(69)
. ε [Σ(u;α, d) + C] .
Furthermore, by (48) we have |j(u∗)(x)| . n|x| for all |x| ≥ Rα, thus
∫
R2\BRα
|∇φ| |j(u∗)|
∣∣|u|2 − 1∣∣ dx . ∫
R2\BRα
1
ln |x|
n
|x|
∣∣|u|2 − 1∣∣ dx
(98)
. εn
(∫ ∞
Rα
dr
(ln r)2r
) 1
2
(∫
R2\BRα
eε(|u|) dx
) 1
2
.
εn√
lnRα
[Σ(u;α, d) + C]1/2 .
Combining (96)-(98) yields (94). 
The strategy of proving the Proposition 3 is to combine a precise localization of a
single vortex, Lemma 10 below, with a global Jacobian bound away from the vortices
in Lemma 11.
Lemma 10 ([15], Theorem 1.2’). There exists an absolute constant C such that the
following holds for any 0 < ε ≤ τ and any u ∈ H1(Bτ ;C) satisfying
‖J(u)− πdδ0‖W˙−1,1(Bτ ) ≤
τ
4
with d = ±1.
If we write ΣBτ =
∫
Bτ
eε(u)−
(
π ln τε + γ
)
and
(99) ℓε(Bτ ) = ℓε := εC (C +ΣBτ ) e
ΣBτ ,
then there exists a point ξ ∈ Bτ/2 such that for any σ < τ − ℓε,
(100) |{s ∈ [σ, τ ] such that u satisfies (101) on Bs}| ≥ τ − σ − ℓε
where
(101) |u| > 1
2
on ∂Bs(ξ), and
∥∥J ′(u)− πdδξ∥∥Lip∗(Bs) ≤ ℓε (C +ΣBτ ) .
The conclusion |u| > 12 on ∂Bs does not appear in the statement of Theorem 1.2’
in [15], but is established in the proof 4.
Here and below, we use the notation
‖µ‖Lip∗(Ω) := sup{
∫
Ω
φ dµ : ‖∇φ‖∞ ≤ 1}.
Thus, in computing the Lip∗ norm, we allow test functions that do not vanish on ∂Ω.
Our next result, also taken from [15], will be applied to the function w = u/u∗.
4The proof of [15, Theorem 1.2’] uses conclusions (4.7) and (4.9) of [15, Proposition 4.2] to
show that the set {s ∈ [0, τ ] : inf∂Bs |u| ≤
1
2
} has measure at most ℓε, and then proves that
‖J ′(u)− πdδξ‖Lip∗(Bs) ≤ ℓε (C +ΣBτ ) for every s such that inf∂Bs |u| >
1
2
.
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Lemma 11. There exists an absolute constant C such that for any w ∈ H1(R2;C)
and any ε ∈ (0, 1], if ∫
R2σ
eε(w) dx ≤ π
2
ln
1
ε
and if
(102) |w| > 1
2
on ∪ ∂Bσ(αj) = ∂R2σ
then for any φ ∈ C1c (R2), we have the inequality
(103)
∣∣∣∣∣
∫
R2σ
φJ ′(w) dx
∣∣∣∣∣ ≤ εC‖∇φ‖L∞
(∫
R2σ
eε(w) dx
)
exp
[
1
π
∫
R2σ
eε(w) dx
]
.
The lemma is a special case5 of Theorem 1.1’ in [15]. The hypothesis of finite energy
is shown in [15] to eliminate any possible difficulties arising from the unboundedness
of the domain.
Proof of Proposition 3. We follow the argument of the proof of Theorem 3 in [16]
with the adjustments due to the unbounded domain.
Observe that for any specific term P of the form (32), we may assume that
(104) εP ≤ 1
as otherwise (91) follows immediately from (90), with ξi = αi for all i (after possibly
increasing the choice of P in (91)). Similarly, we may assume that
(105) ε
√
ln(ρα/ε)
lnRα
≤
∥∥∥J(u)− n∑
j=1
πdjδαj
∥∥
X∗ln
as otherwise there is nothing to prove. It follows from (90) and (105) that
(106) ε
n6
ρα
≤ c3.
and hence that the hypotheses of Proposition 1 are satisfied. It also follows from
(90) and (105) that the hypotheses (67) and (68) of Proposition 2 hold, with ‖J(u)−∑n
j=1 πdjδαj‖X∗ln playing the role of sε. The verification of (68) uses (104).
Based on (90) we define a family of radii
(107) σ ∈
[
3
4
σ1, σ1
]
with σ1 =
ρα
40n4
.
Note that σ−1 ≤ P. Again owing to (90), any σ satisfying (107) must also satisfy
conditions (75) (again with sε = ‖J(u)−
∑n
j=1 πdjδαj‖X∗ln) from the proof of Theorem
2. Thus all estimates concerning balls Bσ and their complements from the proof of
that result are valid here.
We now begin to localize the vortex found inside of each vortex ball Bσ(αj).
5obtained by taking n = 0,M = π/2 and Γ = ∅ in Theorem 1.1’, using notation from [15]. The
conclusion as stated in [15] is somewhat more complicated, asserting that there exists a large set of
radii s satisfying both (102) and (103), but the proof in fact shows that there is a large set of radii
satisfying (102), and that (102) implies (103).
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1. Single vortex localization. First by (42), (90), and (107),∥∥J(u)− πdjδαj∥∥W˙−1,1(Bσ) ≤ (1 + (ln(|αj |+ σ))+) ‖J(u) − n∑
j=1
πdjδαj‖X∗ln
≤ 2 lnRα c3ρα
n6 lnRα
≤ σ
4n2
≤ σ
4
,
if c3 is chosen small enough. Thus by Lemma 8 we have
(108) ΣBσ(αj) ≥ −C
ε
σ
√
ln
σ
ε
− C
σ
∥∥J(u)− πdjδαj∥∥W˙−1,1(Bσ) ≥ −Cn ,
using the fact that εσ ≤ Cn−2, which follows from (107) and (106).
We begin to bound the excess energy in small balls in order to provide a good
localization for each single vortex ball Br(αj). In particular, given the σ from (107)
and using arguments from the proof of Proposition 2, we obtain
Σ := Σ(u;α, d)
(76)
≥
∫
R2σ
[eε(u)− eε(u∗)] dx+
n∑
j=1
ΣBσ(αj) − C
n3σ2
ρ2α
.(109)
Next, (89) (with sε = ‖J(u) −
∑n
j=1 πdjδαj‖X∗ln) and (90) imply that∫
R2σ
eε(u)− eε(u∗) dx ≥ 1
2
∫
R2σ
eε(|u|) + 1
4
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx+
− Cn
σ
(
c3ρα
n6 lnRα
lnRα + εP
)
− Cn
4σ
ρα
− εP .
From the last two inequalities, recalling (104) and the choice (107) of σ, we obtain
Σ ≥ 1
2
∫
R2σ
eε(|u|) + 1
4
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx+ n∑
j=1
ΣBσ(αj) − C,
and we infer that
(110) ΣBσ(αj) ≤ Σ+ C for j = {1, . . . , n}
and also, using (108), that
(111)
1
2
∫
R2σ
eε(|u|) + 1
4
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx ≤ Σ+ C.
It follows from (110) that
(112) ℓε(Bσ(αi)) ≤ εC (C +Σ) e(C+Σ) := ℓε for all i and all σ ∈ [3
4
σ1, σ1]
using notation from (99). (The constants in the definition of ℓε will be adjusted later
to satisfy some additional estimates.) Then Lemma 10 (with τ = σ1 and σ =
3
4σ1)
and (110) imply that there exists ξi ∈ Bσ1/2(αi) such that∣∣∣∣{σ ∈ [34σ1, σ1] such that u does not satisfy (113)}
∣∣∣∣ ≤ ℓε
where
(113) |u| > 1
2
on ∂Bσ(αi),
∥∥J ′(u)− πdδξj∥∥Lip∗(Bσ(αi)) ≤ ℓε (C +Σ) .
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We may assume that ℓε ≤ σ14n , as otherwise (91) follows from (90) and (107), and
it follows that we can fix some σ ∈ [34σ1, σ1] such that (113) holds for every i. We
henceforth assume that this has been done.
2. We now look to prove a Jacobian estimate in R2σ(α) by bounding the energy of
u/u∗. Let w = u/u∗(α, d). Our starting point is the identity
eε(w) = eε(|u|) + 1
2
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2
+
j(u)
|u| · j(u∗) (1− |u|) +
1
2
|j(u∗)|2
(|u|2 − 1)
from [16], which is not hard to verify. Using the explicit form of j(u∗), we estimate∣∣∣∣∣
∫
R2σ
|j(u∗)|2
(|u|2 − 1) dx∣∣∣∣∣ ≤ ε
(∫
R2σ
eε(|u|) dx
∫
R2σ
|j(u∗)|4 dx
) 1
2
≤ εC(C+Σ) 12 n
2
σ
≤ εP.
Also, it follows from (82) that∣∣∣∣∣
∫
R2σ
j(u)
|u| · j(u∗)(1 − |u|) dx
∣∣∣∣∣ ≤ 18
∫
R2σ
eε(|u|) +
∣∣∣∣j(u)|u| − j(u∗)
∣∣∣∣2 dx+ εP.
Since σ⋆ ≤ 34σ1 ≤ σ (this is a consequence of (90), (105), and (104)) we see from (69)
and (104) that
(114)
∫
R2σ(α)
eε(w) dx ≤
∫
R2σ⋆(α)
eε(w) dx ≤ C(C +Σ).
It follows from (113) that
(115) |w| > 1
2
on ∂R2σ.
Thus from (114) and Lemma 11, after adjusting the constants in the definition (112),
we can conclude that if φ ∈ C1c (R2) and ‖φ‖Xln ≤ 1 then (since ‖φ‖Lip ≤ ‖φ‖Xln)
(116)
∫
R2σ
φJ ′(w) dx ≤ Cℓε (C +Σ) .
3. Next we show that J ′(w) is close to J ′(u) on R2σ. It is straightforward to check
(or see [16]) that
J ′(u)− J ′(w) = 1
2
∇× [(|w′|2 − 1)j(u∗)]
for w′ = g(|w|)w, where g was defined in (92). By construction of g(s), we know that
J ′(u) and J ′(w) vanish on the set S = {x ∈ R2 : |u(x)| ≥ 1/2}, and hence on ∂R2σ for
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σ satisfying (115). For φ ∈ C1c (R2) such that ‖φ‖Xln ≤ 1 we then have∫
R2σ
φ
(
J ′(u)− J ′(w)) dx = 1
2
∫
R2σ
∇⊥φ · [(|w′|2 − 1)j(u∗)] dx
≤ C
∫
R2σ
|∇φ|
∣∣|w|2 − 1∣∣ |j(u∗)| dx
≤ εC
∥∥∥∥1− |w|2ε
∥∥∥∥
L2(R2σ)
(
‖j(u∗)‖L2(BRα,σ) +
∥∥∥∥j(u∗)ln |x|
∥∥∥∥
L2(R2\BRα )
)
(49),(114)
≤ CεnRα
σ
(C +Σ)
(107)
. ε
n5Rα lnRα
ρα
(C +Σ).
For such φ we combine this with (116) and (113) and recall the definition (112) of ℓε
to find that∫
R2
φ
J ′(u)− n∑
j=1
πdjδξj
 dx
=
∫
R2σ
φ(J ′(u)− J ′(w)) dx+
∫
R2σ
φJ ′(w) dx+
n∑
j=1
∫
Bs(αj )
φ
(
J ′(u)− πdjδξj
)
dx
. ε
[
nC(C +Σ)2eΣ + C
n5Rα lnRα
ρα
(C +Σ)
]
.
Taking the supremum over all such φ, we find that
∥∥∥J ′(u)−∑nj=1 πdjδξj∥∥∥
X∗ln
is
bounded by the right-hand side. Finally, using (94) we have ‖J(u) − J ′(u)‖X∗ln .
ε(Eε(u) + πD
2 lnRα) and the bound (91) follows by the triangle inequality.

6. vortex dynamics in infinite-energy configurations on R2
In this section we carry out the first part of the proof of (3), in which we reduce
the theorem to controlling the rate of growth of a scalar quantity that we call η(t),
defined in (121). In the subsequent two sections we compute and bound ddtη and
d
dt 〈η〉δ for a suitable δ, where
(117) 〈f〉δ (t) =
1
δ
∫ t
t−δ
f(s)ds.
The proof of the theorem is finally completed in Section 9 by applying Gro¨nwall’s
inequality to 〈η〉δ and using a preliminary, weaker estimate of ddtη to deduce pointwise
bounds on η.
We recall that under the assumptions of the theorem, and using conservation of en-
ergy for the PDE (1) and the ODE (24), quantities such as Eε(u(t)),W (a(t)),Wε(a(t)), Ra(t) ,
and ρ−1a(t) are bounded uniformly, for all t, as discussed in Section 2.1.
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6.1. True vortex positions at {ξj}nj=1. By conservation of the energy W (·), and
hence Wε(·), for the ODE (24) and the conservation (14) of the energy renormalized
at infinity Eε for the Bethuel-Smets solutions of (1), we deduce from (27) that
(118) Σ(u(t); a(t)) = Σ(u(0); a(0)) ≤ ε 12 for all t.
We define
τ1 := sup
{
τ > 0 : ‖J(u(t)) − π
∑
δai(t)‖X∗ln ≤ ε1/3 for all 0 ≤ t ≤ τ
}
.(119)
Taking ε0 to be suitably small, see the discussion in Section 2.1, it follows that the
hypotheses of Proposition 3 are satisfied by u(t), a(t) for all t ∈ [0, τ1]. Therefore, for
such t there exist distinct points ξ1(t), . . . , ξn(t) in R
2 such that
(120) |ξi − ai| ≤ ρa(t)80n4 for all i, and ‖J(u(t)) −
n∑
i=1
πδξi(t)‖X∗ln ≤ εP.
Since t 7→ J(u(t)) is continuous as a map from R into X∗ln, see (19), we can choose the
points ξi(t) to depend continuously, hence measurably, on t. (Note that (120) only
constrains ξi(t) up to length scales of order εP.)
Note that |ρξ(s) − ρa(s)| ≤ 110ρa(s) for all s, so that we may freely replace ρξ(s) by
ρa(s) in all our estimates at the expense of adjusting some constants.
6.2. Controlling η(t) instead of
∑n
j=1 |ξj(t)− aj(t)|. We next introduce a quantity
η, and we prove that control over η will suffice to establish the main conclusions of
the Theorem. We define
(121) η(t) :=
n∑
j=1
|ηj(t)| :=
n∑
j=1
∣∣∣∣∫ J(u)Φj(x, t)dx∣∣∣∣
for
Φj(x, t) := ϕ(x− aj(t), ρa(t)), where ϕ(x, ρ) := xχ(
x
ρ
)
and χ ∈ C∞0 (R2) is a fixed function such that
χ(x) =
{
1 for |x| ≤ 1
0 for |x| ≥ 2.
Since ϕ(x, ρ) = ρϕ(x/ρ, 1), it is clear that ‖∇Φj(·, t)‖∞ is independent of t and j.
It follows directly from the definition of ρa that {suppΦj(·, t)} are pairwise disjoint.
Lemma 12. If 0 ≤ t ≤ τ1 then∣∣∣∣∣η(t)− π∑
i
|ξi(t)− ai(t)|
∣∣∣∣∣ ≤ εP,(122)
η(t) ≤ P‖J(u(t)) − π
∑
δai(t)‖X∗ln ≤ ε1/3P.(123)
Proof. The definition of Φj implies that
ηj(t)− π(ξj(t)− aj(t)) =
∫
(J(u)− π
∑
δξi)Φj(t, x) dx
for every j. It is also easy to see that ‖Φj‖X∗ln ≤ C lnRa(t) ≤ P, so we deduce that
(124)
∣∣ |ηj(t)| − π|ξj(t)− aj(t)| ∣∣ ≤ |ηj(t)− π(ξj(t)− aj(t))| (120)≤ εP
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for every j, and then it is straightforward to obtain (122). Similarly,
η(t) =
n∑
j=1
∣∣∣∣∫ (J(u)− π∑ δai)Φj(x, t)dx∣∣∣∣≤ P‖J(u(t)) − π∑ δai(t)‖X∗ln (119)≤ ε1/3P.

6.3. Approximation of u by canonical harmonic maps u∗(ξ). We now state
an important lemma that estimates how close u(t) is to the canonical harmonic map
u∗(ξ(t)) for times t within [0, τ1], defined in section 6.2, for ξi(t) chosen in (120).
Lemma 13. For all 0 ≤ t ≤ τ1 we have
Σ(u(t); ξ(t)) .
n
ρa(t)
η(t) + ε
1
2 ,(125)
∫
R2\∪Bρa(t)(a(t))
eε(|u(t)|) + 1
4
∣∣∣∣j(u(t))|u(t)| − j(u∗(ξ(t)))
∣∣∣∣2 dx . nρa(t) η(t) + ε 12P,
(126)
‖j(u)(t) − j(u∗(ξ))(t)‖
L
4
3+L2(R2)
.
(
n
ρa(t)
η(t)
) 1
2
+ ε
1
4P,(127)
‖1− |u|‖4L4(R2) ≤ ‖1− |u|2‖2L2(R2) ≤ ε2P.(128)
Proof. Fix t ∈ [0, τ1]. From the definition of Σ(u; ·) and (118) we have that
Σ(u(t); ξ(t)) = Σ(u(t); a(t)) +W (a(t))−W (ξ(t))
≤ ε 12 +
 n∑
j=1
|ξj(t)− aj(t)|
 (sup
j
sup
|y−a(t)|≤|ξ(t)−a(t)|
|∇yjW (y)|).(129)
From (120) it follows that if y ∈ (R2)n is such that |y − a(t)| ≤ |ξ(t) − a(t)|, then
ρy ≥ 12ρa(t), so we can use (51) to find that |∇yjW (y)| ≤ Cnρa . Hence (129) and (122)
yield
Σ(u(t); ξ(t)) .
n
ρa(t)
(η(t) + εP) + ε 12
and therefore (125). Then (126) - (128) follow from conclusions (69) - (71) of Propo-
sition 2 (applied with ξj replacing αj for all j, and with sε = εP from (120)). 
7. Initialization of Gronwall loop
We now begin to estimate η˙. We will prove
Proposition 4. For all 0 ≤ t ≤ τ1 we have
|η˙(t)| . n
ρ2a(t)
η(t) + ε
1
2P + n
3
2
ρa(t)
√
n
ρa(t)
η + ε
1
2P
(123),(38)
≤ ε 19 .(130)
As a result, for t ∈ [δε, τ1] and ε < ε0,
(131)
∣∣η(t)− 〈η(t)〉δε∣∣ ≤ ε 25+ 19 for δε = ε 25 .
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Due to the term involving
√
η(t), the above estimate cannot be employed in a
Gro¨nwall inequality to derive very good bounds on the growth of η. On the other
hand, conclusions such as (131) will be used heavily in our later arguments.
To prove Proposition 4 we have the following decomposition of η˙, which will be
used again later.
Lemma 14. Let u be a solution to the Schro¨dinger equation. Then for 0 ≤ t ≤ τ1
and j = 1, . . . , n
(132) η˙j =
7∑
ℓ=1
Tj,ℓ
where
Tj,1 = ∇xϕ(ξj − aj , ρa) · J (∇jW (ξ)−∇jW (a))
Tj,2 =
∫
J(u)∂ρϕ(x− aj , ρa) ρ˙a dx
Tj,3 =
∫ (
J(u)−
n∑
i=1
πδξi
)
a˙j · ∇xϕ(x− aj, ρa)dx
Tj,4 =
∫
Jkl∂xl xmΦj∂xk |u| ∂xm |u| dx
Tj,5 =
∫
Jkl∂xl xmΦj
(
j(u)
|u| − j(u∗)
)
k
(
j(u)
|u| − j(u∗)
)
m
dx
Tj,6 =
∫
Jkl∂xl xmΦj
(
j(u)
|u| − j(u∗)
)
k
(j(u∗))mdx
Tj,7 =
∫
Jkl∂xl xmΦj
(
j(u)
|u| − j(u∗)
)
m
(j(u∗))kdx
where (j(u))m is the mth component of the vector j(u(t)) and u∗ = u∗(·; ξ(t), d).
Proof. As in the proof of Lemma 1 of [16], we write
d
dt
ηj =
d
dt
∫
Φj J(u) dx =
∫
d
dt
Φj J(u) dx+
∫
Φj
d
dt
J(u) dx,
then expand using the definition of Φj and the equation (17) for the evolution of the
Jaobian. The proof then follows from routine algebraic manipulations, together with
the definition of Φj, the equation (24) for a˙j, and the fact that∫
Jkl∂xl xmΦj(j(u∗))m(j(u∗))k dx = ∇xϕ(ξj − aj , ρa) · ∇jW (ξ).
See [16] for a very similar argument6 with more details. 
Next we follow [16] and estimate η˙ by separately considering contributions from
the different terms isolated in Lemma 14.
6Indeed, compared to [16], the only new term here is Tj,2, which arises from the fact that in [16],
the definition of Φj had the form Φj(x, t) := ϕ(x− aj , ρ), for some ρ independent of t, whereas here
ρ = ρa(t) depends on t. Apart from this, the statement and proof are exactly the same.
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proof of Proposition 4. Note from Lemma 14 and the definition (121) of η that
(133) η˙ = T1 + . . .+ T7. where Tk =
n∑
j=1
ηj
|ηj | · Tj,k.
We estimate these terms in turn, suppressing the argument t. From (51) we have
(134) |ρ˙a| . sup
j
|a˙j | = sup
j
∣∣∇ajW ∣∣ . nρa ≤ P.
To estimate T1, note that ∇xϕ(ξj − aj , ρ) is the identity matrix, so in fact
|T1| ≤
∑
j
|∇jW (ξ)−∇jW (a)|
≤
n∑
k=1
|ξk(t)− ak(t)|(sup
k
sup
|y−a(t)|≤|ξ(t)−a(t)|
|∇k∇jW (y)|).
Using (122), as well as bounds on ∇2W from (51), and arguing as in the proof of
(125), we conclude that
(135) |T1| ≤ C n
ρ2a
η(t) + εP.
Next, the definition of ϕ implies that ∂ρϕ(x − aj, ρa) = − (x−aj)ρ [
(x−aj )
ρ · ∇χ(
x−aj
ρ )],
which vanishes in Bρ(a)(aj), and in particular at x = ξ. Thus
|T2| =
∑
j
∣∣∣∣∫ (J(u)− π∑ δξi)∂ρϕ(x− aj, ρa) ρ˙a dx∣∣∣∣
≤ |ρ˙a| ‖J(u)− π
∑
δξi‖X∗ln
∑
j
‖∂ρϕ(· − aj, ρa)‖Xln ≤ εP,(136)
where we have used (120) and (134). Similar arguments yield
(137) |T3| ≤ εP.
Continuing, since ∇2Φj vanishes in Bρa(aj) and noting that ‖∇2Φj‖∞ ≤ Cρ−1a , we
conclude from (126) that
(138) |T4|, |T5| ≤ n
ρ2a
η + ε
1
2P.
Finally, since ‖j(u∗)‖L2(∪jsupp∇2Φj) ≤ Cnρa (Cnρ2a)
1
2 . n
3
2 , we can again use (126) and
the same properties of ∇2Φj as above to deduce that
|T6|, |T7| ≤ C
ρα
‖j(u∗)‖L2(∪jsupp∇2Φj)
∥∥∥∥j(u)|u| − j(u∗)
∥∥∥∥
L2(R2ρa )
≤ Cn
3
2
ρa
(
n
ρa
η + ε
1
2P
) 1
2
.
By assembling these estimates, we obtain inequalities (130), and then (131) follows
rather easily. 
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8. Bounds on the supercurrent
In this section we will prove the following
Proposition 5. For all t ∈ [δε, τ1] we have
(139)
d
dt
〈η〉δε (t) .
n
ρ2a(t)
〈η〉δε (t)(t) + ε
1
2P
for δε = ε
2
5 .
The main point is to improve our earlier estimates of the terms T6 and T7 arising
in Lemma 14. We will focus on T6, as the argument for T7 is identical. We will write
(140)
T6 =
∫
ζ · (j(u)|u| − j(u∗)) dx, ζk :=
∑
j
Jkl∂xlxm
(
ηj
|ηj | · Φj
)
jm(u∗), k = 1, 2,
where u∗(t, x) = u∗(x; ξ(t), d), and we recall that ξ(t) is characterized by (120). We
note that |ζ| ≤ C n
ρ2ξ
, since ∇2Φj = 0 in Bρ(a)(aj), and also that | supp ζ| ≤ Cnρ2ξ .
Therefore,
(141) ‖ζ‖Lq(R2) . n1+
1
q ρ
2
q
−2
ξ ≤ P
for 1 ≤ q ≤ ∞.
For every s, we carry out a Hodge decomposition, writing
(142) j(u) − j(u∗) = f + g, where ∇× f = ∇ · g = 0
and
(143) ‖f‖
L
4
3+L2
+ ‖g‖
L
4
3+L2
. ‖j(u) − j(u∗)‖
L
4
3+L2
(127)
.
(
n
ρa(s)
η(s)
) 1
2
+ ε
1
4P.
(We suppress the dependence of f, g on s.) The existence of such f, g is standard.
Indeed, if we temporarily write ψ = j(u)−j(u∗), then in terms of the Fourier transform
fˆ(ξ) =
ξ(ξ · ψˆ(ξ))
|ξ|2 , gˆ(ξ) =
ξ⊥(ξ⊥ · ψˆ(ξ))
|ξ|2 ,
and we deduce (143) from standard harmonic analysis facts. Using (15), (142), and
properties of j(u∗), we find that
(144) ∇ · f = 1
2
∂t(|u|2 − 1), ∇× g = 2(J(u) −
n∑
j=1
πδξj ).
We may now write
T6 =
∫
ζ · j(u)|u| (1− |u|) dx +
∫
ζ · g dx +
∫
ζ · f dx
=: Ξ1 +Ξ2 + Ξ3.(145)
We easily dispense with Ξ1 by using (141) and (60) to find that
(146) |Ξ1| ≤ 2ε ‖ζ(s)‖L2
√∫
BRα
eε(u(s)) dx ≤ εP.
In order to bound Ξ2 and Ξ3, we will analyze f and g separately.
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8.1. Curl bounds. Our estimate of Ξ2 will use the following lemma to exploit the
fact that ∇× (j(u) − j(u∗) = ∇× g is very small.
Lemma 15. Let g ∈ Lr +Ls(R2;R2) for some r, s <∞. Assume that ∇ · g = 0, and
that µ := ∇× g is a signed measure with ‖µ‖X∗ln <∞.
Then for any p ∈ (1, 2) and any R > 0,
‖g‖Lp(BR) ≤ C(1 + ln+R)
[
‖µ‖
2
p
−1
Xln∗
(|µ|(BR+1))2− 2p + ‖µ‖Xln∗ ].
Proof. 1. Fix a smooth vector field w with compact support in BR. There exist
smooth functions α, β on R2 such that
(147)
w = ∇α+∇⊥β, ‖∇α‖Lp + ‖∇⊥β‖Lp ≤ Cp‖w‖Lp ≤ P for 1 < p <∞.
Indeed, by differentiating (147), we find that
∆α = ∇ · w, ∆β = ∇× w,
so α, β may be found by convolution with the Green’s function G(x) = 12π ln |x| and
an appeal to standard elliptic estimates. For example, we have
α(x) =
1
2π
∫
BR
ln |x− y|(∇ · w)(y)dy = 1
2π
∫
BR
x− y
|x− y|2 · w(y)dy.
This formula can also be differentiated with respect to x, and a similar formula also
holds for β. From these considerations one easily sees that for k ≥ 0 and |x| ≥ 2R,
(148) |∇kα(x)| ≤ C‖w‖L1 |x|−k−1, |∇kβ(x)| ≤ C‖w‖L1 |x|−k−1.
2. We now claim that
(149)
∫
w · g dx = −
∫
β∇× g dx = −
∫
β dµ.
This is formally clear, and so the point is to justify the integration by parts. For any
family (χ
R˜
)
R˜≥1 satisfying (30), (31), it follows from (148) that ‖αχR˜‖Lp(R2) → 0 as
R˜→∞, for any p > 1. So, recalling that ∇ · g = 0, we have∣∣∣ ∫ ∇α · g dx∣∣∣ = lim
R˜→∞
∣∣∣ ∫ χR˜∇α · g dx∣∣∣ = lim
R˜→∞
∣∣∣ ∫ α∇χR˜ · g dx∣∣∣
≤ lim
R˜→∞
(‖g‖Lr+Ls‖α∇χR˜‖Lr′∩Ls′) = 0.
Essentially the same argument shows that∫
∇⊥β · g dx = −
∫
β∇× g dx,
and this completes the proof of (149).
3. Now we fix p, q such that 1 < p < 2 and 1p +
1
q = 1, and we write∫
β dµ =
∫
ηδ ∗ β dµ+
∫
(β − ηδ ∗ β) dµ,
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where ηδ is a radially symmetric mollifier with support in Bδ for some δ ≤ 1 to
be chosen below. By elementary computations, a Sobolev embedding theorem, and
properties (147) of β,
|β − ηδ ∗ β| ≤ δθ[β]θ ≤ Cδθ‖∇β‖Lq ≤ Cδθ‖w‖Lq
where θ = 1 − 2q = 2p − 1 and [ · ]θ denotes the θ-Ho¨lder seminorm. In addition,
since ηδ is radially symmetric and β is harmonic outside suppw ⊂ BR, it follows that
ηδ ∗ β = β outside of BR+δ. Therefore∫
(β − ηδ ∗ β)dµ ≤ Cδ1−
2
q ‖w‖Lq |µ|(BR+δ).
Now we again use properties (147) of β to find that
(150) ‖∇(ηδ ∗ β)‖L∞ = ‖ηδ ∗ ∇β‖L∞ ≤ ‖ηδ‖Lp ‖∇β‖Lq ≤ C δ−
2
q ‖w‖Lq .
Next, for |x| ≥ 2R + 1, it follows from (148) and the fact that ηδ ∗ β = β that
(151) |∇(ηδ ∗ β)(x)| ≤ C|x|−2‖w‖L1 ≤ C|x|−2R
2
p ‖w‖Lq ≤ C|x|−
2
q ‖w‖Lq .
By combining (150) and (151), we deduce that
‖ηδ ∗ β‖Xln ≤ C(1 + ln+R) δ−
2
q ‖w‖Lq ,
and it follows from Lemma 2 that∣∣∣∣∫ ηδ ∗ β dµ∣∣∣∣ ≤ C(1 + ln+R) δ− 2q ‖w‖Lq‖µ‖X∗ln .
Assembling the above, we find that if δ ≤ 1 then∫
w·g dx ≤ C
(
δ1−
2
q a+ δ−
2
q b
)
‖w‖Lq for a := |µ|(BR+1) and b := (1+ln+R)‖µ‖X∗ln .
Choosing δ = min{1, b/a} ≤ 1, we deduce that∫
w · g dx ≤ C‖w‖Lq
(
a
2
q b1−
2
q + b
)
.
By density, the same inequality holds for all w ∈ Lq(BR), and by duality, this implies
the conclusion of the lemma, after a little rewriting. 
The vector field g appearing in Ξ2 satisfies µ := ∇× g = 2
(
J(u)−∑πδξj). Thus
|µ|(BRa(t)+1) ≤ C
∫
BRa(t)+1
eε(u) dx+ nπ
(60)
≤ P.
We therefore deduce from the above lemma that for 1 < p < 2,
‖g‖Lp(BRa(t)) ≤ ε
2
p
−1P
where the coefficients in the polynomial P depend on p. In particular, noting that
the function ζ appearing in Ξ2 is supported in BRa(t) , we have proved
Lemma 16. For any p ∈ (1, 2) and t ∈ [δε, τ1],
(152) |Ξ2| ≤ ‖ζ‖Lq ‖g‖Lp(BRa(t) ) . ε
2
p
−1P.
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8.2. Divergence bounds. We now exploit the fact that the divergence of j(u)−j(u∗)
is small, after averaging in the t variable. We start by noting that
〈Ξ3〉δε =
∫
〈ζ〉δε · 〈f〉δε dx+
〈∫ (
ζ − 〈ζ〉δε
) · (f − 〈f〉δε )dx〉
δε
= Ξ3,1 + Ξ3,2.
Lemma 17. For any θ ∈ (0, 1) and t ∈ [δε, τ1],
(153) |Ξ3,1| ≤
(
ε
δε
)1−θ
P
(for P depending on θ). In particular, since δε = ε2/5, we have |Ξ3,1| ≤ ε1/2P.
Proof. By (144),
∇ · 〈f〉δε = 〈∇ · f〉δε =
1
2
〈
∂t(|u|2 − 1)
〉
δε
=
1
δε
|u|2 − 1
2
∣∣∣∣t
t−δε
.
Hence ‖∇ · 〈f〉δε ‖L2 ≤ εδεP, by (128). Also, since ∇ × 〈f〉δε = 〈∇ × f〉δε = 0,
elliptic regularity implies that ‖∇ 〈f〉δε ‖L2 ≤ C‖∇ · 〈f〉δε ‖L2 . Then we can apply the
Sobolev-Nirenberg-Gagliardo inequality to find that for θ ∈ (0, 1),
‖ 〈f〉δε ‖L 43θ +L 2θ ≤ ‖ 〈f〉δε ‖
θ
L
4
3+L2
‖∇ 〈f〉δε ‖1−θL2 ≤ Pθ(
ε
δε
P)1−θ .
Since ‖ζ‖Lr ≤ P for every r, the same holds for 〈ζ〉δε , and we conclude by Ho¨lder’s
inequality that
|Ξ3,1| ≤ P ‖ 〈f〉δε ‖L 43θ +L 2θ ≤ P(
ε
δε
)1−θ.

Finally, we consider Ξ3.2.
Lemma 18. For all δε ≤ t ≤ τ1 we have
(154) |Ξ3,2| ≤ ε1/2P.
Proof. 1. First, note that
(155) |Ξ3,2| ≤
(
sup
s∈[t−δε,t]
‖ζ(s)− 〈ζ〉δε ‖L4∩L2
)(
sup
s∈[t−δε,t]
‖f(s)− 〈f〉δε ‖L 43+L2
)
.
The term involving ζ − 〈ζ〉δε is more complicated, and we consider it first. Clearly
sup
s∈[t−δε,t]
‖ζ(s)− 〈ζ〉δε ‖L4∩L2 ≤ sup
s,s′∈[t−δε,t]
‖ζ(s)− ζ(s′)‖L4∩L2 .
We henceforth assume that 0 ≤ t− δε ≤ s, s′ ≤ t ≤ τ1. From the definition (140) of ζ,
ζk(s)− ζk(s′) =
∑
j
Jkl∂xlxm
[
ηj
|ηj | · (Φj(s)− Φj(s
′))
]
jm(u∗)(s)
+
∑
j
Jkl∂xlxm(
ηj
|ηj | · Φj)(s
′)
[
jm(u∗)(s)− jm(u∗)(s′)
]
= Λ1 + Λ2.(156)
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Recall that Φj(s) = ϕ(· − aj(s), ρa(s)) and u∗ = u∗(·, ξ(s), d). So we need to establish
several facts about these various parameters and their effect on support of the Φj’s.
We first note that
supp∇2Φj(s) ⊆ Ajρa(s) := B2ρa(s)(aj(s))\Bρa(s)(aj(s)).
Next, since |a˙j | ≤ P for every j, it follows from (34) that
(157) |aj(s)− aj(s′)| ≤ P|s − s′| ≤ Pδε ≤ 1
100
inf
σ>0
ρa(σ) ≤
1
100
ρa(t).
It follows that (for the same P as in (157))
(158) |ρa(s) − ρa(s′)| ≤ Pδε.
This, in turn, implies that
(159) Ajρa(s) ⊆ A˜
j
t := B3ρa(t)(ξj(t)) \B 1
2
ρa(t)
(ξj(t)).
We also infer from (124), (130), (157), that
(160)
∑∣∣ξj(s)− ξj(s′)∣∣ ≤∑(|ηj(s)− ηj(s′)|+ |aj(s)− aj(s′)|)+ εP ≤ Pδε.
Finally, we have for any s, s′ ∈ [t− δε, t], using (158),
(161)
∣∣∣∣∣ 1ρ2a(s) − 1ρ2a(s′)
∣∣∣∣∣ . |ρa(s) − ρa(s′)|ρ3a(t) ≤ Pδε.
2. We now consider Λ1. If we temporarily write S := {(x, ρ) : |ρ−ρa(t)| ≤ ρa(t)/10},
then we deduce from the definition of Φ, the mean value theorem, and (157), (158)
that∥∥∂xlxm(Φj(s)− Φj(s′)) ∥∥L∞ ≤ ∥∥∇2x∇x,ρϕ∥∥L∞(S) (|aj(s)− aj(s′)|+ |ρa(s) − ρa(s′)|)
.
n
ρ3a(t)
δε = Pδε.
From (159) we infer that |j(u∗)(ξ(s))| . nρa(t) on the support of Λ1, and since the
support of Λ1 has measure bounded by Cnρ
2
a(t), we conclude that
‖Λ1‖L4 ≤
Cn2
ρ4a(t)
(
Cnρ2a(t)
) 1
4
δε = Pδε.(162)
Next we consider Λ2. Since
∥∥∥∑j ∂xlxmΦj∥∥∥
L∞
≤ Cρa(t) , and noting that suppΛ2 has
measure at most Cnρ2a(t), we use Ho¨lder’s inequality to estimate
(163) ‖Λ2‖L4 ≤
C
ρa(t)
∥∥j(u∗)(s)− j(u∗)(s′)∥∥L∞(∪jA˜jt ) (Cnρ2a(t)) 14 .
For the L∞ bound we have
(164)
∥∥j(u∗)(s)− j(u∗)(s′)∥∥L∞(∪jA˜jt ) (52),(159)≤ Cρ2a(t)
n∑
j=1
∣∣ξj(s)− ξj(s′)∣∣ ;
consequently, we deduce from (160) that
(165) ‖Λ2‖L4 ≤ Pδε.
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Note also that by Ho¨lder’s inequality and (159),
‖ζ(s)− ζ(s′)‖L2 ≤ | ∪ A˜jt |1/4‖ζ(s)− ζ(s′)‖L4 ≤ P‖ζ(s)− ζ(s′)‖L4 .
So it follows from (162) and (165) that
(166) ‖ζ(s)− ζ(s′)‖L4∩L2 ≤ Pδε for every s, s′ ∈ [t− δ, t].
3. For the other term in (155), we simply note that for t < τ1,
sup
s∈[t−δε,t]
‖f(s)− 〈f〉δε ‖L 43+L2 ≤ 2 sups∈[t−δε,t]
‖f(s)‖
L
4
3+L2
(143),(119)
. ε1/6 P.
The conclusion of the lemma follows from this and (166), recalling that δε = ε
2/5. 
proof of Proposition 5. From (133) we have
d
dt
〈η〉δε = 〈T1〉δε + . . .+ 〈T7〉δε
using the notation of (133). In view of (135)-(138),
5∑
i=1
| 〈Ti〉δε | ≤
5∑
i=1
〈|Ti|〉δε .
〈
n
ρ2a(·)
η + ε
1
2P
〉
δε
.
n
ρ2a(t)
〈η〉δε + sup
s∈[t−δε,t]
∣∣∣∣∣ 1ρ2a(s) − 1ρ2a(t)
∣∣∣∣∣ supr∈[t−δε,t] |η(r)|+ ε 12P
(161)
.
n
ρ2a(t)
〈η〉δε + ε
1
2P.
Finally, from (145), (146), (152), (153) and (154) we have
(167) | 〈T6〉δε |+ | 〈T7〉δε | . ε1/2P,
recalling that | 〈T7〉δε | is bounded in exactly the same way as | 〈T6〉δε |. 
9. Completion of Gronwall argument
conclusion of the proof of Theorem 3. 1. We first claim
(168) η(t) ≤ 1
2
ε1/3 for 0 ≤ t ≤ min{τ1, τ⋆},
where τ⋆ was defined in (29), and we recall that
τ1 := inf{τ > 0 : λ(τ) > ε1/3} for λ(t) := ‖J(u(t)) − π
∑
δai(t)‖X∗ln .
We have assumed in (26) that λ(0) ≤ ε1/2, and it follows from (123) that η(0) ≤ ε1/2P.
Taking ε0 sufficiently small (see (38)), we then see from (130) that
(169) η(t) ≤ 1
2
ε2/5 + t ε1/9 for 0 ≤ t ≤ τ1
which in particular implies that (168) holds if τ1 ≤ δε = ε2/5. Thus we may assume
that τ1 ≥ δε. Then it follows from (169) that η(t) ≤ δε for t ≤ δε, and hence that
〈η〉δε (δε) ≤ δε.
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Now, recalling the differential inequality (139) satisfied by 〈η〉δε , Gro¨nwall’s in-
equality implies that
(170)
〈η〉δε (t) ≤ exp
[
Cn
∫ t
δε
ρ−2a(s)ds
](
〈η〉δε (δε) + ε1/2P
)
≤ 2δε exp
[
Cn
∫ t
0
ρ−2a(s)ds
]
for t ∈ [δε, τ1]. But the definition (29) of τ⋆ is exactly chosen (once the constants
are adjusted correctly) so that the right-hand side of (170) is less than 14ε
1/3 when
0 ≤ t ≤ τ⋆, and then (168) follows from our estimate (131) of η − 〈η〉δε .
2. Next, from (120), the definition of the X∗ln norm, the characterization of the
W˙−1,1 norm as the “length of a minimal connection” (see [7]), and (122), we see that
for 0 ≤ t ≤ τ1,
λ(t) ≤ ‖π
∑
(δξi(t) − δai(t))‖X∗ln + εP
≤ ‖π
∑
(δξi(t) − δai(t))‖W˙−1,1(R2) + εP
= π
∑
|ξi(t)− ai(t)|+ εP
≤ η(t) + εP.
Also, it is a consequence of (19) that λ is continuous. As a result, (168) easily implies
that τ1 ≥ τ⋆, since if not, we would find that that λ(t) < ε1/3 for 0 ≤ t ≤ σ, for some
σ > τ1, contradicting the definition of τ1.
Since the inequality τ1 ≥ τ⋆ is a restatement of the conclusion (28) of the theorem,
the proof is complete.

10. hydrodynamic limit
In this section we complete the proof of Theorem 1, and we establish in Theorem
4 almost sure convergence for certain sequences of initial data with random vortex
locations.
We will need the following estimate.
Lemma 19. Assume that µ1 and µ2 are two probability measures on R
2 and that∫
|x|2dµi ≤M, i = 1, 2.
Then
(171) ‖µ2 − µ1‖X∗ln ≤ C
√
M‖µ2 − µ1‖1/4W−2,1(R2).
Proof. First we recall that for any signed measure ν on R2 with finite total mass,
(172) ‖ν‖W−1,1(R2) ≤ C
√
‖ν‖W−2,1(R2) |ν|(R2).
Indeed, taking any smooth, compactly supported φ, and letting ηε denote a standard
mollifier supported in a ball of radius ε,∫
φdν =
∫
ηε∗φdν+
∫
(φ−ηε∗φ)dν ≤ ‖ηε∗φ−φ‖L∞ |ν|(R2)+‖ηε∗φ‖W 2,∞‖ν‖W−2,1 .
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The claim (172) follows by noting that
‖ηε ∗ φ− φ‖L∞ ≤ ε‖φ‖W 1,∞ , ‖ηε ∗ φ‖W 2,∞ ≤
C
ε
‖φ‖W 1,∞ for ε ≤ 1
and then selecting ε := (‖ν‖W−2,1/|ν|(R2))1/2, which is clearly bounded by 1.
Now let φ be any compactly supported function such that ‖∇φ‖L∞ ≤ ‖φ‖X∗ln ≤ 1.
Let (χR)R>0 be a family of functions satisfying (30) and (31). Note that every constant
is (µ2 − µ1)-integrable, and integrates to zero, so∫
φd(µ2 − µ1) =
∫
φ˜d(µ2 − µ1), for φ˜(x) := φ(x)− φ(0).
Also, ‖χRφ˜‖W 1,∞ ≤ C(R+ 1), and |(1− χR)φ˜|(x) ≤ R−1|x|2. Thus∫
φd(µ2 − µ1) =
∫
χRφ˜d(µ2 − µ1) +
∫
(1− χR)φ˜d(µ2 − µ1)
≤ C(R+ 1)‖µ2 − µ1‖W−1,1(R2) +
1
R
∫
|x|2d(µ1 + µ2)
≤ C(R+ 1)‖µ2 − µ1‖W−1,1(R2) +
2M
R
.
The proof is concluded by taking the supremum over φ as above, optimizing over R,
and using (172) and the fact that µ1, µ2 are probability measures. 
10.1. deterministic initial data. We can now complete the
proof of Theorem 1. 1. We first claim that the initial data
(173) u0ε =
nε∏
j=1
φε(x− aεj), φε defined in (7)
satisfies the hypotheses (26), (27) of Theorem 3. This is rather standard without the
precise error estimates needed here, and these sorts of error estimates are checked in
detail in Lemma 14 in [16]. Indeed, (26) follows directly from arguments of [16]. To
prove (27), we appeal to step 1 of the proof of Proposition 2 (noting that u0ε = u∗
outside ∪B√ε(aj)), then use (50) and (73) to find that
Σ(u0ε; a
ε
j) ≤
∣∣∣∣∣ limR→∞
∫
BR\(∪B√ε(aj))
1
2
|∇u∗|2 dx−
[
πD2 lnR+ nπ ln
1√
ε
+W (a)
]∣∣∣∣∣
+
∣∣∣∣∣∣
nε∑
j=1
∫
B√ε(aj )
eε(u
0
ε)) dx−
(
π ln
√
ε
ε
+ γ
)∣∣∣∣∣∣ ≤ Cε(1 + n
2
ε
ρ2aεj
) ≤ ε 12 ,
which is (27).
2. It now follows by Theorem 3 the solution uε(t, x) of (1) with initial data (173)
satisfies
(174)∥∥∥J(u(t)) − n∑
j=1
πδaj(t)
∥∥∥
X∗ln
≤ ε 13 for 0 < t < τ⋆ = sup{T > 0 : Cn
∫ T
0 ρ
−2
a(t)
dt ≤ |ln ε|},
where a(·) solves (24) with initial data (aε1, . . . , aεn). We claim that for every T > 0,
there exists some εT > 0 such that τ∗ ≥ T2πnε for 0 < ε < εT . The proof of this is
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where we need the restriction n2ε = o(ln |ln ε|) on the number of vortices. Indeed, it
follows from this assumption and (34) that7
ρanε (t) ≥
1
4
exp(−M0n2ε) =
1
4
exp[−o(1) · ln |ln ε|] = 1
4
|ln ε|−o(1)
as ε→ 0 for all t, and the claim easily follows.
3. As noted in Remark 3, if we define bnε(t) = a( t2πnε ), then b
nε(·) solves (8),
with initial data satisfying (4) for every ε. Hence we find from Theorem 2 that the
sequence
ωnε(t) =
1
nε
nε∑
j=1
δbnεj (t) =
1
nε
nε∑
j=1
δanj (
t
2πnε
)
is precompact in C([0, T ],W−2,1) for every T > 0, and hence by (171) in C([0, T ],Xln∗).
In addition, any limit is a weak solution to the 2D equation with initial data ω0 =
wk limε→0 ωne(0).
On the other hand, recalling the definition of the rescaled vorticity,
ω˜ε(t, x) :=
1
2πnε
ω(uε)(
t
2πnε
, x) =
1
πnε
J(uε)(
t
2πnε
, x),
we deduce from (174) that for any t ∈ (0, T ] and ε < εT ,
‖ω˜(t)− ωnε(t)‖X∗ln =
1
πnε
∥∥∥∥∥∥J(uε( t2πnε ))− π
nε∑
j=1
δanj (
t
2πnε)
)
∥∥∥∥∥∥
X∗ln
≤ ε 13 .
Hence the compactness of (ω˜ε)ε∈(0,1] in C(0, T ;X∗ln), and fact that any limit must
be a weak solution of the Euler equations, follow by the triangle inequality from the
corresponding properties of (ωnε)ε∈(0,1]. 
10.2. random initial data. We next consider solutions of (1) with initial vortex
locations near points a = (a1, . . . , an) ∈ R2n chosen at random from among those
satisfying
(175) |a|2 =
n∑
j=1
|aj |2 ≤ nR2
and
(176) −
∑
i 6=j
ln |ai − aj| ≤ n(n− 1)M
for some M and R. We will use the notation
(177) A(n,M,R) := {a ∈ R2n : (175) and (176) hold}.
We will write Pn (suppressing the dependence on M and R) to denote normalized
Lebesgue measure on A(n,M,R), so that Pn :=
1
|A(n,M,R)|Ln A(n,M,R).
We will prove that for suitable M and R, if we choose an at random, according to
the probability measure Pn, then solutions of the Gross-Pitaevskii equation (1) with
well-prepared initial data having vortices at (an1 , . . . , a
n
n) almost surely have vorticity
governed by the Euler equations in the limit n → ∞, for times that are arbitrarily
7Note that (34) is applicable here, since conditions (4) are preserved by the point vortex ODEs.
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large (after the natural time rescaling), as long as n ≤ |ln ε| 15+δ for some δ > 0. This
is a much larger number of vortices than is allowed in Theorem 1.
A serious limitation of this result is that if an is chosen as described above, then
the sequence of measures 1n
∑n
1=i δani weakly converges a.s. to a Gaussian; see Lemma
22 below. So in fact the theorem only allows us to obtain the hydrodynamic limit for
this particular initial data, for which the solution of the Euler equations is trivial in
the sense that it is independent of t.
Nonetheless, we do not know a way to prove Theorem 4 without the full strength
of Theorem 3.
The proof of the theorem suggests that for an arbitrary probability measure inH−1,
and with finite second moment, there should be some random choice of sequence of
initial data that would yield a well-behaved hydrodynamic limit almost surely with
the same number nε ≤ |ln ε|
1
5+δ of vortices, but we do not know how to prove this.
Theorem 4. For every R > 0, there exists some M(R) > 0 such that the following
holds for every M ≥M(R):
For n ∈ N, let an ∈ A(n,M,R) be chosen at random (according to the probability
measure Pn). Let εn be such that n ≤ | log εn|
1
5+δ for some δ > 0, and let un solve (1)
for ε = εn, with initial data
(178) u0n(x) =
n∏
j=1
φεn(x− anj ),
for φεn : R
2 → C described in (7). Define the current, vorticity, and rescaled vorticity
as in Theorem 1.
Then for any T > 0, the rescaled vorticities are almost surely precompact in
C((0, T ),X∗ln), and any limit is a weak solution of the Euler equations (2), (3).
Remark 8. In fact, in view of Lemma 22 below, under the hypotheses of Theorem 4,
the rescaled vorticities a.s. satisfy
sup
0<t<T
∥∥∥∥ω˜εn(t)− 1πR2 exp(−| · |2R2 )
∥∥∥∥
X∗ln
→ 0 as n→∞.
Proof. 1. Let us write Φn : R2n×R→ R2n to denote the solution operator associated
to the point vortex ODEs (24), so that
t 7→ Φn(an, t) is the solution of (24) with initial data an ∈ R2n.
Given an ∈ R2n, we will write
τn∗ (a
n) := sup
{
T > 0 : Cn
∫ T
0
ρ−2Φn(an,t)dt ≤ | ln εn|
}
.
Exactly as in the proof of Theorem 1, if an ∈ R2n is any sequence of initial vortex
locations such that
(179) lim inf
n→∞ [(2πn)τ
n
∗ (a
n)] ≥ T,
and if un solves (1) with initial data (178), then the associated rescaled vorticities are
precompact in C((0, T ),X∗ln), and any limit is a weak solution of the Euler equations.
So we only need to prove that for any T > 0, condition (179) is satisfied a.s. for
sequences of initial data, if an is chosen according to the probability measure Pn.
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For this, by the Borel-Cantelli Lemma, it suffices to show that
(180)
∞∑
n=1
Pn(Bn) <∞,
where Bn is the set of bad initial vortex locations, defined by
Bn :=
{
an ∈ A(n,M,R) : Cn
∫ T/2πn
0
ρ−2Φn(an,t)dt > | ln εn|
}
.
By Chebyshev’s inequality, it is therefore enough to show that there exists some
C, δ > 0 such that for all sufficiently large n,
Pn(Bn) ≤ 1| ln εn|
∫
A(n,M,R)
(
Cn
∫ T/2πn
0
ρ−2Φn(an,t)dt
)
Pn(da
n)≤ CTn−(1+δ).
Conservation laws for (24) imply that Φn is a diffeomorphism of A(n,M,R) onto
itself, and then Liouville’s Theorem implies that Φn preserves Lebesgue measure on
A(n,M,R), and hence preserves Pn. Thus for every t,∫
A(n,M,R)
ρ−2an Pn(da
n) =
∫
A(n,M,R)
ρ−2Φn(an,t) Pn(da
n).
From this and Fubini’s Theorem, we conclude that the theorem will follow if we can
prove that ∫
A(n,M,R)
ρ−2an Pn(da
n) ≤ C n−(1+δ)| ln εn|.
Given the assumption that n5+δ ≤ | ln εn|, this will follow once we establish that
(181)
∫
A(n,M,R)
ρ−2an Pn(da
n) ≤ Cn4 for all n.
And we prove in Lemma 21 below that (181) holds if M =M(R) is sufficiently large.
This will complete the proof of the theorem.
We remark that the basic point is that for R fixed, one can choose M(R) such
that if M ≥M(R), then A(n,M,R) occupies at least half of the ball B2n
R
√
n
, and this
makes it rather easy to estimate integrals with respect to Pn.

The proof of Lemma 21 will use the following calculation several times.
Lemma 20. Let Fn : R
2n → R be a function of the form
Fn(a
n) :=
1
n(n− 1)
∑
i 6=j
f(|ani − anj |)
where f is locally integrable on [0,∞) and with at most polynomial growth. Then for
n ≥ 2 and R > 0,
(182)
∫
B2n
R
√
n
Fn(a
n) dan ≤ 1
R2
∫ ∞
0
|f(
√
2t)| exp(− t
2R2
) dt
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and
(183) lim
n→∞
∫
B2n
R
√
n
Fn(a
n) dan → 1
R2
∫ ∞
0
f(
√
2t) exp(− t
R2
) dt as n→∞.
Proof. We will write simply a = (a1, . . . an), without superscripts, for convenience.
First, by symmetry it is clear that
∫
B2n
R
√
n
Fn(a)da =
∫
B2n
R
√
n
f(|a1 − a2|)da.
Next, consider the change of variables
(a1, . . . , , an) 7→ (y1, . . . , yn) = ( 1√
2
(a1 − a2), 1√
2
(a1 + a2), a3, . . . , an).
The Jacobian is 1, and |a| = |y|, so (writing ρ for R√n for convenience)∫
B2nρ
f(|a1 − a2|)da =
∫
B2nρ
f(
√
2|y1|)dy.
If we integrate first in y2, . . . , yn, then we find that∫
B2nρ
f(
√
2|y1|)dy =
∫
B2ρ
f(
√
2|y1|)
∣∣∣B2n−2
(ρ2−|y1|2)1/2
∣∣∣ dy1
= ω2n−2
∫
B2ρ
f(
√
2|y1|)(ρ2 − |y1|2)n−1dy1
= 2πω2n−2
∫ ρ
0
f(
√
2r)(ρ2 − r2)n−1r dr
= πρ2(n−1)ω2n−2
∫ ρ2
0
f(
√
2t)(1 − t
ρ2
)n−1 dt.
Since ω2n =
π
nω2(n−1) (this is a textbook identity) we infer that
(184)
∫
B2n
R
√
n
Fn(a) da =
1
R2
∫ nR2
0
f(
√
2t)(1 − ( t
nR2
))n−1dt.
Then (182) follows from the fact that
(185) (1− ( t
nR2
))n−1 ≤
[
exp(− t
nR2
)
]n−1
≤ exp[− t
2R2
]
for 0 ≤ t/nR2 ≤ 1 and n ≥ 2. In view of (185), we may deduce (183) from (184) and
the Dominated Convergence Theorem. 
The following lemma completes the proof of Theorem 4.
Lemma 21. For every R, there exists C,M0 > 0 such that if M ≥M0 then
(186)
∫
A(n,M,R)
ρ−2a da ≤ Cn4.
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Proof. 1. We first note that if a satisfies (175), then (since |ai−aj |2 ≤ 2(|ai|2+ |aj |2)
n∑
i,j=1
|ai − aj|2 ≤ 2
n∑
i,j=1
(|ai|2 + |aj |2) ≤ 4n2R2.
Since r2 − ln r ≥ 0 for all r > 0, it follows that
−
∑
i 6=j
ln |ai − aj | ≥ −4n2R2.
Thus the function
F (a) = 4(
n
n − 1)R
2 − 1
n(n− 1)
∑
i 6=j
ln |ai − aj |
is nonnegative in B2n
R
√
n
. By Lemma 20,
lim
n→∞
∫
B2n
R
√
n
F (a) da = 4R2 − 1
R2
∫ ∞
0
ln(
√
2t) exp(− t
R2
) dt =: 4R2 + λ(R).
In particular the limit exists. Moreover, for any M , if (176) fails then F (a) > M +
4( nn−1 )R
2, so by Chebyshev’s inequality (applicable since F is nonnegative)
|B2n
R
√
n
\A(n,M,R)|
|B2n
R
√
n
| ≤
|{a ∈ B2n
R
√
n
: F (a) > M + 4( nn−1 )R
2}|
|B2n
R
√
n
|
≤ 1
M + 4( nn−1 )R
2
∫
B2n
R
√
n
F (a) da
→ λ(R) + 4R
2
M + 4R2
as n→∞.
So if M ≥M0 = 3λ(R) + 8R2, then for all sufficiently large n,
(187)
|A(n,M,R)|
|B2n
R
√
n
| ≥
1
2
.
2. From above we know that if a ∈ A(n,M,R) then
n∑
i,j=1
(|ai − aj |2 − ln |ai − aj |) ≤ 4n2R2 + n(n− 1)M < n2M1
for M1 =M + 4R
2. Since r2 − ln r ≥ 0 for all r > 0, it follows that
|ai − aj |2 − ln |ai − aj | ≤ 4n2R2 + n(n− 1)M ≤ n2M1 for all i 6= j
and hence that
|ai − aj | ≤ exp[−n2M1] for all i 6= j.
It follows from this and (187) that if M ≥M0, then∫
A(n,M,R)
ρ−2a da ≤
1
|B2n
R
√
n
|
∫
B2n
R
√
n
∑
i 6=j
1|ai−aj |≥exp[−n2M1]
1
|ai − aj |2 da.
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Using Lemma 20 again, we find that
1
n(n− 1)
∫
A(n,M,R)
ρ−2a da ≤
1
R2
∫ nR2
0
1√2t≥exp[−n2M1](
√
2t)−2 exp(− t
2R2
)dt
≤ 1
R2
∫ ∞
exp[−2n2M1]
1
2t
exp(− t
2R2
)dt.
Then by breaking the integral into 2 pieces, we estimate
1
n(n− 1)
∫
A(n,M,R)
ρ−2a da ≤
1
2R2
∫ R2
exp[−2n2M1]
1
t
dt+
2
R2
∫ ∞
R2
1
2t
exp(− t
2R2
)dt
=
1
R2
[
lnR+ n2M1 + C
]
.
We conclude that for large enough n,∫
A(n,M,R)
ρ−2a da ≤ C(R) + C(R,M)n4 ≤ Cn4.

Finally we prove that the initial data chosen above in Theorem 4 (with R = 1 for
simplicity) converges almost surely to a Gaussian. This is not needed in any of our
arguments, but it is certainly relevant to Theorem 4.
Lemma 22. Let Pn denote normalized Lebesgue measure on the ball B
2n√
n
. Given
an = (an1 , . . . , a
n
n) ∈ R2n ∼= (R2)n, let
µan :=
1
n
n∑
i=1
δani ∈ M(R2n).
Then µan ⇀ G almost surely, where G(x) =
1
πe
−|x|2.
In the statement of the lemma, and throughout the proof, “⇀” denotes weak
convergence of measures.
The proof was explained to us by Jeremy Quastel
Proof. Let D be a probability space, equipped with probability measure P, and for
n ≥ 1 and i = 1, . . . , n, let Zni : D → R2 be i.i.d Gaussian random variables on the
plane with probability density function G, so that P({Zni ∈ A}) =
∫
AG(x) dx for
Borel A ⊂ R2. We will write Zn = (Zn1 , . . . , Znn ) ∈ R2n.
For n ≥ 1, let Sn : D → R be a random variable, independent of all Zin, with
probability distribution function
sn(r) := 1[0,1]2nr
2n−1
so that P(a ≤ Sn ≤ b) =
∫ b
a sn(r)dr. Finally, define Y
n : D → R2n by
Y n := (Y n1 , . . . , Y
n
n ) :=
(Zn1 , . . . , Z
n
n )
|Zn|
√
nSn.
One can check that Y n∗ P = Pn(A) , where Y n∗ (A) = P({Y n ∈ A}) for A ⊂ R2n.
Indeed, it is easy to see that Y n∗ P is invariant with respect to rotations of R2n, and
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the definition of Sn implies that Y
n∗ P(Br) = (r/
√
n)2n, and these two properties
characterize Pn. Thus we have to prove that P almost surely, µY n ⇀ G as n →
∞. It is standard, and rather clear, that µZn ⇀ G a.s., so it suffices to show that
µY n − µZn ⇀ 0 a.s..
Next, fix f ∈ C0(R2), and note that for every δ > 0 there exists Mδ such that
|f(x)− f(y)| ≤ δ +Mδ|y − x|2
for all x, y ∈ R2. Thus∣∣∣∣∫ fd(µY n − µZn)∣∣∣∣ ≤ 1n∑
i
|f(Y ni )− f(Zni )|
≤ δ + Mδ
n
∑
i
|Zni |2(1−
√
nSn
|Zn| )
2
= δ +Mδ(
|Zn|√
n
− Sn)2.
However, it is immediate from the definition that Sn → 1 a.s, and it is well known
that (n)−1/2|Zn| → 1 a.s.. (For example, this can be read off from the fact that
|Zn|2 has probability density function of the form P(|Zn|2 < R) = ∫ R0 κnsn−1e−sds
for some constant κn, which follows from a short computation.) It follows that
lim sup
n→∞
∣∣∣∣∫ fd(µY n − µZn)∣∣∣∣ ≤ δ a.s..
Since δ and f were arbitrary, it follows that µY n − µZn ⇀ 0 a.s. as needed. 
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