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CALCULUS OF CONFORMAL FIELDS ON A COMPACT RIEMANN
SURFACE
NAM-GYU KANG AND NIKOLAI G. MAKAROV
Abstract. We present analytical implementation of conformal field theory on a compact Riemann
surface. We consider statistical fields constructed from background charge modifications of the
Gaussian free field and derive Ward identities which represent the Lie derivative operators in
terms of the Virasoro fields and the puncture operators associated with the background charges.
As applications, we derive Eguchi-Ooguri’s version of Ward’s equations and certain types of BPZ
equations on a torus.
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1. Introduction and main results
Since Belavin, Polyakov, and Zamolodchikov [2] introduced an operator algebra formalism of
conformal fields in the complex plane and classified them in terms of the representation theory
of Virasoro algebra, conformal field theory has been applied with great success in string theory,
condensed matter physics, and statistical physics. For example, it has been used to derive several
exact results for the conformally invariant critical clusters in two-dimensional lattice models. In
mathematics, conformal field theory inspired development of algebraic theories such as the theory
of vertex algebras. Such formalism has been extended to a compact Riemann surface in the physics
literature, [11, 12, 21, 25]. See also expository papers, [8, 24].
One of goals in this paper is to construct several equations in function theory on a compact
Riemann surface based on conformal field theoretic approach and show that they are satisfied by
correlation functions of certain conformal Fock space fields. Examples of such equations include
Ward’s equations, Eguchi-Ooguri equations, and BPZ equations. The other goal is to develop basic
resources for the study of relations between conformal field theory and SLE (Schramm-Loewner
evolution) theory in various settings like a doubly connected domain ([3]), arbitrary non-random pre-
pre-Schwarzian modifications, and various insertions (e.g. N -leg operators). Such correspondences
in some conformal settings are well known in the physics literature, e.g. see [1, 18].
• Gaussian free field on a compact Riemann surface. The fields we consider in this paper
are the statistical fields constructed from the Gaussian free field Φ on a compact Riemann surface
of genus g. We define the Gaussian free field both as a distributional field f 7→ Φ(f) on the space
of test functions f satisfying a certain neutrality condition and as a bi-variant Fock space field
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(z, z0) 7→ Φ(z, z0). The correlation function of Gaussian free field is given by bipolar Green’s function
and computed in terms of the Riemann theta function and Abel-Jacobi map in the higher genus
case. Given a conformal metric ρ, we also define the bosonic field Φρ(z) associated with ρ as a single-
variable Fock space field and compute its correlation functions in terms of the resolvent kernel. If
one considers its differences Φρ(z)− Φρ(z0)(= Φ(z, z0)), then its dependence on ρ disappears.
• OPE family of Gaussian free field. We construct some basic fields including the current
field J := ∂Φ, the Virasoro field T via operator product expansion (OPE) of J , and the multi-
vertex fields as the OPE exponentials of the Gaussian free field. The correlations of Fock space
fields provide the coordinate-free functions in the function theory on a compact Riemann surface.
Neither a basis for the homology nor a basis for the space of all holomorphic 1-differentials needs
to be fixed. For example, the correlation E J(z)J(z0) represents the inverse of the period matrix
and does not require a specific choice of basis for homology or cohomology. It is important that
the correlations are independent of the choice of an element e in the theta divisor. The Bergman
projective connection appears in the 1-point function ET and its independence of e is obvious from
the conformal field theoretic approach. We consider the OPE family F of the Gaussian free field
with central charge c = 1 where the Lie derivative operators can be represented by the Virasoro field
T within correlations,
L+v X(z) =
1
2πi
∮
(z)
vTX(z), X ∈ F ,
where L+v is the C-linear part of Lie derivative operator Lv, i.e. L+v := 12 (Lv − Liv). This family F
includes the Gaussian free field, the current field, the Virasoro field, and the multi-vertex fields.
• Central charge modifications and background charge modifications. We modify the
Gaussian free field by adding a non-random pre-pre-Schwarzian (PPS) form ϕ of order (ib, ib) to
implement a version of conformal field theory with central charge c = 1 − 12b2. A PPS form ϕ we
consider mostly in this paper is single-valued and harmonic except for finitely many logarithmic sin-
gularities. Such a simple PPS form ϕ determines a background charge β = i∂∂¯ϕ/π. We remark that
the metric we consider is not a smooth one, but a flat one with finitely many conical singularities.
An extension of the Gauss-Bonnet theorem to the singular metric leads to the neutrality condition
(NCb) : ∑
βk = b χ(M)
for a background charge β = i∂∂¯ϕ/π =
∑
βkδqk . Here χ(M) is the Euler characteristic ofM. Given a
divisor β with the neutrality condition (NCb), we construct a PPS form ϕβ such that β = i∂∂¯ϕβ/π.
Such a PPS form ϕβ is unique up to an additive constant. For an imaginary b (c > 1), we interpret
such a modification as a Liouville field with the background charge β and zero cosmological constant.
See [6, 7] for construction of Liouville quantum field theory with non-zero cosmological constant on
the Riemann sphere and the complex tori, respectively.
The OPE family F∗β(≡ Fβ(M∗)) on the punctured surface M∗(:= M \ suppβ) of the modified
field Φβ has the central charge c = 1− 12b2 and the Virasoro field
Tβ = −1
2
Jβ ∗ Jβ + ib∂Jβ, Jβ = J + jβ, jβ = ∂ϕβ.
The reason that we consider a PPS form in the definition of Φβ and that we construct Tβ in this
way is clear from the algebraic point of view. It is well known in the algebraic literature that if the
generators L˜n are constructed as
L˜n = Ln − ib(n+ 1)Jn,
where Ln’s are the Virasoro generators, the modes of T and Jn’s are the modes of the current field
J, then the generators L˜n represent the Virasoro algebra with central charge c = 1− 12b2. One can
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identify L˜n with the modes of Tβ. Later, we extend the OPE family by adding all renormalized fields
(for example Jq := J ∗ 1q) rooted at the points q ∈ suppβ and denote it by Fβ ≡ Fβ(M).
• Liouville action and partition function. The bosonic field Φρ associated with a conformal
metric ρ can be produced as a random distribution by the Dirichlet action D :
D(ψ) = 1
4π
(ψ,∆ψ)L2(ρ)
on the Sobolev space W(ρ). More precisely, for a random function ψn =
∑n
j=1 ajej , (ej ’s are nor-
malized eigenfunctions of the positive Laplace operator ∆ρ associated to the eigenvalues λj with
λ0 = 0, e0 = 1) the function e
−D(ψn) gives rise to a joint distribution measure µn for random
coefficients aj and its partition function Zn :
dµn =
1
Zn
e−D(ψn)da1 · · · dan, Zn =
n∏
j=1
√
2π
λj
.
We identify the limiting field limn→∞ ψn with Φρ, see Subsection 3.4. Of course, a sequence Zn of
partition functions diverges as n→∞. However, by means of the zeta function regularization of the
determinant of ∆ρ, one can define the partition function Z associated with the bosonic field Φρ. For
example, it is well known (e.g. see [9]) that
Z ≡ Z(τ) = 1√
Im τ |η(τ)2|
on the torus TΛ := C/Λ, (Λ = Z + τZ, Im τ > 0). Here, η is the Dedekind η-function, η(τ) =
q1/24
∏∞
n=1(1 − qn), q = e2piτ . The relation between the partition function and the Virasoro field is
also well known in the physics literature:
(1.1) 2πi
∂
∂τ
logZ(τ) = ET
( ≡ η1 − π
2 Im τ
)
in the TΛ-uniformization, see [12]. Here, η1 = ζ(1/2) and ζ is the Weierstrass ζ-function.
We extend the above well-known results to more general cases. For an imaginary modification
parameter b (i.e. in the theory with central charge c > 1), we show that the background charge
modification Φβ can be obtained by the Liouville action associated to β :
S(ϕ) = D(ψ)− i
∫
ψβ
(
= D(ψ) +
1
π
∫
ψ∂∂¯ϕβ
)
, ϕ = ϕ∗ + ψ,
where ϕ∗ is a fixed reference PPS(ib, ib)-form. See Theorem 7.2. By means of a proper regularization,
the partition function Zβ associated with the modification field Φβ is defined by
Zβ = ZPβ,
where Pβ is the puncture operator defined in (1.3) below. We extend the identity (1.1) to the case
β 6= 0 : in the TΛ-uniformization
2πi
∂
∂τ
logZβ(τ) =
∮
[0,1]
ETβ(ξ) dξ,
see Corollary 10.3.
• Vertex operators and Coulomb gas correlation functions. Given a background charge β
with the neutrality condition (NCb) and a divisor τ with the neutrality condition (NC0), we construct
the OPE exponential Oβ[τ ] of the bosonic field iΦβ[τ ]. If β and τ do not have an overlapping
support, then its construction is straightforward and it is in the OPE family F∗β. If they do, then the
construction of Oβ[τ ] resorts to a certain renormalization procedure and it belongs to the (extended)
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OPE family Fβ. Wick’s exponential V⊙[τ ] := e⊙iΦ[τ ] is a well-defined Fock’s space functionals and
we have
Oβ[τ ] = V⊙[τ ]EOβ[τ ].
One of our main goals is to compute the correlation EOβ[τ ]. (A more traditional notation for the
correlation function is 〈·〉.) We consider the genus zero case first. For this purpose, we introduce
the Coulomb gas correlation functions C(b)[σ] on Ĉ as the differentials with conformal dimensions
(λj , λj),
λj =
1
2
σ2j − σjb
at zj ’s (including infinity) and with values∏
j<k
zj ,zk 6=∞
|zj − zk|2σjσk , (zj ∈ Ĉ)
in the identity chart of C and the usual chart z 7→ −1/z at infinity. In the genus zero case, we have
EOβ[τ ] =
C(b)[τ + β]
C(b)[β]
.
This formula can be extended to the higher genus case, see Theorem A below. If g ≥ 2, then the
Coulomb gas correlation functions C(b)[σ] can be expressed in terms of the theta function Θ in Cg
and Abel-Jacobi map A : for σ =∑σj · zj ,
C(b)[σ] = C∗
∏
j
|ω(zj)|2λj
∏
j<k
|θ(zj − zk)|2σjσk
∏
j,l
|θ(zj − pl)|2bσj
exp
(
2π(Im τ)−1ImA[σ] · ImA[σ − 2β0]
)
,
where ω :=
∑
j ∂jΘ(e)ωj, {ωj} is a canonical basis for the cohomology, θ(z) = Θ(A(z)− e), pl’s are
the zeros of ω, β0 = −b · (ω), and (ω) is the divisor of ω, i.e. β0 = −
∑2g−2
l=1 b · pl.
Theorem A. There is a unique map C(b) : σ 7→ C(b)[σ] (up to a multiplicative constant) which
assigns a divisor σ satisfying the neutrality condition (NCb) to a differential C(b)[σ] such that for
any background charge β and any divisor τ with the neutrality condition (NC0), we have
(1.2) Oβ[τ ] =
C(b)[τ + β]
C(b)[β]
V⊙[τ ], V⊙[τ ] := e⊙iΦ[τ ].
OPE exponentials we consider in this paper are single-valued or non-chiral. We study chiral
multi-vertex fields in a forthcoming paper.
• Insertion formulas.We explain how the insertion of Wick’s exponential of the Gaussian free field
gives rise to the change of background charge modifications. A similar type of insertion procedure
plays an important role in establishing the relation between the chordal SLE theory and conformal
field theory in a simply connected domain with two marked boundary points in [20]. See [19] for its
radial version with one marked boundary point and one marked interior point.
Theorem B. Given two background charges β1,β2 with the neutrality condition (NCb), the image
of Fβ1 under the insertion of V⊙[β2 − β1] is Fβ2 .
• Puncture operator and Ward identity for the extended OPE family. Given a non-random
meromorphic vector field v with poles at ξk’s, we define the Ward functional W
+
v by
W+v := −
1
2πi
∑
k
∮
(ξk)
vT.
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Given a background charge β, we define the puncture operator Pβ by
(1.3) Pβ = C(b)[β].
We represent the Ward functionals as the Lie derivative operators up to the conjugation by the
puncture operators Pβ. The following Ward identity holds for any compact Riemann surface of genus
g.
Theorem C. In correlations with any string of fields in the extend OPE family Fβ, we have
W+v = P−1β L+v Pβ.
Whereas the above theorem is somewhat abstract, its application to a specific choice of vector
field gives rise to the rather concrete equations, the so-called Ward’s equations. In this paper, we
study Ward’s equations in the cases of genus zero and one. We now state various Ward’s equations
on the torus TΛ. In the theorem below, we consider the vector fields vξ,ξ0 and vξ in TΛ given in
terms of the Jacobi-theta function θ and the Weierstrass ℘-function as
vξ,ξ0(z) =
θ′(ξ − z)
θ(ξ − z) −
θ′(ξ0 − z)
θ(ξ0 − z) , vξ(z) = −℘(ξ − z).
Theorem D. For any tensor product Xβ of fields in the OPE family Fβ,
E (Tβ(ξ)− Tβ(ξ0))X = E (Tβ(ξ)− Tβ(ξ0))EX +EL+vξ,ξ0X ,
E ∂Tβ(ξ)X = E ∂Tβ(ξ)EX +EL+vξX(1.4)
in the TΛ-uniformization.
Example. Applying Ward’s equation (1.4) to X = J(z)J(z0) (with b = 0,β = 0), we derive the
addition theorem for Weierstrass ℘-function:∣∣∣∣∣∣
1 ℘(z) ℘′(z)
1 ℘(w) ℘′(w)
1 ℘(z + w) −℘′(z + w)
∣∣∣∣∣∣ = 0.
Example. Ward’s equation (1.4) with X = T (z) (with b = 0,β = 0) gives rise to the following
differential equation for ℘ :
℘℘′ =
1
12
℘′′′.
Example. Applying Ward’s equation (1.4) to X = O[τ · z1 − τ · z2] (with b = 0,β = 0), we derive
the addition theorem for Weierstrass ζ-function:
ζ(z + w) = ζ(z) + ζ(w) +
1
2
ζ′′(z)− ζ′′(w)
ζ′(z)− ζ′(w) .
Example. Ward’s equation (1.4) with Xβ = Jβ(z), (β = 1 · q1 − 1 · q2) gives rise to
℘(z1)℘(z2)−
(
℘(z1) + ℘(z2)
)
℘(z1 + z2)− 1
2
℘′(z1)− ℘′(z2)
℘(z1)− ℘(z2) ℘
′(z1 + z2) =(1.5)
℘(z˜1)℘(z˜2)−
(
℘(z˜1) + ℘(z˜2)
)
℘(z˜1 + z˜2)− 1
2
℘′(z˜1)− ℘′(z˜2)
℘(z˜1)− ℘(z˜2) ℘
′(z˜1 + z˜2)
if z1 + z2 = z˜1 + z˜2. It is clear that (1.5) follows from (1.9) below.
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• Eguchi and Ooguri’s version of Ward’s equations. To obtain Ward’s equations on a torus
for the insertion of the Virasoro field with a single node, one needs to consider a multivalued
meromorphic vector field with a single simple pole. Let
(1.6) v˜ξ(z) = ζ(ξ − z) + 2η1z
in the TΛ-uniformization.
Theorem E. For any tensor product Xβ of fields in the OPE family Fβ,
(1.7) ETβ(ξ)Xβ = ETβ(ξ)EXβ + L+v˜ξEXβ + 2πi
∂
∂τ
EXβ
in the TΛ-uniformization.
The above theorem for the tensor product Xβ of differentials Xj in the OPE family Fβ with
β = 0 first appeared in the paper [12] by Eguchi and Ooguri:
ET0(ξ)X0 = ET0(ξ)EX0 + 2πi ∂
∂τ
EX0(1.8)
+
∑
j
(
(ζ(ξ − zj) + 2η1zj)∂j + λj(℘(ξ − zj) + 2η1)
)
EX0,
where X0 = X1(z1) · · ·Xn(zn).
Example. Applying X0 = J(z)J(z0) (z 6= z0) in the case b = 0 to (1.8), we obtain(
℘(z1 + z2)− ℘(z1)
)(
℘(z1 + z2)− ℘(z2)
)− 1
2
℘′(z1)− ℘′(z2)
℘(z1)− ℘(z2) ℘
′(z1 + z2)(1.9)
=
1
2
℘′′(z1 + z2).
It is quite remarkable to observe that this choice of v˜ξ gives rise to the so-called Teichmu¨ller
term ∂τEXβ in (1.7). In the physics literature, its appearance is explained in term of the Virasoro
generator L0, see [12]. We rather present the following theorem (Eguchi-Ooguri equations) and prove
it by using the pseudo-addition theorem for the Weierstrass ζ-function.
Theorem F. For any tensor product Xβ of fields in the OPE family Fβ,
1
2πi
∮
[0,1]
ETβ(ξ)Xβ dξ = ETβ(ξ)EXβ + ∂
∂τ
EXβ.
Example. Applying Theorem F to X = J(z)J(z), we obtain the following well-known relation:
η1 = −1
6
θ′′′(0)
θ′(0)
.
Example. A simple application of Theorem F to X = Φ ∗ Φ(z) gives rise to
2πi
∂
∂τ
log θ′(0) = −3η1.
Example. Applying Theorem F to X = J(z)J(z0) with z 6= z0, we obtain the following well-known
formula:
2πi
∂
∂τ
℘(z) = 2℘(z)2 + ζ(z)℘′(z)− g2
3
− 2η1(2℘(z) + z℘′(z)),
where g2 appears in the expansion of ℘ around z = 0,
℘(z) =
1
z2
+
g2
20
z2 +O(z4).
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Example. A simple application of Theorem F to X = T (z) gives rise to
2πi
∂
∂τ
η1 = −2η21 +
1
24
g2.
• Singular vectors and BPZ equations. Given a modification parameter b, let a be one of the
solutions to the quadratic equation 2x(x+ b) = 1 for x. In terms of the action of Virasoro generators
Ln (the modes of Tβ) defined by
Ln(z) :=
1
2πi
∮
(z)
(ζ − z)n+1Tβ(ζ) dζ,
the OPE exponentials Oβ(z) ≡ O(a,τ )β (z) := Oβ[a · z + τ ] (τ =
∑
τjzj , j ≤ 0) with the neutrality
condition a+
∑
τj = 0 satisfy the level two degeneracy equations(
L−2(z)− 1
2a2
L2−1(z)
)Oβ(z) = 0,
see Proposition 10.8. Combining these equations with Ward’s equations (1.7), we derive the following
types of Belavin-Polyakov-Zamolodchikov equations (BPZ equations) on a torus. See Theorem 10.9
for the BPZ equations on the Riemann sphere.
Let the vector field v˜z be given by (1.6).
Theorem G. Let Oβ(z) = O(a,τ )β (z) and λ = 12a2− ab. If z /∈ suppβ ∪ supp τ , then for any tensor
product Xβ = X1(z1) · · ·Xn(zn) of fields Xj in Fβ, we have
1
2a2
∂2zEOβ(z)Xβ = ETβ(z)EOβ(z)Xβ + 2πi
∂
∂τ
EOβ(z)Xβ
+ (2η1z∂z + 2λη1)EOβ(z)Xβ + Lˇ+v˜zEOβ(z)Xβ
in the TΛ-uniformization. Here, the Lie derivative operator Lˇ+v˜z does not apply to the z-variable.
For example, if Xj ’s are (λj , λ∗j)-differentials and if suppβ ∩ supp τ = ∅, then Lˇ+v˜zEOβ(z)Xβ
reads as
Lˇ+v˜zEOβ(z)Xβ =
∑
j
(
(ζ(z − zj) + 2η1zj)∂j + λj(℘(z − zj) + 2η1)
)
EOβ(z)Xβ
+
∑
k
(ζ(z − qk) + 2η1qk)∂qkEOβ(z)Xβ.
To the best of our knowledge, the above BPZ equation for the differentials in the case of the Ising
model (a2 = 2/3, λ = 1/2) with β = 0 first appeared in [12].
It follows from the so-called fusion rule (e.g. see [9, 10]) that the OPE exponentials Oβ(z) ≡
O(2a,τ )β (z) := Oβ[2a · z + τ ] satisfy the level three degeneracy equations( 1
8a2
L3−1 − L−2L−1 + (2a2 −
1
2
)L−3
)
Oβ(z),
see Proposition 10.14. We combine Ward’s equations with the above level three degeneracy equations
to derive certain types of BPZ equations in the genus zero case (Theorem 10.15) and in the genus
one case (Theorem 10.18). See [13, 14] for the BPZ equations associated with the level three/six
degeneracy equations for the differentials in the case of the Ising model.
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2. Gaussian free field on a compact Riemann surface
We define the Gaussian free field Φ on a compact Riemann surface M of genus g as a bi-variant
Fock space field. We extend this definition to a divisor with a certain neutrality condition. The
Gaussian free field is the simplest example of distributional Fock space fields. It can be represented
by a linear map f 7→ Φ(f) from a space of test functions f with the neutrality condition NC(0), or
with integral zero, to the L2 space of random variables.
2.1. Bipolar Green’s function. In general, a Green’s function does not exist for a compact Rie-
mann surface M. However, it has a bipolar Green’s function. Let p, q be distinct marked points
of M. By definition, bipolar Green’s function z 7→ Gp,q(z) with poles at p and q is harmonic on
M \ {p, q}, and satisfies
Gp,q(z) = log
1
|z − p| +O(1) (z → p),
Gp,q(z) = − log 1|z − q| +O(1) (z → q)
(in some/any chart φ.). We often use the same letter for the point p onM and φ(p) on the coordinate
plane. Note that a bipolar Green’s function is not uniquely determined. However, it is unique up to
additive constants.
We denote by D(0,0) the collection of non-random (0, 0)-differentials. See Subsection 2.3 for basic
properties of differentials. The Sobolev space W(M) is defined as the completion of D(0,0)/C with
respect to the scalar product
(f, g)∇ =
∫
∂f∂g +
∫
∂¯f∂g¯.
Since M is closed, the integrals in the right-hand side are equal and
(f, g)∇ = 2
∫
f(−∂∂¯g¯).
We write D(1,1)0 for the space of (1, 1)-differentials with integral zero. The energy space E(M) is
the completion of the space D(1,1)0 with respect to scalar product inherited from W(M) such that
−2∂∂¯ :W(M)→ E(M)
is a unitary operator.
We can think of Gp,q as “generalized” elements of W(M) so ∂∂¯ maps it to the “generalized”
elements of E(M). Indeed, we have
(2.1) − ∂∂¯Gp,q = π
2
(δp − δq),
in the sense of distribution. Bipolar Green’s function satisfies the bilinear relation:
(2.2)
( 1
π
(Gp,q, Gp˜,q˜)∇ =
)
Gp,q(p˜)−Gp,q(q˜) = Gp˜,q˜(p)−Gp˜,q˜(q).
Again, we formally take the scalar product of “generalized” elements Gp,q and Gp˜,q˜ of W(M).
• The genus zero case. Bipolar Green’s function for the Riemann sphere M = Ĉ is given by
Gp,q(z) = log
∣∣∣∣z − qz − p
∣∣∣∣ , Gp,∞(z) = log 1|z − p|
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up to an additive constant. Note that (Gp,q, Gp˜,q˜)∇/π is the logarithm of the modulus of the cross-
ratio λ :
λ(p, q; p˜, q˜) =
(p˜− q)(q˜ − p)
(p˜− p)(q˜ − q) .
• The genus one case. Let us consider the complex torus TΛ := C/Λ of genus one, where Λ = Z+τZ
is the group generated by z 7→ z + 1, z 7→ z + τ. Here, the modular parameter τ is in the upper
half-plane H := {z ∈ C | Im z > 0}. Bipolar Green’s function for M = TΛ is given by
Gp,q(z) = log
∣∣∣∣θ(z − q)θ(z − p)
∣∣∣∣− 2π Im(p− q) Im zIm τ ,
up to an additive constant, see [12]. Here θ is one of the four Jacobi theta functions :
θ(z) ≡ θ1(z | τ) = 2
∞∑
n=1
(−1)n−1epiiτ(n− 12 )2 sin(2n− 1)πz.
In the TΛ-uniformization,
1
π
(Gp,q, Gp˜,q˜)∇ = log |λ(p, q; p˜, q˜)| − 2π Im(p− q)Im(p˜− q˜)
Im τ
,
where the cross-ratio λ(p, q; p˜, q˜) is defined by
(2.3) λ(p, q; p˜, q˜) =
θ(p˜− q)θ(q˜ − p)
θ(p˜− p)θ(q˜ − q) .
• The higher genus case. The previous representation for (Gp,q, Gp˜,q˜)∇/π can be extended to a
compact Riemann surface M of genus g ≥ 2. We review some basic properties of Riemann theta
function Θ in Appendix A. We consider the lattice Λ = Zg + τZg in Cg associated with the period
matrix τ of M and set
TΛ ≡ TgΛ := Cg/Λ.
We now express bipolar Green’s function for M in terms of the Riemann theta function Θ: up to
an additive constant,
Gp,q(z) = log
∣∣∣Θ(A(z)−A(q)− e)
Θ(A(z)−A(p)− e)
∣∣∣− 2π(Im τ)−1Im(A(p) −A(q)) · ImA(z),
see Theorem A.7. Here, A : M → TΛ is the Abel-Jacobi map. The point e ∈ TΛ is chosen
to be an arbitrary element of the theta divisor, i.e. Θ(e) = 0 such that neither of maps z 7→
Θ(A(z)−A(p) − e), z 7→ Θ(A(z)−A(q) − e) is identically zero.
It is well known that as a multivalued function, the generalized cross-ratio
(2.4) λ(p, q; p˜, q˜) =
Θ(A(p˜)−A(q)− e)Θ(A(q˜)−A(p)− e)
Θ(A(p˜)−A(p)− e)Θ(A(q˜)−A(q)− e)
of four points p, q, p˜, q˜ on M does not depend on the choice of e, see [15, VII]. Let
θ(z) = Θ(A(z)− e).
Since the Abel-Jacobi map can be extended to the group of divisors onM, we rewrite the generalized
cross-ratio in terms of θ :
λ(p, q; p˜, q˜) =
θ(p˜− q)θ(q˜ − p)
θ(p˜− p)θ(q˜ − q) .
With this notation, we have
1
π
(Gp,q, Gp˜,q˜)∇ = log |λ(p, q; p˜, q˜)| − 2π (Im τ)−1 Im(A(p)−A(q)) · Im(A(p˜)−A(q˜)).
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We can formally think of bipolar Green’s function Gp,q as the difference of two formal elements
Gp and Gq,
Gp,q(z) = Gp(z)−Gq(z).
For example, on the Riemann sphere Ĉ, one can choose
Gp(z) = − log |z − p|.
In the torus TΛ, (Λ = Z+ τZ), one can choose
Gp(z) = log
1
|θ(z − p)| − 2π
Im p Im z
Im τ
.
In the higher genus case,
Gp(z) = log
1
|Θ(A(z)−A(p)− e)| − 2π (Im τ)
−1ImA(p) · ImA(z)
with a generic e in the theta divisor.
The bilinear relation
Gp,q(p˜)−Gp,q(q˜) = Gp˜,q˜(p)−Gp˜,q˜(q)
for bipolar Green’s function can be verified by formal representation Gp,q(z) = Gp(z)−Gq(z). In a
similar way, the Jacobi identity
Gp,q(z) +Gq,z(p) +Gz,p(q) = 0
for bipolar Green’s function can be verified.
For all µ ∈ E(M), q ∈M, we have
(2.5) ‖µ‖2E(M) =
∫∫
(z,p)
2Gp,q(z)µ(z)µ(p),
where the integral is taken over the variables over z and p. To verify this, let µ = −2∂∂¯f for some
f ∈ W(M). It follows from (2.1) that∫∫
(z,p)
2Gp,q(z)µ(z)µ(p) =
∫
f(p)µ(p) = 2
∫
f(−∂∂¯f¯).
Clearly, we have ‖f‖2W(M) = ‖µ‖2E(M).
2.2. Gaussian free field. Recall that the energy space E = E(M) is the completion of the space
D(1,1)0 (M) of (1, 1)-differentials µ satisfying the neutrality condition (NC0) :∫
µ = 0
with respect to the norm ‖ · ‖E :
‖µ‖2E =
∫∫
2Gζ,η(z)µ(z)µ(ζ)
for all η ∈M.
The Gaussian free field Φ is a Gaussian field indexed by the energy space E(M),
Φ : E(M)→ L2(Ω,P),
where (Ω,P) is some probability space. By definition, Φ is an isometry such that the image consists
of centered Gaussian random variables.
We introduce the Fock space functionals Φ(z, z0) as “generalized” elements of Fock space
Φ(z, z0) = Φ(δz − δz0),
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where δz − δz0 is the “generalized” elements of E(M). For each z ∈ M, we choose a family of test
functions fε,z supported in a disc of radius ε about z such that fε,z → δz as ε→ 0. We now define
Gaussian random variables
Φε(z, z0) = Φ(fε,z − fε,z0).
Then they are centered and their covariances are
E[Φε(p, q)Φε(p˜, q˜)] = (fε,p − fε,q, fε,p˜ − fε,q˜)E
for p˜, q˜ /∈ {p, q}. It follows from (2.5) and the bilinear relation (2.2) that
E[Φε(p, q)Φε(p˜, q˜)]→ 2(Gp,q(p˜)−Gp,q(q˜)) = 2
π
(Gp,q, Gp˜,q˜)∇
as ε→ 0. We now define the correlation function of Gaussian free field by
(2.6) E[Φ(p, q)Φ(p˜, q˜)] = 2(Gp,q(p˜)−Gp,q(q˜)), (p˜, q˜ /∈ {p, q})
so that correlation functionals can be approximated by genuine random variables.
• The genus zero case. In the Ĉ-uniformization, we have
(2.7) EΦ(p, q)Φ(p˜, q˜) = log |λ(p, q; p˜, q˜)|2 = 2 log
∣∣∣∣ (p˜− q)(q˜ − p)(p˜− p)(q˜ − q)
∣∣∣∣ .
• The genus one case. In the TΛ-uniformization, we have
(2.8) EΦ(p, q)Φ(p˜, q˜) = log |λ(p, q; p˜, q˜)|2 − 4π Im(p− q) Im (p˜− q˜)
Im τ
,
where λ(p, q; p˜, q˜) is the cross-ratio, see (2.3).
• The higher genus case. We have
EΦ(p, q)Φ(p˜, q˜) = log |λ(p, q; p˜, q˜)|2(2.9)
− 4π(Im τ)−1Im(A(p) −A(q)) · Im (A(p˜)−A(q˜)),
where λ(p, q; p˜, q˜) is the cross-ratio, see (2.4).
Remark. As a Fock space field, the Gaussian free field ΦD in a simply connected domain D can be
constructed from the Gaussian free field ΦM on the Schottky double M of D. More precisely,
ΦD(z) = Φ
+
M (z, z
∗),
where z 7→ z∗ is the canonical involution on M. As a (multivalued) bi-variant field, Φ+ ≡ Φ+M is
defined by
Φ+(p, q) = {Φ+(ζ) : γ is a path from q to p}
and
Φ+(γ) =
∫
γ
J(ζ) dζ, J(ζ) = ∂ζΦ(ζ, z).
For example, in the upper half-plane H, we have
EΦH(ζ)ΦH(z) = EΦCˆ(ζ, ζ¯)ΦCˆ(z, z¯) = log
(ζ − z¯)(ζ¯ − z)
(ζ − z)(ζ¯ − z¯) = 2 log
∣∣∣∣ζ − z¯ζ − z
∣∣∣∣ = 2GH(ζ, z)
and in the unit disk D, we have
EΦD(ζ)ΦD(z) = log
(ζ − z∗)(ζ∗ − z)
(ζ − z)(ζ∗ − z∗) = 2 log
∣∣∣∣1− ζz¯ζ − z
∣∣∣∣ ( = log ∣∣∣ ζ − z∗(ζ − z)z∗ ∣∣∣ ) = 2GD(ζ, z),
where z∗ = 1/z¯ is the symmetric point of z with respect to the unit circle ∂D. A chordal/radial
version of conformal field theory developed in [20, 19] can be constructed from the theory on a
compact Riemann surface of genus zero. More details will appear in a forthcoming paper.
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• Formal Gaussian free field. We introduce Φ as a centered Gaussian formal field with formal
correlation
EΦ(z)Φ(z0) = 2Gz0(z).
Let
τ =
∑
j
τj · zj,
where {zj}Nj=1 is a finite set of (distinct) points on M and τj ’s are real numbers, (“charges” at zj ’s),
τj = τzj = τ (zj). We can think of τ as a divisor, a function τ : M → R which takes the value 0
at all points except for finitely many points. Sometimes it is convenient to consider τ as an atomic
measure, τ =
∑
j τj · δzj . For example, ∫
τ =
∑
j
τj .
Some of τj ’s can be zero, and in any case τz = 0 if z is not one of zj’s.
In the genus zero case, we construct the formal 1-point field Φ alternately via the so-called “rooting
procedure.” We set
Φ∗(z) := Φ(z, z∗)
as a centered Gaussian field and define
E[Φ∗(ζ)Φ∗(z)]
as a normalized limit of log |λ(ζ, ζ∗, z, z∗)|2, namely
lim
ζ∗,z∗→∞
(
log |λ(ζ, ζ∗, z, z∗)|2 + log
∣∣∣ζ∗ − z∗
ζ∗z∗
∣∣∣2) = log 1|ζ − z|2 .
Given a divisor τ =
∑
j τj · zj, we define a formal bosonic field Φ[τ ] as a linear combination
Φ[τ ] :=
∑
j
τjΦ(zj).
It is not possible to define the formal 1-point field Φ as a Fock space field, but under the neutrality
condition (NC0) : ∑
j
τj = 0,
Φ[τ ] is well-defined as a Fock space field. For example, we have a representation Φ(z, z0) = Φ(z)−
Φ(z0).
Lemma 2.1. If a divisor τ satisfies (NC0), then the formal bosonic field Φ[τ ] is a well-defined
single-valued Fock space functional (in the complement of the support of τ ).
Proof. Let us choose any point z0 ∈M . (It can be one of zj ’s.) Then
Φ[τ ] = Φ(z0)
∫
τ +
∑
j
τjΦ(zj, z0).
Under the neutrality condition, the first term in the right-hand side vanishes. The representation is
not unique, of course, but it is unique in the sense of Fock space fields. Indeed, if neither ζ nor ζ0
is in the support of τ , then
EΦ[τ ]Φ(ζ, ζ0) = 2
∑
j
τjGζ,ζ0(zj)
does not depend on the choice of z0. 
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If both σ =
∑
σj · zj and τ =
∑
τk · ζk satisfy the neutrality condition (NC0) and if they have
disjoint supports, then
EΦ[σ]Φ[τ ] = 2
∑
j,k
σjτkGζk,ζ0(zj)
does not depend on the choice of z0, ζ0.
2.3. (Conformal) Fock space fields. In this subsection we recall several notions introduced in
[20] to define conformal Fock space fields as linear combinations of basic Fock space fields. By
construction, basic Fock space fields are equipped with certain conformal structures. Thus we
further require any of coefficients to have an assignment of a smooth function to each local chart.
• Fock space correlation functionals. By definition, a Fock space correlation functional is a linear
combination over C of the constant 1 and formal expressions
X = X1(ζ1, z1)⊙ · · · ⊙Xn(ζn, zn),
where Xj ’s are derivatives of the Gaussian free field
Xj(ζj , zj) = ∂
αj
ζj
∂¯
α∗j
ζj
∂βjzj ∂¯
β∗j
zj Φ(ζj , zj)
and ⊙ denotes Wick’s product. The points ζj , zj in the expression of X are called the node of X and
we write S(X ) or SX for the set of nodes of X . By definition, S(
∑
cjXj) =
⋃
S(Xj). Some infinite
linear combinations are allowed, e.g. Wick’s exponential
e⊙αΦ(z,z0) =
∞∑
n=0
αn
n!
Φ⊙n(z, z0).
For Xj = Xj1(ζj1, zj1)⊙· · ·⊙Xjnj (ζjnj , zjnj ), we define their tensor products by Wick’s formula,
X1 · · · Xm =
∑ ∏
{v,v′}
E[Xv(ζv, zv)Xv′(ζv′ , zv′)]
⊙
v′′
Xv′′(ζv′′ , , zv′′),
where an unordered pair {v, v′} of indices jnj is allowed for different j’s (v = jnj, v′ = knk for some
j 6= k) and the Wick’s product is taken over unpaired v′′’s. Here the sum is taken over all possible
Feynman diagrams with vertices v and edges {v, v′}. The correlation E[Xv(ζv, zv)Xv′(ζv′ , zv′)] is
defined as the derivatives of E[Φ(ζv, zv)Φ(ζv′ , zv′)].
We define the correlation EX1 · · · Xm of tensor products of Xj in terms of the chaos decomposition
of X1 · · · Xm :
(2.10) EX1 · · · Xm =
∑ ∏
{v,v′}
E[Xv(ζv, zv)Xv′(ζv′ , zv′)]E
⊙
v′′
Xv′′(ζv′′ , , zv′′),
where
E
⊙
v′′
Xv′′(ζv′′ , , zv′′) =
{
1 if there is no unpaired vertex v′′,
0 otherwise.
.
For example, E 1 = 1, EX1(ζ1, z1)⊙ · · · ⊙Xn(ζn, zn) = 0, E e⊙αΦ(z,z0) = 1 and
EΦ(ζ1, z1) · · ·Φ(ζn, zn) =
∑∏
k
2
(
Gζik ,zik (ζjk )−Gζik ,zik (zjk)
)
,
where the sum is over all partitions of the set {1, · · · , n} into disjoint paris {ik, jk}.
• Fock space fields. For derivatives Xj of the Gaussian free field, the map
(ζ1, z1, · · · , ζn, zn) 7→ X1(ζ1, z1)⊙ · · · ⊙Xn(ζn, zn)
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is called a basic Fock space field. A (general) Fock space space field is a linear combination of basic
fields Xj,
X =
∑
j
fjXj ,
where coefficients fj are non-random conformal fields, see their definition below. Recall that a local
chart on a compact Riemann surface M is a conformal map φ from an open subset U of M to the
complex plane C such that the transition maps
h = φ˜ ◦ φ−1 : φ(U ∩ U˜)→ φ˜(U ∩ U˜)
are conformal transformations whenever U ∩ U˜ 6= ∅. A non-random conformal field f is defined as
an assignment of a smooth function (f ‖φ) : φU → C to each local chart φ : U → C. By definition, a
conformal Fock space field is a linear combination of basic fields with non-random conformal fields
as coefficients.
We define the differential operators ∂, ∂¯ on Fock space fields such that their action on basic
Fock space fields is consistent with the definition of derivatives of the Gaussian free field and their
extension to general Fock space fields is defined by linearity and by Leibniz’s rule with respect to
the multiplication by non-random conformal fields. By definition, a field X is holomorphic in M
if all correlation functions EX(ζ)Y are holomorphic in ζ ∈ M \ SY for any Fock space correlation
functional Y.
• Differentials and forms. For a pair of non-negative integers (λ, λ∗), a non-random conformal field
f is called a differential of conformal dimension (λ, λ∗) if for any two overlapping local charts φ and
φ˜, we have
f = (h′)λ(h′)λ∗ f˜ ◦ h,
where we write f, f˜ for (f ‖φ), (f ‖ φ˜), respectively and h is the transition map between φ and φ˜. We
write D(λ,λ∗) = D(λ,λ∗)(M) for the collection of non-random (λ, λ∗)-differentials. By definition, a
non-random field f is a Schwarzian form (a pre-Schwarzian form (a PS form), a pre-pre-Schwarzian
form (a PPS form)) of order µ if it has the transformation law
f = (h′)2f˜ ◦ h+ µSh, (f = h′f˜ ◦ h+ µNh, f = f˜ ◦ h+ µ log h′),
respectively, where Sh = N
′
h − N2h/2, (Nh = (log h′)′) is Schwarzian derivative of h. A notion of
(λ, λ∗)-differentials, and (pre-)Schwarzian forms can be extended to conformal Fock space fields.
For example, we say that a conformal Fock space field X is a differential if the non-random field
p 7→ E[X(p)Y] is a differential in p ∈M for Y = Φ(p1, q1)⊙ · · · ⊙ Φ(pn, qn).
We define the product fg of a (λ, λ∗)-differential f and a (µ, µ∗)-differential g by
(fg ‖φ) := (f ‖φ)(g ‖φ).
Then fg is (λ + µ, λ∗ + µ∗)-differential. There is a natural operation of complex conjugation on
conformal fields:
(f¯ ‖φ) := (f ‖φ).
For a (λ, λ∗)-differential f , f¯ is a (λ∗, λ)-differential.
We define derivatives of non-random conformal fields by differentiating in local charts:
(∂f ‖φ) := ∂(f ‖φ), (∂¯f ‖φ) := ∂¯(f ‖φ).
For example, ∂ ⊕ ∂¯ : D(0,0) → D(1,0) ⊕D(0,1) and ∂∂¯ : D(0,0) → D(1,1).
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Remark. One can identify the differential a ∈ D(1,0) with the differential form a(z) dz (where a(z)
is the value of a in z-coordinate), and b ∈ D(0,1) with the differential form b(z) dz¯. One can also
identify F ∈ D(1,1) with
F (z) dx ∧ dy = i
2
F (z) dz ∧ dz¯.
This identification leads to the definition of integration of (1, 1)-differentials;∫
M
F =
∫
M
F (z) dx ∧ dy.
2.4. Modular invariance of Gaussian free field. In this subsection we discuss modular invari-
ance of Gaussian free field in the genus one case. Suppose that two tori TΛ,TΛ′ are conformally
equivalent, where the lattices Λ,Λ′ are generated by the modular parameters τ, τ ′, (Im τ, Im τ ′ > 0)
respectively, i.e. Λ = Z + τZ,Λ′ = Z + τ ′Z. Then there is γ ∈ C such that Λ = γΛ′, hence γ, γτ ′
generate Λ. Thus there are a, b, c, d ∈ Z such that γτ ′ = aτ + b and γ = cτ + d. Eliminating γ, we
find the relation between τ and τ ′ as
(2.11) τ ′ =
aτ + b
cτ + d
.
A conformal transformation f from (TΛ, 0) onto (TΛ′ , 0) can be lifted to the universal covering
space and we get a linear map f˜
(2.12) f˜ : z 7→ z′ := z
γ
, (γ = cτ + d).
Let G (G′) be the covering group of Λ (Λ′) generated by the translations z 7→ z + 1, z 7→ z + τ
(z 7→ z+ τ ′), respectively. The linear map f˜ induces an isomorphism F between the covering group
G of Λ and G′ of Λ′ :
F : g 7→ f˜ ◦ g ◦ f˜−1.
Since F is an isomorphism, the matrix representing (2.11) is invertible and we have the determinant
ad− bc = ±1. However, both τ and τ ′ are in the upper half-plane and therefore ad− bc = 1.
The modular invariance of the Gaussian free field is clear by its construction. Indeed, its con-
structions does not resort to coordinate dependence. For example, we have
(2.13) EΦ
T
Λ′
(p′, q′)Φ
T
Λ′
(p˜′, q˜′) = EΦ
TΛ
(p, q)Φ
TΛ
(p˜, q˜),
where τ ′ is given by (2.11) and p′ = p/(cτ + d), etc. Cf. (2.12).
Example. Using (2.13) and the identity
Im(z/τ) Im(w/τ)
Im 1/τ
+
Im z Imw
Im τ
= Im
zw
τ
,
we derive
log
∣∣∣∣θ(p˜′ − q′|τ ′)θ(q˜′ − p′|τ ′)θ(p˜′ − p′|τ ′)θ(q˜′ − q′|τ ′)
∣∣∣∣ − log ∣∣∣∣θ(p˜− q|τ)θ(q˜ − p|τ)θ(p˜− p|τ)θ(q˜ − q|τ)
∣∣∣∣
= −2π Im(1
τ
(p˜− q˜)(p− q)),
where τ ′ = −1/τ and p′ = p/τ, etc. Differentiating the above, and then integrating,
log
θ(p˜′ − q′|τ ′)θ(q˜′ − p′|τ ′)
θ(p˜′ − p′|τ ′)θ(q˜′ − q′|τ ′) − log
θ(p˜− q|τ)θ(q˜ − p|τ)
θ(p˜− p|τ)θ(q˜ − q|τ)
= 2πi
(1
τ
(p˜− q˜)(p− q)).
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Exponentiating the above, we have the transformation formula for the cross-ratios,
θ(p˜′ − q′|τ ′)θ(q˜′ − p′|τ ′)
θ(p˜′ − p′|τ ′)θ(q˜′ − q′|τ ′) =
θ(p˜− q|τ)θ(q˜ − p|τ)
θ(p˜− p|τ)θ(q˜ − q|τ) e
2pii (p˜−q˜)(p−q)/τ
=
θ(p˜− q|τ)θ(q˜ − p|τ)
θ(p˜− p|τ)θ(q˜ − q|τ) e
pii ((p˜−q)2+(q˜−p)2−(p˜−p)2−(q˜−q)2)/τ .
It is well known (e.g. see [4, p. 75]) that if
√
τ/i = 1 for τ = i, then
θ(z′|τ ′) = −i
√
τ/i epiiz
2/τθ(z|τ).
3. Conformal metrics and Gaussian fields
Given a conformal metric ρ, we construct the bosonic field Φρ associated with ρ. Formally, one
can think of the Fock space functional Φρ(z) as Φ(δz−ρ) if
∫
ρ = 1. Its 2-point function is computed
in terms of the resolvent kernel. In the last subsection we represent the distributional field Φρ as a
random series in the Sobolev space. This representation is used to compute the field produced by
the Dirichlet action.
3.1. Spectral theory and Laplacian. A conformal metric ρ on M is a positive (1, 1)-differential
on M. We can identify the differential ρ with the Riemannian metric
ds2 = ρ(z) |dz|2.
Then ρ dx ∧ dy is the volume form and ρ dxdy is the corresponding volume. The positive Laplace
operator ∆ ≡ ∆ρ : C∞(M)→ C∞(M) is a differential operator
f 7→ −2∂∂¯f
ρ
.
(Then ϕ = log ρ is a pre-pre-Schwarzian form (PPS form). See Subsection 2.3 or 6.1 for the definition
of PPS form.) The curvature of the conformal metric ρ on M is defined as
κ = ∆ρ log ρ = −2∂∂¯ log ρ
ρ
.
Example. For the Riemann sphere M = Ĉ, the conformal metric
ρ(z) =
4
(1 + |z|2)2 in (C, id)
is the only metric such that its group of orientation-preserving isometries is SO(3). In this case, M
has the positive constant curvature κ ≡ 1.
The positive Laplace operator ∆ ≡ ∆ρ : C∞ → C∞ extends to a self-adjoint operator in L2(ρ).
This extension is a non-negative operator with compact resolvent. We use the same notation ∆ρ to
denote this extension. Let
0 = λ0 < λ1 ≤ · · ·
be the eigenvalues of ∆ρ, and let {φn}n≥0 be orthonormal eigenfunctions,
∂∂¯φn = −1
2
λnφnρ.
We can choose eigenfunctions real. From now on, we assume that
∫
ρ = 1. Clearly, φ0 is constant 1
and
(3.1)
∫
φnρ = 0 (n ≥ 1).
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We write φ⊥0 for the orthogonal complement of 〈φ0〉 in L2(ρ).
We now introduce the resolvent kernel R ≡ Rρ :
Rρ(z, w) :=
∑
n≥1
1
λn
φn(z)φn(w).
This is the kernel of the integral operator R ≡ Rρ :
(Rρf)(z) :=
∫
Rρ(z, w)f(w)ρ(w).
Remark. Restricting to φ⊥0 , R : φ
⊥
0 → φ⊥0 is the inverse of ∆ : φ⊥0 → φ⊥0 . Both ∆ and R are zero on
〈φ0〉.
Proposition 3.1. The resolvent kernel R has the following basic properties:
(a) R(z, w) = R(w, z);
(b)
∫
R(z, ·)ρ = 0;
(c) ∂∂¯R(z, ·) = − 12 (δz − ρ);
(d) R(z, w) = − 1pi log |z − w|+O(1) in every chart as z → w.
Proof. (a) The symmetric property is clear from the definition of the resolvent kernel.
(b) It follows from (3.1).
(c) For any smooth function f, by the previous remark, we have
R∆f = f⊥ = f − (f, φ0)φ0 = f −
∫
fρ.
Here, f⊥ is the orthogonal projection of f onto φ⊥0 . On the other hand, integration by parts gives
(R∆f)(z) =
∫
R(z, w)(∆f)(w)ρ(w) = −2
∫
R(z, ·)∂∂¯f = −2
∫
f∂∂¯R(z, ·).
(d) Let K(z, w) = R(z, w) + 1pi log |z − w|. Then ∂∂¯K(z, ·) = 12ρ. It is clear that K(z, w) = O(1) in
every chart as z → w. 
Let us define Rp(z) = R(z, p) and
Rp,q(z) = Rp(z)−Rq(z).
Then by Proposition 3.1 (a) and (b), we have
(3.2)
∫
Rp,qρ = 0.
Corollary 3.2. We have
Rp,q =
1
π
Gp,q (mod R).
Proof. It follows from (2.1) and the previous proposition that
−∂∂¯Rp,q = −∂∂¯R(p, ·) + ∂∂¯R(q, ·) = 1
2
(
δp − δq
)
= − 1
π
∂∂¯Gp,q.
The logarithmic singularities of Rp,q − 1pi Gp,q at both p and q are removable. Thus Rp,q − 1pi Gp,q is
a bounded harmonic function on M, which is constant. 
By the previous corollary, the function Rp,q is independent of the metric up to an additive constant
(depending on p, q). The constant is determined by the equation (3.2).
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Remark. By definition and Proposition 3.1 (b), we have
R(z, p) =
∫
(q)
Rp,q(z) ρ(q).
This identity has the following physical interpretation: R(z, p) has a potential at z for the field with
a (unit) source at p and with sinks distributed according to ρ.
3.2. Sobolev space. Recall that the elements ofW ≡ W(M) are functions f modulo C, [f ] = f+C.
The Sobolev space W comes with the scalar product
(f, g)∇ := −2
∫
f(∂∂¯g¯) = (∆f, g)L2(ρ).
It is more accurate to write ([f ], [g])∇ in the left-hand side. For convenience, we sometimes refer to
the elements inW as functions and denote them by f rather than [f ]. Given a metric ρ, we define the
space W(ρ) as the completion of the space of functions f on M satisfying the neutrality condition∫
fρ = 0
with respect to the scalar product
(f, g)∇ = (∆f, g)L2(ρ).
Clearly, the Hilbert spaces W(ρ) and W(M) are canonically equivalent using the map
f 7→ [f ].
For [f0] ∈ W(M), there is f ∈ W(ρ) such that [f ] = [f0]. Indeed,
f = f0 −
∫
f0ρ.
Let 0 = λ0 < λ1 ≤ · · · be the eigenvalues of ∆ρ and {φn}n≥0 be orthonormal (real) eigenfunctions,
∂∂¯φn = −1
2
λnφnρ.
It is well known that { φn√
λn
}
n≥1
forms an orthonormal basis for W(ρ).
• Dual spaces. Let us define the spaces W ′ ≡ W ′(M) and W ′(ρ) by
W ′(M) = {µ ∈ D(1,1)(M) : ‖µ‖2∆ <∞,
∫
µ = 0},
and
W ′(ρ) = {[µ] : µ ∈ W ′(M)}, [µ] = µ+ Cρ,
both with the norm
‖µ‖2∆ =
∫∫
R(z, w)µ(z)µ(w).
Then W ′(M) is the dual space of W(M) and W ′(ρ) is the dual space of W(ρ) with respect to the
pairings
([f ], µ) 7→
∫
fµ, (f, [µ]) 7→
∫
fµ,
respectively.
Proposition 3.3. We have isomorphisms −2∂∂¯ :W →W ′ and ρ∆ :W(ρ)→W ′(ρ).
20 NAM-GYU KANG AND NIKOLAI G. MAKAROV
Proof. The first part is obvious since ([φm], λnφnρ) = 〈φm, φn〉∇. For the second part, we observe
that an orthonormal set {√λn[φnρ]}n≥1 in the space W ′(ρ) is the dual basis of {φn/
√
λn}n≥1.
Proposition now follows since ρ∆(φn/
√
λn) =
√
λn[φnρ]. 
We remark that these two isomorphisms are actually the same up to canonical identifications.
Corollary 3.4. The multiplication by
√
2π is a unitary operator
√
2π : E → W ′.
Proof. We need to show that 2π‖µ‖2∆ = ‖µ‖2E , or
2π
∫∫
R(z, p)µ(z)µ(p) = 2
∫∫
Gp,q(z)µ(z)µ(p)
for all q, equivalently, ∫∫
R(z, q)µ(z)µ(p) = 0,
which is clear from the neutrality condition of µ :
∫
µ = 0. 
As an alternative statement of the previous corollary, −√2/π ∂∂¯ :W → E is a unitary operator.
3.3. Bosonic field and Gaussian fields. We now define the bosonic field Φρ associated with the
metric ρ by
Φρ(z) =
∫
Φ(z, ζ)ρ(ζ).
Then the Fock space functionals Φρ(z) can be viewed as “generalized” elements Φ(δz − ρ) of Fock
space. Clearly, we have
Φ(z, w) = Φρ(z)− Φρ(w).
We now compute the 2-point correlation function of Φρ in terms of the resolvent kernel.
Proposition 3.5. We have
EΦρ(z)Φρ(w) = 2πR(z, w).
Proof. By the correlation (2.6) of Gaussian free field and Corollary 3.2, we have
EΦρ(z)Φρ(w) = 2π
∫∫ (
Rz,ζ(w) −Rz,ζ(η)
)
ρ(ζ)ρ(η).
Proposition now follows from (3.2) and the last remark in Subsection 3.1. 
A Gaussian field indexed by a Hilbert space H is an isometry
H → L2(Ω,P)
such that the image consists of centered (i.e. mean zero) Gaussian variables; here (Ω,P) is some
probability space.
Proposition 3.6. The map
1√
2π
Φ :W ′ → L2(Ω,P)
is a Gaussian field indexed by W ′.
Proof. By definition, the Gaussian free field Φ on M is a Gaussian field indexed by the energy space
E(M). Proposition now follows from Corollary 3.4. 
Proposition 3.7. The map
1√
2π
Φρ :W ′(ρ)→ L2(Ω,P)
is a Gaussian field indexed by W ′(ρ).
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Proof. We need to show that
1
2π
EΦρ(µ1)Φρ(µ2) = (µ1, µ¯2)∆.
By Proposition 3.5, the expectation in the left-hand side is∫
EΦρ(z)Φρ(w)µ1(z)µ2(w) = 2π
∫
R(z, w)µ1(z)µ2(w),
which completes the proof. 
Corollary 3.8. We have
Φρ(z) =
√
2π
∞∑
n=1
1√
λn
χn(ω)φn(z),
where χn’s are independent standard normal random variables.
Remark. The previous corollary can be obtained by the following general construction. Suppose H
and H′ are dual Hilbert spaces with respect to the pairing ∫ hµ, e.g. W and W ′. Let {hn} be an
orthonormal basis for H, and {µn} be its dual basis for H′. Then
Ψ =
∑
χn(ω)hn
is a Gaussian field indexed by H′. Indeed, we have
Ψ(µ) =
∑(∫
hnµ
)
χn(ω),
so Ψ maps µn to χn and Ψ is an isometry H′ → L2(Ω,P).
3.4. Dirichlet action and its partition function. In this subsection we explain that the bosonic
field Φρ can be obtained from the Dirichlet action. This action determines the distributions of
random functions ψn on some finite dimensional subspace of W(ρ). We remark that a choice of the
localization ψn ⊥ 1 resolves the divergence in the partition function. We show that a sequence
of random functions ψn converges to Φρ. In Section 7 we discuss the Liouville action and obtain
the background charge modification of the Gaussian free field by modifying the method developed
below.
• Dirichlet action. Let us define the Dirichlet action D on W(ρ) as
D(ψ) = 1
4π
(ψ,∆ψ)L2(ρ) =
1
4π
(ψ, ψ)∇, ψ ∈ W(ρ).
Let λk be the eigenvalues and ek the normalized eigenfunctions of the positive Laplace operator ∆ρ,
with λ0 = 0 and e0 = 1. Recall that {en/
√
λn}n≥1 forms an orthonormal basis for W(ρ). For a
random function ψn =
∑n
j=1 ajej , the function
e−D(ψn) =
n∏
j=1
e−
λja
2
j
4pi
gives rise to the joint distribution measure µn for random variables a1, · · · , an :
dµn =
1
Zn
n∏
j=1
e−
λjx
2
j
4pi dxj , Zn =
n∏
j=1
∫ ∞
−∞
e−
λjx
2
j
4pi dxj .
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Then aj ’s are independent centered normal random variables with variances 2π/λj . It follows from
Corollary 3.8 that
ψn =
√
2π
n∑
j=1
1√
λj
χjej → Φρ =
√
2π
∞∑
j=1
1√
λj
χjej ,
where χj ’s are independent standard normal random variables.
• Partition function of Dirichlet action. By means of a simple computation,
Zn =
n∏
j=1
√
2π
λj
.
In general, Zn diverges as n → ∞. To define a partition function, this product should be properly
regularized. It can be achieved by the so-called ζ-function regularization. We discuss this method
in the genus one case below based on the materials in [23, Appendix A 1.1].
We consider a torus TΛ,Λ = Z+ τZ, Im τ > 0 with a flat metric ρ = 1/Im τ . The eigenfunctions
of the Laplacian ∆ρ associated with this metric ρ are
ϕw(z) = e
2pii〈z,w〉
for some w ∈ Λ∗ := {w ∈ C | 〈z, w〉 ∈ Z for all z ∈ Λ}. It is easy to see that
Λ∗ =
i
Im τ
Λ.
(Indeed, due to the requirement 〈1, w〉 ∈ Z, we have u = Rew ∈ Z. Write u = −n for some n ∈ Z.
Let v = Imw. On the other hand, the requirement 〈τ, w〉 ∈ Z leads to −nRe τ + v Im τ = m for
some m ∈ Z or v = (m+ nRe τ)/Im τ. Thus we have
w = u+ iv = −n+ im+ nRe τ
Im τ
= i
m+ nτ
Im τ
.
Conversely, for m,n,m′, n′ ∈ Z, we have
1
Im τ
〈m+ nτ, i(m′ + n′τ)〉 = 1
Im τ
Im
(
(m+ nτ)(m′ + n′τ¯ )
)
= m′n−mn′ ∈ Z.)
Let wm,n = i(m+ nτ)/Im τ and φm,n := ϕwm,n . Then φm,n form the eigenfunctions of ∆ρ
∂∂¯φm,n = −π
2|m+ nτ |2
(Im τ)2
φm,n
(
= −1
2
λm,nφm,nρ
)
with eigenvalues
λm,n =
2π2|m+ nτ |2
Im τ
.
Thus we have √
2π
λm,n
=
√
Im τ√
π |m+ nτ | .
We introduce the normalized Eisenstein series E∗(z, s) as
E∗(z, s) =
1
2
π−sΓ(s)
∑
m,n
′ ys
|m+ nz|2s , y = Im z,
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where
∑′
m,n means
∑
(m,n)∈Z2\{(0,0)} . It is well known (e.g. see [17, Appendix A] or [5, pp. 214 –
216]) that E∗(z, s) has the Fourier expansion
E∗(z, s) = π−sΓ(s)ζ(2s)ys + πs−1Γ(1 − s)ζ(2 − 2s)y1−s
+ 4
√
y
∞∑
n=1
ns−1/2σ1−2s(n)Ks−1/2(2πny) cos(2πnx),
where x = Re z, σs(n) =
∑
d|n d
s and K is the modified Bessel function of the second kind
Kν(y) =
∫ ∞
0
e−y cosh t cosh(νt) dt.
Let
ζ∆ρ(s) =
∑
m,n
′ ys
|m+ nτ |2s , y = Im τ.
Then it follows from the Fourier expansion of E∗(z, s) that
ζ∆ρ(s) = 2ζ(2s)y
s + 2π2s−1
Γ(1− s)
Γ(s)
ζ(2 − 2s)y1−s
+
8πs
√
y
Γ(s)
∞∑
n=1
ns−1/2σ1−2s(n)Ks−1/2(2πny) cos(2πnx),
where x = Re τ. We now define the partition function Z of the Dirichlet action by
(3.3) Z :=
∏′
ζ
√
Im τ√
π |m+ nτ | or Z := π
− 12 ζ∆ρ (0)e
1
2 ζ
′
∆ρ
(0)
.
See [22] for the definition and some basic properties of the ζ-regularized products.
It follows from ζ(0) = −1/2 and Γ(0) =∞ that ζ∆ρ(0) = −1. Using
d
ds
∣∣∣
s=0
1
Γ(s)
= 1,
we compute
ζ′∆ρ(0) = 4ζ
′(0) + 2ζ(0) log y + 2π−1ζ(2)y
+ 8
√
y
∞∑
n=1
n−1/2σ1(n)K−1/2(2πny) cos(2πnx).
We use the well-known formulas
ζ′(0) = −1
2
log(2π), ζ(0) = −1
2
, ζ(2) =
π2
6
, K−1/2(y) =
√
π
2y
e−y
to obtain
ζ′∆ρ(0) = −2 log(2π)− log y +
π
3
y + 4Re
∞∑
n=1
e2piinz
n
∑
d|n
d.
We now express the partition function Z in terms of the Dedekind η-function
η(z) = epiiz/12
∞∏
n=1
(1− e2piinz).
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It follows from Taylor series expansion of log(1− x) that
log |η(z)| = − π
12
y − Re
∞∑
n=1
∞∑
m=1
e2piimnz
m
= − π
12
y − Re
∞∑
l=1
e2piilz
l
∑
n|l
n.
Thus we have
ζ′∆ρ(0) = −2 log(2π)− log Im τ − 4 log |η(τ)|.
By definition (3.3), the above formula for ζ′∆ρ(0), and ζ∆ρ(0) = −1, we derive
Z =
1
2
√
π
1√
Im τ |η(τ)|2 .
We emphasize that
√
Im τ |η(τ)|2 is modular invariant.
4. Currents fields and Virasoro fields
One can think of the current fields J = ∂Φ, J¯ = ∂¯Φ as Gaussian distributional fields. For example,
J(f) = −Φ(∂f) for f ∈ C∞(M), so J is a map from C∞(M) to L2(Ω,P). In this section we define
the current fields J and J¯ as single-variable Fock space fields such that J(z) = ∂zΦ(z, z0), J¯(z) =
∂¯zΦ(z, z0) within correlations. It is noteworthy that some correlations can be identified with funda-
mental object in function theory. For example, the 2-point function −E J(ζ)J(z) is related to Weyl’s
form, the fundamental (normalized) bi-differential. A (1, 1)-differential E J(ζ)J(z) is represented by
a matrix (Im τ)−1, where τ is the period matrix.
We introduce the Virasoro field T in terms of the operator product expansion of the current field
J and itself. In Theorem 9.2 we show that the Gaussian free field Φ has a stress energy tensor (with
central charge 1) which represents the Lie derivative operator within correlations of fields in a whole
OPE family F . (In Section 5 we define the OPE products of two Fock space fields as the coefficients
of their operator product expansion.) The proof of Theorem 9.2 will be given for all background
charge modifications (see Section 6) of F . It is a fundamental fact that fields in F have the same
stress tensor (and thus the same Virasoro field) as Φ does.
4.1. Current fields. We define the current field J by
J(z) = ∂zΦ(z, z0).
Then J is a well-defined single-variable Fock space field. The above definition does not depend on
the choice of z0. Furthermore, it is single-valued and holomorphic (in the sense that the correlation
z 7→ E J(z)X is so on M \S(X ) for any string X = Φ(ζ1, z1) · · ·Φ(ζn, zn)). To see J is holomorphic,
it suffices to check that E J(p)Φ(ζ, z) is holomorphic on M \ {ζ, z} Indeed, we have
E J(p)Φ(ζ, z) = 2∂p(Gp,q(ζ) −Gp,q(z)) = 2π∂p(Rp(ζ)−Rp(z))
= 2π∂pRζ,z(p) = 2∂pGζ,z(p).
It is obvious that J is 1-differential. We also define J¯ by
J¯(z) = ∂¯zΦ(z, z0).
Remarks. (a) In a sense, J = ∂Φ where Φ is a formal 1-point field with the formal correlation
EΦ(p)Φ(z) = 2Gp(z).
(b) For fixed p and q, ∂Gp,q is a meromorphic 1-differential of third type with two simple poles p, q.
Its residue is −1 at p and 1 at q. Furthermore, ∂Gp,q has all imaginary periods.
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In terms of harmonic function
uζ0,z0(ζ, z) := Gζ,ζ0(z)−Gζ,ζ0(z0) + log |ζ − z|+ log |ζ0 − z0|,
we have
E J(ζ)J(z) = 2∂ζ∂zGζ,ζ0(z) = 2∂ζ∂z(− log |ζ − z|+ uζ0,z0(ζ, z))(4.1)
= − 1
(ζ − z)2 −
1
6
S(ζ, z),
where S(ζ, z) := −12∂ζ∂zuζ0,z0(ζ, z) does not depend on ζ0, z0. If we fix p and a chart at p, then
E J(z)J(p) is a meromorphic 1-differential of second type with a double pole at p.
• The genus zero case. On the Riemann sphere Ĉ we have
EΦ(ζ, ζ0)Φ(z, z0) = 2 log
∣∣∣∣ (ζ0 − z)(ζ − z0)(ζ − z)(ζ0 − z0)
∣∣∣∣ .
As a scalar, conformal invariance is manifest in the cross-ratio λ(ζ, ζ0, z, z0) in the right-hand side.
Differentiating the above correlation function, we have
E J(ζ)Φ(z, z0) = − 1
ζ − z +
1
ζ − z0 , E J(ζ)J(z) = −
1
(ζ − z)2
and we can say the holomorphic sector J and anti-holomorphic sector J¯ is independent in the sense
that
(4.2) E J(ζ)J(z) = 0.
If ζ = z, the last formula is understood in the OPE sense.
• The genus one case. We first recall the definition of Weierstrass ℘-function and its some basic
properties. Weierstrass ℘-function
℘(z) ≡ ℘(z|τ) := 1
z2
+
∑
m,n
′( 1
(z +m+ nτ)2
− 1
(m+ nτ)2
)
is an elliptic function with periods 1 and τ. Here,
∑
m,n
′
means
∑
(m,n)∈Z2\{(0,0)} . It has the Laurent
series expansion around the only pole 0 of ℘ :
(4.3) ℘(z) =
1
z2
+
1
20
g2z
2 +O(z4),
where
g2 = 60
∑
m,n
′ 1
(m+ nτ)4
.
Weierstrass ℘-function is related to the Jacobi θ-function as
(4.4) ℘(z) = − ∂
2
∂z2
log θ(z) +
1
3
θ′′′(0)
θ′(0)
In the identity chart of torus TΛ, we have
(4.5) E J(z)Φ(p, q) = −θ
′(z − p)
θ(z − p) +
θ′(z − q)
θ(z − q) + 2πi
Im(p− q)
Im τ
and
E J(ζ)J(z) = ∂z
(
− θ
′(ζ − z)
θ(ζ − z) +
π
Im τ
z
)
= −℘(ζ − z) + 1
3
θ′′′(0)
θ′(0)
+
π
Im τ
.
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Here we use (4.4). Taking ∂¯z-derivative of E J(ζ)Φ(z, z0), we have
(4.6) E J(ζ)J(z) = − π
Im τ
.
It follows from the Laurent series expansion (4.3) of ℘ that
(4.7) E J(ζ)J(z) = − 1
(ζ − z)2 +
1
3
θ′′′(0)
θ′(0)
+
π
Im τ
+ o(1)
as ζ → z.
Example. In Subsection 2.4 we discuss the modular invariance of the Gaussian free field. In this
example, we use the modular invariance of the current to derive the transformation formula for
Weierstrass ℘-function and η1. Differentiating (2.13), we have
1
(cτ + d)2
E J
T
Λ′
(ξ′)J
T
Λ′
(z′) = E J
TΛ
(ξ)J
TΛ
(z).
In terms of two generators for the modular group PSL(2,Z) := SL(2,Z)/{±I},
℘(z|τ + 1) + 2η1(τ + 1) = ℘(z|τ) + 2η1(τ)
and
(4.8)
1
τ2
(
℘
(z
τ
∣∣∣− 1
τ
)
+ 2η1
(
− 1
τ
))
= ℘(z|τ) + 2η1(τ) + π
τ2Im (−1/τ) −
π
Im τ
.
Comparing the coefficients of the expansions around the origin, we have
1
τ2
℘
(z
τ
∣∣∣− 1
τ
)
= ℘(z|τ)
and
1
τ2
η1
(
− 1
τ
)
= η1(τ)− πi
τ
.
Here, we use
π
2τ2 Im (−1/τ) −
π
2 Im τ
=
π|τ |2
2τ2 Im τ
− π
2 Im τ
= −πi
τ
.
Of course, ℘(z|τ + 1) = ℘(z|τ) and η1(τ + 1) = −η1(τ).
• The higher genus case. We have
E J(ζ)Φ(p, q) =
∑
j
(
− ∂jΘ
Θ
(A(ζ) −A(p)− e)+ ∂jΘ
Θ
(A(ζ) −A(q)− e))ωj(ζ)
+ 2πi〈(Im τ)−1~ω(ζ), ImA(p)− ImA(q)〉
and
E J(ζ)J(z) =
∑
j,k
(∂jkΘ
Θ
− ∂jΘ∂kΘ
Θ2
)(A(ζ) −A(z)− e)ωj(ζ)ωk(z)
+ π〈(Im τ)−1~ω(ζ), ~ω(z)〉,
where 〈·, ·〉 is the usual inner product in Cg.
By definition, the fundamental normalized bi-differential Ω(ζ, z) is a differential in both ζ and z
with the following properties
(a) Ω(ζ, z) = Ω(z, ζ);
(b) for fixed z, Ω(ζ, z) is meromorphic in ζ with a sole double pole at ζ = z;
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(c) there exists a Schwarzian form S of order 1 such that in a chart φ,
Ω(φ−1ζ, φ−1z) =
1
(ζ − z)2 +
1
6
S(φ−1z) + o(1)
as ζ → z;
(d)
∮
ζ∈aj
Ω(ζ, z) = 0 for each aj-cycle.
Clearly, −E J(ζ)J(z)− π〈(Im τ)−1~ω(ζ), ~ω(z)〉 is the fundamental normalized bi-differential Ω(ζ, z).
See Proposition 4.1 in the next subsection.
Taking ∂¯z-derivative of E J(ζ)Φ(z, z0), we have
E J(ζ)J(z) = −π〈(Im τ)−1~ω(ζ), ~ω(z)〉.
We remark that E J(ζ)J(z) is non-trivial unless the genus g is zero and it is a canonical version of
−π(Im τ)−1 in the sense that it does not require the specific basis {aj , bj} of cycles and the basis
{ωj} of holomorphic 1-differentials associated with {aj, bj}.
4.2. Virasoro fields. We define the Virasoro field T by the operator product expansion
J(ζ)J(z) = − 1
(ζ − z)2 − 2T (z) + o(1)
as ζ → z. More precisely,
E J(ζ)J(z)X = − 1
(ζ − z)2 EX − 2ET (z)X + o(1)
holds for every Fock space correlation functional X on M such that z /∈ SX . Here, J(ζ)J(z) and
T (z) mean of course J(φ−1ζ)J(φ−1z) and T (φ−1z), respectively according to our convention. In
Section 5 we study operator product expansion in more details.
Proposition 4.1. The Virasoro field T is a holomorphic Schwarzian form of order 112 . We have
T = −1
2
J ⊙ J +ET,
and
ET (z) = lim
ζ→z
(
− ∂ζ∂zGz,z0(ζ) −
1
2
1
(ζ − z)2
)
.
Proof. It follows from (4.1) that
T = −1
2
J ⊙ J + 1
12
S,
where S(z) = S(z, z). We claim that S = 12ET is a Schwarzian form of order 1. Indeed, for two
overlapping charts φ, φ˜, and their transition map h, it follows from (4.1) that
−1
6
(S‖φ)(ζ, z) = − h
′(ζ)h′(z)
(h(ζ)− h(z))2 +
1
(ζ − z)2 −
1
6
h′(ζ)h′(z)(S‖φ˜)(h(ζ), h(z)).
Taking the limits on both sides as ζ to z, we have
(S‖φ)(z) = h′(z)2(S‖φ˜)(h(z)) + Sh(z).
The other properties are obvious. 
Remark. A non-random Schwarzian form of order 112 exists always and is unique up to a holomorphic
quadratic differential.
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Example. In the genus zero case, there are no nontrivial quadratic differentials, so ET = 0 in the
identity chart of C is the only such form.
Example. In the genus one case, the dimension of the space of holomorphic quadratic differentials
is 1 and ET is constant in the TΛ-uniformization. It follows from (4.7) that
ET = −1
6
θ′′′(0)
θ′(0)
− 1
2
π
Im τ
in the identity chart of TΛ.
Example. In the higher genus case, we have
ET =
1
12
Sω(0) +
1
8
(ω(2)
ω(1)
)2
− 1
6
ω(3)
ω(1)
− π
2
〈(Im τ)−1~ω, ~ω〉,
where Sω(0) is the Schwarzian derivative of the scalar ω
(0), and ω(j) is the j-differential (j = 0, 1, 2, 3)
given by
ω(0) =
∫
ω(1), ω(1) =
∑
j
∂jΘ(e)ωj ω
(2) =
∑
j,k
∂j∂kΘ(e)ωjωk,(4.9)
ω(3) =
∑
j,k,l
∂j∂k∂lΘ(e)ωjωkωl.
The Schwarzian form
Sω(0) +
3
2
(ω(2)
ω(1)
)2
− 2ω
(3)
ω(1)
is called the Bergman projective connection. We remark its important properties that it is holomor-
phic and independent of the point e in theta divisor, see [16, p.19]. From the point of the view of
conformal field theory, these properties follow automatically from the construction of T.
Proposition 4.2. As ζ → z, we have
(a) T (ζ)Φ(z, z0) =
J(z)
ζ − z +O(1),
(b) T (ζ)J(z) =
J(z)
(ζ − z)2 +
∂J(z)
ζ − z +O(1),
(c) T (ζ)T (z) =
1/2
(ζ − z)4 +
2T (z)
(ζ − z)2 +
∂T (z)
ζ − z +O(1).
Proof. The proof is similar to that in the simply connected situation, see [20, Proposition 3.5]. For
reader’s convenience, we only explain (c). Use Wick’s formula to obtain
T (ζ)T (z) = I + II + T⊙2(z) + o(1), (ζ → z),
where the terms I and II come from 1 and 2 contractions, respectively. We compute
II =
1
2
(E[J(ζ)J(z)])2
=
1
2
(
− 1
(ζ − z)2 − 2ET (z)− (ζ − z)∂zET (z) +O(|ζ − z|
2)
)2
=
1/2
(ζ − z)4 +
2ET (z)
(ζ − z)2 +
∂zET (z)
ζ − z +O(1).
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Next, we find I = E[J(ζ)J(z)]J(ζ) ⊙ J(z) as
I =
(
− 1
(ζ − z)2 +O(1)
)
(J ⊙ J(z) + (∂J)⊙ J(z)(ζ − z) +O(|ζ − z|2))
= −J ⊙ J(z)
(ζ − z)2 −
∂J ⊙ J(z)
ζ − z +O(1).
Combining the above two, we obtain (c). 
5. OPE exponentials
To exponentiate the Gaussian free field Φ, one can approximate Φ by genuine random variables
and then take the limit of the properly normalized exponentials of these random variables. However,
a normalization procedure is not unique. One can identify this limit with the OPE exponential of
Φ if one requires further that it has the same stress tensor as Φ does. We study basic properties of
stress tensors and Ward’s equations in Section 9.
5.1. Operator product expansion. Suppose the field X is holomorphic. By definition, it means
that for each Fock space correlation functional Y on M, the correlation function E[X(ζ)Y] is holo-
morphic with respect to ζ in M \ SY . Then the operator product expansion (OPE) is defined as a
Laurent series expansion within correlations:
X(ζ)Y (z) =
∑
Cn(z)(ζ − z)n, ζ → z.
Thus for each Fock space correlation functional Z, the function ζ 7→ E[X(ζ)Y (z)Z] is holomorphic
in a punctured neighborhood of z and has a Laurent series expansion. We use the symbol ∼ for the
singular part of the operator product expansion,
X(ζ)Y (z) ∼
∑
n<0
Cn(z)(ζ − z)n.
For example, it follows from (4.1) that we have the following singular OPE for J and itself:
J(ζ)J(z) ∼ − 1
(ζ − z)2 .
In this case, we define ∗n-product by X ∗n Y := Cn and write ∗ for ∗0. We call X ∗ Y the OPE
product, or the OPEmultiplication ofX and Y.Unlike Wick’s multiplication, the OPEmultiplication
is neither commutative nor associative, see example below. We define the OPE powers of X by
X∗n = X ∗ (X∗(n−1))
so that the multiplications are evaluated from right to left.
Example. In Subsection 4.2 we define the Virasoro field T by the OPE multiplication
T := −1
2
J ∗ J = −1
2
J ⊙ J + 1
12
S,
where S(z) = S(z, z), S(ζ, z) = −12∂ζ∂zuζ0,z0(ζ, z), and uζ0,z0(ζ, z) := log |ζ − z|+ log |ζ0 − z0| +
1
2EΦ(ζ, ζ0)Φ(z, z0).
We now compute J ∗ J∗2 and J∗2 ∗ J :
J ∗ J∗2 = J⊙3 − 1
2
SJ, J∗2 ∗ J = J⊙3 − 1
2
SJ − ∂2J.
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To see the last formula, we use Wick’s formula:
J⊙2(ζ)J(z)− J⊙2(ζ) ⊙ J(z) = 2E[J(ζ)J(z)]J(ζ)
= −2
( 1
(ζ − z)2 +
1
6
S(z)
)(
J(z) + ∂J(z)(ζ − z) + 1
2
∂2J(z)(ζ − z)2 + · · ·
)
= − 2J(z)
(ζ − z)2 −
2∂J(z)
ζ − z −
1
3
SJ(z)− ∂2J(z) + o(1)
as ζ → z. Thus J ∗ J∗2 6= J∗2 ∗ J.
The operator product expansion of the Gaussian free field and itself is an asymptotic expansion
of the correlation functionals Φ(ζ, ζ0)Φ(z, z0) as (ζ, ζ0)→ (z, z0), ζ 6= z, ζ0 6= z0 :
Φ(ζ, ζ0)Φ(z, z0) = log
1
|ζ − z|2 + log
1
|ζ0 − z0|2 + 2c(z, z0) + Φ
⊙2(z, z0) + o(1).
Here, c(z, z0) is the limit of uζ0,z0(ζ, z) as (ζ, ζ0) → (z, z0). In Subsection 5.3 we study this non-
random field c(z, z0) in more details. The above statement means (by definition) that
E[Φ(ζ, ζ0)Φ(z, z0)X ] =
(
log
1
|ζ − z|2 + log
1
|ζ0 − z0|2 + 2c(z, z0)
)
E[X ]
+E[Φ⊙2(z, z0)X ] + o(1)
holds for every Fock space correlation functional X on M such that z, z0 /∈ SX . We have
Φ∗2(z, z0) ≡ Φ ∗ Φ(z, z0) = Φ⊙2(z, z0) + 2c(z, z0).
Remark. Suppose that X(ζ)X(z) has a logarithmic type singular operator product expansion as
Φ(ζ, ζ0)Φ(z, z0) does. Then the OPE multiplication is (power-)associative in the subalgebra gener-
ated by the singleton X, e.g. Φ∗3 ∗ Φ = Φ∗2 ∗ Φ∗2.
5.2. OPE powers and OPE exponentials. Suppose X is a centered (multi-variant) Gaussian
field. e.g. X = Φ[τ ] with a divisor τ satisfying the neutrality condition (NC0). Let
cX :=
1
2
E[X ∗X ].
Then by Wick’s calculus, as ζ → z,
X(ζ)X(z) = E[X(ζ)X(z)] +X(ζ)⊙X(z)
= singular terms + 2 cX(z) +X ⊙X(z) + o(1).
For a polynomial p(z) =
∑n
k=0 akz
k and a non-random field f, we set
p⊙(fX) =
n∑
k=0
akf
kX⊙k.
Let us denote by Hn the Hermite polynomials. Also set H˜n(z) := i
−nHn(iz). Then
H˜0(z) = 1, H˜1(z) = z, H˜2(z) = z
2 + 1, H˜3(z) = z
3 + 3z.
Proposition 5.1. We have
(5.1) X∗n = (2cX)
n/2H˜⊙n
(
X√
2cX
)
.
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Proof. By Wick’s formula, as ζ → z,
X(ζ)X⊙k(z) = kE[X(ζ)X(z)]X⊙(k−1)(z) +X⊙(k+1)(z) + o(1).
From the above relation, we find
(5.2) X ∗X⊙k = 2cXkX⊙(k−1) +X⊙(k+1).
Assuming that (5.1) holds for X∗n and using (5.2) for 0 ≤ k ≤ n, we have
X ∗ (X∗n) = (2cX)(n+1)/2
(
(H˜ ′n)
⊙
(
X√
2cX
)
+
X√
2cX
⊙ H˜⊙n
(
X√
2cX
))
.
Proposition now follows from the recurrence relation for the Hermite polynomials, or H˜n+1(z) =
zH˜n(z) + H˜
′
n(z). 
We define the OPE exponential of X by
e∗αX =
∞∑
n=0
αn
X∗n
n!
.
Here, X is not necessarily centered.
Lemma 5.2. If f is a non-random field, then
e∗(X+f) = efe∗X .
Proof. We first note that
(X + f)∗n =
n∑
k=0
(
n
k
)
fn−kX∗k.
It can be shown by induction argument together with the fact that X ∗ (fY ) = f(X ∗Y )(6= (fX)∗Y
in general) and f ∗X = X ∗ f = fX for a non-random field f. Lemma now follows from the basic
combinatorics,
e∗(X+f) =
∞∑
n=0
(X + f)∗n
n!
=
∞∑
n=0
n∑
k=0
fn−k
(n− k)!
X∗k
k!
=
∞∑
m=0
fm
m!
∞∑
k=0
X∗k
k!
= efe∗X ,
which completes the proof. 
Let CX = e
cX .
Proposition 5.3. For any complex number α, we have
(5.3) e∗αX = Cα
2
X e
⊙αX .
Proof. Using (5.1) and the generating function
etx−t
2/2 =
∞∑
n=0
tn
n!
Hn(x),
(
or etx+t
2/2 =
∞∑
n=0
tn
n!
H˜n(x)
)
for the Hermite polynomials, we get
e∗αX =
∞∑
n=0
αn
n!
X∗n =
∞∑
n=0
αn(2cX)
n/2
n!
H˜⊙n
(
X√
2cX
)
= e⊙αXecXα
2
,
which completes the proof. 
Example. We set u(ζ, z) = Gζ(z) + log |ζ − z| formally and define the formal field c(z) by
(c‖φ)(z) = lim
ζ→z
u(ζ, z).
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We define a formal 1-point field Φ∗2 ≡ Φ ∗ Φ by
Φ ∗ Φ(z) := Φ⊙ Φ(z) + 2c(z).
In the next subsection we study a well-defined non-random field
c(z, z0) =
1
2
EΦ ∗ Φ(z, z0).
For two divisors σ =
∑
σj · zj, τ =
∑
τk · ζk satisfying the neutrality condition (NC0) such that
suppσ∩ supp τ = ∅, the correlation EΦ[σ]Φ[τ ] is well-defined and we compute it in Subsection 2.2.
If suppσ ∩ supp τ 6= ∅, then we need a normalization procedure via operator product expansion.
At each point z in suppσ ∩ supp τ , we replace the divergent term Φ(z)Φ(z) in the expansion of
Φ[σ]Φ[τ ] by the 1-point formal field Φ ∗ Φ(z). We denote by Φ[σ] ∗Φ[τ ] this renormalized field:
(5.4) Φ[σ] ∗ Φ[τ ] =
∑
zj 6=ζk
σjτk Φ(zj)Φ(ζk) +
∑
zj=ζk
σjτk Φ ∗ Φ(zj).
It is a well-defined Fock space field as long as both σ and τ satisfy the neutrality condition (NC0).
We define the formal 1-point field V(σ) by
(5.5) V(σ)(z) ≡ e∗iσΦ(z) = C(z)−σ2e⊙iσΦ(z), C(z) = ec(z).
This can be extended to the formal multi-vertex field V [σ] and it is a well-defined Fock space field
if σ satisfies the neutrality condition (NC0), see Subsection 5.4.
5.3. Logarithmic conformal radius. As a correlational field, the Gaussian free field ΦD in a
simply connected domain D ( C is a single variable field. In this case, cD :=
1
2EΦD ∗ ΦD is the
logarithm of conformal radius CD. In terms of a conformal map w from D onto the upper half-plane
H,
cD(z) = logCD(z), CD(z) =
∣∣∣w(z)− w(z)
w′(z)
∣∣∣.
On the other hand, cD can be expressed in terms of the Green’s function as
cD(z) = uD(z, z), uD(ζ, z) = GD(ζ, z) + log |ζ − z|.
Motivated from the simply connected case, we set
uζ0,z0(ζ, z) = Gζ,ζ0(z)−Gζ,ζ0(z0) + log |ζ − z|+ log |ζ0 − z0|
and define the non-random field c(z, z0) by
(c‖φ, φ0)(z, z0) = lim
(ζ,ζ0)→(z,z0)
uζ0,z0(ζ, z).
Here, G is bipolar Green’s function and Gζ,ζ0(z) means Gφ−1ζ,φ−10 ζ0
(φ−1z) according to our conven-
tion.
It is easy to see that the field is a PPS form, i.e.
(c‖φ, φ0)(z, z0) = (c‖φ˜, φ˜0)(h(z), h0(z0))− log |h′(z)| − log |h′0(z0)|,
where h, (h0) is the transition map between the overlapping charts φ, φ˜, (φ0, φ˜0), respectively. In
terms of the formal field c(z) in the previous example, we have
(5.6) c(z, z0) = c(z) + c(z0)− 2Gz0(z).
Of course, c(z, z0) does not depend on the choice of Gζ(z).
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• The genus zero case. One can choose Gp(z) = − log |z − p| on the Riemann sphere Ĉ. With this
choice, we have c(z) ≡ 0 and c(z, z0) = log |z − z0|2. Thus in terms of a uniformization w :M → C,
we have
(5.7) c(z, z0) = log
|w(z)− w(z0)|2
|w′(z)w′(z0)| .
• The genus one case. In the identity chart of torus TΛ, one can choose
Gp(z) = log
1
|θ(z − p)| − 2π
Im p Im z
Im τ
.
With this choice, we have
c(z) = log
1
|θ′(0)| − 2π
(Im z)2
Im τ
.
In terms of a uniformization w :M → TΛ,
(5.8) c(z) = log
1
|θ′(0)w′(z)| − 2π
(Imw(z))2
Im τ
.
Thus we have
(5.9) c(z, z0) = log
|θ(w(z) − w(z0))|2
|θ′(0)2w′(z)w′(z0)| − 2π
(Im (w(z)− w(z0)))2
Im τ
.
• The higher genus case. One can choose
Gp(z) = log
1
|Θ(A(z)−A(p)− e)| − 2π (Im τ)
−1ImA(p) · ImA(z)
with a generic e in the theta divisor. With this choice, we have
c(z) = log
1
|ω(z)| − 2π (Im τ)
−1ImA(z) · ImA(z), ω =
∑
∂jΘ(e)ωj .
From this and (5.6), we obtain
(5.10) c(z, z0) = log
|θ(z − z0)|2
|ω(z)ω(z0)| − 2π (Im τ)
−1Im (A(z)−A(z0)) · Im (A(z)−A(z0)).
Suppose that a divisor σ =
∑
σj · zj satisfies the neutrality condition (NC0). Let c[σ] = cΦ[σ].
Then we have
(5.11) c[σ] =
∑
j
σ2j c(zj) +
∑
j<k
2σjσkGzk(zj).
To see this, let σ =
∑
σj · zj and σ′ =
∑
σj · z′j . As z′ → z,
1
2
EΦ[σ′]Φ[σ] =
1
2
∑
j,k
σjσk EΦ(z
′
j)Φ(zk) =
∑
j
σ2j log
1
|z′j − zj |
+
∑
j
σ2j c(zj) +
∑
j<k
σjσk EΦ(z
′
j)Φ(zk) + o(1).
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5.4. Non-chiral vertex fields. For a divisor σ satisfying the neutrality condition (NC0), we define
the Coulomb gas correlation function C[σ] by
C[σ] := e−c[σ].
It is a differential of conformal dimension (λj , λj) at zj, where λj = σ
2
j /2.
We define the (non-chiral) multi-vertex field V [σ] by
V [σ] = C[σ]V⊙[σ], V⊙[σ] := e⊙iΦ[σ].
Proposition 5.4. Suppose that both σ and τ satisfy the neutrality condition (NC0) and that they
have disjoint supports. Then the tensor product of V [σ] and V [τ ] is V [σ + τ ] :
V [σ]V [τ ] = V [σ + τ ].
Proof. Since V⊙[σ]V⊙[τ ] = V⊙[σ + τ ]e−EΦ[σ]Φ[τ ], we need to check that
C[σ]C[τ ]e−EΦ[σ]Φ[τ ] = C[σ + τ ].
Equivalently,
(5.12) c[σ + τ ] = c[σ] + c[τ ] +EΦ[σ]Φ[τ ].
It is obvious by (5.11). 
We now have OPE nature of V [σ].
Proposition 5.5. Suppose that a divisor σ satisfies the neutrality condition (NC0). Then
V [σ] = e∗iΦ[σ] ≡
∞∑
n=0
inΦ∗n[σ]
n!
.
Proof. By Proposition 5.3, we have
e∗iΦ[σ] = e−c[σ] V⊙[σ] = C[σ]V⊙[σ] = V [σ],
which completes the proof. 
Recall the definition (5.5) of the formal 1-point field V(σ),
V(σ)(z) = e−σ2c(z)e⊙iσΦ(z).
Proposition 5.6. Suppose that a divisor σ satisfies the neutrality condition (NC0). Then we have
V [σ] = V(σ1)(z1) · · · V(σn)(zn).
Proof. By Wick’s formula, we have∏
j
V(σj)(zj) =
∏
j
e−σ
2
j c(zj)e⊙iσjΦ(zj)
=
∏
j
e−σ
2
j c(zj)
∏
j<k
e−σjσkEΦ(zj)Φ(zk)e⊙i
∑
σjΦ(zj).
It follows from (5.11) that∏
j
V(σj)(zj) = e−c[σ]e⊙iΦ[σ] = C[σ]V⊙[σ] = V [σ],
which completes the proof. 
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• The genus zero case. In the identity chart of C and the usual chart z 7→ −1/z at infinity, the
evaluation of C[σ] is ∏
j<k
|zj − zk|2σjσk ,
where the product is taken over finite zj ’s and zk’s, and as usual 0
0 := 1.
Example. We define the (non-chiral) bi-vertex field V(σ)(z, z0) by
V(σ)(z, z0) = V [σ], σ = σ · z − σ · z0.
Then we have
V(σ)(z, z0) =
∣∣∣ w′(z)w′(z0)
(w(z)− w(z0))2
∣∣∣σ2e⊙iσΦ(z,z0),
where w :M → Ĉ is a conformal map.
In terms of a uniformization w :M → Ĉ, we have c(z) = − log |w′(z)| and
V(σ)(z) = |w′(z)|σ2e⊙iσΦ(z).
Alternately, we construct V(σ) via the rooting procedure. Fix any point z∗ ∈M and define
V(σ)∗ (z) = V(σ)(z, z∗).
In terms of a uniformization w : (M, z∗) 7→ (Ĉ,∞), we have
V(σ)∗ (z) = |w′(z)|σ2e⊙iσΦ(z),
where we require that w(ζ) ∼ −1/(ζ − z∗) as ζ → z∗ in a fixed chart at z∗. However, it hides the
fact that the rooted field V(σ)∗ (z) = V(σ)(z, z∗) is a differential of conformal dimension (σ2/2, σ2/2)
at a rooted point z∗. The tensor product V(σ1)∗ (z1)V(σ2)∗ (z2) has a covariance at a marked point z∗ :
it is a a differential of conformal dimension (σ2/2, σ2/2) at z∗, where σ = σ1 + σ2.
In principle, under the neutrality condition (NC0), the (non-chiral) multi-vertex fields V [σ] (σ =∑
σj · zj) can be represented as the tensor products of formal 1-point vertex fields V(σj)(zj) by
means of formal application of Wick’s rule to the tensor products, see Proposition 5.6.
Example. We have
V(σ)(z1, z2) = V(σ)(z1)V(−σ)(z2) =
∣∣∣ w′(z1)w′(z2)
(w(z1)− w(z2))2
∣∣∣σ2e⊙iσΦ(z1,z2).
• The genus one case. If a divisor σ satisfies the neutrality condition (NC0), then by (5.8) and (5.11)
c[σ] =
∑
j
σ2j log
1
|θ′(0)w′j |
+ 2
∑
j<k
σjσk log
1
|θ(wj − wk)| −
2π
Im τ
(
Im
∑
j
σjwj
)2
,
where wj = w(zj) and w
′
j = w
′(zj), etc. The Coulomb gas correlation function C[σ] is
C[σ] = |θ′(0)|
∑
j σ
2
j
∏
j
|w′j |σ
2
j
∏
j<k
|θ(wj − wk)|2σjσk(5.13)
exp
( 2π
Im τ
(
Im
∑
j
σjwj
)2)
.
• The higher genus case. Recall that
c(z) = log
1
|ω(z)| − 2π (Im τ)
−1ImA(z) · ImA(z), ω =
∑
∂jΘ(e)ωj .
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For a divisor σ =
∑
σj · zj satisfying the neutrality condition (NC0), we have
c[σ] =
∑
j
σ2j log
1
|ω(zj)| + 2
∑
j<k
σjσk log
1
|θ(zj − zk)|
− 2π(Im τ)−1ImA[σ] · ImA[σ],
where θ(z) = Θ(A(z)− e) and A[σ] =∑j σjA(zj). The Coulomb gas correlation function C[σ] is
(5.14) C[σ] =
∏
j
|ω(zj)|σ
2
j
∏
j<k
|θ(zj − zk)|2σjσk exp
(
2π(Im τ)−1ImA[σ] · ImA[σ]).
6. Background charge modifications of the Gaussian free field
In this section we discuss central/background charge modifications of the Gaussian free field on
a compact Riemann surface M. These modifications are constructed by adding certain non-random
pre-pre-Schwarzian forms (PPS forms) ϕ to the Gaussian free field. The reason to consider PPS
forms becomes clear in Sections 8 and 9. The modifications of Gaussian free field are parametrized
by real parameter b ∈ R and the modified Virasoro fields T are Schwarzian form of order c/12,
where c is the central charge c = 1− 12b2. As exponentials of a PPS form ϕ are differentials, so are
(properly normalized) exponentials of the modifications of the Gaussian free field.
The PPS form ϕ we consider is harmonic such that β = i/π∂∂¯ϕ is a finite linear combination of
δ-measures. By a certain extension of Gauss-Bonnet formula to a flat conformal metric with conical
singularities, it turns out that the total mass of β depends both on the Euler characteristic χ(M)
and on the modification parameter b. It is known as the neutrality condition of the background
charge β in the physics literature.
6.1. Holomorphic, harmonic, and simple PPS forms. • Holomorphic PPS forms. By defini-
tion, a holomorphic non-random field ϕ is a PPS(ib)-form (on a given Riemann surface), a pre-pre-
Schwarzian form of order ib if the transformation law is
ϕ = ϕ˜ ◦ h+ ib logh′,
where ϕ = (ϕ ‖φ) in a chart φ, ϕ˜ = (ϕ ‖ φ˜) in a chart φ˜, and h is the transition map between two
overlapping charts φ, φ˜. In this case, ∂ϕ is a PS(ib) form (a pre-Schwarzian form of order ib), i.e.
it has the transformation law
∂ϕ = ∂ϕ˜ ◦ h+ ibh
′′
h′
.
For example, ϕ = ib logω is a holomorphic PPS(ib)-form if ω is a holomorphic 1-differential.
Note that a PPS form ϕ is defined as an assignment of (ϕ ‖φ) to each local chart φ : U → φU.
Globally, we allow isolated singularities of logarithmic type
ϕ ∼ cj log(z − zj), z → zj
in the sense that ∂ϕ is meromorphic with only simple poles. The class of forms such that ∂ϕ is
meromorphic may be of interest. In general, a holomorphic PPS form is multivalued and its branch
depends on local coordinates.
• Harmonic PPS forms. A non-random field ϕ is a harmonic form if there is a representation
ϕ = ϕ+ + ϕ− with holomorphic forms ϕ+ and ϕ−, which are not necessarily of the same order.
Definition. A non-random field ϕ is called a PPS(ib, ib) form (or a PPS form of log | · |-type) if the
transformation law is
ϕ = ϕ˜ ◦ h+ ib log |h′|2,
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and ϕ is called a PPS(ib,−ib) form (or a PPS form of arg-type) if
ϕ = ϕ˜ ◦ h− 2b argh′.
More generally, ϕ is called a PPS(µ, ν) form if ϕ satisfies the following transformation law
ϕ = ϕ˜ ◦ h+ µ log h′ + ν log h′.
In general, a PPS form ϕ of arg-type is multivalued but ∂ϕ can be single-valued. The notation
PPS(ib, ib) refers to conformal dimensions of the differential eϕ. Lemma 6.1 below follows from simple
algebraic facts that e−2b arg h
′
= (h′/h′)ib and eib log |h
′|2 = (h′ h′ )ib.
Lemma 6.1. Let ϕ be a harmonic PPS form.
(a) If ϕ is a PPS form of arg-type, then ϕ+ is a PPS(ib) form and ϕ− is a PPS(ib) form.
(b) If ϕ is a PPS form of log | · |-type, then ϕ+ is a PPS(ib) form and ϕ− is a PPS(−ib) form.
Example. Let ω be a meromorphic 1-differential. Then ϕ = ib log |ω|2 and ϕ = −2b argω are
harmonic PPS-forms. We have −2b argω = ib logω − ib log ω¯, and ib log |ω|2 = ib logω + ib log ω¯.
• Simple PPS forms. We mostly concern with (harmonic) PPS forms ϕ such that ∂∂¯ϕ is a finite
linear combination of δ-measures, and we call such forms simple.
One way to think of simple forms is as relatives of the forms PPS(ib, ib) and PPS(ib,−ib), respec-
tively
ib log ρ, −ib log ∂¯f
∂f
,
where ρ is a conformal metric (a positive (1, 1)-differential) on M and ∂¯f/∂f is the Beltrami coeffi-
cient of a scalar function f.
We focus on the single-valued case, i.e. on PPS forms of log | · |-type (corresponding to flat
conformal metrics with conical singularities), and we leave the equally important case of PPS forms
of arg-type as an exercise.
Let us recall the Gauss-Bonnet formula: for each conformal metric ρ, we have
−
∫
M
∂∂¯ log ρ = πχ(M).
Theorem 6.2. The Gauss-Bonnet formula extends to simple PPS(1, 1) forms ϕ :
−
∫
M
∂∂¯ϕ = πχ(M).
We present the simplest example first.
Example. We consider the genus zero case and choose a conformal metric ρ = |ωq|2, where ωq is
an Abelian differential with a sole double pole at q ∈ M. In the identity chart of C with q = 0, we
can take ρ(z) = |z|−4, so
∂∂¯ log ρ = −∆ log |z| = −2πδq
and ∫
M
∂∂¯ϕ = −2π = −πχ(M).
Proof of Theorem 6.2. Let us choose a conformal metric ρ = |ω|2, where ω is a holomorphic 1-
differential. Fix a simple PPS(1, 1) form ϕ and let ϕ∗ = log ρ = log |ω|2. We want to show that∫
M
∂∂¯(ϕ − ϕ∗) = 0.
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By Green’s theorem, the integral is the sum of all residues of the meromorphic differential ∂(ϕ−ϕ∗)
(up to a multiplicative constant), which is zero. 
Definition. Let ϕ be a simple PPS(ib, ib) form (which determines a Gaussian free field modification).
Denote
β =
i
π
∂∂¯ϕ.
We think of β as a measure,
β =
∑
βkδqk ,
or (1,1)-differential, or a divisor, and call it the background charge of ϕ.
Clearly, the background charge determines the modification.
Corollary 6.3. We have the neutrality condition (NCb),∫
β = bχ(M).
Proof. It follows from Theorem 6.2 that∫
β =
i
π
∫
∂∂¯ϕ =
i
π
ib(−πχ(M)).

6.2. Basic forms and modifications of the Gaussian free field. For q ∈ M let ϕq denote a
simple form with a sole singularity at q,
ϕq(z) ∼ log 1|z − q|2
in any chart, i.e.
∂∂¯ϕq = −πδq.
Theorem 6.4. Let g 6= 1. Then for any (Mg, q), there exists a unique (up to an additive constant)
basic form ϕq. This form is PPS(1/χ, 1/χ).
Proof. Let’s start with the last statement. If ϕq is a PPS(s, s) form, then
π = −
∫
∂∂¯ϕq = sπχ,
so s = 1/χ.
Suppose we have two simple forms ϕq, ϕ˜q with a sole singularity at q such that ∂∂¯ϕq = ∂∂¯ϕ˜q =
−πδq. Then ϕq − ϕ˜q is a harmonic function (without singularities), hence is a constant.
Now let’s prove the existence. In the genus zero case, we can take
ϕq = log |ωq|,
where ωq is a meromorphic 1-differential with a double pole at q and neither zeros nor poles elsewhere.
For example, if M = Ĉ and q = ∞, then in the identity chart of C, we have ϕq(z) = 0 (up to an
additive constant), so if f : (M, q)→ (Ĉ,∞), then
(6.1) ϕq(z) = log |f ′(z)|, (z 6= q)
because ϕq is a PPS(1/2, 1/2) form. In particular, if M = Ĉ and q 6=∞, then in the identity chart
of C, we have
(6.2) ϕq(z) = −2 log |z − q|.
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To see this, apply (6.1) to f(z) = 1/(z − q). Then for h :M → Ĉ, and h(q) 6=∞, we have
ϕq(z) = log |h′(z)| − 2 log |h(z)− h(q)|.
If g = 2 and q is a Weierstrass point, then there exists a holomorphic Abelian differential ωq with
a double zero at q, so we can define
ϕq = − log |ωq|.
To construct ϕq˜ for a non-Weierstrass base point q˜, we use the general formula
ϕq − ϕq˜ = 2Gq,q˜.
For higher genera, the construction is slightly less explicit. Take any holomorphic Abelian differ-
ential ω and let us assume that all zeros q1, · · · , qN of ω are simple. Here N = 2g − 2. Define
Nϕq = − log |ω|2 +
N∑
k=1
2Gq,qk ,
which completes the proof. 
Corollary 6.5. Let g 6= 1. Given a background charge β =∑ βk · qk with the neutrality condition
(NCb)
∑
k
βk = bχ(M),
there is a unique (up to an additive constant) simple PPS(ib, ib) form ϕβ with background charge β,
i.e. β = ipi∂∂¯ϕβ . Furthermore, we have
ϕβ = i
∑
k
βkϕqk
modulo an additive constant.
Proof. Since ∂∂¯ϕqk = −πδqk , we have
i
π
∂∂¯
(
i
∑
k
βkϕqk
)
=
∑
k
βkδqk ,
or ϕ = i
∑
k βkϕqk is a simple PPS(ib, ib) form with background charge β. If ϕ˜ is another such
simple PPS(ib, ib) form, then ϕ− ϕ˜ is a harmonic function (without singularities) on M, hence it is
a constant. 
Remark. A continuous version of the last statement would be
ϕ(z) = i
∫
ϕq(z) dβ(q),
∫
β = bχ(M).
The last corollary shows how to construct the modified field from the background charge using
the basic PPS forms: we define the β-modified field Φβ by
Φβ(z, z0) = Φ(z, z0) + ϕβ(z)− ϕβ(z0),
where Φ is the Gaussian free field.
The space of all PPS(ib, ib) forms and the space of scalar functions on M are non-canonically
equivalent. Indeed, we can fix some form ϕ∗ (e.g. with just one singular point, ϕ∗ = ibχϕq∗ , or the
form ϕ∗ = ib log ρ∗ with a constant curvature metric ρ∗), and call it the reference form (or call ρ∗ the
reference metric). The reference form ϕ∗ = ibχϕq∗ is said to be basic. Then all other PPS(ib, ib)
forms differ from ϕ∗ by some scalar functions ψ,
ϕ = ϕ∗ + ψ.
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Proposition 6.6. Let g 6= 1. Given a basic reference form ϕ∗ = ibχϕq∗ and a background charge
β =
∑
βk · qk with the neutrality condition (NCb), we have
ϕβ(z)− ϕβ(w) = ϕ∗(z)− ϕ∗(w) + 2i
∑
k
βk(Gqk,q∗(z)−Gqk,q∗(w)).
Furthermore, ϕβ(z)− ϕβ(w) does not depend on the choice of q∗.
Proof. By the neutrality condition bχ =
∑
k βk, we have ϕ∗ = i(
∑
k βk)ϕq∗ . It follows from the
previous corollary that
ϕβ − ϕ∗ = i
∑
k
βk(ϕqk − ϕq∗) = 2i
∑
k
βkGqk,q∗ .
The last claim follows from the uniqueness of ϕβ modulo an additive constant, see the previous
corollary. 
Let us consider the genus one case. Denote ϕ∗ = 2ib log |ω|, where ω is a holomorphic form.
Proposition 6.7. Given a background charge β =
∑
βk · qk with the neutrality condition (NCb)
and a point q∞ ∈M we define the scalar function
ψβ,q∞(z, z0) := 2i
∑
βk(Gqk,q∞(z)−Gqk,q∞(z0)).
Then the form
ϕβ(z, z0) = ϕ∗(z)− ϕ∗(z0) + ψβ,q∞(z, z0)
does not depend on the choice of the point q∞.
Proof. Given points q∞, q
′
∞ ∈M, we have
ψβ,q∞(z, z0)− ψβ,q′∞(z, z0) = −2i(
∑
βk)(Gz,z0(q∞)−Gz,z0(q′∞)) = 0
by the neutrality condition
∑
βk = 0. Here we use the bilinear relation (2.2) for bipolar Green’s
function. 
Remark. Given a divisor τ =
∑
τj · zj satisfying the neutrality condition (NC0), we define
ϕβ[τ ] :=
∑
j
τjϕβ(zj), Φβ[τ ] := Φ[τ ] + ϕβ[τ ].
Let us consider the case g 6= 1 first. Given a point q∗ ∈M, let β∗ := bχ ·q∗. Then the basic reference
form ϕ∗ = ibχϕq∗ is ϕβ∗ . By Proposition 6.6, if supp τ ∩ (suppβ ∪ suppβ∗) = ∅, then we have
(6.3) ϕβ[τ ] = ϕβ
∗
[τ ] + iEΦ[β − β∗]Φ[τ ].
Next, we consider the case g = 1. For β∗ = 0, we have ϕβ∗ = ϕ∗. By Proposition 6.7, (6.3) holds if
supp τ ∩ suppβ = ∅.
Given two background charges β1 and β2, it follows from (6.3) that the modifications ϕβ1 and
ϕβ2 are related as
(6.4) ϕβ2 [τ ] = ϕβ1 [τ ] + iEΦ[β2 − β1]Φ[τ ]
if supp τ ∩ (suppβ1 ∪ suppβ2) = ∅.
Remark. Let g ≥ 2. Given a background charge β, the representation
ϕβ = ϕ∗ + 2i
∑
k
βkGqk,q∗ , ϕ∗ = ib
(
log |ω|2 − 2
2g−2∑
j=1
Gq∗,pj
)
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does not depend on the choice of a holomorphic 1-differential ω and a reference point q∗ (modulo
an additive constant), see Corollary 6.5. Here pj ’s are zeros of ω. Therefore, we have
(6.5) ϕβ(z)− ϕβ(z0) = 2ib log
∣∣∣ ω(z)
ω(z0)
∣∣∣+ iEΦ[β − β0]Φ(z, z0),
where β0 = −b · (ω) and (ω) is the divisor of ω, i.e. β0 = −
∑2g−2
j=1 b · pj.
More generally, for any genus g, given a meromorphic 1-differential ω, let β0 = −b · (ω). Then
ϕβ0 = ib log |ω|2. If supp τ ∩ (suppβ ∪ suppβ0) = ∅, then by (6.4), we have
(6.6) ϕβ [τ ] = 2ib
∑
j
τj log |ω(zj)|+ iEΦ[β − β0]Φ[τ ].
6.3. Modifications of the current field. Given a background charge β =
∑
k βk · qk, we define
Jβ(z) := ∂zΦβ(z, z0), jβ := E Jβ.
Then Jβ = J + jβ and Jβ is a pre-Schwarzian form of order ib.
• The genus zero case. In the identity chart of C, we have
jβ(z) = −i
∑
k
βk
z − qk .
It follows from (6.2) and Proposition 6.6.
• The genus one case. In the identity chart of torus TΛ, we have
(6.7) jβ(z) = −i
∑
k
βk
θ′(z − qk)
θ(z − qk) −
2π
Im τ
∑
k
βk Im qk.
It follows from Proposition 6.7.
• The higher genus case. Fix a homomorphic 1-differential ω with zeros at pj (j = 1, · · · , N = 2g−2).
It follows from (6.5) that
(6.8) jβ(z) = ib
∂ω(z)
ω(z)
+ iE J(z)Φ[β − β0].
The non-random field jβ has a removable singularity at each zero pj of ω and a simple pole at qk
with the residue −iβk.
6.4. Modifications of the Virasoro field. Given a background charge β =
∑
βk · qk, we define
Tβ := −1
2
Jβ ∗ Jβ + ib∂Jβ.
Then Tβ is a Schwarzian form of order c/12 (c = 1 − 12b2 is the central charge), see Theorem 9.2.
From the relation Jβ = J + jβ, we find
Tβ = T + ib∂J − jβJ − 1
2
j2β + ib∂jβ.
In particular,
(6.9) ETβ = ET − 1
2
j2β + ib∂jβ.
• The genus zero case. In the Ĉ-uniformization, we have
(6.10) ETβ(z) =
∑
k
λqk
(z − qk)2 +
∑
j<k
βjβk
(z − qj)(z − qk) ,
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where λqk =
1
2β
2
k − bβk.
• The genus one case. In the TΛ-uniformization, we have
ETβ(z) = −1
6
θ′′′(0)
θ′(0)
− 1
2
π
Im τ
+
∑
k
λqk
(θ′(z − qk)
θ(z − qk)
)2
+
∑
k
bβk
θ′′(z − qk)
θ(z − qk)
+
∑
j<k
βjβk
θ′(z − qj)θ′(z − qk)
θ(z − qj)θ(z − qk)
− 2πi
Im τ
(∑
k
βk Im qk
)(∑
k
βk
θ′(z − qk)
θ(z − qk)
)
− 2π
2
(Im τ)2
(∑
k
βk Im qk
)2
.
• The higher genus case. It is convenient to choose ω = ω(1), see (4.9) for the definition of the
j-differential ω(j). We have
ETβ(z) =
c
12
Sω(0)(z) +
1
8
(ω(2)(z)
ω(1)(z)
)2
− 1
6
ω(3)(z)
ω(1)(z)
− π
2
〈(Im τ)−1~ω(z), ~ω(z)〉
+ bE
(∂ω(1)(z)
ω(1)(z)
J(z)− ∂J(z)
)
Φ[β − β0] +
1
2
(
E J(z)Φ[β − β0]
)2
.
By construction, it has poles only at qk’s.
7. Liouville action
In Subsection 3.4 we argue that the Gaussian free field Φ can be produced by the Dirichlet action.
In this section we modify this argument to show that the background charge modification Φβ can
be obtained from the Liouville action Sβ associated with a background charge β on the PPS forms
in the case that the modification parameter b is imaginary, hence c > 1.
7.1. Liouville action on forms and localization. Given an imaginary b, fix a PPS(ib, ib) form φ.
For example, φ = ib log ρ is a PPS(ib, ib) form if ρ is a conformal Riemann metric. Another typical
example is the simple PPS form φ = ϕβ associated with a background charge β, i.e. β = i/π ∂∂¯ϕβ.
Let us fix a reference PPS(ib, ib) form ϕ∗. Our result does not depend on the choice of a reference
form. We only consider the case that a reference form is basic: ϕ∗ = ibχ(M)ϕq∗ , ∂∂¯ϕq∗ = −πδq∗ for
a fixed marked point q∗.
We define the “action” associated with φ on the space of some forms by
S(ϕ) ≡ Sφ(ϕ) = D(ψ) + 1
π
∫
ψ∂∂¯φ, ϕ = ϕ∗ + ψ.
Later, we specify the space via localization and consider the action on its finite dimensional subspace.
If we consider φ = ib log ρ, then the second term becomes
ib
π
∫
ψ∂∂¯ log ρ =
b
2πi
∫
ψκρ,
where κ is the curvature of the conformal metric, see Subsection 3.1. When we consider φ = ϕβ
associated with a background charge β, we write Sβ for Sφ. In this case, the action becomes
Sβ(ϕ) = D(ψ)− i
∫
ψβ, D(ψ) = 1
4π
(ψ, ψ)∇.
To resolve the divergence in the partition function, we need to introduce some localization, e.g.
(7.1)
∫
ψµ∗ = 0,
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where µ∗ is a reference measure, or a (1,1)-form. For example, the choice µ∗ = β reduces the action
to the Dirichlet integral. We assume that
(7.2)
∫
µ∗ = 1.
7.2. Fields produced by the Liouville action. Let ρ be an arbitrary conformal Riemann metric
on M. (This ρ must be sufficiently smooth.) We assume that∫
ρ = 1.
(One of the goals is to show that the result does not depend on the choice of ρ.) Denote
Hn = span{e0, · · · , en} ∩ {ψ :
∫
ψµ∗ = 0},
where ek’s are the normalized eigenfunctions of the positive Laplace operator ∆ρ, with e0 = 1.
The Liouville action S(ϕ), (ϕ = ϕ∗ + ψ) determines the probability measures
1
Z
e−S(ϕn)[dϕn], ϕn = ϕ∗ + ψn, ψn =
n∑
k=0
akek ∈ Hn, [dϕn] = da1 · · · dan,
where Z is a normalizing constant or the partition function. Therefore the Liouville action determines
random fields ψn on M as explained in Subsection 3.4. We compute the limit field ΦS ,
ϕn → ΦS
as distributional fields (or within correlations).
Lemma 7.1. Given λ > 0, c ∈ R, if µ is the probability measure on R corresponding to the partition
function
Z =
∫
R
e−λx
2−cx dx,
then µ has the same moments
∫
R
xk dµ(x) as the Gaussian random variable
X ∼ N(− c
2λ
,
1
2λ
).
Proof. For real m,
1√
2πσ
e−
(x−m)2
2σ2 is the density of N(m,σ2), so we equate
λx2 + cx =
1
2σ2
(x2 − 2mx).
Comparing the coefficients, we have m = −c/(2λ) and σ2 = 1/(2λ). 
Theorem 7.2. The limit field ΦS is
ΦS(z) = Φρ(z) + ϕ∗(z)−
∫
Φρµ∗ − 2
∫∫
Rz,q(ζ)ν∗(ζ)µ∗(q),
where
(7.3) ν∗ = ∂∂¯φ− µ∗
∫
∂∂¯φ.
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Proof. For ψn =
∑n
k=0 akek ∈ Hn, we have
S(ϕn) =
1
4π
n∑
k=1
λka
2
k +
1
π
n∑
k=0
ckak,
where ϕn = ϕ∗ + ψn and
ck =
∫
ek ∂∂¯φ.
By localization (7.1) and the assumption (7.2), we have
a0 = −
n∑
k=1
ak
∫
ekµ∗,
so
(7.4) S(ϕn) =
1
4π
n∑
k=1
λka
2
k +
1
π
n∑
k=1
dkak,
where
(7.5) dk = ck − c0
∫
ekµ∗ =
∫
ekν∗, (k ≥ 1).
Since the variables {ak}nk=1 in the probability measure
(7.6) dµn =
e−S(ϕn)
Zn
da1 · · · dan, Zn =
∫
Rn
e−S(ϕn) da1 · · ·dan
determined by the action (7.4) are separated, we can consider the coefficients {ak}nk=1 of ψn as
independent random variables such that
ak
d
=
√
2π√
λk
χk − 2dk
λk
, χk ∼ N(0, 1),
see the previous lemma. It follows that
ΦS = ϕ∗ + a0 +
∞∑
k=1
akek = ϕ∗ +
∞∑
k=1
ak
(
ek −
∫
ekµ∗
)
= ϕ∗ +
√
2π
∞∑
k=1
χk√
λk
(
ek −
∫
ekµ∗
)
− 2
∞∑
k=1
dk
λk
(
ek −
∫
ekµ∗
)
:= ϕ∗ + I + II.
By Corollary 3.8, we have
I = Φρ −
∫
Φρµ∗.
To compute the second term, we first note that∑ dk
λk
ek(z) =
∑∫ ek(z)ek(ζ)ν∗(ζ)
λk
=
∫
R(z, ζ)ν∗(ζ),
and therefore
II = −2
∫
R(z, ζ)ν∗(ζ) + 2
∫∫
R(q, ζ)ν∗(ζ)µ∗(q)
= −2
∫∫ (
R(z, ζ)−R(q, ζ))ν∗(ζ)µ∗(q),
which completes the proof. 
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Remark. (a) We can rewrite I and II as follows:
I =
∫
(Φρ(z)− Φρ(ζ))µ∗(ζ) =
∫
Φ(z, ζ)µ∗(ζ) =: Φµ∗(z)
and
II = − 2
π
∫∫
Gz,q(ζ)ν∗(ζ)µ∗(q)
because
∫
ν∗ = 0. (Recall that Gz,q is defined up to an additive constant which depends on z
and q.) Thus
ΦS(z) = ϕ∗(z) + Φµ∗(z)−
2
π
∫∫
Gz,q(ζ)ν∗(ζ)µ∗(q)
does not depend on the choice of ρ.
(b) The second term II or ψ := EΦS requires some smoothness of µ∗, e.g. if µ∗ = δq∗, then
II = − 2
π
∫
Gz,q∗(ζ)ν∗(ζ)
and typically ν∗ has an atom at q∗ hence the divergence. This divergence disappears when we
consider the 2-point fields:
ΦS(z, z0) = Φ(z, z0) + ϕ∗(z)− ϕ∗(z0) + ψ(z)− ψ(z0),
where
ψ(z)− ψ(z0) = − 2
π
∫
Gz,z0ν∗.
We can now choose µ∗ = δq∗ and obtain the following corollary.
Corollary 7.3. If µ∗ = δq∗ , then
ΦS(z, z0) = Φ(z, z0) + ϕ∗(z)− ϕ∗(z0)− 2
π
∫
(Gζ,q∗(z)−Gζ,q∗(z0))∂∂¯φ(ζ).
(The case of general normalization measure can be treated as an integral over q∗.)
Proof. By (7.3), we have
ψ(z)− ψ(z0) = − 2
π
∫
Gz,z0ν∗ = −
2
π
∫
Gz,z0(ζ)
(
∂∂¯φ(ζ) − δq∗(ζ)
∫
∂∂¯φ
)
.
It follows from the bilinear relation (2.2) for bipolar Green’s function that
ψ(z)− ψ(z0) = − 2
π
∫
(Gz,z0(ζ)−Gz,z0(q∗))∂∂¯φ(ζ)
= − 2
π
∫
(Gζ,q∗(z)−Gζ,q∗(z0))∂∂¯φ(ζ),
which completes the proof. 
Let us consider the case that φ is the simple PPS(ib, ib) form ϕβ associated with a background
charge β, i.e. ∂∂¯φ = π/iβ.
Corollary 7.4. Given a background charge β, we identify the modified field Φβ(z, z0) with the the
field ΦS(z, z0) given by the action S = Sβ. The bi-variant field ΦS(z, z0) does not depend on ρ, the
choice of a reference form ϕ∗, and a marked point q∗.
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7.3. Partition functions of Liouville actions on a torus. In this subsection we consider the
genus one case only. For the action Sβ associated with a background charge β, it follows from (7.6)
that
Zβn =
∫
Rn
e−
1
4pi
∑n
k=1 λka
2
k−
1
pi
∑n
k=1 dkak da1 · · · dan,
where dk is given by (7.5) and ν∗ in (7.5) is given by (7.3). It follows from the neutrality condition∫
β = 0 that
ν∗ = −iπβ.
Thus we have
dn = −iπ
∫
enβ = −iπ
∑
k
βken(qk).
Using the equation ∫
R
e−λx
2−cx dx =
√
π
λ
ec
2/4λ,
we obtain
log
Zβn
Zn
=
1
π
n∑
k=1
d2k
λk
.
However, the right-hand side diverges as n→∞. Indeed, by the neutrality condition, we have
1
π
∞∑
n=1
d2n
λn
= −π
∑
k,l
βkβl
∞∑
n=1
en(qk)en(ql)
λn
= −π
∑
k,l
βkβlRρ(qk, ql) = −
∑
k,l
βkβlGqk(ql).
Subtracting a divergent term, we define Zβ by
log
Zβ
Z
= −
∑
k
β2kc(qk)− 2
∑
k<l
βkβlGqk (ql).
In terms of c[β] = cΦ[β] (see (5.11)), we have
Zβ = Z e
−c[β].
Later, we introduce a puncture operator Pβ and identify it with e−c[β] in the genus one case. In
this case, we have
(7.7) Zβ = Z Pβ.
8. OPE exponentials of modified Gaussian free fields
In this section we extend the concept of multi-vertex fields to the case b 6= 0. Given a divisor τ
with the neutrality condition (NC0) we define the modified multi-vertex fields Oβ[τ ] as the OPE ex-
ponentials of iΦβ[τ ].We represent their correlationsEOβ[τ ] in terms of the Coulomb gas correlation
functions C(b) with the modification parameter b and the puncture operators Pβ.
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8.1. Definition of OPE exponentials. Fix a meromorphic 1-differential ω and let β0 = −b · (ω).
Given a background charge β, if a divisor τ with the neutrality condition (NC0) satisfies supp τ ∩
(suppβ ∪ suppβ0) = ∅, then we have the representation (6.6) for ϕβ[τ ]. It can be extended to the
general case:
(8.1) ϕβ [τ ] = 2ib
∑
j
τj log |ω(zj)|+ iEΦ[β − β0] ∗ Φ[τ ].
See (5.4) for the definition of Φ[σ] ∗ Φ[τ ].
We use the puncture operators Pβ to modify the multi-vertex fields so that the OPE calculus of
the modified multi-vertex fields has a very simple and natural form. We call the modified multi-
vertex fields the OPE exponentials; the reason for these terminologies becomes clear in the definition
of Oβ[τ ] below and that of multi-vertex fields V [σ] in Subsection 8.3.
We now define the OPE exponentials (the modified multi-vertex fields) Oβ[τ ] by
Oβ[τ ] = e∗iΦβ [τ ], Φβ[τ ] = Φ[τ ] + ϕβ[τ ].
Then it follows from Lemma 5.2 and Proposition 5.3 that
Oβ[τ ] = eiϕβ[τ ]C[τ ]V⊙[τ ].
Recall that C[τ ] = e−c[τ ] and V⊙[τ ] = e⊙iΦ[τ ].
8.2. Coulomb gas correlation functions. Let us fix the (background charge) parameter b ∈ R.
This parameter b is related to the central charge c in the following way:
c = 1− 12b2.
Suppose a divisor σ on M satisfies the neutrality condition (NCb). Given a reference point q∗, let
β∗ = bχ · q∗. We now define the Coulomb gas correlation functions C(b)[σ] by
(8.2) C(b)[σ] := EOβ∗ [σ − β∗].
They are well-defined differentials of conformal dimension (λj , λj) at zj , where λj = σ
2
j /2 − bσj .
Formally, one can extend (5.11) – (5.12) and (8.1) to arbitrary divisors (which do not necessarily
satisfy the neutrality condition (NC0)). At least formally, we have
log C(b)[σ] = −c[σ − β∗] + iϕβ∗ [σ − β∗]
= logC∗ − c[σ] +EΦ[β0]Φ[σ]− 2b
∑
σj log |ω(zj)|,
where logC∗ = c[β∗] − EΦ[β0]Φ[β∗] + 2b2χ log |ω(q∗)| is a constant and β0 = −b · (ω). We often
ignore the constant C∗. Sometimes it is convenient to write (8.2) in terms of formal expressions as
(8.3) C(b)[σ] = C∗ C[σ]
∏
j
|ω(zj)|−2bσj eEΦ[β0]Φ[σ].
• The genus zero case. If we choose ω = ωq as a meromorphic 1-differential with a double pole at q
and neither zeros nor poles elsewhere and if (M, q) = (Ĉ,∞), then log |ω(z)| = 0 (up to an additive
constant) in the identity chart of C. Thus the evaluation of C(b)[σ] coincides with that of C(0)[σ] (up
to a multiplicative constant) in the identity chart of C. Fix q∗ in M. In terms of a conformal map
w : (M, q∗)→ (Ĉ,∞), (up to a multiplicative constant)
C(b)[σ] =
∏
j
|w′j |2λj
∏
j<k
|wj − wk|2σjσk ,
where wj = w(zj) and w
′
j = w
′(zj).
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• The genus one case. If we choose ω as a holomorphic 1-differential, then β0(= −b(ω)) = 0 and ω
is constant in the identity chart of torus TΛ. Thus the evaluation of C(b)[σ] coincides with that of
C(0)[σ] (up to a multiplicative constant) in the identity chart of torus TΛ. In terms of a conformal
map w :M → TΛ, (up to a multiplicative constant)
C(b)[σ] = |θ′(0)|
∑
j σ
2
j
∏
j
|w′j |2λj
∏
j<k
|θ(wj − wk)|2σjσk exp
( 2π
Im τ
(
Im
∑
j
σjwj
)2)
.
• The higher genus case. It is convenient to choose ω := ∑j ∂jΘ(e)ωj. Let pl’s be the zeros of ω.
Then it follows from (5.14) and (8.3) that (up to a multiplicative constant)
C(b)[σ] = C∗
∏
j
|ω(zj)|2λj
∏
j<k
|θ(zj − zk)|2σjσk
∏
j,l
|θ(zj − pl)|2bσj
exp
(
2π(Im τ)−1ImA[σ] · ImA[σ − 2β0]
)
,
where β0 = −b · (ω).
8.3. OPE exponentials and Coulomb gas correlation functions. We now prove Theorem A.
Proof of Theorem A. By definition,
C(b)[τ + β]
C(b)[β]
=
EOβ
∗
[τ + β − β∗]
EOβ
∗
[β − β∗]
.
Equation (1.2) now follows from the cocycle identity: if both τ and τ ′ satisfy the neutrality condition
(NC0), then
EOβ[τ + τ ′] = EOβ[τ ]EOβ+τ [τ ′].
Equivalently,
iϕβ[τ + τ
′]− c[τ + τ ′] = iϕβ[τ ]− c[τ ] + iϕβ+τ [τ ′]− c[τ ′].
To see this, we need the following identities,
(8.4) c[τ + τ ′]− c[τ ]− c[τ ′] = EΦ[τ ] ∗ Φ[τ ′]
and
ϕβ [τ + τ
′]− ϕβ[τ ]− ϕβ+τ [τ ′] = −iEΦ[τ ] ∗ Φ[τ ′].
Applying a normalization procedure via operator product expansion to (5.12), we have the first
identity. The second one follows from (8.1). Indeed, we have
iϕβ[τ + τ
′]− iϕβ[τ ]− iϕβ+τ [τ ′]
= −EΦ[β − β0] ∗ Φ[τ + τ ′] + EΦ[β − β0] ∗ Φ[τ ] + EΦ[β − β0 + τ ] ∗Φ[τ ′]
= EΦ[τ ] ∗ Φ[τ ′].
Suppose that there exist two differentials C(b)[σ] and C˜(b)[σ] satisfying (1.2). Fix a reference back-
ground charge β∗. Given a divisor σ satisfying the neutrality condition (NCb), let τ = σ−β∗. Then
(1.2) with β = β∗ implies
C˜(b)[σ] = C∗ C(b)[σ],
where C∗ = C˜(b)[β∗]/C(b)[β∗] is a constant. 
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Examples. (a) The genus zero case. If supp τ ∩ suppβ = ∅, then in terms of a conformal map
w : (M, q∗)→ (Ĉ,∞),
EOβ[τ ] =
∏
j
|w′(zj)|2λj
∏
j,k
|w(zj)− w(qk)|2τjβk
∏
j<k
|w(zj)− w(zk)|2τjτk .
If supp τ ∩ suppβ 6= ∅, then the formula for EOβ[τ ] can be obtained by the previous theorem or
by applying the following rooting rule to the above formula at each zj0 = qk0 ∈ supp τ ∩ suppβ :
- the point zj0 in the terms w
′(zj0), w(zj0 ) − w(zk) and w(zj0 ) − w(qk) (k 6= k0) is replaced
by the puncture qk0 ;
- the term w(zj0 )− w(qk0) is replaced by w′(qk0),
(b) The genus one case. If supp τ ∩ suppβ = ∅, then in terms of a conformal map w :M → TΛ,
EOβ[τ ] =|θ′(0)|
∑
j τ
2
j
∏
j
|w′(zj)|2λj∏
j,k
|θ(w(zj)− w(qk))|2τjβk
∏
j<k
|θ(w(zj)− w(zk))|2τjτk
exp
2π
Im τ
((∑
j
τj Imw(zj)
)2
+ 2
∑
j,k
τjβk Imw(zj) Imw(qk)
)
.
In the case supp τ ∩ suppβ 6= ∅, the rooting rule in (a) can be applied to (b). In addition, the point
zj0 in the terms Imw(zj0 ) is replaced by the puncture qk0 .
(c) The higher genus case. If supp τ ∩ suppβ = ∅, then
EOβ[τ ] =
∏
j
|ω(zj)|2λj
∏
j<k
|θ(zj − zk)|2τjτk
∏
j,l
|θ(zj − pl)|2bτj
∏
j,k
|θ(zj − qk)|2τjβk
exp
(
2π(Im τ)−1ImA[τ ] · ImA[τ + 2(β − β0)]
)
.
If supp τ ∩ suppβ 6= ∅, then the following rooting rule can be applied:
- the point zj0 in the terms ω(zj0), θ(zj0 − pl), A(τ ), θ(zj0 − zk), and θ(zj0 − qk) (k 6= k0) is
replaced by the puncture qk0 ;
- the term θ(zj0 − qk0) is replaced by ω(qk0).
We define the multi-vertex fields V [σ] ≡ Vβ[σ] by
V [σ] = C(b)[σ] V⊙[σ − β], V⊙[τ ] = e⊙iΦ[τ ].
Let us introduce the puncture operators Pβ as
Pβ := V [β] = C(b)[β].
In terms of the multi-vertex fields and the puncture operator, we have
Oβ[τ ] = P−1β V [τ + β].
We call τ the divisor of Wick’s exponents and τqk + βk the effective charges at qk. Thus the sum of
exponents is zero but the sum of (effective) charges is bχ(M).
Proposition 8.1. If both τ 1 and τ 2 satisfy the neutrality condition (NC0), then
Oβ[τ 1] ∗ Oβ[τ 2] = Oβ[τ 1 + τ 2].
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Proof. Let us consider the simplest case b = 0 for two formal 1-point fields. We have the operator
expansion of two such fields as
V(τ1)(ζ)V(τ2)(z) = |ζ − z|2τ1τ2(C00(z) +O(|ζ − z|)).
We claim that the first coefficient C00(z) = V(τ1+τ2)(z). First note that
V(τ1)(ζ)V(τ2)(z) = C(ζ)−τ21C(z)−τ22 e−τ1τ2EΦ(ζ)Φ(z)e⊙iτ1Φ(ζ) ⊙ e⊙iτ2Φ(z),
where C ≡ CΦ = ecΦ . We expand the above as
|ζ − z|2τ1τ2(C(z)−τ21−τ22 e−τ1τ2EΦ∗Φ(z)e⊙i(τ1+τ2)Φ(z) +O(|ζ − z|)).
Thus we have
C00(z) = C(z)
−(τ1+τ2)
2
e⊙i(τ1+τ2)Φ(z) = V(τ1+τ2)(z).
In the general case, using a similar argument, the only thing to check is
EOβ[τ 1]EOβ[τ 2]e−EΦ[τ 1]∗Φ[τ2] = EOβ[τ 1 + τ 2].
Taking the logarithm on both sides of the above, it is equivalent to the identity
iϕβ[τ 1]− c[τ 1] + iϕβ[τ 2]− c[τ 2]−EΦ[τ 1] ∗ Φ[τ 2] = iϕβ[τ 1 + τ 2]− c[τ 1 + τ 2].
It follows from (8.4) and
ϕβ[τ 1] + ϕβ[τ 2] = ϕβ[τ 1 + τ 2].
The above identity is obvious by (8.1). 
8.4. Insertion fields. In this subsection we explain how background charge modifications of the
Gaussian free field can be obtained from the insertion procedure. This procedure is widely used in
conformal field theory. For example, the insertion of the chiral bi-vertex field with specific charges
is used as a boundary condition changing operator in a simply connected domain with two marked
boundary points to explain the relation between chordal SLE theory and conformal field theory, see
[20].
Fix q∗ inM. In the genus one case, we also fix a holomorphic differential ω. Given a basic reference
form ϕ∗ :
ϕ∗ =
{
ibχϕq∗ , if g 6= 1;
ib log |ω|2, if g = 1,
we define a central charge modification Φ(b) of Gaussian free field by
Φ(b)(z, z0) = Φ(z, z0) + ϕ∗(z)− ϕ∗(z0).
Note that Φ(b) = Φβ∗ ,β∗ = bχ · q∗ for g 6= 1 and Φ(b) = Φ0 for g = 1. Given a background charge
β, the correspondence X 7→ X̂ on Fock space functionals/fields is defined by the formula
(8.5) Φ̂(z, z0) = Φ(z, z0) + 2i
∑
k
βk(Gqk,q∗(z)−Gqk,q∗(z0))
and the rules
(8.6) 1 7→ 1, µX + νY 7→ µX̂ + νŶ , ∂X 7→ ∂X̂ , ∂¯X 7→ ∂¯X̂ , X ⊙ Y 7→ X̂ ⊙ Ŷ,
where µ and ν are non-random functions. Then
Φ̂(b)(z, z0) ≡ Φβ(z, z0) = Φ(b)(z, z0) + 2i
∑
k
βk(Gqk,q∗(z)−Gqk,q∗(z0)).
Let us denote
(8.7) Ê[X ] := EV⊙[β − β∗]X , V⊙[τ ] = e⊙iΦ[τ ].
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Proposition 8.2. Suppose X maps to X̂ under the correspondence given by the formula (8.5) and
the rules (8.6). Then we have
(8.8) ÊX = E X̂ .
Proof. For X = X1(ζ1, z1) ⊙ · · · ⊙ Xn(ζn, zn), Xj = ∂mjζj ∂¯
m˜j
ζj
∂
nj
zj ∂¯
n˜j
zj Φ(ζj , zj), it follows from the
formula (8.5) and the rules (8.6) that
X̂ = X̂1(ζ1, z1)⊙ · · · ⊙ X̂n(ζn, zn),
where X̂j(ζj , zj) = Xj(ζj , zj)+ 2i
∑
k βk ∂
mj
ζj
∂¯
m˜j
ζj
∂
nj
zj ∂¯
n˜j
zj (Gqk,q∗(ζj)−Gqk,q∗(zj)). By Wick’s formula
and (8.7), we obtain
ÊXj(ζj , zj) = iEXj(ζj , zj)Φ[β − β∗] = E X̂j(ζj , zj).
By the definition (2.10) of tensor product of Fock space functionals,
ÊX =
∞∑
j=1
ij
j!
EΦ⊙j[β − β∗]X1(ζ1, z1)⊙ · · · ⊙Xn(ζn, zn)
=
n∏
j=1
iEΦ[β − β∗]Xj(ζj , zj) =
n∏
j=1
E X̂j(ζj , zj) = E X̂ ,
which completes the proof. 
Theorem B generalizes the previous proposition.
Proof of Theorem B. Recall the relation (6.4) between the modifications ϕβ1 and ϕβ2 in the case
that supp τ ∩ (suppβ1 ∪ suppβ2) = ∅. This relation can be extended to the general case as
ϕβ2 [τ ] = ϕβ1 [τ ] + iEΦ[β2 − β1] ∗ Φ[τ ].
We rewrite it as
EΦβ2 [τ ] = EV⊙[β2 − β1] ∗ Φβ1 [τ ].
We define the correspondence X 7→ X̂ by the formula Φβ1 [τ ] 7→ Φβ2 [τ ] and the rules (8.6). We de-
note by Ê[X ] := EV⊙[β2−β1]∗X . Then applying the same argument as in the previous proposition,
we arrive to ÊX = E X̂ . 
Using Theorem B, we present an alternate proof of Theorem A.
Proof of Theorem A. Given a marked point q∗ /∈ supp τ ∪ suppβ, let β∗ = bχ · q∗. It follows from
Theorem B that
EOβ[τ ] = EOβ
∗
[τ ] ∗ V⊙[β − β∗].
By definitions of Wick’s exponentials and the OPE exponentials,
EOβ
∗
[τ ] ∗ V⊙[β − β∗] =
EOβ
∗
[τ ] ∗ Oβ
∗
[β − β∗]
EOβ
∗
[β − β∗]
.
The OPE nature of OPE exponentials (Proposition 8.1) implies that
EOβ
∗
[τ ] ∗ Oβ
∗
[β − β∗]
EOβ
∗
[β − β∗]
=
EOβ
∗
[τ + β − β∗]
EOβ
∗
[β − β∗]
.
By definition of the Coulomb gas correlation function C(b), we have
EOβ
∗
[τ + β − β∗]
EOβ
∗
[β − β∗]
=
C(b)[τ + β]
C(b)[β]
,
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which completes the proof. 
For modifications of arg-type, we define
Φ(b)(z, z0) = Φ(z, z0) + ϕ˜∗(z)− ϕ˜∗(z0),
where ϕ˜∗ is a harmonic conjugate of ϕ∗. Given a background charge β, the correspondence X 7→ X̂
is defined by the rules (8.6) and the formula
Φ̂(b)(z, z0) = Φ(b)(z, z0)− 2
∑
βj(G˜qj ,q∗(z)− G˜qj ,q∗(z0)),
where G˜ is the harmonic conjugate of the bipolar Green’s function. Let us denote
Ê[X ] = E [e⊙−
∑
j βjΦ˜(qj ,q∗)X ],
where Φ˜(z, z0) is the harmonic conjugate of Φ(z, z0). More precisely, it is defined by the equation
2Φ+(z, z0) = Φ(z, z0) + iΦ˜(z, z0),
where
Φ+(z, z0) =
{∫
γ
J(ζ) dζ : γ is a curve from z0 to z
}
.
Then we have (8.8).
8.5. KZ equations for OPE exponentials. In Subsection 9.3 we use certain types of the Knizhnik-
Zamolodchikov equations (KZ equations) for the puncture operator Pβ to prove Theorem C (the
Ward identities). In this subsection we derive certain KZ equations for the OPE exponentials Oβ[τ ].
Let us consider the case suppτ ∩ suppβ = ∅ only. The general case can be treated by applying the
rooting procedure or normalization procedure.
Recall that EOβ[τ ] = eiϕβ[τ ]C[τ ] and C[τ ] = e−c[τ ], (c[τ ] := cΦ[τ ]). Thus we have
(8.9)
∂jEOβ[τ ]
EOβ[τ ] = i∂jϕβ [τ ]− ∂jc[τ ] = iτjjβ(zj)− ∂jc[τ ].
Sometimes it is convenient to express c[τ ] as a linear combination of the formal correlations:
c[τ ] =
1
2
∑
j
τ2j EΦ ∗ Φ(zj) +
∑
k 6=j
τjτk EΦ(zj)Φ(zk).
By differentiating c[τ ] with respect zj , we have
(8.10) ∂jc[τ ] = τ
2
j E J ∗ Φ(zj) +
∑
k 6=j
τjτk E J(zj)Φ(zk).
A less formal representation
∂jc[τ ] = τ
2
j E J ∗ Φ(zj , z0) +
∑
k 6=j
τjτk E J(zj)Φ(zk, z0)
does not depend on the choice of z0. Here, the OPE product is taken with respect to the zj-variable.
Let us consider the meromorphic differential ω as in Subsection 8.2. Then (6.8) holds in any genus
case,
(8.11) jβ(z) = ib
∂ω(z)
ω(z)
+ iE J(z)Φ[β − β0],
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where β0 = −b · (ω). Combining (8.9) – (8.11), we have
∂jEOβ[τ ]
EOβ[τ ] = −bτj
∂ω(zj)
ω(zj)
− τjE J(zj)Φ[β − β0](8.12)
− τ2j E J ∗Φ(zj)−
∑
k 6=j
τjτk E J(zj)Φ(zk).
• The genus zero case. If M = Ĉ, q∗ =∞, then in the identity chart of C, ϕq∗ = log |ωq∗ | = 0 (up to
an additive constant), and β0 = 2b · q∞, c(z) ≡ 0. By (8.12), we have
(8.13) ∂jEOβ[τ ] =
(∑
k 6=j
τjτk
1
zj − zk +
∑
k
τjβk
1
zj − qk
)
EOβ[τ ].
• The genus one case. In the identity chart of torus TΛ, ϕ∗ is constant. In addition, β0 = 0, and
c(z) = − log |θ′(0)| − 2π(Im z)2/Im τ. By (8.12), we have
∂jEOβ[τ ] =
(∑
k 6=j
τjτk
θ′(zj − zk)
θ(zj − zk) − 2πi
∑
k
τjτk
Im zk
Im τ
)
EOβ[τ ](8.14)
+
(∑
k
τjβk
θ′(zj − qk)
θ(zj − qk) − 2πi
∑
k
τjβk
Im qk
Im τ
)
EOβ[τ ].
• The higher genus case. It is convenient to choose ω =∑j ∂jΘ(e)ωj. One can choose
c(z) = log
1
|ω(z)| − 2π〈(Im τ)
−1ImA(z), ImA(z)〉.
By (8.12), we have
∂jEOβ[τ ]
EOβ[τ ] = λj
∂ω(zj)
ω(zj)
+
∑
k 6=j
τjτk〈∇Θ
Θ
(A(zj)−A(zk)− e), ~ω(zj)〉
+
∑
k
τjβk〈∇Θ
Θ
(A(zj)−A(qk)− e), ~ω(zj)〉
+
∑
l
bτj〈∇Θ
Θ
(A(zj)−A(pl)− e), ~ω(zj)〉
− 2πiτj〈(Im τ)−1~ω(zj), ImA[τ + β − β0]〉,
where λj =
1
2τ
2
j − bτj and β0 = −b · (ω).
9. Ward’s equations
Given a background charge β, we define the Virasoro pair for the OPE family Fβ(M∗) (M∗ :=
M \ q, q := suppβ) of Φβ as a pair of Schwarzian forms such that the residue operators associated
with these forms represent the Lie derivative operators in applications to the fields in the OPE
family Fβ(M∗). We extend this representation (Ward’s identity) to the OPE family Fβ(M) using
the puncture operator Pβ := C(b)[β], see Theorem C.
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9.1. Stress tensors and Virasoro fields. Let v be a non-random local smooth vector field and
ψt be the local flow associated with v. Let us recall the definition of the Lie derivative LvX of a
Fock space field X :
(LvX‖φ)(z) = d
dt
∣∣∣
t=0
(X‖φ ◦ ψ−t)(z).
Set
L±v =
Lv ∓ iLiv
2
so that Lv = L+v + L−v . Whereas Lv depends R-linearly on v, its holomorphic part L+v depends
C-linearly on v.
Proposition 9.1 (Cf. Proposition 4.1 in [20]). If X is a (λ, λ∗)-differential, then
(9.1) L+v X = (v∂ + λv′)X, L−v X = (v¯∂¯ + λ∗v′)X ;
if ϕ is a PPS(ib, ib), then
L+v ϕ = v∂ϕ+ ibv′, L−v ϕ = v¯∂¯ϕ+ ibv′;
if ϕ is a PPS(ib,−ib), then
L+v ϕ = v∂ϕ+ ibv′, L−v ϕ = v¯∂¯ϕ− ibv′;
if X is a pre-Schwarzian form of order µ, then
LvX = L+v X = (v∂ + v′)X + µ v′′;
if X is a Schwarzian form of order ν, then
(9.2) LvX = L+v X = (v∂ + 2v′)X + ν v′′′.
By definition, a Fock space field X on M has a stress tensor (A, A¯∗) if (A,A∗) is a pair of
holomorphic quadratic differentials and if
L+v X = AvX, L+v X¯ = (A∗)vX¯
hold in Dhol(v) for all non-random local vector fields v. Here, Dhol(v) is a maximal open set where v
is holomorphic and Av is the residue operator on Fock space fields (AvX)(z) = Av(z)X(z) defined
by
Av(z) : X(z) 7→ 1
2πi
∮
(z)
vAX(z).
We denote by F(A, A¯∗) the collection of Fock space fields which have a common stress tensor
(A, A¯∗). By definition, a pair (T, T¯∗) of Fock space fields is the Virasoro pair for the family F(A, A¯∗)
if T, T¯∗ ∈ F(A, A¯∗) and if T −A, T∗ −A∗ are non-random holomorphic (or meromorphic with poles
where background charges are placed) Schwarzian forms. We remark that the family F(A, A¯∗) is
closed under OPE products ∗n, see [20, Proposition 5.8].
Theorem 9.2. Let ϕβ be a simple PPS form with the background charge β(= i∂∂¯ϕβ/π).
(a) If ϕβ is a PPS form of log | · |-type, then Φβ has a stress energy tensor (Aβ , A¯∗β) :
Aβ = A+ ib∂J − jβJ, A∗β = A− ib∂J − jβJ,
where A = − 12J ⊙J, jβ = ∂ϕβ. The Virasoro pair (Tβ, T¯ ∗β) for the family F(Aβ , A¯∗β) is given by
Tβ = −1
2
(∂Φβ ∗ ∂Φβ) + ib∂2Φβ, T ∗β = −
1
2
(∂Φ¯β ∗ ∂Φ¯β)− ib∂2Φ¯β.
They are (holomorphic) Schwarzian forms of order c/12 = 1/12− b2.
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(b) If ϕβ is a PPS form of arg-type, then Φβ has a stress energy tensor (Aβ , A¯β) :
Aβ = A+ ib∂J − jβJ.
The Virasoro pair (Tβ, T¯β) for the family F(Aβ, A¯β) is given by
Tβ = −1
2
(∂Φβ ∗ ∂Φβ) + ib∂2Φβ.
Proof. First, we claim that (ib∂ − jβ)J and thus Aβ are holomorphic quadratic differentials. This
claim is immediate from the following transformation laws,
ib∂J = ibh′′J˜ ◦ h+ ib(h′)2∂J˜ ◦ h,
jβJ = ib
(h′′
h′
)
h′J˜ ◦ h+ (h′)2(˜βJ˜) ◦ h.
From the expressions of Aβ and Tβ, we have
(9.3) Tβ = T + (Aβ −A)− 1
2
j2β + ib∂jβ.
To show that Tβ is a Schwarzian form of order c/12, we need to check that − 12j2β + ib∂jβ is a
Schwarzian form of order −b2. It follows from the transformation laws for − 12j2β and ib∂jβ :
−1
2
j2β = −ibh′′˜β ◦ h−
1
2
(h′)2(˜β ◦ h)2 + 1
2
b2
(h′′
h′
)2
,
ib∂jβ = ibh
′′˜β ◦ h+ ib(h′)2(∂˜β ) ◦ h− b2
(h′′
h′
)′
.
We need to check Ward’s OPE:
Aβ(ζ)Φβ(z, z0) ∼ Jβ(z)
ζ − z + ib
1
(ζ − z)2 .
It follows immediately from the singular OPEs in the case b = 0,
A(ζ)Φ(z, z0) ∼ J(z)
ζ − z , J(ζ)Φ(z, z0) ∼ −
1
ζ − z .
By differentiating the last OPE with respect to ζ, we find
∂J(ζ)Φ(z, z0) ∼ 1
(ζ − z)2 .
Multiplying the singular OPE of J(ζ)Φ(z, z0) by −jβ(ζ) gives rise to
−jβ(ζ)J(ζ)Φ(z, z0) ∼ jβ(z)
ζ − z .
We define A−β by
A−β = A¯
∗
β , A
∗
β = A− ib∂J − jβJ.
Then we have Ward’s OPE:
A−β (ζ)Φβ(z, z0) ∼
Jβ(z)
ζ − z − ib
1
(ζ − z)2 =
J¯β(z)
ζ¯ − z¯ + ib
1
(ζ¯ − z¯)2 ,
which completes the first part of theorem.
We leave the second part to the reader as an exercise. 
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Remark. More generally, one can consider the following modification of mixed type
ϕβ = β+ϕ
+
β + β−ϕ
−
β , (β+ + β− = 1),
where ϕ+β is a PPS(ib, ib) form and ϕ
−
β is a PPS(ib,−ib) form. By definition, ϕβ is a PPS(ib, ib(β+−
β−)) form. Then we have a stress tensor (Aβ, A¯
∗
β) for the bosonic field Φβ := Φ + ϕβ :
Aβ = A+ ib∂J − jβJ,
A∗β = A− ib(β+ − β−)∂J − jβJ.
Indeed, we have Ward’s OPE:
A¯∗β(ζ)Φβ(z, z0) ∼
Jβ(z)
ζ − z − ib(β+ − β−)
1
(ζ − z)2 =
J¯β(z)
ζ¯ − z¯ + ib(β+ − β−)
1
(ζ¯ − z¯)2 .
In this case, the Virasoro pair (Tβ, T¯
∗
β) for the family F(Aβ , A¯∗β) is given by
Tβ = −1
2
(∂Φβ ∗ ∂Φβ) + ib∂2Φβ, T ∗β = −
1
2
(∂Φ¯β ∗ ∂Φ¯β)− ib(β+ − β−)∂2Φ¯β.
The following singular operator product expansions (Ward’s OPEs) can be derived by using the
method in [20, Corollaries 5.4 – 5.5].
Proposition 9.3. As ζ → z, we have
(a) Tβ(ζ)Φβ(z, z0) ∼ ib
(ζ − z)2 +
Jβ(z)
ζ − z ,
(b) Tβ(ζ)Jβ(z) ∼ 2ib
(ζ − z)3 +
Jβ(z)
(ζ − z)2 +
∂Jβ(z)
ζ − z ,
(c) Tβ(ζ)Tβ(z) ∼ c/2
(ζ − z)4 +
2Tβ(z)
(ζ − z)2 +
∂Tβ(z)
ζ − z ,
(d) Tβ(ζ)Oβ [τ ] ∼ λOβ [τ ]
(ζ − z)2 +
∂Oβ[τ ]
ζ − z , (τ = τ · z + · · · , λ =
τ2
2
− bτ,
∫
τ = 0).
9.2. Ward’s equations without modifications. In this subsection we derive Ward’s equations
in the case b = 0. Suppose a meromorphic vector field v has poles at ξk’s. For a string X of fields
with SX = {z1, · · · , zn}, the map
ξ 7→ E v(ξ)A(ξ)X
is a homomorphic 1-differential on M \⋃j,k{zj, ξk} and hence its residues at zj , ξk are well-defined.
We define the Ward functional W+v by
(9.4) EW+v X = −
∑
k
Res ξk vEAX
for any tensor product X of Fock space fields such that SX does not intersect the set of poles of v.
Proposition 9.4. For any tensor ptoduct X of fields in the OPE family F of the Gaussian free
field, we have
EW+v X = EL+v X .
Proof. Suppose Cj (C
′
k) is a positively oriented simple closed curve that bounds a sufficiently small
open disk Dj (D
′
k) such that zj ∈ Dj (ξk ∈ D′k) and Cj (C′k) has winding number 1 about zj (ξk),
respectively. Applying Stokes’ theorem to
d
(
v(z)EA(z)X dz) = −∂¯(v(z)EA(z)X ) dz ∧ dz¯ = 2i∂¯(v(z)EA(z)X ) dx ∧ dy
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over M \ (⋃j Dj ∪⋃kD′k), we have
EW+v X =
1
2πi
∑
j
∮
(zj)
E vAX .
Now proposition follows from a residue form of Ward’s identity:
1
2πi
∑
j
∮
(zj)
E vAX =
∑
j
EL+v (zj)X = EL+v X .

Corollary 9.5. If Xj’s are (λj , λ∗j)-differentials in the OPE family F , then
−
∑
k
E Res ξk(vA)X =
∑
j
(v(zj)∂j + λjv
′(zj))EX ,
where X = X1(z1) · · ·Xn(zn).
Proof. It is clear from Leibniz’s rule for the Lie derivative and the formula (9.1) for the Lie derivative
of a differential. 
• The genus zero case. Given ξ ∈ C, let us consider the vector field vξ given by
kξ(z) =
1
ξ − z
in the identity chart of C. Its continuous extension to Ĉ has a triple zero at infinity. Applying
Proposition 9.4 to the vector field kξ, we obtain the following proposition.
Proposition 9.6. If the fields Xj belong to the OPE family F , then in the Ĉ-uniformization,
(9.5) EA(ξ)X = EL+kξX ,
where X = X1(z1) · · ·Xn(zn).
Example. Let us consider X = O[τ ], where a divisor τ satisfies the neutrality condition (NC0). By
Wick’s calculus, we find the left-hand side in (9.5) as
EA(ξ)X = 1
2
(
E J(ξ)Φ[τ ]
)2
EX =
(∑
j
1
2
τ2j
(ξ − zj)2 +
∑
j<k
τjτk
(ξ − zj)(ξ − zk)
)
EX .
It follows from the KZ equations that the right-hand side in (9.5) is
L+kξEX =
(∑
j
λj
(ξ − zj)2 +
∑
j
∑
k 6=j
τjτk
(ξ − zj)(zj − zk)
)
EX ,
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where λj =
1
2τ
2
j . We now verify (9.5) for X = O[τ ] :∑
j<k
τjτk
(ξ − zj)(ξ − zk) =
∑
j<k
τjτk
( 1
ξ − zj −
1
ξ − zk
) 1
zj − zk
=
∑
j<k
τjτk
(ξ − zj)(zj − zk) +
∑
k>j
τjτk
(ξ − zk)(zk − zj)
=
∑
j<k
τjτk
(ξ − zj)(zj − zk) +
∑
j>k
τjτk
(ξ − zj)(zj − zk)
=
∑
j 6=k
τjτk
(ξ − zj)(zj − zk) .
• The genus one case. Given ξ, ξ0 ∈ TΛ, let us consider the vector field vξ,ξ0 given by
vξ,ξ0(z) =
θ′(ξ − z)
θ(ξ − z) −
θ′(ξ0 − z)
θ(ξ0 − z)
in the identity chart of TΛ. Applying Proposition 9.4 to the vector field vξ,ξ0 , we obtain the following
proposition.
Proposition 9.7. If the fields Xj belong to the OPE family F , then in the TΛ-uniformization,
(9.6) E (A(ξ) −A(ξ0))X = EL+vξ,ξ0X ,
where X = X1(z1) · · ·Xn(zn).
Given ξ ∈ TΛ, let us consider the vector field vξ on the torus TΛ given by
vξ(z) = −℘(ξ − z).
Applying Proposition 9.4 to the vector field vξ, we obtain the following proposition.
Proposition 9.8. If the fields Xj belong to the OPE family F , then in the TΛ-uniformization,
(9.7) E ∂A(ξ)X = EL+vξX ,
where X = X1(z1) · · ·Xn(zn).
Example. Ward’s equation (9.7) with X = J(z)J(z0) gives rise to the addition theorem for Weier-
strass ℘-function: ∣∣∣∣∣∣
1 1 1
℘(ξ − z) ℘(z − z0) ℘(ξ − z0)
℘′(ξ − z) ℘′(z − z0) −℘′(ξ − z0)
∣∣∣∣∣∣ = 0.
Recall that in the TΛ-uniformization, E J(z)J(z0) = −℘(z − z0)− 2ET, where ET is constant. By
Wick’s calculus, we find the left-hand side in (9.7) as
∂ξEA(ξ)X = −∂ξ
(
℘(ξ − z)℘(ξ − z0) + 2ET (℘(ξ − z) + ℘(ξ − z0))
)
.
As a Lie derivative of EX , the right-hand side in (9.7) is found as
L+vξEX = ℘(ξ − z)∂z℘(z − z0)− ℘′(ξ − z)(℘(z − z0) + 2ET )
+ ℘(ξ − z0)∂z0℘(z − z0)− ℘′(ξ − z0)(℘(z − z0) + 2ET ).
Example. It is well known that the Weierstrass ℘-function satisfies the following differential equa-
tion
(9.8) ℘℘′ =
1
12
℘′′′.
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Ward’s equation (9.7) with X = T (z) gives rise to the above formula. Applying Wick’s calculus to
the left-hand side of (9.7), we have
∂ξEA(ξ)T (z) =
1
2
∂ξ(E J(ξ)J(z))
2 = (℘(ξ − z) + 2ET )℘′(ξ − z).
On the other hand, as a Lie derivative of Schwarzian form ET (z) of order 1/12, the right-hand side
in (9.7) is found as
LvξET (z) = 2℘′(ξ − z)ET +
1
12
℘′′′(ξ − z).
Before presenting the next example with X = O[τ · z1− τ · z2], let us recall some basic properties
of Weierstrass ζ-function and σ-function. (See [4] for more details.) Weierstrass ζ-function
ζ(z) :=
1
z
+
∑
λ∈Λ\{0}
( 1
z − λ +
1
λ
+
z
λ2
)
is a meromorphic odd function which has simple poles at λ ∈ Λ with residue 1. Although it is
not an elliptic function, every elliptic function can be expressed by Weierstrass ζ-function and its
derivatives, e.g. ℘ = −ζ′. Weierstrass ζ-function has the following quasi-periodicities
(9.9) ζ(z +m+ nτ) = ζ(z) + 2mη1 + 2nη2,
(
η1 = ζ(1/2), η2 = ζ(τ/2)
)
.
It is well known that
(9.10) η1 = −1
6
θ′′′(0)
θ′(0)
.
Later, we derive (9.10) from Ward’s equation, see the example below Theorem 10.1.
Weierstrass σ-function
σ(z) := z
∏
λ∈Λ\{0}
(
1− z
λ
)
e
z
λ
+ z
2
2λ2
is an entire odd function which has simple zeros at λ ∈ Λ. It is related to Weierstrass ζ-function as
ζ = σ′/σ and has the following quasi-periodicities
(9.11) σ(z + 1) = −σ(z)e2η1(z+ 12 ), σ(z + τ) = −σ(z)e2η2(z+ 12 τ).
Weierstrass σ-function and Jacobi θ-function are related as
(9.12) σ(z) =
θ(z)
θ′(0)
eη1z
2
.
Thus we find the relation between Jacobi θ-function and Weierstrass ζ-function as
(9.13)
θ′(z)
θ(z)
= ζ(z)− 2η1z.
Example. Ward’s equation (9.7) with X = O[τ · z1 − τ · z2] gives rise to the addition theorem for
Weierstrass ζ-function:
(9.14) ζ(z + w) = ζ(z) + ζ(w) +
1
2
ζ′′(z)− ζ′′(w)
ζ′(z)− ζ′(w) .
For X = O[τ ], application of Wick’s calculus to the left-hand side of (9.7) leads to
∂ξEA(ξ)X = 1
2
∂ξ
(
E J(ξ)Φ[τ ]
)2
EX
=
(
−
∑
τj
θ′(ξ − zj)
θ(ξ − zj) +
2πi
Im τ
∑
τjIm zj
)(∑
τj℘(ξ − zj)
)
EX .
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On the other hand, as the C-linear part of Lie-derivative of the differential EX , we find the right-
hand side in (9.7) as
L+vξEX =
∑ 1
2
τ2j ℘
′(ξ − zj)EX
−
∑
j
τj℘(ξ − zj)
(∑
k 6=j
τk
θ′(zj − zk)
θ(zj − zk) − 2πi
∑
k
τk
Im zk
Im τ
)
EX .
Thus we have
(9.15)
∑
j
1
2
τ2j ℘
′(ξ − zj) = −
∑
j
τj℘(ξ − zj)
(∑
τj
θ′(ξ − zj)
θ(ξ − zj) −
∑
k 6=j
τk
θ′(zj − zk)
θ(zj − zk)
)
.
In particular, a choice of τ = τ · z1 − τ · z2 gives
1
2
(
℘′(ξ − z1) + ℘′(ξ − z2)
)
=
(
℘(ξ − z1)− ℘(ξ − z2)
)(
− θ
′(ξ − z1)
θ(ξ − z1) +
θ′(ξ − z2)
θ(ξ − z2) −
θ′(z1 − z2)
θ(z1 − z2)
)
.
Setting z = ξ − z1 and w = −ξ + z2, we have the addition theorem for θ′/θ :
θ′z + w)
θ(z + w)
=
θ′(z)
θ(z)
+
θ′(w)
θ(w)
+
1
2
℘′(z)− ℘′(w)
℘(z)− ℘(w) .
The addition theorem (9.14) for Weierstrass ζ-function now follows from (4.4) and (9.13). Let us
apply the addition theorem for θ′/θ to (9.15):∑
j
1
2
τ2j ℘
′(ξ − zj)
= −
∑
j
τj℘(ξ − zj)
(
τj
θ′(ξ − zj)
θ(ξ − zj) +
∑
k 6=j
τk
(θ′(ξ − zk)
θ(ξ − zk) −
θ′(zj − zk)
θ(zj − zk)
))
.
The right-hand side simplifies to
−
∑
j
τj℘(ξ − zj)
(
τj
θ′(ξ − zj)
θ(ξ − zj) +
∑
k 6=j
τk
(θ′(ξ − zj)
θ(ξ − zj) +
1
2
℘′(ξ − zj) + ℘′(ξ − zk)
℘(ξ − zj)− ℘(ξ − zk)
))
.
By the neutrality condition
∑
j τj = 0, we have
(9.16)
∑
j
τ2j ℘
′(ξ − zj) = −
∑
j
∑
k 6=j
τjτk
℘′(ξ − zj) + ℘′(ξ − zk)
℘(ξ − zj)− ℘(ξ − zk) ℘(ξ − zj).
9.3. Ward identities. Given a background charge β, let q := suppβ. Recall the definition of the
puncture operator Pβ,
Pβ := C(b)[β] = EOβ∗ [β − β∗],
where β∗ = bχ · q∗ and q∗ is a reference point. Given a non-random meromorphic vector field v with
poles at ξk’s, we define the Ward functional W
+
v by
W+v := −
1
2πi
∑
k
∮
(ξk)
vTβ
in correlations with any tensor product of Fock space fields. To prove Theorem C, we need the
following Lemma. It states that W+v = P−1β L+v Pβ in application to the trivial string X ≡ 1 within
correlation.
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Lemma 9.9. For each qk ∈ q, we have
(9.17)
1
2πi
∮
(qk)
vETβ = λ(βk)v
′(qk) + v(qk)P−1β ∂qkPβ.
Proof. Recall (6.9), ETβ = ET − 12j2β + ib∂jβ, where jβ = E Jβ. As we mentioned in the last
example of Subsection 4.2, ET or the Bergman projective connection is holomorphic. Thus ET
has no contribution to (9.17). The 1-point function jβ (see (8.11) for its formula) has the following
expansion: as z → qk,
jβ(z) = i
(
− βk
z − qk + b
∂ω(qk)
ω(qk)
+E J(qk) ∗ Φ[β − β0] + o(1)
)
.
By the above expansion and (6.9), we find
1
2πi
∮
(qk)
vETβ = λ(βk)v
′(qk)− v(qk)
(
bβk
∂ω(qk)
ω(qk)
+ βkE J(qk) ∗ Φ[β − β0]
)
.
It follows from the KZ equations (8.12) that
P−1β ∂qkPβ =
∂qkEOβ∗ [β − β∗]
EOβ
∗
[β − β∗]
= −bβk ∂ω(qk)
ω(qk)
− βkE J(qk)Φ[β∗ − β0]− βkE J(qk) ∗ Φ[β − β∗]
= −bβk ∂ω(qk)
ω(qk)
− βkE J(qk) ∗ Φ[β − β0],
which completes the proof. 
Definition. We sayXq ∈ Fβ(q) if Xq = X1∗(· · ·∗(Xn∗1q) · · · ) for some fieldsX1, · · ·Xn ∈ Fβ(M∗).
The extended OPE family Fβ(M) is the collection of Fock space strings
{Y = XXq1 · · ·Xqn | X ∈ Fβ(M∗), Xqk ∈ Fβ(qk)}.
Example. Let us compute (Jβ)ql , ql ∈ suppβ in the genus zero case. In terms of w : (M, q∗) →
(Ĉ,∞),
jβ(z) = ib
w′′(z)
w′(z)
− i
∑
k
βk w
′(z)
w(z)− w(qk) .
We have
(Jβ)ql = J(ql) + i
(
b− βl
2
)w′′(ql)
w′(ql)
− i
∑
k 6=l
βk w
′(ql)
w(ql)− w(qk) .
Here, we use ( w′
w − w(q)
)
∗ 1q = lim
z→q
( w′(z)
w(z)− w(q) −
1
z − q
)
=
1
2
w′′(q)
w′(q)
.
We now prove Theorem C.
Proof of Theorem C. Analysis similar to that in the proof of Proposition 9.4 shows that
W+v =
∑
zj∈SX\q
1
2πi
∮
(zj)
v Tβ +
∑
qk∈q
1
2πi
∮
(qk)
v Tβ
62 NAM-GYU KANG AND NIKOLAI G. MAKAROV
in correlations with any tensor product X of Fock space field. Here SX is the set of all nodes of X .
For any tensor product X in the extend OPE family Fβ(M), we have
E
∑
zj∈SX\q
1
2πi
∮
(zj)
v TβX = E
∑
z∈SX\q
L+v (z)X = EP−1β
∑
z∈SX\q
L+v (z)PβX .
It remains to check that for each qk ∈ q,
1
2πi
∮
(qk)
v Tβ = P−1β L+v (qk)Pβ
in correlations with fields in Fβ(M). If (vAβ)∗−1X = L+v X and if (vAβ)∗−1 Yqk = L+v (qk)Yqk , then
(vAβ) ∗−1 (X ∗ Yqk) = L+v (qk)(X ∗ Yqk).
Thus in correlations with fields in Fβ(M), it follows that
1
2πi
∮
(qk)
vAβ = L+v (qk).
Combining this fact with the previous lemma, we find
1
2πi
∮
(qk)
v Tβ = L+v (qk) +
1
2πi
∮
(qk)
vETβ = L+v (qk) + λ(βk)v′(qk) + v(qk)P−1β ∂qkPβ
in correlations with fields in Fβ(M). Since Pβ is a non-random differential of conformal dimension
(λ(βk), λ(βk)) at qk, it follows from Leibniz’s rule that
P−1β L+v (qk)Pβ = L+v (qk) + λ(βk)v′(qk) + v(qk)P−1β ∂qkPβ
in correlations with fields in Fβ(M). 
• Genus zero case. We derive the following version of Ward’s equations on the Riemann sphere.
Proposition 9.10. In the Ĉ-uniformization, for any tensor product Xβ of fields in the extended
OPE family Fβ,
(9.18) ETβ(ξ)Xβ = ETβ(ξ)EXβ +EL+kξXβ,
(
kξ(z) =
1
ξ − z
)
and
(9.19) E ∂Tβ(ξ)Xβ = E ∂Tβ(ξ)EXβ +EL+k˜ξXβ,
(
k˜ξ(z) = − 1
(ξ − z)2
)
.
Proof. By definition of the Ward functional and a simple residue calculus, we find
EW+kξXβ = ETβ(ξ)Xβ .
It follows from Ward’s identity (Theorem C) that
ETβ(ξ)Xβ = EP−1β L+kξPβXβ.
Applying Leibniz’s rule for Lie derivatives to tensor products,
ETβ(ξ)Xβ = (P−1β L+kξPβ)EXβ +EL+kξXβ.
Considering the trivial string X ≡ 1, we have ETβ(ξ) = P−1β L+kξPβ. The second equation (9.19) can
be obtained using the same argument. 
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Example. We now apply this proposition to the previous example. By Wick’s calculus,
EAβ(ξ)Jβ(z) = E
(
A(ξ) + ib∂J(ξ)− jβ(ξ)J(ξ)
)(
J(z) + jβ(z)
)
= ib∂ξE J(ξ)J(z)− jβ(ξ)E J(ξ)J(z)
=
2ib
(ξ − z)3 −
i
(ξ − z)2
∑
k
βk
ξ − qk
in the Ĉ-uniformization. As jβ(z) has no contribution to EAβ(ξ)Jβ(z),
EAβ(ξ)(Jβ)ql =
2ib
(ξ − ql)3 −
i
(ξ − ql)2
∑
k
βk
ξ − qk
=
2ib− iβl
(ξ − ql)3 −
i
(ξ − ql)2
∑
k 6=l
βk
ξ − qk .
From the previous example, we find (jβ)ql is a PS form of order i(b− βl/2) and
(jβ)ql = −i
∑
k 6=j
βk
ql − qk , ∂ql(jβ)ql = i
∑
k 6=j
βk
(ql − qk)2
in the Ĉ-uniformization. Next we compute L+kξ(jβ)ql :
L+kξ(jβ)ql = i
(
b− βl
2
)
k′′ξ (ql) + kξ(ql)∂ql(jβ)ql + k
′
ξ(ql)(jβ)ql +
∑
k 6=l
kξ(qk)∂qk (jβ)qk
=
2ib− iβl
(ξ − ql)3 + i
1
ξ − ql
∑
k 6=j
βk
(ql − qk)2
− i 1
(ξ − ql)2
∑
k 6=j
βk
ql − qk − i
∑
k 6=j
1
ξ − qk
βk
(ql − qk)2
in the Ĉ-uniformization. We now verify (9.18) for Xβ = (Jβ)(ql) :
1
ξ − ql
1
(ql − qk)2 −
1
(ξ − ql)2
1
ql − qk −
1
ξ − qk
1
(ql − qk)2
=− 1
(ξ − ql)2
1
ql − qk +
1
(ql − qk)2
( 1
ξ − ql −
1
ξ − qk
)
=− 1
(ξ − ql)2
1
ql − qk +
1
(ql − qk)(ξ − ql)(ξ − qk)
=− 1
ξ − ql
1
ql − qk
( 1
ξ − ql −
1
ξ − qk
)
= − 1
(ξ − ql)2(ξ − qk) .
• Genus one case. Applying a similar argument as in the genus zero case, we obtain Theorem D.
Example. We consider Xβ = Oβ[τ ] with supp τ ∩ suppβ = ∅. Recall that Ward’s equation (9.7)
without background charge modifications gives rise to the addition theorem (9.14) for Weierstrass
ζ-function. It follows from Wick’s calculus that
E ∂Aβ(ξ)Oβ[τ ]
EOβ[τ ] −
E ∂A(ξ)O[τ ]
EO[τ ] = −b∂
2
ξE J(ξ)Φ[τ ]− i∂ξ(jβ(ξ)E J(ξ)Φ[τ ]).
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On the other hand, we compute the corresponding C-linear part of Lie derivative as
L+vξEOβ[τ ]
EOβ[τ ] −
L+vξEO[τ ]
EO[τ ] = −b
∑
j
τj℘
′(ξ − zj)−
∑
k
℘(ξ − qk)∂qkEOβ[τ ]
EOβ[τ ]
−
∑
j
℘(ξ − zj)
(∂jEOβ[τ ]
EOβ[τ ] −
∂jEO[τ ]
EO[τ ]
)
.
One can check Ward’s equation for Xβ = Oβ[τ ] directly using the KZ equations (8.14), the neutrality
condition (NC0) for τ ,β, and the pseudo-addition theorem (10.3) for ζ.
Example. In this example, we consider Xβ = Jβ(z). Recall that
Jβ = J + jβ, jβ(z) = −i
∑
βk
θ′(z − qk)
θ(z − qk) −
2π
Im τ
∑
βkIm qk
and
E J(ξ)J(z) = −℘(ξ − z)− 2ET, ET = η1 − π
2 Im τ
, η1 = −1
6
θ′′′(0)
θ′(0)
.
It follows from Wick’s calculus that
∂ξEAβ(ξ)Jβ(z) = ib∂
2
ξE J(ξ)J(z)− ∂ξ
(
jβ(ξ)E J(ξ)J(z)
)
= −ib℘′′(ξ − z) + i
∑
βk
(
℘(ξ − qk) + 2η1
)(
℘(ξ − z) + 2ET )
− i
∑
βk
(
ζ(ξ − qk)− 2η1(ξ − qk)
)
℘′(ξ − z)
− 2π
Im τ
(∑
βkIm qk
)
℘′(ξ − z).
We now compute the Lie derivative of PS form jβ of order ib. By the neutrality condition
∑
βk = 0,
Lvξ jβ(z) = ibv′′ξ (z) + vξ(z)j′β(z) + v′ξ(z)jβ(z) +
∑
vξ(qk)∂qkjβ(z)
= −ib℘′′(ξ − z)− ℘(ξ − z)(i∑βk℘(z − qk))
+ ℘′(ξ − z)(− i∑βkζ′(z − qk) + 2iη1βk(z − qk)− 2π
Im τ
∑
βkIm qk
)
+
∑
βk℘(ξ − qk)
(
i℘(z − qk) + 2iη1 − iπ
Im τ
)
.
It follows from Ward’s equation that∑
k
βk
(
℘(ξ − qk)℘(z − qk)−
(
℘(ξ − qk) + ℘(z − qk)
)
℘(ξ − z)
+
(
ζ(ξ − qk)− ζ(z − qk)
)
℘′(ξ − z)
)
= 0.
Using the addition theorem (9.14) for Weierstrass ζ-function and the neutrality condition
∑
k βk = 0,
we rewrite the above identity as ∑
k
βkFξ,z(qk) = 0,
where
Fξ,z(q) = ℘(ξ − q)℘(z − q)−
(
℘(ξ − q) + ℘(z − q))℘(ξ − z)
− 1
2
℘′(ξ − q) + ℘′(z − q)
℘(ξ − q)− ℘(z − q) ℘
′(ξ − z).
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Equivalently,
Fξ,z(q1) = Fξ,z(q2).
Thus we obtain (1.5). However, Fξ,z(q) 6= 0 in general, see (1.9).
10. Eguchi-Ooguri equations and BPZ equations
In this section, we derive Eguchi-Ooguri equations on a torus without resorting to the path integral
formalism. Eguchi-Ooguri equations reveal the remarkable relation between the differential operator
∂τ with respect to the modular parameter τ and the integral operator
∮
a 1 · Aβ within correlations
of fields in the OPE family, where 1 is the constant vector field. Due to Eguchi-Ooguri equations,
the insertion of a stress tensor acts (within correlations of fields in the OPE family) in terms of ∂τ
and the Lie derivative operator along a certain multi-valued vector field.
Certain OPE exponentials have the property of degeneracy at level two or higher. In the genus zero
and genus one cases, we combine the level two/three degeneracy equations with Ward’s equations to
derive Belavin-Polyakov-Zamolodchikov equations (BPZ equations). In [20] we use Cardy’s boundary
version of BPZ equations to relate chordal SLE theory to conformal field theory in a simply connected
domain with two marked boundary points. See [19] for its radial counterpart. We also derive Cardy’s
version of BPZ equations in the genus zero and genus one cases.
10.1. Eguchi-Ooguri equations. We first prove Theorem F in the case b = 0 and β = 0.
Theorem 10.1. For any tensor product X of fields in the OPE family F ,
(10.1)
1
2πi
∮
[0,1]
EA(ξ)X dξ = ∂
∂τ
EX
in the TΛ-uniformization.
Proof. We first show that (10.1) holds for X = Φ(z, z0)Φ(z′, z′0) ({z, z0} ∩ {z′, z′0} = ∅). By Wick’s
calculus and (4.5), we have
EA(ξ)X = −E J(ξ)Φ(z, z0)E J(ξ)Φ(z′, z′0)
and ∮
[0,1]
EA(ξ)X dξ = I + II + 4π2 Im (z − z0) Im (z
′ − z′0)
(Im τ)2
,
where I = Iz,z′ − Iz0,z′ − Iz,z′0 + Iz0,z′0 , II = IIz,z′ − IIz0,z′ − IIz,z′0 + IIz0,z′0 ,
Iz,z′ =
2πi
Im τ
(
Im z
∫ 1
0
θ′(ξ − z′)
θ(ξ − z′) dξ + Im z
′
∫ 1
0
θ′(ξ − z)
θ(ξ − z) dξ
)
,
and
IIz,z′ = −
∫ 1
0
θ′(ξ − z)
θ(ξ − z)
θ′(ξ − z′)
θ(ξ − z′) dξ.
From the periodicity θ(z + 1) = −θ(z), it follows that
Iz,z′ = −2π2 Im (z + z
′)
Im τ
and thus I = 0. To compute II, we use Frobenius-Stickelberger’s pseudo-addition theorem for Weier-
strass ζ-function (see [26, 20.41]),
(10.2)
(
ζ(z1) + ζ(z2) + ζ(z3)
)2
+ ζ′(z1) + ζ
′(z2) + ζ
′(z3) = 0, (z1 + z2 + z3 = 0).
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By (9.13), the above formula can be rewritten in terms of Jacobi θ-function as
(10.3) 2
∑
j<k
θ′(zj)
θ(zj)
θ′(zk)
θ(zk)
+
∑
j
θ′′(zj)
θ(zj)
+ 6η1 = 0, (z1 + z2 + z3 = 0).
Setting z1 = z − ξ, z2 = ξ − z′, z3 = −z + z′, it follows from the above identity that
IIz,z′ =
θ′(z − z′)
θ(z − z′)
∫ 1
0
(
− θ
′(ξ − z)
θ(ξ − z) +
θ′(ξ − z′)
θ(ξ − z′)
)
dξ
− 1
2
θ′′(z − z′)
θ(z − z′) −
1
2
∫ 1
0
θ′′(ξ − z)
θ(ξ − z) dξ −
1
2
∫ 1
0
θ′′(ξ − z′)
θ(ξ − z′) dξ − 6η1.
Again by the periodicity θ(z + 1) = −θ(z), the first integral in the right-hand side of the above is
zero. On the other hand, the last three terms of the above cancel out with the corresponding terms
in −IIz0,z′ − IIz,z′0 + IIz0,z′0 . Thus we have
II = −1
2
(θ′′(z − z′)
θ(z − z′) −
θ′′(z0 − z′)
θ(z0 − z′) −
θ′′(z − z′0)
θ(z − z′0)
+
θ′′(z0 − z′0)
θ(z0 − z′0)
)
.
Differentiating (2.8) with respect to the modular parameter τ, we obtain
2πi
∂
∂τ
E Φ(z, z0)Φ(z
′, z′0) = 4π
2 Im (z − z0) Im (z′ − z′0)
(Im τ)2
(10.4)
− 1
2
(θ′′(z − z′)
θ(z − z′) −
θ′′(z0 − z′)
θ(z0 − z′) −
θ′′(z − z′0)
θ(z − z′0)
+
θ′′(z0 − z′0)
θ(z0 − z′0)
)
.
Here, we use the property of Jacobi-theta function that it satisfies the heat equation,
(10.5) 2πi
∂
∂τ
θ =
1
2
θ′′.
Let W be the collection of (multi-variable) Fock space fields X satisfying (10.1). So far we
have shown that X = Φ(z, z0)Φ(z′, z′0) is in W . Using Wick’s formula, Leibniz’s rule for ∂τ and an
induction argument, it is easy to show that (10.1) holds for X =∏2nj=1 Φ(zj , z′j) (without overlapping
nodes in the tensor products). Of course, there is nothing to prove for X = ∏2n+1j=1 Φ(zj , z′j). Thus
the collection W contains tensor products of the Gaussian free field. It is easy to show that W is
closed under linear combinations over C, differentiations, and OPE products ∗n. For example, if X
is holomorphic and X,Y are in W , then
X(ζ)Y (z) =
∑
Cn(z)(ζ − z)n
and ∮
[0,1]
EA(ξ)X(ζ)Y (z) dξ = 2πi∂τEX(ζ)Y (z).
Term by term integration gives∮
[0,1]
EA(ξ)X(ζ)Y (z) dξ =
∑∮
[0,1]
EA(ξ)Cn(z) dξ(ζ − z)n
and term by term differentiation gives
∂τEX(ζ)Y (z) =
∑
∂τECn(z)(ζ − z)n.
Comparing the coefficients, we conclude the OPE coefficients Cn belong to W . Thus F ⊆ W and
we complete the proof of claim. 
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Example. We present a conformal field theoretic proof for (9.10)
η1 = −1
6
θ′′′(0)
θ′(0)
,
where η1 = ζ(1/2). For X = J(z)J(z), it follows from Wick’s formula that
EA(ξ)X = −E J(ξ)J(z)E J(ξ)J(z) = −
(
℘(ξ − z)− 1
3
θ′′′(0)
θ′(0)
− π
Im τ
) π
Im τ
.
Since ℘ = −ζ′ and ζ(z + 1) = ζ(z) + 2η1, we have∮
[0,1]
EA(ξ)X dξ =
(
2η1 +
1
3
θ′′′(0)
θ′(0)
) π
Im τ
+
( π
Im τ
)2
.
On the other hand, we have
2πi ∂τ EX = −2πi ∂
∂τ
π
Im τ
=
( π
Im τ
)2
.
Now we use Theorem 10.1 to obtain (9.10).
Example. Applying Theorem 10.1 to X = Φ ∗ Φ(z, z0), we give a field theoretic proof for
(10.6) 2πi
∂τθ
′(0)
θ′(0)
= −3η1.
Taking the limits in both sides of (10.4) as z′ → z and z′0 → z0, we have
2πi
∂
∂τ
log
θ(z − z0)
θ′(0)
=
1
2
(θ′′(z − z0)
θ(z − z0) − limz→0
θ′′(z)
θ(z)
)
.
Thus it follows from (10.5) and (9.10) that
2πi
∂
∂τ
θ′(0) =
1
2
θ′′′(0) = −3η1θ′(0).
Example. Integrating the differential equation (9.8) ℘℘′ = 112℘
′′′, we have
(10.7) ℘2 =
1
6
℘′′ + C
for some constant C which of course depends on τ. The Laurent expansion (4.3) of ℘ around z = 0
gives C = 112g2. We now use Theorem 10.1 to derive
(10.8) g2 = 48
(
η21 + πi
∂
∂τ
η1
)
.
By Wick’s calculus,
EA(ξ)T (z) =
1
2
(E J(ξ)J(z))2 =
1
2
(
℘(ξ − z) + 2η1 − π
Im τ
)2
.
We compute ∫ 1
0
℘(ξ − z)2 dξ =
∫ 1
0
1
6
℘′′(ξ − z) + 1
12
g2 ddξ =
1
12
g2
and
(10.9)
∫ 1
0
℘(ξ − z) dξ =
∫ 1
0
−ζ′(ξ − z) dξ = −ζ(1− z) + ζ(−z) = −2η1.
Combining the above, we have∫ 1
0
EA(ξ)T (z) dξ =
1
24
g2 − 2η1
(
2η1 − π
Im τ
)
+
1
2
(
2η1 − π
Im τ
)2
.
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On the other hand, we compute
2πi
∂
∂τ
ET (z) = 2πi
∂
∂τ
(
η1 − π
2 Im τ
)
= 2πi
∂
∂τ
η1 +
π2
2 (Im τ)2
.
By Theorem 10.1, we get
1
24
g2 − 2η21 = 2πi
∂
∂τ
η1.
Example. We consider X = J(z)J(z0) with z 6= z0. Recall that
E J(z)J(z0) = −℘(z − z0)− 2η1 + π
Im τ
.
It follows from (10.8) that
2πi∂τE J(z)J(z0) = −2πi∂τ℘(z − z0)− 1
12
g2 + 4η
2
1 −
π2
(Im τ)2
.
By Wick’s calculus,
EA(ξ)J(z)J(z0) = −E J(ξ)J(z)E J(ξ)J(z0)(10.10)
=− ℘(ξ − z)℘(ξ − z0)−
(
2η1 − π
Im τ
)(
℘(ξ − z) + ℘(ξ − z0)
)
− 4η21 +
4η1π
Im τ
− π
2
(Im τ)2
.
Using (10.1) and (10.9), we have
(10.11)
∫ 1
0
℘(ξ − z)℘(ξ − z0) dξ = 2πi ∂
∂τ
℘(z − z0) + 1
12
g2.
Let us compute
I(z, z0) :=
∫ 1
0
℘(ξ − z)℘(ξ − z0) dξ = ∂z∂z0
∫ 1
0
ζ(ξ − z)ζ(ξ − z0) dξ.
By the pseudo-addition theorem (10.2) for the ζ-function, we have
(10.12)
(
ζ(ξ − z)− ζ(ξ − z0) + ζ(z − z0)
)2
= ℘(ξ − z) + ℘(ξ − z0) + ℘(z − z0).
Taking ∂z∂z0-derivative and then integrating over [0, 1] with respect to ξ,
∂z∂z0ζ(z − z0)2 − 2 I(z, z0)− 4η1∂z∂z0
(
(z − z0)ζ(z − z0)
)
= ∂z∂z0℘(z − z0).
Here, we use ∫ 1
0
(
ζ(ξ − z)− ζ(ξ − z0)
)
dξ(10.13)
=
∫ 1
0
(θ′(ξ − z)
θ(ξ − z) −
θ′(ξ − z0)
θ(ξ − z0) − 2η1(z − z0)
)
dξ = −2η1(z − z0).
By differentiation,
∂z∂z0ζ(z − z0)2 = −2℘(z − z0)2 + 2ζ(z − z0)℘′(z − z0),
∂z∂z0
(
(z − z0)ζ(z − z0)
)
= 2℘(z − z0) + (z − z0)℘′(z − z0),
∂z∂z0℘(z − z0) = −℘′′(z − z0).
Using (10.7) ℘2 = 16℘
′′ + 112g2,
I(z) = 2℘(z)2 + ζ(z)℘′(z)− g2
4
− 2η1(2℘(z) + z℘′(z)).
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Combining (10.11) with the above, we arrive to the following formula
(10.14) 2πi
∂
∂τ
℘(z) = 2℘(z)2 + ζ(z)℘′(z)− g2
3
− 2η1(2℘(z) + z℘′(z)).
We now extend Theorem 10.1 to the case with background charges. (Recall that Tβ = Aβ+ETβ,
where a stress tensor Aβ = A+ ib∂J − jβJ, (jβ = E Jβ) is chosen such that EAβ = 0.)
Theorem 10.2 (Theorem F). For any tensor product Xβ of fields in the OPE family Fβ,
(10.15)
1
2πi
∮
[0,1]
EAβ(ξ)Xβ dξ = ∂
∂τ
EXβ
in the TΛ-uniformization.
Proof. Let us consider the special case β = 0, (b 6= 0). In this case, A0 − A = ib∂J is exact in the
TΛ-uniformization and thus we have
(10.16)
∮
[0,1]
EA0(ξ)X0 dξ =
∮
[0,1]
EA(ξ)X0 dξ = 2πi ∂
∂τ
EX0
for any tensor product X0 of Φ0(zj , z′j). Note that Φ0(zj , z′j) = Φ(zj , z′j) in the TΛ-uniformization.
Using a similar argument in the proof of Theorem 10.1, the above identity holds for any tensor
product X0 of fields in the OPE family F0.
Let us consider the case β 6= 0 with zj /∈ suppβ. We define the correspondence X0 7→ X̂0 by the
formula Φ0[τ ] 7→ Φβ[τ ] and the rules (8.6). We denote by Ê[X0] := EV⊙[β]X0. It is easy to see
that Â0 = Tβ − ET in the TΛ-uniformization and Pβ = C(b)[β] = EO0[β] (up to a multiplicative
constant). Indeed, since Φ0 = Φ, J0 = J, Ĵ = J + jβ in the TΛ-uniformization,
Â0 = −1
2
Ĵ ⊙ Ĵ + ib∂Ĵ = A+ ib∂J − jβJ − 1
2
j2β + ib∂jβ = Aβ +ETβ −ET = Tβ −ET.
By definition, Pβ = C(b)[β] = EOβ∗ [β − β∗]. Here we choose β∗ = 0.
By Theorem B and (10.16), we find∮
[0,1]
ETβ(ξ)Xβ dξ −ET EXβ =
∮
[0,1]
E Â0(ξ)X̂0 dξ
=
1
EO0[β]
∮
[0,1]
EA0(ξ)X0O0[β] dξ
=
2πi
EO0[β]∂τ EX0O0[β] = 2πi
(
∂τEXβ +EXβ ∂τEO0[β]
EO0[β]
)
.
Applying the trivial string Xβ ≡ 1 to the above, we have
(10.17)
1
2πi
∮
[0,1]
ETβ(ξ) dξ −ET = ∂τEO0[β]
EO0[β]
(
=
∂
∂τ
logPβ
)
and we complete the proof. 
Combining (10.17) and (7.7) Zβ = Z Pβ with
2πi
∂
∂τ
logZ(τ) = 2πi
∂
∂τ
log
1√
Im τ |η(τ)2| = η1 −
π
2 Im τ
= ET,
we obtain the following corollary.
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Corollary 10.3. We have
2πi
∂
∂τ
logZβ(τ) =
∮
[0,1]
ETβ(ξ) dξ
in the TΛ-uniformization.
Example. It follows from (6.7), (9.13) and (10.8) that
2πi
∂
∂τ
jβ(z) = 2π
∑
k
βk
∂
∂τ
ζ(z − qk)− ( g2
12
− 4η21)i
∑
k
βkqk(10.18)
+
2π2
(Im τ)2
∑
k
βkIm qk.
By Wick’s calculus, in the TΛ-uniformization,
EAβ(ξ)Jβ(z) = ib∂ξE J(ξ)J(z)− jβ(ξ)E J(ξ)J(z)
= −ib℘′(ξ − z)
+
(
℘(ξ − z) + 2ET )(− i∑
k
βk
θ′(ξ − qk)
θ(ξ − qk) −
2π
Im τ
∑
k
βkIm qk
)
,
where ET = η1 − π/(2 Im τ). Since ℘ is elliptic, the first term in the right-hand side does not
contribute to the integral in (10.15). Due to the quasi-periodicity (9.9) of ζ-function,∫ 1
0
(
℘(ξ − z) + 2ET )(− 2π
Im τ
∑
k
βkIm qk
)
dξ =
2π2
(Im τ)2
∑
k
βkIm qk.
This coincides with the last term of the right-hand side in (10.18). Using the neutrality condition∑
k βk = 0 and the fact that the integral of θ
′(ξ − qk)/θ(ξ − qk) with respect to the ξ-variable over
the cycle [0, 1] is constant,
−2iET
∫ 1
0
∑
k
βk
θ′(ξ − qk)
θ(ξ − qk) dξ = 0.
It follows from (9.13) that
−i
∑
k
βk
∫ 1
0
℘(ξ − z)θ
′(ξ − qk)
θ(ξ − qk) dξ = −i
∑
k
βk
∫ 1
0
℘(ξ − z)ζ(ξ − qk) dξ
− 2η1i
∑
k
βkqk
∫ 1
0
℘(ξ − z) dξ + 2η1i
∑
k
βk
∫ 1
0
ξ ℘(ξ − z) dξ.
Note that the last term of the above vanishes due to the neutrality condition
∑
k βk = 0. By (10.9),
we have
−i
∑
k
βk
∫ 1
0
℘(ξ − z)θ
′(ξ − qk)
θ(ξ − qk) dξ = −i
∑
k
βk
∫ 1
0
℘(ξ − z)ζ(ξ − qk) dξ(10.19)
+ 4η21i
∑
k
βkqk.
Let us compute
J (z, z0) :=
∫ 1
0
℘(ξ − z)ζ(ξ − z0) dξ = ∂z
∫ 1
0
ζ(ξ − z)ζ(ξ − z0) dξ.
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Taking ∂z-derivative of (10.12), letting z0 = qk, and then integrating over [0, 1] with respect to ξ,
J (z, qk) = J (z, z)− ζ(z − qk)℘(z − qk) + 2η1(z − qk)℘(z − qk)
− 2η1ζ(z − qk)− 1
2
℘′(z − qk).
Here we use (10.13) and (10.9). Note that the term J (z, z) is independent of qk, hence does not
contribute to the sum in (10.19). Combining all of the above with the neutrality condition
∑
k βk = 0,
we have
2πi
∑
k
βk
∂
∂τ
ζ(z − qk) =
∑
βkF (z − qk),
where
F (z) = −1
2
℘′(z)− ζ(z)℘(z) + g2
12
z + 2η1
(
z℘(z)− ζ(z)).
It is known that
(10.20) 2πi
∂
∂τ
ζ(z) = F (z).
Differentiating the above with respect to z leads to (10.14).
10.2. Eguchi and Ooguri’s version of Ward’s equations. We now prove Theorem E in the
case b = 0 and β = 0.
Theorem 10.4. For any tensor product X of fields in the OPE family F , we have
EA(ξ)X = L+v˜ξEX + 2πi
∂
∂τ
EX , (v˜ξ(z) = ζ(ξ − z) + 2η1z)
in the TΛ-uniformization.
Proof. Let us consider two vector fields v˜1(z) = z, v˜2ξ(z) = ζ(ξ−z). We remark that these two vector
fields have jump discontinuities across the cycles a = [0, 1], b = [0, τ ]. Consider a parallelogram
D := {z ∈ C | z = x + yτ, x, y ∈ [0, 1]} and its boundary γ1 + γ2 + γ3 + γ4 as a positively oriented
curve,
γ1 = [0, 1], γ2 = [1, 1 + τ ], γ3 = [1 + τ, τ ], γ4 = [τ, 0].
It follows from Green’s formula that
− 1
π
∫
D
∂¯v˜1(z)EA(z)X =
∑ 1
2πi
∮
(zj)
v˜1(z)EA(z)X dz
+
τ
2πi
∫
γ1
EA(z)X dz − 1
2πi
∫
γ2
EA(z)X dz.
We use the periodicity (9.9) of ζ-function and Green’s formula to obtain
− 1
π
∫
D
∂¯v˜2ξ (z)EA(z)X =
∑ 1
2πi
∮
(zj)
v˜2ξ (z)EA(z)X dz
− η2
πi
∫
γ1
EA(z)X dz + η1
πi
∫
γ2
EA(z)X dz.
Taking a suitable linear combination of the above two equations, we have
− 1
π
∫
D
∂¯v˜ξ(z)EA(z)X =
∑ 1
2πi
∮
(zj)
v˜ξ(z)EA(z)X dz
+
η1τ − η2
πi
∫
γ1
EA(z)X dz.
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Note that v˜ξ = v˜
2
ξ + 2η1v˜
1. Since ∂¯v˜ξ = −πδξ, the left-hand side simplifies to EA(ξ)X . The first
term in the right-hand side is identified with L+v˜ξEX . Due to Legendre, η1τ − η2 = πi (e.g. see [4,
p.50]). Theorem 10.1 says that the second term in the right-hand side is 2πi∂τ EX . 
The following corollary first appeared in [12, Eq. (28)].
Corollary 10.5 (Eguchi-Ooguri). If Xj’s are (λj , λ∗j)-differentials in the OPE family F , then in
the TΛ-uniformization
ET (ξ)X = ET (ξ)EX + 2πi ∂
∂τ
EX(10.21)
+
∑
j
(
(ζ(ξ − zj) + 2η1zj)∂j + λj(℘(ξ − zj) + 2η1)
)
EX ,
where X = X1(z1) · · ·Xn(zn).
Example. We consider X = J(z)J(z0) (z 6= z0). Since J is a 1-differential,
Lv˜ξE J(z)J(z0) = ∂z
(
v˜ξ(z)E J(z)J(z0)
)
+ ∂z0
(
v˜ξ(z0)E J(z)J(z0)
)
= −(℘(ξ − z) + ℘(ξ − z0))℘(z − z0)− (ζ(ξ − z)− ζ(ξ − z0))℘′(z − z0)
− (2η1 − π
Im τ
)
(
℘(ξ − z) + ℘(ξ − z0)
)− 4η1℘(z − z0)− 8η21 + 4η1πImπ
− 2η1(z − z0)℘′(z − z0).
It follows from (10.14) and (10.8) that
2πi∂τE J(z)J(z0) = −2℘(z − z0)2 − ζ(z − z0)℘′(z − z0)− g2
4
+ 4η1℘(z − z0) + 2η1(z − z0)℘′(z − z0) + 4η21 −
π2
(Im τ)2
.
By the previous corollary and (10.10), we have
℘(ξ − z)℘(ξ − z0)−
(
℘(ξ − z) + ℘(ξ − z0)
)
℘(z − z0)
− (ζ(ξ − z)− ζ(ξ − z0))℘′(z − z0)
= 2℘(z − z0)2 + ζ(z − z0)℘′(z − z0)− g2
4
.
Using (10.7) ℘2 = 16℘
′′ + 112g2, we rewrite the previous identity as follows:(
℘(ξ − z)− ℘(z − z0)
)(
℘(ξ − z0)− ℘(z − z0)
)− (ζ(ξ − z)− ζ(ξ − z0))℘′(z − z0)
=
1
2
℘′′(z − z0) + ζ(z − z0)℘′(z − z0).
Letting z1 = z − ξ, z2 = ξ − z0, z3 = −z + z0, it follows from the addition theorem (9.14) for
Weierstrass ζ-function that(
℘(z1)− ℘(z3)
)(
℘(z2)− ℘(z3)
)
+
1
2
℘′(z1)− ℘′(z2)
℘(z1)− ℘(z2) ℘
′(z3) =
1
2
℘′′(z3)
if z1 + z2 + z3 = 0. Thus we have (1.9).
We use Theorem 10.2 to extend Theorem 10.4 to Theorem E in the case β 6= 0.
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Theorem 10.6. For any tensor product Xβ of fields in the OPE family Fβ, we have
ETβ(ξ)Xβ = ETβ(ξ)EXβ + L+v˜ξEXβ + 2πi
∂
∂τ
EXβ, (v˜ξ(z) = ζ(ξ − z) + 2η1z)
in the TΛ-uniformization.
Proof. Using the same argument in the proof of Theorem 10.4, we have
− 1
π
∫
D
∂¯v˜ξ(z)EAβ(z)Xβ =
∑
zj∈SXβ\q
1
2πi
∮
(zj)
v˜ξ(z)EAβ(z)Xβ dz
+
∑
qk∈q
1
2πi
∮
(zj)
v˜ξ(z)EAβ(z)Xβ dz +
∫
γ1
EAβ(z)Xβ dz.
Since ∂¯v˜ξ = −πδξ, the left-hand side simplifies to EAβ(ξ)Xβ = ETβ(ξ)Xβ−ETβ(ξ)EXβ . The first
two terms in the right-hand side are identified with L+v˜ξEXβ. By Theorem 10.2, the last term in the
right-hand side is 2πi∂τ EXβ. 
Corollary 10.7. If Xj’s are (λj , λ∗j)-differentials in the extended OPE family Fβ, then in the
TΛ-uniformization
ETβ(ξ)Xβ = ETβ(ξ)EXβ + 2πi ∂
∂τ
EXβ(10.22)
+
∑
j
(
(ζ(ξ − zj) + 2η1zj)∂j + λj(℘(ξ − zj) + 2η1)
)
EXβ
+
∑
k
(ζ(ξ − qk) + 2η1qk)∂qkEXβ,
where Xβ = X1(z1) · · ·Xn(zn).
Example. Consider the PS form Xβ = Jβ(z) of order ib. Then Ward’s equation for Jβ(z) reads as
EAβ(ξ)Jβ(z) = 2πi
∂
∂τ
jβ(z) +
∑
k
(ζ(ξ − qk) + 2η1qk)∂qk jβ(z)
− ib ℘′(ξ − z) + ((ζ(ξ − z) + 2η1z)∂z + (℘(ξ − z) + 2η1))jβ(z).
It follows that∑
k
βk
(1
2
℘′(z − qk) +
(
ζ(z − qk) + ζ(ξ − z)− ζ(ξ − qk)
)(
℘(z − qk)− ℘(ξ − z)
))
= 0.
One can check it directly using the addition theorem (9.14) for Weierstrass ζ-function and the
neutrality condition
∑
k βk = 0.
10.3. Level two degeneracy equations and BPZ equations. Let {Jn} and {Ln} denote the
modes of the current field Jβ and the Virasoro field Tβ in Fβ theory, respectively:
Jn(z) :=
1
2πi
∮
(z)
(ζ − z)nJβ(ζ) dζ, Ln(z) := 1
2πi
∮
(z)
(ζ − z)n+1Tβ(ζ) dζ.
Recall that a field X is called Virasoro primary if X is a differential and if X is in the family Fβ.
It is well known that X in Fβ is Virasoro primary if and only if LnX = LnX¯ = 0 for all n ≥ 1 and
(10.23)
{
L−1X = ∂X,
L−1X¯ = ∂X¯,
{
L0X = λX,
L0X¯ = λ¯∗X¯,
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for some numbers λ and λ∗. (These numbers are called conformal dimensions of X .) See [20,
Proposition 7.5] for this. A Virasoro primary field X is called current primary if JnX = JnX¯ = 0
for all n ≥ 1 and
(10.24) J0X = −iqX, J0X¯ = iq¯∗X¯
for some numbers q and q∗ (These numbers are called charges of X .) It is well known that current
primary fields with specific charges satisfy the level two degeneracy equations.
Proposition 10.8. For a current primary field O in Fβ with charges q, q∗ at z ∈ SO, we have
(10.25)
(
L−2(z) + ηL
2
−1(z)
)O = 0
if 2q(b+ q) = 1 and if η = −1/(2q2).
See [20, Proposition 11.2]) for its proof.
• Genus zero case. We now derive BPZ equations (Belavin-Polyakov-Zamolodchikov equations) on
the Riemann sphere. We remark that in the upper half-plane H with β = 2bδ∞, a different type of
BPZ equations plays an important role in the context of SLE martingales, see [20].
Given b, let a be one of the solutions to the quadratic equation 2x(x+b) = 1 for x and let Oβ(z) ≡
O(a,τ)β (z) := Oβ[a · z + τ ] (τ =
∑
τj · zj, j ≤ 0) with the neutrality condition (NC0) : a+
∑
τj = 0.
Theorem 10.9. If z /∈ suppβ∪ supp τ , then for any tensor product Xβ of fields Xj in Fβ, we have
in the Ĉ-uniformization,
1
2a2
∂2zEOβ(z)Xβ = ETβ(z)EOβ(z)Xβ +E Lˇ+kzOβ(z)Xβ,
where the vector field kz is given by kz(ζ) = 1/(z−ζ) in the identity chart of C and the Lie derivative
operator Lˇ+kz does not apply to the z-variable.
Proof. It follows from Ward’s equations (Proposition 9.10) that
ETβ(ξ)Oβ(z)Xβ = ETβ(ξ)EOβ(z)Xβ
+EL+kξ(z)Oβ(z)Xβ +E Lˇ+kξOβ(z)Xβ.
Note that L+kξ (z)Oβ(z) is the singular part of the operator product expansion of Tβ(ξ) and Oβ(z)
as ξ → z. Subtracting EL+kξ(z)Oβ(z)Xβ from both sides and then taking the limits as ξ → z, we
obtain
ETβ ∗ Oβ(z)Xβ = ETβ(z)EOβ(z)Xβ +E Lˇ+kzOβ(z)Xβ,
where the OPE product is taken with respect to z. Theorem now follows from the level two degen-
eracy equations (10.25) for Oβ . 
Let Zβ = EOβ. The next corollary is immediate from Theorem 10.9 with X ≡ 1.
Corollary 10.10. The functions Zβ satisfy the null vector equations
1
2a2
∂2zZβ = ETβ(z)Zβ + Lˇ+kzZβ.
In the previous corollary, Lˇ+kzZβ reads as
Lˇ+kzZβ =
∑
j
( λj
(z − zj)2 +
∂j
z − zj
)
Zβ +
∑
k
∂qk
z − qkZβ.
We denote
ÊβXβ := EOβ(z)Xβ
EOβ(z) .
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Then we have
(10.26)
∂zEOβ(z)Xβ
EOβ(z) = ∂zÊβXβ +
∂zZβ
Zβ
ÊβXβ
and similar statements hold for zj-derivative and qk-derivative. Also we have
(10.27)
∂2zEOβ(z)Xβ
EOβ(z) = ∂
2
z ÊβXβ + 2
∂zZβ
Zβ
∂zÊβXβ + ∂
2
zZβ
Zβ
ÊβXβ.
Using the above relations to rewrite the BPZ equations in terms of ÊβX and its derivatives, we
arrive to the BPZ-Cardy equations, see the next corollary. We remark that the coefficient of ÊβX
vanishes in consequence of the null vector equations for Zβ.
Corollary 10.11. For any tensor product Xβ of fields in the extended OPE family Fβ,
1
2a2
(
∂2z ÊβXβ + 2
∂zZβ
Zβ
∂zÊβXβ
)
= Lˇ+kz ÊβXβ
in the Ĉ-uniformization.
If Xβ = X1(z1) · · ·Xn(zn), then Lˇ+kz ÊβXβ in the previous corollary reads as
Lˇ+kz ÊβXβ =
∑
j>0
L+kz (zj)ÊβXβ +
(∑
j≤0
∂j
z − zj +
∑
k
∂qk
z − qk
)
ÊβXβ.
• Genus one case. We now prove Theorem G, the BPZ equations in TΛ associated with the level
two degeneracy equations. Let v˜ξ(z) = ζ(ξ − z) + 2η1z. Given b, let a be one of the solutions to the
quadratic equation 2x(x+ b) = 1 for x and let Oβ(z) ≡ O(a,τ )β (z) := Oβ[a ·z+τ ] with the neutrality
condition (NC0).
Proof of Theorem G. It follows from Ward’s equations (1.7) that
ETβ(ξ)Oβ(z)Xβ = ETβ(ξ)EOβ(z)Xβ + 2πi ∂τEOβ(z)Xβ + L+v˜ξEOβ(z)Xβ.
Subtracting Singξ→z ETβ(ξ)Oβ(z)Xβ from both sides and then taking the limit as ξ → z, we find
EL−2(z)Oβ(z)Xβ = ETβ(z)EOβ(z)Xβ + 2πi ∂τEOβ(z)Xβ + Lˇ+v˜zEOβ(z)Xβ
+ lim
ξ→z
(
ζ(ξ − z)− 1
ξ − z + 2η1z
)
∂zEOβ(z)Xβ
+ lim
ξ→z
λ
(
℘(ξ − z)− 1
(ξ − z)2 + 2η1
)
EOβ(z)Xβ.
Theorem is immediate from the level two degeneracy equation for Oβ. 
Let Zβ = EOβ.
Corollary 10.12. The functions Zβ satisfy the null vector equations
1
2a2
∂2zZβ =
(
ETβ(z) + 2πi ∂τ + 2η1z∂z + 2λη1 + Lˇ+v˜z
)
Zβ
in the TΛ-uniformization.
76 NAM-GYU KANG AND NIKOLAI G. MAKAROV
In the previous corollary, Lˇ+v˜zZβ reads as
Lˇ+v˜zZβ =
∑
j
(
ζ(z − zj) + 2η1zj
)
∂jZβ + λj
(
℘(z − zj) + 2η1
)
Zβ
+
∑
k
(
ζ(z − qk) + 2η1qk
)
∂qkZβ.
Example. Let us consider the case β = 0 and Z(z, z0) = EO[a ·z−a ·z0].We verify the null vector
equation for Z :
Z(z, z0) = |θ′(0)|2a2 |θ(z − z0)|−2a2 exp
(
2πa2
(Im(z − z0))2
Im τ
)
.
Let w = z − z0. Differentiating Z with respect to z, we have
(10.28)
∂zZ
Z
= −a2(ζ(w) − 2η1w + 2πi Imw
Im τ
)
.
A further differentiation gives
1
2a2
∂2zZ
Z
=
1
2a2
∂z
∂zZ
Z
+
1
2a2
(∂zZ
Z
)2
=
1
2
℘(w) + η1 − π
2 Im τ
+
a2
2
(
ζ(w)2 + 4η21w
2 − 4π2 (Imw)
2
(Im τ)2
)
− a2
(
2η1wζ(w) − 2πi Imw
Im τ
ζ(w) + 4πη1i w
Imw
Im τ
)
.
Differentiating Z with respect to τ, it follows from (10.5) and (10.6) that
2πi
∂τZ
Z
= 2πia2∂τ
(
log θ′(0)− log θ(w) + 2π
Im τ
(Imw)2
)
= a2
(− 3η1 − 1
2
θ′′(w)
θ(w)
− 2π2 (Imw)
2
(Im τ)2
)
= a2
(− 2η1 − 1
2
ζ2(w) + 2η1wζ(w) +
1
2
℘(w) − 2η21w2 − 2π2
(Imw)2
(Im τ)2
)
.
Using (10.28), we have
2η1
Z
(
z∂z + z0∂z0
)
Z = 2η1a
2
(− wζ(w) + 2η1w2 − 2πiw Imw
Im τ
)
and
ζ(w)
∂z0Z
Z
= a2
(
ζ2(w) − 2η1wζ(w) + 2πi Imw
Im τ
ζ(w)
)
.
Combining all of the above,
1
2a2
∂2zZ
Z
= ET + 2πi
∂τZ
Z
+
2η1
Z
(
z∂z + z0∂z0
)
Z
+ ζ(w)
∂z0Z
Z
+ 2(λ+ λ0)η1 + λ0℘(w).
Example. We consider Z = EO(z, z) with β = 0 and σ = a · z+∑σj · zj . Recall that (see (5.13))
Z = |θ′(0)|a2+
∑
σ2j
∏
j
|θ(z − zj)|2aσj
∏
j<k
|θ(zj − zk)|2σjσke2pi
(Imσ)2
Im τ
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in the TΛ-uniformization. In this example, the null vector equation for Z reads as
1
2a2
∂2zZ
Z
= ET + 2πi
∂τZ
Z
+
2η1
Z
(
z∂z +
∑
zj∂j
)
Z
+
∑
j
ζ(z − zj)∂jZ
Z
+ 2
(
λ+
∑
j
λj
)
η1 +
∑
j
λj℘(z − zj).
One can check it directly using the pseudo-addition theorem (10.2) for the ζ-function.
Corollary 10.13. For any tensor product Xβ of fields in Fβ,
1
2a2
(
∂2z ÊβXβ + 2
∂zZβ
Zβ
∂zÊβXβ
)
=
(
2πi ∂τ + 2η1z∂z + Lˇ+v˜z
)
ÊβXβ
in the TΛ-uniformization.
Proof. By Theorem G, (10.26), and similar equations for τ -derivative and Lie derivative Lˇv˜z , we
have
1
2a2
∂2zEOβ(z)Xβ
EOβ(z) = ETβ(z)ÊβXβ + 2πi
(
∂τ ÊβXβ + ∂τZβ
Zβ
ÊβXβ
)
+ 2η1z
(
∂zÊβXβ + ∂zZβ
Zβ
ÊβXβ
)
+ 2λη1ÊβXβ
+ Lˇ+v˜z ÊβXβ +
Lˇ+v˜zZβ
Zβ
ÊβXβ.
Corollary now follows from (10.27) and the null vector equations (Corollary 10.12) for Zβ. 
If Xβ = X1(z1) · · ·Xn(zn), then Lˇ+kz ÊβXβ in the previous corollary reads as
Lˇ+kz ÊβXβ =
∑
j>0
L+kz (zj)ÊβXβ
+
∑
j≤0
(
ζ(z − zj) + 2η1zj
)
∂jÊβXβ +
∑
k
(
ζ(z − qk) + 2η1qk
)
∂qk ÊβXβ.
10.4. Level three degeneracy equations and BPZ equations. In this subsection, we derive
the level three degeneracy equations for certain current primary fields with specific charges and
combine these with Ward’s equations to obtain certain types of BPZ equations.
Proposition 10.14. Let O := Oβ(z, z) be a current primary field in Fβ with charges q, q∗ at z and
q = 2a, (2a(a+ b) = 1). Then we have
(10.29)
(
L3−1 − 4τL−2L−1 + (4τ2 − 2τ)L−3
)
(z)O = 0,
where τ = 2a2.
Proof. We recall some basic properties (e.g. see Subsections 7.3 and 11.1 in [20]) of Jn ≡ Jn(z) and
Ln ≡ Ln(z) :
(10.30) [Lm, Jn] = −nJm+n + ibm(m+ 1)δm+n,0;
(10.31) [Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n,0;
and
(10.32) Ln = −1
2
∞∑
k=−∞
: J−kJk+n : −ib(n+ 1)Jn,
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where
: JmJn : =
{
JmJn if m ≤ n;
JnJm otherwise.
By (10.32), we find L−1O = −J−1J0O and L0O = − 12J20O− ibJ0O. It follows from (10.23), (10.24),
and the previous finding that
(10.33) ∂zO = L−1O = 2ia J−1O.
Since O is a Virasoro primary field, L−1O = ∂zO by definition, see (10.23). By (10.33), we have
(10.34) L3−1O = L2−1∂O = 2ia L2−1J−1O.
It follows from (10.32), (10.24), and (10.33) that
L−2O = −J−2J0O − 1
2
J2−1O + ibJ−2O = i(2a+ b)J−2O +
i
4a
J−1L−1O.
Using (10.30), the above equation simplifies to
(10.35) L−2O = i(2a+ b)L−1J−1O − i
(
a+
1
4a
)
J−1L−1O.
Again, it follows from (10.32), (10.24), and (10.33) that
L−3O =
(− (J−3J0 + J−2J−1) + 2ibJ−3)O = (2i(a+ b)J−3 + i
2a
J−2L−1
)O.
By (10.30), we find
L−3O = i
2a
(L−1J−2 − J−2L−1)O + i
2a
J−2L−1O(10.36)
=
i
2a
L−1J−2O = i
2a
(L2−1J−1 − L−1J−1L−1)O.
Combining (10.34) – (10.36) with (10.31), we find(
L3−1 − 4τL−1L−2 + (4τ2 + 2τ)L−3
)O
= i
(
2a− 4τ(a+ 1
2a
) + (4τ2 + 2τ)
1
2a
)
L2−1J−1O
+ i
(
4τ(a+
1
4a
)− (4τ2 + 2τ) 1
2a
)
)
L−1J−1L−1O = 0
if τ = 2a2. Proposition now follows from the equation L−3 = [L−1, L−2], see (10.31). 
• Genus zero case. Let Oβ(z) ≡ Oβ(z)(2a,τ) := Oβ[2a · z + τ ] with the neutrality condition (NC0).
We combine the level three degeneracy equations for Oβ(z) with Ward’s equations to derive the
following theorem, a version of BPZ equations on the Riemann sphere.
Theorem 10.15. If z /∈ suppβ ∪ supp τ , then for any tensor product Xβ of fields Xj in Fβ,
1
8a2
∂3z EOβ(z)Xβ =
(
ETβ(z) + Lˇ+kz
)
∂zEOβ(z)Xβ
− (2a2 − 1
2
)
(
E ∂Tβ(z) + Lˇ+k˜z
)
EOβ(z)Xβ
in the Ĉ-uniformization. Here, the vector fields kξ and k˜ξ are given by
kξ(z) =
1
ξ − z , k˜ξ(z) = −
1
(ξ − z)2
in the Ĉ-uniformization and the Lie derivatives operators Lˇ+kz , Lˇ+k˜z do not apply to the z-variable.
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Proof. By Ward’s equations,
E ∂Tβ(ξ)Oβ(z)Xβ = E ∂Tβ(ξ)EOβ(z)Xβ + L+k˜ξEOβ(z)Xβ.
We subtract Singξ→z E ∂Tβ(ξ)Oβ(z)Xβ from both sides and take the limit as ξ → z to obtain
EL−3(z)Oβ(z)Xβ =
(
E ∂Tβ(z) + Lˇ+k˜z
)
EOβ(z)Xβ.
Differentiating (9.18) with respect z,
ETβ(ξ)∂zOβ(z)Xβ = ETβ(ξ)E ∂zOβ(z)Xβ + Lˇ+kξE ∂zOβ(z, z0)Xβ
+ ∂z
( 1
ξ − z ∂z +
λ
(ξ − z)2
)
EOβ(z, z0)Xβ .
After using
Lˇ+kξE ∂zOβ(z, z0)Xβ = ∂zLˇ+kξEOβ(z, z0)Xβ ,
we subtract the singular part, Singξ→z ETβ(ξ)∂zOβ(z, z0)Xβ from both sides and take the limit as
ξ → z. Then we have
L−2(z)L−1(z)EOβ(z, z0)Xβ =
(
ETβ(z) + Lˇ+kz
)
∂zEOβ(z)Xβ.
Theorem now follows from the level three degeneracy equation (10.29) for Oβ. 
Let Zβ = EOβ(z) and ÊβXβ = EOβ(z)Xβ/Zβ.
Corollary 10.16. The functions Zβ satisfy the null vector equations
1
8a2
∂3zZβ =
(
ETβ(z) + Lˇ+kz
)
∂zZβ − (2a2 − 1
2
)
(
E ∂Tβ(z) + Lˇ+k˜z
)
Zβ
in the Ĉ-uniformization.
Corollary 10.17. For any tensor product X of fields in Fβ, we have
1
8a2
(
∂3z ÊβXβ + 3
∂zZβ
Zβ
∂2z ÊβXβ + 3
∂2zZβ
Zβ
∂zÊβXβ
)
=
(
ETβ(z) + Lˇ+kz )∂zÊβXβ − (2a2 −
1
2
)Lˇ+
k˜z
EβXβ
+
Lˇ+kzZβ
Zβ
∂zÊβXβ + ∂zZβ
Zβ
Lˇ+kz ÊβXβ
in the Ĉ-uniformization.
Proof. Differentialting EOβ(z)Xβ/EOβ(z) = ÊβXβ, we have
∂3zEOβ(z)Xβ
EOβ(z) = ∂
3
z ÊβX + 3
∂zZβ
Zβ
∂2z ÊβXβ + 3
∂2zZβ
Zβ
∂zÊβXβ + ∂
3
zZβ
Zβ
ÊβXβ
and
Lˇ+
k˜z
EOβ(z)Xβ
EOβ(z) = Lˇ
+
k˜z
ÊβXβ +
Lˇ+
k˜z
Zβ
Zβ
ÊβXβ.
In addition, we find
Lˇ+kz∂zEOβ(z, z0)Xβ
EOβ(z, z0) = Lˇ
+
kz
∂zÊβXβ +
Lˇ+kzZβ
Zβ
∂zÊβXβ
+
∂zZβ
Zβ
Lˇ+kz ÊβXβ +
Lˇ+kz∂zZβ
Zβ
ÊβXβ.
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Combing all of the above with the BPZ equations for EOβ(z)Xβ and the null vector equations for
Zβ, the assertion follows. 
• Genus one case. We now derive the following version of the BPZ equations for TΛ which comes
from the level three degeneracy equations.
Theorem 10.18. Let Oβ(z) = O(2a,τ)β (z). If z /∈ suppβ ∪ supp τ , then for any tensor product
Xβ = X1(z1) · · ·Xn(zn) of fields Xj in Fβ, we have
1
8a2
∂3z EOβ(z)Xβ
=
(
ETβ(z) + 2πi ∂τ + (2η1z∂z + 2(λ+ 1)η1) + Lˇ+v˜z
)
∂zEOβ(z)Xβ
− (2a2 − 1
2
)
(
E ∂Tβ(z) + Lˇ+vz
)
EOβ(z)Xβ
in the TΛ-uniformization. Here, the vector fields v˜ξ and vξ are given by
v˜ξ(z) = ζ(ξ − z) + 2η1z, vξ(z) = −℘(ξ − z)
in the TΛ-uniformization and the Lie derivatives operators Lˇ+v˜z , Lˇ+vz do not apply to the z-variable.
Proof. It follows from (1.4) in Theorem D that
E ∂Tβ(ξ)Oβ(z)Xβ = E ∂Tβ(ξ)EOβ(z)Xβ + L+vξEOβ(z)Xβ.
Subtracting Singξ→z E ∂Tβ(ξ)Oβ(z)Xβ from both sides and then taking the limit as ξ → z, we find
EL−3(z)Oβ(z)X =
(
E ∂Tβ(z) + Lˇ+vz
)
EOβ(z, z0)X .
By Theorem 10.6, we have
ETβ(ξ)∂zOβ(z)Xβ
= ETβ(ξ)E ∂zOβ(z)Xβ + 2πi ∂τ EOβ(z)Xβ + Lˇ+v˜ξE ∂zOβ(z)Xβ
+
(
(ζ(ξ − z) + 2η1z)∂z + (λ+ 1)(℘(ξ − z) + 2η1)
)
E ∂zOβ(z)Xβ.
Subtracting Singξ→z ETβ(ξ)∂zOβ(z, z0)X from both sides and then taking the limit as ξ → z, we
find
L−2(z)L−1(z)EOβ(z)Xβ = (2η1z∂z + 2(λ+ 1)η1 + Lˇ+v˜z )∂zEOβ(z)Xβ.
Theorem now follows from the level three degeneracy equation (10.29) for Oβ. 
Let Zβ = EOβ(z) and ÊβXβ = EOβ(z)Xβ/Zβ.
Corollary 10.19. The functions Zβ satisfy the null vector equations
1
8a2
∂3z Zβ =
(
ETβ(z) + 2πi ∂τ + 2η1z∂z + 2(λ+ 1)η1 + Lˇ+v˜z
)
∂zZβ
− (2a2 − 1
2
)
(
E ∂Tβ(z) + Lˇ+vz
)
Zβ
in the TΛ-uniformization.
The method of proof of Corollary 10.17 in the genus zero case carries over to the genus one case.
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Corollary 10.20. For any tensor product X of fields in Fβ, we have
1
8a2
(
∂3z ÊβXβ + 3
∂zZβ
Zβ
∂2z ÊβXβ + 3
∂2zZβ
Zβ
∂zÊβXβ
)
=
(
ETβ(z) + 2πi ∂τ + (2η1z∂z + 2(λ+ 1)η1) + Lˇ+v˜z
)
∂zEβXβ
− (2a2 − 1
2
)Lˇ+vzEβXβ
+ 2πi
(∂τZβ
Zβ
∂zÊβXβ + ∂zZβ
Zβ
∂τ ÊβXβ
)
+ 4η1z
∂zZβ
Zβ
∂zÊβXβ
+
Lˇ+v˜zZβ
Zβ
∂zÊβXβ + ∂zZβ
Zβ
Lˇ+v˜z ÊβXβ
in the TΛ-uniformization.
Appendix A. Representation of bipolar Green’s function
The goal of this appendix is to represent bipolar Green’s function on a compact Riemann surface
M in terms of the period matrix τ of M, Riemann’s theta function associated with τ, and the
Abel-Jacobi map A.
A.1. Period matrix and theta function. • Period matrix. LetM be a compact Riemann surface
of genus g ≥ 1. Fix a canonical basis {aj, bj} for the homology H1 = H1(M) with the following
intersection properties: aj · bj = 1 and all other intersection numbers are zero. Let Ω(M) be the
space of all holomorphic 1-differentials on M and let {ωj} be its basis uniquely determined by the
equations ∮
ak
ωj = δjk.
The period matrix τ = {τjk} is defined as
τjk =
∮
bk
ωj .
It is well known that the period matrix is symmetric and its imaginary part is positive definite,
Im τ > 0. See [15, III.2.8].
• Theta function. Let τ be a symmetric g × g matrix with Im τ > 0 (e.g. the period matrix of
a Riemann surface). The theta function Θ(· | τ) associated with τ is the following function of g
complex variables Z = (z1, · · · , zg),
Θ(Z | τ) =
∑
N∈Zg
e2pii(Z·N+
1
2 τN ·N) (Z ∈ Cg).
The theta function is an even entire function on Cg (or a multivalued function on the Jacobi variety,
see the next subsection). It has the following periodicity properties: for N ∈ Zg, we have
Θ(Z +N) = Θ(Z), Θ(Z + τN) = e−2pii(Z·N+
1
2 τN ·N)Θ(Z).
See [15, VI.1.2].
Remark. If g = 1, then Θ = θ3. Its relation to θ1 (which we used previously) is given by
θ1(z) = const e
−piizθ3
(
z +
1− τ
2
)
.
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A.2. Abel-Jacobi map. Let τ be the period matrix ofM (with a fixed canonical basis and therefore
the basis {ωj} of Ω(M)). We consider the lattice Λ = Zg + τZg in Cg associated with the period
matrix τ of M and set
TΛ ≡ TgΛ := Cg/Λ.
It is homeomorphic to a topological torus S1 × · · · × S1 (g times). We also set
Jac(M) := TΛ.
The complex torus Jac(M) is called the Jacobi variety or Jacobian of M. For each p0 ∈M we define
the Abel-Jacobi map by
A ≡ Ap0 :M → Jac(M), p 7→
∫ p
p0
~ω,
where ~ω = (ω1, · · · , ωg). This map is a holomorphic embedding. See [15, III.6.1].
Remarks. (a) Up to a torus translation, the Abel-Jacobi map does not depend on the choice of a
base point p0. Let
A(p) =
∫ p
p0
~ω, A˜(p) =
∫ p
p˜0
~ω.
Since A(p0) = 0, we have
A− A˜ = A(p˜0) = −A˜(p0).
(b) Since Jac(M) is an Abelian group, we can extend the Abel-Jacobi map to the group div(M) of
divisors on M :
A : div(M)→ Jac(M).
By definition, a divisor D on M is the formal finite linear combination
D =
∑
αj · pj , αj ∈ Z, pj ∈M.
The sum degD :=
∑
αj is called the degree of D.
(c) For a meromorphic function f , Abel’s theorem ([15, III.6.3]) says that A(f) = 0. Here, (f) is
the divisor of f :
(f) =
∑
p∈M
ordpf · p,
where ordpf is the multiplicity of p if p is a zero of f and −ordpf is the multiplicity of p if p is
a pole of f.
(d) If ξ is a meromorphic 1-differential, then A(ξ) = −2K, where K is the vector of Riemann
constants, see Subsection A.3.
A divisor D is called integral if D =
∑
αj · pj , αj ≥ 0 and we write D ≥ 0. We denote by
M (k) := divk+(M) the set of integral divisors of degree k on M and set J
(k) = A(M (k)). By Jacobi’s
theorem ([15, III.6.6]), Jac(M) is stratified as
{0} = J (0) ⊂ J (1) ⊂ · · · ⊂ J (g) = Jac(M).
For a non-special divisor D ∈M (g), (see the definition of special divisors in the next subsection)
A :M (g) → Jac(M) is a local homeomorphism at D. See [15, VI.2.5].
We write D1 ≥ D2 if D1 −D2 ≥ 0. For D ∈ div(M), we denote
R(D) = the vector space of meromorphic functions f on M such that
(f) ≥ D or f ≡ 0,
I(D) = the vector space of Abelian differentials ω on M such that
(ω) ≥ D or ω ≡ 0,
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and set r(D) = dimR(D), i(D) = dim I(D). The Riemann-Roch Theorem says that
r(−D) = degD − g + 1 + i(D)
for each divisor D on M.
A.3. Special divisors and the vector of Riemann constants. • Special divisors. By definition,
an integral divisor D of degree g on M is special if i(D) > 0, i.e. if there exists a non-trivial 1-
differential ξ such that (ξ) ≥ D. By the Riemann-Roch Theorem, D is special if and only if there
exists a non-constant meromorphic function f such that (f) +D ≥ 0.
Example. A point p ∈M is called aWeierstrass point if the divisorD = g·p is special. Equivalently,
there exists a meromorphic function f with a single pole at p of order ≤ g; or there is a holomorphic
differential with zero of order ≥ g at p. There are at least 2g+2 and at most g3− g points. See [15,
III.5.11]
• The vector of Riemann constants.
We now introduce the vector Kp0 = (K1, · · · ,Kg) of Riemann constants with a base point p0 :
Kj =
1 + τjj
2
−
∑
k 6=j
∮
ak
ωk(p)
∫ p
p0
ωj.
Recall that ωj ’s are uniquely determined by the equations∮
ak
ωj = δjk
and they form a basis of Ω(M). The vector K of Riemann constants is well-defined as an elements
of TΛ.
Remark. This vector Kp0 depends on the base point p0 :
Kp0 = Kq0 + (g − 1)Aq0(p0).
Thus Ap0 + Kp0 : M (g−1) → TΛ is independent of the choice of p0. Therefore, a base point p0 can
be omitted in the statement of Theorem A.1 below.
A.4. Theta divisor, theta equation, and periodicity of theta function. • Theta divisor. The
zero set Θzero ⊂ TΛ of the theta functions is well defined on the torus TΛ.
Theorem A.1. ([15, VI.3.1]) We have
Θzero = J
(g−1) +K,
i.e. Θ(e) = 0 if and only if there exists D ∈M (g−1) such that
e = A(D) +K.
Note that Θzero does not depend on the choice of a base point p0. See the remark in the previous
subsection.
We say that e ∈ TΛ is singular with respect to p0, and write e ∈ Θsing(p0) if
Θ(A(p)− e) ≡ 0, (p ∈M),
where A has a base point at p0.
Theorem A.2. ([15, VI.3.3]) The following are equivalent:
(a) The point e is singular with respect to p0;
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(b) there exists D in M (g−1) such that the divisor (p0 +D) is special and
e = A(D) +K.
Example. If p0 is a Weierstrass point, then e = K is singular with respect to p0.
• Theta equation. We now describe the location of the zeros of theta function.
Theorem A.3. ([15, VI.2.4]) If e ∈ TΛ is not singular with respect to p0, then the equation
Θ(A(z)− e) = 0, z ∈M
has exactly g solutions zj, and
g∑
j=1
A(zj) = e−K.
Let p, q ∈M,p 6= q. We choose
e ∈ Θzero \ (Θsing(p) ∪Θsing(q)) 6= ∅.
Recall that non-singularity of e means
Θ(A(z)−A(p)− e) 6≡ 0, Θ(A(z)−A(q) − e) 6≡ 0.
Here A :M → TΛ is the Abel-Jacobi map with any fixed base point p0.
Lemma A.4. The “function”
z 7→ Θ(A(z)−A(q)− e)
Θ(A(z)−A(p)− e) , (z ∈M)
has a well-defined (zeros-poles) divisor, which is exactly q − p.
Proof. It follows from Theorem A.3 that the numerator and the denominator of our “function” have
exactly g zeros. Let q +D and p + D˜ be the corresponding divisors. (Note that q is a zero of the
numerator and p is a zero of the denominator.) Then we have
A(q) +A(D) = e+A(q) −K, A(p) +A(D˜) = e+A(p)−K,
and therefore
A(D) = A(D˜).
Let us show that in fact D = D˜. If D 6= D˜, by Abel’s theorem there exists a non-constant meromor-
phic function f on M such that
(f) = D˜ −D ≥ −D.
By the Riemann-Roch theorem, this gives i(D) ≥ 2 and therefore i(q +D) ≥ 1, which means that
the divisor (q +D) is special. By Theorem A.2 we have
Θ(A(z)−A(q +D)−K) ≡ 0.
Since A(q +D) = e+A(q)−K, we arrive to a contradiction. 
• Periodicity of theta function. The following two lemmas follow immediately from the periodicity
of theta function Θ.
Lemma A.5. Let P,Q ∈ Cg. Then the function
Z 7→ FP,Q(Z) = log
∣∣∣Θ(Z −Q)
Θ(Z − P )
∣∣∣− 2π(Im τ)−1Im(P −Q) · ImZ
is Λ-periodic.
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Proof. First, it is obvious that FP,Q(Z +N) = FP,Q(Z). Secondly, we have
FP,Q(Z + τN) = FP,Q(Z) + 2π Im(P −Q) ·N − 2π(Im τ)−1Im(P −Q) · Im τN
= FP,Q(Z).

This function is defined in Cg wherever we don’t have 00 .
Lemma A.6. If P − P˜ ∈ Λ and Q − Q˜ ∈ Λ, then FP,Q − FP˜ ,Q˜ is a constant (which depends on
P,Q, P˜ , and Q˜).
Proof. For P˜ = P − τ ·N, Q˜ = Q− τ · N˜, we have
FP,Q(Z)− FP˜ ,Q˜(Z) = log
∣∣∣Θ(Z − P + τ ·N)
Θ(Z − P )
Θ(Z −Q)
Θ(Z −Q + τ · N˜)
∣∣∣
− 2π(Im τ)−1Im(τ(N − N˜)) · ImZ.
Using the periodicity of Riemann theta function, FP,Q(Z)− FP˜ ,Q˜(Z) simplifies to
CN,N˜ + 2π ImQ · N˜ − 2π ImP ·N
for some constant CN,N˜ depending on N, N˜ . The other cases can be checked similarly. 
If P,Q ∈ TΛ, then we consider FP,Q(·) + R as an equivalence class of functions on TΛ.
A.5. Bipolar Green’s function on a compact Riemann surface. Now we have an explicit
formula for bipolar Green’s function Gp,q on M.
Theorem A.7. If p, q ∈M, and e ∈ TΛ satisfies
e ∈ Θzero \ (Θsing(p) ∪Θsing(q)),
then up to an additive real constant, we have
Gp,q(z) = FA(p)+e,A(q)+e(A(z)).
This theorem now follows from three previous lemmas since the well-defined function Gp,q on M
(up to an additive real constant) is harmonic on M \ {p, q}, and satisfies
Gp,q(z) = log
1
|z − p| +O(1) (z → p),
Gp,q(z) = − log 1|z − q| +O(1) (z → q)
in some/any chart.
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