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Abstract
Recently, a rich variety of the micro-phenomena of the superfluid passing an obstacle has been observed in
the binary mixture of rotating Bose–Einstein condensates (BECs). Among such phenomena, the interaction of
dark–bright solitons is one of the most important issues. In this work we investigate the semi-classical limit for a
coupled system of Gross–Pitaevskii (GP) equations with rotating fields and trap potentials in a two-dimensional
exterior domain, where the superfluid is non-vanishing at infinity. We establish a new Galilean type transformation
and follow the argument of the modulated energy functional (a Lyapunov type functional) in [18, 23] to control the
propagation of mass densities and linear momenta of the solution via a compressible Euler equation with Coriolis
force in a semi-classical regime. Moreover, the effect of the rotating field on the superfluid in the region far away
from the obstacle is precisely described.
Keywords. Rotating Bose–Einstein condensates; Dark–bright solitons; Gross–Pitaevskii equations; Semi-classical limit;
Galilean transformation
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1 Introduction
A wider variety of Gross–Pitaevskii (GP) equations [6, 9, 12, 17] have been broadly used as fundamental models for
describing superfluidity of Bose–Einstein condensates (BECs). In particular, such models can also be used to describe
the micro-phenomena of the superfluid passing an obstacle [3, 7, 8, 10, 15, 27, 28, 33, 34]. Recently, theories in rotating
two-component BECs have stimulated new interest in the coupled system of GP equations with rotating fields and
trap potentials [1, 13, 20, 30]. Hence, based on those physical phenomena and the related mathematical descriptions
in [18, 23, 24, 25], we are interested in the situation that the superfluid is non-vanishing far away from the obstacle.
We consider such models in 2 + 1 dimensional space-time domains. Let Ω := R2 \ K be an exterior domain, where
K represents the obstacle which is a simply connected compact subset of R2. We shall investigate the semi-classical
asymptotics for a coupled system of GP equations with a rotating field A and a trap potential V in [0,∞)× Ω:
i∂tψ

1 = − 12∆,ηA ψ1 + V ψ1 + |ψ1|2ψ1 + γ|ψ2|2ψ1, x ∈ Ω, t > 0,
i∂tψ

2 = − 12∆,ηA ψ2 + V ψ2 + |ψ2|2ψ2 + γ|ψ1|2ψ2, x ∈ Ω, t > 0,
ψk
∣∣
t=0
= ψk,0(x) :=
√
ρk,0(x) exp
(
i
S

k,0(x)
)
, x ∈ Ω,
ρk,0(x)→ ak, and Sk,0(x)→ U∞ · x, as |x| → ∞, t > 0.
(1.1)
On the boundary ∂Ω, following [11] we impose the Neumann boundary conditions as below:
∂ψk
∂~n
∣∣∣∣
∂Ω
= 0, for t > 0, k = 1, 2, (1.2)
where ~n(x) is the unit outward normal vector to ∂Ω at x ∈ ∂Ω.
For the model (1.1), 0 <  1 is a dimensionless parameter scaled by the Planck’s constant ~ ( is usually called
the semi-classical parameter, see [22] for the detailed dimensional formulation), i =
√−1, and ψk ≡ ψk(t, x) ∈ C are
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complex-valued functions defined in 2 + 1 dimensional space-time for k = 1, 2. The rotating field A ≡ A(t, x) ∈ R2 is
a vector-valued function, and the operators ∇,ηA and ∆,ηA are defined by{
∇,ηA := ∇− η(iA),
∆,ηA := ∇,ηA · ∇,ηA = 2∆− 21+η(iA · ∇)− 2η|A|2,
(1.3)
where η ≥ 0, ∇ = (∂x1 , ∂x2), “·” denotes the inner product of vectors, and |A|2 = A · A. Besides, U∞ is a constant
two-vector, and ak ≥ 0, k = 1, 2, γ ≥ 1 are constants. All of those parameters are independent of .
We stress that the initial data ψk,0’s presented in (1.1) come from the concept of the standard Madelung trans-
formation [26], where ρk,0 = |ψk,0|2 is the mass density, and the dimensionless quantity
Sk,0
 (∼ Sk,0~ ) = argψk,0 :=
arctan
=ψk,0
<ψk,0 is the phase function. Here < and = represent the real and imaginary parts, respectively. We will
frequently use these two notations without further comments.
Among the phenomena of two-component BECs, the interaction of dark–bright solitons is one of the most important
(cf. [3, 35]); see also, a survey paper [16] and references therein. Motivated by these investigations, we focus on the
competition of the interaction forces between the dark- and bright-soliton components and illustrate the semi-classical
limit of (1.1) with the boundary condition (1.2). Accordingly, in (1.1) we assume that each mass density ρk,0 is
preserved as a constant ak and
(a1, a2) = (1, 0) or (0, 1). (1.4)
Note also that the superfluid is non-vanishing far away from the obstacle since a1 + a2 6= 0. Furthermore, when far
away from the obstacle, we impose a simplified assumption on the initial data Sk,0 such that both phase functions S

1,0
and S2,0 act as a same constant velocity U
∞. In view of the related physical background, it is expected an interesting
phenomenon for the case that Sk,0(x)
|x|→∞
−−−−−−→ U∞k · x with U∞1 6= U∞2 , however the mathematical rigorous analysis
seems to be of a great challenge. We will make a brief discussion on this issue in Section 4.
The regularity issue for solutions (ψ1, ψ

2) to the system (1.1) with boundary conditions (1.2) depends on the
smoothness of A, V and initial data ψk,0’s. To get sufficient regularity of (ψ

1, ψ

2) so that we can study its asymptotic
limits, for each  > 0 we need to make the following assumptions:
• The initial data ψk,0(x)’s satisfy
ψk,0(x)−
√
ak exp
(
i

U∞ · x
)
∈ H4(Ω;C) ∩ C∞(Ω;C), (1.5)
and are compatible with the Neumann boundary conditions (1.2).
• A ≡ A(t, x) ∈ R2 satisfies
A−A∞ ∈ C2([0,∞);H3(Ω;R2) ∩ C∞(Ω;R2)), (1.6)
A · ~n = 0 on ∂Ω, for t ≥ 0, (1.7)
and the divergence free condition
divA := ∇ ·A = 0 in Ω, for t ≥ 0, (1.8)
where A∞ is a constant two-vector.
• V ≡ V (t, x) ∈ R is a real-valued function satisfying
V − V∞ ∈ C1([0,∞);H2(Ω;R) ∩ C∞(Ω;R)), (1.9)
where V∞ is a scalar constant.
Let us here stress the meaning of the divergence free condition (1.8). Indeed, (1.8) verifies that A = ∇ × ~E can
be expressed as rotation of a vector field ~E. In this situation, ~E is referred to as a vector potential (see, e.g., [31,
Section 7.1.3.3]). In particular, when K is an unit disk centered at the origin, a typical example of rotating field is
introduced as below:
A(t, x = (x1, x2)) =
{
ω0(t)(−x2, x1) in [0,∞)× (BR1 \ K),
ω0(t)A
∞ in [0,∞)× (Ω \BR2),
and A(t, x) is sufficiently smooth in [0,∞) × (BR2 \ BR1) so that (1.6) holds, where ω0(t) − 1 ∈ C2([0,∞)), and BRi
is a disk of radius Ri centered at the origin in R2, i = 1, 2, and 1 R1 < R2. With this definition, it guarantees that
2
A(t, x) is well-defined in R2. Besides, it also satisfies the condition (1.7) and (1.8). Due to [18], it is expected that
the rotation term A will bring in some interesting phenomenon and make the mathematical analysis meaningful and
challenging.
Under the above assumptions, we can apply the argument of the high-order energy estimates proposed in the
Appendix of [23] to the model (1.1) with the boundary conditions (1.2), and get the global existence, uniqueness and
regularity of (ψ1, ψ

2) as follows (see Remark 2.1):
∂jt ∂
α
x
(
ψ1(t, x)−
√
a1e
i
{U∞·x−[ 12 |U∞−ηA∞|2+V∞+(1+(γ−1)a2)]t}
)
∈ L∞([0, T ];H4−2j−|α|(Ω;C)), (1.10)
∂jt ∂
α
x
(
ψ2(t, x)−
√
a2e
i
{U∞·x−[ 12 |U∞−ηA∞|2+V∞+(1+(γ−1)a1)]t}
)
∈ L∞([0, T ];H4−2j−|α|(Ω;C)), (1.11)
for any T <∞ and 0 ≤ 2j + |α| ≤ 4.
Before introducing our main result, we shall trace back to the work [23] for a rigorous mathematical study on a
single GP model which investigates a superfluid passing an obstacle. There they considered the semi-classical limit
(as  ↓ 0) for
i∂tψ
 = −
2
2
∆ψ + (|ψ|2 − 1)ψ, for x ∈ Ω, t > 0, (1.12)
with initial data ψ0(x) =
√
ρ0(x) exp
(
i
S

0(x)
)
and Neumann boundary condition ∂ψ

∂~n = 0 on ∂Ω. Note also that Ω is
an exterior domain in R2. When far away from the obstacle in particular, the mass density ρ0 is non-vanishing, and
the phase function S0 acts as a constant velocity u
∞ so that ψ0(x) − exp
(
i
u
∞ · x) ∈ Hs(Ω) for some s ≥ 3. As a
consequence, for each  > 0, they obtained the existence and uniqueness of solution ψ satisfying
∂jt ∂
α
x
(
ψ(t, x)− e
i

(
u∞·x− |u∞|22 t
))
∈ L∞([0, T ];Hs−2j−|α|(Ω;C)), (1.13)
for any T <∞ and 0 ≤ 2j + |α| ≤ s. Furthermore, by making appropriate assumptions on ρ0 and S0 (see (A1)–(A3)
in [23] for the precise statements), they established the semi-classical limits for the mass density ρ(t, x) := |ψ(t, x)|2
and the linear momenta J(t, x) := ρ(t, x)∇S(t, x) = =(ψ(t, x)∇ψ(t, x)) in the sense that for any T ∈ (0, T ∗),
||ρ − ρ||L2(Ω) + ||J − ρu||L1loc(Ω) → 0 uniformly in [0, T ], (1.14)
where T ∗ is a finite time so that (ρ, u) ∈ ⋂3j=0 Cj([0, T ∗), H3−j(Ω)) uniquely solves the following compressible Euler
equation in local time 
∂tρ+ div(ρu) = 0, x ∈ Ω, t ∈ (0, T ∗),
∂tu+ (u · ∇)u+∇ρ = 0, x ∈ Ω, t ∈ (0, T ∗),
u(0, x) = u0(x), ρ(0, x) = ρ0(x), x ∈ Ω,
(1.15)
with the slip boundary condition u · ~n|∂Ω = 0.
We shall point out that (1.14) and (1.15) are obtained from two major ideas. This is useful for studying the
asymptotics of solutions to the model (1.1). For the first idea, let us review the connection between (1.12) and (1.15)
from the physical framework. In the situation that there is no superfluid at infinity, we may apply the standard
Madelung transformation to (1.12). By separating the real and imaginary parts and introducing u = ∇S, (1.12) is
transformed into a quantum hydrodynamic system (also called the quantum Euler equation){
∂tρ
 + div(ρu) = 0,
∂tu
 + (u · ∇)u +∇ρ = 22 ∇
(
∆
√
ρ√
ρ
)
,
where 
2
2 ∇
(
∆
√
ρ√
ρ
)
is the so-called quantum pressure (see [26]). Due to the Feshbach resonance (see [29]), the quantum
pressure can be neglected as  approaches zero. Consequently, (ρ, u) may formally approximate to (ρ, u) which is
the solution of (1.15) with u∞ = ~0. However, if the superfluid with an initial data ∇S0(x) is non-vanishing at infinity,
the behavior of the superfluid at infinity seems nontrivial as time t goes forward, and this is not easy to determine.
In this case, the Madelung transformation is not enough to describe the exact asymptotics of ∇S(t, x) at infinity. To
get a clear picture on the behavior of ∇S, a crucial ingredient is the Galilean invariance (see [32]). Lin and Zhang in
[23] introduced this concept and used the Galilean transformation G˜u∞ for ψ:
G˜u∞ [ψ(t, x)] := ψ(t, x+ u∞t)e
− i
(
u∞·x+ |u∞|22 t
)
. (1.16)
Denote by φ(t, x) ≡ G˜u∞ [ψ(t, x)], φ then fits the same form as GP equation (1.12). In other words, the GP equation
(1.12) is formally invariant under the Galilean transformation (1.16). This is so-called the Galilean invariance. Note
that under the transformation G˜u∞ , the initial data φ0(x) ≡ G˜u∞ [ψ0(x)] = ψ0(x)e−
i
u
∞·x → 1; i.e., without the
3
velocity effect as |x| → ∞. Furthermore, a standard regularity theorem allows φ(t, x)→ 1 as |x| → ∞, which implies
ψ(t, x) = φ(t, x− u∞t)e
i

(
u∞·x− |u∞|22 t
)
→ e
i

(
u∞·x− |u∞|22 t
)
as |x| → ∞ for t > 0.
The second idea is about controlling the propagation of mass densities ρ and linear momenta J. The rigorous
justification of the convergence for (ρ, J) towarding (ρ, ρu) relies on the suitable convergence of the initial data. The
main approach for this convergence consists of the conservation laws and the so-called modulated energy functional
H(t) =
1
2
∫
Ω
|(∇− iu)ψ|2 dx+ 1
2
∫
Ω
|ρ − ρ|2dx, (1.17)
where the concept of establishing (1.17) comes from the Wigner transform (see [36, 37]) and the energy functional of ψ.
On the other hand, an interesting viewpoint is that using the Madelung transformation ψ(x, t) =
√
ρ(x, t)e
iS(x,t)
 ,
we can rewrite (1.17) as H(t) = 12
∫
Ω
(
2 |∇√ρ|2 + 1ρ |J−ρu|2 + |ρ−ρ|2
)
dx. The authors in [23] showed that H(t)
has some similar behaviors to that of a Lyapunov functional satisfying a Gronwall-type growth estimate, which gives
us an intuition to study the convergence of the differences |ρ − ρ| and |J − ρu| under the appropriate assumptions
on the initial data H(0).
The modulated energy functional (1.17) is particularly a powerful tool on studying the semi-classical limits of GP
models. Later on, Lin and Zhang studied the semi-classical limit of a coupled system of GP equations in a bounded
domain in R2 without the rotating fields and trap potentials (see [24]), while Lee and Lin studied the semi-classical
limit of the same system as in [24] with the rotating fields and trap potentials in a bounded domain (see [18]). In [24]
and [18], analogous to the techniques in [23], the authors established the corresponding modulated energy functionals
and controlled the propagation of the total mass densities and total linear momenta for binary superfluid. Some related
works using the concept of modulated energy functional can be also found in [5, 19, 21, 22] and references therein.
As for [18], we shall consider the model (1.1)–(1.2) with different scales of the rotating field ηA. This leads to
a variety of phenomena that how rotation affects the compressibility of rotating two-component condensates. When
η is taken into consideration, i.e. η > 0, we can remove the rotating field A(t, x) from the limit compressible Euler
equation; i.e., the limit system is given by
∂tρ+ div(ρu) = 0,
∂tu+ (u · ∇)u+∇ρ = −∇V, for x ∈ Ω, t ∈ [0, T∗),
(ρ, u)(0, x) = (ρ0(x), u0(x)), for x ∈ Ω.
Therefore, to observe the effect of rotating field on the system, η must be zero. On the other hand, although the
rotating field A(t, x) brings us the richness of phenomena, it also creates much more challenge for our problem. In order
to deal with the behavior of superfluid at infinity, inspired by [23], we start by creating a new Galilean transformation
Gu,η,∞ introduced in Section 2.1 (cf. (2.1)) for (1.1):
Gu,η,∞
[(
ψ1(t, x)
ψ2(t, x)
)]
:=
(
ψ1(t, x+ u
,η,∞t)e−
i
{U∞·x+[ 12 (|U∞|2−2η|A∞|2)−V∞−(1+(γ−1)a2)]t}
ψ2(t, x+ u
,η,∞t)e−
i
{U∞·x+[ 12 (|U∞|2−2η|A∞|2)−V∞−(1+(γ−1)a1)]t}
)
,
where
u,η,∞ = U∞ − ηA∞. (1.18)
By (1.4) and (2.1), we then reduce the equations of ψ1 and ψ

2 in (1.1) into the system in terms of φ

1 and φ

2
(which are defined in (2.1)). In particular, the resulting equations of φ1 and φ

2 are crucial in our study because
their initial data φk(0, x) = ψ

k,0(x) exp
(− iU∞ · x) → √ak as |x| → ∞, which means that the superfluid has no
velocity effect at infinity. Moreover, because of (1.6), for each t > 0 we have A˜(t, x) − A∞ ∈ H3(Ω;R2) ∩ C∞(Ω;R2)
which is useful for dealing with the operator ∆,η
A˜−A∞ in the whole domain Ω. As a consequence, we can establish the
corresponding conservation laws for energy, mass and linear momentum in Lemma 2.2. We stress that the modified
Galilean transformation and Madelung transformation play a crucial role in deriving the following compressible Euler
equation corresponding to the limit of hydrodynamic equations of (1.1) with η = 0:
∂tρ+ div(ρu) = 0,
∂tu+ (u · ∇)u+ curlA · u⊥ +∇ρ = −∂tA−∇V, for x ∈ Ω, t ∈ [0, T∗),
(ρ, u)(0, x) = (ρ0(x), u0(x)), for x ∈ Ω,
(1.19)
with the slip boundary condition
∂u
∂~n
∣∣∣
∂Ω
= 0, and ρ(t, x)→ 1, u(t, x)→ u∞ as |x| → ∞, (1.20)
4
where
u∞ = U∞ −A∞, (1.21)
i.e., (1.18) with η = 0.
It is well known that the Wigner measure is a standard tool to study the semi-classical limit problem for single
GP equation, especially for dealing the problem in the whole space (see [38]). However, for general coupled system
of GP equations, the Wigner measure would be much more sophisticated and difficult to apply. Fortunately, Brenier
introduced the method of modulated energy (functional) in 2000 (see [2]) which has since become a powerful tool in
studying the singular limit problems of nonlinear PDEs. Motivated by [2, 18, 23], we may construct a modulated
energy functional
H(t) :=
1
2
∫
Ω
2∑
k=1
|(∇,ηA − iu)ψk|2 dx+
∫
Ω
[
1
2
(ρ1 + ρ

2 − ρ)2 + (γ − 1)ρ1ρ2
]
dx (1.22)
=
2
2
∫
Ω
2∑
k=1
∣∣∇√ρk∣∣2 dx+ 12
∫
Ω
2∑
k=1
1
ρk
|Jk − ρku|2 dx+
∫
Ω
[
1
2
(ρ1 + ρ

2 − ρ)2 + (γ − 1)ρ1ρ2
]
dx,
where ρk (respectively, J

k) is the mass density (respectively, linear momenta) of ψ

k:
ρk := |ψk|2, and Jk = (Jk,1, Jk,2) with Jk,j := =(ψk∂,ηAj ψk). (1.23)
It can be viewed as a defect measure in studying weakly convergent sequences of solutions. As mentioned previously,
to see the effect of the rotating field, we shall set η = 0. In our technical analysis, we need the following assumptions
on initial data with respect to :
(A1) 2
∫
Ω
∣∣∣∇√ρk,0(x)∣∣∣2 dx→ 0 as → 0, for k = 1, 2;
(A2) Both
((∇Sk,0(x)−A0(x))− u0(x))√ρk,0(x) and ρ1,0(x) + ρ2,0(x)− ρ0(x) converge to zero in L2(Ω) as → 0;
(A3) (1.4) holds and
∫
Ω
ρ1,0(x)ρ

2,0(x)dx→ 0 as → 0.
Assumptions (A1)–(A3) assert that H(0) → 0 as  → 0+. Moreover, by using the modified Galilean transformation
(2.1), we can prove that H(t) satisfies a Gronwall-type growth estimate, which implies H(t) → 0 as  → 0+ for t in
an interval of considerations. The main result is stated as follows.
Theorem 1.1. Assume γ ≥ 1 and (1.5)–(1.9). For η = 0, let (ψ1(t, x), ψ2(t, x)) be the unique solution of (1.1) with
the Neumann boundary conditions (1.2), and (ρ(t, x), u(t, x)) be the solution of (1.19)–(1.21), where 0 < ρ0 ∈ H3(Ω;R)
and u0 ∈ H3(Ω;R2). Then, under the assumptions (A1)–(A3), there exists a constant T∗ > 0 such that for any T < T∗{
(J1 + J

2 − ρu)(t, x) −→ 0 in L∞
(
[0, T ], L1loc(Ω)
)
,
(ρ1 + ρ

2 − ρ)(t, x) −→ 0 in L∞
(
[0, T ], L2(Ω)
)
,
(1.24)
as → 0, where ρk and Jk = =(ψk∇,ηA ψk) are defined in (1.23). Moreover, if γ > 1, we have
sup
t∈[0,T ]
∫
Ω
ρ1(t, x)ρ

2(t, x)→ 0, as → 0. (1.25)
Remark 1.2. When (1.25) is satisfied, it signifies that there is no or very weak energy transfer between ψ1 and ψ

2
. While, there is strong interaction between the two states when
∫
Ω
ρ1(t, x)ρ

2(t, x) does not uniformly tend to zero in
any finite time interval as  goes to zero.
Remark 1.3. Note that A and V are smooth functions. By the standard methods (see [4, 14, 23]), one may prove
the local well-posedness of (1.19)-(1.21), provided that 0 < ρ0 ∈ H3(Ω;R) and u0 ∈ H3(Ω;R2).
The paper is organized as follows. The general modified Galilean transformation and conservation laws are covered
in Section 2. In Section 3, after the construction of the modulated energy functional, we give the proof of our main
theorem. Finally, we give a concluding remark and pose a future project in Section 4.
2 Modified Galilean transformation and conservation laws
In this section we first introduce a variant of the classical Galilean transformation, then we construct the conservation
laws of energy, mass and linear momentum of (1.1). Without loss of generality, we present our analysis with a1 = 1,
a2 = 0 in the rest of this paper without further mention.
5
2.1 Modified Galilean transformation
Recall that (1.12) is formally invariant under the classical Galilean transformation (1.16). However, due to the
existence of the rotating fields A and the trap potential V , (1.16) is NOT applicable for our system (1.1). This leads
us to find a new form of Galilean transformation which we will present in (2.1). With this general modified Galilean
transformation, we are able to deal with the rotating fields at infinity, and obtain the conservation laws of energy,
mass and linear momentum.
We now define u,η,∞ = U∞ − ηA∞ and the general modified Galilean transformation Gu,η,∞ for the model (1.1)
as follows:
Gu,η,∞
[(
ψ1(t, x)
ψ2(t, x)
)]
(2.1)
:=
(
ψ1(t, x+ u
,η,∞t)e−
i
{U∞·x+[ 12 (|U∞|2−2η|A∞|2)−V∞−(1+(γ−1)a2)]t}
ψ2(t, x+ u
,η,∞t)e−
i
{U∞·x+[ 12 (|U∞|2−2η|A∞|2)−V∞−(1+(γ−1)a1)]t}
)
:=
(
φ1(t, x)
φ2(t, x)
)
,
where A∞ and U∞ are defined before. Moreover, with the choices of a1 and a2 in (2.1), it will give us a clear view of
the connection between φk and ak, k = 1, 2. For convenience, we introduce the following notations:{
M 1 :=
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − [1 + (γ − 1)a2]
M 2 :=
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − [1 + (γ − 1)a1] .
Therefore, we can rewrite Gu,η,∞ in (2.1) as follows:
Gu,η,∞
[(
ψ1(t, x)
ψ2(t, x)
)]
:=
(
ψ1(t, x+ u
,η,∞t)e−
i
{U∞·x+M1 t}
ψ2(t, x+ u
,η,∞t)e−
i
{U∞·x+M2 t}
)
:=
(
φ1(t, x)
φ2(t, x)
)
. (2.2)
By a direct calculation, we have that
∂tφ

1 =
[
∂tψ

1 + u
,η,∞∇ψ1 − i−1M 1ψ1
]
e−i
−1{U∞·x+M1 t} , (2.3)
∇φ1 = (∇ψ1 − i−1U∞ψ1)e−i
−1{U∞·x+M1 t} , (2.4)
∆φ1 = (∆ψ

1 − 2i−1U∞∇ψ1 − −2|U∞|2ψ1)e−i
−1{U∞·x+M1 t} . (2.5)
Since ψ1 satisfies the ψ

1-equation in (1.1), it follows from (2.3)-(2.5) that
i∂tφ

1 = −
1
2
∆,η
A˜−A∞φ

1 − ηu,η,∞(A˜−A∞)φ1
+ (V˜ − V∞)φ1 + (|φ1|2 + |φ2|2 − 1)φ1 + (γ − 1)(|φ2|2 − a2)φ1, (2.6)
where A˜ = A(t, x+ u,η,∞t), V˜ = V (t, x+ u,η,∞t).
Similarly, we can transform the original equation of ψ2 in (1.1) into the following:
i∂tφ

2 = −
1
2
∆,η
A˜−A∞φ

2 − ηu,η,∞(A˜−A∞)φ2
+ (V˜ − V∞)φ2 + (|φ1|2 + |φ2|2 − 1)φ2 + (γ − 1)(|φ1|2 − a1)φ2. (2.7)
Hence we obtain the new system which consists of the two equations (2.6) and (2.7) in terms of φ1 and φ

2 under
the modified Galilean transformation:
i∂tφ

1 = − 12∆,ηA˜−A∞φ1 − ηu,η,∞(A˜−A∞)φ1
+(V˜ − V∞)φ1 + (|φ1|2 + |φ2|2 − 1)φ1 + (γ − 1)(|φ2|2 − a2)φ1,
i∂tφ

2 = − 12∆,ηA˜−A∞φ2 − ηu,η,∞(A˜−A∞)φ2
+(V˜ − V∞)φ2 + (|φ1|2 + |φ2|2 − 1)φ2 + (γ − 1)(|φ1|2 − a1)φ2.
φk(0, x)→
√
ak as |x| → ∞.
(2.8)
Remark 2.1. Since φk(0, x) →
√
ak as |x| → ∞, under assumptions (1.5), (1.6)–(1.8) and (1.9), the standard
high-order energy estimates imply
∂jt ∂
α
x (φ

k(t, x)−
√
ak) ∈ L∞([0, T ];H4−2j−|α|(Ω;C)), k = 1, 2, (2.9)
for any T <∞ and 0 ≤ 2j + |α| ≤ 4. Along with the Galilean transformation (2.1), we get (1.10) and (1.11).
6
2.2 Conservation laws
When domain is bounded, the standard energy functional of (1.1) is defined as follows (see [18]):
E(ψ1, ψ

2) =
1
2
∫
Ω
2∑
k=1
|∇,ηA ψk|2 dx+
∫
Ω
(V + 1)(|ρ1|+ |ρ2|)dx
+
1
2
∫
Ω
(ρ1 + ρ

2 − 1)2 + (γ − 1)
∫
Ω
ρ1ρ

2dx, (2.10)
where ρk = |ψk|2, k = 1, 2. However, when domain is unbounded and either ak 6= 0 or U∞ 6= ~0 holds, (2.10) is not
well-defined, and has to be modified.
Let us define a cut-off function χ(x) ∈ C∞(R2) with
χ(x) =
{
0 for |x| ≤ R,
1 for |x| ≥ 2R, (2.11)
such that ‖∇χ‖L∞(Ω) ≤ 2R , where R is sufficiently large such that Ωc ⊂ BR(0). By using χ(x) defined above, we can
define a new energy functional as below:
E(ψ1, ψ2) =
∫
Ω
2∑
k=1
[
1
2
|∇,ηA ψk|2 + (V + 1)ρk
]
(1− χ)dx+
∫
Ω
2∑
k=1
1
2
|(∇,ηA − iu,η,∞)ψk|2 χdx
+
∫
Ω
2∑
k=1
(V − V∞)ρkχdx+
∫
Ω
1
2
(ρ1 + ρ

2 − 1)2dx+ (γ − 1)
∫
Ω
ρ1ρ

2dx. (2.12)
Here u,η,∞ is defined in (1.18).
Now we present the conservation laws.
Lemma 2.2. Let e(t) := E(ψ1, ψ2), Jk,j := =(ψk∂,ηAj ψk) and Jk = (Jk,1, Jk,2), then the following holds:
(i) Conservation of energy:
d
dt
e(t) = −
∫
Ω
2∑
k,j,l=1
<
[
(∂,ηAj ψ

k∂
,η
Al
ψk)u
,η,∞
l ∂jχ
]
+
2
4
∫
Ω
2∑
k=1
∆(u,η,∞ · ∇χ)ρk
+
∫
Ω
2∑
k=1
[
1
2
|u,η,∞|2 − 1− V∞
]
Jk · ∇χ− η∂tA · Jk(1− χ)
−
∫
Ω
2∑
k=1
η
[
∂tA+ curlA · (u,η,∞)⊥
]
· (Jk − u,η,∞ρk)χ
+
∫
Ω
2∑
k=1
(∂tV )ρ

k +
∫
Ω
2∑
k=1
(∇V · u,η,∞)ρkχ
−
∫
Ω
{
1
2
[
(ρ1 + ρ

2)
2 − 1]+ (γ − 1)ρ1ρ2} · (u,η,∞ · ∇χ) ; (2.13)
(ii) Conservation of mass:
∂tρ

k + divJ

k = 0, for x ∈ Ω, t > 0, k = 1, 2; (2.14)
(iii) Conservation of linear momentum:
2∑
k=1
∂tJ

k,j +
2∑
k,l=1
∂l
[
<(∂,ηAl ψk · ∂
,η
Aj
ψk)
]
− 
2
4
2∑
k=1
∂j(∆ρ

k) +
2∑
k=1
(∂jV )ρ

k
+
1
2
2∑
k=1
∂j |ρk|2 + γ∂j(ρ1ρ2) +
2∑
k=1
η(∂tAj)ρ

k +
2∑
k=1
(−1)jηcurlA · Jk,j∗ = 0, (2.15)
where j∗ = 2 if j = 1, and j∗ = 1 if j = 2.
Proof. (i) For convenience, we rewrite the equations of ψ1, ψ

2 in (1.1) into the following system:{
i∂tψ

1 = − 12∆,ηA ψ1 + V ψ1 + ψ1 + (|ψ1|2 + |ψ2|2 − 1)ψ1 + (γ − 1)|ψ2|2ψ1,
i∂tψ

2 = − 12∆,ηA ψ2 + V ψ2 + ψ2 + (|ψ1|2 + |ψ2|2 − 1)ψ2 + (γ − 1)|ψ1|2ψ2.
(2.16)
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We proceed our proof of part (i) into several steps.
Step 1. Multiply [1− χ(x)] ∂tψ1 to the complex conjugate of the ψ1-equation in (2.16) and [1− χ(x)] ∂tψ1 to the
ψ1-equation in (2.16). Then, summing up the two resulting equations and choosing the real part, we obtain that
− 1
2
∫
Ω
(∆,ηA ψ

1 · ∂tψ1 + ∆,ηA ψ1 · ∂tψ1)(1− χ)
=
1
2
∫
Ω
2(∂t|∇ψ1|2)(1− χ)−
1
2
∫
Ω
2(∇ψ1∂tψ1 +∇ψ1∂tψ1)∇χ
+ 1+η
∫
Ω
[(iA · ∇ψ1)∂tψ1 − (iA · ∇ψ1)∂tψ1](1− χ) + 2η
∫
Ω
|A|2∂tρ1 · (1− χ)
=
1
2
∫
Ω
∂t|∇,ηA ψ1|2(1− χ)− 2
∫
Ω
<(∇ψ1∂tψ1)∇χ
+
1
2
1+η
∫
Ω
iA(∇ψ1∂tψ1 −∇ψ1∂tψ1)(1− χ)
− 1
2
1+η
∫
Ω
i(∂tA)(∇ψ1ψ1 −∇ψ1ψ1)(1− χ)
− 1
2
1+η
∫
Ω
iA[∂t(∇ψ1)ψ1 − ∂t(∇ψ1)ψ1](1− χ)
− 1
2
2η
∫
Ω
(∂t|A|2)|ψ1|2(1− χ), (2.17)
via the integration by parts and the Neumann boundary conditions (1.2).
Since A is divergence-free, i.e. divA=0 for x ∈ Ω and t > 0, we have
(A · ∇ψ1)∂tψ1 = div(Aψ1)∂tψ1. (2.18)
Consequently, we may use integration by parts and A · ~n
∣∣∣
∂Ω
= 0 for t > 0 to get∫
Ω
(A · ∇ψ1)∂tψ1(1− χ) = −
∫
Ω
A · ∇(∂tψ1)ψ1(1− χ) +
∫
Ω
Aψ1∂tψ

1∇χ. (2.19)
Similarly, we have ∫
Ω
(A · ∇ψ1)∂tψ1(1− χ) = −
∫
Ω
A · ψ1∇(∂tψ1)(1− χ) +
∫
Ω
Aψ1∂tψ

1∇χ. (2.20)
Therefore, it follows from (2.17)-(2.20) that
− 1
2
∫
Ω
(∆,ηA ψ

1 · ∂tψ1 + ∆,ηA ψ1 · ∂tψ1)(1− χ)
=
1
2
∫
Ω
2(∂t|∇Aψ1|2)(1− χ)− 2
∫
Ω
<(∇ψ1∂tψ1)∇χ
+ η
∫
Ω
(∂tA)J

1(1− χ) + 1+η
∫
Ω
A=[ψ1∂tψ1]∇χ. (2.21)
Substituting (2.21) into (2.17), we get that
1
2
∫
Ω
2(∂t|∇,ηA ψ1|2)(1− χ)− 2
∫
Ω
<(∇ψ1∂tψ1)∇χ
+ η
∫
Ω
(∂tA)J

1(1− χ) + 1+η
∫
Ω
A=[ψ1∂tψ1]∇χ
+
∫
Ω
∂t [(V + 1)ρ

1)] (1− χ)−
∫
Ω
(∂tV )ρ

1(1− χ)
+
∫
Ω
(ρ1 + ρ

2 − 1)(∂tρ1)(1− χ) + (γ − 1)
∫
Ω
ρ2(∂tρ

1)(1− χ)
= 0. (2.22)
Therefore, we obtain that
1
2
∫
Ω
[
∂t|∇,ηA ψ1|2
]
(1− χ) +
∫
Ω
∂t [(V + 1)ρ

1] (1− χ)
+
∫
Ω
(ρ1 + ρ

2 − 1)(∂tρ1)(1− χ) + (γ − 1)
∫
Ω
ρ2(∂tρ

1)(1− χ)
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= 2
∫
Ω
<(∇ψ1∂tψ1)∇χ− η
∫
Ω
(∂tA)J

1(1− χ)
− 1+η
∫
Ω
A=[ψ1∂tψ1]∇χ+
∫
Ω
(∂tV )ρ

1(1− χ). (2.23)
Similarly, for ψ2 we have
1
2
∫
Ω
[
∂t|∇,ηA ψ2|2
]
(1− χ) +
∫
Ω
∂t [(V + 1)ρ

2] (1− χ)
+
∫
Ω
(ρ1 + ρ

2 − 1)(∂tρ2)(1− χ) + (γ − 1)
∫
Ω
ρ1(∂tρ

2)(1− χ)
= 2
∫
Ω
<(∇ψ2∂tψ2)∇χ− η
∫
Ω
(∂tA)J

2(1− χ)
− 1+η
∫
Ω
A=[ψ2∂tψ2]∇χ+
∫
Ω
(∂tV )ρ

2(1− χ). (2.24)
Adding (2.23) and (2.24) together, we have
d
dt
{
1
2
∫
Ω
2∑
k=1
|∇,ηA ψk|2(1− χ) +
∫
Ω
2∑
k=1
(V + 1)ρk(1− χ)
+
1
2
∫
Ω
(ρ1 + ρ

2 − 1)2(1− χ) + (γ − 1)
∫
Ω
ρ1ρ

2(1− χ)
}
=
∫
Ω
2∑
k=1
2<(∇ψk∂tψk)∇χ−
∫
Ω
2∑
k=1
η(∂tA)J

k(1− χ)
− 1+η
∫
Ω
2∑
k=1
A=[ψk∂tψk]∇χ+
∫
Ω
2∑
k=1
(∂tV )ρ

k(1− χ). (2.25)
Step 2. Analogously to the process in Step 1, we multiply χ(x + u,η,∞t)∂tφ1 to the complex conjugate of (2.6)
and χ(x + u,η,∞t)∂tφ1 to (2.6), respectively. Then, by summing up those resulting equations and choosing the real
part, we have that
d
dt
[
2∑
k=1
∫
Ω
1
2
|∇,η
A˜−A∞φ

k(t, x)|2χ(x+ u,η,∞t) +
2∑
k=1
∫
Ω
(V˜ − V∞)|φk(t, x)|2χ(x+ u,η,∞t)
]
+
d
dt
[∫
Ω
1
2
(|φ1|2 + |φ2|2 − 1)2χ(x+ u,η,∞t) + (γ − 1)
∫
Ω
|φ1|2|φ2|2χ(x+ u,η,∞t)
]
=:
2∑
k=1
11∑
i=1
Ii,k +
1
2
∫
Ω
(|φ1|2 + |φ2|2 − 1)2 · [∇χ(x+ u,η,∞t) · u,η,∞]
+ (γ − 1)
∫
Ω
|φ1|2|φ2|2 · [∇χ(x+ u,η,∞t) · u,η,∞] , (2.26)
where Ii,k’s (i = 1, · · · , 11, k = 1, 2) are defined respectively in the following.
By applying a change of variable y = x+ u,η,∞t and a direct computation, we have that
I1,k : =
2
2
∫
Ω
|∇φk|2 · [∇χ(x+ u,η,∞t) · u,η,∞]
=
1
2
∫
Ω
|∇ψk − iU∞ψk|2 · (∇χ · u,η,∞) . (2.27)
I2,k :=
2η
2
∫
Ω
|A˜−A∞|2|φk|2 · [∇χ(x+ u,η,∞t) · u,η,∞] . (2.28)
I3,k : = −1+η
∫
Ω
(A˜−A∞)=(∇φkφk) · [∇χ(x+ u,η,∞t) · u,η,∞]
= −
∫
Ω
(A−A∞) [η=(∇,ηA ψkψk) + 2ηAρk − ηU∞ρk] (∇χ · u,η,∞)
= −η
∫
Ω
(A−A∞)(Jk − u,η,∞ρk) · (∇χ · u,η,∞)− η
∫
Ω
|A−A∞|2ρk · (∇χ · u,η,∞). (2.29)
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I4,k : = −2
∫
Ω
<(∇φk∂tφk) · ∇χ(x+ u,η,∞t)
= −2
∫
Ω
<{(∇ψk − i−1U∞ψk) · ∇χ
·
[
∂tψk + u
,η,∞∇ψk + i−1
(
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − 1− (γ − 1)ak∗)ψk]} , (2.30)
where k∗ = 1 if k = 2, k∗ = 2 if k = 1.
I5,k : = −1+η
∫
Ω
(∂tA˜)=(∇φkφk) · χ(x+ u,η,∞t)
= −η
∫
Ω
2∑
j=1
(∂tAj + u
,η,∞ · ∇Aj)(Jk − u,η,∞ρk)χ
− 2η
∫
Ω
2∑
j=1
(∂tAj + u
,η,∞ · ∇Aj)(A−A∞)ρkχ. (2.31)
I6,k : = 
1+η
∫
Ω
(A˜−A∞)=(φk∂tφk)∇χ(x+ u,η,∞t)
= 1+η
∫
Ω
(A−A∞)=(ψk∂tψk)∇χ+ η
∫
Ω
(A−A∞)Jk(u,η,∞ · ∇χ)
+ 2η
∫
Ω
(A−A∞)Aρk(u,η,∞ · ∇χ)− η
∫
Ω
[(A−A∞) · ∇χ]Mkρk, (2.32)
where Mk =
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − 1− (γ − 1)ak∗ , with k∗ = 1 if k = 2, k∗ = 2 if k = 1.
I7,k : = 
2η
∫
Ω
(A˜−A∞)(∂tA˜)|φk|2 · χ(x+ u,η,∞t)
= 2η
∫
Ω
2∑
j=1
(A−A∞)(∂tAj + u,η,∞ · ∇Aj)|ψk|2χ. (2.33)
I8,k : =
∫
Ω
(∂tV˜ )|φk|2 · χ(x+ u,η,∞t)
=
∫
Ω
(∂tV + u
,η,∞ · ∇V )|ψk|2 · χ. (2.34)
I9,k : =
∫
Ω
(V˜ − V∞)|φk|2 · [∇χ(x+ u,η,∞t) · u,η,∞]
=
∫
Ω
(V − V∞)|ψk|2 · (∇χ · u,η,∞) . (2.35)
I10,k : = 
η
∫
Ω
(A˜−A∞)(∂t|φk|2) · [χ(x+ u,η,∞t) · u,η,∞]
= 2η
∫
Ω
2∑
k=1
<[u,η,∞ · (A˜−A∞)φk∂tφkχ(x+ u,η,∞t)]
= 2η
∫
Ω
2∑
k=1
<
[
u,η,∞ · (A˜−A∞)[ψk(∂tψk + u,η,∞ · ∇ψk)](t, x+ u,η,∞t)χ(x+ u,η,∞t)
]
= η
∫
Ω
2∑
k=1
u,η,∞ · (A−A∞) [∂t|ψk|2 + u,η,∞ · ∇|ψk|2]χ
= η
∫
Ω
2∑
k=1
∇[u,η,∞ · (A−A∞)χ] · (Jk − u,η,∞ρk), (2.36)
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and
I11,k : = −
∫
Ω
V∞(∂t|φk|2)χ(x+ u,η,∞t)
= −
∫
Ω
2∑
k=1
V∞(∂t|ψk|2 + u∞ · ∇|ψk|2)χ
= −
∫
Ω
2∑
k=1
V∞(Jk − u∞ρk) · ∇χ , (2.37)
where Jk and ρ

k are defined as before.
Moreover, ∫
Ω
1
2
|∇,η
A˜−A∞φ

k(t, x)|2χ(x+ u,η,∞t) =
∫
Ω
1
2
|∇,η
A˜−A∞φ

k(t, x)|2χ(x+ u,η,∞t)
=
∫
Ω
|∇φk − iη(A˜−A∞)φk|2χ(x+ u,η,∞t)
=
∫
Ω
|(∇ψk − i−1U∞ψk)− iη(A−A∞)ψk|2χ
=
∫
Ω
|∇,ηA ψk − iu,η,∞ψk|2χ . (2.38)
Substituting (2.27)-(2.38) into (2.26), it follows that
d
dt
{∫
Ω
2∑
k=1
|(∇,ηA − iu,η,∞)ψk|2χ+
∫
Ω
[
1
2
(ρ1 + ρ

2 − 1)2 + (γ − 1)ρ1ρ2
]
χ+
∫
Ω
2∑
k=1
(V − V∞)|ψk|2χ
}
=
1
2
∫
Ω
2∑
k=1
|(∇− iU∞)ψk|2 · (u,η,∞ · ∇χ)− 
2η
2
∫
Ω
2∑
k=1
|A−A∞|2ρk · (u,η,∞ · ∇χ)
− η
∫
Ω
2∑
k=1
(A−A∞)(Jk − u,η,∞ρk) · (u,η,∞ · ∇χ)− 2
∫
Ω
2∑
k=1
<[(∇− i−1U∞)ψk · ∇χ∂tψk]
− 2
∫
Ω
2∑
k=1
<
{
(∇ψk − i−1U∞ψk) · ∇χ
[
u,η,∞ · ∇ψk + i−1
(
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − 1− (γ − 1)ak∗
)
ψk
]}
−η
∫
Ω
2∑
k,j=1
(∂tAj + u
,η,∞∇Aj) · (Jk − u,η,∞ρk)χ︸ ︷︷ ︸
=:I12
−2η
∫
Ω
2∑
k,j=1
(∂tAj + u
,η,∞∇Aj) · (A−A∞)ρkχ
+ 1+η
∫
Ω
2∑
k=1
(A−A∞)=(ψk∂tψk) · ∇χ
+ η
∫
Ω
2∑
k=1
(A−A∞)
[
u,η,∞Jk + 
ηu,η,∞Aρk −
(
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − 1− (γ − 1)ak∗
)
ρk
]
· ∇χ
+ 2η
∫
Ω
2∑
k,j=1
(∂tAj + u
,η,∞∇Aj) · (A−A∞)ρkχ+
∫
Ω
2∑
k=1
(∂tV + u
,η,∞∇V ) ρkχ
+
∫
Ω
2∑
k=1
(V − V∞)ρk(u,η,∞ · ∇χ) + 1
2
∫
Ω
(ρ1 + ρ

2 − 1)2(u,η,∞ · ∇χ)
+ (γ − 1)
∫
Ω
ρ1ρ

2(u
,η,∞ · ∇χ) + η
∫
Ω
2∑
k,j=1
∂j [u
,η,∞(A−A∞)χ](Jk − u,η,∞ρk)︸ ︷︷ ︸
=:I13
−
∫
Ω
2∑
k=1
V∞(Jk − u∞ρk) · ∇χ . (2.39)
Therefore,
I12 + I13 = −η
∫
Ω
2∑
k=1
(∂tA) · (Jk − u,η,∞ρk)χ
− η
∫
Ω
2∑
k=1
curlA(u,η,∞)⊥(Jk − u,η,∞ρk)χ
+ η
∫
Ω
2∑
k=1
u,η,∞(A−A∞)(Jk − u,η,∞ρk)∇χ, (2.40)
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since ∂jA−∇Aj = (−1)j∗curlA · ej∗ , where {e1, e2} is the standard basis of R2, and j∗ = 2 if j = 1, j∗ = 1 if j = 2.
Substituting (2.40) into (2.39) and with direct computation, we get that
d
dt
{∫
Ω
2∑
k=1
|(∇,ηA − iu,η,∞)ψk|2χ+
∫
Ω
[
1
2
(ρ1 + ρ

2 − 1)2 + (γ − 1)ρ1ρ2
]
χ+
∫
Ω
2∑
k=1
(V − V∞)|ψk|2χ
}
=
1
2
∫
Ω
2∑
k=1
|(∇− iU∞)ψk|2 · (u,η,∞ · ∇χ)︸ ︷︷ ︸
=:I14
−2
∫
Ω
2∑
k=1
<[(∇− i−1U∞)ψk · ∇χ∂tψk]︸ ︷︷ ︸
=:I15
−2
∫
Ω
2∑
k=1
<
{
(∇ψk − i−1U∞ψk) · ∇χ
[
u,η,∞ · ∇ψk + i−1
(
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − 1− (γ − 1)ak∗
)
ψk
]}
︸ ︷︷ ︸
=:I16
− η
∫
Ω
2∑
k=1
{[
∂tA+ curlA · (u,η,∞)⊥
]
χ− u,η,∞ · (A−A∞)∇χ
}
(Jk − u,η,∞ρk)
+ η
∫
Ω
2∑
k=1
(A−A∞)
{
u,η,∞Jk +
[
ηu,η,∞(A−A∞)− 1
2
|u,η,∞|2 + V∞ + 1 + (γ − 1)ak∗
]
ρk
}
· ∇χ
− η
∫
Ω
2∑
k=1
(A−A∞)
[
Jk − u,η,∞ρk + 
η
2
(A−A∞)ρk
]
(u,η,∞ · ∇χ)
−1+η
∫
Ω
2∑
k=1
(A−A∞)=(ψk∂tψk) · ∇χ︸ ︷︷ ︸
=:I17
+
∫
Ω
2∑
k=1
(∂tV + u
,η,∞∇V ) ρkχ
+
∫
Ω
2∑
k=1
(V − V∞)ρk(u,η,∞ · ∇χ) + 1
2
∫
Ω
(ρ1 + ρ

2 − 1)2(u,η,∞ · ∇χ)
+ (γ − 1)
∫
Ω
ρ1ρ

2(u
,η,∞ · ∇χ)−
∫
Ω
2∑
k=1
V∞(Jk − u∞ρk) · ∇χ . (2.41)
Then we have
I14 =
2
2
∫
Ω
2∑
k=1
|∇ψk|2u,η,∞ · ∇χ−
∫
Ω
2∑
k=1
U∞ ·
[
Jk +
(
−1
2
U∞ + ηA
)
ρk
]
(u,η,∞ · ∇χ), (2.42)
and
I16 = −2
∫
Ω
2∑
k=1
<[(∇ψk · ∇χ)u,η,∞ · ∇ψk] +
∫
Ω
2∑
k=1
(U∞ · ∇χ)u,η,∞ · (Jk + ηAρk)
+
∫
Ω
2∑
k=1
[
1
2
(|U∞|2 − 2η|A∞|2)− V∞ − 1− (γ − 1)ak∗
]
[Jk − u,η,∞ρk + η(A−A∞)ρk] · ∇χ . (2.43)
By (2.16), we have that
I15 + I17 = −2
∫
Ω
2∑
k=1
<[∇ψk · ∇χ∂tψk]− 1+η
∫
Ω
2∑
k=1
=(A · ∇χψk∂tψk)
− 
2
2
∫
Ω
2∑
k=1
|∇ψk|2u,η,∞ · ∇χ+
2
4
∫
Ω
2∑
k=1
∆(u,η,∞ · ∇χ)ρk
+ η
∫
Ω
2∑
k=1
(u,η,∞ · ∇χ)A ·
[
Jk +
η
2
Aρk
]
−
∫
Ω
2∑
k=1
V ρk(u
,η,∞ · ∇χ)
−
∫
Ω
2∑
k=1
(u,η,∞ · ∇χ) (|ρ1|2 + |ρ2|2 + 2γρ1ρ2) . (2.44)
Step 3. We observe that
−
∫
Ω
2∑
k=1
U∞ ·
[
Jk +
(
−1
2
U∞ + ηA
)
ρk
]
(u,η,∞ · ∇χ) + η
∫
Ω
2∑
k=1
(u,η,∞ · ∇χ)A ·
[
Jk +
η
2
Aρk
]
− η
∫
Ω
2∑
k=1
(A−A∞)
[
Jk − u,η,∞ρk +
η
2
(A−A∞)ρk
]
(u,η,∞ · ∇χ)
= −
∫
Ω
2∑
k=1
u,η,∞ ·
[
Jk −
1
2
u,η,∞ρk
]
(u,η,∞ · ∇χ). (2.45)
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Consequently, by (2.41)-(2.45), we get that
d
dt
e(t) = −2
∫
Ω
2∑
k=1
<[(∇ψk · ∇χ)u,η,∞ · ∇ψk] +
2
4
∫
Ω
2∑
k=1
∆(u,η,∞ · ∇χ)ρk
+
∫
Ω
2∑
k=1
[η(A · ∇χ)u,η,∞ · (Jk + ηAρk)]
+
∫
Ω
2∑
k=1
[
ηu,η,∞A+
1
2
|u,η,∞|2 − 1− (γ − 1)ak∗
]
Jk · ∇χ
− η
∫
Ω
2∑
k=1
∂tA · Jk(1− χ) +
[
∂tA+ curlA · (u,η,∞)⊥
]
· (Jk − u,η,∞ρk)χ
−
∫
Ω
2∑
k=1
V∞Jk · ∇χ+
∫
Ω
2∑
k=1
(∂tV )ρ

k +
∫
Ω
2∑
k=1
(∇V · u,η,∞)ρkχ
−
∫
Ω
{
1
2
[
(ρ1 + ρ

2)
2 − 1]+ (γ − 1)ρ1ρ2} · (u,η,∞ · ∇χ). (2.46)
In addition, by a direct calculation, it yields that
−2
∫
Ω
2∑
k=1
<[(∇ψk · ∇χ)u,η,∞ · ∇ψk] = −
∫
Ω
2∑
k,j,l=1
<
[
(∂,ηAj ψ

k∂
,η
Al
ψk)u
,η,∞
l ∂jχ
]
− η
∫
Ω
2∑
k=1
[(Jk · u,η,∞)A+ (A · u,η,∞)(Jk + ηAρk)] · ∇χ. (2.47)
Combining (2.25), (2.46) and (2.47), we obtain that
d
dt
e(t) = −
∫
Ω
2∑
k,j,l=1
<
[
(∂,ηAj ψ

k∂
,η
Al
ψk)u
,η,∞
l ∂jχ
]
+
2
4
∫
Ω
2∑
k=1
∆(u,η,∞ · ∇χ)ρk
+
∫
Ω
2∑
k=1
[
1
2
|u,η,∞|2 − 1− (γ − 1)ak∗ − V∞
]
Jk · ∇χ− η∂tA · Jk(1− χ)
− η
∫
Ω
2∑
k=1
[
∂tA+ curlA · (u,η,∞)⊥
]
· (Jk − u,η,∞ρk)χ
+
∫
Ω
2∑
k=1
(∂tV )ρ

k +
∫
Ω
2∑
k=1
(∇V · u,η,∞)ρkχ
−
∫
Ω
{
1
2
[
(ρ1 + ρ

2)
2 − 1]+ (γ − 1)ρ1ρ2} · (u,η,∞ · ∇χ),
which gives us the desired identity of part (i).
(ii) The proof of this part is similar to the one in [18], we skip it here.
(iii) The proof is similar to the approach in [18] when α = 0. Multiplying ∂,ηAj ψ

1 to the complex conjugate of
ψ1-equation in (2.16), we then have that
− i∂tψ1 · ∂,ηAj ψ1 = −
1
2
∆,ηA ψ

1 · ∂,ηAj ψ1 + V ψ1 · ∂
,η
Aj
ψ1 + ψ

1 · ∂,ηAj ψ1
+ (|ψ1|2 + |ψ2|2 − 1)ψ1 · ∂,ηAj ψ1 + (γ − 1)|ψ2|2ψ1 · ∂
,η
Aj
ψ1.
On the other hand, taking ∂,ηAj on the ψ

1-equation in (2.16) and multiplying the resulting equation by ψ

1, we
obtain that
iψ1∂
,η
Aj
(∂tψ

1) = −
1
2
ψ1∂
,η
Aj
(∆,ηA ψ

1) + ψ

1∂
,η
Aj
(V ψ1) + ψ

1(∂
,η
Aj
ψ1)
+ ψ1∂
,η
Aj
[(|ψ1|2 + |ψ2|2 − 1)ψ1] + (γ − 1)ψ1∂,ηAj (|ψ2|2ψ1).
Adding the above two identities together and choosing the real part of the resulting equation, it follows that
∂tJ

1,j +
1
2
−1<[∆,ηA ψ1 · ∂,ηAj ψ1 − ψ1∂
,η
Aj
(∆,ηA ψ

1)]
+ (∂jV )ρ

1 +
1
2
∂j |ρ1|2 + γρ1(∂jρ2) + (∂tAj)ρ1 = 0. (2.48)
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Applying Claim 1 in the proof of Lemma 2.1 in [18] with α = 0, it yields that
−1<[∆,ηA ψ1 · ∂,ηAj ψ1 − ψ1∂
,η
Aj
(∆,ηA ψ

1)]
= 2
2∑
l=1
∂l<[∂,ηAl ψ1 · ∂
,η
Aj
ψ1]−
2
2
∂j(∆ρ

1) + 2(−1)jcurlA · J1,j∗ , (2.49)
where j∗ = 2 if j = 1, and j∗ = 1 if j = 2. Substituting (2.49) into (2.48), we get that
∂tJ

1,j +
2∑
l=1
∂l
[
<(∂,ηAl ψ1 · ∂
,η
Aj
ψ1)
]
− 
2
4
∂j(∆ρ

1)
+ (−1)jcurlA · J1,j∗ + (∂jV )ρ1 +
1
2
∂j |ρ1|2 + γρ1∂jρ2 + (∂tAj)ρ1 = 0.
Similarly, we have the analogous identity for ψ2
∂tJ

2,j +
2∑
l=1
∂l
[
<(∂,ηAl ψ2 · ∂
,η
Aj
ψ2)
]
− 
2
4
∂j(∆ρ

2)
+ (−1)jcurlA · J2,j∗ + (∂jV )ρ2 +
1
2
∂j |ρ2|2 + γρ2∂jρ1 + (∂tAj)ρ2 = 0.
Adding the above two identities together, we have that
2∑
k=1
∂tJ

k,j +
2∑
k,l=1
∂l
[
<(∂,ηAl ψk · ∂
,η
Aj
ψk)
]
− 
2
4
2∑
k=1
∂j(∆ρ

k) +
2∑
k=1
(∂jV )ρ

k
+
1
2
2∑
k=1
∂j |ρk|2 + γ∂j(ρ1ρ2) +
2∑
k=1
(∂tAj)ρ

k +
2∑
k=1
(−1)jcurlA · Jk,j∗ = 0. (2.50)
The proof is complete.
3 Proof of Theorem 1.1
In this section, we introduce the modulated energy functional (1.22) as we mentioned before, which will be called the
H-function. (ψ1, ψ

2) is the solution for the system (1.1) with the Neumann boundary condition (1.2), and (ρ, u) is the
solution of (1.19)-(1.20), respectively. We can also rewrite H-function (1.22) as below:
H(t) =
2
2
∫
Ω
2∑
k=1
∣∣∇√ρk∣∣2 dx+ 12
∫
Ω
2∑
k=1
1
ρk
|Jk − ρku|2 dx+
∫
Ω
[
1
2
(ρ1 + ρ

2 − ρ)2 + (γ − 1)ρ1ρ2
]
dx, (3.1)
which gives us a clear view of that how the H-function controls the propagation of densities and linear momenta under
the effect of rotating fields and trap potentials.
With the cut-off function χ defined in (2.11) and setting R ≥ R0, it is obvious that
H(t) = e(t)−
∫
Ω
2∑
k=1
[(V + 1)(1− χ) + (V − V∞)χ]ρk −
∫
Ω
2∑
k=1
(u− u,η,∞χ)(Jk − u,η,∞ρk)
+
1
2
∫
Ω
2∑
k=1
(|u|2 − 2u · u,η,∞ + |u,η,∞|2χ)ρk +
∫
Ω
{
1
2
(ρ− 1)2 −
2∑
k=1
(ρk − ak)(ρ− 1)
}
. (3.2)
Now we may use Lemma 2.2 to calculate the time derivative of (3.2) term by term.
− d
dt
∫
Ω
2∑
k=1
[(V + 1)(1− χ) + (V − V∞)χ]ρk
= −
∫
Ω
2∑
k=1
{
ρk(∂tV ) + [(V + 1)(1− χ) + (V − V∞)χ] ∂tρk
}
= −
∫
Ω
2∑
k=1
{
ρk(∂tV ) + J

k · ∇V − (V∞ + 1)Jk · ∇χ
}
. (3.3)
Here we used the integration by parts and the Neumann boundary conditions (1.2).
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By (2.14)-(2.15) and the Neumann boundary conditions (1.2), then integrating by parts, we have the following
− d
dt
∫
Ω
2∑
k=1
(u− u,η,∞χ)(Jk − u,η,∞ρk)
= −
∫
Ω
2∑
k=1
(∂tu)(J

k − u,η,∞ρk)−
∫
Ω
2∑
k=1
(u− u,η,∞χ)(∂tJk − u,η,∞∂tρk)
= −
∫
Ω
2∑
k=1
(∂tu)(J

k − u,η,∞ρk) +
∫
Ω
2∑
j,k=1
(uj − u,η,∞j χ)
{
2∑
l=1
∂l<(∂,ηAl ψk∂
,η
Aj
ψk)
− 
2
4
∂j(∆ρ

k) + ∂j
[
1
2
(ρ1 + ρ

2)
2 + (γ − 1)ρ1ρ2
]
+ ρk∂jV
+ ρk∂tAj + (−1)jcurlA · Jk,j∗ − u,η,∞j divJk
}
= −
∫
Ω
2∑
k=1
(∂tu)(J

k − u,η,∞ρk)−
∫
Ω
2∑
j,k,l=1
∂l(uj − u,η,∞j χ)
[
<(∂,ηAl ψk∂
,η
Aj
ψk)− u,η,∞j Jk,l
]
− 
2
4
∫
Ω
2∑
k=1
∇div(u− u,η,∞χ) · ∇ρk
−
∫
Ω
div(u− u,η,∞χ)
[
(ρ1 + ρ

2)
2 − 1
2
+ (γ − 1)ρ1ρ2
]
+
∫
Ω
2∑
k=1
(u− u,η,∞χ)(∇V + ∂tA)ρk −
∫
Ω
2∑
k=1
curlA(u− u,η,∞χ)⊥ · Jk. (3.4)
Moreover, as the calculation in [24], we have
1
2
d
dt
∫
Ω
2∑
k=1
(|u|2 − 2u · u,η,∞ + |u,η,∞|2χ)ρk
=
1
2
∫
Ω
2∑
k=1
Jk · ∇(|u|2 − 2u · u,η,∞ + |u,η,∞|2χ) +
∫
Ω
2∑
k=1
ρk(u− u,η,∞)∂tu, (3.5)
and
d
dt
∫
Ω
{
1
2
(ρ− 1)2 −
2∑
k=1
(ρk − ak)(ρ− 1)
}
= −1
2
∫
Ω
(ρ2 − 1)divu+
∫
Ω
2∑
k=1
∇ρ · (ρku− Jk) +
∫
Ω
[
ρ(ρ1 + ρ

2)− 1
]
divu. (3.6)
Combining (2.13) and (3.2)-(3.6), we have that
d
dt
H(t) = −
∫
Ω
2∑
j,k,l=1
∂luj<
(
∂,ηAj ψ

k∂
,η
Al
ψk
)
+ 2
∫
Ω
2∑
k=1
(u · ∇u)Jk −
∫
Ω
2∑
k=1
(u · ∇u) · uρk
− 2
∫
Ω
2∑
k=1
(u · ∇u)Jk +
∫
Ω
2∑
k=1
(u · ∇u) · uρk +
∫
Ω
2∑
k=1
[
(∇u · u,η,∞)Jk − |u,η,∞|2 · ∇χ · Jk
]
− 
2
4
∫
Ω
2∑
k=1
(∇divu)∇ρk −
∫
Ω
1
2
(ρ1 + ρ

2 − ρ)2(divu)
− (γ − 1)
∫
Ω
2∑
k=1
ρ1ρ

2(divu) +
∫
Ω
2∑
k=1
|u,η,∞|2(Jk · ∇χ)
+
∫
Ω
2∑
k=1
[
∂tA+ curlA · u⊥
]
(uρk − Jk) +
∫
Ω
2∑
k=1
(∂tu+∇V +∇ρ)(uρk − Jk)
+
∫
Ω
2∑
k=1
(u · ∇u)Jk −
∫
Ω
2∑
k=1
(∇u · u,η,∞)Jk
= −
∫
Ω
2∑
j,k,l=1
(∂luj)<
[
(∂,ηAj ψ

k − iujψk)(∂,ηAl ψk − iulψk)
]
− 
2
4
∫
Ω
2∑
k=1
(∇divu)∇ρk
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−
∫
Ω
1
2
(ρ1 + ρ

2 − ρ)2(divu)− (γ − 1)
∫
Ω
2∑
k=1
ρ1ρ

2(divu), (3.7)
since u · u⊥ = 0 and (1.19), i.e.,
d
dt
H(t) = −
∫
Ω
2∑
j,k,l=1
(∂luj)<
[
(∂,ηAj ψ

k − iujψk)(∂,ηAl ψk − iulψk)
]
− 
2
4
∫
Ω
2∑
k=1
(∇divu)∇ρk
−
∫
Ω
1
2
(ρ1 + ρ

2 − ρ)2(divu)− (γ − 1)
∫
Ω
2∑
k=1
ρ1ρ

2(divu). (3.8)
Now, we prove (1.24) for η = 0. From the analysis above, we need to estimate some terms of (3.8):∣∣∣∣∣−24
∫
Ω
2∑
k=1
(∇divu)∇ρk
∣∣∣∣∣
=
∣∣∣∣∣− 2
∫
Ω
2∑
k=1
(∇divu)<[ψk · (∇A − iu)ψk]
∣∣∣∣∣
≤ 
4
∫
Ω
2∑
k=1
|(∇A − iu)ψk|2 +

4
∫
Ω
|∇divu|2(ρ1 + ρ2 − ρ+ ρ)
≤ 
4
∫
Ω
2∑
k=1
|(∇A − iu)ψk|2 +

4
∫
Ω
|∇divu|4 + 
2
∫
Ω
(ρ1 + ρ

2 − ρ)2 + ρ2
≤ C
[
H(t) + ‖u‖4H3(Ω) + ‖ρ‖2L2(Ω)
]
, (3.9)
where ∇A = ∇− iA. Hence, together with (3.8), it follows that
d
dt
H(t) ≤ CH(t) +O().
Applying the Gronwall’s inequality to the above inequality, we obtain
H(t) ≤ C(H(0) +O()).
By the assumption (A2) in the introduction, we conclude that
H(0) =
1
2
∫
Ω
2∑
k=1
|(∇A0 − iu0)ψk,0|2 +
1
2
∫
Ω
(ρ1,0 + ρ

2,0 − ρ0)2 + (γ − 1)
∫
Ω
ρ1,0ρ

2,0
=
1
2
∫
Ω
2∑
k=1
∣∣∣∇√ρk,0 − i(u0 −∇Sk,0 +A0)√ρk,0∣∣∣2
+
1
2
∫
Ω
(ρ1,0 + ρ

2,0 − ρ0)2 + (γ − 1)
∫
Ω
ρ1,0ρ

2,0
=
1
2
∫
Ω
2∑
k=1
2
∣∣∣∇√ρk,0∣∣∣2 + 12
∫
Ω
2∑
k=1
ρk,0|u0 −∇Sk,0 +A0|2
+
1
2
∫
Ω
(ρ1,0 + ρ

2,0 − ρ0)2 + (γ − 1)
∫
Ω
ρ1,0ρ

2,0
−→ 0 as → 0, (3.10)
for any t ∈ [0, T∗). Therefore, we have
H(t) −→ 0 as → 0, for t ∈ [0, T∗). (3.11)
In particular, both (3.1) and (3.11) yield that
ρ1(t, x) + ρ

2(t, x)− 1 −→ ρ(t, x)− 1 in L∞
(
[0, T∗), L2(Ω)
)
as → 0. (3.12)
Moreover,
J1(t, x) + J

2(t, x)− (ρu)(t, x) =
2∑
k=1
=[(∇,ηA ψk − iuψk)ψk](t, x) + [(ρ1 + ρ2 − ρ)u](t, x).
Applying Cauchy-Schwarz inequality to the above identity, we obtain that
J1(t, x) + J

2(t, x)− (ρu)(t, x) −→ 0 in L∞
(
[0, T∗), L1loc(Ω)
)
as → 0.
Finally, when γ > 1, (3.1) and (3.11) immediately imply (1.25). Therefore we complete the proof of Theorem 1.1.
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Remark 3.1. By (3.1) and (3.11), we have
∫
Ω
1
ρk
|Jk − ρku|2 dx→ 0 as  ↓ 0, k = 1, 2. Along with the conservation
of mass density (see Lemma 2.2(ii)), we obtain
Jk(t, x)− (ρku)(t, x) −→ 0 in L∞
(
[0, T∗), L1loc(Ω)
)
as → 0.
4 Concluding remarks and further problems
Thanks to the previous work of Lee and Lin [18] and the Galilean transformation for the wave function introduced
by Lin and Zhang [23], we study the semi-classical limit of the Gross–Pitaevskii system (1.1) for the rotating two-
component BECs in the exterior domain in R2 with non-zero conditions at infinity. On a formal level, (1.1) resembles a
coupled systems of nonlinear Schro¨dinger equations with a small parameter  scaled by the Planck’s constant. However,
the parameter appears in front of derivatives of this model is mathematically singular. To investigate the behavior
of mass densities and linear momenta in the semi-classical scaling, we assume that in the system (1.1), the binary
mixture of rotating BECs share the same trap potential V and the same rotating field A. We further assume that
both phase functions S1,0 and S

2,0 act as a same constant velocity U
∞. The underlying idea is based upon a new
Galilean transformation and a modulated energy functional. Along with the standard argument in [18, 23], we obtain
the convergence to the compressible Euler equation (1.19) with the well-prepared initial data. We stress that such a
limiting equation cannot be directly obtained from the standard Madelung transformation. As shown in Theorem 1.1,
when γ ≥ 1, the propagation of ρ1 + ρ2 and J1 + J2 are controlled by the mass density and linear momentum of this
compressible Euler equation, respectively. Also the effect of rotating field on the superfluid in the region far away
from the obstacle is precisely described and brings in some interesting phenomenon.
We would like to point out that the underlying argument based on the corresponding conservation laws (cf.
Lemma 2.2) provides a basic understanding on the semi-classical analysis of the Gross–Pitaevskii systems. However,
it has a limitation due to the fact that the proper forms of the energy functional (2.10) and the modulated energy
functional (1.22) depend strongly on the symmetry of ψ1 and ψ

2. Regarding the general rotating two-component
BECs, one can consider the following Gross–Pitaevskii system instead of (1.1):
i∂tψ

1 = − 12∆,ηA1ψ1 + V1ψ1 + |ψ1|2ψ1 + γ|ψ2|2ψ1, x ∈ Ω, t > 0,
i∂tψ

2 = − 12∆,ηA2ψ2 + V2ψ2 + |ψ2|2ψ2 + γ|ψ1|2ψ2, x ∈ Ω, t > 0,
ψk
∣∣
t=0
= ψk,0(x) :=
√
ρk,0(x) exp
(
i
S

k,0(x)
)
, k = 1, 2, x ∈ Ω,
ρk,0(x)→ ak, and Sk,0(x)→ U∞k · x, as |x| → ∞, t > 0,
(4.1)
where the rotating field Ak satisfies (1.6)–(1.8) with (A,A
∞) = (Ak, A∞k ), the trap potential Vk satisfies (1.9) with
(V, V∞) = (Vk, V∞k ), and U
∞
k is a constant two-vector, k = 1, 2. When γ = 0 and ak > 0, (4.1) is decoupled. Then,
under the boundary condition (1.2), we may follow the similar argument in the proof of Theorem 1.1 to obtain the
convergence of the equation of ψk to the compressible Euler equation (1.19) with (ρ, u) = (ρk, uk) and
ρk(t, x)→ ak, uk(t, x)→ U∞k −A∞k as |x| → ∞.
When γ > 0, the present work deals with the semi-classical limit of (4.1) with A1 = A2 := A, V1 = V2 := V and
U∞1 = U
∞
2 := U
∞, i.e., the model (1.1). In particular, our argument can be applied to (4.1) with (curlA1, ∂tA1,∇V1) =
(curlA2, ∂tA2,∇V2) and U∞1 −A∞1 = U∞2 −A∞2 . However, when one of the following conditions holds:
(i) (curlA1, ∂tA1,∇V1) 6= (curlA2, ∂tA2,∇V2),
(ii) (curlA1, ∂tA1,∇V1) = (curlA2, ∂tA2,∇V2) and U∞1 −A∞1 6= U∞2 −A∞2 ,
the rigorous semi-classical analysis of (4.1) seems a hard problem whose main difficulty lies in the coupling terms of
ψk’s and the fact that the corresponding energy functional has no symmetrical property of |ψ1|2 + |ψ2|2. We will keep
working on this problem in a forthcoming project.
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