ABSTRACT Software defect prediction has attracted much attention of researchers in software engineering. At present, feature selection approaches have been introduced into software defect prediction, which can improve the performance of traditional defect prediction (known as within-project defect prediction, WPDP) effectively. However, the studies on feature selection are not sufficient for cross-project defect prediction (CPDP). In this paper, we use the feature subset selection and feature ranking approaches to explore the effectiveness of feature selection for CPDP. An empirical study is conducted on NASA and PROMISE datasets. The results show that both the feature subset selection and feature ranking approaches can improve the performance of CPDP. Therefore, we should select the representative feature subset or set a reasonable proportion of selected features to improve the performance of CPDP in future studies.
I. INTRODUCTION
In recent years, software defect prediction has attracted much attention of researchers in software engineering [1] - [3] . Software defect prediction aims to find the potential defects based on the historical data and software features. Software features could reflect the characteristics of software modules, such as complexity, number of operators and operands. However, the correlations between the features and the class (defective or non-defective) may be different. For example, some of these features may be more relevant to the class, but others may be redundant or irrelevant to the class. Feature selection can get the high correlation features from high-dimensional features. In other words, it can select those features which are more relevant to the class from all features. Therefore, introducing feature selection into software defect prediction could improve its performance [4] - [6] .
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Generally, traditional defect prediction methods are designed to build the prediction model on a given training set, and use this model to predict on a test set. However, these methods require that the training set and the test set come from the same project, which is known as within-project defect prediction (WPDP). What's more, their features and instance distribution need to be the same. During the process of WPDP, we need to meet two assumptions [7] : a) the training set and the test set are identical in data distribution; b) there are sufficient historical data to build a good prediction model. For a new project, we cannot be able to build the prediction model due to lack of historical data. As a result, it may cause the traditional WPDP methods impracticably.
To share the historical data among different projects, researchers have proposed many cross-project defect prediction (CPDP) methods [8] - [10] . The CPDP methods aim to build the prediction model on one project (known as source project) with sufficient historical data, and use this model to predict on the other project (known as target project) [11] .
The features in the source and target projects are the same, but their instances are different in distribution. To address the instance distribution differences of cross-project datasets, researchers have proposed the instance transfer and instance filter approaches [12] , [13] . However, there may be redundant or irrelevant features in cross-project datasets, so feature selection approaches have also been introduced into CPDP [14] - [16] .
In our previous work [11] , we proposed the frameworks of instance filter and feature selection for CPDP, and we conducted preliminary experiments to compare their performance for CPDP. The results indicated that feature selection performed better than instance filter for CPDP. However, we only used feature subset selection approach, which may be not sufficient to show the effectiveness of feature selection for CPDP.
Based on the proposed framework of feature selection in our work [11] , this paper uses feature subset selection and three feature ranking approaches for full experiments to show the effectiveness for CPDP. All experiments are conducted on NASA and PROMISE datasets. The results show that both feature subset selection and feature ranking approaches can improve the performance of CPDP. We should select the representative feature subset or set a reasonable proportion of selected features to improve the performance of CPDP in future studies.
The contributions of this paper are concluded as follows:
• Feature subset selection and three feature ranking approaches are evaluated to show the effectiveness for CPDP.
• An empirical study is conducted on NASA and PROMISE datasets. The results indicate that both feature subset selection and feature ranking approaches can improve the performance of CPDP.
The remainder of this paper is organized as follows. Section 2 summarizes the related work on CPDP. Section 3 describes the framework of feature selection for CPDP. Section 4 gives an empirical study to show the effectiveness of feature selection for CPDP. Section 5 draws conclusions.
II. RELATED WORK
Recently, CPDP has become one of the most popular trends in software defect prediction [17] - [19] . CPDP attempts to share the historical data among different projects, and researchers have explored its feasibility in empirical studies. For example, Briand et al. [20] built the fault-proneness model on one project and used this model to other projects. The results showed that it performed better than the random model. Zimmermann et al. [8] carried out 622 cross-project experiments on 12 real-world applications. The results indicated that only 21 experiments could achieve better performance. Therefore, researchers have proposed a number of solutions to improve the performance of CPDP. The proposed approaches are shown as follows.
From the point of feature distribution or instance distribution, He et al. [21] indicated that the performance of CPDP was related to the distribution of training set, and they proposed an approach to automatically select the training set from such projects without historical data. The results showed that the training set selected by the proposed approach was comparable to those selected from the same project. They also proposed a data selection approach [14] to make the training set and the test set more similarly in distribution, which introduced feature selection into CPDP. Nam et al. [9] used the transfer component analysis (TCA) [22] to make the feature distribution similarly between the source project and the target project. They also proposed an extended transfer learning approach TCA+ for CPDP. Hosseini et al. [16] proposed a genetic instance selection approach, which indicated that combined feature selection with the proposed instance selection approach could improve the performance of CPDP and even outperformed WPDP.
From the point of prediction models or classifiers, Zhang et al. [10] proposed to combine multiple classifiers to improve the performance of CPDP. Uchigaki et al. [23] proposed an ensemble approach of simple regression models to improve their generalization ability. Zhang et al. [24] proposed a connectivity-based unsupervised classifier for CPDP, which performed better than the supervised classifiers. Xia et al. [25] proposed a compositional model for CPDP by using genetic algorithm and ensemble learning, and the results indicated that this approach performed better than the existing approaches.
In addition, Rahman et al. [26] proposed the cost-sensitive metric to measure the performance of CPDP. The results indicated that cost-sensitive CPDP could be comparable to WPDP. Ryu and Baik [27] also proposed a multi-objective naive Bayes learning approach for CPDP, which could also be comparable to WPDP. Wang et al. [28] applied deep learning to learn semantic features from the source code automatically. The empirical study showed that semantic features performed better than traditional features for both WPDP and CPDP. Herbold et al. [18] conducted a comparative study on 24 CPDP approaches to show their performance differences.
Though there were many related work on CPDP as shown above, only a few researchers considered the effect of feature selection on the performance of CPDP [14] - [16] . In practice, there may also be irrelevant or redundant features in crossproject datasets. However, the researches on feature selection are not sufficient for CPDP, and the effectiveness of feature selection is not clear for CPDP. Therefore, this paper aims to explore the effectiveness of feature selection approaches on the performance of CPDP.
III. CROSS-PROJECT DEFECT PREDICTION WITH FEATURE SELECTION
As proposed in our previous work [11] , the framework of feature selection for CPDP is shown in Fig. 1 . Project A is regarded as the source project, and project B is regarded as the target project. Then, we conduct feature selection VOLUME 7, 2019 FIGURE 1. The framework of feature selection for CPDP.
on project A and project B, marked as project A * and project B * . It should be noted that the features in project A * and project B * are the same. After that, project A * is regarded as the training set, and project B * is regarded as the test set. We can build the prediction model on project A * and test on project B * . Finally, we can get the CPDP results.
Based on the above framework, this paper uses feature subset selection and three feature ranking approaches respectively. To be specific, we use the correlation-based feature selection (CFS) [29] as the feature subset selection approach. It evaluates the individual predictive ability of each feature and the redundancy between different features. Bestfirst search is applied to select the optimal feature subset. Those features which are more relevant to the class and irrelevant to other features are preferred. Moreover, we apply three feature ranking approaches, including similarity measure (SM) [30] , correlation (CL) [31] and gain ratio (GR) [32] . SM is designed to update the feature weights based on the similarity measure, and we can get a feature ranking list by sorting the feature weights in descending order. CL is designed to measure the importance of features by calculating the Pearson's correlation coefficient between different features and the class. GR uses the information gain ratio to evaluate the worth of features, which is designed based on the decision tree algorithm.
The process of feature selection for CPDP is shown in Algorithm 1. We first calculate the number of features in source project P A , marked as d. If the feature subset selection is used, we use CFS to conduct feature selection on P A with best-first search algorithm, then we can get feature subset F A and source project with feature selection marked as P * A (line 3). Then, we select the same feature subset as F A from P B , and get P * B (line 4). Now, the features in project A * and project B * are the same. If the feature ranking is used, we use SM, CL or GR to conduct feature selection on P A , then we can get the feature ranking list RankList (line 6). Since the feature ranking approach produces a feature ranking list instead of a feature subset, it is necessary to set the ratio of selected features (marked as Ratio) to select a certain proportion of features from the feature ranking list. Therefore, we select Ratio × d features from RankList, and get F Ratio and P * A (line 7). Similarly, we select the same feature subset as F Ratio from P B , and get P * B (line 8). Finally, we can get P * A and P * B (line 10). No matter which approach is used, the feature subset selection or the feature ranking approach, we need to ensure that the features in the source project and the target project are the same after feature selection.
IV. EMPIRICAL STUDY
We conducted an empirical study to investigate the effectiveness of feature subset selection and feature ranking approaches. All experiments were conducted on Open JDK 1.8, Weka 3.8. 1
A. EXPERIMENTAL SUBJECTS
We selected two groups of datasets as the experimental subjects, including five NASA datasets and five PROMISE datasets. The NASA datasets were provided by Shepperd et al. [33] , which indicated that there were many repeated or inconsistent data in the original NASA datasets. As a result, they provided the cleaned datasets. Therefore, we used the cleaned NASA datasets in our experiments. In addition, we also selected five commonly used PROMISE datasets for experiments.
The details of these datasets are listed in Table 1 . It shows the name of dataset and the number of features (columns 1-2). Then it shows the number of all samples, defective samples and non-defective samples (columns 3-5). Finally, it shows the defect rate (column 6).
All features in NASA datasets are the same as listed in Table 2 , and all features in PROMISE datasets are the same as listed in Table 3 . They are all numeric.
B. EXPERIMENTAL DESIGN
We design two groups of experiments to show the effectiveness of feature selection for CPDP. The details are described as follows:
• We use CFS and best-first search algorithm to show the effectiveness of feature subset selection for CPDP.
• We use three feature ranking approaches (SM, CL and GR) for experiments. These experiments are conducted on different ratios of selected features. In our experiments, we use the area under the ROC curve-AUC [34] as the performance metric, which has been widely used in software defect prediction [35] , [36] . We use the K-Nearest Neighbors (KNN) [37] and Naive Bayes (NB) [38] as the prediction models. The reason is that they do not have the built-in feature selection approach [39] . The used models can be implemented in Weka. Particularly, the number of neighbors of KNN model is set to '10', and the parameter 'distanceWeighting' is set to '1/distance'. The default parameters of NB model are used for experiments.
C. EXPERIMENTAL RESULTS AND ANALYSIS 1) CPDP WITH THE FEATURE SUBSET SELECTION
We use the CFS and best-first search algorithm to conduct feature selection on NASA and PROMISE datasets in Table 1 . The selected features of each dataset are listed in Table 4 . It shows the name of dataset (column 1). Then it shows the number of selected features (column 2) and the selected feature ID (column 3). For the NASA datasets, the selected feature ID represents the ID listed in Table 2 . For the PROMISE datasets, the selected feature ID represents the ID listed in Table 3 . Based on the selected features, we can conduct CPDP on NASA and PROMISE datasets respectively. The CPDP results are listed in Table 5 and Table 6 . It should be noted that 'Source→Target' represents CPDP from the source project to the target project. For example, 'CM1→MW1' indicates that CM1 is regarded as the source project, and MW1 is regarded as the target project. In addition, 'All' represents the prediction results with all features in the source and target projects, and 'CFS' represents the prediction results with CFS and best-first search algorithm. 'Bold' represents the larger of 'All' and 'CFS'.
As listed in Table 5 and Table 6 , we find that CFS performs better than that with all features on most predictions, which indicates that CFS is helpful to improve the performance of CPDP.
To determine the statistical significance of CFS vs. all features, we apply the Wilcoxon signed-rank test [40] , a nonparametric test for two related variables. The significance level α = 0.05. The test results are listed in Table 7 .
As described in Table 7 , for NASA datasets, the test results are less than 0.05 on KNN model, which indicates that CFS is helpful to improve the performance of CPDP. But the test result is 0.370 on NB model, which indicates that CFS is comparable to that with all features. For PROMISE datasets, CFS may be comparable to that with all features on both KNN and NB models. Table 8 . S, M and L represent the levels of effect size, but without level when Cohen's d is smaller than 0.2.
We find that CFS performs better than that with all features on NASA datasets, even with larger effect size. However, there is no effect size on PROMISE datasets. Therefore, the effectiveness of feature selection for CPDP may be affected by the dataset itself, such as the number of features in dataset and the relevance between features.
On the whole, CFS can improve the performance of CPDP. We can conclude that feature subset selection is helpful to improve the performance of CPDP.
2) CPDP WITH THE FEATURE RANKING
We use three feature ranking approaches (SM, CL and GR) for experiments. These experiments are conducted with different ratio of selected features (marked as Ratio). According to the value of Ratio, we select a part of features from the feature ranking list. In our experiments, we set Ratio as 1.0, 0.9, 0.8,. . . , 0.2, 0.1. When Ratio = 1.0, it indicates that we do not conduct feature selection on the source and target projects. That is to say, we use all features for experiments. When Ratio = 0.1, it indicates that we select top 10% of features from the feature ranking list.
First of all, we use the feature ranking approach SM for experiments. We take 'CM1→MW1' as an example to show the prediction process. First, we use SM to conduct feature selection on dataset CM1, and get the feature ranking list. Then, we select a certain proportion of features according to the value of Ratio, and get a new feature subset F Ratio and new dataset CM1 * . Similarly, we select the same feature subset as F Ratio from MW1, and get new dataset MW1 * . Finally, CM1 * is regarded as the training set, and MW1 * is regarded as the test set. We can get the CPDP result from CM1 * to MW1 * .
The experimental results on NASA datasets are described in Fig. 2 . The x-axis represents the value of Ratio, and the y-axis represents the CPDP results (the value of AUC). Each box represents the distribution of 20 CPDP results on five NASA datasets of CM1, MW1, PC1, PC3 and PC4. As displayed in Fig. 2 , we find that the prediction results may be improved with the decrease of Ratio. For KNN model, when Ratio = 0.3 ∼ 0.6, the prediction performance is VOLUME 7, 2019 relatively higher. For NB model, when Ratio = 0.3 ∼ 0.8, the prediction performance is relatively higher. Besides, the boxes tend to be smaller especially on NB model, which indicates that the prediction results are more stable with the decrease of Ratio. Therefore, we can conclude that the feature ranking approach SM is helpful to improve the performance of CPDP.
Similarly, we conduct the same experiments on PROMISE datasets. The prediction results are displayed in Fig. 3 . We find that the results may be improved slightly with the decrease of Ratio. The reason may be that the number of features in PROMISE datasets is 20, which makes the difference between the numbers of features of adjacent boxes only 2. As a result, the variation of prediction results may be not obvious. On the whole, we can conclude that the prediction performance is relatively higher when Ratio = 0.3 ∼ 0.6.
We use the Wilcoxon signed-rank test to measure the significant difference between different ratios and all features. Besides, we also design the same experiments with the feature ranking approaches CL and GR. The Wilcoxon signed-rank test results are listed in Table 9, Table 10 and Table 11 . Column 1 represents the comparison between different ratios. For example, '0.9 vs. 1.0' indicates that the performance of top 90% of features, which are selected from the feature ranking list, is compared with that all features.
Considering that multiple comparisons may cause the 'type I error', we apply the Bonferroni correction 2 to the Wilcoxon signed-rank tests. The significance level is α/m, 2 https://en.wikipedia.org/wiki/Bonferroni_correction. where α = 0.05 and m is the number of hypotheses. As shown in Tables 9 ∼ 11, the significance level is equal to 0.05/9 = 0.0056.
As listed in Tables 9 ∼ 11, we find that the prediction results with feature ranking approaches are better than that with all features under a part of Ratio, which may be various with different feature ranking approaches and prediction models. For example, SM is more efficient on NB model than KNN model, and CL seems to be efficient on both KNN and NB models. However, GR may be ineffective especially on PROMISE datasets.
We can conclude that feature ranking approach is helpful to improve the performance of CPDP. However, there may be differences with different feature ranking approaches. What's more, the best proportion of selected features may be various for different datasets. Therefore, we should conduct further experiments on most datasets, and set a reasonable proportion of selected features according to the characteristics of datasets, so as to improve the performance of CPDP comprehensively.
During the process of CPDP, whether we use the feature subset selection or the feature ranking approach, feature selection is helpful to improve the performance of CPDP. We should make use of feature selection approaches in future studies of CPDP.
D. THREATS TO VALIDITY
We find several threats to the validity of our experiments, which can be summarized into three aspects.
1) CONSTRUCT VALIDITY
The used search algorithm for CFS and the set of Ratio for feature ranking approach may be the threats to the construct validity. In our experiments, we use the best-first search algorithm to select the optimal feature subset for CFS, which may affect the selected feature subset. So other search algorithms should be explored next. In addition, the set of Ratio may also have an effect on the prediction results. In practice, we can set different values of Ratio for different datasets, which depend on the number of features in datasets.
2) INTERNAL VALIDITY
The feature selection approach may be the threat to the internal validity. We select CFS as the feature subset selection approach and SM, CL and GR as the feature ranking approaches for experiments. However, the performance of CPDP should also be explored with other feature selection approaches. Besides, the prediction models may also affect the experimental results, so all experiments are conducted on two models (KNN and NB). Nevertheless, more models should be evaluated next.
3) EXTERNAL VALIDITY
The quality of datasets may be the threat to the external validity. We conduct experiments on NASA and PROMISE datasets for full experiments. These datasets are commonly used in software defect prediction. In addition, the number of features in dataset may affect the experimental results. Therefore, we should conduct further experiments on more datasets, especially on datasets with more features.
V. CONCLUSIONS
Based on the previous framework of feature selection, this paper develops an empirical study to explore the effectiveness of feature selection for cross-project defect prediction, including feature subset selection and three feature ranking approaches. The experiments are conducted on NASA and PROMISE datasets. The results show that, both feature subset selection and feature ranking approaches can improve the performance of cross-project defect prediction. Therefore, we should select the representative feature subset or set a reasonable proportion of selected features to improve the performance of cross-project defect prediction in future studies. 
