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Breast cancer (Bc) is a heterogeneous disease where genomic alterations, protein expression 
deregulation, signaling pathway alterations, hormone disruption, ethnicity and environmental 
determinants are involved. Due to the complexity of Bc, the prediction of proteins involved in this 
disease is a trending topic in drug design. This work is proposing accurate prediction classifier for BC 
proteins using six sets of protein sequence descriptors and 13 machine-learning methods. After using 
a univariate feature selection for the mix of five descriptor families, the best classifier was obtained 
using multilayer perceptron method (artificial neural network) and 300 features. The performance 
of the model is demonstrated by the area under the receiver operating characteristics (AURoc) of 
0.980 ± 0.0037, and accuracy of 0.936 ± 0.0056 (3-fold cross-validation). Regarding the prediction of 
4,504 cancer-associated proteins using this model, the best ranked cancer immunotherapy proteins 
related to BC were RPS27, SUPT4H1, CLPSL2, POLR2K, RPL38, AKT3, CDK3, RPS20, RASL11A and 
UBTD1; the best ranked metastasis driver proteins related to BC were S100A9, DDA1, TXN, PRNP, 
RPS27, S100A14, S100A7, MAPK1, AGR3 and NDUFA13; and the best ranked RNA-binding proteins 
related to BC were S100A9, TXN, RPS27L, RPS27, RPS27A, RPL38, MRPL54, PPAN, RPS20 and CSRP1. 
This powerful model predicts several BC-related proteins that should be deeply studied to find new 
biomarkers and better therapeutic targets. Scripts can be downloaded at https://github.com/muntisa/
neural-networks-for-breast-cancer-proteins.
The intricate interplay between several biological aspects such as environmental determinants, gene expression 
deregulation, genetic alterations, signaling pathway alterations and ethnicity causes the development of breast 
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cancer (BC), a heterogeneous disease1,2. Over the last years, multi-omics studies, pharmacogenomics treatments 
and precision medicine strategies have evolved favorably; however, there are still biases such as the significant 
inclusion of minority populations in cancer research3–7. Nowadays, BC is the most commonly diagnosed can-
cer (2,088,849; 24% cases), and the leading cause of cancer-related deaths among women (626,679; 15% cases) 
worldwide8.
In our previous study, López-Cortés et al. developed the OncoOmics strategy to reveal essential genes in 
BC9. This strategy was a compendium of approaches that analyzed genomic alterations, protein expression, 
protein-protein interactome (PPi) network, dependency maps in cell lines and patient-derived xenografts of BC 
genes / proteins using relevant databases such as the Pan-Cancer Atlas project3,10–12, The Cancer Genome Atlas 
(TCGA)13, The Human Protein Atlas (HPA)14–16, the DepMap project17–19, and the OncoPPi network20.
Gene sets were taken from the Consensus Strategy21, the Pan-Cancer Atlas3,11,12,22, the Pharmacogenomics 
Knowledgebase (PharmGKB) 23,24, and the Cancer Genome Interpreter25. The Consensus Strategy, developed by 
López-Cortés et al., Tejera et al., and Cabrera-Andrade et al., was proved to be highly efficient in the recognition 
of genes associated with BC pathogenesis21,26,27. The Pan-Cancer Atlas reveals how genomic alterations, such 
as protein expression, copy number alterations (CNAs), mRNA expression, and putative mutations collaborate 
in BC progression11,22,28–32. PharmGKB is a comprehensive resource that collects the precise guidelines for the 
application of pharmacogenomics in clinical practice23,24. Lastly, the Cancer Genome Interpreter flags genomic 
biomarkers of drug response with different levels of clinical relevance25.
The OncoOmics BC essential genes were rationally filtered to 140. RAC1, AKT1, CCND1, PIK3CA, ERBB2, 
CDH1, MAPK14, TP53, MAPK1, SRC, RAC3, BCL2, CTNNB1, EGFR, CDK2, GRB2, MED1, and GATA3 were 
significant in at least three OncoOmics approaches9. On the other hand, g:Profiler lets us know the enrichment 
map of the 140 essential genes in BC33. The most significant gene ontologies (GO) related to biological process 
and molecular function were the positive regulation of macromolecule metabolic process and the phosphatidy-
linositol 3-kinase activity, respectively. The most significant term, according to the Human Phenotype Ontology, 
was breast carcinoma34. Subsequently, the most relevant network interactions of the GO: biological process and 
the Reactome pathways were related to the immune system35, tyrosine kinase36, cell cycle37, DNA repair38, and 
RNA-binding proteins39. The Open Targets Platform has a largest number of drugs involved in clinical trials to 
treat BC with a direct focus on the OncoOmics BC essential genes were small molecules that correspond most 
likely to tyrosine kinases40. Hence, the essential proteins with signaling function are the interesting drug targets 
to modify any biological activity.
Starting a screening applying theoretical methods could save economic resources and time. Therefore, 
machine-learning (ML) techniques could obtain classification models that links signaling activity to protein 
structure. ML encodes molecular features into invariant descriptors based on physical and chemical properties 
of the amino acids, 3D protein conformation, graph topology, and protein sequences. The classification model 
is a quantitative structure-activity relationship (QSAR) between the biological function and the protein struc-
ture41. Different classification models have been published for prediction of protein activities: anti-oxidant42, 
lectins43, signaling44, anti-angiogenic45, anti-cancer46, and enzyme class47. Vilar et al. developed a QSAR model for 
alignment-free prediction of BC biomarkers using a linear discriminant analysis method, electrostatic potentials 
of protein pseudofolding HP-lattice networks as features, and 122 proteins related to BC and a control group of 
200 proteins with classifications above 80%48. Our group proposed an improved multi-target classification model 
for human breast and colon cancer-related proteins by using a similar molecular graph theory for descriptors: 
star graph topological indices49. The accuracy of the models was 90.0% for a linear forward stepwise model. Both 
models presented linear relationships between graph-based protein sequence descriptors and BC, and unbal-
anced datasets. Thus, the aim of this study was to obtain an effective machine-learning classification model to 
predict BC-related proteins screening cancer immunotherapy proteins (CIPs), metastasis driver proteins (MDPs) 
and RNA-binding proteins (RBPs), using non-graph protein sequence descriptors and additional non-linear 
machine-learning techniques.
Methods
Figure 1 presents the general flow chart of the methodology to obtain a classifier for BC proteins. In the first step, 
we constructed a database with BC essential proteins and non-cancer proteins. In the second step, five families 
of Rcpi (R package)50 molecular descriptors have been used: 20 amino acid composition (AC), 400 di-amino 
acid composition (DC), 8000 tri-amino acid composition (TC), 80 amphiphilic pseudo-amino acid composition 
(APAAC), and 240 normalized Moreau-Broto autocorrelation (MB). The six sets of descriptors were constructed 
by mixing all the five-descriptor families, resulting 8,708 total descriptors (Mix).
Jupyter notebooks with python/sklearn51 were used to test 13 types of machine-learning classifiers for each set 
of descriptors, without feature selection, with univariate feature selection, or using principal component analysis 
(PCA)52. The classifiers were Gaussian Naive Bayes (NB)53, k-nearest neighbors algorithm (KNN)54, linear discri-
minant analysis (LDA)55, support vector machine (SVM) linear and non-linear based on radial basis functions 
(RBF), support vector classification (SVC) kernel = linear, and SVC kernel = RBF56, logistic regression (LR)57, 
multilayer perceptron (MLP) / neural network with 20 neurons in one hidden layer58, decision tree (DT)59, ran-
dom forest (RF)60, XGBoost (XGB) is an optimized and distributed gradient boosting library61, Gradient Boosting 
for classification (GB)62, AdaBoost classifier (AdaB)63, and Bagging classifier (Bagging)64. The feature selection 
method was univariate filter such as SelectKBest (chi2, k), and the dimension reduction technique was PCA52.
Gaussian Naive Bayes is based on Bayes’ theorem and considers all the features are independent53. k-nearest 
neighbors algorithm assigns an unclassified sample using the nearest of k samples in the training set54. Linear 
discriminant analysis is a basic linear classifier55. SVM linear is using a higher dimensionality space to map the 
input features56. For non-linear problems, SVM uses Gaussian radial basis as non-linear kernels.
3Scientific RepoRtS |         (2020) 10:8515  | https://doi.org/10.1038/s41598-020-65584-y
www.nature.com/scientificreportswww.nature.com/scientificreports/
Logistics regression is another linear classifier that is able to calculate probability of a binary response using 
weights57. Multilayer perceptron represents a basic neural network with one hidden layer and with an ability to 
combine linear and nonlinear functions inside artificial neurons58. Decision tree represents a tree-type structure 
of decision rules obtained from the inputs59. Random forest is an ensemble method that combines parallel deci-
sion trees60. XGBoost uses sequential weak trees to improve the classification performance61. Gradient Boosting 
for classification is a basis boost method using sequential weak classifiers62. AdaBoost classifier is mixing differ-
ent classifiers: it starts the fitting with a classifier based on the original dataset and adds additional copies of the 
original classifier with adjusted weights for the incorrectly classified instances63. Bagging classifier is a modified 
version of AdaB: the additional classifiers are based on subsets of the original dataset64.
The machine-learning prediction model was constructed from two protein sets. On the one hand, the positive 
set named OncoOmics BC essential proteins was made up of 140 strongly associated proteins to BC pathogen-
esis, according to López-Cortés et al.9. On the other hand, the negative protein set was constructed as follows: 
non-cancer proteins from Piazza et al.65, without BC-related proteins, were reanalyzed using Piazza’s OncoScore 
algorithm (http://www.galseq.com/oncoscore.html), giving a final list of 233 non-cancer proteins. Supplementary 
Tables 1 and 2 detail the sets and FASTA sequences of the OncoOmics BC essential proteins and the non-cancer 
proteins, respectively.
Three lists of cancer-related proteins were scanned with the final machine-learning prediction model: 1,232 
CIPs were taken from Patel et al.,35 1,903 MDPs were taken from the Human Cancer Metastasis Database 
(HCMDB) (http://hcmdb.i-sanger.com/index)66, and 1,369 RBPs were taken from Hentze et al.,39 (Supplementary 
Tables 3 to 5).
After the calculation of amino acid composition descriptors, the datasets contained 373 proteins. The BC class 
was labeled with 1 and non-cancer class with 0. Several preprocessing was done before any calculation: elimina-
tion of doubled examples, elimination of data with NA values, and elimination of features with zero variance. All 
feature values were normalized to values between 0 and 1 using MinMax() scaler. A SMOTE filter was used to 
balance the dataset67. The performance of the models used Area Under the Receiver Operating Characteristics 
(AUROC) metrics68, and 3-fold cross-validation (CV) method.
The best model to be used for predictions was chosen using criteria such as mean AUROC, standard deviation 
(SD) of AUROC, and the number of features. All the results obtained can be reproduced by using the scripts 
at https://github.com/muntisa/neural-networks-for-breast-cancer-proteins. The scaler, selected features and the 
best model were saved as files too. These are used to make predictions with another notebook for any new data 
(see 2-Predictions-BreastCancerPeptides.ipynb). We used these automatic scripts to predict the breast cancer 
activity for a 4,504 external proteins by using their molecular descriptors: 1,232 CIPs, 1,903 MDPs, and 1,369 
RBPs.
After the screening of the 4,504 external proteins through the machine-learning model, complementary 
analyses were done to compare the amount of genomic alterations between BC related proteins (prediction 1) 
Figure 1. Flow chart of methodology for breast cancer (BC) protein prediction. AC, amino acid composition; 
DC, di-amino acid composition; TC, tri-amino acid composition; APAAC, amphiphilic pseudo-amino acid 
composition; MB, Moreau-Broto autocorrelation; Mix, total descriptors.
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and BC non-related proteins (prediction 0). Firstly, we selected the study ‘Breast Invasive Carcinoma (TCGA, 
PanCancer Atlas)’ from the cBioPortal (https://www.cbioportal.org/)69,70, then, we downloaded and analyzed 
a matrix of CNAs (amplifications and deep deletions), putative mutations (inframe, truncating and missense), 
mRNA alterations (mRNA high and mRNA down), and protein alterations (high and low expression) related 
to the 4,504 proteins queried in a cohort of 1,066 individuals according to the Pan-Cancer Atlas3,11,12,22. Lastly, 
a Mann-Whitney U test was performed to obtain significant differences (p < 0.001) on the amount of genomic 
alterations between CIPs related and non-related to BC, MDPs related and non-related to BC, and RBPs related 
and non-related to BC.
Results and Discussion
The current work proposes innovative classification models to predict new breast cancer proteins by using 6 sets 
of protein sequence descriptors calculated with Rcpi: AC, DC, TC, APAAC, MB and Mix. Python was used to 
build 13 types of machine-learning classifiers (NB, KNN, LDA, SVM linear, SVM, LR, MLP, DT, RF, XGB, GB, 
AdaB and Bagging), univariate filter as feature selection method, and PCA transformation of features. All the 
models used AUROC (mean values using 3-fold CV) to quantify the classification performance. Details about 
feature selection methods and parameters of machine-learning classifiers are included in the Supplementary_
ML_Details.pdf.
For the first models, we used the pool of features for the six sets of descriptors without any feature selection 
or dimension reduction with 12 machine-learning methods (Fig. 2). We can observe that with a big number of 
descriptors in TC and Mix (over 8000), it is possible to obtain mean AUROC values greater than 0.9 with SVM 
linear, LR, and MLP. Even with 20 AC descriptors and XGB it is possible to obtain a mean AUROC of 0.857. But 
we tried to improve this performance and we applied univariate feature selection or PCA dimension reduction to 
diminish the number of inputs to a maximum of 300 features (due to the small number of instances).
Therefore, we selected models based on 20, 100, 200, and 300 features (see 1-ML-BreastCancerPeptides.ipynb). 
Figure 3 presents mean AUROC values for classifiers based on only 20 features: AC, DS-Best20, DC-PCA20, 
TC-Best20, TC-PCA20, APAAC-Best20, APAAC-PCA20, MB-Best20, MB-PCA20, Mix-Best20 and Mix-PCA20 
(Best = univariate filter, PCA = feature transformation). DS-Best20 with only 20 di-amino acid composition 
descriptors and Mix-Best20 with a mixture of descriptors are able to offer mean AUROC values over 0.84 with 
non-linear SVM, XGB and GB. Additional results could be found in Supplementary Table 6.
If the number of features increased to 100 (5 times from 20), better AUROC values are obtained in 
Fig. 4: DC-Best100, DC-PCA100, TC-Best100, TC-PCA100, MB-Best100, MB-PCA100, Mix-Best100, and 
Mix-PCA100. Two sets of descriptors with four machine-learning methods are able to provide mean AUROC 
values greater than 0.9: TC-Best100 and Mix-Best100 with SVM linear, non-linear SVM, LR and MLP. Thus, 
LR and TC-Best100 (100 descriptors of tri-amino acid composition) generate a classifier with mean AUROC of 
0.917. The increasing of AUROC values is important from 20 to 100 best descriptors. In the next step, the number 
of selected descriptors was increased to 200. The PCA transformed sets using the same number of components, 
as the selected features are not able to provide similar classification performance.
Figure 5 presents the AUROC values for classifiers based on 200 selected features (a double number of inputs 
from 100): DC-Best200, DC-PCA200, TC-Best200, TC-PCA200, MB-Best200, MB-PCA200, Mix-Best200, and 
Mix-PCA200. We can observe that the same TC and Mix-based sets are providing mean AUROC values between 
0.90 and 0.95 with five machine-learning methods: NB, SVM linear, LR, MLP, and RF. The maximum mean 
AUROC value was 0.950 using TC-Best200 and the simple linear LR method.
In Fig. 6 the AUROC values for classifiers based on 300 selected features are presented: DC-Best300, 
DC-PCA300, TC-Best300, TC-PCA300, Mix-Best300, and Mix-PCA300. With 300 features, it is possible to pro-
vide more accurate classifier for BC proteins. The same TC and Mix subsets can generate classifiers with mean 
AUROC from 0.963 to 0.980 using SVM linear, SVM, LR and MLP.
The best AUROC of 0.980 ± 0.0037 was obtained with MLP and Mix-Best300. The same AUROC value was 
generated by TC-Best300 and LR but with a double SD of 0.0077. In the best model with the mixed descriptors, 
between the 300 descriptors, seven DC (LR, QI, NK, EM, QM, MM and EY) and two APAAC descriptors (Pc1.N 
and Pc1.M) were selected for BC function. The rest is TC descriptors without any MP descriptor selected (see 
Supplementary Table 7). The accuracy of the best model was 0.936 ± 0.0056. No methodology is perfect, and; 
therefore, our method/model has few weak sports: a) our dataset could be bigger: more examples/instances mean 
more accurate models. We were limited by the available database data; b) the best model has a relatively high 
number of descriptors: a model should use the minimum number of features because of simplicity, model expla-
nation power, and to not overfit the dataset; c) our best model is an MLP with 300 descriptors and AUROC of 
0.98, but in Figs. 3–6 we showed other different models obtained with other machine-learning methods, based 
on a smaller number of features. Thus, we can observe that it is possible to obtain a prediction model with an 
AUROC > 0.84 with only 20 descriptors. If the interest is the number of descriptors, the user could reproduce 
the models with the available notebooks and save any model; d) the best model is a black box such any neu-
ral network. If the explanation of the machine learning is the most important aspect, there are models with 
AUROC > 0.84 that could be explained better such as tree-based methods or linear models; e) our results could 
be improved by an extensive grid search of the hyperparameters of each machine-learning method. We did not 
consider this step because of the very high values of AUROC, which are fine for the purpose of this study.
In order to check if the best model is overfitted, we tried different CV folds (data splits) with the same MLP 
method (see CVs.ipynb for details). Thus, in the case of 5-fold CV, the mean AUROC was 0.9874 ± 0.0129 and the 
mean ACC was 0.9464 ± 0.0135. By increasing the number of folds to 10, the statistics showed a mean AUROC 
of 0.9831 ± 0.0158, and a mean ACC of 0.9401 ± 0.0226. All the models are saved into folder best_classifier. 
Therefore, we can conclude that the performance of the best model slightly increases with increased SD values. If 
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these statistics are not fine for a specific application, it is possible to choose a different model based on 20 descrip-
tors but with statistics greater than 0.80.
The 4,504 external proteins (1,903 without repetition) were transformed into the molecular descriptors of the 
best model and were used to predict the breast cancer activity (see 2-Predictions-BreastCancerPeptides.ipynb): 
1,232 CIPs, 1,903 MDPs and 1,369 RBPs. Thus, all these proteins were transformed into 300 selected descrip-
tors of a Mix-300 set and were used with the saved MLP classifier. As a result, 608 cancer immunotherapy pro-
teins, 971 metastasis driver proteins and 757 RNA binding proteins were predicted to be related to breast cancer 
(Supplementary Tables 3 to 5).
cancer immunotherapy proteins. These proteins have a promising projection in clinical oncology due 
to successful long-term durable responses in advanced stages and metastasis. Similarly, cancer immunotherapy 
sparked tremendous interest in clinical, basic and translational science71. The 10 cancer immunotherapy proteins 
best related to BC, according to our machine-learning predictions, were RPS27, SUPT4H1, CLPSL2, POLR2K, 
RPL38, AKT3, CDK3, RPS20, RASL11A, and UNTD1 (Supplementary Table 3). For instance, Atsuta et al. deter-
mined that RPS27 is a tumor associated antigen in BC patients72.
The development of cutting-edge technologies focused on the analysis of genomic alterations in cancer patients 
has allowed finding novel driver genes and therapeutic targets73. Hence, we performed an analysis to compare the 
amount of genomic alterations of the cancer immunotherapy proteins best related to breast cancer, according to 
Figure 2. Mean AUROC of classifiers for breast cancer proteins using all features. NB, Gaussian Naive Bayes; 
KNN, k-nearest neighbors algorithm; LDA, linear discriminant analysis; SVM linear, support vector machine 
linear; LR, logistic regression; MLP, multilayer perceptron; DT, decision tree; RF, random forest; XGB, XGBoost; 
AdaB, AdaBoost classifier; Bagging, Bagging classifier; AC, amino acid composition; APAAC, amphiphilic 
pseudo-amino acid composition; DC, di-amino acid composition; MB, Moreau-Broto autocorrelation; Mix, 
total descriptors; TC, tri-amino acid composition.
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Figure 3. Mean AUROC values for classifiers obtained with 20 selected features (3-fold CV). NB, Gaussian 
Naive Bayes; KNN, k-nearest neighbors algorithm; LDA, linear discriminant analysis; SVM linear, support 
vector machine linear; LR, logistic regression; MLP, multilayer perceptron; DT, decision tree; RF, random 
forest; XGB, XGBoost; AdaB, AdaBoost classifier; Bagging, Bagging classifier; AC, amino acid composition; 
APAAC, amphiphilic pseudo-amino acid composition; DC, di-amino acid composition; MB, Moreau-Broto 
autocorrelation; Mix, total descriptors; TC, tri-amino acid composition.
Figure 4. Mean AUROC for classifiers based on 100 selected features (3-fold CV). NB, Gaussian Naive Bayes; 
KNN, k-nearest neighbors algorithm; LDA, linear discriminant analysis; SVM linear, support vector machine 
linear; LR, logistic regression; MLP, multilayer perceptron; DT, decision tree; RF, random forest; XGB, XGBoost; 
AdaB, AdaBoost classifier; Bagging, Bagging classifier; DC, di-amino acid composition; MB, Moreau-Broto 
autocorrelation; Mix, total descriptors; TC, tri-amino acid composition.
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Figure 5. Mean AUROC of classifiers based on 200 selected features (3-fold CV). NB, Gaussian Naive Bayes; 
KNN, k-nearest neighbors algorithm; LDA, linear discriminant analysis; SVM linear, support vector machine 
linear; LR, logistic regression; MLP, multilayer perceptron; DT, decision tree; RF, random forest; XGB, XGBoost; 
AdaB, AdaBoost classifier; Bagging, Bagging classifier; DC, di-amino acid composition; MB, Moreau-Broto 
autocorrelation; Mix, total descriptors; TC, tri-amino acid composition.
Figure 6. Mean AUROC of classifiers based on 300 selected features (3-fold CV). NB, Gaussian Naive Bayes; 
KNN, k-nearest neighbors algorithm; LDA, linear discriminant analysis; SVM linear, support vector machine 
linear; LR, logistic regression; MLP, multilayer perceptron; DT, decision tree; RF, random forest; XGB, XGBoost; 
AdaB, AdaBoost classifier; Bagging, Bagging classifier; DC, di-amino acid composition; MB, Moreau-Broto 
autocorrelation; Mix, total descriptors; TC, tri-amino acid composition.
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the Pan-Cancer Atlas3,11,12,22. Figure 7A compares the amount of genomic alterations in a cohort of 1,066 patients 
between the OncoOmics BC essential proteins (mean of 133), CIPs related to BC (104), CIPs non-related to BC 
(100), and non-cancer proteins (85). As we can see, there was a significant difference (p < 0.001) of genomic 
alterations between CIPs related and non-related to BC after the Mann-Whitney U test. The top 10 CIPs related to 
BC and with the highest amount of genomic alterations were POLR2K, ASH2L, MED30, NSL1, RPRD2, CDC73, 
EIF3E, SRP9, HNRNPU and SNRPE (Supplementary Table 8). Additionally, Fig. 7B shows the most altered can-
cer immunotherapy proteins per genomic alteration type. MYC, OBSCN, ASH2L and BRD4 carried the highest 
number of CNAs, mutations, mRNA alterations and protein alterations, respectively.
Metastasis driver proteins. Metastasis, often preceded or accompanied by therapeutic resistance, is the 
most lethal and insidious aspect of cancer. Due to treatment pressure, tumor evolution or mitochondria dys-
function, genomic alterations of metastatic tumors can differ substantially from primary tumors74–76. To date, the 
molecular and microenvironmental determinants of metastasis are largely unknown, as is the timing of systemic 
spread, hindering effective treatment and prevention efforts66,77. Integrated analysis of ‘omics’ data improves our 
understanding of BC metastasis. Moreover, these data would help us identify gene expression signature associ-
ated with metastasis in order to choose appropriate treatment strategies78,79. The 10 MDPs best related to BC, 
Figure 7. Cancer immunotherapy proteins (CIPs). (A) Bean plots comparing the amount (mean) of genomic 
alterations in 1066 patients between OncoOmics BC essential proteins, CIPs related to breast cancer, CIPs 
non-related to breast cancer, and non-cancer proteins according to the Pan-Cancer Atlas. (B) Ranking of the 
CIPs with the highest number of copy number alterations (CNAs), mutations, mRNA alterations, and protein 
alterations.
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according to our machine-learning predictions, were S100A9, DDA1, TXN, PRNP, RPS27, S100A14, S100A7, 
MAPK1, AGR3 and NDUFA13 (Supplementary Table 4). For instance, Bergenfelz et al. suggested that S100A9 
expressed in negative estrogen receptor and negative progesterone receptor breast cancers induces inflammatory 
cytokines and it is associated with an impaired overall survival80.
Figure 8A shows bean plots comparing the amount of genomic alterations between the OncoOmics BC essen-
tial proteins (mean of 133), MDPs related to BC (98), MDPs non-related to BC (89) and non-cancer proteins 
(85). There was a significant difference (p < 0.001) of genomic alterations between MDPs related and non-related 
to BC after the Mann-Whitney U test. The top 10 MDPs related to BC and with the highest amount of genomic 
alterations were YWHAZ, PTK2, SETDB1, EBAG9, MTBP, NUCKS1, ATAD2, PIK3CA, HSF1 and TP53 
(Supplementary Table 8). In addition, Fig. 8B shows the most altered metastasis driver proteins per genomic 
alteration type. MYC, PIK3CA, SETDB1 and BRD4 carried the highest number of CNAs, mutations, mRNA 
alterations and protein alterations, respectively.
RnA-binding proteins. RNA biology is an under-investigated field of cancer even though pleiotropic 
changes in the transcriptome are key feature of cancer cell81. RBPs are able to control every aspect of RNA 
Figure 8. Metastasis driver proteins (MDPs). (A) Bean plots comparing the amount (mean) of genomic 
alterations in 1066 patients between OncoOmics BC essential proteins, MDPs related to breast cancer, MDPs 
non-related to breast cancer, and non-cancer proteins according to the Pan-Cancer Atlas. (B) Ranking of the 
MDPs with the highest number of copy number alterations (CNAs), mutations, mRNA alterations, and protein 
alterations.
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metabolism such as translation, splicing, stability, degradation of mRNA, nucleocytoplasmic transport, capping, 
and polyadenylation81–85. RBPs are emerging as critical modulators of BC and the prediction of relation with this 
complex disease through machine-learning methods provides a better understanding of new genomic targets and 
biomarkers. The 10 RBPs best related to BC, according to our machine-learning predictions were S100A9, TXN, 
RPS27L, RPS27, RPS27A, RPL38, MRPL54, PPAN, RPS20 and CSRP1 (Supplementary Table 5). For instance, 
Rodrigues et al. suggested that TXN is overexpressed in BC, and it is related to tumor grade, being a key element 
in redox homeostasis86.
Figure 9A shows bean plots comparing the amount of genomic alterations between the OncoOmics BC essen-
tial proteins (mean of 133), RBPs related to BC (123), MDPs non-related to BC (115) and non-cancer proteins 
(85). There was a significant difference (p < 0.001) of genomic alterations between RBPs related and non-related 
to BC after the Mann-Whitney U test. The top 10 MDPs related to BC and with the highest amount of genomic 
alterations were YWHAZ, DCAF13, TFB2M, PTDSS1, NUCKS1, C1ORF131, DAP3, PABPC1, ZC3H11A and 
ARF1 (Supplementary Table 8). Additionally, Fig. 9B shows the most altered RNA-binding proteins per genomic 
alteration type. EIF3H, KMT2C, DCAF13 and EEF2 carried the highest number of CNAs, mutations, mRNA 
alterations and protein alterations, respectively.
Figure 9. RNA-binding proteins (RBPs). (A) Bean plots comparing the amount (mean) of genomic alterations 
in 1066 patients between OncoOmics BC essential proteins, RBPs related to breast cancer, RBPs non-related to 
breast cancer, and non-cancer proteins according to the Pan-Cancer Atlas. (B) Ranking of the RBPs with the 
highest number of copy number alterations (CNAs), mutations, mRNA alterations, and protein alterations.
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Finally, the prediction of breast cancer proteins related to immunotherapy, metastasis and RNA-binding pro-
teins is a key step to find novel therapeutic targets. For which we suggest multi-omics analyses of these pre-
dicted proteins using several databases focused on genomics, transcriptomics and proteomics in human tissues. 
Additionally, a future study will include the implementation of a web tool that will integrate the entire process 
predicting proteins with our saved model.
conclusions
The current study proposed better prediction models for breast cancer proteins using, as inputs, six sets of protein 
sequence descriptors from Rcpi and 13 machine-learning classifiers (with or without feature selection/dimension 
reduction of features). We choose, as the best classifier, the MLP classifier. As inputs, a mixture of 300 selected 
molecular descriptors has been used: DC, TC and APAAC. The model has a mean AUROC of 0.980 ± 0.0037 and 
a mean accuracy of 0.936 ± 0.0056 (3-fold cross-validation). 4,504 sequences of proteins related to cancer have 
been screened for breast cancer relation. Best predicted cancer immunotherapy proteins with BC were RPS27, 
SUPT4H1, CLPSL2, POLR2K and RPL38, and the most altered ones were POLR2K, ASH2L, MED30, NSL1 and 
RPRD2. Best predicted metastasis diver proteins with BC were S100A9, DDA1, TXN, PRNP and RPS27, and 
the most altered ones were YWHAZ, PTK2, SETDB1, EBAG9 and MTBP. Best predicted RNA-binding proteins 
with BC were S100A9, TXN, RPS27L, RPS27 and RPS27A, and the most altered ones were YWHAZ, DCAF13, 
TFB2M, PTDSS1 and NUCKS1. Finally, the association between the best-predicted BC proteins using powerful 
machine-learning methods and the amount of pathogenic genomic alterations in cancer immunotherapy pro-
teins, metastasis driver proteins and RNA-binding proteins gives us candidate proteins that should be deeply 
studied to find novel therapeutic targets.
Data availability
All data generated during this study are included in this published article including its Supplementary 
Information files, and the scripts are available as free repository at https://github.com/muntisa/neural-networks-
for-breast-cancer-proteins.
Received: 2 November 2019; Accepted: 28 April 2020;
Published: xx xx xxxx
References
 1. López-Cortés, A. et al. Breast cancer risk associated with gene expression and genotype polymorphisms of the folate-metabolizing 
MTHFR gene: a case-control study in a high altitude Ecuadorian mestizo population. Tumor Biol. 36, 6451–6461 (2015).
 2. López-Cortés, A. et al. Mutational Analysis of Oncogenic AKT1 Gene Associated with Breast Cancer Risk in the High Altitude 
Ecuadorian Mestizo Population. Biomed Res. Int. 2018, 7463832 (2018).
 3. Ding, L. et al. Perspective on Oncogenic Processes at the End of the Beginning of Cancer Genomics. Cell 173(305-320), e10 (2018).
 4. Guerrero, S. et al. Analysis of Racial/Ethnic Representation in Select Basic and Applied Cancer Research Studies. Sci. Rep. 8, 13978 
(2018).
 5. López-Cortés, A., Guerrero, S., Redal, M. A., Alvarado, A. T. & Quiñones, L. A. State of art of cancer pharmacogenomics in Latin 
American populations. Int. J. Mol. Sci. 18, 639 (2017).
 6. Quinones, L. et al. Perception of the Usefulness of Drug/Gene Pairs and Barriers for Pharmacogenomics in Latin America. Curr. 
Drug Metab. 15, 202–208 (2014).
 7. López-Cortés, A. et al. Pharmacogenomics, biomarker network, and allele frequencies in colorectal cancer. Pharmacogenomics 
Journal. 20, 136–158 (2020).
 8. Bray, F. et al. Global cancer statistics 2018: GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 
countries. CA. Cancer J. Clin. 68, 394–424 (2018).
 9. López-Cortés, A. et al. OncoOmics approaches to reveal essential genes in breast cancer: a panoramic view from pathogenesis to 
precision medicine. Sci. Rep. 10, 5285 (2020).
 10. Bailey, M. H. et al. Comprehensive Characterization of Cancer Driver Genes and Mutations. Cell 173(371-385), e18 (2018).
 11. Sanchez-Vega, F. et al. Oncogenic Signaling Pathways in The Cancer Genome Atlas. Cell 173(321-337), e10 (2018).
 12. Berger, A. C. et al. A Comprehensive Pan-Cancer Molecular Study of Gynecologic and Breast Cancers. Cancer Cell 33, 690–705 
(2018).
 13. Koboldt, D. C. et al. Comprehensive molecular portraits of human breast tumours. Nature 490, 61–70 (2012).
 14. Uhlen, M. et al. Towards a knowledge-based Human Protein Atlas. Nat. Biotechnol. 28, 1248–1250 (2010).
 15. Uhlén, M. et al. Tissue-based map of the human proteome. Science. 347, 394–403 (2015).
 16. Thul, P. J. & Lindskog, C. The human protein atlas: A spatial map of the human proteome. Protein Sci. 27, 233–244 (2018).
 17. Tsherniak, A. et al. Defining a Cancer Dependency Map. Cell 170(564-576), e16 (2017).
 18. Meyers, R. M. et al. Computational correction of copy number effect improves specificity of CRISPR-Cas9 essentiality screens in 
cancer cells. Nat. Genet. 49, 1779–1784 (2017).
 19. McFarland, J. M. et al. Improved estimation of cancer dependencies from large-scale RNAi screens using model-based normalization 
and data integration. Nat. Commun. 9, 1–13 (2018).
 20. Ivanov, A. A. et al. The OncoPPi Portal: An integrative resource to explore and prioritize protein-protein interactions for cancer 
target discovery. Bioinformatics. 34, 1183–1191 (2018).
 21. López-Cortés, A. et al. Gene prioritization, communality analysis, networking and metabolic integrated pathway to better 
understand breast cancer pathogenesis. Sci. Rep. 8, 16679 (2018).
 22. Bailey, M. H. et al. Comprehensive Characterization of Cancer Driver Genes and Mutations. Cell 173, 371–385 (2018).
 23. Thorn, C. F., Klein, T. E. & Altman, R. B. PharmGKB: The pharmacogenomics knowledge base. Methods Mol. Biol. 1015, 311–320 
(2013).
 24. Barbarino, J. M., Whirl-Carrillo, M., Altman, R. B. & Klein, T. E. PharmGKB: A worldwide resource for pharmacogenomic 
information. Wiley Interdisciplinary Reviews: Systems Biology and Medicine 10, e1417 (2018).
 25. Tamborero, D. et al. Cancer Genome Interpreter annotates the biological and clinical relevance of tumor alterations. Genome Med. 
10, 25 (2018).
 26. Cabrera-Andrade, A. Gene Prioritization through Consensus Strategy, Enrichment Methodologies Analysis, and Networking for 
Osteosarcoma Pathogenesis. Int. J. Mol. Sci. 21, 1–21 (2020).
 27. Tejera, E. et al. Consensus strategy in genes prioritization and combined bioinformatics analysis for preeclampsia pathogenesis. 
BMC Med. Genomics 10, 50 (2017).
1 2Scientific RepoRtS |         (2020) 10:8515  | https://doi.org/10.1038/s41598-020-65584-y
www.nature.com/scientificreportswww.nature.com/scientificreports/
 28. Ding, L. et al. Perspective on Oncogenic Processes at the End of the Beginning of Cancer Genomics. Cell 173, 305–320 (2018).
 29. Gao, Q. et al. Driver Fusions and Their Implications in the Development and Treatment of Human Cancers. Cell Rep. 23, 227–238 
(2018).
 30. Huang, K. lin et al. Pathogenic Germline Variants in 10,389 Adult Cancers. Cell 173, 355–370 (2018).
 31. Thorsson, V. et al. The Immune Landscape of Cancer. Immunity 48, 812–830 (2018).
 32. Liu, J. et al. An Integrated TCGA Pan-Cancer Clinical Data Resource to Drive High-Quality Survival Outcome Analytics. Cell 173, 
400–416 (2018).
 33. Reimand, J., Kull, M., Peterson, H., Hansen, J. & Vilo, J. G:Profiler-a web-based toolset for functional profiling of gene lists from 
large-scale experiments. Nucleic Acids Res. 35, 193–200 (2007).
 34. Posey, J. E. et al. Resolution of Disease Phenotypes Resulting from Multilocus Genomic Variation. N. Engl. J. Med. 376, 21–31 
(2017).
 35. Patel, S. J. et al. Identification of essential genes for cancer immunotherapy. Nature 548, 537–542 (2017).
 36. Manning, G., Whyte, D. B., Martinez, R., Hunter, T. & Sudarsanam, S. The protein kinase complement of the human genome. Science 
298, 1912–1934 (2002).
 37. Bar-Joseph, Z. et al. Genome-wide transcriptional analysis of the human cell cycle identifies genes differentially regulated in normal 
and cancer cells. Proc. Natl. Acad. Sci. 105, 955–960 (2008).
 38. Knijnenburg, T. A. et al. Genomic and Molecular Landscape of DNA Damage Repair Deficiency across The Cancer Genome Atlas. 
Cell Rep. 23(239-254), e6 (2018).
 39. Hentze, M. W., Castello, A., Schwarzl, T. & Preiss, T. A brave new world of RNA-binding proteins. Nature Rev. Mol. Cell Biol. 19, 
327–341 (2018).
 40. Carvalho-Silva, D. et al. Open Targets Platform: New developments and updates two years on. Nucleic Acids Res. 47, D1056–D1065 
(2019).
 41. Golbraikh, A., Wang, X. S., Zhu, H. & Tropsha, A. Predictive QSAR modeling: Methods and applications in drug discovery and 
chemical risk assessment. in Handbook of Computational Chemistry. https://doi.org/10.1007/978-3-319-27282-5_37 (2017).
 42. Fernández-Blanco, E., Aguiar-Pulido, V., Robert Munteanu, C. & Dorado, J. Random Forest classification based on star graph 
topological indices for antioxidant proteins. J. Theor. Biol. 317, 331–307 (2013).
 43. Munteanu, C. R. et al. LECTINPred: Web server that uses complex networks of protein structure for prediction of lectins with 
potential use as cancer biomarkers or in parasite vaccine design. Mol. Inform. 33, 276–285 (2014).
 44. Fernandez-Lozano, C. et al. Classification of signaling proteins based on molecular star graph descriptors using Machine Learning 
models. J. Theor. Biol. 384, 50–58 (2015).
 45. Blanco, J. L., Porto-Pazos, A. B., Pazos, A. & Fernandez-Lozano, C. Prediction of high anti-angiogenic activity peptides in silico 
using a generalized linear model and feature selection. Sci. Rep. 8, 15688 (2018).
 46. Wei, L., Zhou, C., Chen, H., Song, J. & Su, R. ACPred-FL: a sequence-based predictor using effective feature representation to 
improve the prediction of anti-cancer peptides. Bioinformatics 34, 4007–4016 (2018).
 47. Concu, R., Cordeiro, M. N. D. S., Munteanu, C. R. & González-Díaz, H. PTML Model of Enzyme Subclasses for Mining the 
Proteome of Biofuel Producing Microorganisms. J. Proteome Res. 18, 2735–2746 (2019).
 48. Vilar, S., González-Díaz, H., Santana, L. & Uriarte, E. QSAR model for alignment-free prediction of human breast cancer biomarkers 
based on electrostatic potentials of protein pseudofolding HP-lattice networks. J. Comput. Chem. 16, 2613–2622 (2008).
 49. Munteanu, C. R., Magalhães, A. L., Uriarte, E. & González-Díaz, H. Multi-target QPDR classification model for human breast and 
colon cancer-related proteins using star graph topological indices. J. Theor. Biol. 257, 303–311 (2009).
 50. Cao, D. S., Xiao, N., Xu, Q. S. & Chen, A. F. Rcpi: R/Bioconductor package to generate various descriptors of proteins, compounds 
and their interactions. Bioinformatics 31, 279–281 (2015).
 51. Hao, J. & Ho, T. K. Machine Learning Made Easy: A Review of Scikit-learn Package in Python Programming Language. Journal of 
Educational and Behavioral Statistics 44, 348–361 (2019).
 52. Jolliffe, I. T. Principal Component Analysis, Second Edition. Encycl. Stat. Behav. Sci. (2002).
 53. Russell, S. & Norvig, P. Artificial Intelligence A Modern Approach Third Edition. Pearson (2010).
 54. Cover, T. M. & Hart, P. E. Nearest Neighbor Pattern Classification. IEEE Trans. Inf. Theory 13, 21–27 (1967).
 55. Mika, S., Ratsch, G., Weston, J., Scholkopf, B. & Muller, K. R. Fisher discriminant analysis with kernels. in Neural Networks for 
Signal Processing - Proceedings of the IEEE Workshop (1999).
 56. Patle, A. & Chouhan, D. S. SVM kernel functions for classification. in 2013 International Conference on Advances in Technology 
and Engineering, ICATE 2013 (2013).
 57. Peduzzi, P., Concato, J., Kemper, E., Holford, T. R. & Feinstem, A. R. A simulation study of the number of events per variable in 
logistic regression analysis. J. Clin. Epidemiol. 49, 1373–1379 (1996).
 58. White, B. W. & Rosenblatt, F. Principles of Neurodynamics: Perceptrons and the Theory of Brain Mechanisms. Am. J. Psychol. (1963).
 59. Swain, P. H. & Hauska, H. DECISION TREE CLASSIFIER: DESIGN AND POTENTIAL. IEEE Trans Geosci Electron (1977).
 60. Breiman L. Machine Learning, 45(1), 5–32. Stat. Dep. Univ. California, Berkeley, CA 94720. (2001).
 61. Chen, T. & Guestrin, C. XGBoost: A Scalable Tree Boosting System (2016).
 62. Friedman, J. H. Stochastic gradient boosting. Comput. Stat. Data Anal. 38, 367–378 (2002).
 63. Hughes, G. F. On the Mean Accuracy of Statistical Pattern Recognizers. IEEE Trans. Inf. Theory 14, 55–63 (1968).
 64. Breiman, L. Bagging predictors. Mach. Learn. 24, 123–140 (1996).
 65. Rocco, P. et al. OncoScore: A novel, Internet-based tool to assess the oncogenic potential of genes. Sci. Rep. 7, 46290 (2017).
 66. Zheng, G. et al. HCMDB: The human cancer metastasis database. Nucleic Acids Res. 46, 950–955 (2018).
 67. Chawla, N. V., Bowyer, K. W., Hall, L. O. & Kegelmeyer, W. P. SMOTE: Synthetic minority over-sampling technique. J. Artif. Intell. 
Res. 16, 321–357 (2002).
 68. Bradley, A. P. The use of the area under the ROC curve in the evaluation of machine learning algorithms. Pattern Recognit. 30, 
1145–1159 (1997).
 69. Gao, J. et al. Integrative analysis of complex cancer genomics and clinical profiles using the cBioPortal. Sci. Signal. 6, 11 (2013).
 70. Cerami, E. et al. The cBio cancer genomics portal: an open platform for exploring multidimensional cancer genomics data. Cancer 
Discov. 2, 401–404 (2012).
 71. Finotello, F., Rieder, D., Hackl, H. & Trajanoski, Z. Next-generation computational tools for interrogating cancer immunity. Nat. Rev. 
Genet. 20, 724–746 (2019).
 72. Atsuta, Y. et al. Identification of metallopanstimulin-1 as a member of a tumor associated antigen in patients with breast cancer. 
Cancer Lett. 182, 101–107 (2002).
 73. Itamochi, H. et al. Whole-genome sequencing revealed novel prognostic biomarkers and promising targets for therapy of ovarian 
clear cell carcinoma. Br. J. Cancer 5, 717–724 (2017).
 74. Angus, L. et al. The genomic landscape of metastatic breast cancer highlights changes in mutation and signature frequencies. Nat. 
Genet. 51, 1450–1458 (2019).
 75. Caicedo, A. et al. MitoCeption as a new tool to assess the effects of mesenchymal stem/stromal cell mitochondria on cancer cell 
metabolism and function. Sci. Rep. 5, 9073 (2015).
 76. Aponte, P. M. & Caicedo, A. Stemness in cancer: Stem cells, cancer stem cells, and their microenvironment. Stem Cells International 
2017, 5619472 (2017).
13Scientific RepoRtS |         (2020) 10:8515  | https://doi.org/10.1038/s41598-020-65584-y
www.nature.com/scientificreportswww.nature.com/scientificreports/
 77. Fokas, E., Engenhart-Cabillic, R., Daniilidis, K., Rose, F. & An, H. X. Metastasis: The seed and soil theory gains identity. Cancer and 
Metastasis Reviews 26, 3–4 (2007).
 78. Schell, M. J. et al. A composite gene expression signature optimizes prediction of colorectal cancer metastasis and outcome. Clin. 
Cancer Res. 22, 734–745 (2016).
 79. Lee, J. Y. et al. Mutational profiling of brain metastasis from breast cancer: Matched pair analysis of targeted sequencing between 
brain metastasis and primary breast cancer. Oncotarget 6, 43731–43742 (2015).
 80. Bergenfelz, C. et al. S100A9 expressed in ER-PgR-breast cancers induces inflammatory cytokines and is associated with an impaired 
overall survival. Br. J. Cancer 113, 1234–1243 (2015).
 81. García-cárdenas, J. M. et al. Post-transcriptional Regulation of Colorectal Cancer: A Focus on RNA-Binding. Proteins. 6, 1–18 
(2019).
 82. Burd, C. G. & Dreyfuss, G. Conserved structures and diversity of functions of RNA-binding proteins. Science 265, 615–621 (1994).
 83. Lukong, K. E. & Chang, K. wei, Khandjian, E. W. & Richard, S. RNA-binding proteins in human genetic disease. Trends in Genetics 
24, 416–425 (2008).
 84. Kechavarzi, B. & Janga, S. C. Dissecting the expression landscape of RNA-binding proteins in human cancers. Genome Biol. 15, R14 
(2014).
 85. Guerrero, S. et al. In silico analyses reveal new putative Breast Cancer RNA-binding proteins. bioRxiv (2020).
 86. Rodrigues, P. et al. Oxidative stress in susceptibility to breast cancer: Study in Spanish population. BMC Cancer 14, 861 (2014).
Acknowledgements
This work was supported by a) Universidad UTE (Ecuador), b) the Collaborative Project in Genomic Data 
Integration (CICLOGEN) PI17/01826 funded by the Carlos III Health Institute from the Spanish National plan 
for Scientific and Technical Research and Innovation 2013-2016 and the European Regional Development Funds 
(FEDER) - “A way to build Europe”; c) the General Directorate of Culture, Education and University Management 
of Xunta de Galicia ED431D 2017/16 and “Drug Discovery Galician Network” Ref. ED431G/01 and the “Galician 
Network for Colorectal Cancer Research” (Ref. ED431D 2017/23); d) the Spanish Ministry of Economy and 
Competitiveness for its support through the funding of the unique installation BIOCAI (UNLC08-1E-002, 
UNLC13-13-3503) and the European Regional Development Funds (FEDER) by the European Union; e) the 
Consolidation and Structuring of Competitive Research Units - Competitive Reference Groups (ED431C 
2018/49), funded by the Ministry of Education, University and Vocational Training of the Xunta de Galicia 
endowed with EU FEDER funds; f) research grants from Ministry of Economy and Competitiveness, MINECO, 
Spain (FEDER CTQ2016-74881-P), Basque government (IT1045-16), and kind support of Ikerbasque, Basque 
Foundation for Science; and, g) Sociedad Latinoamericana de Farmacogenómica y Medicina Personalizada 
(SOLFAGEM).
Author contributions
A.L.-C., A.C.-A. and C.R.M. conceived the subject, the conceptualization of the study and wrote the manuscript. 
A.L.-C., A.C.-A., J.M.V.-N. and C.R.M. did data curation and supplementary data. C.R.M. and J.M.V.-N. built 
the models using machine learning. A.P., H.G.-D., C.P.-y-M., S.G., Y.P.-C. and E.T. gave conceptual advice and 
valuable scientific input. A.P., H.G.-D., C.P.-y-M., S.G., Y.P.-C., E.T. and C.R.M. supervised the project. A.L.-C. 
and C.P.-y-M. did funding acquisition. Finally, all authors reviewed and approved the manuscript.
competing interests
The authors declare no competing interests.
Additional information
Supplementary information is available for this paper at https://doi.org/10.1038/s41598-020-65584-y.
Correspondence and requests for materials should be addressed to A.L.-C.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2020
