We construct two examples of q-deformed classical Howe dual pairs (sl(2, C), so(3, C)) and (sl(2, C), sl(n, C)). Moreover, we obtain a noncommutative version of the first fundamental theorem of classical invariant theory. Our approach to these duality differs from [7] and [9] . Furthermore, we solve the tensor product decomposition problem for Verma modules over Uq(sl(2, C)) provided q is not a root of unity.
Introduction
Classical Howe dualities provide a representation theoretical framework for classical invariant theory, in particular for the first and second fundamental theorem [4] . On the other hand, quantum Howe dualities attracted attention from the very beginning of quantum group theory. The first studied case of a q-deformed Howe dual pair (U q 2 (sl(2, C)), U q (so(n, C))) was described in [9] . A quantum version of the Howe duality for a pair of quantized universal enveloping algebras of general linear algebras U q (gl(n, C)) and U q (gl(m, C)) at generic q is given in [12] . Furthermore, a noncommutative version of the first fundamental theorem for quantum groups of classical Lie algebras was established in [7] . For each quantum group associated with a classical Lie algebra a module is constructed which has a structure of a noncommutative associative algebra preserved by the quantum group. The subspace of invariants is finitely generated subalgebra, see [7, Theorem 6.10] .
In the current paper we present other examples of q-deformed Howe dual pairs. Let us briefly summarize the content of our article. In Section 1, we recall the definition of the quantum Weyl algebra of a complex vector space and the quantum Fourier transform. In Section 2, we focus on the quantum group U q (sl(2, C)) and its action on the coordinate algebra C q [V ] of the 3-dimensional representation V of U q (sl(2, C)) and introduce a q-analogue of invariant polynomials and harmonic polynomials. We establish a new formalism for the Howe duality (U q 2 (sl(2, C)), U q (sl(2, C))) (see Theorem 2.6), which is a special case of the duality obtained in [9] . The choice of the 3-dimensional representation V of U q (sl(2, C)) is based on the fact that V is only flat q-deformation with nontrivial invariants. We describe the center Z(C q [V ]) of the coordinate algebra C q [V ] (see Theorem 2.7).
In Section 3, we discuss the Howe duality (U q (sl(2, C)), U q (sl(n, C))). The main results are Theorem 3.6 and Theorem 3.7. Let us note that our treatment of this duality differs from [7] . In Section 4, we use the geometric realization of Verma modules over U q (sl(2, C)) to solve the tensor product decomposition problem for Verma modules over U q (sl(2, C)) (Theorem 4.6). Special cases of Theorem 4.6 were obtained previously in [1, Section 3.5] for q 2λ , q 2µ ∈ q 2N0 (see also [2] ) and in [3, Section 2] , [5, Section 5] for q 2(λ+µ) , q 2λ , q 2µ / ∈ q 2N0 . Throughout the article, unless otherwise stated, we assume that q ∈ C × is not a root of unity. Further, we use the standard notation N and N 0 for the set of natural numbers and the set of natural numbers together with zero, respectively.
Quantum Weyl algebra and quantum Fourier transform
For q ∈ C × satisfying q = ±1 and a ∈ C, the q-number [a] q is defined by
If n ∈ N 0 , then we introduce the q-factorial [n] q ! by
2)
The q-binomial coefficients are defined by the formula
where n, k ∈ N 0 and n ≥ k.
Let us consider an associative C-algebra A. Let σ : A → A be a C-algebra automorphism. Then a twisted derivation of A relative to σ is a linear mapping D : A → A satisfying
for all a, b ∈ A. An element a ∈ A induces an inner twisted derivation ad σ a relative to σ defined by the formula
for all a, b ∈ A. Let us note that also D σ = σ − σ −1 is a twisted derivation of A relative to σ. for all a ∈ A, where λ a and ρ a denote the left and the right multiplications by a ∈ A, respectively.
Proof. We have for all a, b ∈ A.
Let V be a finite-dimensional complex vector space and let C[V ] be the C-algebra of polynomial functions on V . Further, let {x 1 , x 2 , . . . , x n } be the linear coordinate functions on V with respect to a basis {e 1 , e 2 , . . . , e n } of V . Then there exists a canonical isomorphism of C-algebras C[V ] and C[x 1 , x 2 , . . . , x n ].
Let q ∈ C × satisfies q = ±1. We define a C-algebra automorphism γ q,xi of C[V ] by γ q,xi = q where
Proof. For j = 1, 2, . . . , n satisfying j = i, we have
which implies that D(x j ) = 0 for all j = 1, 2, . . . , n such that j = i. If we set f i = D(x i ), then we get
for all j = 1, 2, . . . , n, which gives us D = f i ∂ q,xi .
Let q ∈ C × satisfies q = ±1. Then based on the previous lemma, we define the quantum Weyl algebra A q V of the complex vector space V as an associative C-subalgebra of End C[V ] generated by x i , ∂ q,xi and γ ±1 q,xi for i = 1, 2, . . . , n. Let us note that the definition of A q V depends on the choice of a basis {e 1 , e 2 , . . . , e n } of V .
Moreover, we have the following nontrivial relations γ q,xi x i = qx i γ q,xi , γ q,xi ∂ q,xi = q −1 ∂ q,xi γ q,xi (1.10) and ∂ q,xi x i − qx i ∂ q,xi = γ −1 q,xi , ∂ q,xi x i − q −1 x i ∂ q,xi = γ q,xi (1.11) for i = 1, 2, . . . , n. Furthermore, let {y 1 , y 2 , . . . , y n } be the dual linear coordinate functions on V * . Then there is a canonical isomorphism
of associative C-algebras given by 2 Representations of U q (sl(2, C)) and its Howe duality
In this section we will focus more concretely on the simplest possible quantum group U q (sl(2, C)).
2.1
The quantum group U q (sl(2, C))
Let us consider the complex simple Lie algebra sl(2, C). We denote by
the standard basis of sl(2, C). The vector subspace h = Ch is a Cartan subalgebra of sl(2, C). Let us define α ∈ h * by α(h) = 2. Then the root system of sl(2, C) with respect to h is ∆ = {±α} and a positive root system in ∆ is ∆ + = {α}. The fundamental weight is given by ω = 1 2 α. The standard Borel subalgebra b of sl(2, C) is defined by b = Ch ⊕ Ce with the nilradical n = Ce and the opposite nilradical n = Cf .
Let q ∈ C × satisfies q = ±1. The quantum group U q (sl(2, C)), see [6] , is a unital associative C-algebra generated by E, F, K, K −1 subject to the relations
There is a unique Hopf algebra structure on U q (sl(2, C)) with the coproduct ∆ :
Lemma 2.1. Let q ∈ C × satisfies q = ±1. Then in the quantum group U q (sl(2, C)) we have
for all s ∈ N 0 .
Quantum invariant polynomials
Let V be a finite-dimensional representation of a complex semisimple Lie algebra g. Then we have the induced representation of g on the C-algebra C[V ] of polynomial functions on V . In [8] and [11] it was proved that V can be q-deformed into a finite-dimensional representation of the quantum group U q (g). Hence, it arises a natural question of a q-deformation of C[V ]. In the next, we shall describe this q-deformation of C[V ] in one particular example, which offers a good insight into a general construction. Let us note that this construction works for any finite-dimensional representation V of a semisimple Lie algebra g not only of sl(2, C). The C-algebra C q [V ] is usually called the coordinate algebra of the quantum vector space V introduced in [10] .
Let V * = C 3 * be a 3-dimensional simple U q (sl(2, C))-module defined by
with respect to the canonical basis (x, z, y) of
, where L q (λω) is the simple U q (sl(2, C))-module with highest weight q λω for λ ∈ C, we define 6) where I q is the two-sided ideal of the tensor algebra
Moreover, since the two-sided ideal I q is a U q (sl(2, C))-submodule of T (V * ), we obtain that C q [V ] is a U q (sl(2, C))-module. Taking the limit q → 1, we get I q → I, and hence
As the C-algebra C q [x, y, z] has a basis {x a z c y b ; a, b, c ∈ N 0 }, we can find a family of isomor-
for all a, b, c ∈ N 0 . Then the corresponding U q (sl(2, C))-module structure on C[x, y, z] is given through the homomorphism
of associative C-algebras, where A q V is the quantum Weyl algebra of the vector space V , defined by
for all a ∈ U q (sl(2, C)). Let us note that a different choice of the isomorphism ϕ q leads only to a distinct realization of the
Proof. The proof is a straightforward computation. Using (2.5) and (2.3), we may write
for all a, b, c ∈ N 0 . Therefore, we obtain
for all a, b, c ∈ N 0 .
The Howe duality
In this section we present a quantum analogue of the classical Howe duality (sl(2, C), so(3, C)). We describe this duality by means of quantum differential operators on a complex vector space, which provides a general tool for investigating other quantum Howe dualities.
The polynomials belonging to
are called invariant polynomials. Moreover, the set C q [V ] Uq(sl(2,C)) of all invariant polynomials is a C-subalgebra of C q [V ] . In the next, we determine this algebra of invariant polynomials using a q-analogue of the Fischer decomposition.
Let us introduce the differential operators
in the quantum Weyl algebra A q V . Proposition 2.3. The differential operators P q , Q q and E q are U q (sl(2, C))-invariant, i.e. they commute with σ q (a) for all a ∈ U q (sl(2, C)). Moreover, the mapping π q :
gives rise to a homomorphism of associative C-algebras.
Proof. We may write
Furthermore, we immediately obtain
Therefore, the differential operators P q , Q q and E q are U q (sl(2, C))-invariant. Moreover, we have
which gives rise to a homomorphism π q : U q 2 (sl(2, C)) → A q V of associative C-algebras. Proposition 2.4. We have a decompostion
where
is the simple finite-dimensional highest weight U q (sl(2, C))-module with highest weight q 2aω generated by the vector
Proof. First of all, we prove a decomposition
for all a ∈ N 0 , where C[x, y, z] a denotes the eigenspace of E q on C[x, y, z] with eigenvalue q a . Let us suppose that f ∈ H q,a ∩ P q (C[x, y, z] a−2 ) and let us take the maximal integer s ∈ N 0 such that f = P s q g with g = 0. Using (2.4) and Proposition 2.3 we have
where we used the fact that π q (E) = P q , π q (K) = q 3 E 2 q and π q (F ) = −Q q . As P q is an injective differential operator, we obtain
h with h = 0, which is in a contradiction with the maximality of the integer s. Therefore, we have
As a consequence of the decomposition (2.18) we immediately obtain a decomposition
for all a ∈ N 0 . By Proposition 2.3 the differential operators P q , E q and Q q are U q (sl(2, C))-invariant, therefore the subspaces P j q H q,a are U q (sl(2, C))-submodules and P
, which is however isomorphic to H q,a , because it has the dimension as H q,a for all a ∈ N 0 .
where we used the relations in C q [x, y, z]. Further, have
Finally, we obtain
of associative C-algebras, which is defined by
for a ∈ U q 2 (sl(2, C)). Moreover, we have the original U q (sl(2, C))-module structure on C q [x, y, z], which commutes with the action of U q 2 (sl(2, C)) as follows from Proposition 2.3. Therefore, we may decompose C q [x, y, z] with respect to the action of U q 2 (sl(2, C)) ⊗ C U q (sl(2, C)). The corresponding decomposition is the first main result of this section.
We denote by
the algebra of quantum invariant polynomials generated by p q and by
the vector space of quantum harmonic polynomials. Furthermore, we have the decomposition
where H q,a is the vector space of homogeneous quantum harmonic polynomials with eigenvalue q a due to E q . Theorem 2.6. We have a decomposition
Moreover, we have
for λ ∈ C is the Verma module with lowest weight q 2λω for U q 2 (sl(2, C)) and L q (aω) for a ∈ N 0 is the simple finite-dimensional highest weight module with highest weight q aω for U q (sl(2, C)). Furthermore, the vector 1⊗y a ∈ I q ⊗ C H q,a for a ∈ N 0 is the (lowest, highest) weight vector with (lowest, highest) weight (q (3+2a)ω , q 2aω ).
Proof. From Proposition 2.4 we have the decomposition
Using the isomorphism ϕ q :
and Lemma 2.5, we may write
h for all j ∈ N 0 and h ∈ H q,a , where we used Lemma 2.1 and Proposition 2.3, which gives us that the vector subspace
Uq(sl(2,C)) and the center
Proof. By Theorem 2.6 we have
Let us denote by λ a and ρ a the left and right multiplication by an element
, which are x, y and z. We have
for all a, b ∈ N. However, the result holds for all a, b ∈ N 0 . Hence, we obtain
for all a, b, c ∈ N 0 , which gives us
. This finishes the proof. 
In this section we present another example of a q-deformed Howe dual pair (sl(2, C), sl(n, C)). The presence of the quantum Howe duality was implicitly supposed form the very beginning of quantum group theory. A general quantum Howe duality (in particular in type A) was considered in [7] . However, we describe a different kind of quantum Howe duality of type A. This particular example shows that we may expect similar results for q-deformed analogues of all classical Howe dual pairs.
3.1
The quantum group U q (sl(n, C)) and its representations Let P be a free Z-lattice of rank n ≥ 2 with the canonical basis {ε 1 , . . . , ε n }, i.e. P = n i=1 Zε i , endowed with a symmetric bilinear form (ε i , ε j ) = δ ij . Then ∆ = {ε i − ε j ; 1 ≤ i = j ≤ n} is a root system of sl(n, C). A positive root system in ∆ is ∆ + = {ε i − ε j ; 1 ≤ i < j ≤ n} and the set of simple roots is Π = {α 1 , α 2 , . . . , α n−1 } with α i = ε i − ε i+1 for i = 1, 2 . . . , n − 1. The fundamental weights are
. . , n − 1 subject to the relations
and the quantum Serre relations
for i, j = 1, 2, . . . , n − 1. Moreover, there is a unique Hopf algebra structure on U q (sl(n, C)) with the coproduct ∆ : U q (sl(n, C)) → U q (sl(n, C)) ⊗ C U q (sl(n, C)), the counit ε : U q (sl(n, C)) → C and the antipode S : U q (sl(n, C)) → U q (sl(n, C)) given by
for all i = 1, 2, . . . , n − 1.
Let V = C n and V * = C n * be the standard and the dual standard U q (sl(n, C))-modules, respectively, defined by
with respect to the canonical basis y = (y 1 , y 2 , . . . , y n ) of V ≃ V * * and by
with respect to the canonical basis x = (x 1 , x 2 , . . . , x n ) of V * , for all i = 1, 2, . . . , n − 1. Here E i,j denotes the (n × n)-matrix having 1 at the intersection of the i-th row and j-th column and 0 elsewhere.
Since
, where L(λ) is the simple U q (sl(n, C))-module with highest weight q λ for λ ∈ h * , we define
where I q,V is the two-sided ideal of the tensor algebra T (V ) generated by L(ω 2 ) = qy i ⊗ y j − y j ⊗ y i ; 1 ≤ i < j ≤ n and I q,V * is the two-sided ideal of the tensor algebra T (V * ) generated by L(ω n−2 ) = x i ⊗ x j − qx j ⊗ x i ; 1 ≤ i < j ≤ j , which gives us
and
Moreover, since the two-sided ideals I q,V and I q,V * are U q (sl(n, C))-submodules, we obtain that
are U q (sl(n, C))-modules. Taking the limit q → 1, we get I q,V → I V and
Since the C-algebras C q [x] and C q [y] have basis {x
. . x an n ; a 1 , a 2 , . . . , a n ∈ N 0 } and {y for all a 1 , a 2 , . . . , a n ∈ N 0 and b 1 , b 2 , . . . , b n ∈ N 0 . We shall denote 
for all a ∈ U q (sl(n, C)). Let us note that a different choice of the isomorphisms ϕ q,V and ϕ q,V * leads only to a distinct realization of the
of associative C-algebras are given by
(3.14)
for i = 1, 2, . . . , n − 1.
Proof. The proof is a straightforward computation. Using (3.4) and (3.3), we may write
an n for all a 1 , a 2 , . . . , a n ∈ N 0 , which gives us (3.13). Similarly, using (3.5) and (3.3), we obtain . . . y bn n for all b 1 , b 2 , . . . , b n ∈ N 0 , which implies (3.14). This finishes the proof.
Let us consider the tensor product
, which has the natural structure of a U q (sl(n, C))-module. Our aim is to decompose this tensor product as a representation of U q (sl(n, C)). For that that reason, let us introduce a unital associative C-algebra
, we identify naturally for all a 1 , a 2 , . . . , a n ∈ N 0 and b 1 , b 2 , . . . , b n ∈ N 0 . Then the corresponding U q (sl(n, C))-module structure on C[x, y] is given through the homomorphism
of associative C-algebras, where A q V ⊕V * is the quantum Weyl algebra of the vector space V ⊕ V * , defined by
for all a ∈ U q (sl(n, C)). Proof. It is a straightforward consequence of Proposition 3.1, the identification (3.16) and the formula (3.19).
The Fischer decomposition for U q (sl(n, C))
in the quantum Weyl algebra A q V ⊕V * . Proposition 3.3. The differential operators P q , Q q , E x q , E y q and E q are U q (sl(n, C))-invariant, i.e. they commute with σ q (a) for all a ∈ U q (sl(n, C)). Moreover, the mapping π q : U q (sl(2, C)) → A q V ⊕V * uniquely determined by
q,xi+1 ) = 0 for i = 1, 2, . . . , n. Furthermore, we immediately obtain
which gives rise to a homomorphism π q : U q (sl(2, C)) → A q V of associative C-algebras. Proposition 3.4. We have a decompostion
is the simple finite-dimensional highest weight U q (sl(n, C))-module with highest weight q bω1+aωn−1 generated by the vector x a n y
Proof. First of all, we prove a decomposition 
where we used the fact that π q (E) = P q , π q (K) = q n E q and π q (F ) = −Q q . As P q is an injective differential operator, we obtain
q is nonzero, we may write f = P s+1 q h with h = 0, which is in a contradiction with the maximality of the integer s. Therefore, we have
As a consequence of the decomposition (3.26) we immediately obtain a decomposition
for all a, b ∈ N 0 . By Proposition 3.3 the differential operators P q , E for all a, b ∈ N 0 . Since σ q (E i )x a n y
. . , n − 1 and Q q (x a n y b 1 ) = 0, we obtain that H q,a,b contains a simple finite-dimensional highest weight U q (sl(n, C))-submodule isomorphic to L q (bω 1 + aω n−1 ), which is however isomorphic to H q,a,b , because it has the same dimension as H q,a,b for all a, b ∈ N 0 .
for all a, b ∈ N n 0 . Proof. We may write (2, C) )-module structure given through the homomorphism
for a ∈ U q (sl (2, C) ). Moreover, we have the original U q (sl(n, C))-module structure on C q [x, y], which commutes with the action of U q (sl(2, C)) as follows from Proposition 3.3. Therefore, we may decompose C q [x, y] with respect to the action of U q (sl(2, C)) ⊗ C U q (sl(n, C)). The corresponding decomposition is one of the main result of this section.
where H q,a,b is the vector space of quantum harmonic polynomials with eigenvalues q a and q b due to E x q and E y q , respectively. Theorem 3.6. We have a decomposition
as (U q (sl(2, C)) ⊗ C U q (sl(n, C)))-modules, where M q (λω) for λ ∈ C is the Verma module with lowest weight q λω for U q (sl(2, C)) and L q (bω 1 +aω n−1 ) for a, b ∈ N 0 is the simple finite-dimensional highest weight module with highest weight q bω1+aωn−1 for U q (sl(n, C)). Furthermore, the vector 1 ⊗ x a n y b 1 ∈ I q ⊗ C H q,a,b for a, b ∈ N 0 is the (lowest, highest) weight vector with (lowest, highest) weight (q (n+a+b)ω , q bω1+aωn−1 ).
Proof. From Proposition 3.4 we have the decomposition
Using the isomorphism ϕ q : C[x, y] → C q [x, y] and Lemma 3.5, we obtain
h for all j ∈ N 0 and h ∈ H q,a,b , where we used Lemma 2.1 and Proposition 3.3, which implies that the vector subspace
and the center Z(
Proof. By Theorem 3.6 we have
since H q,0,0 is the trivial representation of U q (sl(n, C)).
Further, let us denote by λ a and ρ a the left and right multiplication by an element a ∈ C q [x, y], respectively. Since C q [x, y] is generated by the subset S = {x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n }, the condition f ∈ Z(C q [x, y]) is equivalent to (λ a − ρ a )f = 0 for all a ∈ S. Since we have
for all k = 1, 2, . . . , n. By taking the sum and difference of the previous equations, we get
for all k = 1, 2, . . . , n, which has only the trivial solution a = 0 and
Since from the previous considerations we have (λ
. . , n and some α k,a,b , β k,a,b ∈ C, we may write
This finishes the proof. Proposition 3.8. We have 
Verma modules and the tensor product decomposition problem
In this section we describe an explicit realization of the Verma module M q (λω) with λ ∈ C for the quantum group U q (sl (2, C) ). We use this realization to decompose the tensor product of two Verma modules as a representation of U q (sl (2, C) ).
We use the notation introduced in Section 2. Let U q (n) and U q (n) be the C-subalgebras of U q (sl(2, C)) generated by E and F , respectively. The C-subalgebra generated by K will be denoted by U q (h). 1) The mapping π λ : U q (sl(2, C)) → A q n uniquely determined by
is a homomorphism of associative C-algebras. Moreover, the A q n -module C[∂ q,x ] is isomorphic to the Verma module M q (λω) as a representation of U q (sl(2, C)).
2) The mappingπ λ : U q (sl(2, C)) → A q n * uniquely determined bŷ
is a homomorphism of associative C-algebras. Moreover, the A q n * -module C[y] is isomorphic to the Verma module M q (λω) as a representation of U q (sl(2, C)).
Proof. 1) We may write
which gives us a homomorphism π λ : U q (sl(2, C)) → A q n of associative C-algebras. As C[∂ q,x ] has a canonical structure of an A q n -module, we get a U q (sl(2, C))-module structure on C[∂ q,x ] through the homomorphism π λ : U q (sl(2, C)) → A q n of associative C-algebras. Moreover, C[∂ q,x ] is a free U q (n)-module of rank one with a free generator 1 ∈ C[∂ q,x ] and π λ (K)1 = q λ , which implies that C[∂ q,x ] is isomorphic to the Verma module M q (λω) as a representation of U q (sl(2, C)).
2) Using the quantum Fourier transform F :
we obtain a homomorphismπ λ : U q (sl(2, C)) → A q n * of associative C-algebras given througĥ
for λ ∈ C. Therefore, we havê
Further, since C[y] has a canonical structure of an A q n * -module, we obtain a U q (sl(2, C))-module structure on C[y] through the homomorphismπ λ : U q (sl(2, C)) → A q n * of associative C-algebras. Moreover, C[y] is a free U q (n)-module of rank one with a free generator 1 ∈ C[y] andπ λ (K)1 = q λ , which gives us that C[y] is isomorphic to the Verma module M q (λω) as a representation of U q (sl (2, C) ). 
of U q (sl(2, C))-modules, where L q (λω) is the simple finite-dimensional U q (sl(2, C))-module with highest weight q λω .
Let us consider two Verma modules M q (λω) and M q (µω) with λ, µ ∈ C. Then the tensor product M q (λω) ⊗ C M q (µω) is isomorphic to C[x, y] with the action of U q (sl(2, C)) given bŷ
where we used Theorem 4.1 and the coproduct ∆ :
To decompose the tensor product of M q (λω) and M q (µω) as a representation of the quantum group U q (sl(2, C)), we need to find singular vectors in
and call it the vector space of singular vectors. Since M q (λω) ⊗ C M q (µω) is a semisimple U q (h)-module, we obtain that Sing(M q (λω) ⊗ C M q (µω)) is also a semisimple U q (h)-module. Let us denote by (M q (λω) ⊗ C M q (µω)) λ+µ−2n and Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n weight spaces of M q (λω)⊗ C M q (µω) and Sing(M q (λω)⊗ C M q (µω)) with weight q (λ+µ−2n)ω for n ∈ N 0 , respectively. It is enough to find all singular weight vectors.
Let us assume that a weight vector
where a k ∈ C for k = 0, 1, . . . , n, with weight q (λ+µ−2n)ω is a singular vector in C[x, y], which means thatπ λ,µ (E)v n = 0. Since we have
for all k ∈ N 0 , we may writê
Threfore, the conditionπ λ,µ (E)v n = 0 gives us the recurrence relation
for all k = 1, 2 . . . , n. Hence, for a fixed n ∈ N 0 , the dimension of Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n depends on the highest weights q λω and q µω .
If q 2λ ∈ q 2N0 = {q 0 , q 2 , . . . } for λ ∈ C, then we denote by λ int ∈ N 0 the nonnegative integer satisfying q 2λ = q 2λint .
for all n ∈ N 0 , where
Proof. From the previous considerations, we know that a weight vector v n = n k=0 a k x n−k y k with a k ∈ C for k = 0, 1, . . . , n is singular, if and only if the coefficients a k for k = 0, 1, . . . , n satisfy the recurrence relation (4.7).
1) If either q 2λ / ∈ q 2N0 or q 2µ / ∈ q 2N0 , then we have either [λ − n + k] q = 0 or [µ − k + 1] q = 0 for all k = 1, 2, . . . , n and the recurrence relation (4.7) has a unique solution with the initial condition either a n ∈ C or a 0 ∈ C. Therefore, we get dim Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n = 1.
2) Let us assume that q 2λ ∈ q 2N0 and q 2µ ∈ q 2N0 . i) If either λ int ≥ n or µ int ≥ n, then we have again either [λ − n + k] q = 0 or [µ − k + 1] q = 0 for all k = 1, 2, . . . , n and the recurrence relation (4.7) has a unique solution with the initial condition either a n ∈ C or a 0 ∈ C. Hence, we obtain dim Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n = 1.
ii) If λ int , µ int ≤ n − 1 and λ int + µ int < n − 1, then the recurrence relation (4.7) for k = µ int + 1 gives
Since λ int + µ int < n − 1, we get [λ − n + µ int + 1] q = 0, which implies a µint = 0. As [λ − n + k] q = 0 for all k = 1, 2, . . . , µ int , using the recurrence relation (4.7) for k = 1, 2, . . . , µ int , we obtain a k = 0 for k = 1, 2, . . . , µ int . Furthermore, we have [µ − k + 1] q = 0 for k = µ int + 2, µ int + 3, . . . , n, hence (4.7) for k = µ int + 2, µ int + 3, . . . , n gives us a unique solution with the initial condition a µint+1 ∈ C. Moreover,
Hence, we get a µint = 0
. . , n, using the recurrence relation (4.7) for k = n − λ int + 1, n − λ int + 2, . . . , µ int , we get a k = 0 for k = n − λ int , n − λ int + 1, . . . , µ int . As (4.7) is satisfied for k = n − λ int and [λ−n+k] q = 0 for k = 1, 2, . . . , n−λ int −1, the recurrence relation (4.7) for k = 1, 2, . . . , n−λ int −1 gives us a unique solution with the initial condition a n−λint−1 ∈ C. On the other hand, as (4.7) is also satisfied for k = µ int + 1 and
. . , n, the recurrence relation (4.7) for k = µ int + 2, µ int + 3, . . . , n gives us a unique solution with the initial condition a µint+1 ∈ C. Hence, we obtain dim Sing(
The last step is to verify that the given polynomials v
n,+ and v λ,µ n,− are nonzero and satisfy the recurrence relation (4.7), which is a straightforward computation.
, M q (λω)) = 1 and therefore there exists a nontrivial extension P q (λω) uniquely determined by the nonsplit short exact sequence
of U q (sl(2, C))-modules. The extension P q (λω) can be described as follows. We define P q (λω) = v λ,n , w −λ−2,n ; n ∈ N 0 (4.11)
with the action of U q (sl(2, C)) given by
for all n ∈ N 0 . Let us recall that the formal character of the Verma module M q (λω) with highest weight q λω for λ ∈ C is given by
where w is a formal variable. Moreover, for the formal character of P q (λω) we have ch P q (λω) = ch M q (λω) + ch M q (−(λ + 2)ω) (4.14)
provided q 2λ ∈ q 2N0 . The previous lemma gives us a suggestion for the tensor product decomposition of two Verma modules for U q (sl (2, C) ). The exact claim is the content of the following theorem.
Let us introduce a central element of U q (sl (2, C) ), called the quantum Casimir element, by the formula
It is easy to verify that Cas q is a central element of U q (sl(2, C)). Moreover, we have c λ = c µ for some λ, µ ∈ C if and only if q µ = q λ or q µ = q −λ−2 .
Proof. Since the Verma module M q (λω) for λ ∈ C is generated by the highest weight vector v λ , it is enough to compute the action of Cas q on v λ . We may write
Further, the equality c λ = c µ implies q λ+1 + q −λ−1 = q µ+1 + q −µ−1 , which gives us
Hence, we obtain either q µ = q λ or q µ = q −λ−2 .
Let us denote by for all λ, µ ∈ C.
Proof. Let us assume that v n ∈ Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n is a singular vector with weight q (λ+µ−2n)ω for some n ∈ N 0 . Then v n generates the highest weight submodule of M q (λω) ⊗ C M q (µω) with highest weight q (λ+µ−2n)ω isomorphic either to M q ((λ + µ − 2n)ω) or to L q ((λ + µ − 2n)ω) as follows from Theorem 4.2. For q 2(λ+µ−2n) / ∈ q 2N0 we have M q ((λ + µ − 2n)ω) ≃ L q ((λ + µ − 2n)ω). On the other hand, if q 2(λ+µ−2n) ∈ q 2N0 , then L q ((λ + µ − 2n)ω) is a finitedimensional simple module containing the lowest weight vector with weight q −(λ+µ−2n)ω , which is annihilated by F . However, the element F acts freely on M q (λω) ⊗ C M q (µω), hence the singular vector v n can not generate a finite-dimensional simple submodule isomorphic to L q ((λ+ µ− 2n)ω). Therefore, any singular vector v n ∈ Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n for n ∈ N 0 generates a submodule isomorphic to the Verma module M q ((λ + µ − 2n)ω).
If v n is a singular vector in M q (λω) ⊗ C M q (µω) with weight q (λ+µ−2n)ω for n ∈ N 0 , then Cas q v n = c λ+µ−2n v n . Let us denote by N the submodule of M q (λω) ⊗ C M q (µω) generated by the vector space of singular vectors Sing(M q (λω) ⊗ C M q (µω)). Then we have an eigenspace decomposition N = ν∈C N ν (4.19) of N with respect to the quantum Casimir element Cas q , where N ν is the eigenspace with eigenvalue c ν for ν ∈ C. Since Cas q is a central element of U q (sl(2, C)), the eigenspaces N ν are U q (sl(2, C))-submodules for all ν ∈ C. Moreover, for all ν ∈ C the submodule N ν is generated by singular vectors of weight q νω . Furthermore, we have a short exact sequence
of U q (sl(2, C))-modules. 1) If q 2(λ+µ) / ∈ q 2N0 , then the dimension of Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n is 1 for all n ∈ N 0 as follows from Lemma 4.3 (i). Since c λ+µ−2m = c λ+µ−2n for m > n, we obtain N = ∞ n=0 N λ+µ−2n .
As N λ+µ−2n is generated by v λ,µ n for n ∈ N 0 , we get N λ+µ−2n ≃ M q ((λ + µ − 2n)ω) for all n ∈ N 0 . Since ch(M q (λω)⊗ C M q (µω)) = ch N , the short exact sequence (4.20) gives us M q (λω)⊗ C M q (µω) = N .
2) If q 2(λ+µ) ∈ q 2N0 and either q 2λ / ∈ q 2N0 or q 2µ / ∈ q 2N0 , then the dimension of Sing(M q (λω) ⊗ C M q (µω)) λ+µ−2n is 1 for all n ∈ N 0 as follows from where N λ+µ−2n is generated by v Since (M q (λω) ⊗ C M q (µω)) cas λ+µ−2n belongs to the category O q for all n ∈ N 0 , we obtain that (M q (λω) ⊗ C M q (µω)) cas λ+µ−2n ≃ P q ((λ + µ − 2n)ω) for all n ∈ S λ,µ . Therefore, we have M q (λω) ⊗ C M q (µω) ≃ n∈S λ,µ P q ((λ + µ − 2n)ω) ⊕ n∈R λ,µ M q ((λ + µ − 2n)ω)
as U q (sl(2, C) )-modules. This completes the proof.
