In this paper we connect various topological and probabilistic forms of stability for discrete-time Markov chains. These include tightness on the one hand and Harris recurrence and ergodicity on the other. We show that these concepts of stability are largely equivalent for a major class of chains (chains with continuous components), or if the state space has a sufficiently rich class of appropriate sets ('petite sets').
chains introduced in [33] , the forms of stability above are closely related. For a probability a on Z+ we define the Markov transition function Ka as ( 
4)
Ka-E a(i)Pi.
For two probabilities a and b on Z+ we have KaKb = Ka*b, where a * b denotes the convolution of a and b. We let a-A (1-e)-1(1, E, E2, * ) for 0< E < 1, and ej denote the probability on Z+ which is supported on j e Z+. We let KE denote Ka in the specific case where a = a, and a * E denote a * a.. In this situation we always assume E is a fixed positive number. We begin with a definition. We first show that for a T-chain, either sample paths converge to Xo or they enter a 'stochastically recurrent' part of the space. For a set A e 3, we let A?= {x X: L(x, A) = 0}. It is easy to show that the set A? is either empty or absorbing. Corollary. If 0 is a non-evanescent T-chain, then X is properly essential.
In fact, as we now show, a much more explicit statement linking recurrence to non-evanescence is possible for T-chains.
The Doeblin decomposition. It is known that T-chains admit a version of the celebrated Doeblin decomposition theorem, as shown in [33]
: we now strengthen this result, linking it to our topological stability conditions. The Doeblin decomposition breaks X into a countable union of Harris sets as defined in Section 1.3, and a countable union of inessential sets. If 0 is positive Harris recurrent with invariant probability .r, then the class of petite sets which have positive 7r-measure extends the class of small sets, defined by [26] , which are petite sets with a = ej for some j. We can immediately show that the existence of sufficient compact petite sets implies that 0 is a T-chain. Proof. Since A is petite, there exists a probability a on Z+ and a sub-probability q( such that Ka(-, *)>lA(')({-)}.
It is easy to see that T(-, In what follows we require the following preliminary result, the proof of which we leave to the reader. (
ii) follows directly from (i), and Theorem 2.1(iii). (iii) follows from (i) and from Theorem 2.1(iv), as in the corollary to that theorem.
We have shown that in general, chains for which all compact sets are petite are T-chains. We now show that a more conventional class of chains, Feller chains, also give a rich set of petite sets under suitable auxiliary conditions. In this sense petite sets mimic the behaviour we would expect of compact sets, and they play very much this role for the chain 4. As in the proof of Theorem 4.1(i) and (ii), Theorem 4.1(iii) implies that petite sets are status sets for the class of irreducible Markov chains [35] , and for irreducible chains it also follows from Theorem 4.1(ii) that petite sets are special instances of the test sets used in [37] .
Having thus indicated that finiteness of hitting times for petite sets implies various forms of stability, we give criteria for such hitting times to be appropriately finite.
Dynkin's formula. The key result of the paper is a discrete form of
Dynkin's formula. This provides the appropriate tool to bound the hitting times on sets, as required by, for example, the results of Theorem 4.1. This approach allows us to use much more general 'test functions' (which depend on the whole history of the chain rather than on the present position alone) than have appeared previously in the literature. Dynkin's formula will be shown to yield necessary and sufficient conditions for positive recurrence and recurrence; criteria for geometric rates of convergence of the distributions of the chain; connections between stability and mixing conditions; and sample path ergodic theorems such as the central limit theorem and law of the iterated logarithm. Define 
Proof. From Theorem 4.3, and imitating the proof of Theorem 1 of [37]
, we find ,t is a finite invariant measure. From the a-compactness of X, the finiteness of ,l, and using Fatou's lemma on the invariant equations, the result follows.
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Corollary. Suppose that ? is a Feller chain and that (DD2) is satisfied for some compact A e 53 and some f _ 1, with PVO bounded on A. Then there exists an invariant probability u for the chain, and 4 is s-bounded in probability.
Proof. This follows as in [37] , and is also related to results of [12] . We can do much better if 0 is a T-chain. 
Criteria for recurrence and ergodicity: irreducible chains
The topological conditions of non-evanescence and boundedness in probability do not require any irreducibility. We have seen that, in the irreducible case, they equate to Harris recurrence and positive Harris recurrence under mild conditions.
In this section we review and extend known results which refine these irreducible chain concepts of stability, and which, in particular, relate the moments of hitting times on petite sets to rates of convergence to stable regimes. We can then use the Lyapunov-Foster approach to find criteria for these rates of convergence to hold.
We also turn to the consequences of positive recurrence in particular when the chain is irreducible. Not only does a finite invariant measure r exist in this context, but the distribution of {(k} tends to 3r as k-> oo, and does so in the total variation norm [26] . Thus in linking boundedness in probability with positive Harris Under the assumptions imposed in this paper, the k-step chain {Pnk :n E Z+} will be strongly aperiodic for some k _ 1 if 4 is irreducible and aperiodic (see [29] where the set C is called a C-set).
In the proof of Theorem 6.1, and in the remaining results of the paper we consider only strongly aperiodic Markov chains. The general case follows by decomposing the state space into periodic classes and considering the k-step chain, but there is some work in relating the two chains [26] . We refer the reader to [22] for a proof in the more general case.
We require here, and in the proofs of several other results in the paper, the following three lemmas which we give in general form. We now see that a simple and often easily verified extension of (DD2) gives a general criterion for these stability regimes to hold.
For some e > 0, A< 1, and this proves the sample path limit in (i). The other limit in (i) is proved in a similar way, although the technical details are
