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Abstract
Deep learning has become an area of interest in most scientific areas, including
physical sciences. Modern networks apply real-valued transformations on the
data. Particularly, convolutions in convolutional neural networks discard phase
information entirely. Many deterministic signals, such as seismic data or electrical
signals, contain significant information in the phase of the signal. We explore
complex-valued deep convolutional networks to leverage non-linear feature maps.
Seismic data commonly has a lowcut filter applied, to attenuate noise from ocean
waves and similar long wavelength contributions. Discarding the phase information
leads to low-frequency aliasing analogous to the Nyquist-Shannon theorem for
high frequencies. In non-stationary data, the phase content can stabilize training
and improve the generalizability of neural networks. While it has been shown that
phase content can be restored in deep neural networks, we show how including
phase information in feature maps improves both training and inference from
deterministic physical data. Furthermore, we show that the reduction of parameters
in a complex network results in training on a smaller dataset without overfitting, in
comparison to a real-valued network with the same performance.
1 Introduction
Seismic data is high-dimensional physical data. During acquisition, the data is collected over an area
on the Earth’s surface. This images a 3D cube of the subsurface. Due to low reflection coefficients
and low signal-to-noise ratio, the measurements are repeated, while moving over the target area. This
provides a collection of illumination angles over a subsurface area. The dimensionality of this data
has historically been reduced to a stacked 3D cube or 2D sections for interpreters to be able to grasp
the information of the seismic data.
With the recent revolution of image classification, segmentation and object detection through deep
learning [Krizhevsky et al., 2012], geophysics has regained interest in automatic seismic interpretation
(classification), and analysis of seismic signals. Through transfer learning, several initial successes
were presented in Dramsch and Lüthje [2018b]. Nevertheless, seismic data has its caveats due to the
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complicated nature of bandwidth-limited wave-based imaging. Common problems are cycle-skipping
of wavelets and nullspaces in inversion problems [Yilmaz, 2001].
Automatic seismic interpretation is complicated, as the modelling of seismic data is computationally
expensive and often proprietary. Seismic field data is mostly proprietary and their interpretation is
highly subjective and ground truth is not available. The lack of training data has been delaying the
adoption of existing methods and hindering the development of specific geophysical deep learning
methods. Incorporating domain knowledge into general deep learning models has been successful in
other fields [Paganini et al., 2017].
The state-of-the-art method has been a iterative windowed Fourier transform for phase reconstruction
[Griffin and Lim, 1984]. Modern neural audio synthesis focuses on methods that do not require
explicit reconstruction of the phase [Mehri et al., 2016, van den Oord et al., 2016, 2017, Prenger et al.,
2018]. Mehri et al. [2016] introduced a recurrent neural network formulation, where van den Oord
et al. [2016] reformulated the synthesis network in a strided convolutional network. The original
WaveNet formulation in van den Oord et al. [2016] is slow due to the autoregressive filter, warranting
the parallel formulation in van den Oord et al. [2017].
We explicitly incorporate phase information in a deep convolutional neural network. These have been
heavily explored in the digital signal processing community, before the recent renaissance of neural
networks and deep learning. Relevant examples to seismic data processing include source separation
[Scarpiniti et al., 2008], adaptive noise reduction [Suksmono and Hirose, 2002], and optical flow
[Miyauchi et al., 1993] with complex-valued neural networks. Sarroff [2018] gives a comprehensive
overview of applications of complex-valued neural networks in signal and image processing.
In this work, we calculate the complex-valued seismic trace by applying the Hilbert transform to
each trace. Phase information has been shown to be valuable in the processing [Liner, 2002] and
interpretation of seismic data [Roden and Sepúlveda, 1999, Mavko et al., 2003]. Purves [2014]
provides a tutorial that shows the implementation details of Hilbert transforms.
In this paper we give a brief overview of convolutional neural networks and then introduce the
extension to complex neural networks and seismic data. We show that including explicit phase
information provides superior results to real-valued convolutional neural networks for seismic data.
Difficult areas that contain seismic discontinuities due to geologic faulting are resolved better without
leakage of seismic horizons. We train and evaluate several complex-valued and real-valued auto-
encoders to show and compare these properties. These results can be directly extended to automatic
seismic interpretation problems.
2 Complex Convolutional Neural Networks
2.1 Basic principles
Convolutional neural networks [LeCun et al., 1999] use multiple layers of convolution and subsam-
pling to extract relevant information from the data (see Figure 1)
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Figure 1: Schematic of equivalent complex- and real-valued convolutional neural network
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The input image is repeatedly convolved with filters and subsampled. This creates many, but smaller
and smaller images. For a classification task, the final step is then a weighting of these very small
images leading to a decision about what was in the original image. The filters are learned as part of the
training process by exposing the network to training images. The salient point is, that the convolution
kernels are learned based on the training. If the goal is - for example - to classify geological facies,
the convolutional kernels will learn to extract information from the input, that helps with that task. It
is thus a very strong methodology, that can be adapted to many tasks.
2.2 Real- and Complex-valued Convolution
Convolution is an operation on two signals f and g – or a signal and a filter - that produce a third
signal, containing information from both of the inputs. An example is the moving average filter,
which smoothes the input, acting as a low-pass filter. Convolution is defined as
f(t) ∗ g(t) =
∫ ∞
−∞
f(τ)g(t− τ)dτ (1)
While often applied to real value signals, convolution can be used on complex signals. For the integral
to exist both f and g must decay when approaching infinity. Convolution is directly generalizable to
N-dimensions by multiple integrations and maintains commutativity, distributivity, and associativity.
In digital signals this extends to discrete values by replacing the integration with summation.
2.3 Complex Convolutional Neural Networks
Figure 2: Implementation details of Complex
Convolution CC-BY (Trabelski et al. 2017).
Complex convolutional networks provide the benefit
of explicitly modelling the phase space of physical
systems [Trabelsi et al., 2017]. The complex con-
volution introduced in Section 2.2, can be explicitly
implemented as convolutions of the real and complex
components of both kernels and the data. A complex-
valued data matrix in cartesian notation is defined as
M = M< + iM= and equally, the complex-valued
convolutional kernel is defined as K = K< + iK=.
The individual coefficients (M<,M=,K<,K=) are
real-valued matrices, considering vectors are special
cases of matrices with one of two dimensions being
one.
Solving the convolution of
M ′ = K ∗M = (M<+ iM=) ∗ (K<+ iK=), (2)
we can apply the distributivity of convolutions
(cf. section 2.2) to obtain
M ′ = {M<∗K<−M=∗K=}+i{M<∗K=+M=∗K<},
(3)
where K is the Kernel and M is a data vector (see
Figure 2).
We can reformulate this in algebraic notation[<{M ∗K}
={M ∗K}
]
=
[
K< −K=
K= K<
]
∗
[
M<
M=
]
(4)
Complex convolutional neural networks learn by back-propagation. Sarroff et al. [2015] state that
the activation functions, as well as the loss function must be complex differentiable (holomorphic).
Trabelsi et al. [2017] suggest that employing complex losses and activation functions is valid for
speed, however, refers that Hirose and Yoshida [2012] show that complex-valued networks can be
optimized individually with real-valued loss functions and contain piecewise real-valued activations.
We reimplement the code Trabelsi et al. [2017] provides in keras [Chollet et al., 2015] with tensorflow
[Abadi et al., 2015], which provides convenience functions implementing a multitude of real-valued
loss functions and activations.
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While max pooling and upsampling do not suffer from complex-valued neural networks, batch
normalization [Ioffe and Szegedy, 2015] does. Real-valued batch normalization normalizes the
data to zero mean and a standard deviation of 1. This does not guarantee normalization in complex
values. Trabelsi et al. [2017] suggest implementing a 2D whitening operation as normalization in the
following way.
x˜ = V −
1
2 (x− E[x]), (5)
where x is the data and V is the 2x2 covariance matrix, with the covariance matrix being
V =
[
V<< V<=
V=< V==
]
(6)
Effectively, this multiplies the inverse of the square root of the covariance matrix with the zero-centred
data. This scales the covariance of the components instead of the variance of the data [Trabelsi et al.,
2017].
2.4 Auto-encoders
Figure 3: Typical autoencoder architecture.
The data is compressed to a low dimensional
bottleneck, and then reconstructed.
Auto-encoders [Hinton and Salakhutdinov, 2006]
are a special configuration of the encoder-decoder
network that map data to a low-level representation
and back to the original data. These networks map
f(x) = x, where x is the data and f is an arbitrary
network. The architecture of auto-encoders is an ex-
ample of lossy compression and recovery from the
lossy representation. Commonly, recovered data is
blurred by this process.
The principle is illustrated in figure 3. The input
is transformed to a low-dimensional representation -
called a code or latent space - and then reconstructed
again from this low dimensional representation. The
intuition is, that the network has to extract the most
salient parts from the data, to be able to perform a
reconstruction. As opposed to other methods for di-
mensionality reduction - e.g. principal component
analysis - an auto-encoder can find a non-linear rep-
resentation of the data. The low-dimensional repre-
sentation can then be used for anomaly detection, or
classification.
3 Aliasing in Patch-based training
3.1 Mean-Shift in Neural Networks
A single neuron in a neural network can be described by σ(w ·x+ b), where w is the network weights,
x is the input data, b is the network bias, and σ is a non-linear activation function. During training,
the network weights w and biases b are are adjusted to a value that represents the training minimum.
Learning on a mean-shift of q of an arbitrary distribution over x leads to σ(w · (x+ q) + b), which
increases the neuron response by q, weighted by w. During inference, both w and b are fixed, by
extension the mean-shift q is fixed as well. The mean-shift over larger inference data disappears,
introducing an additional bias of w · q before non-linear activation. This training bias may lead to
prediction errors of the neuron and consequently the full neural network.
3.2 Windowed Aliasing
Non-stationary data such as seismic data can contain sections within the data that contain spurious
offsets from the mean. Figure 4 shows varying sizes of cutouts, with 101 and 256 samples respectively.
In the middle, the full normalised amplitude spectra are presented. On the right, the corresponding
phase spectra are presented. On the left, we focus on the frequency content of the amplitude spectra
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around 0 Hz. The cutouts were Hanning tapered, however, a mean shift appears with decreasing
patch size.
These concepts of mean-shift corresponds to a DC offset in spectral data, which can be audio, seismic
or electrical data. In images this corresponds to a non-zero alpha channel. While batch normalization
can correct the mean shift in individual mini-batches [Ioffe and Szegedy, 2015], this may shift the
entire spectrum by the aliased offset. Additionally, batch normalization may not be feasible in some
physical applications pertaining to regression tasks.
Figure 4: Spectral aliasing dependent on window-size (from Dramsch and Lüthje [2018a])
4 Complex Seismic Data
Complex seismic traces are calculated by applying the Hilbert transform to the real-valued signal.
The Hilbert transform applies a convolution with to the signal, which is equivalent to a -90-degree
phase rotation. It is essential that the signal does not contain a DC component, as this would not have
a phase rotation.
The Hilbert transform is defined as
H(u)(t) =
1
pi
∫ ∞
−∞
x(τ)
t− τ dτ, (7)
of a real-valued time series u(t), where the improper integral has to be interpreted as the Cauchy
principal value. In the Fourier domain, the Hilbert transform has a convenient formulation, where
frequencies are set zero and the remaining frequencies are multiplied by 2. This can be written as
xa = F
−1(F (x)2U) = x+ iy (8)
where xa is the analytical signal, x is the real signal, F is the Fourier transform, and U is the step
function. The imaginary component y is simultaneously the quadrature of the real-valued trace.
This provides locality to explicit phase information, where the Fourier transform itself does not lend
itself to the resolution of the phase in the time domain. In conventional seismic trace analysis, the
complex data is used to calculate the instantaneous amplitude and instantaneous frequency. These are
beneficial seismic attributes for interpretation [Barnes, 2007].
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5 Experiments
5.1 Data
The data is the F3 seismic data, interpreted by Alaudah et al. [2019]. They provide a seismic
benchmark for machine learning with accessible NumPy format. The interpretation (labels) of the
seismic data is relatively coarse compared to conventional seismic interpretation, but the accessibility
and pre-defined test case are compelling.
We generate 64x64 patches in the inline and crossline direction to train our network. The fully
convolutional architecture can predict on arbitrary sizes after training. The seismic data is normalized
to values in the range of [-1, 1]. To obtain complex-valued seismic data we Hilbert transform every
trace of the data.
5.2 Architecture
Layer Real Complex
(type) Output Shape Output Shape
Input 64 64 1 64 64 2
Conv2D 64 64 8 64 64 16
Conv2D + BN 64 64 8 64 64 16
MaxPooling2D 32 32 8 32 32 16
Conv2D + BN 32 32 16 32 32 32
MaxPooling2D 16 16 16 16 16 32
Conv2D + BN 16 16 32 16 16 64
MaxPooling2D 8 8 32 8 8 64
Conv2D + BN 8 8 64 8 8 128
MaxPooling2D 4 4 64 4 4 128
Conv2D 4 4 128 4 4 256
Upsampling2D 8 8 128 8 8 256
Conv2D + BN 8 8 64 8 8 128
Upsampling2D 16 16 64 16 16 128
Conv2D + BN 16 16 32 16 16 64
Upsampling2D 32 32 32 32 32 64
Conv2D + BN 32 32 16 32 32 32
Upsampling2D 64 64 16 64 64 32
Conv2D 64 64 8 64 64 16
Conv2D + BN 64 64 8 64 64 16
Conv2D 64 64 1 64 64 2
Parameters 198,001 100,226
Table 1: Layers used in the auto-encoder
The Auto-encoder architecture uses 2D
convolutions with 3x3 kernels. We em-
ploy batch normalization to regularize the
training and speed up training [Ioffe and
Szegedy, 2015]. The down and up sam-
pling is achieved by MaxPooling and the
UpSampling operation, respectively. We
reduce a 64x64 input 4 times by a fac-
tor of two to encode a 4x4 encoding layer.
The architecture for the complex convolu-
tional network is identical, except for re-
placing the real-valued 2D convolutions
with complex-valued convolutions. The
layers used are shown below (see Table 1).
Complex-valued neural networks contain
two feature maps for every feature map con-
tained in a real-valued network. The con-
necting edges are not treated equally due
to the real and complex components not be-
ing independent. Matching real-valued and
complex-valued neural networks is quite
complicated, as the same filter values yield
a vastly different amount of parameters.
The real-valued network described in Ta-
ble 1 has 198,001 parameters. A complex-
valued network with equal output shapes
has 100,226 parameters due to parameter
sharing of complex values. A complex-
valued network with the same amount of
nodes as the real-valued network in Table 1
would have 397,442 parameters. A real-
valued network with an equivalent formu-
lation to the larger complex-valued neural
network has 790,945 parameters. We eval-
uate these four configurations.
5.3 Training
We train the networks with an Adam opti-
mizer and a learning rate of 10−3 without decay, for 100 epochs. The loss function is mean squared
error, as the seismic data contains values in the range of [-1,1]. All networks reach stable convergence
without overfitting, shown in Figure 5.
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(a) Loss per Network (b) Losses Scaled to Parameter Number
Figure 5: Validation Loss on 7 random seeds
5.4 Evaluation
We compare the complex auto-encoder with the real-valued auto-encoder, through the reconstruction
error on unseen test data and qualitative analysis of reconstructed images in figure 6 on 7 individual
realizations of the respective four networks.
6 Results
Network Parameters MSE MAE
1) Csmall 100,226 0.0050 0.0477
2) Rsmall 198,001 0.0047 0.0468
3) Clarge 397,442 0.0022 0.0320
4) Rlarge 790,945 0.0021 0.0313
Table 2: Parameters and errors for networks
We trained four neural network auto-encoders.
The mean squared error and the mean absolute
error for each parameter configuration is given in
Table 2. There is a clear correspondence of the
reconstruction error of the auto-encoder to the
size of network. The complex-valued networks
outperform the real-valued networks in regards
to the mean squared error and mean absolute
error, based on the number of parameters.
The seismic sections in figure 6 show the unseen test seismic sections and the outputs of the real-valued
and complex-valued neural network. Both auto-encoder outputs are blurred. The largest differences
of the outputs in real-valued and complex-valued networks can be observed in discontinuous areas.
The real-valued network smoothes over discontinuities and steep reflectors. This can also be seen in
the central bottom fault block. Fault lines are imaged better in the complex-valued network output.
7 Discussion
We see from the results, that a real-valued network needs around twice as many parameters as
a complex-valued network to attain the same reconstruction error. The reduction in number of
parameters means that a complex network can be trained on a smaller dataset without overfitting,
than a real-valued network with the same performance.
In seismic data processing, including phase information stabilizes discontinuities and disambiguates
cycle-skipping in horizons. Complex trace analysis enables the uses of instantaneous phase and
amplitude attributes, which can give valuable information to human interpreters. We show that
including phase information in deep neural networks improves the imaging of said discontinuities
as well as steep reflectors, particularly in chaotic seismic textures that are strongly smoothed by
real-valued neural networks.
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Both the mean squared error and the mean absolute error is lower for the complex-valued network
when taking the number of parameters into account. This shows the advantage of including the phase
information. We trained seven random initializations for each network, to allow for error bars on the
estimates in Figure 5a. In figure 5b we scale the loss to the number of parameters in the respective
network architectures.
Figure 6: Real-valued seismic sections, comparing Ground truth (top), Real-valued Network 2)
prediction (middle), and Complex-valued Network 3) prediction (bottom).
8 Conclusion
The inclusion of phase-information leads to a better representation of seismic data in convolutional
neural networks. Disregarding phase information may lead to low frequency aliasing, dependent on
convolutional kernel size. Complex-valued networks outperform real-valued neural networks scaled
on parameters.
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