SUMMARY This paper describes the modeling of various emotional expressions and speaking styles in synthetic speech using HMM-based speech synthesis. We show two methods for modeling speaking styles and emotional expressions. In the first method called style-dependent modeling, each speaking style and emotional expression is modeled individually. In the second one called style-mixed modeling, each speaking style and emotional expression is treated as one of contexts as well as phonetic, prosodic, and linguistic features, and all speaking styles and emotional expressions are modeled simultaneously by using a single acoustic model. We chose four styles of read speech -neutral, rough, joyful, and sadand compared the above two modeling methods using these styles. The results of subjective evaluation tests show that both modeling methods have almost the same accuracy, and that it is possible to synthesize speech with the speaking style and emotional expression similar to those of the target speech. In a test of classification of styles in synthesized speech, more than 80% of speech samples generated using both the models were judged to be similar to the target styles. We also show that the style-mixed modeling method gives fewer output and duration distributions than the styledependent modeling method. key words: HMM-based speech synthesis, expressive speech synthesis, speaking style, emotional expression, acoustic modeling, decision tree
Introduction
Recent research on speech synthesis has focused on generating emotional expressiveness and various speaking styles in synthesized speech. The latest text-to-speech synthesis systems based on a large corpus can produce naturalsounding speech; yet such systems cannot change voice quality, speaking style, and emotions of synthesized speech with maintaining its naturalness. One promising approach to overcoming this problem is an HMM-based text-to-speech (TTS) technique [1] in which the speech parameters of a speech unit such as the spectrum, fundamental frequency (F 0 ), and phoneme duration are statistically modeled and generated by using HMMs. For example, with regard to generating various speakers' voice characteristics in a neutrally read speech, the HMM-based TTS system can generate synthetic speech which resembles an arbitrarily given target speaker's voice by using a speaker adaptation technique [2] . There are many approaches that can be used to add emotional expressiveness to, and produce various speaking styles in, synthetic speech [3] , [4] . However, in most approaches, the emotional expression and speaking style of synthetic speech are controlled based on prosodic and other rules such as heuristic adjustments of the F 0 level and range, speech tempo, and loudness. As a consequence, these approaches do not always make it possible to express emotions and speaking styles of all speakers in synthetic speech.
In this paper, we describe an alternative approach that enables expressing various emotions and/or speaking styles easily and effectively in synthetic speech by using an HMMbased speech synthesis framework. In the proposed approach, speaking styles and emotional expressions are statistically modeled and generated without using heuristic rules to control the prosody and other speech parameters of synthesized speech. We describe two methods for modeling speaking styles and emotional expressions [5] . In the first method, each speaking style and emotional expression is modeled individually. We refer to a set of the resulting models as a style-dependent model and call this method styledependent modeling. In the second method, each speaking style and emotional expression is treated as one of contexts as well as phonetic, prosodic, and linguistic features, and all speaking styles and emotional expressions are modeled simultaneously by using a single acoustic model. We refer to the resulting model as a style-mixed model and call this method style-mixed modeling. We compared these two modeling methods using four styles of read speech -neutral, rough, joyful, and sad. This paper is organized as follows. Section 2 gives an overview of the HMM-based TTS system. Section 3 describes techniques of acoustic modeling of various speaking styles and emotional expressions. Experimental conditions and the results of subjective experiments are described in Sect. 4. Section 5 summarizes our findings.
HMM-Based Speech Synthesis
The basic structure of the speech synthesis system used in this study is the same as that of the conventional HMMbased speech synthesis system [1] except that labels for the target speaking styles and emotional expressions are given with the target text in the synthesis stage.
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In the training stage, phoneme HMMs are trained using a speech database that includes several speaking styles and emotional expressions. Spectrum and F 0 are modeled by multi-stream HMMs in which output distributions for the spectral and F 0 parts are modeled using a continuous probability distribution and a multi-space probability distribution (MSD) [6] , respectively. To model variations in the spectrum and F 0 , we take into account phonetic, prosodic, and linguistic contexts, such as phoneme identity contexts, stress-related contexts, and locational contexts. Then, a decision-tree-based context clustering technique [7] , [8] is applied separately to the spectral and F 0 parts of the contextdependent phoneme HMMs. In the clustering technique, a decision tree is automatically constructed based on the MDL criterion. We then perform re-estimation processes of the clustered context-dependent phoneme HMMs using the Baum-Welch (EM) algorithm. Finally, state durations are modeled by a multivariate Gaussian distribution [9] , and a state clustering technique is applied to the state duration models.
In the synthesis stage, first, an arbitrarily given text in a certain speaking style is transformed into a sequence of context-dependent phoneme labels. Based on the label sequence, a sentence HMM is constructed by concatenating context-dependent phoneme HMMs. From the sentence HMM, spectral and F 0 parameter sequences are obtained based on the ML criterion [10] in which phoneme durations are determined using state duration distributions. Finally, by using an MLSA filter, speech is synthesized from the generated mel-cepstral and F 0 parameter sequences.
Modeling of Styles in HMM-Based Speech Synthesis
We developed two acoustic modeling methods -styledependent modeling and style-mixed modeling -to model various speaking styles in HMM-based speech synthesis. In the following, the term style refers to the speaking style including emotional expression.
Tree-Based Context Clustering
Before describing in detail the style modeling methods, we will briefly review the tree-based context clustering technique that uses the minimum description length (MDL) criterion [8] .
Let S 0 be the root node of a decision tree and U(S 1 , S 2 , . . . , S M ) be a model † defined for the leaf node set {S 1 , S 2 , . . . , S M }. A Gaussian pdf, N m , which is obtained by combining several Gaussian pdfs classified into the node S m , is assigned to each node S m . An example of a decision tree for M = 3 is shown in Fig. 1 .
The description length of U is given by where Γ m is the state occupancy count at node S m , K is the dimensionality of the data vector, Σ m is the diagonal covariance matrix of the Gaussian pdf at node S m , G = M m=1 Γ m , and C is the code length required for choosing the model which is assumed here to be constant.
Suppose that node S m of model U is split into two nodes, S mqy and S mqn , by using question q. Let U be the model obtained by splitting the S m of model U by question q. We define the difference between the description lengths before and after the splitting as follows:
By using this difference, δ m (q), we can automatically construct a decision tree. The process of constructing a decision tree is summarized below.
Define initial model
ting of the nodes. 4. Split node S m by using question q and replace U with the resultant node set. 5. Go to step 2.
Style Modeling Techniques
In this paper, we describe two methods for modeling speaking styles and emotional expressions in HMM-based speech synthesis.
In the style-dependent modeling method, each style is modeled individually by using an acoustic model. The treebased context clustering technique described in Sect. 3.1 is applied separately to each style's acoustic model as shown in Fig. 2 . Then a pseudo root node is added to the resulting decision trees of each style to combine the models for all styles into a single acoustic model. One of the advantages of this method is that we can easily add a new style by constructing an acoustic model for it and adding a path from the pseudo root node to the root node of the decision tree for the new style.
In the style-mixed modeling method, each style is treated as one of contexts, and the tree-based context clustering technique is applied to all styles at the same time. As a result, all styles are modeled by using a single acoustic model as shown in Fig. 3 . The styles are automatically split by using style-related questions as well as other contexts during the construction of a decision tree. For the purpose of distinguishing between different styles, we put contextual labels on all phonemes in each sentence. In this method, it is not easy to add new styles because the whole acoustic model must be reconstructed. On the other hand, we expect that the sharing of the parameters of similar Gaussian pdfs by several styles would improve the accuracy of these parameters in the Gaussian pdf and would lead to a more compact acoustic model.
Experiments

Speech Database
To compare the proposed modeling methods, we chose four styles of read speech -polite, rough/impolite, joyful, and sad -and constructed speech database [11] , which were composed of 503 phonetically balanced sentences obtained from the ATR Japanese speech database. All the sentences were uttered by a male speaker, MMI, and a female speaker, FTY, in all the styles. Both the speakers are professional narrators. We also used speech samples uttered by the same speakers in a neutral style for reference purposes.
In the 503 phonetically balanced sentences, there are a number of sentences whose meaning may be unsuitable for several styles except for neutral style. Therefore, we first evaluated whether the recorded speech samples were perceived by listeners as being uttered in the intended styles. Nine male subjects were presented with all 503 sentences uttered in each of the styles and then asked whether they Table 1 shows the number and percentage of sentences which were perceived as having been uttered in the intended style by at least five subjects. In the table, (a) shows the results for the male speaker, MMI, and (b) shows the results for the female speaker, FTY. It can be seen that almost all of the speech samples in the databases were perceived as having been uttered in the intended styles by a majority of the subjects.
We then conducted a subjective evaluation test to classify the speech samples of the recorded speech into five groups depending on the style of speech. Nine male subjects were asked to assign eight test sentences chosen at random from 53 test sentences to a neutral, polite, rough, joyful, or sad group. Speech samples that were not put by the subjects into one of these groups were classified as "other". Table 2 shows the classification results for the recorded speech. In the table, (a) shows the results for the male speaker, MMI, and (b) shows the results for the female speaker, FTY. These results show that for the rough, joyful, and sad styles, most of the speech samples were perceived by the subjects as having been uttered in the intended styles. However, the speech samples in the neutral and polite styles were perceived as being very similar. We therefore excluded the polite-style speech samples from the following experiments.
Experimental Conditions
We used 42 phonemes including silence and pause as shown in Table 3 and took the following phonetic and linguistic contexts into account:
• the number of morae in a sentence;
• the position of the breath group in a sentence;
• the number of morae in the {preceding, current, and succeeding} breath groups; • the position of the current accentual phrase in the current breath group; • the number of morae and the type of accent in the {preceding, current, and succeeding} accentual phrases; • the part of speech of the {preceding, current, and succeeding} morphemes; • the position of the current mora in the current accentual phrase; • the differences between the position of the current mora and the type of accent; • {preceding, current, and succeeding} phonemes;
• style (for style-mixed modeling only).
It is noted that these contexts except for the style are the same as those of the conventional HMM-based speech synthesis system [1] , in which only the neutral style was taken into account.
Speech signals were sampled at a rate of 16 kHz and they were windowed by using a 25-ms Blackman window with a 5-ms shift. Then, mel-cepstral coefficients were obtained by mel-cepstral analysis [12] . Fundamental frequency was extracted using the ESPS get F0 program [13] . The feature vectors consisted of 25 mel-cepstral coefficients including the zeroth coefficient, the logarithm of the fundamental frequency, and their delta and delta-delta coefficients. We used 5-state left-to-right HMMs. Both the styledependent and style-mixed models were trained using 450 sentences for each style. Tables 4 and 5 show the number of distributions in each model before and after decision-tree-based context clustering using the MDL criterion, respectively. In the tables, (a) shows the results for the male speaker, MMI, and (b) shows that the results for the female speaker, FTY. The entries for the style-dependent and style-mixed columns in the tables show the number of distributions in the style-dependent and style-mixed models, respectively; the entries for the neutral, rough, joyful, and sad columns show the number of distributions for each style in the style-dependent model. The abbreviations Spec., F 0 , and Dur. refer to the spectrum, F 0 , and state duration, respectively. Before the decision-treebased context clustering, the context-dependent HMMs in the models have the same number of distributions for the spectrum, F 0 , and state duration; the style-dependent and style-mixed models also have the same number of distributions. From these tables, it can be seen that the number of output and duration distributions in the style-mixed model was smaller than in the style-dependent model. This is because similar model parameters among some styles are shared and the number of redundant distributions decreased in the style-mixed model. Figures 2 and 3 show parts of the constructed decision trees for the F 0 part in the second state of the HMMs of the style-dependent and style-mixed 
Subjective Evaluations of Styles in Synthesized Speech
We conducted a subjective evaluation test to classify the styles of synthesized speech. For comparison, we also conducted a classification test using the recorded speech. Eleven male subjects were asked to classify eight test sentences chosen at random from 53 test sentences not included in the training data as being neutral, rough, joyful, or sad depending on the style of speech † . Speech samples that were not assigned by the subjects to one of these groups were classified as "other". Tables 6 and 7 show the classification results for the synthesized and recorded speech for the male speaker, MMI, and female speaker, FTY, respectively. In the tables, (a) shows the results for the style-dependent model, (b) shows the results for the style-mixed model, and (c) shows the results for the recorded speech. It can be seen from the results that both the modeling methods had almost the same reproduction performance, and that we could synthesize speech in styles similar to those of the recorded speech. In these experiments, more than 80% of speech samples generated using both models were judged to be similar to those in the † Several speech samples used in the test are available at http://www.kbys.ip.titech.ac.jp/research/demo/. target styles. Note that the subjects, the test speech samples presented to each subject, and the number of styles used were not the same as in the test described in Sect. 4.1. As a result, some differences were shown in the classification scores for the recorded speech in Table 6 (c) compared to those shown in Table 2 (a).
Subjective Evaluations of Naturalness
We conducted a subjective evaluation test to rate the naturalness of the speech synthesized by using the style-dependent model. Ten subjects listened to eight sentences chosen randomly from 53 test sentences and then they rated the naturalness of the synthesized speech. A 3-point scale was used with 3 for "good", 2 for "acceptable", and 1 for "bad". Figure 4 shows the results of the rating test. In the figure, (a) shows the results for the male speaker, MMI, and (b) shows the results for the female speaker, FTY. The scores shown in the figure are the results for the synthesized speech in neutral, rough, joyful and sad styles, respectively. From these results, we can see that this modeling method could generate the synthesized speech with relatively good naturalness in neutral, joyful, and sad styles. However, the scores for the rough-style speech samples are relatively lower than for the samples in the other styles. This is because the phoneme boundaries are unclear in roughstyle speech samples. Finally, we compared the naturalness of the synthesized speech generated by the style-dependent and stylemixed models for the male speaker, MMI, by using a paired comparison test. Sixteen male subjects were presented, in random order, with a pair of same-style speech samples synthesized using the two models, and then they were asked which synthesized speech sounded more natural. For each subject, four test sentences were chosen at random from 53 test sentences not included in the training data. Figure 5 shows the preference scores. It can be seen from the figure that the naturalness of the speech samples synthesized using the two methods was almost the same, although the number of output and duration distributions in the style-mixed model was smaller than in the styledependent model. From this result, we can conclude that style-mixed modeling is more effective for modeling speech in different styles than the style-dependent modeling.
Conclusions
We have presented an approach to realizing various speaking styles and emotional expressions in synthetic speech us-ing HMM-based speech synthesis. We have developed two methods for modeling speaking styles and emotional expressions -the style-dependent modeling and style-mixed modeling. We have shown that the two modeling methods have almost the same performance in the subjective evaluation tests, and that it is possible to synthesize speech with speaking styles and emotional expressions similar to those of the recorded speech. In addition, it is also shown that the style-mixed modeling method can give fewer output and duration distributions than the style-dependent modeling method.
Future work will focus on evaluating the proposed style modeling techniques by using different styles and training conditions used in this study and developing variability of speaking styles and emotional expressions using style adaptation and style interpolation techniques. 
