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Monsoon depressions are synoptic-scale features that are responsible for a significant
fraction of the rain over northern India during the summer monsoon season, and therefore
it is important to quantify their structure and behaviour in numerical weather prediction
(NWP) models. It is known that increasing model resolution is strongly correlated with
improved forecasts in the short term and global circulation in the longer term, as well as
better representation of tropical cyclones; here, we explore the sensitivity of depressions
to changes in resolution using the Met Office Unified Model. Seven NWP case-studies of
depressions from 2013 to 2015 were run at eight resolutions corresponding to equatorial
grid spacing of between 16 and 208 km, and compared with data for the same events from
Tropical Rainfall Measuring Mission (TRMM) and ERA-Interim reanalysis. We found that,
at the low-resolution end of the spectrum, increases in resolution led to improvements in
the composite structure, but with diminishing returns; that is to say, the improvements
in forecast track and structure become smaller. The model also persistently overestimated
the depression intensity, in particular the wind speed and the warm core aloft–with the
source appearing to originate in the mid-troposphere. The sensitivity of the diurnal cycle to
resolution was also explored: the stratiform component was found to be very well represented
by the model, whereas the convective component was described quite poorly. Improvement
in most components of structure with increasing model resolution were marginal beyond
N320 (63 km) and N512 (39 km) for dynamic and thermodynamic fields respectively.
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1. Introduction
Indian monsoon depressions (MDs) are synoptic-scale systems
that typically spin up over the Bay of Bengal before propagating
northwestward over the Indian subcontinent and terminating
over northwest India or Pakistan (Godbole, 1977; Hurley and
Boos, 2015; Hunt et al., 2016a). Despite the otherwise highly
favourable conditions, strong vertical wind shear during the
Indian monsoon prevents depressions from further deepening
into tropical cyclones; however, they still bring significant and
occasionally devastating precipitation to agrarian north India,
and are responsible for modulating the majority of the seasonal
(June–September) rainfall there (Mooley, 1973). They have an
average duration of around 5 days, and generally occur between
two and four times per season. Despite their clear importance,
little has been done to evaluate their representation in models, or
their sensitivity to changes therein.
Numerical model resolution has consistently been shown to
play a critical role in both deterministic (Mass et al., 2002)
and ensemble (Buizza et al., 1998) forecasts; at all spatial scales:
e.g. mesoscale (Bryan and Morrison, 2012), synoptic (Hill and
Lackmann, 2009;Murakami andSugi, 2010) andglobal (Roeckner
et al., 2006); all time-scales: e.g. climate (Roeckner et al., 2006;
Johnson et al., 2016) and weather (Mass et al., 2002); all locations:
e.g. the Asian monsoon (Sperber et al., 1994; Johnson et al.,
2016) and polar regions (Boville, 1991); and across a number
of processes (Pope and Stratton, 2002), particularly for those
involving precipitation (Giorgi andMarinucci, 1996).While there
has been much work undertaken to determine the sensitivity of
tropical cyclone structure and intensity to model resolution (e.g.
Gentry and Lackmann, 2010; Strachan et al., 2013), no such
study has been carried out for MDs. These studies leave little
doubt that increasing horizontal resolution in a deterministic
model gives improved forecasts, that is to say that, for a given
lead time, the structure of meteorological fields becomes closer
to those observed during analysis. However these increases in
resolution come at at a significant computational cost, and it
is important to determine whether similar improvements could
be gained more cheaply by focussing on improvement of model
parametrizations.
c© 2017 The Authors. Quarterly Journal of the Royal Meteorological Society published by John Wiley & Sons Ltd on behalf of the Royal Meteorological Society.
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Table 1. A summary of the seven monsoon depressions used in this study.
Start time (UTC) Duration Mean speed Heading
and date (h) (m s−1) (◦)
0000 30 Jul 2013 40 6.1 281
0000 20 Aug 2013 54 4.9 278
0000 21 Jul 2014 48 5.8 273
1200 03 Aug 2014 71 4.8 294
0000 20 Jun 2015 40 2.9 334
0000 10 Jul 2015 51 6.8 309
0000 16 Sep 2015 60 6.4 280
Data are computed directly from the high-resolution IMD eAtlas tracks. Duration
is defined as the total (contiguous) time for which the IMD classified the
disturbance as a depression.
In this study, we propose to disentangle this problem using
the numerical weather prediction (NWP) framework of the Met
OfficeUnifiedModel (MetUM). This can be run globally at a large
range of horizontal resolutions, allowing us to probe how well
MDs are represented overall and at what resolutions important
processes are well illustrated.
We start with a discussion on the experimental set-up of the
MetUM, alongwith the tracking algorithm and other data sources
used in section 2.We then examine how theMD propagation and
duration is affected by resolution in section 3, before extending
this intercomparison to the monsoon trough itself in section 4.
We then examine the composite MD structure in a selection of
fields in section 5, discussing horizontal (section 5.2) and vertical
structure (section 5.1) and presenting a detailed analysis of the
diurnal cycle of precipitation (section 5.4).
2. TheMet Office UnifiedModel and experimental set-up
Here, we outline the experimental set-up and the data used. We
open with a discussion of the case-study selection before looking
at the MetUM and how we have set it up to work at a range
of horizontal resolutions. We then discuss the method used to
track MDs in our data, and an algorithm developed to allow fair
comparison of fields at different resolutions. We conclude this
section with a discussion on external data sources.
2.1. Case-study selection
Seven MDs were selected from the IMD eAtlas (http://www.
rmcchennaieatlas.tn.nic.in; accessed 29 March 2017) subject to
the following criteria: firstly, the genesis point should be in or
near the Bay of Bengal so that the governing circulation and
orography is inter-comparable; secondly, they should be recent,
to ensure the analysis from which the forecast is initiated has
high resolution and is of good quality; and thirdly, that the MD
featured notable spatial propagation–some spin up near the coast
and simply do not have coherent propagation, despite lasting for
several days or longer, and these were not selected. A summary
of these seven MDs is given in Table 1; they represent a good
spread ofmean headings (despite the typically low variance in this
field (Hunt and Parker, 2016)), durations, propagation speeds,
and timing with the monsoon season. This is a reasonable sample
size, larger than that of Godbole (1977) or Stano et al. (2002),
comparable with Sarker and Choudhary (1988), but smaller
than the climatological studies of Hurley and Boos (2015) and
Hunt et al. (2016a). The India Meteorological Department uses
a subjective method with synoptic surface charts to track and
classify incident monsoon disturbances (hereafter referred to as
IMD tracks) which contrasts with our objective method; we have
independently tracked these disturbances (hereafter referred to
as ERA-I tracks) subject to the criteria discussed earlier in this
section using ERA-Interim data (Dee et al., 2011). Figure 1
shows a comparison of these track pairs. Note that the MDs
we tracked objectively from reanalysis data tend to have longer
durations than the official MDs declared by the IMD due to our
weaker wind criterion (<8.5m s−1 at 850 hPa rather than at the
surface).
2.2. Overview of the Unified Model
The version of the Met Office Unified Model (MetUM) used
for this study runs version 6 of the Global Atmosphere (GA6)
and JULES Global Land (GL6) configuration (Walters et al.,
2016). The current dynamical core of the MetUM (ENDGame;
Wood et al., 2014) solves the non-hydrostatic, fully compressible,
deep-atmosphere equations ofmotionusing a semi-implicit semi-
Lagrangian scheme on a regular latitude/longitude grid, with an
explicit diffusion scheme. Regardless of horizontal resolution, it
was run with 85 vertical levels; this corresponds to a resolution
of about 100m in the lower troposphere, decreasing to more
than 5 km in the thermosphere with a lid at 85 km (0.004 hPa). A
number of parametrizations are also implemented, including:
2.2.1. Convection
The scheme proposed by Gregory and Rowntree (1990) forms
the basis of the convective parametrization used in the
MetUM. This is extended to include phenomena including
downdraughts (Gregory and Allen, 1991) and depth-specific
convective momentum transport–shallow (Grant and Brown,
1999;Grant, 2001),mid-level (Gregory et al., 1997), deep (Stratton
et al., 2009)). CAPE closure is used for mid-level and deep
convection and, with some exceptions for stability, is fixed at 1 h
(Fritsch and Chappell, 1980).
2.2.2. Sub-grid orography
Effects from subgrid-scale orography can accumulate to become
important on the larger scale; in our study, the most relevant
example of this is the potential for mechanical convection to
be forced by the unresolved features of the Western Ghats and
Himalayan foothills. In the MetUM, effects on this intermediate
scale (which also include orographic drag) are handled by a
scheme based on Lott and Miller (1997), whereas finer-scale
interactions involving stress and torque from roughness friction
are estimated by a scheme based on Wood and Mason (1993).
2.2.3. Turbulent mixing
A scheme based on Lock et al. (2000) with extensions from
Lock (2001) and Brown et al. (2008) is used to parametrize
turbulence in the MetUM. This scheme also largely governs
motion in the atmospheric boundary layer (for which it was
originally intended), upholding adiabatic conservation laws with
a first-order turbulence closure.
2.2.4. Precipitation and cloud
Local convective precipitation is handled directly by the
convection scheme (see above). However, much of the rainfall
associated with monsoon depressions is stratiform in nature due
to the large-scale moisture convergence they induce in the lower
troposphere (Hunt et al., 2016b). This is handled by a scheme
based on Wilson and Ballard (1999), with specific precipitation
extensions based on discussions in Tripoli and Cotton (1980),
Abel and Shipway (2007), Abel et al. (2010), and Abel and Boutle
(2012). Cloud fraction and condensate are computed using a
prognostic scheme (Wilson et al., 2008).
In this experiment, we keep fairly close to the operational
use of the model by the Met Office. That is to say, it is run
globally and with forced, persisted sea-surface temperatures
(SSTs) in atmosphere-only mode, although we perform no data
assimilation. The model physics and parametrizations do not
c© 2017 The Authors. Quarterly Journal of the Royal Meteorological Society
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Figure 1. Comparison of official IMD tracks (solid) with those tracked objectively from ERA-Interim (dashed). The average length of the latter is greater due to the
relaxed MD wind criterion used in this study. Depression start dates are given in Table 1.
Table 2. A summary of the eight horizontal resolutions used in this study, with
dimensions of the global grid, and zonal resolution at the Equator.
Name Grid points Resolution
(nx × ny) (km)
N96 192 × 144 208
N216 432 × 324 93
N320 640 × 480 63
N512 1024 × 768 39
N640 1280 × 960 31
N768 1526 × 1152 26
N1024 2048 × 1536 20
N1280 2560 × 1920 16
nx and ny refer to the number of longitudes and latitudes respectively used to
construct the grid.
change as a function of resolution; the model time step of 15min
is stable at all resolutions.
2.3. The spectrum of resolutions
For this study, the NWP model was run over eight resolutions,
ranging from that currently used for the Met Office Hadley
Centre low-resolution climate model, increasing to the current
NWP forecasting model resolution of N768, through to two
higher resolutions expected to be operational in the near future
(N1024 and N1280). A summary of these resolutions including
the number of grid points they use and the approximate zonal
grid point spacing at the Equator is given in Table 2. For each
of the seven case-studies, the NWP model was run at all eight
resolutions, with a fixed 70 vertical levels; the initiation date for
each forecast was selected as 0000UTC on the day before the IMD
officially declared the depression.
2.4. Description of the tracking algorithm
We use the fixed-domain objective feature-based tracking
algorithm described by Hunt et al. (2016a) and improved by
Hunt et al. (2016b), which filters vortical events subject to the
criteria discussed in the Introduction (at least two closed even∗
hPa isobars; surface wind speeds in excess of 8.5m s−1). Since
ancillary surface roughness lengths vary significantly with model
∗i.e. . . . , 998, 1000, 1002, . . .
resolution and have a strong effect on surface winds, we adopt
a slight scale-invariant adaptation: we use 850 hPa wind as the
primary tracking criterion. If resolution were not variable, we
would use the IMD criteria recently mentioned, i.e. closed surface
isobars over land and surface wind speed over the ocean. This has
the clear caveat of being more sensitive to weaker disturbances
as MD winds tend to reach a maximum just above the boundary
layer (Hunt et al., 2016a), and we shall subsequently accept
that some parts of the resulting MD tracks would technically be
classified as monsoon lows.
2.5. Adaptive downsampling
During the course of this study, we will be exploring data repre-
sented at resolutions spanning more than an order of magnitude.
This presents a problem with comparative analysis, particu-
larly for fields with a high spatial frequency, such as vorticity.
Conventionally, increasing or slightly decreasing resolution is
achieved by some optimal-order bivariate interpolation; how-
ever this can–and will, beyond a certain point–cause significant
aliasing problems, even at high interpolation orders. This means
that the data become misrepresented, particularly when looking
for extreme values (e.g. in determining the maximum intensity
a system achieves). To circumvent this, we must consider what
it means to represent data at lower resolutions–it is, essentially,
zooming out; thus we should expect to be able to traverse to a
low-resolution grid, L (size: Ll × Lw), from a higher-resolution
grid, H (aLl × bLw : a, b ∈ Z), via a block-mean reduction of the
form:
Lij = 1
ab
a(i+1)∑
k=ai
b(j+1)∑
l=bj
Hkm . (1)
It is reasonable to assume that, in a real-world application, a and
b will not necessarily be integers; in this case it is safe to perform
the above using their floors and then trivial to apply a suitable (in
our case, biquintic–i.e. fifth order polynomial–splines in each
dimension) interpolater to the lower-resolution data to adjust it
to the required resolution. An example of this procedure is shown
pictorially in Figure 2 for an 8 × 8 to 3 × 3 conversion.
2.6. Data sources
This study makes some use of external datasets. Firstly, the ERA-
Interim reanalysis product (Dee et al., 2011) from the European
c© 2017 The Authors. Quarterly Journal of the Royal Meteorological Society
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Figure 2. Pictorial example of adaptive downscaling from an 8 × 8 grid to a 3 × 3 grid. The leftmost grid (8 × 8) contains some sparse data, represented by the
orange and blue blocks; firstly the resolution is reduced to the closest divisor of the original that is higher than the target (here 4 × 4, as 4|8 and 4 ≥ 3). We then use a
two-dimensional interpolation method to downsample from this intermediate resolution to the final 3 × 3 grid.
Centre for Medium-Range Weather Forecasting, an atmospheric
global 4D-Var reanalysis from1979 to the present. This is available
at T255 spectral resolution (i.e. a comparable spatial resolution
to N256, using Table 2) with 60 vertical levels, 27 of which are
below 100 hPa, at six-hourly temporal resolution. For ERA-I,
these output vertical levels are identical to the model vertical
levels. We also make use of the Tropical Rainfall Measuring
Mission (TRMM) multi-satellite surface precipitation product
(3B42; Huffman et al., 2007), which has 0.25◦ × 0.25◦, 3-hourly
resolution, and global coverage between 50◦N and 50◦S; this is
available from 1997, and is calibrated andmerged with a selection
of other IR satellites: Geostationary Meteorological Satellite
(GMS), GOES-East, GOES-West, Meteosat-7, Meteosat-5, and
NOAA-12.
3. Propagation and duration
The NWP models at each resolution for each case-study were
run for seven days, which is substantially longer than any of the
MD durations given in Table 1. The previously described tracking
algorithm was applied to the output data to determine whether
an MD was present in the forecast and, if so, what its track was.
In all 56 forecasts (seven case-studies at eight resolutions each),
an MD of sufficient length not to be dismissed as a transient
feature was detected. Examples of tracks from two case-studies,
along with the overall averages are shown in Figure 3, the average
tracks (in bold) are computed from normalized durations (that
is to say, if one had twoMDs of duration 48 and 60 h, the halfway
point of the average track would be taken from the coordinates
at 24 and 30 h respectively). Also given in the figure are the
official tracks from the IMD (grey) and as computed from ERA-
Interim reanalysis (black). The two case-studies given are a longer
westward system that terminated on the west coast and another
propagating northward that terminated over Bangladesh, from
the 16 September 2015 and 20 June 2015 experiments respectively.
It is evident from the two examples and the seven-member
multi-depression mean shown in Figure 3 that increasing the
resolution improves the track forecasts: the genesis/termination
points, durations, and along-track coordinates all tend towards
greater accuracy. We can look at the forecast track accuracy more
quantitatively by normalizing the track lengths and computing
the mean distance error compared to the IMD or ERA-I tracks;
i.e. we consider a given lifetime percentage and for each resolution
calculate the mean distance between its tracks and the ‘truthful’
ones. This is done for each resolution, tested against both IMD
and ERA-I tracks, and the results are given in Figures 3(a) and (b)
respectively. We see that the errors generally grow with time,
with N96 performing particularly poorly. Regardless of whether
the comparison is made with ERA-I or IMD tracks–although it
strictly ought to be the former–it is evident that, above N216
resolution, error reductions become more marginal in terms of
track position.
4. Representation of themonsoon trough during depressions
To understand the relationship between model, resolution, and
depression, we must first consider the environment in which
depressions are embedded: the Indian monsoon trough. It is a
favourable environment for MDs, a low pressure area with large
moisture fluxes, wrapped in lower-tropospheric cyclonic winds,
all three of which tend to strengthen during the passage of a
depression (Hunt et al., 2016a). Thus, the discussion of the nature
of a depression-trough† in models and its sensitivity to resolution
is an important part of a clear analysis of MDs in NWP models.
4.1. Rainfall
Figure 5 shows a comparison of mean rainfall across the case-
studies for a range of resolutions with each other and the TRMM
3B42 surface precipitation product for the same period. We
†We shall hereafter use the term depression-trough to refer to the trough when
it is co-existent with a monsoon depression.
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Figure 3. A selection of tracks from the case-study experiments. In bold are the mean tracks for each resolution, normalized by duration; the westward propagating
tracks that traverse the peninsula are from the 16 Sep 2015 MD, and those propagating northwards toward the Ganges Delta are from the 20 Jun 2015 MD. In black
are the tracks computed from ERA-Interim, and in grey are the official IMD tracks.
ERA-Interim IMD
(a) (b)
Figure 4. Mean distance from (a) ERA-Interim track and (b) IMD track as a functionMD lifetime percentage. Duration normalization is carried out before averaging,
as in Figure 3.
see that increasing the resolution consistently does two things
to the mean picture: it reveals a more complex structure, and
results in generally higher maximum rainfall rates. Naı¨vely, we
might say that these can be explained directly by considering
how the fields are represented–finer detail simply cannot be
depicted at the lower resolutions, since there are not enough
pixels, and the highest rainfall rates have very small spatial
scales and thus tend to get smoothed as resolution is reduced.
However, this is not the complete story: the structure becomes
more filamental‡ with increasing resolution, providing evidence
that finer mesoscale processes are being represented in the model
(whether or not they exist in reality); further, both the mean
rainfall in the trough and the frequency of ‘very heavy’ rainfall
events, officially defined by the IMD as rates of 125mmday−1 or
greater, also increase with resolution. Figure 6 gives a depiction of
the latter: the fraction of time steps where a MD was considered
present in ERA-Interim (for the relevant range of dates) in
‡i.e. it is anisotropic, which we would not expect if this detail came about solely
as a result of having a ‘sharper’ image.
which the model/TRMM 3B42 determined that very heavy
surface precipitation was present. We see that the frequency
of such events in the trough increases with resolution, tending
towards the values suggested by TRMM, however the orographic
representation over the Western Ghats and across western
Indochina remains poor throughout (for example, precipitation
predicted by the model over the Western Ghats is too frequent,
too weak, and in the wrong location), and this is important to
quantify because the rainfall over the mountainous west coast
is heavily modulated by the presence of MDs (Hunt et al.,
2016a). The lower-tropospheric cyclonic circulation associated
with a typical MD strengthens the monsoon westerlies over the
Western Ghats, increasing the associated orographic rainfall. It
is also evident that, while the forecast frequency of heavy rain
improves with resolution, the total amount of rain associated
with the MD becomes a clear overestimate when compared to
TRMM; and across all resolutions, the model tends to constrict
the spatial scale of heavy rainfall events to be closer to the
MD centre. Note also the footprint of a disturbance in the
Arabian Sea contemporaneous with the June 2015 disturbance;
it is included in these maps of the composite depression-trough,
c© 2017 The Authors. Quarterly Journal of the Royal Meteorological Society
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but will be excluded from depression composites in subsequent
sections.
We can interrogate the bulk rainfall statistics a little more by
looking at a histogram of precipitation rates in the depression
trough; unfortunately it is difficult to compare individual events
due to the individual storms being typically smaller than the
forecast track errors. This is done across all case-studies (using
dates from ERA-I tracks), giving over 160 time steps. For a simple
definition of the trough (20–25◦N, 75–85◦E), the histograms are
shown in Figure 7. The distributions from TRMM 3B42§ and the
model at all resolutions are significantly different, although from
resolutions of about N512 upwards (even after downscaling), the
model is capable of representing the higher rainfall rates that
TRMM suggests exist there. There are three distinct regimes with
boundaries at approximately 125mmday−1 (coincidentally) and
500mmday−1. In the low-rate regime, we see that, regardless of
resolution, the model overestimates the frequency (by as much
as an order of magnitude as the 0.1mmh−1 resolution of TRMM
3B42 is approached). This exaggerated drizzle is a well-known
issue in global models (e.g. Dai, 2006; Stephens et al., 2010).
This is compensated for by an under-representation of higher
rainfall rates in the model, although above about 225mmday−1
this sharply improves with increasing resolution. In the very-high
rate regime, resolutions below N512 produce nothing, whereas
N512 and above tend to overestimate the frequency and amount;
however this should be taken with the caveat that these events are
rare (of the order of two or three over the total dataset of each
resolution).
4.2. Synoptic circulation
It has been shown that mid-tropospheric relative humidity is
an important factor in the modulation of MD genesis (Ditchek
et al., 2016), thatMDs are capable of organizingmid-tropospheric
circulation that is absent in the climatology (Hunt et al., 2016a)
and, further, that fields at these altitudes are thermodynamically
coupled to precipitating events at the surface (Hunt and Turner,
2016; Hunt et al., 2016b). Bearing this in mind, Figure 8 shows
the mean 500 hPa depression-trough relative humidity and winds
for a selection of resolutions, with that from ERA-Interim (for the
same dates) for comparison. The relative humidity at this altitude
is consistently over-estimated by the model (typically 5–10%
in the trough), but this improves with increasing resolution.
We also note that the maximum relative humidity moves south
(towards that observed in ERA-I) with increasing resolution; this
is likely to be at least related to the tracks having lower latitude
(cf. Figure 3). The circulation is well represented at all shown
resolutions, although in the model it is more convergent (not
shown, though inferable from Figure 8) over the trough than in
the reanalysis, and this is exacerbated by a resolution increase; it is
perhaps important to note that this is correlated with an increase
in the average precipitation for the region.
The circulation at 700 hPa, shown alongwith potential vorticity
(PV) inFigure 9 looks similar to that at 500 hPa,with the exception
of the strongmonsoon westerlies south of the disturbance. At low
resolutions, the trough PV is displaced (too far to the northeast),
but this improves with resolution, perhaps indicating a better
representation of the known axial tilt in MDs. We also note
that the PV over the Arabian Sea and near the high orography
in Pakistan is severely overestimated at all resolutions, when
compared to the reanalysis.
Summarizing, we have seen that an increase in model
resolution is correlated with an intensification of activity in the
depression-trough: an increase in moisture, stronger circulation,
and associated higher rainfall rates. Therefore we should expect
that increasing resolution should also be correlated with stronger
§Recall the resolution of TRMM 3B42 roughly equates to N720
MDs. However, the impact of increasing resolution is small once
we get beyond N320.
5. Evaluation of composite depression structure
Now that we have explored in some detail the sensitivity of a
depression-trough to changes in horizontal model resolution,
we shall look at the performance of the models from an MD-
centred point of view. This is simply done via the construction
of a composite, which has been done before for, e.g. tropical
cyclones (Catto et al., 2010) and monsoon depressions in
observations (Godbole, 1977; Keshavamurty et al., 1978; Sarker
and Choudhary, 1988; Prasad et al., 1990) and reanalysis (Hurley
and Boos, 2015; Hunt et al., 2016a). Simply put, the composite is
composed by taking all depression-time steps, centring the data
for the field of interest on the depression centre, and then taking
the average. The Appendix gives a formal description.
One simple method, commonly used in the context of tropical
cyclones, to overview the system-relative composite is to examine
the extreme values of intensity-related variables as a function
of resolution, averaged over the case-studies. Figure 10 shows
the appropriate extreme (or mean) values for surface pressure,
350 hPa temperature anomaly, total precipitable water (TPW),
and free convective depth; the values are computed from a
1000 km-sided box surrounding the centre, with blue dots
marking the values from individual case-studies and the blue
line their average. The green line in each subplot marks the mean
value from the ERA-I tracks and all fields are interpolated to
N216 for comparison using the algorithm outlined in section 2.5,
which is an important step to undertake when performing
intercomparison of extreme values across differing resolutions.
The first field under consideration (Figure 10(a)) is the lowest
central surface pressure associatedwith theMDduring its lifetime:
parallel to similar studies for tropical cyclones (e.g. Strachan
et al., 2013) we see that increasing the resolution strengthens the
minimum surface pressure associated with the system irrespective
of appropriate downsampling, though unfortunately even at
some of the lowest model resolutions (N216: 989.7 hPa), it is
still lower than the values suggested by ERA-I reanalysis, and
deepens substantially beyond this (N1280: 984.8 hPa). During
our discussion of representation of the depression-trough in the
MetUM (e.g. Figure 9), we initially suspected that MDs may be
more intense in the model than in reality, and this corroborates
that analysis.
We know that MDs are largely in thermal wind balance
with the latent heat-induced warm core aloft, and that the
highest temperature anomalies are found at around 350 hPa,
so this is an important metric to consider when discussing
intensity; Figure 10(b) shows the maximum values of the 350 hPa
temperature anomaly (Figure 13 and associated discussion give
an explanation of how the climatology is generated for the
MetUM). This is handled far better than surface pressure by the
MetUM, where the predicted values of approximately 9.5 K in the
models at higher resolution is insignificantly separated from the
ERA-I value of 8.7 K; and this accuracy generally improves with
increasing resolution, especially beyond N320. However, it is still
clear that these extremes are too high at all resolutions.
Latent heat release in the troposphere is strongly coupled
with the moisture presence, and so we turn our attention
to a good proxy of this: TPW. Figure 10(c) shows the mean
values of column TPW in the aforementioned–1000 km sided,
surrounding MD centre–box across the resolutions; this again is
improved (compared to reanalysis) by increasing resolution from
66.3mm at N96 to 64.3mm at N1280, however the degree
of improvement is marginal when compared to the overall
error against the reanalysis value of 60.9mm. So, the model
asymptotically tends to roughly a 5% overapproximation of the
total mass of water in the atmosphere surrounding the MD. This
is not due to a temperature discrepancy (as we have briefly seen
earlier in this section and will confirm later on examination of the
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(a) (b) (c)
(d) (e) (f)
Figure 5. Mean precipitation (mmday−1) in the monsoon depression-trough and surrounding area for five resolutions (a) N96, (b) N320, (c) N640, (d) N1024,
(e) N1280, compared against (f) the same period(s) for TRMM-TMPA 3B42. Each is averaged over the same set of dates and times, i.e. those in which a MD was
considered present in ERA-Interim by our tracking algorithm.
(a) (b) (c)
(d) (e) (f)
Figure 6. Fraction of total time for which ‘very heavy’ rainfall events were present in the depression-trough for the resolutions as in Figure 5, compared against the
same period(s) for TRMM-TMPA 3B42. ‘Very heavy’ is defined by the IMD as rates exceeding 125mmday−1. The computation is as in Figure 5.
vertical profile of temperature), there is simply more moisture
beingput into the troposphere. This corroborates the behaviour of
the trough that we saw in Figure 8, and is not a problem generally
found in the tropics (Martin et al., 2006), so we can fairly safely
assume there is something special about the representation of
monsoon depressions that is causing this.
We extend this discussion a little further by considering the
changes in tropospheric stability associated with the depression.
For this, a good proxy is CAPE, although as we will come to
see, it is rather too noisy to use when looking for extreme
values. Instead, we consider free convective depth, the difference
in altitude between the level of free convection and the level
of neutral buoyancy; the larger this value, the more latent heat
can theoretically be deposited throughout the troposphere. The
maximum values for this are shown as a function of resolution in
Figure 10(d), and we can immediately see a rapid improvement
with increasing resolution, tailing off at about N512 where the
mean maximum free convective depth of 15.56 km compares
favourably to the reanalysis value of 15.63 km. Clearly, then, the
issue of too much moisture and over-intensification of the vortex
doesnot appear tobe related toatmospheric stability.This is oneof
a great many features affected by the convective parametrization
scheme, which in part explains its overall improvement with
resolution.
5.1. Vertical structure
Monsoon depressions involve a number of complex, moist
thermodynamic processes occurring over irregular orography and
land surface type that result in characteristic vertical structure
that has been qualified in some detail by previous authors
(Godbole, 1977; Hurley and Boos, 2015; Hunt et al., 2016a).
One consistent, common feature in the vertical structure is a
bimodal PV core: a maximum at ∼500 hPa primarily caused
by the upper-tropospheric warm core, and one at ∼700 hPa
primarily caused by the lower-tropospheric relative vorticity
maximum. South–north cross-sections across the composite PV
forMDs at each resolution, as well as those derived from the ERA-
I and IMD tracks using ERA-I reanalysis, are shown in Figure 11.
The bimodal structure itself is clearly well captured across the
range of horizontal resolutions, although the magnitude of the
maxima is too great by as much as 50%. This error is essentially
consistent across the resolutions (with the exception of N96)
which is apparently contradictory to recent work (Roberts et al.,
2015) that suggests tropical cyclone intensity and horizontal
model resolution are strongly correlated, although their study is
a climate run with several hundred events (i.e. the cyclones spin
up from the model rather than initial analyses). We note here
that the MetUM model output was made to match the vertical
levels available as ERA-I output data–24 levels between 1000 and
150 hPa (approximately 200m resolution in the PBL, decreasing
to 2 km at the tropopause).
Since both maxima in PV are significantly overestimated by
the model, we should expect this to be reflected in the primary
contributors to each.We shall start by looking at the distributions
of lower-tropospheric relative vorticity as a function of resolution.
Now, we cannot be certain, although it is likely, that the vorticity
maxima (climatologically found at the centre at 850 hPa) will
necessarily be at the tracked MD centres–MDs are not strictly
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Figure 7. Normalized log-histogram of precipitation (mmday−1) in the
depression-trough during the case-study MDs. Here, the trough is defined simply
as a box (see inset map) 20–25◦N, 75–85◦E. Breaks in lines indicate zero counts.
Vertical dashed lines are shown for values of 125, 225, and 500mmday−1.
line vortices (Hunt et al., 2016a), and they tilt westward with
height (Godbole, 1977); so, to capture the values associated with
the vortical core, we take all relative vorticity values in a prescribed
cuboid of length 400 km centred on the MD centre with vertical
extent 925–750 and 650–300 hPa. All values within these cuboids
are taken for all times where an MD is present in any of the case-
study data and collected into histograms, which are given in
Figure 12. Although these data were coarsened to T255 resolution
(lower than this was undesirable because it leaves data sparse
in the domain used), the lower resolutions were found (using
a broader domain) to be insensitive to downsampling. We note
that all histograms closely resemble the gamma function, and
that increasing resolution causes increased positive skewness with
diminishing return; this indicates an increasing variance which
is not reflective of the distributions found for reanalysis MDs
(grey and black in Figure 12). There is also a gain in intensity
with increasing resolution until N512; this is more apparent in
the mid-tropospheric sample of Figure 12(b) where we also see
the model performs substantially more poorly by overpredicting
the MD intensity. Had we not opted to downsample the data
from higher resolutions before producing the histograms, we
would have recovered (not shown) a figure much like Figure 8 of
Strachan et al. (2013). We note that on statistical tests of these
distributions at both levels, the three lowest resolutions were each
significantly different from each other at the 99% confidence
level, as well as from the five highest and the IMD/ERA-I tracks
(the two latter sets were also significantly different from each
other at this level, although the members of each set were
not individually significantly different from each other). The
differences in intensity prediction between the two altitude
segments shown in Figures 12(a) and (b) are important: this
is a first indicator that a primary cause of the model’s failings is
rooted in the upper/mid-troposphere.
MD structure in the upper/mid-troposphere is strongly
influenced by latent heat release there, so the next logical step is to
examine the vertical thermal structure of depressions. This, in the
form of temperature, is given for each resolution, with the ERA-I
and IMD track composites for comparison, in Figure 13. Since
perturbations to the temperature caused by MDs are roughly two
orders of magnitude smaller than the vertical gradient through
the troposphere, we look at the temperature anomaly, rather than
the raw temperature field. For composites computed from both
model output and reanalysis data, the anomaly was computed by
subtracting the short climatology from the total forecast period
(37 days over the seven MDs); this is realistically too short a
period to conduct a sound analysis (climatologically, one would
expect one or two MDs in a period of this length), although
comparison of the ERA-I/IMD composites with other vertical
thermal composites (e.g. Godbole, 1977; Hunt et al., 2016a)
indicates that they are fairly representative. In the model, the
magnitude of thewarmanomaly in themid-troposphere increases
with resolution until N320; at resolutions thereafter the warm
anomaly remains approximately constant. In contrast, there is
little difference between the boundary-layer cold anomalies in
any resolution, other than perhaps a more defined structure
with increasing resolution. Comparing the composite structure
from the models to those from the reanalysis, it is evident
again that the MD intensity is overestimated. Not only are the
warm anomalies aloft roughly 0.25 K too strong, but they are
significantly elongated in the vertical, extending up to a kilometre
higher than in the reanalysis. Conversely, the cold anomaly near
the surface is well-represented in both magnitude and shape at all
resolutions, arguably being slightly too confined to the centre.
We shall conclude this particulardiscussionwith anexploration
of the vertical wind structure given in Figure 14 which is also
presented as an anomaly so as to remove the effects of the
monsoon jets. As expected, the structure is asymmetrical with
wind speed being substantially higher north of the centre than
south. The MetUM captures this asymmetry at all resolutions,
and matches the intensity of the weaker lobe in the reanalysis
composites whilst overestimating the intensity in the stronger
lobe. We also note a deeper circulation: the model has a well-
established mid-tropospheric cyclone that is all but absent in the
reanalysis, likely coupled with the stronger and deeper latent heat
release seen in Figure 13. Again, once the resolution is increased
beyond N320, no significant changes in structure or intensity are
noted in the composite.
Summarizing the composite form, we have seen that, in an
NWP set-up, the MetUM generally captures the spatial structure
of monsoon depressions well,¶ improving with resolution until
about N512; however, the intensity is typically overestimated,
increasing with resolution early on until saturation at N320. We
remark at this stage the caveat of having a relatively low-resolution
reanalysis (i.e. one that falls between N216 and N320); the only
thing we can say with certainty is that the composites at N216 and
N320 are too intense and that this bias appears to worsen with
resolution, but this cannot be properly verified without higher-
resolution observational/reanalysis data. In the mid-troposphere,
this is explained by an increase in the frequency of events of
greater intensity (saturating at N320); in the lower troposphere
this is exacerbated by a shift also in the mode.
5.2. Horizontal structure
Quantifying horizontal structure of MDs is also important: at the
surface, interaction of the synoptic flow with local orography and
sharp gradients in land type supports complicated, asymmetrical
structure both there and aloft. One of the most strongly affected,
and important, variables in this context is surface precipitation,
so we shall start the discussion there. Figure 15 shows composite
surface rainfall for the case-studies at each of the eight resolutions
¶However, wemust note that this is in the specific case wherewe have initialized
the model quite close to the start date, as one would do in forecasting. We
make no assertions about how a climate model would perform, particularly
once biases develop in the atmosphere.
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(a) (b) (c)
(d) (e) (f)
Figure 8. Mean 500 hPa relative humidity (colour shading) and 500 hPa winds (arrows) in the monsoon depression-trough and surrounding area for (a)–(e) the
same resolutions as in Figure 5, compared against (f) the same period(s) for ERA-Interim. The computation is as in Figure 5.
(a) (b) (c)
(d) (e) (f)
Figure 9. Mean 700 hPa potential vorticity (colour shading, 10−7 Km2 kg−1 s−1) and 850 hPa winds (arrows) in the monsoon depression-trough and surrounding
area for (a)–(e) the same resolutions as in Figure 5, compared against (f) the same period(s) for ERA-Interim. The computation is as in Figure 5. Where orography is
above 700 hPa, grey shading is shown.
considered in this study, with equivalent computations based on
the ERA-I/IMD tracks, taking precipitation data from TRMM
3B42. One of the most apparent features follows directly from
inspection of the behaviour of rainfall in the monsoon trough in
general (Figure 5), i.e. that the model at all resolutions tends to
produce smoother, more coherent patterns. Increasing resolution
produces finer spatial features that slowly tend towards the obser-
vational structure, and causes an increase in the values associated
with the near-central maximum. In combination, these result in
finer resolutions seemingly producing ever higher fidelity results
when it comes to rainfall. However, there are a few systematic
problems across the spectrum of model resolutions, some of
which we have already noted while discussing representation of
the trough: orographic rainfall in the southwest (Western Ghats)
andnortheast (Himalayan foothills) is consistently overestimated,
although this does improve slightly in the northeast with increas-
ing resolution. Inspectionof thedata (not shown) suggests that the
model has a tendency to produce constant low rain rates at these
locations which is not reflective of reality; further, the rain shadow
to the south, which is not so immediately obvious in Figure 5 gen-
erally has too much precipitation, something that gets worse with
resolution until N1280. Of course, these specific failings are not
directly linked to the presence of an MD; the orography is there
regardless of the state of the trough, but it is known, for example,
that MDs increase (decrease) rainfall along the Western Ghats
(Himalayan foothills) by as much as 15mmday−1 (Hunt et al.,
2016a), and based on what we have seen so far, it seems unlikely
that thiswould bewell represented given the poor spatial structure
and intensity seen (particularly over the Ghats) in Figures 5 and 6.
We can use other diagnostics to pick apart the precipitation
structure, and it would be appropriate to select these based on
the salient pretence that they ought to represent contrasting
factors: for example, the amount of water available in the column
and the ability of the column to rain out this water, for which
TPW and CAPE respectively are suitable proxies. Figure 16 gives
the composite (horizontal) structure of TPW (mm) and CAPE
(J kg−1) across all resolutions and for ERA-I/IMD tracks in ERA-
Interim data. These are presented such that darker block contours
represent higher CAPE values and redder line contours represent
higher values of precipitable water. At first glance, we see that the
model has a tendency to overestimate TPW and underestimate
CAPE in the vicinity of theMD centre. In terms of quantity, these
errors appear tomostly cancel each other out when it comes to the
precipitation composite, and although CAPE is only a proxy (if it
is indeed even that) for convective rainfall, we shall see later that
the majority of rain associated with the MD in the model can be
attributed to convective events. In terms of spatial structure, the
TPW is fairly well represented: the central maximum is arguably
pushed slightly too far from the centre, particularly in the lower
resolutions, but this is certainly recovered at resolutions upwards
of N768; the MetUM appears to do a fairly poor job over the
Tibetan plateau, and it is worth noting here that these ‘parcel
ascent’ variables were computed from the conditions at the local
surface, starting from the orographic height. However, this failure
does not have a significant spatial reach, as TPW values become
rapidly comparable to those given by the reanalysis beyond the
foothills. Conversely, the spatial distribution of CAPE in the
model composites is quite different to that suggested by the
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(a)
(b)
(c)
(d)
Figure 10. A selection of intensity diagnostics as functions of resolution. (a)
Minimum surface pressure obtained (hPa), (b) maximum temperature anomaly
(K) at 350 hPa relative to climatology, (c) mean total column precipitable water
(mm), and (d) maximum free convective depth (km). Each is computed from a
1000 km-sided box surrounding the centre, with the value for eachMDcase-study;
these individual values are plotted as blue circles at each resolution with the mean
given by the blue line. The green line represents the value obtained by performing
the same computation on the ERA-I track. Here, free convective depth is defined
as the difference in altitude between the levels of free convection and neutral
buoyancy.
analysis. For the sake of clarity, we note that this is computed
at each time step and then composited, i.e. it is the composite
of the CAPE, as opposed to the CAPE of the composite. Across
resolutions, the MetUM has a tendency to place the maximum
CAPE (associated with the MD) several hundred kilometres too
far to the northwest, such that it no longer really has an overlap
with the MD centre. We also note that values over the ocean
(far southeast) are overestimated, and values over the Himalayan
foothills (near northeast) are generally underestimated.
5.3. Cloud structure
Now, having looked at precipitation and related fields in some
detail in the horizontal, we turn our attention to cloud. Cloud
cover is important in the context of a depression for a number
of reasons. Firstly, it plays an important part in governing the
thermal and diurnal structure–radiative cooling at the top caps
the warm thermal core aloft and sets up the static instability at
night that is responsible for enhanced precipitation at the surface,
and it serves to block insolation near the centre causing the cold
thermal core at the surface. Secondly it has long been thought
that convective instability of the second kind (CISK; Charney and
Eliassen, 1964) is at least in part responsible for the intensification
of MDs (Krishnamurti et al., 1975; Sikka, 1977; Keshavamurty
et al., 1978; Shukla, 1978;Chen et al., 2005). That having been said,
any cross-section of a composite field that is fundamentally binary
is limited in what it can tell us; however, we can use combinations
of colour to represent three variables simultaneously. We
can use this in conjunction with the model/reanalysis output
fields of low-/mid-/high-level cloud cover which assess the
fractional cloud amount between two pre-defined heights.
For both the MetUM output and ERA-Interim, these heights
are defined on sigma levels that correspond to (from the
surface):
low <1.8 km ≤ mid <5.5 km≤ high <13.7 km (2)
for the MetUM and
low < 1.9 km ≤ mid < 6.3 km ≤ high (3)
for ERA-Interim. Figure 17 shows the composites for these
variables across model resolutions (and for ERA-I/IMD tracks)
displayed in colour space: that is to say, if each of low-/mid-/high-
level cloud cover have a range of 0 to 1, and we define coordinates
in RGB colour space, (R, G, B) such that (0, 0, 0) is black and (1,
1, 1) is white, then we can represent cloud cover by the unique
colour coordinate (CL, CM, CH) where CL, CM, and CH are
low-/mid-/high-level cloud cover fractions respectively; thus, for
example, full low-level cloud coverwith nothing above it would be
represented as pure red. Looking at Figure 17(a)with this inmind,
we see a common structure emerging across the resolutions and
in the reanalysis composites: full cloud cover extends for several
hundred kilometres southwest of the centre, and conversely,
low-level cloud dominates in the northeast quadrant. There is
also ubiquitous high-level cloud, along with a mix of all types
over the Himalayas in the far northeast. This overview agrees
with the CloudSat-derived composite produced by Hunt et al.
(2016b), which suggested deep cloud persisted south of the
centre, transitioning to lighter, lower-level cloud in the north
with stratus and altostratus over the Himalayas. Unusually, there
are few differences across the resolutions when it comes to
spatial distributions or even magnitudes: the axis separating deep
cloud and low-level cloud rotates from north–south at lower
resolutions, and finer structure becomes apparent, including
traces of individual squall lines and rain bands. These compare
fairly well to the reanalysis composites (even given the different
classification boundaries between the two sets of products)
although there are some subtle differences: the deep cloud cover to
the southwestof the centre isweaker than suggestedby theMetUM
composites, and tends to be elongated and wrapped around the
centre, as opposed to being roughly isotropic with a well-defined
maximum; and the Himalayas are handled differently, but since
these are purely modelled products (even in the reanalysis), it is
likely inconsequential.
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Figure 11. Mean composite potential vorticity (10−7 Km2 kg−1 s−1) for the case-study MDs. Tracked MDs in the forecasts and reanalysis are centralized such that
their centres lie at the origin of the composite. Here, south–north cross-sections through the composite origin are presented for all resolutions, and the composites
derived from both our ERA-I tracks and the IMD tracks (i.e. the tracks determined from ERA-I and those given by the IMD, both applied to ERA-I data–see text for
more details). The ERA-I equatorial resolution of ∼78 km is approximately N256.
925–750 hPa
(a) (b)
650–300 hPa
Figure 12. Normalized histograms of relative vorticity (10−5 s−1) for each resolution and the ERA-I and IMD tracks. These are taken at all times where an MD is
present, from a cuboid of horizontal length 400 km centred on the origin, and vertical extent (a) 925–750 hPa and (b) 650–300 hPa.
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5.4. Diurnal cycle
The diurnal cycle of Indian monsoon depressions was first
characterized and detailed by Hunt et al. (2016b) using
observations from TRMM 3B42. They showed that two strongly
varying modes of differing spatial scales existed almost in
antiphase, and that these could, together, be simply modelled
as the sum of two arbitrarily phased Gaussians (Eq. (4)). P is the
observed spatial distribution of the precipitation, Presidual is the
difference between the observed rainfall and the fitted function,
n is an index for the two Gaussian functions, σx and σy refer
to the standard deviation of the Gaussian along the x and y
axes respectively, (xo, yo) are the coordinates of the centre of the
Gaussian, and θ is its rotational phase. These functions were then
fitted to diurnally separated data (by which we mean composites
of 0000, 0300, 0600, . . . , 1800 UTC) to recover the two distinct
modes: an outer mode peaking at dusk with small magnitude and
large scale, related to the tropical convection cycle over land, and
a central mode peaking at dawn with large magnitude and small
scale, related to the radiation-induced instability in the column.
We now repeat the analysis ofHunt et al. (2016b) across our range
of resolutions to determine to what extent the MetUM is capable
of capturing the diurnal cycle, and how resolution affects it. The
maximum andminimum values of the amplitude coefficients,An,
(mmh−1) for eachmode and each resolution are given in Table 3,
alongwith their respective times (to the nearest 3 h, representative
of the model output temporal resolution). We see that the central
mode is verywell captured fromN512upwards (though a little too
intense), but the outermode is rather poorly represented–both in
being far too weak, and in getting the timings entirely incorrect.
The failure of the model to accurately represent the outer mode is
in linewith the peak of tropical convective activity in parametrized
models coinciding with the solar zenith (e.g. Rio et al., 2009), and
there is no reason that we should necessarily expect this common
issue with global models to be magically fixed by the presence of a
nearby MD.
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Figure 13. Mean composite temperature anomaly (K) for the case-studyMDs. The compositing method is as in Figure 11. Here the anomaly is against the climatology
computed for the 37 total forecast days (with these dates also used to compute climatology for the reanalysis structures.
Figure 14. Mean composite wind speed anomaly (m s−1) for the case-study MDs. Construction of the composite is as Figure 11 and the anomaly is taken against the
climatology, whose computation is as in Figure 13.
We next turn our focus to the representation of the central
mode. This is responsible for 67% of the MD precipitation
in observations (up to around 85% in the higher-resolution
models), and MDs are in turn responsible for a majority of
monsoon precipitation in northern India (Mooley, 1973), so it is
clearly important that this is well represented in forecast models.
Figure 18 shows the values of Acentral (mmh−1) as a function
of time across all resolutions and for the climatology; as we
might have expected from Table 3, resolutions greater than N512
capture the cycle very well with slight overestimation of the
magnitude that is recovered slightly at N1280, although there is
also a faint semidiurnal signal in the observations that does not
Figure 15. Composite total surface precipitation (mmday−1, method as in Figure 11), for all resolutions, as well as for the ERA-I and IMD case-study tracks as
computed from TRMM 3B42.
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Table 3. Values (mm h−1) and times (UTC) of the maxima and minima
for the outer (o-) and central (c-) modes of MD precipitation diurnal variability
(i.e.Aouter andAcentral respectively), computed fromfitting Eq. (4) to the respective
composites for each resolution.
Resolution c-mode min (time) o-mode min (time)
c-mode max (time) o-mode max (time)
TRMM 17.48 (0900) 7.52 (0300)
3B42 34.09 (0000) 15.58 (1200)
N1280 16.87 (1200) 2.35 (1200)
39.25 (0000) 6.80 (0600)
N1024 17.66 (0900) 2.48 (1200)
40.91 (0000) 6.58 (0600)
N768 16.28 (0900) 2.42 (1200)
36.03 (0000) 6.56 (0600)
N640 15.81 (0900) 2.28 (1200)
31.23 (0000) 6.54 (0600)
N512 13.87 (1200) 2.66 (1500)
32.63 (0000) 6.29 (0600)
N320 12.43 (0900) 2.65 (1500)
27.51 (0000) 6.18 (0600)
N216 13.38 (1200) 2.53 (1200)
25.18 (0000) 6.39 (0000)
N96 5.32 (1500) 2.18 (1800)
13.08 (0000) 5.36 (0000)
Also provided are the climatological values for MDs between 1998 and 2014 using
TRMM 3B42 data, from Hunt et al. (2016b).
appear to be replicated by themodel. This high fidelity at the finer
resolutions is a strong indicator that the bulk ofMD precipitation
is not being generated by the convective parametrization scheme.
We test this by interrogating the model output to determine
whether this is the case, since the convective and microphysical
(large-scale) schemes in the MetUM keep their precipitation
output separate, so we can compute the composite ratio of
stratiform/convective precipitation. Figure 19 shows the ratio of
stratiform precipitation to total precipitation for the composite
MDacross all resolutions.Wedonotprovide climatological values
for comparisonhere, but the reader is encouraged to visit Figures 9
and 10 of Hunt et al. (2016b) and the associated discussion for
the climatology as determined by TRMM’s precipitation radar.
As noted there, satellite observations regarding the attempted
separation of precipitation into purely stratiform or convective
mechanisms is non-trivial and is riddled with caveats. However,
theyproduced climatologies at twodifferent confidence levels: one
where TRMM was essentially certain of the diagnosis either way
(this left approximately half of the precipitationunaccounted for),
andonewhere all precipitationwas prescribed to either convective
or stratiform regimes regardless of the certainty. It was speculated
there, based on the work of Houze (1997), that for the latter
case the stratiform fraction could be substantially overestimated
and so we might expect Figure 19 to more closely resemble the
‘definitely stratiform’ regime presented by Hunt et al. (2016b).
This is indeed the case, and therefore indicates one of two things:
either the MetUM is underestimating stratiform precipitation
in the monsoon trough region or TRMM precipitation radar
is overestimating it. Based on our earlier analysis of the outer
Figure 16. Composite CAPE (shading, J kg−1) and total column precipitable water (line contours, mm) for each resolution, as well as for the ERA-I and IMD
case-study tracks as computed from ERA-Interim.
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Figure 17. Composite cloud cover fraction for all resolutions, and ERA-I and IMD tracks determined from ERA-I. The bounding heights for the model cloud levels
and for ERA-I reanalysis are given in section 5.3. The colour scheme is explained in the right-hand panel.
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Figure 18. Amplitude, as a function of time (UTC) of the central (c-) mode for
precipitation (mmh−1) for MDs across all resolutions (solid coloured contours),
and the climatology for ERA-I-tracked MDs in TRMM 3B42 (dashed black
contour).
diurnal mode of precipitation and recent discussion, it seems
most likely that the latter is true. Intercomparison of the ratios
reveals that the increase in composite precipitation rate near the
MD centre with finer model resolution is strongly correlated
with increased stratiform precipitation, and representation over
orography (WesternGhats,Himalayan foothills) is also improved.
6. Conclusions
We have examined the relationship between Indian monsoon
depressions and horizontal resolution in the Met Office Unified
Model. Seven case-studies were used in the global model at
eight resolutions ranging from N96 (208 km) to N1280 (16 km).
We then compared the resulting tracks, vertical and horizontal
structure of the MDs, and the representation of the monsoon
trough.
On the whole, we have seen that the MetUM represents
the spatial structure of monsoon depressions fairly well. This
improves with increasing resolution, but typically saturates at
(i.e. there are diminishing returns beyond) N320 or N512 (well
below the operational resolution of the Met Office, N768).
Unfortunately, even at the lowest resolutions, the intensity across
many fields is overestimated, a problem that increases with
resolution but typically saturates at N320. That having been said,
we have compared these fields to those in ERA-Interim, whose
resolution falls between N216 and N320; without observations
or reanalysis at a higher resolution, it is not possible to say with
certainty that errors worsen in those fields compared to ERA-I.
Even so, the mean rainfall structure and rate is generally well
captured, including some finer detail, at N640 and above; and
the same holds even for CAPE at N768 and above, although the
structure is not as centralized as reanalysis suggests.
It is not clear why N320 is the resolution beyond which little
improvement in representation is gained. One might suppose
that among the phenomena important for the growth and
sustainment of MDs, there are none with length-scale 15–60 km.
This is plausible if we consider common mesoscale events in the
subcontinent: mesoscale convective systems (MCSs) have a scale
of the order of 105 m and are known to interact constructively
with tropical depressions (e.g. Houze, 1989) whereas individual
thunderstorms and convective cells have a length-scale of the
order 103 m and are thus parametrized at all resolutions presented
here. A detailed analysis, which has not been done here, would be
needed to verify this.
We also looked at the diurnal cycle, finding that the mode
governing the heavy (and typically mostly stratiform) rainfall
associated with the central southwest maximum was well
representedandhadamplitude increasingwith resolutionwith the
optimal resolution being betweenN640 andN768. Conversely the
mode associated with the weaker, larger-scale (mostly convective)
precipitation is representedverypoorly, a fact thatdoesnot change
with resolution. This is likely due to the requirement of convective
parametrization, a constraint that cannot be lifted until resolution
reaches the order of 4 km (∼N5000). It remains an open question
how models at convection-permitting resolution represent MDs
and will be the subject of future work.
Overall, and taking into account the inflated cost of running
higher-resolution models, it seems that a resolution of N512 (or
at a push, N320) is sufficient to describe the composite MD
structure in an initialised NWP model framework, although if
one weights the track forecast highly, increasing this to N768 is
recommended.
It is not clear what process in the model drives its tendency to
overpredict MD intensity (although we again recall the caveat of
low ERA-I resolution). We have seen that the mid-tropospheric
warm anomaly is too strong, indicating too much latent heat
Figure 19. Composite fraction of surface precipitation caused by stratiform (as opposed to convective) processes in the model, across all resolutions. This is intended
to allow direct comparison with the values from TRMM climatologies in Figures 9 and 10 of Hunt et al. (2016b).
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release there, although this is not backed up by the presence
of more mid-level cloud as one would expect. It is possible
that the known difficulty of writing an effectual convective
parametrization and the high dependence of tropical depressions
on this convection is the prominent source of this bias, but
correctly determining this would require a subsequent study to
explore the sensitivity of MDs to model physics.
We have covered a range of resolutions also used in climate
models (usually N512 and below). Although this problem differs
slightly in that the MDs are not initialized, we can assume some
similarity in structure is likely given the spin-up time in our
case-studies. Based on the behaviour of the depression-trough,
it seems likely that increasing resolution would cause a higher
MD genesis rate, particularly in the north of the Bay of Bengal,
where the trough deepens the most. This agrees in principle with
the sensitivity tests of Johnson et al. (2016). Given the discussion
above, we suspect that gains in structural representation would
be marginal beyond N320.
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Appendix
Formal description of system composite
The four-dimensional (three spatial axes, one temporal axis)
composites for a given field are created by using the tracking data
to find the centre of the MD at each time step in the output
data (should one exist), and then extracting the surrounding
data; that is to say, if all output data are precisely described
by some function f (x, y, z, t) and the disjoint‖ sets of track loci
are {xn, yn, tn}m, where m is the track index and n is the point
index, and we specify some domain of interest, of side length
L, invoking the notation xi = (xi−L, xi+L) for the interval
describing the domain centred on xi, then the composite is
simply the discontinuous function f (xn,m,
y
n,m, z, tn,m). This
function is just a finite-domain translation of the original, and
the new horizontal axes are selected at each m, n such that
xm,n = ym,n = 0, i.e. f (xn,m,yn,m, z, tn,m) ≡ g(x′, y′, z, t′), where
x′ = x−xn,m, y′ = x−yn,m, t′ = tn,m and f : x′,y′ . Thus to
examine a mean vertical cross-section taken north to south, we
compute g(0, y′, z, t′), where the bar denotes a time mean; for
a mean horizontal composite at height Z, we would compute
g(x′, y′,Z, t′).
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