Abstract-In this paper, initial localization problems are solved by using set-membership estimation. The method can be used with any robot and any kind of sensor(s), provided that a computable model of the environment/sensor interaction is available. With a pedagogical aim in mind, it is detailed in the case of the localization of a vehicle from range measurements in a polygonal environment. Salient properties of the method are as follows. First, it does not need any explicit management of matching hypotheses. Second, it is able to deal with ambiguous situations where several radically different vehicle configurations are consistent with the measurements. Third, it can be made robust to outliers. Fourth, it can deal with nonlinear observation models without any approximation. Fifth, the result is guaranteed in the sense that no configuration consistent with the data and the hypotheses can be missed.
Initial Localization by Set Inversion

I. INTRODUCTION
A robot is a machine that has been designed to interact with the real world in order to perform a given set of tasks. In the case of a mobile robot, reaching the right pose (or configuration) with respect to the goal of the mission is an important subtask; this is why localization is still an active research topic. The choice of the reference frame as well as the formal representation of the workspace depend on the task to be performed.
A. Workspace Representation
When the mission is just the exploration of an unknown environment while avoiding collisions, an occupancy grid [1] , [2] is an effective means to represent either the temporary obstacles or the landmarks that structure the environment. In such a representation, a confidence coefficient associated with each cell quantifies the belief in the fact that the cell is occupied. During the exploration of the environment, the local maps are integrated [3] and the occupancy coefficients are updated as the robot moves. Even if there is an ongoing effort to design more effective algorithms, such a cell-based model is intrinsically greedy in memory space, which is the price paid to manage uncertainty in the knowledge of the environment or in the specification of the task.
When the task is clearly defined, using analytical expressions to express the relations between the mobile and the items of the environment saves memory space and yields localization methods that are potentially less time consuming than cell-based representations [4] . For instance, analytical representations are most frequently used in sensor-referenced control where the task to be performed is implemented by output feedback regulation algorithms. Common sense, nevertheless, suggests supplementing the basic feedback motion Manuscript received July 16, 2001 ; revised May 17, 2002 . This paper was recommended for publication by Associate Editor J. Leonard generators with supervision processes based on the updating of a complete pose estimate. Output-feedback regulation can then be implemented by feeding back the state estimate, which includes the pose.
B. State Estimation
Extended Kalman filtering (EKF) is ubiquitous in state estimation for dynamic processes. Applied to the localization of mobile robots, it provides an integrated solution for the tracking of initial estimates of the pose [5] . In this technique, the covariance matrix updated along with the state estimate quantifies the estimation inaccuracy [6] and allows validation gates [7] to be defined and used for the recognition of landmarks. When there are several possible initial estimates, multitarget tracking [8] can be used to extend the original localization mechanism [9] . A finite set of good initial estimates remains, nevertheless, needed.
Set-membership estimation is an alternative solution for the estimation of the state of dynamic processes [10] , [11] . This methodology characterizes the set of all states consistent with the available measurements as interpreted by an observation model. Compare with EKF-based solutions, which consist of point estimates and local covariance matrices. The first set-membership methods introduced in robotics [12] , [13] were based on a linearization of the equations, and used ellipsoidal domains to enclose the solution sets; this choice corresponded to the availability and convenience of ellipsoidal algorithms together with the possibility of comparing the solutions with those based on EKF. Later on, an exact polyhedral description has been used with more accurate results [14] . An important property of set-membership estimation is its greater ability to deal with short data sets compared to the methods relying upon the usual Gaussian hypothesis [15] . This is especially useful during initialization.
C. Initial Localization
The search for initial pose estimates has been the subject of a renewed interest during the last four years. Drumheller [16] introduced the concept of an interpretation tree in the context of localization, and designed a strategy to prune this interpretation tree to limit complexity. More recently, Crowley et al. [17] used pattern recognition to match dense measurements with a set of landmarks in the map of the environment via a principal component representation of the measurements. Markovian approaches [18] consider localization as the computation of a probability distribution over the free configuration space. This approach allows a total lack of initial knowledge about the robot location to be represented by a uniform initial distribution. Each new measurement, possibly obtained after a robot displacement, is interpreted in a statistical framework and used to update the probability distribution of the location. This technique can give rise to multimodal distributions when the perception of the environment is symmetrical, thus making it possible to deal with ambiguous situations without the need of prior estimates. Technically, the probability distribution is computed on a grid representation of the free configuration space. This allows the use of a map learned after an exploration phase with the correlative disadvantage of the large amount of memory and computation time needed. To overcome this problem of complexity, methods with adaptive step sizes have been proposed, based on the use of octrees [19] or on Monte-Carlo sampling [20] . The navigation of a robot in a totally or partially unknown environment is a typical application of this type of method. In [21] , this Markovian approach is used, together with an optimization procedure that estimates the most probable cell inside the updated grid; superimposing interpolation functions allows the precision of the estimate to be increased.
With the same kind of data obtained from an omnidirectional vision sensor, it is proposed in [22] to partition the free space iteratively. The two-dimensional (2-D) workspace is structured by characteristic points, and the measurements are the angles under which couples of characteristic points are seen. The inaccuracy of the measurement is expressed by bounds on the errors. This paper extends some results developed in [23] and presented in [24] . It is focused upon the initial localization problem and defines a general theoretic framework, which can be used with any kind of sensors and landmarks. The only assumptions are the availability of 1) a sufficiently representative map, and 2) a computable model of the interaction between the sensors and the environment (both constitute an observation simulator). Assumption 1) is not restrictive, since the map is part of the task definition. The proposed technique uses a set-inversion algorithm [25] based on interval analysis to find an initial solution set compatible with the available measurements and an environment model consisting of a collection of landmarks.
This paper is organized as follows. In Section II, localization will be interpreted as the inverse operation of the simulation of onboard measurements, while the observation relations are shown to be combinations of equalities and inequalities. Section III recalls the basics of the set inversion via interval analysis (SIVIA) algorithm, which will be used to perform the inversion of a simulator that predicts the sensor data for any given configuration of the robot. Section IV illustrates the method on two simulated examples, the latter showing how the method is able to deal with ambiguous situations. An adaptation of the method that takes outliers into account is illustrated using data obtained with an actual robot.
II. BOUNDED-ERROR FORMULATION OF OBSERVATIONS
Let W be a reference frame tied to the workspace, i.e., the part of the environment where the mission of the robot is defined, and M be a reference frame tied to the vehicle. Localization is understood as the action performed to estimate the pose q which specifies the transformation from M to W. Consider a simple vehicle as shown in Fig. 1 .
The vehicle is equipped with external sensors that provide information about the progress and completion of its mission; telemeters and artificial vision systems are typical examples of such sensors. Each sensor performs an interaction between the vehicle and at least one landmark W S of the environment. 1 This relation is generally written as an observation equation
In the sequel, the simple academic example of a telemetric measurement will show the relevance of completing those equalities with inequalities, leading to the generalized formulation of an interaction
A. Ideal Telemetric Measurement With Respect to a Facet
Consider a perfectly accurate telemeter in an ideally Lambertian environment (Fig. 2) . The telemeter is installed on the vehicle at the point 1 As usual in mechanics, x denotes the coordinates of the vector x in the reference frame F. The fact that a given point P belongs to W 0! AB is expressed by the three following facts.
1) P belongs to the straight line (A; B) as described by the equality (6).
2) P lies between A and B as stated by the inequality (7).
3) The telemeter T is in the outer part of the facet as expressed by the inequality (8).
0! OP ; 0 ! u = (6) 00! MP ; 00! MA l 2
Those relations, together with the definition of 0! OP (5) that depends on the pose q, is an instance of the general form (2).
B. Less Ideal Telemetric Measurement With Respect to a Facet
Let us now take into account the inaccuracy of telemetric measurements by considering 1) the dispersion of the emitted wave inside a cone and 2) the necessarily limited relative precision.
From a geometrical point of view, it means that, when a measurement 
The induced localization relation is then translated into a system of inequalities expressing that there exists at least one point P 3 satisfying both of the two following relations: 1) P 3 belongs to the crown sector W CS(d; 0 ) tied to the sensor and expressed by relations (5) and (9), and 2) P 3 belongs some facet W 0! AB, i.e., P 3 satisfies (6) and (7), and the sensor lies on the reflecting side of W 0! AB as expressed by (8) .
These last relations instantiate the general form (2) where the inequalities (10) are directly linked with the measured data (d; 0 ), whereas the equalities constraints (11) depend on the pose (x C ; y C ; ). 
III. INVERSE PROBLEM OF SIMULATION
Consider a vehicle equipped with n sensors and a description of the workspace by a set of m facets. W S = W S i ; i = 1; . . . ; m (some of the facets define the reference frame W that is significant with respect to the mission). A deterministic observation simulator is a function s (12) computing the measurements that should be reported by the n sensors if the configuration of the vehicle were q, assuming that the models of the sensors and of the environment are correct. Localization can then be defined as the reciprocal operation of simulation. Assume that the inaccurate experimental data are defined as a vector of range intervals (13) 
The outer approximation of Q will be computed by the SIVIA algorithm. Section III-A is devoted to introducing the minimal interval analysis concepts that are necessary to understand the use of SIVIA in this practical context. More information can be found in [26] .
A. Interval Analysis and Set Inversion
Interval analysis has been originally [27] developed to analyze the numerical problems caused by the finite length of the representation of numbers in computers. It is now a mature technique for which computation tools are readily available. Scalar intervals are basic objects when modeling measurement inaccuracy in the bounded-error framework, as illustrated by (10) . When N interval range measurements are available, they form a vector of intervals, or more briefly, a box.
Concerning real intervals, the following notation is used:
• is the set of scalar real intervals fx I 2 , x I = x 0 ; x + g; includes f (x I ). Inclusion functions are used to obtain implementable inclusion tests. To check directly whether the image of a box x I is inside a feasible domain may be impossible, since the set f (x I ) is not explicitly computable except in very special cases. On the other hand, if an inclusion function f I can be designed, it becomes easy to test whether f I (x I ), which is a box, is included in the feasible set, which is often also a box. This test gives sufficient feasibility conditions that are more or less conservative, depending on how the inclusion function f I has been derived from the original one f .
B. SIVIA Algorithm
The problem to be solved is the guaranteed estimation of the reciprocal image Q of a feasible measurement set r I (13) by the simulator function s described by (12) . In this context, the inputs of SIVIA are an initial box q I 0 that should contain all configurations of interest, an inclusion function s I for the simulator s, and a precision parameter ". A box q I will be classified as: 
Removing a box from
such that its width is greater than (if no such box exists, the algorithm ends and returns and ). between an inner and an outer approximation: principle. 2. Appending this box to if it can be proved to be feasible, or to if it turns out to be infeasible. Otherwise, it is indeterminate; it is then cut into two subboxes across one of its principal directions, and these subboxes are appended to .
Upon completion of the algorithm, the solution set is bracketed between Lint and Lint[L ind , and the width of any box in L ind is smaller than the precision parameter ". This algorithm was first presented in [25] and [28] where its complexity and convergence have been studied.
IV. LOCALIZATION BY SET INVERSION
A. Illustrative Simulated Examples
The simulated examples considered in this section illustrate the application of the method and its ability to deal with ambiguous situations resulting from local symmetries in the environment. All simulations are The resulting outer approximation of the feasible configuration set is described by Fig. 6 .
Consider now the example shown in Fig. 7 , where the widths of the two corridors are equal. SIVIA is applied in the same conditions, and it explores the initial search domain q I 0 as shown in Fig. 8 . Upon completion of the algorithm, inner and outer approximations of the feasible configuration domain are obtained, which both consist of two disconnected sets (Fig. 9) . It turns out that the data are interpretable with two radically different matching hypotheses, the one that corresponds to the simulated situation (Fig. 7) , but also the alternative matching hypothesis illustrated in Fig. 10 , which was not necessarily predicted, but would give the same measurements.
Notice that the method does not require any explicit management of the matching between the sets of measurements and landmarks, this matching is a by-product of the method, even in the complicated case of ambiguous environments. 
B. Actual Data and Outliers Management
When considering real data as, for instance, the ones displayed in Fig. 11 obtained when the robot was in a hall, some range data obviously cannot be associated with any landmark in the map because of the failure of one sensor and of the presence of elements that are not mentioned in the map. The facets W S i ; i = 1 . . . 5 that constitute a description of the workspace have been superimposed on Fig. 11 .
One possibility for allowing the presence of outliers in the measurements is to relax the conditions for a box to be feasible when using SIVIA (Section III-B). We can accept n0 outliers if the test Fig. 12 . This takes 12 s using a Pentium 600.
V. CONCLUSION
The initial localization problem has been formulated as the inverse operation of the simulation of measurements. The SIVIA algorithm, based on interval computation, provides a systematic, efficient, and general solution to the estimation problem when a model is available to compute the measurements expected for a given configuration of the robot. Set-membership estimation is the theoretical framework of the method, and the inaccuracy of the measurements is expressed in terms of bounds on the possible errors. This set-theoretic approach enables one to use inequalities and not only equations in the observation models. It has also the advantage of not requiring a large number of data, explicitly or implicitly. This is important when measurements are scarce or when there are many outliers. When the observation model (including the error bounds) is valid, this method gives a guaranteed result in the sense that the true solution must belong to the sets computed. The theoretical simplicity and rigorousness of the method qualify it as a convenient framework for data fusion. The simulation model incorporates descriptions for both the environment and the sensors. The unavoidable differences between the model and the actual system are managed in two ways: lack of accuracy is dealt with by specifying error bounds, uncertainty caused by failures in some sensors or in the simulation model is taken into account by tolerating a prespecified maximum number of outliers. Using fuzzy sets in place of usual sets, in the direction proposed by [29] , would be an alternative strategy to take data uncertainty into account.
The computational complexity of the algorithm is bilinear in the number of sensors and in the number of environment items that constitute the map; however, it is exponential in the dimension of the configuration to be estimated. The approach is, thus, practicable for a problem of vehicle localization, where this dimension is three.
Moreover, the algorithm is an "anytime algorithm," which means that each iteration of SIVIA yields a guaranteed outer approximation of the solution set. This outer approximation is a valuable search domain to start a new estimation when new data become available.
A remarkable feature of the approach lies in the fact that, when measurements are ambiguous because of symmetries in the environment, the estimate of the configuration domain may be disconnected, each connected component corresponding to a specific matching hypothesis.
As all configurations in the solution set are equally candidates to be the true one, the strategy to move the robot under this knowledge should minimize a risk criterion rather than maximize an observability criterion. This corresponds to worst-case risk management, as opposed to probabilistic risk management performed if the estimated probability distribution of the localization was used. The solution set will degenerate to a single connected subset only if a subsequent measurement eliminates the ambiguity of the situation. This can be done either by using a more classical multihypotheses localization tracker based upon multitarget tracking, or by integrating the robot motion with the present method. Such a development is done in the framework of the design of set-membership state observers. For first results in the latter direction, see [26] and [30] .
