This article addresses the use of evidential reasoning and majority voting in multi-sensor decision making for target di erentiation using sonar sensors. Classiÿcation of target primitives which constitute the basic building blocks of typical surfaces in uncluttered robot environments has been considered. Multiple sonar sensors placed at geographically di erent sensing sites make decisions about the target type based on their measurement patterns. Their decisions are combined to reach a group decision through Dempster-Shafer evidential reasoning and majority voting. The sensing nodes view the targets at di erent ranges and angles so that they have di erent degrees of reliability. Proper accounting for these di erent reliabilities has the potential to improve decision making compared to simple uniform treatment of the sensors. Consistency problems arising in majority voting are addressed with a view to achieving high classiÿcation performance. This is done by introducing preference ordering among the possible target types and assigning reliability measures (which essentially serve as weights) to each decision-making node based on the target range and azimuth estimates it makes and the belief values it assigns to possible target types. The results bring substantial improvement over evidential reasoning and simple majority voting by reducing the target misclassiÿcation rate. ?
Introduction
Although some sensors provide accurate information on locating and tracking targets, they may not provide identity information (or vice versa), pointing to the need for combining data from multiple sensors using data fusion techniques. The primary aim of data fusion is to combine data from multiple sensors to perform inferences that may not be possible with a single sensor. In robotics applications, data fusion enables intelligent sensing to be incorporated into the overall operation of robots so that and is highly dependent on the mode(s) of sensing employed.
One of the most useful and cost-e ective modes of sensing for mobile robot applications is sonar sensing. The fact that acoustic sensors are light, robust and inexpensive devices has led to their widespread use in many applications [1] [2] [3] [4] [5] [6] [7] [8] [9] . Although there are di culties in the interpretation of sonar data due to poor angular resolution of sonar, multiple and higher-order re ections, and establishing correspondence between multiple echoes on di erent receivers [10, 11] , these di culties can be overcome by employing accurate physical models for the reection of sonar. Sonar ranging systems commonly employ time-ofight (TOF) information, recording the time elapsed between the transmission and reception of a pulse. A comparison of various TOF estimation methods can be found in Ref. [12] . Since the standard electronics for the widely used Polaroid sensor [13] do not provide the echo amplitude directly, most sonar systems rely only on TOF information. Di erential TOF models of targets have been used by several researchers: In Ref. [14] , a single sensor is used for map building. First, edges are di erentiated from planes=corners from a single vantage point. Then, planes and corners are di erentiated by scanning from two separate locations using the TOF information in complete sonar scans of the targets. Rough surfaces have been considered in Refs. [5, 15] . In Ref. [4] , a similar approach has been proposed to identify these targets as beacons for mobile robot localization. Tri-aural sensor arrangement which consists of one transmitter and three receivers to di erentiate and localize planes, corners, and edges using only TOF information is proposed in Ref. [10] . A similar sensing conÿguration is used to estimate the radius of curvature of cylinders in Refs. [16, 17] . Differentiation of planes, corners, and edges is extended to 3-D using three transmitter=receiver pairs (transceivers) in Refs. [18, 19] where these transceivers are placed on the corners of an equilateral triangle. Manyika has used di erential TOF models for target tracking [20] .
Sensory information from a single sonar has poor angular resolution and is not su cient to di erentiate the most commonly encountered target primitives [21] . Improved target classiÿcation can be achieved by using multi-transducer pulse=echo systems and by employing both amplitude and TOF information. However, a major problem with using the amplitude information of sonar signals is that the amplitude is very sensitive to environmental conditions. For this reason, and also because the standard electronics used in practical work typically provide only TOF data, amplitude information is rarely used. In earlier work, Barshan and Kuc introduce a method based on only amplitude information to differentiate planes and corners [21] . This algorithm is extended to other target primitives in Ref. [22] using both amplitude and TOF information.
In this study, information from physically identical sonar sensors located at geographically di erent sensing sites are combined. Feature-level fusion is used to perform the object recognition task, where additional features can be incorporated as needed to increase the recognition capability of the sensors. Based on the features used, each sensor makes a decision about the type of the target it detects. Due to the multiplicity of decision-makers, con icts can arise pointing to the need for reliable and robust fusion algorithms. The numerous techniques for fusion can be divided into two categories as parametric and non-parametric. In parametric methods, models of the observations and fusion processes, generally based on the assumption of an underlying probability distribution, are used (i.e., Bayesian methods). In non-parametric methods, assumptions about the underlying probability distributions are not needed, resulting in greater robustness in certain situations (for example, when the noise is non-additive, non-Gaussian or generated by a non-linear process).
Two non-parametric decision fusion techniques are considered. The ÿrst is Dempster-Shafer evidential reasoning which is well-suited for dealing with imprecise evidence and uncertainty in a more rational way than other tools [23] [24] [25] . The second technique is majority voting which provides fast and robust fusion in certain problems [26, 27] . Despite the fast and robust fusion capability of majority voting, it involves certain consistency problems that limit its usage.
The sensing nodes view the targets at di erent ranges and angles so that they have di erent degrees of reliability. Clearly, proper accounting for these di erent reliabilities has the potential to considerably improve decision making compared to simple uniform treatment of the sensors. Preference ordering among possible target types and reliability measure assignment is considered, the latter of which essentially amounts to weighting the information from each sensor according to the reliability of that sensor. To the best of our knowledge, the di erent reliabilities of the sensors have not been exploited so far in sonar sensing, with the sensors being treated uniformly. We compare Dempster-Shafer evidential reasoning and simple and preference-ordered majority voting strategies, both incorporating reliability measures, to identify a strategy that can o er substantial improvement in the classiÿcation error.
Section 2 describes the sensing conÿguration used in this study and introduces the target primitives. In Section 3, amplitude and TOF-based di erentiation algorithm used in earlier work [22] is reviewed. Two non-parametric fusion methods, Dempster-Shafer evidential reasoning and majority voting are introduced in Sections 4 and 5, respectively. Consistency problems of majority voting and the proposed solutions are summarized in Section 5. Assignment of reliability measures to decision-making sonars based on their measurements is discussed in Section 6. Section 7 describes experimental studies which employ preference ordering and reliability measures to improve the overall performance of the fusion methods.
Sonar sensing
Most sonar ranging systems employ TOF measurements. In TOF systems, an echo is produced when the transmitted pulse encounters an object and a range value r = cto=2 is produced when the echo amplitude ÿrst exceeds a preset threshold level back at the receiver. Here, to is the TOF of the echo signal at which the echo amplitude ÿrst exceeds the threshold level, and c is the speed of sound in air (c = 343:3 m=s at room temperature).
In this study, the far-ÿeld model of a piston-type transducer having a circular aperture is used [28] . The amplitude of the echo decreases with the inclination angle Â, which is the deviation angle from normal incidence as illustrated in Fig. 1(b) . The echo amplitude falls below the threshold level when |Â| ¿ Âo, which is related to the transducer aperture size a and the resonance frequency fo of the transducer by Âo = sin −1 (0:61c=afo) [21] . With a single stationary transducer, it is not possible to estimate the target azimuth with better resolution than the angular resolution of sonar which is approximately 2Âo. In our system, two identical ultrasonic transducers a and b with center-to-center separation d are employed to improve the angular resolution. Each transducer can operate both as transmitter and receiver and detect echo signals re ected from targets within its sensitivity region ( Fig. 1(a) ). Both transducers can detect targets located within the joint sensitivity region, which is the overlap of the individual sensitivity regions ( Fig. 1(b) ). The extent of this region is di erent for di erent targets which, in general, exhibit di erent re ection properties. For example, for edge-like or pole-like targets, this region is much smaller but of similar shape, and for planes, it is more extended [29] .
The target primitives employed in this study are plane, corner, acute corner, edge and cylinder. Their horizontal cross-sections are illustrated in Fig. 2 . These target primitives constitute the basic building blocks for most of the surfaces likely to exist in uncluttered robot environments.
Since the wavelength of sonar used ( ∼ = 8:6 mm at 40 kHz) is much larger than the typical roughness of surfaces encountered in laboratory environments, targets in these environments re ect acoustic beams specularly, like mirrors. Hence, while modeling the received signals from these targets, all re ections are considered to be specular. This allows the single transmitting-receiving transducer to be viewed as a separate transmitter T and virtual receiver R [9] . Detailed physical re ection models of these target primitives with corresponding echo signal models are provided in Ref. [30] . Typical sonar waveforms from a planar target located at r = 60 cm and Â = 0
• are given in Fig. 3 . These waveforms are obtained [30] . It can be observed that the echo amplitude decreases with increasing azimuth.
Target di erentiation algorithm
In this section, the target di erentiation algorithm used in earlier work [22] is summarized. This classiÿcation algorithm has its origins in the plane=corner di erentiation algorithm developed in another earlier work by Barshan and Kuc [21] . The algorithm of Ref. [21] is based on the idea of exploiting amplitude di erentials in resolving target type (Fig. 4) . In Ref. [22] , the algorithm is extended to include other target primitives using both amplitude and TOF di erentials based on the characteristics of Figs. 4 and 5. The extended algorithm may be summarized in the form of rules:
In the above algorithm, k A (kt) is the number of amplitude (TOF) noise standard deviations A ( t ) and is • .
employed as a safety margin to achieve robustness in the di erentiation process. Di erentiation is achievable only in those cases where the di erence in amplitudes (TOFs) exceeds k A A (kt t ). If this is not the case, a decision cannot be made and the target type remains unknown.
Two variations of this algorithm can be distinguished: The ÿrst takes into account the noise statistics to achieve robustness (k A ; kt = 0), whereas the second treats the data as noiseless (k A ; kt = 0). Since the ÿrst version is more conservative in decision making, a lower rate of incorrect decisions is expected at the expense of a higher rate of unknown target type. In the second case, there is no safety margin and consequently a larger rate of incorrect decisions and lower rate of unknown target type is expected. According to Fig. 5 (e), the algorithm should work for acute corners for scan angles approximately in the range −30 • ¡ ¡ 30
• . In a previous study [22] , we have shown that, in practice, for wedge angles Âc 6 60
• , this range is more like −20 • ¡ ¡ 20
• , the differentiation is not reliable since the TOF characteristics are very similar to those of other targets.
The above algorithm cannot distinguish between edges and cylinders. Referring to Fig. 4 , edges and cylindrical targets can be distinguished only over a small interval near = 0
for an edge, but this equality is not true for a cylinder. Edges and cylinders can be di erentiated with a similar conÿguration of transducers using a method based on radius of curvature estimation [17, 31] . Depending on the radius of the cylinder, it may be possible to di erentiate edges and cylinders with this conÿguration of transducers. An edge is a target with zero radius of curvature. For the cylinder, the radius of curvature has two limits of interest. As rc → 0 the characteristics of the cylinder approach those of an edge. On the other hand, as rc → ∞, the characteristics are more similar to those of a plane. By assuming the target is a cylinder ÿrst and estimating its radius of curvature [17, 31] , it may be possible to distinguish these two targets for relatively large values of rc.
After determining the target type, range r and azimuth Â for each target can also be estimated from the measurements obtained with the sensor conÿguration given in Fig. 1(b) . Moreover, wedge angle Âc of acute corners and radius rc of cylinders can also be estimated from the sensor measurements [32] .
Dempster--Shafer evidential reasoning
In Dempster-Shafer evidential reasoning, each sensor's opinion is tied to a belief measure or basic probability assignment using belief functions [23] . These are set functions which assign numerical degrees of support on the basis of evidence, but also allow for the expression of ignorance: belief can be committed to a set or proposition without commitment to its complement. In the Dempster-Shafer method, a priori information is not required and belief assignment is made only when sensor readings provide supportive evidence. Therefore, ignorance can be represented explicitly. Con ict between views is represented by a con ict measure which is used to normalize the sensor belief assignments. In DempsterShafer theory, a frame of discernment, , represents a ÿnite universe of propositions and a basic probability assignment, m(:), maps the power set of to the interval [0; 1]. The basic probability mass assignment satisÿes the conditions
A set which has a non-zero basic probability assignment is termed a focal element.
The belief or total support that is assigned to a set or proposition A is obtained by summing the basic probability assignments over all subsets of A:
Evidence which does not support A directly does not necessarily support its complement. The plausibility of A, denoted Pl(A), represents evidence which fails to support the negation of A. Dempster-Shafer evidential reasoning has a powerful evidence combination rule called Dempster's rule of combination or Dempster's fusion rule, described later. In Ref. [33] , a model of belief functions based on fractal theory is proposed and applied to the classiÿcation problem. An extension of Dempster's rule of combination and the belief propagation for a rule-based system which seeks compromise among belief functions is provided in Ref. [34] . An alternative rule of combination is provided to eliminate the deÿciencies of Dempster's fusion rule from the assumptions on which it is based for robotic navigation [35] . A modiÿed Dempster-Shafer approach, which can take into account the prior information at hand is proposed in Ref. [36] . Pattern classiÿcation based on the k-nearest neighborhood classiÿer is addressed from the point of view of Dempster-Shafer theory in Ref. [37] . Evidential reasoning theory has also been applied to robotics [35, [38] [39] [40] and to model-based failure diagnosis [41] . A comparison of Bayesian and Dempster-Shafer multi-sensor fusion for target identiÿ-cation is provided in Ref. [42] .
In this study, sensors are assigned beliefs using Dempster-Shafer evidential reasoning and their opinions are combined through Dempster's fusion rule. The assignments for the target classiÿcation problem are made as follows: The uncertainty in the measurements of each sonar pair (sensing node) is represented by a belief function having target type or feature as a focal element with basic probability mass assignment m(:) associated with this feature:
The mass function is the underlying function for decision making using the Dempster-Shafer method. It is deÿned based on the algorithm outlined in Section 3 and is thus dependent on amplitude and TOF di erential signals such that the larger the di erential, the larger the degree of belief (see Eqs. (4) - (6)). The mass assignment levels are scaled to fall in the interval [0,1]. The basic probability assignment is described below, where m(p); m(c), and m(ac) correspond to plane, corner, and acute corner assignments, respectively:
where I 1 ; I 2 ; I 3 , and I 4 are the indicators of the conditions given below:
0 otherwise;
0 otherwise:
The remaining belief represents ignorance, or undistributed probability mass and is given by
This uncommitted belief is the result of lack of evidence supporting any one target type more than another. The plausibility represents the evidence which fails to support the negation of a target and adds the uncommitted belief to the belief of targets to evaluate maximum possible belief. Given two independent sources with belief functions
= {p; c; ac; u; m 1 (p); m 1 (c); m 1 (ac); m 1 (u)};
= {p; c; ac; u; m 2 (p); m 2 (c); m 2 (ac); m 2 (u)} (9) consensus is obtained as the orthogonal sum
= {p; c; ac; u; mc(p); mc(c); mc(ac); mc(u)}
which is both associative and commutative. The sequential combination of multiple bodies of evidence can be obtained for n sensing nodes as
Using Dempster's rule of combination
where
is a measure of conict. The consensus belief function representing the feature fusion process has the measures
In these equations, disagreement between two sensing nodes is represented by the "con ict" term that represents the degree of mismatch in the features perceived at two di erent sensing sites. The con ict measure is expressed as 
After discounting this con ict, the beliefs can be normalized and used in further data fusion operations.
Con ict resolution through voting
Multi-sensor systems exploit sensor diversity to acquire a wider view of a scene or target under observation. This diversity can give rise to con icts, which must be resolved when the system information is combined to reach a group decision or to form a group value or estimate. The way in which con ict is resolved is encoded in the fusion method.
Non-parametric methods based on voting have been applied widely in reliability problems [43] . A majority voting scheme for fusing features in model-based 3-D object recognition for computer vision systems is presented in Ref. [44] . In Ref. [45] , voting fusion is applied to target detection and compared with Dempster-Shafer evidential reasoning. These two fusion strategies are also compared for pattern classiÿcation in Ref. [37] . An analysis on the behavior and performance of majority voting in pattern classiÿcation is made in Ref. [46] . Voting fusion is applied in robotics to determine path of a mobile robot by voting over various possible actions [47] . A voting scheme to improve the task reliability in obstacle avoidance and target tracking by fusing redundant purposive modules is proposed in Ref. [48] . Combination of voting schemes with prior probabilities which results in maximum likelihood voting is described in Ref. [49] .
Voting, in its simplest form, has the advantages of being computationally inexpensive and, to a degree, fault-tolerant. In cases where the sensing system itself abstracts the data to make a decision about target type, it may be more e cient to employ the instrument of a vote instead of ÿne tuning the parametric information. Major drawback of voting is the consistency problem of Arrow which states that there is no voting scheme for selecting from more than two alternatives that is locally consistent under all possible conditions [50] .
In simple majority voting, the votes of di erent decision makers in the system are given equal weight and the group decision is taken as the outcome with the largest number of votes. Although, simple majority voting provides fast and robust fusion in some problems, there exist some drawbacks that limit its usage. For example, in cases when all outcomes take equal votes, a group decision cannot be reached. Moreover, it does not take into account whether dissenting classiÿers all agree or disagree with each other (i.e., the distribution of the decisions of dissenting classiÿers). Consider the following two cases in which 15 classiÿers are employed to classify four target types which are plane (P), corner (C), edge (E) and cylinder (CY):
Case I: Eight classiÿers support P Three classiÿers support C Two classiÿers support E Two classiÿers support CY Case II: Eight classiÿers support P Seven classiÿers support C In both cases, the group decision is plane (P), but are the two decisions equally reliable?
To overcome these drawbacks and to increase the reliability and consistency of the group decision, more sophisticated decision-making schemes can be employed. For this purpose, integer preference orders can be assigned over the possible target types based on the strength of belief. Consider the following situation in which we have three classiÿers and four target types, with the preference order given in parentheses:
Classiÿer 1: P(4) C(3) E(2) CY(1) Classiÿer 2: C(4) E(3) CY(2) P(1) Classiÿer 3: E(4) CY(3) P(2) C(1)
Note that, in this case, no group decision can be reached by simple majority voting since the ÿrst choices of all classiÿers are di erent. Now, the total preference order of each target is P : 4 + 1 + 2 = 7 C : 3 + 4 + 1 = 8 E : 2 + 3 + 4 = 9 CY : 1 + 2 + 3 = 6 and E wins.
Although this type of approach is more informative, it can also produce con icting results in some cases. Consider the following situation in which ÿve classiÿers are employed to classify four target types and their preferences are as follows: In this case, total preference order of plane and corner are equal to each other, again resulting in con ict. To overcome this type of con ict, one can assign reliability measures to the classiÿers based on the information at hand. In our case, these classiÿers are sonar sensor pairs and apart from target type classiÿcation, they can also localize the target based on TOF measurements [30] . Therefore, reliability measures can be assigned based on the location of the target with respect to the sensing node. Assignment of reliability measures will be treated in detail in the next section. Now, consider the following two cases in which we have reliability values assigned for the ÿve classiÿers used in the previous situation: Then P wins. Note that the slight change in the reliability of classiÿer 4 is su cient to reach a di erent group decision. Reliability measure assignment needs closer examination since reliability measures more suitable to real situations are likely to result in more accurate group decisions.
Reliability measure assignment
In this section, a description of the assignment of different reliability measures to the sensing nodes based on their current range and azimuth estimates and their belief values assigned to target types is given.
Assignment of belief to range and azimuth estimates is based on the simple observation that the closer the target is to the surface of the transducer, the more accurate is the range reading, and the closer the target is to the line-of-sight of the transducer, the more accurate is the azimuth estimate [29] . This is due to the physical properties of sonar: signal amplitude decreases with r and with |Â|. At large ranges and large angular deviations from the line-of-sight, signal-to-noise ratio is smaller. Most accurate measurements are obtained along the line-of-sight (Â = 0
• ) and at close proximity to the sensor pair. Therefore, belief assignments to range and azimuth estimates derived from the TOF measurements can be made as follows:
Note that, belief of r takes its maximum value of one when r = r min and its minimum value of zero when r = rmax. Similarly, belief of Â is one when Â = 0 • and zero when Â = ± Âo.
The four di erent reliability measures assigned to sensor pair i are di erent combinations of the range and azimuth belief functions:
In these equations, each reliability measure takes values in the interval [0; 1]. Here, a reliability measure of one corresponds to a maximally reliable sensing node, whereas a reliability measure of zero represents a totally unreliable sensing node. Moreover, their relative magnitudes can be ordered as rel i is the more optimistic measure whereas rel 1 i is the more pessimistic one. Another alternative is to set the reliability measure proportional to the di erence between belief values assigned to the ÿrst two preferences of each sensing node as an indicator of how strongly that sensing node believes in its ÿrst choice. This way, the distribution of the belief values assigned to di erent target types is partially taken into account. Hence, the ÿfth reliability measure assignment can be made as follows:
These reliability measures have also been incorporated into Dempster-Shafer evidential reasoning by multiplying Eqs. (4) - (6) by the reliability rel i of a particular sensor node and ÿnding the uncommitted belief by
. The e ect of these di erent reliability measures on the classiÿcation performance of majority voting and evidential reasoning is presented in the next section.
Experimental studies
In this section, we describe the experimental procedures used in comparing the various fusion methods described above.
Experimental setup
Sonar data were collected in ÿve small experimental test areas created by partitioning o sections of a laboratory. The test areas were calibrated by lining the oor space with metric paper, to allow the sensors and targets to be positioned accurately. The rooms o er an uncluttered environment, with specularly re ecting surfaces. The number of sensing nodes used were 15; 8; 4; 9; 7 in the rooms shown in Fig. 6 . The ÿrst room (Room A), contains only planes and corners that can be di erentiated by the algorithm summarized in Section 3 ( Fig.  6(a) ). In addition to planes and corners, the second, third, and fourth rooms (Rooms B, C, and D) contain edges that cannot be di erentiated by this algorithm (Fig. 6(b) and (c)). In Rooms D and E, cylindrical targets are also present in the environment.
The sensors used are Panasonic transducers which have a much larger beamwidth than the commonly used Polaroid transducers [51] . The aperture radius of the Panasonic transducer is a = 0:65 cm and its resonance frequency is fo = 40 kHz, therefore Âo ∼ = 54
• for these transducers (Fig. 1) . In the experiments, separate transmitting and receiving elements with a small vertical spacing have been used, rather than a single transmitting-receiving transducer (Fig. 7) . This is because, unlike Polaroid transducers, Panasonic transducers are manufactured as separate transmitting and receiving units. The horizontal center-to-center separation of the transducer units used in these experiments is d = 25 cm. The entire sensing unit is mounted on a small 6 V stepper motor with step size 0:9
• . The motion of the stepper motor is controlled through the parallel port of a PC 486 with the aid of a microswitch. Data acquisition from the sonars is through a 12-bit 1 MHz PC A=D card. Echo signals are processed on a PC 486. Starting at the transmit time, 10,000 samples of each echo signal are collected and thresholded. The amplitude information is extracted by ÿnding the maximum value of the signal after the threshold value is exceeded.
Experimental results
The two fusion methods in their simple form and when reliability measures are incorporated are tested with experimental data acquired by the scanning sensing nodes described above. The rules of the target di erentiation algorithm summarized in Section 3 are taken as the basis in making basic probability mass assignments. Basic probability masses are assigned at each viewing angle (0 • 6 6 284 • ) using Eqs. (4) - (6) . Once the basic probability masses are assigned, the fusion process takes place as follows: In the case of Dempster-Shafer evidential reasoning, Dempster's fusion rule is applied over all the sensing nodes in that room starting with the ÿrst one and ending with the last. The target type with maximum belief in the outcome is taken as the decision for a particular viewing angle. In simple majority voting, each sensing node votes for the target for which it has made maximum basic probability mass assignment. The target type receiving the majority of the votes over all sensing nodes is taken as the decision for that viewing angle. To illustrate the accumulation of evidence, Fig. 8 shows the percentage of correct classiÿcation as a function of the number of sensing nodes used in Rooms A and B. Since the scan step size is 0:9
• and the full scan angle is approximately 284
• , decisions are made at 315 (= 284=0:9) di erent viewing angles in each test room.
When a single sensing node is employed and the average of the correct decision percentages is taken over all ÿve rooms, only about 30.6% of the decisions are correct. The outstanding 69.4% incorrect decisions can be attributed to noise and the choice of k A (kt). When the decisions of all nodes are fused using Dempster-Shafer and majority voting methods in their simple form, the average correct decision percentage improves to 74.4% and 68.5%, respectively. In Room A, simple majority voting outperforms Dempster's rule of combination up to 10 sensing nodes; after this number, performances of the two methods become comparable. However, when targets that cannot be classiÿed by the di erentiation algorithm are included in the environment (as in Rooms B, C, D, E), Dempster's rule of combination outperforms simple majority voting for any number of sensing nodes used. These results indicate that Dempster-Shafer method in its simple form can handle imprecise evidence more reliably than simple majority voting.
To further improve the target classiÿcation performance, preference ordering with and without reliability measures is incorporated in majority voting, and reliability measures are incorporated in Dempster-Shafer evidential reasoning. Preference ordering is considered in two di erent ways: In the ÿrst case, preference orders are taken as integers between 1 and 4, where the larger the value of the integer, the higher is the preference for that target type. In the second case, the preference orders are taken to be the belief values assigned to each target type. It was observed that the second choice always resulted in higher percentage of correct decisions. Therefore, only the percentages of correct decisions for the second case using various reliability measures are tabulated in Tables  2, 4 , 6, 8 and 10. From these tables, it can be observed that incorporating preference ordering in majority voting without reliability measures (i.e., rel i = 1) already improves on the results obtained with simple majority voting.
With both fusion methods, inclusion of reliability measures brings further improvement compared to using their simple forms. Majority voting with reliability measures and preference ordering performs better than DempsterShafer method with reliability measures. When the averages of the best results over the ÿve rooms is taken, the results obtained using Dempster-Shafer and majority voting methods with reliability measures are 77.6% and 81.2%, respectively.
For example, in Room A (Tables 1 and 2 ), the correct decision percentage achieved with majority voting with preference ordering using the ÿfth reliability measure (95.1%) is higher than the result obtained with Dempster's rule using the same reliability measure (90.6%). For simple majority voting and simple Dempster-Shafer method, these numbers are 87.5% and 86.8%, and the improvement in the classiÿcation error is by a factor of 2.6 and 1.4, respectively. In Room B (Tables 3 and 4) , the highest correct decision percentage achieved with majority voting with preference ordering using the third reliability measure (84.4%) is higher than the best result obtained with Dempster-Shafer method using the ÿfth reliability measure (83.8%). For simple majority voting and simple Dempster-Shafer method, these numbers are 71.0% and 80.9%, and the improvement in the misclassiÿcation rate is by a factor of 1.9 and 1.2, respectively. These results indicate that majority voting with reliability measures and preference ordering can deal with imprecise evidence in a more reliable way than evidential reasoning with reliability measures. Although the percentages of correct decisions obtained with the di erent reliability measures are comparable, among the ÿve reliability measures, rel 5 i results in slightly better classiÿcation rate on the average (Tables 5 -10 ). This is usually followed by rel 3 i . For example, in Room C, after the decisions of all sensing nodes are fused, the ÿfth reliability measure gives the highest percentage of correct di erentiation with Dempster-Shafer method and is followed by the third, fourth, second, and ÿrst measures. With majority voting, the ÿfth and fourth measures give equal results, followed by the third, second, and ÿrst measures. 
Conclusion
In this study, classiÿcation of target primitives which constitute the basic building blocks of typical uncluttered mobile robot environments has been considered. Sonar sensors placed at various vantage points in the environment make decisions about target type which are fused to reach a group decision through Dempster-Shafer evidential reasoning and majority voting. These sensors use both amplitude and TOF information allowing for improved di erentiation and localization. Consistency problems arising in majority voting are addressed with a view to achieving high classiÿcation performance. This is done by introducing preference ordering among the possible target types and assigning reliability measures (which essentially serve as weights) to each decision-making node based on the target range and azimuth estimates it makes and the belief values it assigns to possible target types. Two di erent ways of preference ordering and ÿve di erent reliability measure assignments have been considered. The e ect of preference ordering on majority voting, and the e ect of reliability measures on both fusion methods are tested experimentally. The results indicate that simple majority voting can provide fast and robust fusion in simple environments. However, when targets that cannot be classiÿed by the target di erentiation algorithm are included in the environment, Dempster-Shafer method in its simple form can handle imprecise evidence more reliably than simple majority voting. When more sophisticated fusion methods incorporating reliability measures are employed, higher correct classiÿcation rates are obtained with preference-ordered majority voting than with evidential reasoning incorporating the same reliability measures. The overall performance of the various methods considered can be sorted in decreasing order as: majority voting with reliability measures and preference ordering, Dempster-Shafer method with reliability measures, Dempster-Shafer method in its simple form, and simple majority voting.
While we have concentrated on multiple sonar sensors, the fusion techniques employed in this study can be useful in a wide variety of applications where multiple decision makers are involved.
