We present a new framework for sequential information collection in applications where regression is used to learn about a set of unknown parameters, and alternates with optimization to design new data points.
Introduction
Many applications in business analytics and operations research exhibit a feedback loop between statistics and optimization. First, historical data are used to fit regression models that relate a performance metric of interest to a set of user-specified design inputs. Second, the decision-maker chooses a new set of inputs, guided by their estimated effects in the regression model. This decision is then implemented in the field and a response is observed; this response, in turn, becomes a new data point used to improve the regression model, Han, Ryzhov, and Defourny: Optimal Learning With Combinatorial Feature Selection Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2014-11-OA-230.R3 3 to be suboptimal may in fact be much better than the current coefficients indicate. In this paper, we consider design strategies that anticipate the effect of new information on the model and quantify the economic value of this information. Our goal is to integrate the statistical and optimization components of the problem and make decisions that have high potential to be optimal, or to improve the quality of the statistical model.
Optimal information collection is related to the classical fields of active learning (Cohn et al. 1996) and optimal design of experiments (Dette 1997 , Montgomery 2009 , which also seek to improve a statistical regression model by designing the inputs or features of the collected data. However, such methods traditionally optimize purely statistical criteria, such as the mean squared error of the estimators. In practice, however, one may prefer to explicitly optimize an economic objective, such as the response rate of the fundraiser.
Such objectives are considered in the simulation literature within the framework of ranking and selection or R&S (Kim and Nelson 2006, Kim 2013) . In R&S, there is a finite set of alternatives (e.g., combinations of design features), each of which has an unknown value (response rate of the campaign with those designs), and the goal of experiments is to help identify the highest-valued alternative quickly. Bayesian statistics can be used in R&S (Chick 2006 ) to model our evolving beliefs about the value of each alternative; one advantage of Bayesian models is that they allow "correlated beliefs" (Frazier et al. 2009 , Qu et al. 2012 for modeling relationships between different alternatives (for example, two combinations with multiple common elements). Correlated beliefs can also be extended to a linear regression framework (Minka 2000) .
In the problem we consider, the number of alternatives grows combinatorially with the number of regression features, leading to high computational costs for many standard classes of procedures for R&S and related problems:
• Value of information procedures (VIPs) calculate an expected improvement criterion for each alternative (Chick et al. 2010 ). In our setting, this calculation would require us to either enumerate every alternative, or solve a nonlinear, nonconvex binary IP. While Negoescu et al. (2011) proposes a VIP specifically for a parametric learning model (such as our regression model), the parametric structure is only used to reduce the storage cost, not the computational cost, and the VIP still enumerates every alternative.
• Indifference-zone methods (Kim and Nelson 2007, Hong and Nelson 2009) are often based on the idea of sequentially screening the set of alternatives; in each stage, we collect some number of observations from every alternative in our set, and then screen out Han, Ryzhov, and Defourny: Optimal Learning With Combinatorial Feature Selection 
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Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2014-11-OA-230.R3 those alternatives that fail a certain statistical test. However, in non-profit fundraising, the number of possible combinations of designs is much greater than the total experimental budget, making it problematic to test large numbers of alternatives even once.
• Optimal computing budget allocation (OCBA) methods Lee 2010) determine a proportion of the budget to be allocated to each alternative. These methods usually do not allow correlated beliefs; Fu et al. (2007) considers correlated sampling distributions, but requires the correlation structure to be known rather than learned over time. OCBA methods traditionally do not use parametric beliefs models, although Brantley et al. (2013 Brantley et al. ( , 2014 have done so in special cases in which the alternatives can be viewed as points on the real line.
• Linear bandit methods (Dani et al. 2008 , Rusmevichientong and Tsitsiklis 2010) do consider parametric beliefs, but often require additional assumptions, such as boundedness of the objective function or continuity of the variables. From this literature, the Thompson sampling policy (Russo and Van Roy 2014) is perhaps the most relevant and easiest to apply. However, its theoretical analysis focuses on an asymptotic online setting, whereas applications such as non-profit fundraising typically have very small learning budgets.
In this paper, we develop information collection algorithms for regression problems with combinatorial feature selection. The learning process is modeled by a version of Bayesian linear regression that allows the noise variance to be unknown (as is certainly the case in non-profit fundraising). Using VIPs as a foundation, we first derive an explicit form for the expected improvement criterion in the context of this model, and prove the asymptotic optimality of the VIP in this setting. However, due to the combinatorial decision space, the cost of computing expected improvement remains high, motivating additional algorithmic developments. We create convex approximations, based on optimal quantization and mathematical programming, to the nonconvex expected improvement problem. These yield decisions with high value of information much more quickly than if we were to compute the expected improvement criterion exactly for every alternative.
Some recent work has touched on similar issues. For example, Negoescu et al. (2011) considers learning in linear regression, but assumes known variance and a generic finite set of alternatives, and does not consider the challenges arising from combinatorial feature selection. By contrast, Modaresi et al. (2013) does consider combinatorial optimization, but relies on the ability to individually collect information about each element of the chosen (Chen and Hausman 2000) , but the consumer choice model may be subject to uncertainty (Glazebrook et al. 2013 ).
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Model
In Section 2.1, we formulate an integer programming model for the feature selection problem, using the Red Cross fundraising application to provide motivation. In Section 2.2, we give a Bayesian learning model used to update a set of beliefs about the regression parameters in the presence of unknown sampling noise.
Regression-based optimization
Consider the linear regression model
where η is a response variable, ϕ is a vector of r features, and ε is a zero-mean noise term.
We assume that ϕ ∈ {0, 1} r , that is, all of the features are binary. Each component ϕ i represents the presence or absence of a particular design input. In traditional regression,
we would be given a fixed set of observations η 1 , ..., η n and corresponding feature vectors ϕ 1 , ..., ϕ n , and our task would be to estimate β. Suppose, however, that β has already been estimated and our task is to choose inputs that maximize the mean of the next observation.
We then solve, for fixed β, the binary integer program
where A and h represent constraints on the allowable inputs.
We place this model in the context of the non-profit fundraising application. Campaign performance can be evaluated in terms of the success rate y ∈ (0, 1), or the proportion of mailings that elicit donations. A transformation η = logit(y) enables us to apply linear regression. The design inputs for Red Cross campaigns mainly fall into three categories:
campaign types, mailing designs, and donor segments. The campaign types refer to the general class of donors being targeted. For example, the "Acquisition" type reaches out to donors who have just made their first donation (usually in response to a disaster), while "Renewal" targets donors who have already been converted into regular supporters.
The mailing designs are the specific fundraising strategies that can be implemented in the campaign. The donor segments classify the donors by donation amounts and frequencies. Table 1 gives a partial list of these attributes, based on an empirical analysis of historical data given in Ryzhov et al. (2016) .
The linear constraints Aϕ = h may come from multiple-choice decisions, e.g., ϕ i + ϕ j = 1 if i and j represent two possible story types. More importantly, they may come from interactions between attributes, which are common in applications of linear regression. For example, the combined effect of a disaster preparedness story with the Renewal campaign type may be greater than the sum of the individual effects of these features. Then, if ϕ i and ϕ j represent the respective decisions to include a preparedness story and target the Renewal type, our model will include an additional binary variable ϕ k with the requirement ϕ k = ϕ i ϕ j . This constraint may be linearized by including
among the constraints in (2). By adding slack variables, these constraints can be converted into the form Aϕ = h. Note that such slack variables will still satisfy the binary constraints.
Finally, for notational convenience, we let Φ = {ϕ ∈ {0, 1} r |Aϕ = h} denote the feasible region of (2). Then, K = |Φ| is the number of feasible decisions. Note that K depends exponentially on r if most of the attributes are controllable by the decision-maker. In non-profit fundraising, r may be fairly small; for example, Ryzhov et al. (2016) identifies 10-20 significant features that impact donor cultivation. The deterministic IP in (2) may thus be relatively easy to solve, but the dimension of information collection substantially complicates the problem, as will be shown in the following sections. 
Bayesian model for information collection
In practice, the regression coefficients β are subject to considerable uncertainty, particularly for newer mailing designs for which extensive historical data are not available. We model this uncertainty using a Bayesian prior distribution on β. The parameters of the distribution will change as new information is collected, leading to improved solutions of (2).
We also allow the variance of the noise term ε to be unknown, and include our uncertainty about the noise into the model.
Returning to (1), we assume that ε ∼ N 0,
, where ρ is an unknown measurement precision. We further assume that ρ ∼ Gamma (a 0 , b 0 ), where the shape parameter a 0 and scale parameter b 0 are pre-specified by the decision-maker. Finally, we assume that the conditional distribution of β given ρ is multivariate normal with mean vector θ 0 and covariance matrix 1 ρ Σ 0 , where θ 0 , Σ 0 are also user-specified.
Suppose that our budget allows us to conduct N experimental campaigns (e.g., on small groups of donors) before committing to a final estimate of β (e.g., for a large-scale campaign). For n = 0, 1, ..., N − 1, the (n + 1)st campaign is characterized by the feature vector ϕ n ∈ Φ, and η n+1 denotes the outcome of the campaign. The noise terms ε 1 , ..., ε N are assumed to be i.i.d., as is standard in linear regression. Let F n denote the sigma-algebra generated by ϕ 0 , η 1 , ϕ 1 , η 2 , ..., ϕ n−1 , η n . The following result shows that the conditional distribution of (β, ρ) given F n remains multivariate normal-gamma for all n, and provides a fast recursive update for the parameters. The proof is given in the Appendix.
Proposition 1. Suppose that the conditional distribution of (β, ρ) given F n is multivariate normal-gamma with parameters (θ n , Σ n , a n , b n ). Then, the conditional distribution of (β, ρ) given F n+1 is multivariate normal-gamma with parameters
Note that (3)-(4) are identical to the recursive least-squares update (Powell 2011, Sec.
9.3) in frequentist statistics. Thus, the sequence of posterior mean vectors obtained from JOC-2014-11-OA-230.R3 9 the Bayesian model is precisely the sequence of least-squares estimators obtained after each new data point. Furthermore, it follows from the properties of the normal distribution that, for any ϕ ∈ Φ, we have ϕ β ∼ N ϕ θ n , 1 ρ ϕ Σ n ϕ conditionally given F n and ρ.
Thus, the Bayesian model characterizes our uncertainty about the value of every feasible alternative, but incurs a cost of O (r 2 ) to store and update.
Finally, we can state the objective of the information collection problem. We wish to create an adaptive policy that will design campaigns based on the most recent information.
Let Π be the set of all functions π :
Here, S r + denotes the space of r × r positive semidefinite matrices. The optimal policy solves the problem
where E π denotes a conditional expectation given ϕ n = π (θ n , Σ n , a n , b n ) for all n. Essentially, (7) evaluates a policy in terms of its ability to guide us to a more favourable solution of (2) using the final regression estimates θ N . The problem in (7) is a finite-horizon dynamic program with a multi-dimensional and continuous state space; thus, while the optimal policy can be characterized using Bellman's equation (Frazier et al. 2008) , it is computationally intractable. In the following, we develop efficient heuristics for this problem.
The KGUP algorithm for combinatorial feature selection
In this section, we propose a VIP for combinatorial feature selection in parametric models, which we call Knowledge Gradient with Unknown Precision (KGUP). Section 3.1 derives a closed-form expression for the value of information in this setting. The consistency of the VIP is proved in Section 3.2. For the moment, we consider the exact form of the VIP, which requires enumeration of every alternative; algorithmic improvements will be presented in the following section.
Derivation of the KGUP algorithm
Value of information procedures are based on the insight that, while (7) is intractable in general, it may admit a closed-form solution for N = 1. This solution yields the alternative that would be optimal to implement, if this were the last experiment with no additional chances to collect information. Such an alternative maximizes the well-known expected improvement criterion (Jones et al. 1998) , given for fixed ψ ∈ Φ by
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e., the conditional expectation given F n . Since (8) represents the marginal value of a single measurement of ψ, it is also known as the knowledge gradient (Frazier et al. 2008) or KG, a name that we also adopt in this paper.
Notice from (3) that, at stage n, the posterior mean θ n+1 is unknown, but the uncertainty in this vector derives only from a scalar quantity η n+1 . All other quantities in (3)-(6) are known at time n. The following result characterizes the conditional distribution of θ n+1
given F n in terms of a scalar random variable. The proof is given in the Appendix.
Proposition 2. The predictive distribution of η n+1 given F n and ϕ n = ψ is given by
which denotes a univariate Student's t-distribution with mean ψ θ n , scale parameter
, and 2a n degrees of freedom.
As in Qu et al. (2012), we observe an analogy with classical frequentist statistics. When the noise variance is known (Negoescu et al. 2011 ), a similar result can be derived where the scalar random variable is normally distributed. However, when the variance is unknown, we use Student's t-distribution instead.
Let T s n denote a random variable following a standard Student's t-distribution with s n = 2a n degrees of freedom. Using (3) with Proposition 2, we can rewrite θ n+1 as
Combining (8) and (9), we can derive a new formulation of the KG quantity, given by
where p n ϕ = ϕ θ n and
Now, observe that the quantity inside the expectation in (10) 11 removing some dominated alternatives that never achieve the argmax for any value of t).
Finally, the analysis of Qu et al. (2012) can be applied to obtain
where g s (·) and G s (·) are the pdf and cdf, respectively, of the standard Student's tdistribution with s degrees of freedom.
We propose the KGUP algorithm, a VIP that chooses the design of the (n + 1)st campaign to be
In this way, the value of information approach is extended to learn linear regression coefficients in the presence of unknown noise variance. The procedure strikes a balance between the estimated value of a design ϕ (given by ϕ θ n ) and our uncertainty about that design, which depends on the posterior variances of the coefficients of the features included in the design as well as their correlations with other features (which may not be included).
In R&S, we would typically solve (13) by evaluating v KG,n ψ for every ψ ∈ Φ. Standard algorithms for this computation incur a cost of O (K log K) for each ψ (Powell and Ryzhov 2012). Thus, the overall computational complexity is O (K 2 log K). Because K grows exponentially in the number of attributes r, that is, K ∼ 2 r , this translates to a complexity of O (r4 r ), which can be prohibitively expensive. Furthermore, it may be difficult to exploit the binary structure of ϕ since (12) is highly nonlinear and nonconvex in the belief parameters. We will return to these important algorithmic issues in the next section after demonstrating the consistency of the procedure.
Consistency of the KGUP algorithm
In this section we show a form of consistency for the KGUP procedure, namely that V ar ϕ β | F n → 0 for every feasible ϕ ∈ Φ, which implies that we asymptotically obtain perfect information about every alternative. We also show that, if the feasible region Φ contains r linearly independent vectors, this is equivalent to the statistical consistency of θ n in the classical sense. However, if some of the regression coefficients are irrelevant to the feasible decisions (e.g., if we have a constraint ϕ i = 0 for some i), it may not be necessary to
Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2014-11-OA-230.R3 learn their exact values. It is also possible to have pathological constraints such as ϕ i = ϕ j that would cause identifiability issues for any regression model. The assumption on Φ excludes these cases; in practice, one could use model selection techniques (Fan et al. 2014) on historical data to eliminate such irrelevant features prior to beginning the information collection problem.
For convenience, we also assume in this analysis that Σ All of the proofs in this section can be found in the Appendix. Here, we state those results and briefly describe their roles in the overall argument.
Proposition 3. For any sampling policy, lim N →∞
From martingale arguments, it also follows that (θ n , Σ n ) have finite a.s. limits under any policy, since it is possible to write
and apply Theorem V.4.7 of Ç inlar (2010) to find that b n a n −1 Σ n converges. Since Proposition 3 also implies that b n a n −1 → 1 ρ a.s., it follows that Σ n converges. However, the limit here may now depend on the policy. We now bring the KGUP policy back into the discussion and write
for fixed s > 1 and p, q ∈ R K . The next result studies the properties of h s n for s n = 2a n and a n = a 0 + n 2 as in (5).
The following statements are equivalent:
2. There exists a constant such that lim n→∞ q n ϕ = for all ϕ.
We now connect these results to the KGUP policy. First, we demonstrate that v KG,n ψ → 0 for all ψ ∈ Φ, which is then shown to imply statistical consistency of the regression 13 estimators θ n . Note that, due to the parametric structure of the problem, this does not necessarily require every ψ to be measured infinitely often, as it does in R&S (Frazier et al. 2008 ); in fact, as Corollary 1 shows, we may not need to measure some alternatives at all.
Proposition 5. Suppose that ψ ∈ Φ is measured infinitely often. Then, ϕ Σ N ψ → 0 for all ϕ ∈ Φ and v KG,N ψ → 0 a.s.
Proposition 6. Suppose that ϕ n is selected using the KGUP policy for all n. Then, for all ψ ∈ Φ, lim n→∞ v KG,n ψ = 0 almost surely.
We can now state our main result, namely that the KGUP policy asymptotically obtains perfect information about every alternative. Statistical consistency follows as a corollary.
Theorem 1. Suppose that ϕ n is selected using the KGUP policy for all n. Then,
Corollary 2. Suppose that the decision space Φ contains r linearly independent vectors. Then, the regression coefficients θ n are consistent under the KGUP policy.
Computational enhancements for the KGUP algorithm
We now present three approaches for computing the KG quantity in (10) with lower computational complexity. First, we consider a special case where the regression features are independent (i.e., the constraints Aϕ = h are not present), and derive a simpler calculation of the KG quantity. Second, we develop a convex approximation, based on SDP relaxation, for the general case. The approximation leads to much faster computations in practice.
Third, we develop an alternate formulation, based on second-order cone programming, that produces more accurate solutions, at the cost of greater computation times.
The KGUP 2 algorithm for independent features
Suppose that the regression features are independent, and the constraints Aϕ = h are removed from (2), with the possible exception of ϕ 0 = 1 for the intercept. In this case, all of the attributes are directly controllable (except for the intercept), and K = 2 r−1 . By exploiting the binary structure of the decision variables, we obtain the following result (the proof is given in the Appendix).
Proposition 7. Suppose that Φ is the set of all possible combinations of r − 1 controllable features. Then,
, and θ n = (θ n 0 , θ n 1 , . . . , θ n r−1 ) .
Note that (15) is an exact calculation of the KG quantity, but does not require us to sort slopes or compute breakpoints. The alternative with the largest KG factor can now be found at a cost of O (rK), where the factor r ≈ log K comes from the sum in (15). In this way, a cost factor of O (K) is eliminated as compared to the general form in Section 3.1.
This cost factor may then be thought of as the additional "price" that we pay for handling the constraints Aϕ = h.
4.2. The KGUP 3 algorithm for combinatorial feature selection
The derivation of the KGUP 2 algorithm assumes that every feature is directly controllable by the decision-maker, that is, any combination of zeros and ones is allowed. However, this is usually not the case in non-profit fundraising or regression in general, since the model can include interactions between attributes, as discussed in Section 2.1. For the general case, we develop a convex approximation of the KG quantity by first applying a quantization procedure to approximate the expectation over the distribution of T s , and then applying an SDP relaxation to the resulting problem. The SDP can be solved to fixed precision using interior-point methods, whose complexity is polynomial in r (Porkolab and Khachiyan 1997, Nemirovski and Todd 2008).
Optimal quantization. Note that the second term of the KG quantity in (10) is independent of ψ, and the decision ψ KGU P,n made by the KGUP policy only depends on the first term. Thus, for convenience, we omit the second term and redefine
where m (t) = max ϕ∈Φ p ϕ +q ϕ (ψ) t for fixed p, q, ψ. Since m is a maximum of linear functions of t, it is convex in t.
The Voronoi quantizer for T s is the function q vor : R → {t 1 , . . . , t J } defined as JOC-2014-11-OA-230.R3 15 where {C(t j )} 1≤j≤J is a Borel partition of R with C(t j ) = {t ∈ R : |t − t j | ≤ |t − t j |, j = 1, . . . , J}. Because T s is one-dimensional and unimodal, for any fixed J there exists a unique q vor (·) and corresponding sequence t J = {t j } 1≤j≤J minimizing the quadratic quantization error (Graf and Luschgy 2000) given by
We know m(t) is Lipschitz continuous in t. Letting L be its modulus, we write
, with the convention t 0 = −∞ and
Thus, by finding the quantization sequence t J that minimizes D
, we can approximate the KG quantity in (16) byv
Newton's method has been used to compute the quantization sequence for several distributions, e.g., the standard normal distribution ( J ) of the quadratic quantization error. Starting from some t old ∈ R J , we compute
and iteratively replace t old by t new in order to find the zero of d(D
In the Appendix, we present tables of the optimal quantizations for J = 5, J = 10, and s = 3, ..., 20;
in our numerical experiments, we found that J = 10 produces competitive performance.
Semidefinite relaxation. We now describe the SDP relaxation of the problem in (13).
The algorithm solves this problem for every n with a different set of inputs (θ n , Σ n , a n , b n ).
For convenience, we drop the superscripts from these quantities and show the computation for a generic, fixed (θ, Σ, a, b).
By (16), (17), and the definition of m, we have
where
(1 + ψ Σψ) .
We now reformulate this result to obtain the objective function for the SDP; please see the Appendix for the proof.
Proposition 8. Define
Then,
We observe that C j is a constant matrix and Z j is a positive semidefinite matrix with rank 1. This holds for all j ∈ {1, . . . , J}. The problem in (19) is similar to an SDP, but has the following nonlinear constraints:
1. The rank-1 constraint on Z j ; 2. The binary constraints on ψ and ϕ j ;
3. The nonlinear constraints on d ψ transformed from ψ.
To formulate (19) as an SDP, we relax the nonlinear constraints using a set of linear constraints. We first drop the rank-1 constraint on Z j , then relax the binary constraints as ψ, ϕ j ∈ [0, 1] r , and finally develop a set of linear constraints on d ψ from Aψ = h.
From Aψ = h, we have ψ A Aψ = h h. Thus
where P = a b
A A h h + Σ . It follows that
We define
By definition, Y is symmetric and positive semidefinite, and we also require Y to be nonnegative:
Next, we obtain a bound on the elements of Y by letting δ = min
where 1 r is an r-vector of ones. By convention, there is no upper bound if δ = 0. The quantity δ can be easily found by solving a small quadratic program with linear constraints and r variables, which can be done efficiently using a convex programming solver.
Following Defourny et al. (2015) , we add another constraint on ϕ that can strengthen the relaxations. Given ξ ∈ R r with ξ i > 0 for each i, we define ζ = sup ϕ∈Φ ξ ϕ. Then, for any ϕ ∈ Φ we have
where Diag(z) denotes the diagonal matrix with elements z i , and is the usual matrix semidefinite inequality. The value of ζ can be found by solving a small IP. If the IP cannot be solved to optimality, the best available upper bound on ζ should be used, based on, e.g., the optimality gap returned by the IP solver. Any value of ξ will provide a valid inequality that would strengthen the relaxation, though the optimal choice of ξ is an open problem.
One could potentially add multiple constraints with different values of ξ, at the cost of increasing the size of the program.
Combining (22), (23), (24), (25) subject to
After solving this SDP, we obtain the matrix Y . With rank(Y ) = 1, , which satisfiesṽ ∈ [0, 1] r . Since ψ and d ψ only differ by a scaling factor, we can interpretṽ as a fractional approximation for the binary ψ ∈ {0, 1} r . To recover a binary ψ, we can perform a rounding procedure by solving the small IP given by
This problem projects the solutionṽ onto {0, 1} r by minimizing the L 1 -norm of the difference between ψ andṽ. While any IP can potentially be difficult to solve, note that the linear IP in (26) is substantially simpler than the nonlinear, nonconvex IP defined by (13).
In practice, the SDP procedure provides considerable computational savings over the basic version of KGUP that enumerates every alternative. We proceed to reformulate (18) is automatically binary, and we only need to require u j kl ≥ 0. Now, we define the following problem over the variables ψ, ϕ 1 , ..., ϕ J ∈ {0, 1} r , ψ ∈ R n , u j ∈ R r×r , and s, z ∈ R:
subject to Proposition 9. The problem in (27) is a MISOCO reformulation of (18).
Finally, we discuss a choice of M that will guarantee an upper bound on z. At optimality, we will have
Next, recall that Student's t-distribution is symmetric, as well as its optimal quantization.
Therefore, for each j there is an index j such that t j = −t j and w j = w j . Then,
Therefore, at optimality,
We can take M to be the right-hand side of (28).
While problem (27) provides an exact solution of the quantized problem (18), it includes binary variables and thus may be time-consuming to solve. There are specialized algorithms for this problem class (Benson and Saglam 2013b) , based on branch-and-bound techniques similar to those used to solve mixed-integer linear programs. As such, bounds on the 21 optimality gap are obtained through the construction of the branch-and-bound tree. The same caveats on the worst-case complexity of solving IPs by branch-and-bound apply to solving MISOCOs by branch-and-bound: in the worst case, a complete enumeration will be performed (as done for KGUP, but on the quantized problem). Thus, the KGUP 3 and KGUP 4 procedures make a different tradeoff between efficiency and accuracy.
We close this section with a brief comment regarding how this tradeoff can be made in practice. The MISOCO is a large problem solved by branch-and-bound; advance knowledge to help in branching decisions is rarely available, and therefore, solution times can vary widely with the problem instance and the solver's branching strategy. It may be possible to predict the running time of KGUP 4 by running smaller instances of the given problem (see, e.g., Wojtaszek and Chinneck 2010 for an approach of this type). However, making reliable predictions of the maximum solution time is quite difficult in practice, as most branching rules may still perform poorly on particular instances. We offer the following suggestion: if the risk of very large solution times is acceptable (as might be the case for a quarterly fundraising campaign), the MISOCO formulation is preferable. If, however, the stability of solution times is a serious issue, the SDP is a better alternative, as it is solved by interior-point methods, and only the rounding problem in (26) requires the solution of a small linear IP.
Numerical experiments
Our proposed policies are evaluated through simulation: first, simulated experiments allow a fair comparison between two policies given identical starting conditions; second, by simulating the underlying true values of the alternatives, we are able to quantify how well a policy could have done if it had made different decisions; third, simulations allow us to perform large numbers of experiments and identify statistically significant distinctions between policies. However, we use the non-profit fundraising application to provide a realistic context for the simulations. Table 6 in Ryzhov et al. (2016) reports estimated regression coefficients for this application using a large volume of historical data. For our simulations here, we first choose the number r of features (this value can be adjusted to experiment with different problem sizes) and set the components of θ 0 by randomly drawing from the empirical estimates. We randomly pick some of the features to be interaction terms as needed. In this way, the magnitudes of the coefficients in our simulations resemble those in . After N measurements, the performance of the policy π is evaluated by letting ψ π be the solution that optimizes V θ N and computing the normalized opportunity cost
The denominator in (29) confines C π,N to be in [0, 1] . We also compute the precision estimation error, defined as |ρ − E N (ρ) |.
The literature on optimal learning typically considers settings where the value of a single decision or alternative is only observable from a black box, without the additional structure imposed by the regression model. However, a few benchmarks are available. We compare the following policies:
Knowledge gradient with unknown precision (KGUP). The exact version of the policy calculates (13) by enumerating the alternatives. We include this policy in order to evaluate the loss incurred by the SDP relaxation. Our experiments consider problems where the enumeration can still be performed.
Approximate KGUP (KGUP 3 , KGUP 4 ). The approximations are computed as described in Sections 4.2-4.3. We used J = 10 in the quantization procedure; see the Appendix for the values of t J .
Knowledge gradient with correlated beliefs (CKG). We implement the policy of Negoescu et al. (2011), a VIP designed for regression models, but with a learning mechanism that assumes known sampling variance (i.e., that ρ = a 0 b 0 ). Like KGUP, the CKG policy enumerates the alternatives (no faster version is available).
Greedy policy (Greedy). The greedy heuristic implements the argmax of V (θ n ) at time n, simply replacing the unknown coefficients with their current point estimates. The decision can thus be obtained by solving a small IP.
Thompson sampling (Thompson). The Thompson sampling policy has attracted recent attention (Russo and Van Roy 2014) because it is easy to implement and enjoys theoretical guarantees on the rate of convergence in some settings. In our problem, the policy first draws a single sampleβ n from the time-n posterior distribution, namely the marginal distribution of β given the normal-gamma parameters (θ n , Σ n , a n , b n ). Then, the policy implements the argmax of V β n . Thus, it is very similar to a greedy policy, but uses a random sample instead of a point estimate, thus promoting more exploration.
A-optimal design (A-design). The A-optimal policy represents the classical school of thought known as optimal design of experiments (Dette 1997 ), where we choose information to optimize a statistical criterion (e.g., mean squared error of the estimators). Given the normal-gamma parameters (θ n , Σ n , a n , b n ), we implement the argmin of tr (Σ n+1 ). This calculation can be performed either by enumerating all the alternatives, or through reformulation as a MISOCO problem; see the Appendix for details on the latter.
It is important to note that, in the following experiments, we keep r relatively small (so that K is a few hundred or thousand) because one of our main benchmarks (CKG) works by enumerating alternatives, making it computationally expensive to run multiple sample paths. Furthermore, we wish to evaluate the SDP relaxation against the exact KGUP policy, which also enumerates the decision space. However, toward the end of this study, we show that the SDP relaxation provides substantial computational savings in a problem with over 100, 000 alternatives.
In the first experiment, we study the value of modeling unknown variance. We let r = 10, where the first nine features are directly controllable and the tenth is an interaction term. , but we observed that they learn the variance at about the same rate as KGUP (except CKG, which assumes that the variance is known).
In the second experiment, we evaluate the policies on larger problems, created by adding more independent features and interaction terms. The prior for ρ is set to a 0 = 0.5, b 0 = 1 in all cases. Figure 2 shows results for K = 1024 and K = 4096. Again, all variants of KGUP continue to outperform the other benchmarks, with the more exact procedure KGUP 4 providing a better approximation to exact computation. Both KGUP 3 and KGUP 4 outperform CKG, despite the fact that CKG is still allowed to enumerate the alternatives.
We also considered a variation of the experiment from Figure 2 by the end, although by then both methods are within 5% of optimal. However, KGUP 3
shows better performance during most of the time horizon, and the more accurate methods (KGUP and KGUP 4 ) maintain their lead.
Finally, we note that CKG, KGUP 3 , and KGUP 4 can all be viewed as approximate versions of KGUP, in the sense that they all seek to identify alternatives with high value of information, but do not calculate that value exactly in the unknown-variance setting.
To test the quality of these approximations, we randomly generate 100 priors for β using We also compare the computational complexity of KGUP, KGUP 3 , and KGUP 4 for various problem sizes. Figure 4 (d) reports the computational costs (in log-scale) for increasing values of r where we successively add a new independent feature into each problem. Han, Ryzhov, and Defourny: Optimal Learning With Combinatorial Feature Selection Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2014-11-OA-230.R3 27
The computational cost of KGUP increases exponentially (linear increase in logarithm).
Between the two approximations, KGUP 3 scales better, illustrating the tradeoff between speed and accuracy. We note that, for K = 2 17 , a single iteration of KGUP takes about 30 hours to run, whereas KGUP 3 takes under 10 minutes.
Conclusion
We have proposed a framework for information collection in regression-based optimization where we have the ability to select features from a combinatorial space. Such problems arise in applications of business analytics where statistical estimation alternates with decisionmaking, and we may engage in a limited amount of experimentation to learn about the uncertainty in the statistical model. In particular, this challenge arises in the problem of designing a fundraising campaign for a non-profit organization.
We derived a value of information policy for parametric (regression-based) beliefs with unknown sampling variance. This policy improves upon an existing policy that assumes known variance; however, in practice, neither may be practical due to the high computational cost of enumerating a combinatorial set of alternatives. For this purpose, we have proposed improved algorithms, based on convex reformulations, that exhibit significant computational savings in problems with large numbers of alternatives. We believe that this approach provides significant value for learning in regression-based optimization with large decision spaces. 
EC.1. Proofs
In this section, we give full proofs of results stated in the main text.
EC.1.1. Proof of Proposition 1
Assume that (β, ρ) follows a multivariate normal-gamma distribution with parameters (θ, Σ, a, b). The joint density is given by
where Γ is the gamma function. Let η ∼ N ϕ β, is proportional to p (β, ρ) q (η | β, ρ). We then write,
By completing the square for β, and using the matrix inversion lemma to observe that
e-companion to Han, Ryzhov, and Defourny: Optimal Learning With Combinatorial Feature Selection ec3 It follows that
Letting a = a + 1 2 and
we obtain
which is precisely the normal-gamma density with parameters (θ , Σ , a , b ) calculated according to the desired updating equations.
EC.1.2. Proof of Proposition 2
The characteristic function of η n+1 given ρ is
Consequently, we can write the density of η n+1 as
Then, the pdf ofη n+1 is given by
, which is the pdf of the standard Student's t-distribution with 2a n degrees of freedom. Thus
follows the desired distribution. From Proposition 1, we know that a n b n = E n (ρ). It follows from Theorem V.4.7 of Ç inlar (2011) that the process
is a uniformly integrable martingale and converges a.s. to
. Thus, it remains to show that ρ is F ∞ -measurable.
Since the set Φ is finite, any policy π must measure at least one alternativeφ infinitely often as N → ∞. Note thatφ may depend on the sample path, but is measurable with respect to F ∞ . The sample variance of all η n+1 for which π (θ n , Σ n , a n , b n ) =φ converges a.s. to the true variance 1 ρ
. It follows that ρ is measurable with respect to F ∞ , whence We first prove the following technical lemma.
Lemma EC.1. Suppose that (p n , q n ) converges to a finite limit in
is uniformly integrable.
Proof. From p. 75 of Ç inlar (2011), the componentwise maximum of finitely many uniformly integrable sequences is uniformly integrable. Since both {p n } and {q n } are bounded, it remains to show that {T s n } is uniformly integrable. We choose s 0 = 2a 0 > 1 so that each T s n has finite expectation. Consider the pdf g s n of the standard Student's t-distribution with s n degrees of freedom. Because the tails of g s become lighter with larger s, there exists a value t n > 0 such that g s n (t n ) = g s 0 (t n ) with g s n (t) < g s 0 (t) for t > t n and g s n (t) > g s 0 (t) for 0 < t < t n . Note that s n → ∞ and g ∞ is the standard normal pdf since T s n converges in distribution to a standard normal random variable as s n → ∞. Consequently,
Thus,t = sup n≥1 t n is finite. For M >t, we have
The limit in the second line is equal to zero since T s 0 has finite expectation. 
SinceT s n has the same distribution as T s n , it follows that
where the functions f, F are the standard normal pdf and cdf (Frazier et al. 2009 ), the values q For fixed N , let N ψ = N n=0 1 {ϕ n =ψ} be the number of times ψ is measured by time N . DefineΣ N by the equation By the matrix inverse lemma, it follows that
Consequently,
which vanishes to zero as N ψ → ∞. By the Cauchy-Schwarz inequality,
EC.1.6. Proof of Corollary 1
By Proposition 5 we have ϕ Σ n ψ i → 0 almost surely for all ϕ ∈ Φ and all 1 ≤ i ≤ k. This implies ϕ Σ n ψ → 0 almost surely for all ϕ ∈ Φ. By Proposition 4, we then have v KG,n ψ → 0 almost surely.
EC.1.7. Proof of Proposition 6
We prove this statement by contradiction. Fix ω and let A ω ⊆ Φ be the set of all ψ ∈ Φ for which v KG,n ψ (ω) does not converge to zero. Suppose that A ω is non-empty. Then, Proposition 5 implies that A ω = Φ and also that any ψ ∈ A ω has only been measured finitely many times on the sample path ω.
Since |A ω | is finite, we can find a large enough N 1 such that, if n > N 1 , then ϕ n (ω) / ∈ A ω . Furthermore, there exists some ε such that, for any N , there exists n > N satisfying min ψ∈Aω v KG,n (ω) > ε (in other words, this happens for infinitely many n). At the same time, for this ε, there also exists N 2 such that, for all n > N 2 , max ψ / ∈Aω v KG,n ψ (ω) < ε.
Consequently, there exists n > max (N 1 , N 2 ) for which
Thus, any alternative in A ω is preferable to any alternative not in A ω at this time. However, since n > N 1 , the KGUP policy must select an alternative not in A ω , contradicting the definition of the policy. We conclude that lim n→∞ v KG,n ψ = 0 a.s. for all ψ ∈ Φ. Consider a fixed ω. Propositions 4 and 6 imply that, for fixed ψ ∈ Φ, there exists (ω) such that ϕ Σ n (ω) ψ → (ω) for all ϕ ∈ Φ. However, these results by themselves are not sufficient to conclude whether (ω) depends on ψ; note that the factor other than ϕ Σ n ψ in (11) contains ψ, but has a limit due to martingale convergence. We now show that (ω)
does not depend on ψ.
By Proposition 6, we have v KG,n ψ 1 (ω) → 0 and v KG,n ψ 2 (ω) → 0 for any ψ 1 , ψ 2 ∈ Φ. Suppose that ψ 1 = ψ 2 . By Proposition 4, we have
for all ϕ ∈ Φ. Now, fix some ϕ. Proposition 6 implies that v KG,n ϕ (ω) → 0. It then follows from Proposition 4 that there exists some (ω) such that ψ Σ ∞ (ω) ϕ = (ω) for all ψ.
Therefore, 1 (ω) = 2 (ω) = (ω).
Furthermore, as N → ∞, there is at least one alternative that is measured infinitely often on the sample path ω. Combining Proposition 5 with the above results, we obtain (ω) = 0. Thus, ψ Σ n (ω) ψ → 0 for all ψ ∈ Φ, as required. It then follows from (14) that the conditional variance vanishes to zero as well.
EC.1.9. Proof of Corollary 2
From Theorem 1, we have ψ Σ n (ω) ψ → 0, for almost every ω, and for any ψ chosen from among the r basis vectors. It follows that the sequence v Σ n (ω) v → 0 for any arbitrary v (not necessarily in Φ) that can be written as a linear combination of the basis vectors.
From this it follows that tr (Σ n ) → 0 almost surely, implying that the largest eigenvalue of Σ n converges to zero. From (3)-(4), recall that θ n is identical to the least-squares estimator.
It is well-known (Eicker 1963 , Drygas 1976 ) that λ max (Σ n ) → 0 is necessary and sufficient for consistency.
EC.1.10. Proof of Proposition 7
Since ϕ is a binary vector and we control (ϕ 1 , ϕ 2 , . . . , ϕ r−1 ), the maximum of ϕ θ n is simply (EC.4)
The conclusion follows after simple rearrangements of the terms in (EC.4).
EC.1.11. Proof of Proposition 8
Proof. We evaluate tr(C j Z j ) = 1 2 tr
(EC.5)
The conclusion follows from comparing (19) and (EC.5) with (18).
EC.1.12. Proof of Proposition 9
The constraints on u j and ψ ensure that u j kl = ϕ k ψ l and ψ = z · ψ as long as 0 ≤ z ≤ M . Thus, only the constraint P 1 2 ψ 2 ≤ s remains to be justified. By the properties of ψ , it is equivalent to z P Since z is maximized, the inequality becomes binding at optimality.
EC.2. Mixed-integer second-order cone reformulation of A-optimal policy
Given the belief parameter Σ, the A-optimal policy computes the optimal solution of the 
EC.3. Tables of Voronoi quantizations for the Student's t-distribution
In this appendix, we present tables of two Voronoi quantizations t J of the standard Student's t-distribution with varying degrees of freedom s. The quantization does not exist when s = 1, as the mean of the distribution is undefined in this case, or when s = 2, since this corresponds to infinite variance. As s increases, the quantization approaches that of the standard normal distribution, which we also include.
