Introduction
Given an extend real-valued lower semicontinuous function f : R n → R ∪ {+∞} and a set K ⊂ R n , consider the set S given by the following inequality
Let x ∈ K be such that f (x) > 0. In general, it is hard to answer the following questions: Based on the value of f at x, how close is x to S? In other words, if f (x) is small, whenever is x a good approximation of a point in S, i.e., the distance from x to S is small? However, these questions can be answered by studying error bound of (1).
Error bounds have many important applications, particularly, in sensitivity analysis of mathematical programming and as termination criteria for some numerical algorithms. We invite the reader to refer to the survey paper [30] and the reference therein for more details.
We say that (1) admits an error bound (on K 
If K is compact, we refer to the term "local error bounds", and if K = R n , we talk about "global error bounds".
Let V := {x ∈ R n : f (x) = 0}. When the function f is real analytic (which is not necessarily convex), the existence of local error bound can be deduced easily from the following (classical) Lojasiewicz inequality by noting that d(x, V ) = d(x, S) for f (x) ≥ 0. Theorem 1.1 (see [17, 23, 24, 25] ). Assume f (0) = 0, and let K be a compact subset in R n .
Then there exist c > 0 and α > 0 such that
Hence the existence of error bound and that of Lojasiewicz inequality are often related to each other.
The first result on (global) error bound, due to Hoffman [16] , dating back to 1952, dealt with a system of affine functions and K = R n . Generally, for nonlinear inequality systems, the existence of global error bounds usually requires some conditions, frequently convexity condition.
For a polynomial system {f 1 (x) ≥ 0, . . . , f p (x) ≥ 0}, under some assumptions of nondegeneracy at infinity, [15] (for p = 1) and [11] proved the existence of the following global Hölderian error bound
where f (x) := max i=1,...,p f i (x) and c, α, and β are some positive constants. Moreover, the exponents α, β are determined explicitly.
In this paper, we restrain to the case that f is the largest eigenvalue function of a symmetric polynomial matrix. Sensitivity results on eigenvalue functions are important in view of applications. Largest eigenvalue or matrix norm minimization arises in control theory, structural and combinatorial optimization, graph theory, stability analysis of dynamic systems etc. We invite the reader to the surveys [22] for more details.
The first main result of the paper is a nonsmooth version of Lojasiewicz gradient inequality for the largest eigenvalue function with an explicit exponent, which is an important tool to study local error bounds. The estimation of the exponent is based on the estimation of Lojasiewicz exponent in gradient inequality for polynomials given by D'Acunto and Kurdyka in [1] . Now with the definitions in the next section, the first main contribution of this paper is the following.
..,p , be a symmetric polynomial matrix of order p and let f (x) be the largest eigenvalue function. We denote, respectively, by ∂ • f (x) and m f (x) the Clarke subdifferential and the nonsmooth slope of f at x. Then for anyx ∈ R n , there exist c > 0 and ǫ > 0 such that we have for all x −x ≤ ǫ,
In particular,
for all
x −x ≤ ǫ,
Here and in the following, R is a function defined by:
for any positive integers n and d.
As applications, we deduce some consequences on local error bounds (Theorem 4.1) and on bounded Hölderian regularity property with explicit exponents (Proposition 4.1).
In global context, we give two versions of global error bounds with explicit exponents, one is obtained by modifying the left side of (2) by dividing this side by an explicit function which is big "at infinity" (Corollary 5.2), the other takes the form of (3). Precisely, inspired by [19] and [20] , we introduce a new condition of non-degeneracy at infinity for symmetric polynomial matrices under which, we studies global Hölderian error bounds of the type (3) for the system (1) where f is the largest eigenvalue function of a symmetric polynomial matrix.
..,p , be a symmetric polynomial matrix of order p such that S F := {x ∈ R n : F (x) 0} = ∅. Suppose that F is nondegenerate at infinity, f ii is convenient, and Γ(f ij ) ⊆ Γ(f ii ) for i, j = 1, . . . , p. Let f (x) be the largest eigenvalue function. Then there exists a constant c > 0 such that
The paper is structured as follows. Section 2 presents some backgrounds in semi-algebraic geometry, subdifferentials, nonsmooth slope and Newton polyhedra. Theorem 3.1 is proved in Section 3. Sections 4 and 5 present some consequences of Theorem 3.1. The proof of Theorem 6.1 is given in Section 6.
Notations. Throughout this work we deal with the Euclidean space R n equipped with the usual scalar product ·, · and the corresponding Euclidean norm · . If A is a non-empty subset in R n and x ∈ R n , then the distance from x to A is defined by
We denote by B n (x, r) the closed ball centered at x with radius r and by B n and S n−1 the closed unit ball and the closed unit sphere, respectively. For each real number r, we put [r] + := max{r, 0}.
We denote by S p the set of real symmetric matrices of order p. We write A 0 (resp.,
p is positive (resp., negative) semidefinite. The trace of a symmetric matrix A ∈ S p is denoted by tr(A).
Preliminaries
2.1. Semi-algebraic geometry. In this subsection, we recall some notions and results of semi-algebraic geometry, which can be found in [2, 3, 4, 12] .
where all f i are polynomials. (ii) Let A ⊂ R n and B ⊂ R p be semi-algebraic sets. A map F : A → B is said to be semi-algebraic if its graph
A major fact concerning the class of semi-algebraic sets is its stability under linear projections (see, for example, [2, 4] ).
Theorem 2.1 (Tarski-Seidenberg Theorem). The image of a semi-algebraic set by a semialgebraic map is semi-algebraic.
We list below some basic properties of semi-algebraic sets and functions.
(i) The class of semi-algebraic sets is closed with respect to Boolean operators; a Cartesian product of semi-algebraic sets is a semi-algebraic set; (ii) The closure and the interior of semi-algebraic sets are semi-algebraic sets; (iii) A composition of semi-algebraic maps is a semi-algebraic map; (iv) If S is a semi-algebraic set, then the distance function
is also semi-algebraic.
We give a version of the Curve Selection Lemma which will be used in the paper. For more details, see [27] , [29] and see [9] for a complete proof.
Lemma 2.1 (Curve Selection Lemma at infinity). Let A ⊂ R n be a semi-algebraic set, and
Assume that there exists a sequence
Then there exists a smooth semi-algebraic curve ϕ : (0, ǫ) → R n such that ϕ(t) ∈ A for all t ∈ (0, ǫ), lim t→0 ϕ(t) = ∞, and lim t→0 F (ϕ(t)) = y.
The following result is useful in the next section (see, e.g., [12, 26] ).
Lemma 2.2 (Growth Dichotomy Lemma). Let f : (0, ǫ) → R be a semi-algebraic function with f (t) = 0 for all t ∈ (0, ǫ). Then there exist constants c = 0 and q ∈ Q such that
To end this part, let us recall the following Lojasiewicz gradient inequality with an explicit exponent which will be used in the proof of Theorem 3.1. 
where R(n, d) is defined by (4).
2.2.
Subdifferentials and nonsmooth slope. We first recall the notion of subdifferentialthat is, an appropriate multivalued operator playing the role of the usual gradient map-which is crucial for our considerations. For nonsmooth analysis we refer to the comprehensive texts [8, 28, 32] .
(ii) The limiting subdifferential ∂f (x) of f at x is the set of all cluster points of sequences
(iii) The singular limiting subdifferential ∂ ∞ f (x) at x ∈ R n is defined to be the set of all cluster points of sequences
where coA stands for the closed convex hull of a set A.
Remark 2.1.
(i) It is a well-known result of variational analysis that∂f (x) (and a fortiori ∂f (x) and ∂
• f (x)) is not empty in a dense subset of the domain of f (see e.g., [32] ). (ii) From the above definitions, it follows clearly that for all x ∈ R n , one haŝ
(iii) If f is differentiable around x, then we have
bounded on compact subsets of R n and so
Definition 2.3. Using the limiting subdifferential ∂f, we define the nonsmooth slope of f by
By definition, m f (x) = +∞ whenever ∂f (x) = ∅.
Remark 2.2. By Tarski-Seidenberg Theorem 2.1, it is not hard to show that if the function f is semi-algebraic then so is m f .
The following lemma is crucial in the proof of our results since it permits to describe the Clarke subdifferential of the largest eigenvalue function.
..,p , be a symmetric polynomial matrix of order p and let f (x) be the largest eigenvalue of the matrix F (x). Then the following statements hold
(ii) The function f :
More precisely, we have
Proof. (i) and (ii) are straightforward.
(iii) The first statement is an immediate consequence of [7, Theorem 2.1]. The second follows form the first and Carathéodory's theorem [6] which says that if a point z belongs to the convex hull co(A) of a set A ⊂ R n , then z ∈ co(B) for some B ⊂ A and #B ≤ n + 1.
2.3. Newton polyhedra. In many problems, the combinatorial information of polynomial maps are important and can be found in their Newton polyhedra. In this subsection, we recall the definition of Newton polyhedra.
Let us begin with some notations which will be used throughout this work. We consider a fixed coordinate system x 1 , . . . , x n ∈ R n . Let J ⊂ {1, . . . , n}, then we define
We denote by R ≥0 the set of non-negative real numbers. We also set
n and by |κ| the sum
is said to be a Newton polyhedron at infinity, if there exists some finite subset A ⊂ Z n ≥0 such that Γ is equal to the convex hull in R n of A ∪ {0}.
Hence we say that Γ is the Newton polyhedron at infinity determined by A and we write Γ = Γ(A). We say that a Newton polyhedron at infinity Γ ⊂ R n ≥0 is convenient if it intersects each coordinate axis in a point different from the origin, that is, if for any s ∈ {1, . . . , n} there exists some integer m s > 0 such that m s e s ∈ Γ, where {e 1 , . . . , e n } denotes the canonical basis in R n .
Given a Newton polyhedron at infinity Γ ⊂ R n ≥0 and a vector q ∈ R n , we define
We say that a subset ∆ of Γ is a face of Γ if there exists a vector q ∈ R n such that ∆ = ∆(q, Γ). The dimension of a face ∆ is defined as the minimum of the dimensions of the affine subspaces containing ∆. The faces of Γ of dimension 0 are called the vertices of Γ. We denote by Γ ∞ the set of the faces of Γ which do not contain the origin 0 in R n .
Remark 2.3. By definition, for each face ∆ of Γ ∞ there exists a vector q = (q 1 , . . . , q n ) ∈ R n with min j=1,...,n q j < 0 such that ∆ = ∆(q, Γ).
Let Γ 1 , . . . , Γ p be a collection of p Newton polyhedra at infinity in R n ≥0 , for some p ≥ 1. The Minkowski sum of Γ 1 , . . . , Γ p is defined as the set
By definition, Γ 1 + · · · + Γ p is again a Newton polyhedron at infinity. Moreover, by applying the definitions given above, it is easy to check that
for all q ∈ R n . As an application of these relations, we obtain the following lemma whose proof can be found in [9] .
Lemma 2.4. (i)
Assume that Γ is a convenient Newton polyhedron at infinity. Let ∆ be a face of Γ and let q = (q 1 , . . . , q n ) ∈ R n such that ∆ = ∆(q, Γ). Then the following conditions are equivalent:
(ii) Assume that Γ 1 , . . . , Γ p are some Newton polyhedra at infinity. Let ∆ be a face of the Minkowski sum Γ := Γ 1 + · · · + Γ p . Then the following statements hold:
Let f : R n → R be a polynomial function. Suppose that f is written as f = κ a κ x κ .
Then the support of f, denoted by supp(f ), is defined as the set of those κ ∈ Z n ≥0 such that a κ = 0. We denote the set Γ(supp(f )) by Γ(f ). This set will be called the Newton polyhedron at infinity of f. The polynomial f is said to be convenient when Γ(f ) is convenient. If f ≡ 0, then we set Γ(f ) = ∅. Note that, if f is convenient, then for each nonempty subset J of {1, . . . , n}, we have
The Newton boundary at infinity of f , denoted by
, is defined as the set of the faces of Γ(f ) which do not contain the origin 0 in R n .
Let us fix a face ∆ of Γ ∞ (f ). We define the principal part of f at infinity with respect to ∆, denoted by f ∆ , as the sum of those terms a κ x κ such that κ ∈ ∆.
2.4. Non-degeneracy at infinity. In [19] , [20] (see also [9] , [10] , [15] ), the authors introduced some conditions of non-degeneracy for polynomial maps in terms of Newton polyhedra. Some conditions of non-degeneracy for matrices were given by [14] . We present here a new condition of non-degeneracy at infinity for symmetric polynomial matrices. This condition implies the condition in [19] , [20] when the matrices considered are diagonal.
..,p , be a symmetric polynomial matrix. Let Γ(F ) denote the Minkowski sum i,j=1,...,p Γ(f ij ) and we denote by Γ ∞ (F ) the set of faces of Γ(F ) which do not contain the origin 0 in R n . Let ∆ be a face of the Γ(F ). According to Lemma 2.4, let us consider the decomposition ∆ = i,j=1,...,p ∆ ij where ∆ ij is a face of Γ(f ij ), for all i, j = 1, . . . , p. We denote by F ∆ the symmetric polynomial matrix (f ij,∆ ij ) i,j=1,...,p : R n → S p .
Definition 2.5. We say that the polynomial matrix F (x) = (f ij (x)) i,j=1,...,p is non-degenerate at infinity if and only if for any face ∆ of Γ ∞ (F ) and for all x ∈ (R \ {0}) n , we have
Remark 2.4. Note that the condition tr(Ω) = 1 in the above definition can be replaced by tr(Ω) = 0.
A nonsmooth version of Lojasiewicz gradient inequality for the largest eigenvalue function
In this section, we establish a nonsmooth version of Lojasiewicz gradient inequality for the largest eigenvalue function with an explicit exponent. Precisely, we have
..,p , be a symmetric polynomial matrix of order p. Let f (x) be the largest eigenvalue function and d := max i,j=1,...,p deg f ij .
Then for anyx ∈ R n , there exist c > 0 and ǫ > 0 such that we have for all x ∈ B n (x, ǫ),
for all x ∈ B n (x, ǫ).
Note that (6) follows trivially from (5) since ∂f (x) ⊂ ∂ • f (x), so it remains to prove (5) . First of all, for each x ∈ R n , we denote E(x) by the set of unit eigenvectors of F (x) corresponding to the eigenvalue f (x), i.e.,
Clearly, E(x) is a compact set. Furthermore, we have the following stability result of the set of unit eigenvectors E(x):
Lemma 3.1. Letx ∈ R n . For each ǫ > 0 there exists a constant c > 0 such that
Proof. Consider the continuous semi-algebraic function
By definition, we have that Φ(x, v) ≥ 0 for all (x, v) ∈ R n × R p and that
Since the sphere S p−1 is a compact set, it follows from the Lojasiewicz inequality (see, for example, [21] , [31] ) that there is a constant c > 0 such that
On the other hand, it is clear that the function Φ is locally Lipschitz, and so it is globally Lipschitz on the compact set B n (x, ǫ) × S p−1 ; in particular, there exists a constant L > 0 such that
Let x ∈ B n (x, ǫ) and take an arbitrary v ∈ E(x). Then Φ(x, v) = 0, and therefore,
This implies immediately the required statement.
For simplicity, we will write g(x, v) := F (x)v, v . For each integer r ∈ {1, . . . , n + 1}, we define the function 
for all x ∈ B n (x, ǫ), all λ ∈ P, and all v l ∈ S p−1 with d(v l , E(x)) ≤ ǫ for l = 1, . . . , r, where
. Proof. By a standard compactness argument, it suffices to show, for eachλ ∈ P and each v 1 , . . . ,v r ∈ E(x), that there exist some positive constantsc andǭ such that
for x −x ≤ǭ, λ −λ ≤ǭ, and v l −v l ≤ǭ for l = 1, . . . , r.
To see this, take anyλ ∈ P andv 1 , . . . ,v r ∈ E(x). If G r (x,λ,v 1 , . . . ,v r ) = 0 then Inequality (7) follows from Theorem 2.2. So we assume that G r (x,λ,v 1 , . . . ,v r ) = 0. By definition,
we have for all l = 1, . . . , r,
Further, observe that and ∇G r are continuous functions, by choosingc andǭ small enough, we get Inequality (7). Now, we are in a position to finish the proof of Theorem 3.1.
Proof of Theorem 3.1. Without loss of generality we may assume that f (x) = 0.
Applying Lemma 3.1 for ǫ 1 := 1 we get a constant c > 0 such that
Let ǫ 2 > 0 be such that Lemma 3.2 holds and choose a real number ǫ satisfying 0 < ǫ ≤ min{ǫ 1 , ǫ 2 ,
Shrinking ǫ, if necessary, we may assume that |f (x)| < 1 for all x ∈ B n (x, ǫ).
Take an arbitrary x in B n (x, ǫ) and let w ∈ ∂ • f (x). By Lemma 2.3, there are (λ 1 , . . . , λ r−1 ) ∈ P and unit eigenvectors v 1 , . . . , v r of F (x) corresponding to the eigenvalue f (x), such that
for some r ∈ {1, . . . , n + 1}. Since g(x, v l ) = f (x) for l = 1, . . . , r, it holds that
Moreover we have
It follows that
(Here we use the norm (x, λ, v 1 , . . . , v r ) :
. . , r, we know that v l ∈ E(x) and so
Thanks to Lemma 3.2, hence
where the last inequality follows from the facts that |f (x)| < 1 and
.
By choosing ǫ small enough, then
The inequality holds for all w ∈ ∂ • f (x), and so, the theorem follows.
Local error bounds and bounded Hölderian regularity property
Let us define the semialgebraic function f + : R n → R by f + (x) := max{f (x), 0}.
Theorem 3.1 allows us to deduce the following local error bounds for the largest eigenvalue function.
Theorem 4.1. Let F and f be as in Theorem 3.1. Then for any compact set K ⊂ R n , there exists a constant c > 0 such that
where
Proof. Denote by B(x, ǫ) the open ball centered at x of radius ǫ and byB(x, ǫ) its closure.
Since K is compact, we can cover K by finite open balls {B(x i , ǫ i ), i = 1, . . . , m} such that:
First of all, it is clear that by taking c small enough, Inequality (8) holds for all 
Letv(s) :=u
[m f + (u(s))] 2 and let v(s) be the corresponding integral curve (which is a reparametrization of u(s)). Then it is clear that the function s → (f + • v)(s) is also absolutely continuous and strictly decreasing. By chain rule (see e.g. [28, Corollary 6 .3]), we have
Consequently, (f + • v)(s) = −s and the trajectory v(s) approaches S F at the time s = f (x). On the other hand, by Theorem 3.1, we have
where c andc are some positive constants. (8) is obtained by choosing c small enough. The corollary follows.
Another consequence of Theorem 3.1 is the following bounded Hölderian regularity property with an explicit exponent.
(g kl (x)), be two symmetric polynomial matrices of order p and q, respectively. Set
and assume that S F ∩ S G = ∅. Then for any compact set K ⊂ R n , there exists a constant
for all x ∈ K,
Proof. Let f (x) and g(x) be the largest eigenvalues of the matrices F (x) and G(x), respectively. It follows from Lemma 2.3 that
Define the symmetric polynomial matrix H : R n → S p+q , x → H(x), as follows
and set S H := {x ∈ R n : H(x) 0}. It is clear that S H = S F ∩ S G .
Let h(x) be the largest eigenvalue of the matrix H(x). It is clear that
By Theorem 4.1, there exists a constant c > 0 such that for all x ∈ K, we have
Since K is compact, M := max x∈K {d(x, S F ), d(x, S G )} < +∞ and K := K + MB n is a compact set. Note that the functions x → [f (x)] + and x → [g(x)] + are locally Lipschitz, so are globally Lipschitz on the compact set K. Thus there exists a constant L > 0 such that for all x, y ∈ K, we have
Now for each x ∈ K, there exist y ∈ S F and z ∈ S G such that
It is clear that y, z ∈ K. Hence
These inequalities, together with Inequality (9), imply the corollary.
Remark 4.1. In real algebraic geometry, Proposition 4.1 is referred to as separation of semi-algebraic sets and go back to Lojasiewicz [25] .
The next result establishes a sharpen version of Lojasiewicz's factorization lemma.
and H : R n → S r , x → H(x) = (h st (x)), be some symmetric polynomial matrices of order p, q, and r, respectively. Let f (x), g(x), and h(x) be the corresponding largest eigenvalue functions of F (x), G(x), and H(x). Assume that K := {x ∈ R n : H(x) 0} is a compact set and that
Then there is a constant c > 0 such that Proof. Let A := {x ∈ K : f (x) ≤ 0}. We have
Since the set K is compact, Theorem 4.1 gives
for all x ∈ K, where c 0 is a some positive constant. Let M := max x∈K d(x, {g ≤ 0}) < +∞ andK := K + MB n . The function g is locally Lipschitz, thus, is globally Lipschitz onK,
i.e., there is a constant L > 0 such that |g(x) − g(y)| ≤ L x − y for all x, y ∈K.
Now take any x ∈ K. Clearly, there exists a point y ∈K such that g(y) ≤ 0 and
This completes the proof of the corollary. 
Global Hölderian regularity property and global error bound
In this section we provide some global Hölderian regularity property and error bound with explicit exponents for the largest eigenvalue function.
and assume that S F ∩ S G = ∅. Then there exists a constant c > 0 such that
Proof. The proof follows on the same lines as that of [21, Theorem 2] , by using Proposition 4.1 instead of [21, Corollary 8] . We omit the details.
Next we state a global error bound for the largest eigenvalue functions (compare [33, Theorem 7] ):
, be a symmetric polynomial matrix of order p, and assume that S F := {x ∈ R n : F (x) 0} = ∅. Then for some constant c > 0,
Proof. Define symmetric polynomial matrices F :
F (x, y) := F (x) − yI p and G(x, y) := y 0 0 −y for x ∈ R n and y ∈ R, where I p denotes the unit matrix of order p. Let S F := {(x, y) ∈ R n × R : F (x, y) 0} and S G := {(x, y) ∈ R n × R : G(x, y) 0}. By Corollary 5.1, there exists a constant c > 0 such that
for all z := (x, y) ∈ R n ×R. Now it is sufficient to consider x ∈ R n satisfying f (x) ≥ 0. Clearly,
The corollary follows.
As a direct consequence of Corollary 5.2 we obtain the following result (see [18, 21] ):
, be a symmetric polynomial matrix of order p, and assume that S F := {x ∈ R n : F (x) 0} is a nonempty compact set. Then there are constants c > 0 and R > 0 such that
Proof. Indeed, since the set S F is compact, we can find positive constants c 1 and c 2 satisfying the following inequality
Combining this with Corollary 5.2 yields the required conclusion.
Global Hölderian error bound and non-degeneracy at infinity
In this part, we give a global Hölderian error bound with an explicit exponent for the largest eigenvalue function of a symmetric polynomial matrix, which is non-degenerate at infinity.
..,p , be a symmetric polynomial matrix of order p such that S F := {x ∈ R n : F (x) 0} = ∅. Suppose that F is nondegenerate at infinity, f ii is convenient, and that Γ(f ij ) ⊆ Γ(f ii ) for i, j = 1, . . . , p. Let f (x) be the largest eigenvalue function. Then there exists a constant c > 0 such that
The following lemma is a key to prove Theorem 6.1.
Lemma 6.1. Under the assumptions of Theorem 6.1, there exist some constants c > 0 and R > 0 such that
Proof. By contradiction, assume that there exists a sequence {x k } k∈N ⊂ R n such that 
Note that r = r(k) ≤ n + 1. By taking subsequence if necessary, we may suppose that r does not depend on k. Since the function x → m f (x) is semi-algebraic, by Lemma 2. 
which is a semi-algebraic set, the sequence (x k , λ k , (v 1 ) k , . . . , (v r ) k ) ∈ A which tends to infinity as k → ∞, and the semi-algebraic function x → m f (x), it follows that there exist a smooth semi-algebraic curve ϕ(t) := (ϕ 1 (t), . . . , ϕ n (t)) and some smooth semi-algebraic functions λ l (t), v l i (t), l = 1, . . . , r, i = 1, . . . , p, for 0 < t ≪ 1, such that (a) lim t→0 ϕ(t) = ∞; (b) λ l (t) ≥ 0 for all l = 1, . . . , r, and Let I := {s : ϕ s (t) ≡ 0}. By Condition (a), I = ∅. By Growth Dichotomy Lemma (Lemma 2.2), for s ∈ I, we can expand the coordinate function ϕ s in terms of the parameter t as follows ϕ s (t) = x 0 s t qs + higher order terms in t, where x 0 s = 0 and q s ∈ Q. Set q s * := min s∈I q s for some s * ∈ I. From Condition (a), we get q s * < 0. It is clear that ϕ(t) = ct qs * + o(t qs * ) as t → 0, for some c > 0.
Recall that R I := {x ∈ R n : x s = 0 for all s ∈ I}.
For (i, j) ∈ {1, . . . , p} 2 , let d ij be the minimal value of the linear function s∈I q s κ s on Γ(f ij ) ∩ R I and let ∆ ij (resp., ∆) be the unique maximal face of Γ(f ij ) ∩ R I (resp., Γ(F ) ∩ R I ) where the linear function takes this value. Then a direct computation shows that ∆ = i,j=1,...,p ∆ ij . Further, since f ii is convenient, d ii < 0 and ∆ ii is a face of Γ ∞ (f ii ). Consequently, we have ∆ is a face of Γ ∞ (F ).
If we write f ij (x) = κ∈Γ(f ij ) a ij,κ x κ , then f ij (ϕ(t)) = For simplicity, we let
