Scheme I : one step search: In this scheme, each reflection coefficient is quantised independently. The analysis steps are as follows. The best reflection coefficient is obtained by searching the codebook using eqn. 7, then from eqn. 5 the prediction errors are updated using the quantised reflection coefficient. These steps are repeated until all reflection coefficients have been fixed. The minimum of a;;+' is achieved by searching the quantisation tables for k,,, and k,,' in a single step. Once the best k,,, and km+2 are found, they are kept constant for the remaining analysis steps. This scheme requires more computation than scheme 1 as all combinations of two consecutive tables have to be searched. In this scheme, the selection of the codeword in each stage of analysis is deferred until the end of the computation loop. An array is used to hold the prediction error for each codeword in the previous stage. For each codeword in the present stage, the prediction error is obtained by selecting the minimum of the prediction errors generated from all possible paths to the previous stage and the path that generates the lowest prediction error is memorised. At the end of the analysis, the minimum from the stored prediction errors is chosen and a backtracking technique is applied to locate the index of each quantised coefficient in the table. This scheme, however, requires more computation and memory storage than schemes 1 and 2.
Scheme 2: two step search: In this scheme, two reflection coefficients are quantised in a single step. By evaluating eqn. 5 for two consecutive steps, we have The minimum of a;;+' is achieved by searching the quantisation tables for k,,, and k,,' in a single step. Once the best k,,, and km+2 are found, they are kept constant for the remaining analysis steps. This scheme requires more computation than scheme 1 as all combinations of two consecutive tables have to be searched.
Scheme 3: one step search with optimum path t o previous stage:
In this scheme, the selection of the codeword in each stage of analysis is deferred until the end of the computation loop. An array is used to hold the prediction error for each codeword in the previous stage. For each codeword in the present stage, the prediction error is obtained by selecting the minimum of the prediction errors generated from all possible paths to the previous stage and the path that generates the lowest prediction error is memorised. At the end of the analysis, the minimum from the stored prediction errors is chosen and a backtracking technique is applied to locate the index of each quantised coefficient in the table. This scheme, however, requires more computation and memory storage than schemes 1 and 2.
Simulation results: In this Section, the in-loop quantisation schemes are tested with real speech data generated from various speakers including male and female speakers. The speech signal is bandlimited to 3.4kHz and is sampled at 8 kHz. A 32ms Hamming window is used for autocorrelation analysis. The analysis frame size is 20ms and the LPC order is 8. The quantisation tables for each stage of reflection coefficient are independently trained by using a global optimal design procedure based on dynamic programming techn i q u e~.~ Several bit allocation schemes for the quantisation tables are used. The bit allocation is somewhat arbitrary, however it takes into account the weighting on dominant coefficients as this is a common practice for scalar quantisation of reflection coefficients. In comparing the long-term quantisation distortion, the averaged likelihood ratio distortion measure is e m p l~y e d ,~ which is defined as d(dB) 2 6.142J(dL,) where d,, = a/a, 1, with a being the prediction error energy associated with the quantised coefficients and a, being the prediction error energy associated with unquantised coefficients, In practice, a can be calculated by going through the lattice analysis as described previously using the quantised reflection coefficients. Fig. 2 illustrates plots of the averaged likelihood ratio distortion achieved for various quantisation schemes against the coding bit rates. From these plots, we see that the one step search with optimum path (scheme 3) achieves the lowest distortion. The two-step search (scheme 2) provides the second lowest distortion. Even with a simple one-step search (scheme 1) the improvement on quantisation distortion is quite significant.
We also note that the improvements are more significant when the bit rate is low.
Conclusion:
An algorithm for lattice analysis with quantised reflection coefficients is introduced, and methods for in-loop quantisation of reflection coefficients are proposed. Three searching methods have been studied and the one step search with an optimum path to the previous stage provides the largest improvements in quantisation distortion. In a DFB laser amplifier, used simultaneously as narrowband optical filter and detector in 0-FDM systems, the increase of the input optical power induces distortion of the filter transfer function. The effect of such a distortion on the receiver sensitivity and dynamic range has been investigated in a 155Mbitis FSK direct detection experiment. A twochannel experiment is also reported for the first time. Owing to the effect of interference between the two channels, it has been found that a minimum channel spacing of about 15GHz is required to maintain the bit error rate below Introduction: Narrowband tunable optical filters will be key devices for future networks based on optical frequency division multiplexing (0-FDM).' Recently it was found that Fabry-Perot (FP), distributed feedback (DFB) and distributed Bragg reflector (DBR) semiconductor lasers, operating just below the lasing threshold, can be effectively used as narrowband tunable optical Furthermore, because the electrical voltage across the junction of the laser amplifier is related to the optical signal through the depletion of the carrier density, the device can operate simultaneously as a high-sensitivity photodetector, thus providing a much simplified receiver str~cture.'.~ Optical signal transmission experiments using a resonant laser amplifier as an active filter/photodetector (AFPD) have been reported at hit rates of 100Mbit/s, 250Mbit/s5 and, recently, at 1.5 Gbit/s6 However, theoretical analysis has revealed that both the static and dynamic characteristics of a resonant laser amplifier are closely related to the bias level of the optical amplifier and to the power level of the optical input signal4 The transfer function of an optical amplifier is particularly sensitive to the input optical power when the amplifier is biased near its lasing threshold. This effect might result in the degradation of the system performance if the operating conditions were not optimised. Moreover, because the investigation of the laser amplifier AFPD is mainly aimed at future applications of the 0-FDM in the optical networks, a further experimental study on the multichannel transmission system is needed.
We report, for the first time, the results of a two channel 155Mbit/s FSK direct detection experiment using a DFB laser amplifier as a narrowband AFPD (DFB-AFPD). By measuring the system bit error rate (BER) for different operating conditions of the laser amplifier, criteria for optimisation are outlined. System performance degradation due to the interference between channels is also evaluated. A serious BER deterioration is observed when the channel spacing is less than I5GHz. This sets a limit to the channel density that could be reached in 0 -F D M networks making use of currently available DFB laser amplifier as AFPDs.
Experimental setup:
The experimental setup is shown in Fig. 1 . Two commercial single-electrode DFB laser dioses are used as transmitters. The light from each laser is coupled into a 3 dB fibre coupler through an optical isolator providing 70dB isolation. A polarisation maintaining directional coupler is used to obtain the same state of polarisation for the two laser fields at the input of the fibre line. Finally, a variable optical power attenuator provides precise control of the optical power transmitted to the receiver. At the receiver side, the signal is coupled into another commercial DFB laser, operating just below threshold and acting as a narrowband optical filter. The electrical signal is tapped from the electrode of the laser amplifier through a bias tee. To monitor both the incoming and the amplified optical spectrum, a beam splitter taps part of the reflected light and sends it to a Fabry-Perot interferometer. Another optical isolator is used to prevent spurious feedback to the optical amplifier. The detected electrical signal from the AFPD is amplified by about bOdB, using a 5 0 0 amplifier. Finally, a suitable baseband filter is used before the BER counter.
Results and discussion: In the single channel experiment, the 155 Mbit/s FSK optical signal is obtained by directly modulating the injection current of laser A. Pre-equalisation of the electrical data signal is used to compensate for the nonuniform FM response of the transmitters.'
When the input optical power is increased, the DFB-AFPD transfer function exhibits a strong d~stortion.~ The increase of the amplified optical power decreases the carrier density and increases the refractive index inside the cavity of the amplifier thus resulting in a shift of the filter resonance peak towards longer wavelengths and simultaneously in an asymmetrical broadening of the filter response.
The effect of this distortion on the system performance can be evaluated by measuring the BER against input optical power for different bias levels of the DFB-AFPD; corresponding results are shown in Fig. 2 (typically 6GHz) between marks and spaces is adopted, and the DFB-AFPD acts as a single filter detector. The received optical power is measured before the coupling lens of the AFPD, giving a conservative estimate of the system sensitivity. It is worth noting that BER degradation is observed both with small and large input optical signals. A low BER is measured in a limited range of the input optical signal level; this dynamic range of the DFB-AFPD receiver can be enlarged by reducing the bias current of the optical amplifier; however this is achieved with a sacrifice in system sensitivity. The tradeoff between the input signal dynamic range and the system sensitivity is the key for the optimisation of the receiver performance in this kind of systems.
To demonstrate the feasibility of this filtering technique in an 0-FDM network, a two channel transmission experiment has been subsequently carried out. The effect of interference arising from the adjacent channel has been evaluated by performing sensitivity measurements varying the position of channel B with respect to channel A from -20 to 20GHz. The two transmitter lasers are FSK modulated by 155 Mbit/s data streams with about 6GHz frequency deviation, and both emit the same optical power. Fig. 3 shows the BER for one channel against the relative frequency displacement of the other channel. To obtain the results of Fig. 3 we have used three different bias levels for the optical amplifier. For each bias level, an optimised input power value was used according to Fig. 2 to minimise the BER. The three different operating conditions exhibit essentially the same BER behaviour, as shown in Fig. 3 . To maintain the BER below the adjacent channel needs to be kept IOGHz away at the long wavelength side and 15GHz away at the short wavelength side. The asymmetry is due to the asymmetric transfer function of the optical amplifier in the non-negligible input optical power regime. Because a very sharp BER deterioration occurs when the channel spacing is less than 15GH7, this sets the lower limit to the channel density for 0-FDM network applications of the DFB-AFPD.
Conclusion:
The effect of the optical power level entering a DFB amplifier-filter-detector on the receiver performance has been experimentally characterised in a 155 Mbit/s FSK direct detection transmission system; this effect affects the sensitivity and results in a limited dynamic range, whose width depends on the bias level. Such a limitation can be relaxed to some .. extent by reducing the bias level of the laser amplifier, but at the expense of the system sensitivity. In the following twochannel transmission experiment the effect of channel spacing on the system performance was also characterised, resulting in a spacing lower bound of about 15GHz to maintain the system BER below This channel density approaches that attainable in heterodyne receivers with the same modulation format, but is obtained with a much simple receiver structure. has resulted in changes in component packaging shapes and sizes, changes to fully automated component handling, new component attachment methods using screen printed solder pastes or conductive adhesives, innovative changes in board design algorithms and changes in the requirements of postassembly cleaning, testing and inspection. It is widely realised' that work is required to establish the choice of preferred termination and pad designs, joint geometry, soldering parameters and joining process parameters for high volume manufacture and high reliability joint production. The current trends towards fine pitch and high joint counts per board have resulted in a larger proportion of SMDs requiring rework. The defect rate must therefore be reduced to maintain and improve first-off production yields. Solder paste as a joining material provides electrical, thermal and mechanical functions in an electronics assembly. The performance and quality of solder paste are crucial to the integrity of a solder joint, which in turn is vital to the overall function of the assembly. The aims of this work are to measure and investigate the properties of the eutectic solder paste and powder used in the surfae mount industries (the samples have been supplied by Alpha Metals Inc.). In this work, the samples have been prepared for differential scanning calorimetry (DSC) experiments to measure the thermal properties and also to investigate any phenomena which may arise from the thermal cycling during the experiments. It is also one of the aims of this study to obtain accurate data from these measurements of thermal properties that would enable the formulation of a thermal model for IR reflow soldering for surface mount assemblies. 
