Abstract A goal of network tomography is to infer the status (e.g. delay) of congested links internal to a network, through end-to-end measurements at boundary nodes (end-hosts) via insertion of probe signals. Because (a) probing constitutes traffic overhead, and (b) in any typical scenario, the number of congested links is a small fraction of the total number in the network, a desirable design objective is to identify those (few) congested links using a minimum number of probes. In this paper, we make a contribution to solving this problem, by proposing a new two-stage approach for this problem. First, we develop a binary observation model linking end-to-end observations with individual link statuses and derive necessary and sufficient conditions for whether at least one link in the network is congested. Stage I of the proposed method shows that achieving 1-identifiability with a minimum number of probes is equivalent to the familiar minimum set covering problem that can be efficiently solved via a greedy heuristic. A sequential algorithm is described, leading to a significantly lowered computational complexity vis-a-vis a batch algorithm. Next, a binary splitting algorithm originally developed in group testing is used to identify the location of the congested links. The proposed scheme is evaluated by simulations in OPNET and experiments on the PlanetLab testbed to validate the advantages of our 2-stage approach vis-a-vis a conventional (batch) algorithm.
Introduction
As the Internet grows in size and diversity (types of host nodes), monitoring linklevel properties (e.g. delay, loss rate) of interest becomes a growing challenge as a key component of an overall network management approach. Since access to any internal nodes in a network is often infeasible, one must presume that only a set of end-hosts is available for end-to-end measurements. Inferring characteristics of interior links based on such end-to-end measurements is a fundamental problem of great practical interest, and is broadly referred to as the network tomography problem [1] .
If the traffic rate on a link approaches its available bandwidth, packets on this link will experience large delays and ultimately, loss. Hence probe packets sent between end-hosts along a route that contains at least one such congested link will experience significant end-to-end delay, signifying congestion onset. However, from such end-to-end measurements, it is not always feasible to uniquely identify which link(s) are congested-we refer to this as the identifiability problem.
Identifiability has been bypassed in network monitoring by resorting to stochastic approaches that estimate the properties of all links [1, 2] . Stochastic approaches presume that the link delays are a random variable, specified by a suitable probability model such as a Gaussian or an exponential distribution as in [1] . The tradeoff between stochastic models and deterministic models is summarized in Table 1 . Link delay estimators based on deterministic models reflect the randomness in the observed data that is not modeled. Hence, a stochastic model with a good prior distribution for link delays will typically lead to lower variance estimates than deterministic ones, while difference between the assumed distribution and the true distribution will result in estimator bias. Note, when a model is correct or approximates reality well, a random model is not biased. Since link delays are assumed to be randomly time-varying in the stochastic regime, the preferred method of probing uses packet pairs (generalizable to a packet train) that are sent backto-back, i.e. within the coherence time of the network flows. In this manner, the relative delay observed at the receive end-hosts between the packet pairs serves as the measurement of interest. For the deterministic model where the link delay is modeled as an unknown constant (at least over the duration of the measurements), such pairwise probing is not needed. A single packet with a time-stamp entered by the source node suffices to provide a measurement of the path latency, assuming all nodes in the network are synchronized. Finally, and perhaps most pertinently, overparametrization in the stochastic model results in solutions with significantly more computational complexity than deterministic approaches. In most scenarios, only a few links are congested, and an efficient link monitoring method should seek to directly identify only the congested links (and estimate the parameter of interest such as delay) instead of jointly estimating delays on all links only to identify the few congested ones.
Deterministic Measurement Model
Accordingly, in this work we adopt a deterministic observation model due to its potential for yielding more efficient network monitoring algorithms. A brief comparative summary of the relevant literature inclusive of both stochastic and deterministic approaches is provided in Table 2 . As we later discuss in detail, the main weakness of the deterministic approach is the issue of identifiability-without progress on this front, these will continue to remain of academic interest. Accordingly, in this work, we provide several new results concerning identifiability.
Assume we are given a set of end-hosts and paths between them for probing, where the paths are equivalently the routing matrix 1 . Our monitoring scheme operates in the following stages:
A. In the first stage, we seek to answer the following binary hypothesis: is there at least one congested link in the network? B. If a positive determination is made in the above, then proceed to estimate the number of congested links in the network and identify their locations.
A given network is modeled as a graph G(V, L) with a set of vertices V and edges/links L. The graph is presumed to have a set of defined boundary nodes; probes will be exchanged among pairs of boundary nodes along routes that are predetermined. The total number of links in the network (or cardinality of |L|) equals n, and a total of m routes between the boundary nodes is chosen (implying that a total of m end-to-end measurements are obtained). If a link l i belongs to a path / j , the corresponding (j, i)-th entry in the routing matrix A equals unity, otherwise the remaining entries are zero. The end-to-end (delay) measurements and individual link delays are then assumed to be related by the following linear model in the absence of any measurement noise:
where Y is the m-vector of real end-to-end measurements, A is the m 9 n binary routing matrix, and X is the n-vector of unknown link delays. In this model, the link delay is considered constant; in practice, these naturally vary over time. As a result, the deterministic model is assumed to apply during a period of 'stationarity', i.e., when network conditions are relatively stable.
To address the binary hypothesis problem in the first stage (does the network have a congested link?), we convert the above measurement model to an equivalent purely binary model via thresholding the end-to-end measurements. Based on available side information, the threshold is suitably chosen so as to classify all routes as normal or congested, resulting in a binary m-vector of measurements Y. The corresponding binary n-vector X thus represents the status of individual links in the network, also classified as normal or congested.
End-to-End Measurements
The end-to-end measurements needed may be obtained via active or passive probes. Numerous tools exist for active and passive end-to-end measurements that can measure and report the delay and the packet loss rate on end-to-end routes [12] .
For active probing, the end-hosts insert separate probe packets within data and measure the round trip time (RTT). Since probing constitutes overhead, sequential probing instead of batch is preferable for various reasons, as discussed in Sect. 3. Moreover, by using the information from results of previous probes, the number of probes needed to identify the congested links can be minimized via sequential approaches as compared to batch. For passive measurements, the end-hosts collect and analyze the existing data packets in the network. Most works in network tomography using passive measurements monitor the traffic between a server and its clients, which requires cooperation with the server [7, 13, 14] . On the other hand, to obtain delay and packet loss rates from passive measurements requires clock synchronization among nodes. If synchronization is achieved by, say, inserting an NTP timestamp into the header of data packets, using a sequential approach to process the collected data yields more computational efficiency than batch processing. While our method is agnostic to the mode of how end-to-end measurements are obtained, we assume active probing is employed.
Contributions
In this paper, we first develop a binary deterministic model for our network tomography approach in Sect. 2. Then Sect. 3 derives a sequential algorithm that requires fewer measurements than traditional batch algorithms. Section 4 defines the notion of identifiability as a necessary pre-requisite for our method and derives necessary and sufficient conditions. An algorithm is given to check identifiability of the sequential scheme on a given network. The results are verified by simulation in Sect. 5. Finally, the paper concludes with Sect. 6 and all proofs are deferred to the Appendix.
Related Works
Network tomography from end-to-end measurements is a well-known problem, dating back to [15] . In previous works summarized in Table 2 and in [12] , end-toend measurement results are obtained by sending probes simultaneously. However, this results in a sharp increase of network traffic that can alter the congestion profile in the network. Based on the binary deterministic model, a sequential algorithm is proposed that mitigates this problem.
Considerations of identifiability for tomography methods based on stochastic models have focussed on the distribution of X in multicast trees [1, 3, 16] . In [2] , the issue of identifiability in deterministic models was discussed; however, it presumed that probes could be initiated from any node and use any route in the network, which is generally impractical. Our approach is similar in principle to that in [7] where the notion of ''separability'' was proposed in a binary model. A network is separable when a path is bad if and only if one of the links on this path is bad. This property ensures a. deterministic: the binary performance (good/bad) is experienced by all the packets on this link/path; b. binary: a bad path cannot arise because of a number of 'partially' bad links. It is proved that the performance models, e.g. general loss model and delay spike model in [14] , can be binarized via a threshold to separable deterministic models. Thus, the binary deterministic model is practical. However, only the tree structure is considered in [7] , and the sufficient and necessary conditions for methods using this model to correctly identify all the congested links are not given.
Model
Assume a network G(V, L) with routing matrix A. Denote the status of the link l i to be
Denote the status of a route / i to be
Denote the set of all the links in the network as L, and denote the set of all the end-to-end routes (obtained with shortest-path algorithm) in the network as U.
We adopt the following assumptions, similar to the ones in [7] :
1. A route is bad if and only if at least one link on the route is congested. That is,
In other words, we have
where '?' is the logic 'OR' operation. This leads to a binary deterministic model
where Y ¼ ½I / 1 ; I / 2 ; . . .; I / m T is an m 9 1 binary vector obtained from probe measurements, A is the binary m 9 n routing matrix, and X ¼ ½I l 1 ; I l 2 ; . . .; I l n T is an n 9 1 binary vector representing link status. In (6), the '?' is the logic 'OR' operation, and the '*' is the logic 'AND' operation. 2. All the links in the network are monitored by end-to-end measurements, i.e., 8l a 2 L; 9/ i 2 U; s:t:l a 2 / i ð7Þ
In other words, there is no link that is not monitored via the set of routes chosen, implying there is at least one '1' entry in each column of A.
Sequential Algorithm
In this section, a sequential measurements method using the model in Sect. 2 is proposed to minimize the overhead caused by probing. Our sequential technique consists of a two-stage approach. In the first stage, the algorithm detects if there exists at least one congested link in the network using a minimum number of probes or routes. To cover every link with a minimum number of measurements is shown to be the well-known 'minimum set cover' problem. When network congestion is detected, the second stage is invoked to determine the location of one of the congested links with the fewest number of measurements. This problem is solved using group testing methods. Then the algorithm moves back to the first stage until all the links are classified. The locations of all congested links are determined recursively, one at a time. The number of congested links detected is defined as the number of links being classified as congested when the algorithm terminates.
First Stage
In this stage, the method determines if there is a congested link in the network using a greedy algorithm for the set cover problem defined next.
Definition 1 (Minimum Set Cover) Given a universal set U of n elements and a collection of subsets of U denoted by S ¼ fS 1 ; . . .; S k g; a cost function c : S ! Q þ , find a minimum cost sub-collection of S that covers all elements of U [17] .
In the case of network tomography, the set U corresponds to the set of all (n) links and the collection of subsets S are all possible end-to-end measurement routes. The cardinality of this collection (the total number of all possible end-to-end routes) is assumed to be k. The cost function c : S ! Q þ is cðS i Þ ¼ 1; 8i 2 f1; 2; . . .; kg, and denotes the number of probes sent per route (one). We seek a minimum number of subsets that covers all elements of U corresponding to a minimum cost sub-collection.
A suitable heuristic for this problem is a greedy algorithm, as shown in the flowchart in Fig. 1 . The heuristic first searches for a route that covers the largest number of (remaining or uncovered) links. A probe is sent on this route; if the endto-end delay measurement indicates that this route / c is good, all the links on this route are classified as non-congested and are removed from subsequent consideration by eliminating the corresponding columns in the routing matrix A. The algorithm iterates by searching for the next route that covers the largest number of uncovered links using the reduced routing matrix. If on the other hand, the result of the initial end-to-end probe measurement shows that this route / c is bad, it indicates at least one congested link l c . The algorithm then goes onto the second stage to detect the location of the congested links.
As a baseline, the complexity of the greedy algorithm is shown in Fig. 2 compared to a batch via a Matlab simulation for a grid network with no congested links. All nodes on the boundary of the grid are potential end-hosts and the routing table A is generated using the shortest path algorithm. The result shows the Fig. 1 Flow chart of the greedy algorithm significant complexity improvement via the greedy algorithm that uses only O(log(N)) measurements [18] compared to the N measurements in the batch, where
, with N 0 being the number of end-hosts in the network.
Second Stage
If no congested route is detected in Stage I, the end-hosts stop any further probing.
On the other hand, the algorithm moves into the second stage as soon as a bad route is detected in the first stage; the goal of the algorithm is to detect the location of one of the congested links with a minimum number of measurements. We show how the group testing technique can be applied to this problem. In the first stage of the algorithm, a congested route is detected; assume there are n 0 links on this route / c . Then at least one of the n 0 links is congested. The n 0 links constitute the set of n 0 items in the group testing among which we wish to identify the d ( n 0 ''defectives'' or the set of congested links. Each end-to-end measurement corresponds to a binary hypothesis test in the group testing framework with two possible outcomes: (a) a good route (all the links on the route are noncongested); or (b) a bad route (at least one link on the route is congested). The binary splitting algorithm in group testing can now be applied to find the location of the congested links efficiently, as described next.
A flow chart of the binary splitting algorithm is shown in Fig. 3 . The Stage I sequential measurements are conducted until a congested route is detected. Until then, the routing matrix A of the full network is successively reduced everytime the end-to-end measurements indicate a good route, i.e. all links on this route are noncongested and the corresponding columns in the routing matrix A are removed. All links not on this route / c are temporarily considered as not congested and the respective columns are removed from the reduced routing matrix A r . The remaining columns in A r correspond to the links that are potentially congested. The splitting algorithm selects a sub-route / within / c that covers approximately half the links and sends a probe for an end-to-end measurement. The columns corresponding to the links on / are not to be removed if / is found congested. Otherwise, the columns corresponding to the remaining links (those not on /) are eliminated from A r , in order to first locate the congested links within /. This process iterates until all the rows in A r are either all '1's or all '0's. The all '0's rows correspond to the routes that do not cover the congested link l c . And the all '1's rows correspond to the routes that cover the congested link l c . The links corresponding to the columns left in A r are classified as congested. The number of measurements needed to find d congested links is ddlog 2 ðn s Þe [19] , where n s is the number of links on the route / c . After this step, the algorithm reduces the routing matrix A to account for processing of / c and the process iterates until all the links in the network are classified or all the possible routes have been probed. If all the possible routes have been probed and some links {l n } are not classified, these are determined to be congested. Because if 9/ 2 U; s:t:I / ¼ 0; l n 2 /, then l n is classified as noncongested. Therefore, 8/ 2 U; s:t:l n 2 / ¼) I / ¼ 1 and the remaining l n should be classified as congested.
Number of Measurements
The performance of the algorithm with two stages on grid networks and with a single congested link in the network, is depicted in Fig. 4a . The same grid network and routing matrices, as in the first stage, are generated in Matlab. A link in the network is randomly chosen to be congested according to a uniform distribution. The proposed algorithm is used to identify the location of the congested link. For each grid network, the experiment is repeated ten times and the average number of measurements needed to identify the congested link (over ten tests) is determined. The performance of the algorithm for two random link failures is shown in Fig. 4b . The number of probes needed is nearly the same for the one and two link failures in grid networks. A demo of the experiments is available @ http://www.ee. washington.edu/research/funlab/network_coding/.
Examples
Example 1 Consider the four nodes network in Fig. 5 with three boundary nodes. The routing matrix is shown in Fig. 5b . This network is sufficiently simple that the performance of the sequential algorithm can be analyzed explicitly. 5 , and the only column left in the matrix corresponds to l3. Then the route between End1 and End3 is chosen, since it is one of the longest routes left (containing one link). After measuring this route, l3 is classified as non-congested, completing the algorithm. In summary, two probes are sent in the sequential method instead of three being sent in the batch method and concludes that no links in the network is congested.
Scenario2-l1 congested: In this case, the process is shown in Fig. 6 . The sequential method uses three probes to identify l1 as the only congested link. Similarly, for the scenarios where l2 or l3 is congested, we can obtain the correct location of the congested link, using two probes instead of three in batch.
Scenario3-l1 and l2 congested: In this case, the same steps are executed as in Scenario 2, except that for the last measurement on the route between End2 and End3, the result obtained is ''congested''. Therefore, the method classifies all the three links as congested, which is incorrect. This indicates a limitation of our method, i.e., whenever two links are congested in this network, the sequential method is unable to correctly identify the links. The reason for this is discussed in Sect. 4. Example 2 The topology of the University of Washington's Electrical Engineering network is shown in Fig. 7 . The sequential method uses 7 probes instead of 78 probes in batch to correctly identify the 'no congestion' scenario. It also uses less probes to correctly identify all possible 'one congested link' scenarios.
Identifiability
As shown in the previous section, whether the sequential algorithm can correctly identify the number and locations of congested links depends on the topology and the number of congested links in the network. Clearly, the identifiability of individual link status from end-to-end measurements is an important consideration that is explored next [3] . It is proved that the false negative rate of the sequential algorithm is zero. Necessary and sufficient conditions on any approach to achieve a zero false positive rate are also given. Finally, an algorithm to check if the sequential algorithm can achieve a zero false positive rate for a given number of congested links is proposed.
For the binary observation model in Eq. 6, we next define the identifiability.
Definition 2 (Identifiability) A network with routing matrix A is i-identifiable, if and only if
where hXi is the cardinality (the number of non-zero elements) in X. Y, A, X are all binary, as defined in (6) .
The definition states that if i congested links can be uniquely identified from the end-to-end measurements, then the network is i-identifiable. Clearly, checking identifiability is a combinatorial problem that is NP-hard. An example of a 1-identifiable network is shown in Fig. 5 . As shown in Fig. 8 , if any one of the three links is congested, individual link status can be uniquely determined from the end-to-end measurements. However, as shown in Fig. 9 , the scenario where l 1 and l 2 are congested gives the same measurement result as the scenario where l 1 and l 3 are congested. Therefore, we cannot tell which two links are congested according to the end-to-end measurements. So this network is not 2-identifiable, because
This is the reason why both sequential and batch methods fail to identify the congested links, as shown in the previous section.
Any method based on the binary deterministic model in Sect. 2 requires the network to be i-identifiable, in order to correctly identify the number and location of i congested links. Therefore, the sufficient and necessary conditions for a network to be i-identifiable are of great interest.
Suppose we can only measure the routes between an arbitrary pair of end-hosts, and the end-hosts are the boundary nodes of the network, whereas other nodes are intermediate nodes (routers). From (6), whether we can obtain the link status from the results of measurements depends on the routing matrix A. Thus, whether a network is i-identifiable relies on the properties of A. We next provide some insight into how the structure of the routing matrix A impacts i-identifiability, via the following necessary condition.
Theorem 1 A network with routing matrix A is i-identifiable only if all i ? 1 columns of A : a j 1 ; a j 2 ; . . .; a j iþ1 are linearly independent under modulo 2 operations.
A set of i linearly independent columns of the routing matrix A can result in a degree i node in the network, which immediately leads to the following:
Corollary 1 A network with a degree i intermediate node is not (i -1)-identifiable.
This suggests an easier method to check network identifiability-by looking at the degree of the intermediate nodes. For example, in Figs. 8 and 9 , the network has a degree 3 intermediate node and is thus not 2-identifiable.
Theorem 2 If a network is not i-identifiable, then it is not j-identifiable,
V j C i, j = n, where n is the total number of links in the network. By Theorem 2, any algorithm for the binary deterministic model in (6) can detect (at most) the i congested links if the network is i-identifiable but not i ? 1-identifiable. For any j congested links with j \ i, the algorithm can identify all the congested links correctly.
Combining Theorem 2 and Corollary 1, the following can be derived, which serves as an upper bound on the identifiability of a network. -1) -identifiable, where n is the total number of links in the network.
Corollary 2 Any network with an intermediate node is not (n
Since in most cases, congested links are rare compared to the total number of links, it is useful to focus on i-identifiability with i ( n. Necessary and sufficient conditions for 1-identifiability can be derived and is given in the following theorem.
Theorem 3 A network G(V, L) is 1-identifiable if and only if the routing matrix
A that corresponds to the chosen routes does not contain any identical columns.
For 1-identifiability, there exists an interesting connection to the error control coding theory. Rewrite (6) as Y T = X T A T and treat the rows of the A T matrix as binary codewords, However, the dimension m of the codewords is (in contrast to traditional error control coding) smaller than the dimension n of the information vector. 1-identifiability is now seen as requiring that the Hamming distance between the rows of A T be at least 1, so as to allow detectability of all 1-error patterns. This is equivalent to ''no 2 rows should be identical'' as in theorem 3. However, for i C2, this connection no longer holds, since the '?' and '*' in (6) are logic ''OR'' and ''AND'' instead of modulo 2 operations.
Note that a network without degree 2 nodes is not always 1-identifiable as claimed in [1] . The following necessary condition can be proved for 1-identifiability.
Theorem 4 Any graph G(V, L) has at least one common node with degree 2 in all the multicast trees rooted in the end-hosts, whenever the routing matrix A has identical columns. Fig. 10 . Although the network itself does not contain any degree 2 nodes, it is not 1-identifiable, because node 4 is a degree 2 node in all the multicast trees rooted in end-hosts.
This is illustrated in
After examining the necessary and sufficient condition for 1-identifiability, we give the following theorems as necessary and sufficient conditions for i-identifiability in aspect of the topology of the network, Vi C 1.
Theorem 5 A network is i-identifiable if:
8l j 1 ; l j 2 ; . . .; l j iþ1 2 L; 9/ 2 U; s:t:l j 1 2 /; l j 2 ; . . .; l j iþ1 6 2 / ð9Þ
This sufficient condition means that for any i congested links L i , for any link l 6 2 L i , there is a route that covers l, but does not cover any links in L i . Therefore, the link l can be separated from the i links in L i . Otherwise, because link l cannot be measured without measuring links in L i , if all the i links in L i have failed, the status of l can no longer be measured. Using our algorithm in Sect. 3, l will be classified as congested. When l is not congested, the proposed scheme will give a false alarm. This condition is in accordance with the d-disjunct definition in group testing [19] . By this definition, the routing matrix
, there exists a row, or a route, containing l 0 , but not l 1 ; . . .; l d . A d-disjunct matrix can identify all congested links in a network with (at most) d congested links in a very simple way that a link is not failed if and only if it is covered in a good route [20] . Therefore, for the sequential algorithm, if a link is congested, it is always classified as congested. In other words, the false negative rate for the sequential algorithm is 0. For the false positive rate,
where n detected is the number of congested links detected in the sequential method, and n congested is the number of congested links in the network. The equality is reached when the network is n congested -identifiable. As shown in Fig. 9 , 8/; l 1 2 / ¼) l 2 2 / or l 3 2 /: Therefore, the 2-identifiability sufficient condition is not satisfied for this network.
The necessary condition for i-identifiability can be expressed in a similar way as Theorem 5.
Theorem 6 A network is i-identifiable only if:
8l j 1 ; l j 2 ; . . .; l j iþ1 2 L; 9/ 2 U; s:t:l j 1 6 2 /; 9l 2 fl j 2 ; . . .; l j iþ1 g 2 / ð11Þ
The flow chart for checking the sufficient condition for a known routing matrix A is shown in Fig. 11 . First, i ? 1 columns should be selected from A. Second, select i columns out of the i ? 1 columns and add them with the logic OR operation. Third, compare the sum with the column remaining after the second step. If the location of all the non-zero elements in the sum is a subset of the location of the non-zero elements in the non-selected column, the network does not satisfy the sufficient condition. This process iterates until all the possible combinations of the i ? 1 columns are checked.
A special case of the necessary and sufficient conditions given in Theorem 6 and 5 arises for 1-identifiability, since these can be combined to yield necessary and sufficient conditions. According to the theorems, a network is not 1-identifiable if and only if
This can be proved using Theorem 3 and yields the following.
Corollary 3 A network satisfies (12) if and only if there exists at least two identical columns in the routing matrix A.
Using the necessary and sufficient conditions allows us to check the identifiability of a network. For example, the necessary and sufficient condition for a network G(V, L) with routing matrix A to be 2-identifiable is 8a j 1 ; a j 2 ; a j 3 ; a j 4 ; a j 1 þ a j 2 6 ¼ a j 3 þ a j 4 ; and
where a j is a column in A, and '?' is the logic 'OR' operation. Thus, every two columns in the routing matrix need to be summed up and the resultant compared to decide if the network is 2-identifiable. The number of operations needed in calcu-
Checking the necessary and sufficient conditions given in Theorem 6 and Theorem 5 requires
Hence, when m& n, checking identifiability of a network with the latter conditions offers significant reductions in the number of computations needed.
Simulations and Experiments
In this section, we implement the sequential scheme described in Sect. 3 using OPNET TM 14.5. The simulation results from applying the proposed sequential scheme to the test scenario in Fig. 7 are presented. Two sets of scenarios are used for comparison: scenarios with different links congested; and scenarios with 
Simulation Environment
The proposed scheme is applied to the topology as shown in Fig. 12 and resembles the University of Washington's Electrical Engineering network. The figure shows thirteen end-hosts that are all connected through 100 Mbps Ethernet links to backbone routers. OPNET is used for testing the identifiability, which can be done for small networks. This topology is 1-identifiable but not 2-identifiable, as there is a degree 3 intermediate node (router) in the network. The proposed detection scheme is implemented in the application layer at the hosts. Each probe is defined as a ''phase'' in custom applications deployment in OPNET at the end-hosts. In each phase, a probe using IP packets is sent from a sender to a receiver, and the receiver returns a response packet to the sender. A time-out of five seconds is set for each phase. If a phase experiences a time-out, the route for the probe is identified as ''bad''; otherwise, it is classified as ''good''. The delay of the probes is obtained in OPNET using the Discrete Event Simulation (DES) statistics variable: custom application phase response time. The background traffic is set to be full-mesh IP unicast between all the nodes in the network. The delay of the background traffic is Fig. 12 OPNET implementation of the proposed link failure monitoring scheme for the UWEE network in Fig. 7 tracked by the DES statistics variable ''background traffic delay'' that captures the average end-to-end delay of background traffic. Figure 13 shows the average background traffic delay (obtained from successfully received packets) when none of the links are congested and the background traffic rate between any two nodes in the network is the value on the x-axis. The batch measurement is set to be IP unicast packets between any two end-hosts. As shown in the figure, the background traffic delay with batch measurements is higher than with sequential measurements. First, it takes less time for the routers to process the probes, since fewer probes are sent in the sequential mode. Second, because the probes are sent sequentially, the impact of probe insertion on the background traffic delay is less than in batch mode, where all the probes are sent simultaneously. This difference is expected to scale with network size. Also, as the background traffic reaches the link capacity, the delay begins to increase sharply, as the links between the routers become congested.
Validation
The detection results for the topology in Fig. 7 is listed in Table 3 . Background traffic with a rate higher than the link capacity is created on both directions of a link to congest it in the simulation. As shown in the table, single link congestion can be identified with the proposed scheme and the network is 1-identifiable. However it is not 2-identifiable, because in the scenario where the links l 1 and l 2 are congested, the detection result is not correct. According to Theorem 2, it is not 3-identifiable. This is verified in the simulation, where in the scenario, the links l 1 , l 2 , and l 9 are congested and the proposed scheme identifies the ''good'' link l 3 as congested. 
PlanetLab Experiments
We demonstrate our two-stage sequential scheme using 30 nodes of PlanetLab (http://www.planet-lab.org), located at universities around the world: 2 in South America, 3 in Asia, 1 in Europe, and 24 in the States. The major issue with network tomography is to determine the routing matrix that changes over time as network conditions vary. In our experiments, the link congestion status was observed to be stable in a one-hour window, but varied day-to-day. Therefore, in a one-hour window, the link status stability assumption, as in (1), can be justified.
Internal link status is difficult to observe from the end-hosts, without compromising the routers. In addition, some routers do not respond to ''traceroute'' and hence the links connecting these routers cannot be identified. As in [10] , we use traceroute to identify network topology, routing matrix, and link status. Over 200 links are identified, and the anonymous routers are ignored in the experiment. The part of the topology we measured is shown in Fig. 14 . Note that this real-life network is highly connected and the tree model used in many network tomography papers is not appropriate [1, 7] . Also, the methods based on tree topology are not Fig. 14 A Part of the network topology with 30 end-hosts (some routers and links are not shown in the figure) applicable without multicast techniques in general. On the other hand, due to the limited number of end-hosts, the boundary links are isolated. Since the network contains some degree 2 intermediate-nodes, it is un-identifiable (identifiability 0). It is observed that links may be asymmetric -links can be congested in one direction, while behaving normally on the other. Further, a link can be congested on one route, but normal on others. Note miss detection may occur because link status is not stable, which is different from the theorem indicated in Sect. 4. For example, traceroute from host ''princeton'' to host ''urochester'' is completed with 11 hops, where the last hop is from ''128.151.251.1'' to ''urochester''. However, traceroute from host ''ketsu'' to host ''urochester'' cannot be completed within 30 hops. The last reported router on this route is ''128.151.251.1''. This was repeated 10 times, before and after the traceroute experiment between ''princeton'' and ''urochester'', and the results were observed to be the same. In our experiment, link status is inferred from the results of the traceroute as follows: (1) Observe that a traceroute probe cannot reach its destination in 30 hops; (2) Compare the shown route with the route between a third host and the destination, and complete the routing; (3) Mark the first unreachable link in this routing table as a congested link. For the above discussed ''ketsu'' to ''urochester'' route, the link from ''128.151.251.1'' to ''urochester'' is identified as congested. 2 congested links are identified.
We then calculate which route to probe next using our proposed algorithm. For each selected route, two probes are sent using a ''ping -c 2 address''. If at least one of the probes is received, the route is identified as normal. With a single probe (i.e. ping -c 1 address), the results show high variance: probes may be lost on a normal route with a small probability. Because we are using a deterministic model, this variance can result in false positives (i.e. identifying normal links as congested). There exists a trade-off between the false positive rate and the number of probes (the volume of probing traffic). After the algorithm terminates, 3 links are identified as congested, including the 2 identified with the traceroute. The detection rate is 100 %. The algorithm outputs a false positive, because the identifiability of this network is 0.
With the proposed scheme, 51 routes are measured instead of 435 routes in batch scheme, resulting in an 88 % saving relative to batch approach. Moreover, in the sequential scheme, the result from a measurement is sent to a control node, and the control node decides which route will be measured next. In contrast, in the batch scheme, all results from the end-to-end measurements are sent to the control node almost simultaneously. The sequential scheme not only uses fewer probes, but also avoids the potential congestion caused by the measurement reports.
Conclusion
In this paper, a binary deterministic model in network tomography is developed. A two-stage algorithm is proposed, incorporating sequential active probing, based on this model. A greedy algorithm in conjunction with binary splitting is used to minimize the number of probes. The notion of identifiability is defined to evaluate the performance of the algorithm. The necessary and sufficient (n.s) conditions of identifiability are summarized. Our algorithm provides significant reduction in the number of probes needed for identifiability of the link status when the necessary and sufficient conditions are satisfied. On the negative side, the model and algorithms based on it suffer from the high variance of estimation in deterministic models. As discussed in the introduction, in the binary deterministic model, it is assumed that all the packets on a link experience the same good/bad performance. This is not always true, as the delay and loss rate of a link varies over time. To make the measurements more accurate, several probes can be sent on the same route in a single end-to-end measurement, their RTT is averaged and compared to a threshold to obtain the status of the link. By adjusting the number of probes sent in a single measurement, there exists a trade-off between the probing traffic loads on the network and the accuracy of the congestion detection. A complete analysis of this trade-off is left for future work.
Proof of Theorem 1 Denote the kth element in a j as a j (k). If
where O is a m 9 1 zero vector. So 8k 2 f1; 2; . . .; mg, we have a j ðkÞ ¼ 0; 8j 2 fj 1 ; . . .
And there is at least one '1' in each column of A according to (7) in Assumption 2. That is, 8j 2 fj 1 ; . . .; j iþ1 g; a j 6 ¼ O.
Then 8k 2 f1; 2; . . .; mg; ða j 1 ðkÞ þ a j 2 ðkÞ þ Á Á Á þ a j i ðkÞÞ [ 0 and ða j 2 ðkÞ þ a j 3 ðkÞ þ Á Á Á þ a j iþ1 ðkÞÞ [ 0, or ða j 1 ðkÞ þ a j 2 ðkÞ þ Á Á Á þ a j i ðkÞÞ ¼ 0 and ða j 2 ðkÞþ a j 3 ðkÞ þ Á Á Á þ a j iþ1 ðkÞÞ ¼ 0.
So 
By induction, V j C i, j = n, the network is not j-identifiable. Case A: Suppose there exists l i ; l j 2 L id such that l i \ l j ¼ v 2 V:
We claim v has a degree of 2 in the multicast tree rooted in s. By Contradiction: Assume that the above is not true; then 9v 0 2 V such that ðv; v 0 Þ 2 L; and (v, v 0 ) = l i , (v, v 0 ) = l j , because 9/ s:t:ðv; v 0 Þ 2 /: But / cannot contain both l i and l j , as a route cannot cover three links connected to the same node in a multicast tree. Case B: Now suppose there is no l i , l j 2 L id with a node in common. Because 9/; s:t:l i ; l j 2 / and they have no node in common, there is a link l 2 L; l 2 / that has a common node v with l i and is on the path between l i and l j . We claim that l 2 L id : By Contradiction: Suppose it is not; then there exists another link l 0 2 L that is on the path between l i and l j , so that the columns corresponding to l and l i in the routing matrix A are not identical. In this case there are two paths between l i and l j : one through l and the other through l 0 . This is a contradiction to that there is no cycle in a tree structure. So l belongs to set L. This is a contradiction because we assumed there is no l i ; l j 2 L id with a node in common. Thus, if the routing matrix A has identical columns, then there is at least one node v 2 V with degree 2 in all the multicast trees. Denote the location of the non-zero elements in X 1 as j 11 ; j 12 ; . . .; j 1i , and the location of the non-zero elements in X 2 as j 21 ; j 22 ; . . .; j 2i . Without loss of generality, assume j 11 6 2 fj 21 ; j 22 ; . . .; j 2i g.
Then the corresponding links satisfy 8/ 2 U; 8j 1 2 fj 11 ; j 12 ; . . .; j 1i g; l j 1 2 / ¼) 9j 2 & Then hX 1 i = hX 2 i = i, X 1 = X 2 , AX 1 = AX 2 . The network is not i-identifiable. So a network is i-identifiable only if 8l j 1 ; l j 2 ; . . .; l j iþ1 2 L; 9/ 2 U; s:t:l j 1 6 2 /; 9l 2 fl j 2 ; . . .; l j iþ1 g 2 /:
h
