We aim at extending the existence theory for the equation div v = f in a bounded or exterior domain with homogeneous Dirichlet boundary conditions, to a class of solutions which need not have a trace at the boundary. Typically, the weak solutions that we shall consider will belong to some Besov space B s p,q (Ω) with s ∈ (−1 + 1/p, 1/p). After generalizing the notion of a solution for this equation, we propose an explicit construction by means of the classical Bogovskiȋ formula. This construction enables us to keep track of a "marginal" information about the trace of solutions. In particular, it ensures that the trace is zero if f is smooth enough. We expect our approach to be of interest for the study of rough solutions to systems of fluid mechanics.
Introduction
The divergence equation div v = f in Ω and v = 0 at ∂Ω, (1.1) where f is a given function on Ω occurs in a number of mathematical problems. It is related to the study of the Helmholtz decomposition and of the Stokes system hence has close connections with the incompressible or compressible Navier-Stokes equations. It is also of interest in other fields where vector analysis plays an important role.
The divergence equation has been considered by a number of authors (see e.g. Galdi's book [12] and the references therein). In [3] , M. Bogovskiȋ has proposed an explicit formula (after an old idea by Sobolev in [24] ) for solving (1.1) in the case of a bounded star-shaped domain whenever the function f is continuous and satisfies Arguing by density, this gives an explicit solution operator which is continuous from L p (Ω) to W 1 p (Ω). The construction may be extended to more general domains and functional spaces. The starting point of our paper will be the following result which has been proved in e.g. [18] The present paper aims at considering the less regular case where f = div k with k in B s p,q (Ω; R n ) and s close to zero.
In this framework, the solution to the divergence equation need not have a trace at the boundary. Nevertheless, we want to generalize the classical results keeping some marginal information about the trace in a very weak meaning. In addition, we want the constructed weak solutions to coincide with those of the above theorem if k is smooth enough. A different point of view concerning (1.1) has been presented recently in [5] . There, the authors consider a generalization of Bogovskiȋ formula on negative spaces. However the result therein involves the so-called spaces without boundary conditions, that is spaces for which extension by zero onto the whole R n preserves regularity. This approach does not give any information for the behavior of solutions at the boundary, a question which is of fundamental importance from the PDEs point of view.
As pointed out above, in our context the meaning of the boundary condition in the divergence equation (1.1) is not obvious for a B 
(∂Ω).
We shall first provide an abstract construction of solutions in connection with the description of functionals on B −1−s p ,q (Ω). Unfortunately, this simple construction does not supply any handy information on the solutions. This motivates us to propose another more explicit construction, so as to get a linear solution operator which is continuous in all the Besov spaces that we shall consider.
The paper is organized as follows. In the next section we reformulate (1.1) as a "generalized" divergence equation involving distributions up to the boundary. We expect this new approach to be of relevance for the study of boundary problems with very low regularity (see e.g. [19, 25, 26] ) or for models of compressible fluid mechanics [10, 20, 21] . Next, we state our main result, Theorem 2. In Section 3, we recall basic definitions and auxiliary results for the Besov spaces, together with an interpolation result, Lemma 1, which, roughly, will enable us to reduce the study of (1.1) to the case
. An abstract functional analysis approach for solving the generalized divergence equation is presented in Section 4. The last two sections are devoted to solving the generalized divergence equation, explicitly. Section 5 is the core of the paper. There we prove Theorem 2 in the case of a bounded star-shaped domain. In Section 6, we consider more general domains. To simplify, we focus on the case of bounded or exterior domains. However, as the idea is to decompose the domain into a finite union of star-shaped domains, more complicated domains may be achieved by a similar method.
The main result
Let us first reformulate the divergence equation in terms of some functional DIV[k; ζ ] acting on smooth functions up to the boundary of Ω, which contents both the information on the divergence of k, and some distribution ζ over the boundary. 
In the smooth case, DIV[k; k · n] coincides with the definition of the divergence of k in the distribution up to the boundary meaning and it is clear that finding a solution v to div v = div k with v · n at the boundary is equivalent to
In the rough context that we plan to investigate here, it is natural to decorrelate the normal trace of k (which need not be defined) and k. More precisely, given some distributions k and ζ on Ω and ∂Ω, respectively, we aim at finding some vector (2.1) or in other words, 
.
In this paper, we aim at solving Eq. (2.1) whenever k belongs to some Besov space B s p,q (Ω)
Obviously, if Ω is a bounded domain then one may take ϕ ≡ 1 as a test function, hence a necessary condition for solvability is that ζ satisfies the compatibility condition ∂Ω ζ dσ = 0 in the sense of distributions on ∂Ω. (2.2) This motivates our introducing the following functional framework and definition of a solution. 
, (2.3) where the infimum is taken over the set of 
Let us emphasize that the second part of the above theorem guarantees that we control much more information about our constructed solution.
Remark 2.
As the construction of operator B coincides with that of [18] in the smooth case (that is k ∈ B 1+s p,q (Ω) and ζ = k · n), we shall focus on the proof of the first part of the statement. Let us also point out that higher order regularity estimates may be proved (again, the reader may refer to [18] for more details).
Remark 3.
Another point which is worth pointing out is the regularity of the boundary. In [5, 18] , it is only required that ∂Ω is Lipschitz continuous. However, in the present paper, low regularity of data requires extra smoothness in order to solve some elliptic problems. As tracking the optimal regularity assumption is not the point here, we assumed that the boundary is in C 1,1 .
We conclude this section with a few comments on the motivation for our approach. In a work in progress [7] , we aim at analyzing the nonhomogeneous incompressible Navier-Stokes equation in bounded or exterior domains. This study strongly relies on the proof of low regularity estimates for the Stokes system: 
Another motivation of our approach is related to the Neumann problem
For general k in L p (Ω), this problem does not make sense so that one may rather consider the equation
Here we see the main asset of our approach: the boundary data ζ may be put in DIV[k; ζ ] as well as in the boundary condition without any change of the weak formulation.
Notations and preliminaries
In this section, we introduce a few notation and recall classical results related to singular integrals, interpolation and Besov spaces. The reader will find more details and references in the textbooks [9, 22, 28] . 
where the infimum is taken over all the functions f such that (3.1) holds endows the set B s p,q (Ω) with a structure of Banach space.
We also recall that the Besov spaces are real interpolation spaces, namely 
3)
The following density and duality results will be used a number of times (see e.g. [8, 23] in the case of nonsmooth domains).
Proposition 1. Let Ω be a Lipschitz domain.
• If 1 p, q < ∞ and −1 + 
We shall also use that functions in B s p,q (Ω) with s > 1/p have a trace at the boundary.
Theorem 3 (Trace theorem). If Ω is a Lipschitz bounded or exterior domain and
In order to make the above statement more accurate, we have to explain what a Besov space on the boundary is. In fact, Besov spaces may be defined on any r-dimensional manifold S. For positive regularity indices, the idea is to use diffeomorphic maps after localization in order to reduce the definition to that of Besov spaces on R r (see e.g. 
The remaining spaces B s p,q (S) for 1 < p < ∞, 1 q ∞ and −1 < s < 1 may be defined by interpolation according to the following relation:
The proof of the continuity results for the solution to the divergence equation will be partly based on Theorem 2 in [4] which reads as follows: 
exists and, for all p ∈ [r , ∞) with
We shall make an extensive use of the following result pertaining to the Neumann problem for the Laplace equation. It is a consequence of Theorem 3 of [16] and of Lemma 2.1 in [13] .
To some extent, the following lemma will enable us to interpret the set B
We have to show that in the case 0 < s < 1/p changing the space W
into its subspace X yields the same interpolation space. For the time being, let us assume that q < ∞. Then, arguing by density, we see that it suffices to prove that any couple (F , f ) with F a smooth vector field on Ω and f a smooth function on ∂Ω is the limit of a sequence of functions in X for the norm of B 
According to Proposition 2, the above problem has a solution P in C 
and that
So bearing in mind that E f is C 0,s on Ω and using product laws in Besov spaces, one may conclude that
Since each (χ k E f , f ) belongs to X , this completes the proof of the lemma in the case q < ∞. The case q = ∞ follows from the case q < ∞ and the reiteration theorem (see e.g. [2] ). 2
The abstract approach
Here we present an abstract proof of solvability for the generalized divergence equation (2.1) in the case of a general Lipschitz bounded or exterior domain. This is intimately connected with the characterization of functionals on the Besov space B σ In addition, we have 
(Ω)).
We claim that the inverse map Φ −1 is also continuous. Indeed, let us admit for a while that for σ > 1 and 1 a, b ∞ we have (Ω), one may write 
(R n ) while, being homogeneous of degree −1 away from the origin, the multiplier A(D) .
Proof. The exterior domain case follows from the bounded case. It is only a matter of following the arguments of the second part of Section 6. Indeed, the regularity of the domain is used only to apply the result in the bounded case proved in the first part of Section 6. 
Here it is crucial that 1 − s > 1/p (in order to apply the trace theorem) and that −1 + 1/p < s < 1/p (so that B 
The bounded star-shaped case
This section is the core of the proof of Theorem 2. Here, in the case where Ω is a bounded star-shaped domain with respect to some ball B(x 0 , R), we give an explicit solution to problem (2.1) based on the following formula that has been introduced by M. Bogovskiȋ in [3] : 
Proof. We here provide a complete proof as it will be a model for solving the generalized divergence equation (see Lemma 3 below). First, we reformulate (5.1) into
Note that as ω is compactly supported and Ω is bounded, there exists a constant M such that ω(y + r(x − y)) = 0 for r M/|x − y|. Therefore there exists C > 0 such that
Hence the above formula defines a continuous locally bounded function on R n whenever f is a continuous bounded function over Ω. In addition, if x is not in Σ then for all y ∈ Supp f and r > 1 we have 
Note that the last term vanishes for f has total mass 0. So extending ϕ on R n by 0 and performing the change of variable x = y + M(x − y), we discover that
As ω has average 1 by assumption, it is clear that the inner integral converges uniformly to ϕ(y) when M goes to infinity.
Hence (5.4) is satisfied. 2
Note that if f = div k then integrating by parts in (5.1) yields in the principal value meaning,
Convention. From now on, we agree that all formulae (as the above one for instance) involving singular kernels have to be understood in the principal value meaning, that is as in Theorem 4.
In the framework we want to consider, namely k ∈ B s p,q (Ω) with s < 1/p, the vector field k need not have a trace so that the meaning of the second term of the above formula is unclear. To overcome this difficulty, the idea is to decorrelate k and its normal trace k · n: we shall define two operators I and J acting on vector fields of Ω and functions of ∂Ω, respectively, as follows Let us now check (5.6). First, let us notice that if we assume that ζ = n · k at the boundary then we are in the classical setting and the previous lemma gives the result. Indeed we saw that in this case div v = div k in Ω and v is a continuous function supported in Ω so that Stokes formula ensures that
Hence it suffices to consider the case k ≡ 0 and to prove that v := J (ζ ) satisfies
For that, let us introduce the solution P to
This may be solved as ζ has 0 average and, because ∂Ω is C 1,ε the function P is C 1 up to the boundary (see Proposition 2).
Therefore, using the Stokes formula, we see that (5.7) is satisfied if and only if
Let us fix some ϕ ∈ C ∞ (Ω) and denote by J the left-hand side of (5.8). Using the definition of Jζ we may write
Let us notice that as Ω is bounded and ω, compactly supported, there exists some constant C such that for all M 1, ∀x ∈ Ω, ∀y ∈ ∂Ω, |x − y|
Hence J is well defined and the dominated convergence theorem ensures that J is the limit of J M when M goes to +∞,
In fact, given that ∇ P is bounded on Ω (because it is continuous up to the boundary) and keeping in mind inequality (5.9), we see that one may assume with no loss of generality that ϕ ∈ C ∞ c (Ω). This will be important to justify the computations in the sequel. Now, the Stokes formula and the definition of P imply that, with the summation convention over repeated indices,
Let us make the change of variable x = y + r(x − y) in the inner integral. We readily get Therefore, an explicit integration with respect to r, followed by an integration by parts with respect to x yields
Using the fact that the functions ∇ P and ∇ϕ are bounded, that ϕ is compactly supported and that R n ω(x) dx = 1, we thus get
Next, performing an integration by parts with respect to x in J 2 M yields
The first part of the r.h.s. compensates J 1 M . Hence, putting together all the previous computations, we get
which completes the proof of the lemma. 2
In the sequel, we focus on the proof of continuity results for operators I and J . The result in general Besov spaces will be achieved by interpolating between low and high regularity properties. Let us start with the study of low regularity properties. We aim at isolating the pure singular part of the kernel A ij (x, y). Now, from Leibniz formula and the fact that 12) we gather that
Lemma 4. For any p ∈ (1, ∞), operator I extends continuously from L p (Ω) to L p (Ω) and operator J extends continuously from
W − 1 p p (∂Ω) to L p (Ω).
Proof. Let us first concentrate on operator
Let us first analyze the kernels A 2 and A 3 which are easier to deal with. Owing to the boundedness of Ω, we notice that these two terms are of the form
where B 2 and B 3 are bounded on Ω × Ω.
Next, in order to analyze the singular kernel A 1 , we make the following computation:
From the last line, it is now clear that A 1 (x, y) = K (x, x − y), where the singular kernel K is homogeneous of degree −n with respect to the second variable and satisfies
It is also clear that
Hence, Theorem 4 implies that A 1 is the kernel of a continuous operator on L p (Ω).
We conclude that
where K j C Z is the kernel of a Calderon-Zygmund operator and
Therefore, (5.14) and, as the domain Ω is bounded,
. (5.15) So putting inequalities (5.14) and (5.15) together, we end up with (5.10).
Let us now go to the second part of the lemma. Here also, as 
By virtue of the trace theorem (see Theorem 3), we can thus write that
Bounding the last term according to (5.18) completes the proof of (5.16). 2
We now want to study the continuity properties of the operator (k, ζ )
. Then k has a trace at ∂Ω and it is thus relevant to restrict to the case where ζ = k · n (so that one may use formula (5.1)).
Proof. First let us observe that div k ∈ L p (Ω) hence, by virtue of (5.1),
To prove the result, one may argue as for estimating Ik in the previous lemma. The only difference concerns the part with differentiation of ω as we now have to deal with the term
The only definitely new term is generated by δ jk . But it is obviously of lower order. We skip the end of the proof as it is almost the same as for Ik. 2
We are now ready to prove Theorem 6 in the case s > 0. (Ω) and is a solution to (1.1) in the weak sense.
Proof. Arguing by density and knowing that Ik + Jζ is a solution in the smooth case, it suffices to prove the estimate. It will be achieved by taking advantage of Lemma 1 and of the continuity properties stated in Lemmas 4 and 5.
and Lemma 4 says that 
Let us consider the first term
We want to prove that 
Next we want to show the same inequality for higher regularity. For simplicity we restrict ourselves to the case where
(Ω) norm (as it will sufficient for our purpose). Let us remark that
Since ∂ j ω is a smooth function, mimicking the proof of Lemma 4 leads immediately to the following estimate:
Let us now look at E 1 π . For π ∈ W 1 p ;0 (Ω), integrating by parts does not generate any boundary term. Therefore
Then, arguing as in the proof of Lemma 5, we obtain
Thus we proved that operator E maps
. 4 We omit the indices i and j for notational simplicity.
The general case
This section is dedicated to the proof of Theorem 2 in general bounded or exterior domains with C 1,1 boundary.
In the bounded case, the idea is to decompose the original domain into a finite union of star-shaped domains after the method proposed by Galdi 
Then, keeping in mind (6.1), we decompose F into F 1 + H 1 with These conditions need not be satisfied so we are required to construct a corrector. Let
Then we solve the following Neumann problem
∂ n P i = α i on ∂Ω i . and one may consider the two problems described in (6.12) in the bounded domain K rather than in the unbounded domain Ω.
Now, applying Theorems 1 and 2 to the case of the bounded domain K , we get two vector fields z 1 and z 2 satisfying
