ABSTRACT. A general theory of noncanonical perturbations of Hamiltonian systems, both finite dimensional and continuous is proposed. The results determine a general formula for the deform ation of a Poisson structure on a manifold. The theory is applied to the Boussinesq expansion for the free boundary problem for water waves which leads to the Korteweg-de Vries equation. Hew HamStollaa model equations for both uni-and bi-directional propagation
directional Boussinesq system to a "submanifold" of approximately unidirect ional waves. Hamiltonian methods entered the subject when Zakharov found the Hamiltonian form of the water wave problem. Subsequently, the Kortewegde Vries equation was shown to be Hamiltonian, in fact in two distinct ways.
In earlier work with Benjamin, [2] , [l2], symmetry group techniques used in conjunction with Zakharov's Hamiltonian structure proved that the twodimensional water wave problem without surface tension has precisely eight nontrivlal conservation laws. The present work arose in an ongoing Invest igation as to how these laws behave under the perturbation expansion leading to the KdV equation. This project came to a temporary halt, however, with the surprising discovery that the Hamiltonian structures of these two equations do not match up in any natural way. indeed, this is first evidenced by the fact ffiTER OLVER problem does not agree to the requisite order with either of the Hamiltonians for the KdV equation.
Alternative models such as the BEM or Regularised
Long Wave equation, [1] , suffer from the same problem.
In order to better understand this state of affairs, a general theory of noncanonical perturbation expansions of Hamiltonian systems must be developed.
In outline, the theory proceeds as follows. Consider a Hamiltonian system x = J(x,e)vU(x,e) , (n) in which e is a small parameter, H(x,e) is the hamiltonian function and J(x,e) the skew-adjoint Hamiltonian (or cosymplet.;-.:.;:) operator. Since the 1 T operator J appears in the cosymplectic two-vector 8= j b AJ6 , defining a Poisson structure, we call (1.1) the cosymplectic form of Hamilton's equations, to be distinguished from the symplectic form K(x,e)x = 7H(x,e) , (1. 2) corresponding to the symplectic two-form 0 = --i dxTA Kdx , K = j"1 • (At (1-U) = Jo7Ho + « < Jl7Ho + Jo7Hl) + e Vl > called the cosymplectic perturbation of (1.1). It agrees with the ordinary perturbation expansion to first order but includes some additional terms in e so as to maintain the Hamiltonian structure.
Note that (l.U) is not the second order ordinary perturbation of (1.1) -this would include the terms e2(j 7H2+ J-7H ) , which would again destroy the Hamiltonian form of the system. The symplectic perturbation proceeds along the same lines, leading to (KQ(y) + e K^yJJy = 7HQ(y) + « VH^y) , ( 6) which is always Hamiltonian. For evolution equations, as the examples in section k bear out, the cosymplectic form is usually the more desirable because in (1.6) the symplectic operator, which may very well be nonlinear, is applied to temporal derivatives of y .
This Hamiltonian perturbation theory falls between the two main schools of perturbation theory -on the one hand standard perturbation methods, [6] , pay no regard to any Haniltonian structure in the systems under investigation, whereas in classical and celestial mechanics, [15J, all perturbations are canonical and the problems discussed here never arise. Nevertheless, the present theory should prove to be of importance in a wide range of physical applications in which the perturbations are more or less prescribed, but one still wishes to maintain some form of Hamiltonian structure.
In the water wave problem, there are two small parameters a and 0 but the expansions take the same form, if (l.l) represents the original free boundary problem, then the non-Hamiltonian Boussinesq systems are of the form
(1-5)-To make these Hamiltonian, we must add certain quadratic terms in a ,00,0 , as in (l.U)v see (U.15) for the resulting system. Similar remarks apply to the subsequent derivative of the KdV equation (coming from the cosymplectic form of the expansion) or the BBM equation (coming from the symplectic form). In terms of the surface elevation Tl(x,t) , the nonHamiltonian perturbation equation (1.5) is the familiar KdV equation
To retain the correct Hamiltonian structure according to the general theory, one must include quadratic terms as in (l.U), leading to the "Hamiltonian as the fundamental object determine a Poisson structure, rather than the Poisson bracket, which is easily recovered from 9 :
Cf,g] = <dF A dG,9) .
The requirement that the Poisson bracket satisfy the Jacobi identity translates into a system of nonlinear differential equations for the coefficients J (x) of 3 . These are most easily expressed using the Schouten-Nijenhuis bracket.
We begin by describing a new invariant definition of this important bracket between multi-vector fields which will readily generalize to the case aC evolution equations. A k-vector field is a section of^m , the bundle of contravariant alternating k-tensors. Note that if a is a k-vector ffe Id and m a differential (k-l)-form, then the interior product v = u>Ja is an ordinary vector ffe Id. Thus v(0) = (t0 Ja)e , wirL denote the Lifi derivative of another differential form 9 with respect to this vector field. In the special case k = 1 , so a=v is an ordinary vector field, (2.U)
still holds with the understanding that in the second summation there is one term, corresponding to 1=^5 ,^= 1 (constant), it is easily seen that in this case the Schouten-wijenhuis bracket [v,p] is just the Lie derivative of 0 with respect to v . Checking that definition 2.1 agrees with both that of Nijenhuis, [10] ,and the invariant definition favored by Hchnerowicz, [8] , is a useful exercise. We have chosen this definition because it appears to be the only one that readily generalizes to the infix:: ze dimensional formulation needed to treat evolution equations.
Let a,5 be k-vector fields, 3 ant-vector field and Y an m-vector field. The basic properties of the bracket follow from (2.U):
These properties, especially (2.8) which does not appear to be as well known, are vital for determining the local coordinate formulae for this bracket. See Liclinerowicz, [8] , for a proof and Weinstein, [16] , Tor a discussion of the non-constant rank case. The cosymplectic two-vector 9 sets up a complex 6k = 5 j with 6(ot) = [8,0t] . The condition (2.9) ijuplies, using the Jacobi identity (2.7) , that the complex is closed: 60 6=0 . However, unless 9 is of maximal rank, this complex is not locally exact . The proof of this result, as well as a discussion of the global cohomology, can be found in Lichnerowicz, [8] .
B. PERTURBATION THEORY.
We now consider perturbation theory for a system of ordinary differential equations in Hamiltonian form. Throughout this section c will be a parameter, and we allow the possibility of both the Hamiltonian and the cosymplectic form depending on e . The basic system is x = J(x,e)vH(x,e) = F(x,e) . We can also invert l+evtp in (2.13) to obtain the alternative system where fx = F± -Vep . FQ . Unless the expansion (2.12) happens to be canonical, neither (2.I3) nor (2.U) will be in general Hamiltonian. If we expand the Hamiltonian H(x,e) =H0(y) + e H^y) + e2H2(y) + ... , (2.15) we find that the first order truncation HQ+ e^is not in general a constant of the motion.
In order to maintain some form of Hamiltonian structure under perturbation, we must investigate how the symplectic or cosymplectic forms themselves are being perturbed. First we look at the easier case when the system is in symplectic form K(x,e)i = 7H(x,e) .
The symplectic two-form has the perturbation expansion O(x,e) =Oo(y) + e O^y) + e^y) + ... , (2.16) or, in coordinates,
--|dxT A K(x,e)dx = -|dyT A (KQ(y) + and truncate and expect to have a Hamiltonian system.
As for the cosymplectic form (2.U.), we can similarly expand the two-vector However, owing to the basic nonlinearity of the cosymplectic condition (2.9) one cannot expect in general to be able to truncate the series (2.18) and have the resulting two-vector field be cosymplectic. are closed curves surrounding a fixed point. The Hamiltonian perturbation has the same orbit structure, its orbits just being perturbations of the closed curves, whereas the solutions of the standard perturbation equations slowly spiral into or away from the fixed point. In higher dimensions, KAM theory shows that "most" solutions of a small Hamiltonian perturbation of a completely integrable system remain quasi-periodic, whereas the standard perturbation can again result in spiralling behavior. At the other extreme, only Hamiltonian perturbations of an ergodic system stand a chance of being ergodic in the right way as the standard perturbation will mix up the different energy levels.
Of course, both the Hamiltonian and non-Hamiltonian expansions are valid to the same order, and hence give equally valid approximations to the short-time behavior of the system. Based on the above observations, the Hamiltonian perturbation appears to do a better job modelling long-time and qualitative behavior of the system. It remains to see whether any rigorous theorem to this effect can be proved.
EVOLUTION EQUATIONS.
The Hamiltonian theory of evolution equations is most easily developed using the formal variational calculus introduced in [5] , [11] .
Here we present a brief outline of the theory, including an extended discussion of multi-vectors and the Schouten-Mijenhuis bracket, the latter being new. For simplicity, we work in Euclidean space, with x = (x«,...,x_) € X •" 3RP and The first operator is cosymplectic since it does not depend on u -, the proof that Jx is cosymplectic is not difficult and can be found in [5] , [9] , [uj. The only part of the theory that has not so far been adapted to this context is the exactness result of the 6-complex in theorem 2.U. We still have 80 6 . 0 , and I strongly suspect that some version of this theorem is true, but do not have a proof. Thus in the perturbation theorem 2.6, one cannot at present be guaranteed the existence of a vector field v and twovector tx , but in all the simple examples I have looked at, y is easy to find and^is invariably zero.
Finally, we need to discuss change of variables. For simplicity, assume P-q-1 , but the result readily generalizes. is not directly useful except in conduction with some perturbation expansion!)
U. WATER WAVES. The water wave problem means the free boundary problem of irrotational, inviscid, incompressible, ideal fluid flow with gravity. We also omit surface tension effects, although this is not essential -see [13] . after manipulations similar to those discussed earlier.
Alternatively, we can perturb the cosymplectic two-vector 9=6 Ao
Using (U.6) again, from (3.2) we find^'s which is cosymplectic since the underlying operator is constant coefficient. 
