We measured the time course of sodium entry during action potentials of mouse central neurons at 37 C to examine how efficiently sodium entry is coupled to depolarization. In cortical pyramidal neurons, sodium entry was nearly completely confined to the rising phase of the spike: only $25% more sodium enters than the theoretical minimum necessary for spike depolarization. However, in fast-spiking GABAergic neurons (cerebellar Purkinje cells and cortical interneurons), twice as much sodium enters as the theoretical minimum. The extra entry occurs because sodium channel inactivation is incomplete during the falling phase of the spike. The efficiency of sodium entry in different cell types is primarily a function of action potential shape and not celltype-specific differences in sodium channel kinetics. The narrow spikes of fast-spiking GABAergic neurons result in incomplete inactivation of sodium channels; this reduces metabolic efficiency but likely enhances the ability to fire spikes at high frequency.
INTRODUCTION
Action potentials in mammalian neurons use the concentration gradients of sodium and potassium ions to encode and transmit information by a transient change in membrane voltage. In this process, the ionic gradients are partially dissipated and must be restored by the Na + /K + -ATPase pump, requiring metabolic energy. For an action potential in which the rising phase is generated by sodium entry and the falling phase by potassium efflux, there would be perfect metabolic efficiency if sodium entry were confined to the rising phase and potassium efflux to the falling phase, each carrying the minimum charge needed to produce the voltage change during the action potential (CDV, where C is the capacitance of the membrane and DV is the change in voltage during the spike). However, the extent to which this can be achieved depends on the gating kinetics of the underlying voltage-dependent channels. In practice, the time course of sodium channel inactivation is especially critical. In the classic analysis by Hodgkin and Huxley of the squid axon action potential, the predicted sodium entry is roughly four times the minimum needed for the change in voltage, primarily because sodium channels remain open to a significant extent during the falling phase of the action potential Bezanilla et al., 1970) .
Action potentials in mammalian central neurons are fundamentally similar to those in the squid axon in having a rising phase generated by sodium current and falling phase mediated by potassium current. However, many parameters likely to influence the kinetics of sodium entry and metabolic efficiencyincluding action potential shape, types and densities of sodium and potassium channels, channel kinetics, and temperatureare very different for mammalian neurons than the squid axon. A variety of data suggests that sodium entry may generally be more efficient in generating action potentials in mammalian neurons than in the squid axon. Direct measurements of sodium current kinetics during action potential waveforms in a variety of central neurons in rat and mouse brains show that there is generally far less sodium entry during the falling phase of the action potential than the rising phase (Raman and Bean, 1997; Raman et al., 2000; Taddese and Bean, 2002; Do and Bean, 2003; Jackson et al., 2004; Enomoto et al., 2007) , in contrast to the squid axon action potential. However, an important limitation of these results is that all were obtained for action potentials and currents at room temperature. A recent examination of this issue for the action potentials in mossy fiber boutons of hippocampal granule neurons showed that even at 37 C, sodium entry is much more confined to the rising phase than in the squid axon, with only $30% ''extra'' sodium entry (Alle et al., 2009) . However, given the high degree of variability in shapes of action potentials among different kinds of central neurons (Mountcastle et al., 1969; McCormick et al., 1985 ; reviewed by Bean, 2007) , it is unclear how general this result is likely to be.
We set out to determine how efficiently sodium entry is used in the formation of action potentials in a variety of mammalian central neurons at physiological temperature. We find that the extent to which entry of sodium is limited to the rising phaseand thus the corresponding metabolic efficiency-varies considerably among cell types. Cortical pyramidal neurons operate with a high degree of ionic efficiency, but cerebellar Purkinje neurons and cortical basket cell interneurons have much less efficient action potentials. Comparing the different neuronal types, we find that the efficiency of the sodium entry is primarily a function of action potential shape and is largely independent of cell-type-specific differences in sodium channel kinetics. The lower metabolic efficiency of the action potential in fast-spiking neurons results from incomplete inactivation of sodium channels during the narrow action potential, which leads to unnecessary sodium influx but likely enhances the ability of the neurons to fire rapidly.
RESULTS

Sodium Entry Is Efficient in Action Potentials of Cortical Pyramidal Neurons
To measure sodium entry during the action potential, we recorded the action potential in a neuron and then used it as the voltage command in voltage clamp, recording the elicited ionic current and using tetrodotoxin (TTX) to isolate the current entering through voltage-gated sodium channels. We used acutely dissociated neurons to enable accurate voltage clamp and ensure spatial uniformity of voltage. To achieve good voltage-clamp control of the large and fast sodium currents flowing at 37 C, we used a partially blocking concentration of TTX to reduce the size of the currents, thereby reducing errors arising from imperfectly compensated series resistance of the pipette tip. Because TTX blocks channels in an all-or-none manner (Hille, 1966) , we could then scale the recorded current to that expected in the absence of TTX, using a scaling factor experimentally determined (in each cell) from the degree of block by TTX. Figure 1 shows this procedure. An action potential recorded from a cortical pyramidal neuron at 37 C ( Figure 1A , top) was used as command waveform to elicit ionic current in the same cell ( Figure 1A , bottom) either with sodium current present but reduced (in 90 nM TTX) or after complete block of sodium current (in 1 mM TTX). To determine the factor by which current was reduced by 90 nM TTX, the effect of TTX on current elicited by a step from À88 to +12 mV was measured in the same cell ( Figure 1B ). Then the action-potential-elicited sodium current expected in the absence of TTX ( Figure 1C , red trace) was determined by scaling the sodium current recorded in partially blocking TTX (after subtraction of traces recorded with full TTX block) by 3.9, the factor by which 90 nM TTX reduced step-evoked current. This sodium current is compared with the total net ionic current flowing during the action potential, which can be calculated from the action potential waveform as -C 3 dV/dt, where C is the cell capacitance and dV/dt is the time derivative of the voltage ; Figure 1A , bottom, blue trace). C in a dissociated cortical pyramidal neuron (top) was used as the command voltage to elicit current in voltage-clamp mode in the same neuron. Ionic current was recorded in the presence of partially blocking (90 nm) TTX (black trace, bottom) and then in fully blocking (1 mM) TTX (red trace, bottom). The solutions used for voltage clamp additionally contained 10 mM TEA to reduce potassium current and improve the subtraction of currents with partially blocking and fully blocking TTX. (But the action potential was first recorded in control solution without either TTX or TEA.) To isolate ionic current in the voltage-clamp recordings, recordings were made with compensation for both pipette and cell capacitance, and residual capacitative current (from imperfect compensation) was corrected offline, using a signal-averaged step from À88 to À93 mV to define capacitative current, which was then scaled and subtracted from the digitized current in a point-by-point manner, treating each pair of digitized points as a step.
(B) Determination of degree of block by 90 nM TTX (same cell as A). Current was elicited by a step from À88 mV to +12 mV as various concentrations of TTX were applied (with 10 mM TEA present in all solutions to reduce potassium current). (Bottom) Time course of peak inward sodium current during application of 60 nM, 90 nM, and 1 mM TTX, followed by a return to 90 nM TTX. Peak inward sodium current was reduced by a factor of 3.9 between control and 90 nM TTX.
(C) The time course of TTX-sensitive sodium current during the action potential (red trace, bottom) was determined by subtracting current traces in 90 nM and 1 mM TTX (each signal averaged from 12 traces). This current was scaled up by a factor of 3.9 to account for the blocking effect of 90 nM TTX determined in (B). Total ionic current during the action potential was calculated from the action potential waveform as -C 3 dV/dt (blue trace, bottom), where C is cell capacitance (measured in voltage clamp using a step from À88 to À93 mV) and dV/dt is the time derivative of voltage. The ''sodium entry ratio'' was calculated as the ratio of total integrated sodium current during the action potential to CDV, the minimum charge transfer necessary for the depolarization of the action potential, where DV is the change in voltage during the action potential (from spike threshold to peak of the action potential). (D) Collected data for the sodium entry ratio in eight cortical pyramidal neurons. Filled symbols are calculations for individual neurons; the open symbol and error bars represent the mean ± standard deviation.
The two currents are very similar in size during the rising phase of the action potential, which gives credence to the accuracy of the scaling procedure. The close temporal overlap in the rising phase also supports the accuracy of a correction for a time lag in the recorded membrane current relative to command voltage (see Experimental Procedures).
In this cortical pyramidal neuron, there was very little sodium current flowing after the peak of the action potential. We quantified the sodium entry during the action potential (sodium current integrated over the entire action potential) relative to the minimal necessary sodium entry (CDV, where C is cell capacitance and DV is the change in voltage during the action potential). In this cell, the ''sodium entry ratio'' calculated in this way was 1.04. Figure 1D shows collected results from eight cortical pyramidal neurons; the average sodium entry ratio was 1.24 ± 0.29 (mean ± standard deviation). The action potentials of these neurons reached a peak of +19 ± 8 mV and had an average width (measured at half-maximum amplitude) of 1.21 ± 0.29 ms, typical values for cortical pyramidal neurons (Connors et al., 1982; McCormick et al., 1985; Shu et al., 2007) . Also typical of cortical pyramidal neurons, the maximum dV/dt in the upstroke is large compared to that of the downstroke (ratio of 6.5 ± 1.3), similar to previous measurements in cortical pyramidal neurons in guinea pig (McCormick et al., 1985) .
Fast-Spiking GABAergic Neurons Allow Extra Sodium Entry
The shape of action potentials differs among various types of neurons in the mammalian brain. In general, GABAergic neurons have narrower spikes than glutamatergic neurons and often have a ''fast-spiking'' phenotype, with a capability of firing steadily at high frequencies during prolonged stimulation (McCormick et al., 1985; Connors and Gutnick, 1990; Kawaguchi, 1993; Nowak et al., 2003) . Cerebellar Purkinje neurons are fast-spiking GABAergic neurons with narrow action potentials that can maintain steady firing rates of more than 200 Hz when stimulated (Lliná s and Sugimori, 1980) . Figure 2 shows an analysis of sodium entry during the action potential of a Purkinje neuron. In striking contrast to the cortical pyramidal neuron action potential, a substantial sodium influx was present during the falling phase of the Purkinje neuron action potential, as well as during the rising phase. In fact, more sodium entered during the falling phase of the action potential than during the rising phase. The sodium current during the upstroke reaches a maximum shortly before the peak of the action potential. At exactly the time of the peak, there is a dip in the sodium current reflecting the decreased driving force on sodium ions. This is followed by a second phase of sodium entry on the downstroke, presumably reflecting the increase in driving force during repolarization while at least some channels remain open. Largely because of the substantial ''extra'' sodium entry during the falling phase, the sodium entry ratio was 2.3. In collected results from seven Purkinje neurons, the sodium entry ratio was 2.00 ± 0.61, which was significantly different from cortical neurons (p < 0.01, MannWhitney rank sum test). The action potentials in these neurons had an average width of 0.23 ± 0.06 ms, peak of +13 ± 10 mV, and upstroke/downstroke ratio of 1.4 ± 0.4.
To explore whether these differences in sodium entry are likely to be general among other types of fast-spiking versus non-fastspiking neurons, we examined two other types of neurons. To examine another class of fast-spiking neurons, we isolated cortical interneurons from a transgenic mouse in which a subset of fast-spiking cortical GABAergic interneurons corresponding to parvalbumin-positive basket cells are labeled with enhanced GFP (Chattopadhyaya et al., 2004) . Figure 3A shows an example of a recording from a labeled GABAergic interneuron. As expected, the action potential was narrow (width of 0.30 ms). There was substantial entry of sodium during the falling phase, and the sodium entry ratio in this cell was 1.5. This was typical; in collected results ( Figure 3B ), the sodium entry ratio was 1.98 ± 0.55 (n = 5) for GABAergic interneurons, very similar to Purkinje neurons. These cells had an average spike width of 0.34 ± 0.08 ms, peak of +12 ± 7 mV, and upstroke/downstroke ratio of 1.6 ± 0.5, similar to previous measurements of fast-spiking cortical interneurons (McCormick et al., 1985; Kawaguchi, 1995) , including parvalbumin-positive basket cells (Kawaguchi and Kubota, 1993) . Figure 3C shows an analysis of sodium entry in a pyramidal neuron isolated from the CA1 region of the hippocampus. These neurons had action potential widths that varied from 0.41 to 1.4 ms (with a mean of 0.83 ± 0.33 ms) and had peaks of +18 ± 5 mV. For the cell in Figure 3C , the spike width was 1.4 ms and the sodium entry ratio was 1.3. In collected results ( Figure 3D ), the sodium entry ratio was 1.62 ± 0.67 for CA1 pyramidal Sodium current (red trace, bottom) was isolated by TTX-subtraction using the same procedure as in Figure 1 and compared to the calculated net ionic current (blue trace, bottom). Current was recorded in 90 nM TTX and scaled by a factor of 10 (measured from the effect of TTX in reducing sodium current elicited by a step from À88 to À8 mV). The sodium entry ratio was calculated as in Figure 1 . neurons, less than either of the GABAergic cell types but more than cortical pyramidal neurons. Figure 4 shows the collected results for sodium entry ratio for individual neurons for all four cell types. Systematic differences among the cell types are apparent, with Purkinje neurons and cortical interneurons having the largest amount of extra sodium entry and cortical pyramidal neurons the smallest. Moreover, comparing all cells, there was an inverse correlation of the sodium entry ratio with the width of the action potential (Spearman rank correlation coefficient = À0.48, p = 0.012, n = 28). This correlation is consistent with the two fast-spiking cell types with narrow action potentials having the most extra sodium entry and cortical pyramidal neurons, with the widest action potentials, having the least.
The sodium entry ratio gives a measure of how efficiently sodium entry is used for spike depolarization. We also used our data to calculate total sodium entry per action potential, which takes into account differences in action potential height. To do this calculation, we integrated sodium current during an action potential, converted it to moles of sodium ions, and normalized it to membrane area (measured from the cell capacitance, assuming 1 mF/cm 2 ). The sodium influx per action potential was 0.82 ± 0.30 pmole/cm 2 (n = 8) for cortical pyramidal neurons, 1.54 ± 0.54 pmole/cm 2 (n = 7 for Purkinje neurons,
1.36 ± 0.27 pmole/cm 2 (n = 5) for cortical interneurons, and
1.27 ± 0.65 pmole/cm 2 (n = 8) for hippocampal CA1 pyramidal neurons. Thus, as expected from the sodium entry ratio, cortical pyramidal neurons had the least sodium entry and Purkinje neurons the most, with interneurons and CA1 pyramidal neurons intermediate. The sodium entry per spike in both Purkinje neurons and cortical interneurons was significantly greater than in cortical pyramidal neurons (p = 0.018 and p = 0.011, respectively, Mann-Whitney rank sum test).
Efficiency Can Be Estimated by Timing of Sodium Entry
In the recordings for each individual cell, it was clear that the amount by which the sodium entry ratio exceeds unity is mainly dependent on the extent of sodium entry during the falling phase of the action potential. Therefore, a simple way of estimating sodium efficiency is to compare total sodium entry during the entire action potential to the sodium entry during the rising phase (up to the peak of action potential). In principle, this measurement would underestimate the sodium entry ratio if there is substantial potassium current flowing before the peak of the action potential, in which case sodium entry even during the rising phase would have to exceed CDV by the amount of overlapping charge carried by potassium efflux. In fact, however, estimating efficiency as the ratio of total sodium entry to rising phase sodium entry gave nearly identical results as measuring it by total sodium entry/ CDV. For example, the ratio of total sodium entry/rising phase sodium entry is 1.12 for the cortical pyramidal neuron in Figure 1C versus 1.04 calculated as total sodium entry/CDV; the analogous values by the two methods were 2.29 versus 2.31 for the Purkinje neuron in Figure 2A , 1.34 versus 1.57 for the cortical interneuron in Figure 3A , and 1.23 versus 1.29 for the CA1 pyramidal neuron in Figure 3C . The close correspondence of the two methods is expected if relatively little potassium current flows before the peak of the action potential. This appears to be case (for all the cell types) because the sodium current measured in voltage clamp superimposes well with total ionic current (-C 3 dV/dt) until just before the peak.
Basis of the Variation in Sodium Efficiency among Cell Types
Differences in sodium channel kinetics have been found among various types of central neurons. For example, using identical recording conditions, differences in sodium channel kinetics have been seen comparing hippocampal CA1 pyramidal neurons with fast-spiking hippocampal interneurons (Martina and Jonas, 1997) and Purkinje neurons with hippocampal CA3 pyramidal neurons (Raman and Bean, 1997) . Therefore, one explanation of the difference in action potential efficiency could be different sodium channel kinetics in the different cell types. Because the second method of estimating sodium efficiency is based simply on the timing of sodium entry during the action potential, it does not require using the cell's own action potential. We could therefore test whether the differences in efficiency among the different cell types are primarily due to differences in action potential shape or differences in sodium channel kinetics by measuring the time course of sodium entry in each cell type using prerecorded action potentials from all four cell types ( Figure 5 ). We found that efficiency of sodium influx depends primarily on action potential shape and not cell-typespecific sodium channel kinetics. For example, using a Purkinje neuron action potential ( Figure 5A , first column), all four cell types showed a large amount of sodium entry during the falling phase, while with an action potential from a cortical pyramidal neuron ( Figure 5A , fourth column), sodium influx was nearly completely confined to the rising phase in all four cell types.
Figure 5B summarizes collected data and illustrates that the sodium entry ratio depends on action potential shape, with little apparent influence of sodium channel differences among the cell types.
Sodium Channel Availability Remains after the Action Potential in Fast-Spiking Neurons
The component of sodium entry occurring during the falling phase of the action potential in fast-spiking neurons must reflect channels that have not inactivated. The termination of this current could be due to either inactivation continuing as the falling phase progresses or to deactivation of channels that are still not inactivated. It is of interest to know whether inactivation becomes complete during the falling phase, since this will greatly influence the refractory period after the spike. To examine this, we performed an experiment to assay the time course of sodium channel availability during and after the action potential. The first part of the command consisted of an action potential waveform, which was followed by a test pulse to À8 mV to assay the degree of sodium channel availability. The test pulse was applied at various times during the falling phase of the action potential. The peak sodium current during each test pulse was compared to that elicited from a step to À8 mV from À88 mV, where availability was maximal. Figure 6A shows this protocol applied in a Purkinje neuron. It was clear from this experiment that sodium channel inactivation is never complete, even during the falling phase and immediately after the action potential. During the falling phase, the availability declined from about 0.32 early in the falling phase to a minimum of 0.17, reached when the action potential had repolarized to about -51 mV ( Figure 6B ). The lack of complete inactivation measured in this way is consistent with the substantial sodium current seen during the falling phase of Purkinje neuron action potentials. Interestingly, recovery from inactivation started near a voltage of À68 mV, even before the spike was over. The time course of sodium channel availability during the falling phase shows that the decay of sodium current during the falling phase of the spike is in part ongoing inactivation and in part deactivation. Figures 6C and 6D illustrate the same analysis for sodium channel inactivation during the action potential in a cortical pyramidal neuron. Here, inactivation becomes complete during the falling phase of the action potential, at a voltage of about À40 mV. Figure 7 shows collected results from this experimental protocol performed in all four cell types. In both Purkinje neurons and cortical interneurons, inactivation was never complete even when it was maximal immediately after the action potential; on average, the minimum availability was 0.15 ± 0.05 (n = 15) for Purkinje neurons and 0.07 ± 0.04 (n = 10) for cortical interneurons. In contrast, inactivation was essentially complete in cortical pyramidal neurons (minimum availability of 0.003 ± 0.007, n = 5) and in hippocampal CA1 neurons (0.02 ± 0.02, n = 7) by the end of the action potential. Thus, in the two fast-spiking cells but not the pyramidal neurons, there is a significant fraction of sodium channels available (noninactivated) immediately after the spike.
In addition to inactivation being incomplete in fast-spiking neurons, recovery from inactivation after a spike was also faster in fast-spiking neurons than in pyramidal neurons. At least in part, this is likely to be because more negative voltages are reached more quickly after the peak. In Purkinje neurons and cortical interneurons, availability returns to >75% within 2.5 ms, while in both types of pyramidal neurons, availability is still below 75% after 5 ms.
To test whether the differences in completeness of inactivation are a property of action potential shape or differences in sodium channel kinetics among the cell types, we did experiments using action potential waveforms from all four cell types applied to sodium currents in each cell type ( Figure 7B ). As for the sodium entry results in Figure 5 , we found that the extent to which inactivation is complete after a spike depends primarily on action potential shape and much less on cell-specific sodium channel kinetics. There are small differences in channel kinetics among the cell types when tested with a given waveform; for example, the minimum availability following a Purkinje neuron spike waveform was greater for sodium currents in CA1 pyramidal neurons (0.26 ± 0.0.07, n = 8) than for sodium currents in Purkinje neurons (0.15 ± 0.05, n = 15). However, such cell-type-specific differences were much smaller than the differences among the waveforms tested on the same cell type. When tested with a Purkinje neuron waveform, sodium currents in all four cell types had substantial availability (mean values > 0.15) while with either a CA1 pyramidal neuron waveform or a cortical pyramidal neuron waveform, inactivation was essentially complete (mean availability < 0.02) for sodium currents in all four cell types.
DISCUSSION
Our results show that the efficiency with which sodium entry is used for action potential formation varies considerably among different types of mouse central neurons, with sodium entry only $25% more than the theoretical minimum in cortical pyramidal neurons but $2-fold the minimum in cerebellar Purkinje neurons. In particular, the two types of fast-spiking GABAergic neurons we examined had substantially more ''excess'' sodium Figure 5 . Sodium Efficiency Is Determined by Action Potential Shape rather than Kinetic Differences in Sodium Channels (A) Typical action potential waveforms from each of the four neuronal cell types (top, black traces) were selected and used as voltage commands for recordings of spikeelicited sodium current in the various types of neurons. Sodium current in a given neuron was elicited by each of the four waveforms, using subtraction of current recorded in partially blocking and fully blocking TTX to define sodium current. Each row shows currents elicited in a single neuron of the indicated type. For each record, the sodium entry ratio was calculated as the ratio of total sodium influx to sodium influx during the rising phase (from threshold to the peak, shaded). The currents in each row are normalized according to the maximal dV/dt for each action potential waveform (largest for the Purkinje cell spike), which allows comparison of the magnitudes of the currents in a row as well as their time course. Timescale is the same for all records. (B) Collected results for the sodium entry ratio determined in each cell type by each waveform (mean ± standard deviation, n = 5-15). Symbols are defined in (A).
entry than cortical pyramidal neurons or most CA1 pyramidal neurons. The strong correlation of excess sodium entry with narrow action potentials suggests that the excess sodium entry associated with fast-spiking neurons is likely to be general, since there is a clear correlation between fast-spiking behavior and narrow action potentials (McCormick et al., 1985; Nowak et al., 2003 ; reviewed by Connors and Gutnick, 1990; Bean, 2007) . The experiments examining the pattern of sodium entry when cells are stimulated by the action potential waveforms of other cell types show that the differences in sodium efficiency among different cell types are due primarily to the different shapes of action potentials, not to differences in sodium channel kinetics. Sodium channels do have different kinetics among different types of mammalian central neurons (e.g., Martina and Jonas, 1997; Raman and Bean, 1997) , and differences in kinetics were apparent in the detailed time course of sodium current elicited by a given spike shape applied to the four types of neurons ( Figure 5 ). For example, the sodium current in Purkinje neurons decayed faster than the current in CA1 neurons for all waveforms, at least up to the action potential peak; the difference in time course was especially clear for the narrow Purkinje neuron spike. Nevertheless, the total amount of sodium entry and resulting efficiency was not dramatically different among sodium currents in the different cells in response to any given waveform. In Purkinje neurons, sodium current elicited by step depolarizations inactivates with a biphasic time course, and repolarization is accompanied by activation of ''resurgent'' current that is associated with the slower phase of inactivation (Raman and Bean, 1997; Raman and Bean, 2001) . This mechanism may produce extra sodium entry late in the spike waveform that balances more rapid inactivation early in the waveform.
There was a strong correlation between sodium efficiency and action potential width, with narrower action potentials having less efficiency. The most obvious reason for the correlation is that sodium channel inactivation is less complete during the falling phase of narrower action potentials. In addition, the action potential peak was on average less positive in the fast-spiking cells with narrower action potentials, which has two consequences: first, the rate of inactivation is slower at less positive voltages, and second, the voltage is further from the sodium equilibrium potential so that the driving force on sodium ions is greater.
Action potential width is mainly determined by the potassium channels expressed in the neuron. Fast-spiking neurons with narrow action potentials use fast-activating Kv3 channels to repolarize the membrane (Wang et al., 1998; Erisir et al., 1999;  reviewed by Rudy and McBain, 2001 ). The presence of Kv3 channels not only produces narrow action potentials but also enables fast spiking (Lien and Jonas, 2003) . Our results suggest that there are two related mechanisms underlying this effect. One is that sodium channel inactivation is incomplete (simply because the narrow spikes rise and fall so rapidly). The other is that recovery begins sooner and from more hyperpolarized voltages. Both effects speed recovery and thereby reduce the refractory period, and both effects result from the rapid repolarization of the action potential in fast-spiking neurons. However, this rapid repolarization leads to reduced metabolic efficiency because the incomplete sodium channel inactivation allows extra sodium influx during the falling phase. Thus, the rapid repolarization produced by Kv3 channels has a functional benefit in Figure 6 . Incomplete Inactivation of Sodium Channels during Action Potentials in a Purkinje Neuron but Not a Cortical Pyramidal Neuron (A) Sodium currents in a Purkinje neuron (bottom traces) elicited in response to a step from À88 to À8 mV (left) and (right) in response to a prerecorded Purkinje neuron action potential with a voltage step to À8 mV added at different times after the peak to assay sodium channel availability. (B) The time course of sodium channel availability from the experiment in (A), plotted as time from the peak of the action potential. Availability was measured as the ratio of peak sodium current elicited by steps to À8 mV following partial action potential normalized to the peak current for step to À8 mV from À88 mV. (C and D) Same analysis for sodium channel availability during and after an action potential in a cortical pyramidal neuron.
allowing repetitive fast spiking but with an additional metabolic cost.
Our experiments focused on the efficiency of sodium entry during the action potential. There is also a metabolic cost associated with the efflux of potassium ions. We could not easily directly quantify total spike-evoked potassium current because there is no blocker equivalent to TTX that is effective against all the multiple components of potassium current with different kinetics. However, for an action potential composed only of sodium and potassium currents, the total potassium efflux should be equal to the total sodium influx (because net inward charge movement must be counteracted by the same net outward charge movement by the end of the action potential, ignoring the afterhyperpolarization). Therefore, the extra sodium entry in fast-spiking neurons must be associated with an equal amount of extra potassium efflux, effectively doubling its metabolic cost.
Cell bodies of mammalian central neurons also have voltagedependent calcium channels that are activated during the action potential and carry inward current during the falling phase of the spike. This calcium entry is another metabolic cost associated with the action potential. Spike-evoked calcium current is typically only 20%-25% of sodium current when the two have been recorded in the same neuron (Raman and Bean, 1999; Do and Bean, 2003; Jackson et al., 2004) . Like sodium entry, calcium entry during the action potential must be countered by an equivalent amount of potassium efflux by the time the spike is over. Further work will be needed to quantify the extra metabolic cost associated with calcium entry (and associated potassium entry) during the action potential in various types of central neurons.
We analyzed sodium entry during somatic action potentials. It remains to be determined to what extent the efficiency of sodium entry might differ in a given cell type for somatic action potentials versus propagating axonal action potentials. Our measurements of sodium efficiency in the cell bodies of two glutamatergic cell types (sodium entry ratio of 1.2 ± 0.3 for cortical pyramidal neurons and 1.6 ± 0.7 for CA1 pyramidal neurons) are similar to the sodium entry ratio estimated for propagated action potentials measured in the en passant synaptic boutons of glutamatergic hippocampal mossy fibers (1.3; Alle et al., 2009 ). In at least some glutamatergic neurons, it has recently been found that both the action potential shape and the kinetic properties of voltage-dependent sodium channels can differ between the soma and the axon (Geiger and Jonas, 2000; Engel and Jonas, 2005; Kole et al.,2007; Shu et al., 2007) . In particular, it is striking that the action potentials in hippocampal mossy fiber boutons are significantly narrower than in the parent cell bodies (Geiger and Jonas, 2000; Alle et al., 2009 ) and in fact are as narrow (0.25-0.38 ms at half-height; Geiger and Jonas, 2000; Alle et al., 2009) as the action potentials of many fast-spiking neurons. The fact that there is relatively little sodium current during the falling phase of the narrow action potential of mossy fiber boutons (Alle et al., 2009 )-in contrast to the narrow action potentials of fast-spiking GABAergic neurons-apparently reflects the fact that the sodium channels in the mossy fiber boutons inactivate unusually rapidly, nearly 2-fold faster than those in granule neuron cell bodies (Engel and Jonas, 2005) . A comparison of how action potential shape or sodium channel kinetics might differ in the cell bodies and axons of fast-spiking neurons has not yet been made; it will be interesting to determine whether soma-axon differences are also present in these neurons.
Action potential shape can change with firing frequency, raising the possibility that sodium entry ratio and metabolic efficiency in a single neuronal type might be frequency dependent. In preliminary experiments in Purkinje neurons, we found that although the action potential shape changes considerably in high-frequency firing stimulated by current injection (becoming smaller and broader), sodium entry during the falling phase was still present, and the sodium entry ratio changed very little at firing frequencies up to 300 Hz. By itself, action potential broadening might be expected to result in reduction in the sodium entry, but this is apparently counteracted by the reduction in action potential peak, which tends to reduce inactivation. It will be interesting to examine more systematically how the sodium entry ratio varies with frequency in different cell types.
Our results add to the recent results of Alle and colleagues (2009) in suggesting that action potentials in mammalian neurons have more efficient use of sodium entry than action potentials in the squid giant axon. In cortical pyramidal neurons, we measured a sodium entry of 0.84 ± 0.30 pmole/spike, about 4-fold less than in squid axon ($4 pmole/spike, . It is striking that even in the least efficient examples we found, in Purkinje neurons, the sodium entry of 1.54 ± 0.54 pmole/spike is still much less than in the squid giant axon. It seems clear that the dramatic difference from the action potential in the squid giant axon is real and not because of different methods of estimation. The excess sodium entry in the squid axon action potential is because of a large sodium current during the falling phase, which was not only predicted from modeling but also shown by direct experimental measurements of the time course of sodium and potassium conductance during action potential waveforms . The predicted sodium entry from these electrophysiological measurements are also nicely consistent with experimental measurements of radiolabeled ion flux in squid axons (Keynes and Lewis,1951; Shaw, 1966; Atwater et al., 1970) . Interestingly, both modeling and direct experiments using action potential waveforms also showed incomplete sodium channel inactivation and a large amount of sodium entry during the falling phase of action potentials in the node of Ranvier of the toad Xenopus laevis (Frankenhaeuser and Huxley, 1964; de Haas and Vogel, 1989) , very similar to squid axon action potentials, suggesting that the more efficient use of sodium entry in mammalian central neurons compared to the squid axon is not general to all action potentials in vertebrate neurons.
Inefficiency of sodium entry in the action potential of the squid giant axon probably has very little overall metabolic cost Figure 6 was repeated in 20 Purkinje neurons, 12 cortical interneurons, 6 cortical pyramidal neurons, and 7 hippocampal CA1 pyramidal neurons. Data points indicate mean ± standard deviation. (B) Collected results for the minimum sodium current availability using the different action potential waveforms applied to sodium currents in each cell type (the same waveforms used for the experiments in Figure 5 ). Symbols are the same as in Figure 5B representing mean ± standard deviation (n = 5-15).
to the animal. A single action potential fires during a startleescape response (Otis and Gilly, 1990) , and such responses are likely needed only occasionally. Therefore, the evolutionary pressure for the squid axon action potential may be primarily for velocity of spike propagation rather than metabolic efficiency.
In contrast, it has been suggested that the metabolic demands associated with action potential firing in mammalian cortex may be a limiting factor in determining the range of firing frequencies used during normal operation of the cortex and can help explain sparse coding in the cortex (Laughlin and Sejnowski, 2003; Lennie, 2003) . Previous quantitative calculations of the metabolic cost of cortical action potentials have assumed a 4-fold excess of sodium entry, as in the squid axon (Attwell and Laughlin, 2001) . Our results show that, in fact, action potentials in cortical pyramidal neurons (which make up $90% of all neurons in the cortex) are far more metabolically efficient than this, with only $25% excess sodium entry. The impact of the lower metabolic efficiency of action potentials in cortical interneurons is difficult to evaluate; on one hand, there are fewer interneurons than pyramidal neurons and each one likely has less total membrane surface area, but on the other hand, cortical interneurons fire 5-to 6-fold more spikes/s than pyramidal neurons during physiological activity (Simons, 1978; Contreras and Palmer, 2003) .
Our results are quantitatively consistent with those of Alle and colleagues (2009) in the case of action potentials in glutamatergic neurons, suggesting very little extra sodium entry. However, the lower metabolic efficiency in the action potentials of cerebellar Purkinje neurons is quite striking, especially since these are large projection neurons. Indeed, the operation of Purkinje neurons could be viewed as a strong counterexample to the notion that metabolic efficiency is a particularly significant factor in the evolution of the nervous system. Not only is there substantial extra sodium entry in the Purkinje neuron spike, but these neurons fire spontaneously and continuously at average basal rates of $40 Hz (Thach, 1968; Latham and Paul, 1971) , even in the absence of synaptic stimulation (Hä usser and Clark, 1997; Raman and Bean, 1997) . This example suggests that whatever evolutionary pressure there may be to maximize metabolic efficiency can be balanced by functional benefits, conferred by mechanisms that also reduce metabolic efficiency. Specifically, our results suggest that, in fast-spiking neurons, incomplete sodium channel inactivation during the action potential leads to an additional metabolic cost but has a functional benefit by helping to enable high frequency firing.
EXPERIMENTAL PROCEDURES Preparation of Cells
Experiments were performed with acutely dissociated mouse central neurons. Black Swiss mice (postnatal day 14-20) were used for isolation of CA1 pyramidal neurons, cortical pyramidal neurons, and cerebellar Purkinje neurons. Mice were anesthetized with isoflurane, and the brain was quickly removed into ice-cold solution consisting of 110 mM NaCl, 2.5 mM KCl, 10 mM HEPES, 25 mM glucose, 75 mM sucrose, 7.5 mM MgCl 2, pH adjusted to 7.4 with NaOH. For dissociation of CA1 pyramidal neurons, the hippocampus was removed and cut with a tissue chopper blade into 400 mm slices, and the CA1 region was dissected under a dissecting microscope. The tissue was treated for 10-20 min at room temperature with 3 mg/ml protease XXIII (Sigma Life Science) dissolved in a dissociation solution consisting of 82 mM Na 2 SO 4 , 30 mM K 2 SO 4 , 5 mM MgCl 2 , 10 mM glucose, and 10 mM HEPES, pH adjusted to 7.4 with NaOH. The protease solution was then replaced by ice-cold dissociation solution containing 1 mg/ml trypsin inhibitor and 1 mg/ml bovine serum albumin, and the chunks were kept on ice in this solution until immediately before use. To release individual cells, the tissue was passed through Pasteur pipettes with fire-polished tips. A drop of the suspension was placed in the recording chamber and diluted with a large volume of Tyrode's solution, consisting of 155 mM NaCl, 3.5 mM KCl, 1.5 mM CaCl 2 , 1 mM MgCl 2 , 10 mM glucose, 10 mM HEPES, pH adjusted to 7.4 with $5mM NaOH. Cortical pyramidal neurons were prepared by the same procedure, but using chunks ($1 mm 3 ) cut from the cortex. For both CA1 and cortical pyramidal neurons, neurons were identified by their size, pyramidal shape and presence of a thick apical dendrite stump at one end and thinner stumps of basal dendrites at the other end. Cerebellar Purkinje neurons were prepared from chunks of cerebellar vermis ($1 mm 3 ). The dissociation procedure was like that used for the hippocampal and cortical neurons. Purkinje cells could be recognized by their large size and a single large dendritic stump. Cortical interneurons were prepared from a transgenic mouse line created by Chattopadhyaya et al. (2004) , in which the GAD67 promoter drives expression of enhanced green fluorescent protein (EGFP) in parvalbumin-expressing basket cells, which are fast-spiking interneurons (obtained from Jackson Labs, strain CB6-Tg(Gad1-EGFP)G42Zjh/J). The cortical tissue was treated as for dissociation of cortical pyramidal neurons. All EGFP-expressing cells had the narrow action potentials and fast-spiking characteristics expected of cortical basket cells, firing at 220-350 Hz when stimulated with the largest current injections tested (450 pA, not saturating).
Recording
Electrodes were pulled from borosilicate glass (VWR 53432-921) using a Sutter Instruments P-97 puller. Electrode resistances were 1.5-3.0 MU when filled with the internal pipette solution, consisting of 140 mM potassium methanesulfonate , 10 mM NaCl, 1.8 mM MgCl 2 , 10 mM HEPES, 1 mM EGTA, 0.2 mM CaCl 2 , 14 mM creatine phosphate (Tris salt), 4 mM MgATP, 0.3 mM Tris-GTP, pH adjusted to 7.36 with KOH. This solution has $200 nM free calcium, calculated using Maxchelator (http://www.stanford.edu/$cpatton/maxc. html). Electrodes were wrapped with Parafilm (American National Can Company) from the shank to near the tip in order to reduce pipette capacitance (to levels ranging from 6.0 to 12.5 pF), allowing optimal series resistance compensation without oscillation. Reported membrane potentials are corrected for a liquid junction potential of À8 mV between the internal solution and the Tyrode's solution in which current was zeroed before sealing onto the cell, measured using a flowing 3 M KCl reference electrode as described by Neher (1992) .
Solution Exchange and Temperature Control
Cells were lifted while a gigaseal was forming and positioned in front of a series of quartz flow pipes (250 mM internal diameter, 350 mM external diameter, PolyMicro Technologies Inc.) attached with cyanoacrylate glue to a rectangular aluminum rod (cross section 1.5 cm 3 0.5 cm) whose temperature is controlled using resistive heating elements and a feedback-controlled temperature controller (TC-344B, Warner Instruments). The flow pipes extend only $1 mm from the aluminum rod, so the bulk solution near the ends of the flow pipes is quickly warmed by the large volume of the aluminum rod (which is electrically insulated with nail polish). Measured using a miniature thermocouple, the solution exiting from the flow pipes was found to be 37 C when the temperature of the aluminum rod was set to 38 C. With this apparatus, each of the eight to ten flow pipes is heated identically and continuously, so rapid (<1 s) solution changes can be made without fluctuations of temperature. All experiments were done at 37 C (error of $1 C).
Electrophysiological Methods
Recordings were made using a Multiclamp 700B amplifier (Molecular Devices Inc.) interfaced to a Digitdata 1322A A/D converter using pClamp 9.0 software (Molecular Devices Inc.). Data were filtered at 10 kHz with a 4-pole Bessel filter (Warner Instrument Corp.) and digitized at 200 kHz. Analysis was done using IGOR Pro (WaveMetrics Inc.) using DataAccess (Bruxton Software) to import pCLAMP files into IGOR Pro.
Neuron Sodium Entry in Action Potentials
For the experiments in Figures 1-4 , voltage-clamp experiments were performed on the same cells in which the action potential waveform was first recorded in current clamp. Current clamp recordings were performed with pipette capacity compensation ($70% of the measured pipette capacitance) and bridge-balance compensation. Most Purkinje neurons fired spontaneously, as did some neurons of the other cell types, in which case the action potential waveform was recorded during spontaneously firing; otherwise, it was elicited by just suprathreshold current injections (usually 10-40 pA). Of seven Purkinje neurons, five fired spontaneously and two were stimulated (from resting potentials of À81 and À91 mV) with 20 pA current injections; of eight CA1 pyramidal neurons, one fired spontaneously and seven were stimulated (from an average resting potential of À81 ± 12 mV) with 36 ± 22 pA; of eight cortical pyramidal neurons, four fired spontaneously and four were stimulated (from an average resting potential of À65 ± 5 mV) with an average of 25 ± 19 pA; of five cortical interneurons, two fired spontaneously and three were stimulated (from an average resting potential of À76 ± 8 mV) with an average of 23 ± 6 pA After recording the action potential in current clamp, the amplifier was switched to voltage-clamp mode and tuned for optimal compensation for series resistance (typically, compensation for $90% of a series resistance ranging from 2 to 10.5 MU). The capacity transients recorded before compensation could be fit very well by a single-exponential decay (e.g., Figure 8A ), consistent with the cell body and stumps of dendrites acting as a single compartment. After compensation for capacitative current and series resistance using the amplifier circuit, we recorded the ionic current elicited by the action potential waveform and isolated the component carried by sodium channels by subtracting currents before and after application of a saturating concentration of TTX (1 mM). In early experiments, we found that it was often difficult to obtain a cleanly defined sodium current when recording the full ionic current because of series resistance errors. Even with optimal compensation for series resistance, the remaining uncompensated series resistance combined with the very large sodium currents during the action potential (often >10 nA) produced an extra depolarization of 5-10 mV when the inward sodium current was present compared to when it wasn't (i.e., after TTX); the result was ''extra'' activation of outward potassium currents in the absence of TTX, so that the TTX-sensitive current defined by subtraction included an artifactual outward component during the falling phase of the action potential. We adopted two strategies to reduce this error. One was to do the subtraction (before and after TTX) using solutions in which 10 mM TEA was added to the normal Tyrode's solution, which reduced the potassium currents during the falling phase of the action potential and reduced the error associated with extra activation of these currents from series resistance. The second strategy was to record the sodium current in the presence of a partially blocking concentration of TTX, thus reducing the size of the sodium current and the resulting series resistance error, then scale up the measured current according to the known blocking potency of TTX, which was determined in each cell using sodium current elicited by voltage steps. Cells were moved between a series of solutions containing 30 nM, 60 nM, and 90 nM TTX and the lowest TTX concentration reducing sodium current to $1-4 nA (assayed with a voltage step to À38 mV) was used for further recordings. The degree of block by TTX was assayed in each cell by voltage steps (to À38, À8, +12, or +22 mV). We tested the degree of block by a given concentration of TTX in each cell because it varied somewhat from cell to cell; on average, the sodium current in Purkinje neurons and cortical interneurons was somewhat more sensitive (block by 90 nM TTX to 14% ± 6% [n = 7] in Purkinje neurons, 15% ± 9% [n = 5] in cortical interneurons, 26% ± 9% [n = 8] in cortical pyramidal neurons, 22% ± 9% [n = 8] in CA1 pyramidal neurons). The current elicited by the action potential waveform was recorded in the partially blocking concentration of TTX, and seconds later the cell was moved into a solution containing 1 mM TTX which completely blocked the sodium current. The action-potential-evoked sodium current was obtained by subtraction of the records with partially blocking and fully blocking TTX (after signal-averaging 12 sweeps in each condition) and was then scaled up to that expected in the absence of TTX, using the scaling factor determined experimentally in that cell by the effect of the partially blocking TTX on step-evoked sodium current. As shown in Figures 1-4 , the scaling procedure resulted in a sodium current that superimposed well with the predicted current from -C 3 dV/dt during the initial rising phase of the action potential. A second pipette in whole-cell current-clamp mode recorded voltage (V 2 ). Current records were signal averaged from 12 traces in each concentration of TTX (raw current records are shown, without correction for residual capacity current remaining after imperfect compensation for pipette and cell capacitance). Lower current trace shows sodium current as defined by subtracting the current in 1 mM TTX from that in 90 nM TTX. External solution contained 10 mM TEA to inhibit potassium current. Both electrodes (filled with the standard potassium methanesulfonate-based solution) had resistances of 2 MU. Current and voltage signals were both filtered with a 10 kHz (À3 dB) 4-pole Bessel filter. The command voltage was applied to the amplifier without filtering but is shown after being passed through the same Bessel filter as the recorded voltage for comparison. In addition, the command voltage is plotted shifted 14 ms to the right in order to account for a lag in the recorded voltage and allow easier comparison of the waveforms.
To compare sodium entry using different action potentials applied to a particular cell, we used a method not requiring the cell's own action potential. This method was based on calculating the ratio of total sodium entry during the action potential (i.e., total integrated sodium current) to the entry occurring during the rising phase, integrated from threshold (defined as 1% of the maximal dV/dt) up to the peak of the action potential. This method gave nearly identical values of sodium entry ratio as the first method in cases where both were used.
Action potential width was measured at half the action potential height, measured as the difference in membrane potential from the peak to the most negative voltage reached after the spike.
Test of Voltage-Clamp Fidelity
Because the experiments used brief action potential commands, we did a series of control experiments to test the accuracy with which the command waveform was imposed on the cell membrane. In these experiments, we used a second pipette to record membrane potential while a Purkinje neuron was voltage clamped with an action potential command with the first electrode. Figure 8B shows an example. The command waveform was a typical action potential waveform with (amplitude 89 mV, width 245 ms) previously recorded from a Purkinje neuron (at 37 C). When this command was used to clamp the neuron with the first electrode in voltage-clamp mode, the voltage waveform recorded with the second electrode in current-clamp mode was found to have a nearly identical waveform, both in an initial external solution containing 90 nM TTX (red) and after application of saturating TTX (1 mm, blue trace). In this cell, the waveform recorded with the second electrode reached a peak that was 3 mV more depolarized than the command waveform.
In collected results from seven experiments, the average absolute deviation of peak voltage (which occurred in both directions in different cells) was 1.8 ± 1.4 mV, and the average difference in action potential width at half-maximum height was 14 ± 17 mS, corresponding to change of 5% ± 7%). The small differences seen were generally consistent with those expected from series resistance errors (extra depolarization when net inward currents were flowing in the pipette and extra hyperpolarization when net outward currents were flowing). Although the recorded waveform in Figure 8B was nearly identical in shape to the command waveform, it occurred with a small time lag relative to the command waveform, even after accounting for the time lag (40 mS) resulting from the 10 kHz 4-pole Bessel filter through which the recorded voltage was measured. For the cell whose records are shown in Figure 8B , the extra time lag was 14 mS; for clarity in comparing the time course of the waveforms, the command waveform is shown after passage through the same Bessel filter as the measured voltage and has been additionally shifted right by 14 mS so that the times of peaks match. In collected results the lag of the recorded voltage relative to command voltage (after accounting for the effect of the external filter) was 22 ± 11 mS (n = 7). This lag presumably reflects a delay in charging the capacitance of the cell by passing current through the series resistance of the pipette; this charging is speeded by the amplifier circuitry for series resistance compensation, but such compensation is imperfect.
Time-Lag Correction
It was not practical to routinely record membrane voltage with a second electrode, and it was also not necessary, since these control experiments showed that the voltage waveform is faithfully imposed on the cell, albeit with a small time lag. We used two approaches to quantify the lag between command voltage waveform and recorded current in cells without an independent voltage recording. In the first, we used current through GABA A receptor channels in the cell membrane to report cell membrane voltage. GABA A currents were elicited by application of muscimol (5 mM) while repetitively applying (every second) a voltage sequence that included a voltage ramp and an action potential waveform. GABA A currents were obtained by subtraction of currents before and after muscimol application, using an external solution that minimized currents through voltage-dependent channels (with TEA fully replacing sodium and 1 mM TTX). The current voltage relation for muscimol-evoked current (reversing at the chloride equilibrium potential of À65 mV) was determined by using a slow ramp (15 mV/ms) from À98 to +52 mV; with this slow change in voltage, the effect of the time lag is negligible. Then, the muscimol-evoked current evoked by a fast action potential waveform was converted to a plot of membrane voltage versus time using the function derived from the slow ramp as a look-up table. The resulting plot of membrane voltage versus time closely matched the imposed command voltage, but with a time lag. Performing this procedure in different cells, we measured time lags ranging from 35 to 95 ms (63 ± 20 ms, n = 6) after taking account of the lag of 40 ms from the 10 kHz Bessel filter the current signal was treated with. In the second approach to measuring the time-lag of the total system, we recorded sodium current evoked by an action potential waveform in an external solution in which sodium was reduced to 32 mM. The reversal potential for current through sodium channels is near +20 mV with this solution, so that with action potential peaks near +30 mV, the action potential-evoked sodium current is transiently outward near the peak of the action potential. The time at which the current reverses during the action potential voltage command waveform (on both upstroke and downstroke) can be aligned with the time the command waveform crosses the reversal potential. Using this method, we recorded time lags ranging between 35 to 110 ms (79 ± 29 ms, n = 5), very similar to the first method. The, time lags measured with both methods were strongly correlated with residual uncompensated series resistance (Spearman rank correlation coefficient = 0.73, p < 0.02, n = 11). In both these methods, the time lag is measured using the recorded membrane current, which takes into account the entire system, not only the delay in charging the cell membrane but also lags resulting from the current-measuring part of the voltage-clamp circuit. Having established the relationship of the lag with uncompensated series resistance by these methods, we used it to estimate time lags in cells in which it was not measured directly by one of the two methods.
Statistics and Fitting
All descriptive statistics presented are mean ± standard deviation. The nonparametric Mann-Whitney rank-sum test was used to compare sodium efficiency between cortical and Purkinje neurons. The Spearman rank correlation coefficient was used to test for correlation between action potential width and sodium efficiency.
