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Abstract
We analyze the convergence of probability density functions utilizing approximate models for both
forward and inverse problems. We consider the standard forward uncertainty quantification problem
where an assumed probability density on parameters is propagated through the approximate model to
produce a probability density, often called a push-forward probability density, on a set of quantities of
interest (QoI). The inverse problem considered in this paper seeks a posterior probability density on
model input parameters such that the subsequent push-forward density through the parameter-to-QoI
map matches a given probability density on the QoI. We prove that the probability densities obtained from
solving the forward and inverse problems, using approximate models, converge to the true probability
densities as the approximate models converges to the true models. Numerical results are presented to
demonstrate optimal convergence of probability densities for sparse grid approximations of parameter-
to-QoI maps and standard spatial and temporal discretizations of PDEs and ODEs.
Keywords. inverse problems, uncertainty quantification, density estimation, surrogate modeling, re-
sponse surface approximations, discretization errors
1 Introduction
Assessing modeling uncertainties is essential for credible simulation-based prediction and design. Forward
uncertainty quantification (UQ) problems involve estimating uncertainty in model outputs caused by uncer-
tain inputs. Inverse UQ problems involve using (noisy) data associated with (a subset of) model outputs to
update prior information on model inputs. Practical UQ studies often require the solution of both an inverse
and forward problem. Unfortunately, evaluating high-fidelity models is often computationally demanding,
and methods for solving either forward or inverse UQ problems typically require generating large ensem-
bles of simulation runs evaluated at varying realizations of the random variables used to characterize the
model input uncertainty. UQ analyses are also complicated by the simple fact that many of the governing
equations used to model physical systems can rarely be solved analytically and so instead must be solved
approximately.
In this paper, we investigate how using approximate models affects the probabilities densities solving
forward and inverse UQ problems. The theory we develop is general. We demonstrate its utility using
common forms of approximations, namely, temporal and spatial discretization for the numerical solution of
differential equations, and sparse grid surrogate models.
The convergence of certain statistical quantities (e.g., mean and variance) is well-studied for many popular
choices of surrogate approximations including generalized polynomial chaos expansions (PCE) [18, 41], sparse
grid interpolation [2, 28] and Gaussian process models [33]. However, little attention in the literature
is given to the impact of surrogate approximations on probability density functions. For example, PCE
approximations for random variables with finite second moments exhibit mean-square convergence [18] and
thus a sequence of PCE converge in both probability and distribution. But while Scheffe’s theorem states that
almost everywhere (a.e.) convergence of probability density functions implies convergence in distribution,
the converse is generally not true. For a classical counterexample to the converse, consider the sequence of
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random variables (Xn) with densities (1− cos(2pinx)) for x ∈ [0, 1]. This sequence converges in distribution
to a random variable with a uniform density but the sequence of densities fails to converge a.e.
The focus of this paper is on the estimation of probability density functions solving both forward and
inverse UQ problems using approximate models. Specifically we consider the following forward and inverse
problems.
(Forward Problem) Given a probability density describing the uncertain model inputs, the forward problem
seeks to determine the push-forward probability density obtained by propagating the input density through the
parameter-to-QoI map.
(Inverse Problem) Given an observed probability density, the inverse problem seeks a pullback probability
density for the model inputs that when propagated through the parameter-to-QoI map, produces a push-forward
density that exactly matches the observed density.
We prove convergence results for both the forward and inverse problems in the total variation metric (i.e.,
the so-called “statistical distance” metric). Specifically, we show that, under suitable conditions, sequences
of approximate push-forward or pullback densities obtained using approximate models converge at a rate
proportional to the rate of convergence of the approximate models to the true model. To our knowledge, this
analysis is the first of its kind and exploits a special form of the converse of Scheffe’s theorem first proven
in [5] and subsequently generalized in [37]. Under more restrictive conditions, namely those necessary for
convergence of a standard kernel density estimator, we prove that the rates of convergence are bounded by
the error in the kernel density approximation and the L∞-error in the approximate model.
To our knowledge, this work on the convergence of push-forward and pullback densities using approxi-
mate models is the first of its kind. However, complementary work on the convergence of classical Bayesian
inverse problems using PCE is studied in [29]. In that work, the Kullback-Leibler divergence (KLD) is used
to measure the difference between the true and approximate posterior densities (using standard assump-
tions in classical Bayesian analysis). Convergence of the densities in the sense of the KLD converging to
zero are proven. Furthermore, the convergence of the KLD shown in [29] does imply convergence to the
classical Bayesian posterior in the total variation metric by application of Pinsker’s inequality. However,
the analysis provided in [29] does not generalize for either the forward or inverse problems studied in this
work. Specifically, we do not restrict approximate models to be defined by PCE surrogates, and, as shown
in [11], the classical Bayesian posterior is not designed to give a pullback measure. Moreover, we allow the
observed densities used to define our posteriors (i.e., the pullback measures) to be of a more general class
than Gaussian distributions assumed for the error models in [29]. Additionally, the posteriors we obtain are
not simply normalized by a constant as with classical Bayesian posteriors. Subsequently, key inequalities
such as (4.11) in [29] used to prove the fundamental lemmas for the convergence of the KLD for a classical
Bayesian posterior simply do not apply to our pullback densities.
The remainder of the paper is organized as follows. In Section 2 we provide a formal definition of the
forward problem and discuss the theoretical aspects of its solution using approximate models. We then
introduce the inverse problem and prove that the posterior density corresponding to an approximate model
converges to the true posterior. In Section 4, we review some important classes of approximate models and
use our general theoretical results to provide specific error bounds for the classes of approximate models we
consider. For each of these applications, we provide numerical results to complement our theoretical results
and highlight important aspects of the forward and inverse problems. We provide concluding remarks in
Section 5.
2 Forward problem analysis
In this section we consider solution of the forward problem using approximate models. We use the term
approximate models in a broad sense to mean any sequence of approximations to the response of the model
outputs. Specifically, for a given model, let Λ ⊂ Rk denote a space of inputs to the model that we refer
to simply as parameters. Given a set of quantities of interest (QoI), we define the parameter-to-QoI map
Q(λ) : Λ → D ⊂ Rm. The range of the QoI map D := Q(Λ) describes the space of observable data for the
QoI that can be predicted by the model. We let (Qn) denote a sequence of approximate parameter-to-QoI
maps defined by the approximate models.
UQ with Approximate Models 3
2.1 Problem definition
To facilitate the analysis of solutions to the forward problem presented in the introduction, we first formalize
the forward problem definition. Let (Λ,BΛ, µΛ) and (D,BD, µD) denote measure spaces with BΛ and BD the
Borel σ-algebras inherited from the metric topologies on Λ ⊂ Rk and D ⊂ Rm, respectively. The measures
µΛ and µD are the dominating measures for which probability densities (i.e., Radon-Nikodym derivatives of
probability measures) are defined on each space.
Definition 2.1 (Forward Problem and Push-Forward Measure). Given a probability measure PΛ on (Λ,BΛ)
that is absolutely continuous with respect to µΛ and admits a density piΛ, the forward problem is the deter-
mination of the push-forward probability measure
PQD (A) = PΛ(Q
−1(A)), ∀A ∈ BD.
on (D,BD) that is absolutely continuous with respect to µD and admits a density piQD .
2.2 Solving the forward problem using exact models and finite sampling
Here, and in the remainder of the paper, we assume that the parameter-to-QoI map, Q, is a measurable and
piecewise smooth map between (Λ,BΛ) and (D,BD) so that
Q−1(A) = {λ ∈ Λ | Q(λ) ∈ A} ∈ BΛ, and Q(Q−1(A)) = A.
If PΛ is described in terms of a density piΛ with respect to µΛ (i.e., piΛ = dPΛ/dµΛ is the Radon-Nikodym
derivative of PΛ), it is not necessarily the case that P
Q
D is absolutely continuous with respect to the Lebesgue
measure on D. Following [11], we assume that either the measure µD on (D,BD) is defined as the push-
forward of µΛ, or the push-forward of µΛ is absolutely continuous with respect to a specified µD.
In practice, even if an exact parameter-to-QoI map Q(λ) is available, we will often approximate the
push-forward of piΛ using finite sampling and standard density estimation techniques. We formalize, in
Assumption 1 below, the types of parameter densities piΛ, for which we may reasonably expect to obtain
accurate approximations of piQD using Monte Carlo sampling and standard density estimation techniques.
Assumption 1. For a given Q(λ), piΛ is chosen so that supq∈D pi
Q
D(q) ≤ B1 for some B1 > 0, and piQD is
continuous on D except possibly on a set A ⊂ D of zero µD-measure.
Generally, for any finite set of samples for any distribution, {qi}Mi=1, a standard kernel density estimate
of a density piQD(q) will produce a bounded approximation that is continuous everywhere and has the form
pˆiQD(q) =
1
MhmM
M∑
i=1
K
(
q − qi
hM
)
, (2.1)
where hM is the bandwidth parameter and K(q) is the kernel function. It is common to assume that
the kernel is integrable with
∫
DK(q)dµD = 1 and is bounded, i.e., there exist a constant κ such that‖K(q)‖L∞(D) ≤ κ <∞.
The accuracy of the estimated push-forward density is dependent on the number of samples M and
dimension m of the space. The following result from [20] gives a rate of convergence in the L∞-norm under
certain assumptions on the regularity of the density and the kernel.
Theorem 2.1. If piQD and the s
th-order derivatives of piQD are uniformly continuous, K(q) is an s
th-order
kernel that is bounded and integrable, and hM satisfies the criteria described in [20], then the error in the
kernel density estimate given by (2.1) satisfies
‖piQD(q)− pˆiQD(q)‖L∞(D) ≤ C
(
logM
M
)s/(2s+m)
.
The Gaussian kernel is a popular choice for which s = 2 yielding an O(M−2/(4+m)) rate of convergence in
the L∞-norm if one ignores the log factor. The rate of convergence of the KDE using the Gaussian kernel can
also be shown to be O(M−4/(4+m)) in the mean-squared error [38] and O(M−2/(4+m)) in the L1-error [14]
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under similar assumptions on the kernel, the bandwidth parameter and the regularity of piQD . Since the rate
of convergence is rather slow in M and scales poorly with dimension, KDEs often requires a large number
of samples to achieve an acceptable level of accuracy motivating the use of (computationally inexpensive)
approximate models.
2.3 Solving the forward problem using approximate models and finite sampling
Let (Qn(λ)) denote a sequence of approximations to Q(λ). The use of approximate QoI maps introduces
an additional error in the estimates of push-forward densities. Two practical requirements are needed
to approximate the push-forward densities using any particular Qn(λ). The first requirement is that the
approximate push-forward densities are uniformly bounded if the exact push-forward density is bounded
so that point-wise errors are not allowed to become arbitrarily large in which case we would not expect
convergence at all. The second requirement puts constraints on the continuity of the approximate push-
forward density. To formalize the second requirement we use a generalized notion of equicontinuity to
consider functions that may have many points of discontinuity such as density functions that are only
continuous in an a.e. sense.
Definition 2.2. Using similar notation from [37], we say that a sequence of real-valued functions (un)
defined on Rk is asymptotically equicontinuous (a.e.c.) at x ∈ Rk if
∀ > 0, ∃δ(x, ) > 0, n(x, ) s.t. |y − x| < δ(x, ), n > n(x, )⇒ |un(y)− un(x)| < .
If δ(x, ) = δ() and n(x, ) = n(), then we say that the sequence is asymptotically uniformly equicontinuous
(a.u.e.c.)1.
Using this definition and letting piQnD denote the push-forward of the prior density using the map Qn(λ)
we make the following assumption to encode our two practical requirements.
Assumption 2. Let (Qn(λ)) denote a sequence of approximations to Q(λ), then there exists B2 > 0 such
that for any n, supq∈D pi
Qn
D (q) ≤ B2. Moreover, for any δ > 0, there exists Nδ ⊂ D such that A ⊂ Nδ,
µD(Nδ) < δ, and the sequence of approximate push-forward densities is a.u.e.c. on D\Nδ.
This assumption allows for the construction of any approximate push-forward density which is discontinu-
ous more often than the exact push-forward density as long as the magnitude of the discontinuities decreases
asymptotically except possibly in a set that can be made arbitrarily small in µD-measure that contains
discontinuities of the exact piQD . Under Assumptions 1 and 2, we can construct push-forward densities using
approximate models that converge as the approximate model is refined.
Theorem 2.2 (Convergence of Push-Forward Densities). Let (Qn(λ)) denote a sequence of approximations
to Q(λ) such that Qn(λ)→ Q(λ) in L∞(Λ) as n→∞, i.e.,
∀δ > 0, ∃N s.t. n > N ⇒ ‖Qn(λ)−Q(λ)‖L∞(Λ) < δ. (2.2)
If Assumptions 1 and 2 hold, then for any  > 0, there exists N such that n > N implies that both∥∥∥piQD(q)− piQnD (q)∥∥∥
L∞(D)
< , (2.3)
and ∥∥∥piQD(Q(λ))− piQnD (Qn(λ))∥∥∥
L∞(Λ)
< . (2.4)
In Theorem 2.2, (2.3) implies that the approximate push-forward densities converge in L∞(D), i.e.,
the densities associated with the forward propagation of densities converge on D when evaluated using
exact values of the QoI q. However, in practice, we evaluate the approximate push-forward density at an
approximate QoI value to determine variations in relative likelihoods of the QoI data as parameters are varied.
Equation (2.4) states that the approximate push-forward densities evaluated at approximate values of the
1Using this definition of equicontinuity, sequences of functions that are either equicontinuous or uniformly equicontinuous
in the classical sense are automatically a.e.c. or a.u.e.c. since the definitions coincide if this definition is restricted to sequences
of continuous functions.
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QoI defined by propagating parameter samples also converge to the exact push-forward density evaluated at
exact values of the QoI in L∞(Λ).
Before proving Theorem 2.2, we first provide some context for the approach. Certainly, for any p ≥ 1,
convergence in Lp implies convergence in probability, which in turn implies convergence in distribution (i.e.,
weak convergence), so we have that the sequence of push-forward measures associated with Qn(λ) converge
weakly to the push-forward measure of Q(λ). While Scheffe’s theorem states that a.e. convergence of densities
implies convergence in distribution of the random variables, the converse is generally not true as mentioned
in the introduction.
In [5], a converse to Scheffe’s theorem is proven under the conditions that the densities associated with
weakly convergent distributions are point-wise bounded and uniformly equicontinuous from which the clas-
sical Arzela`-Ascoli theorem implies uniform convergence of the densities. Subsequently, in [37], this converse
to Scheffe’s theorem was generalized for classes of densities that are a.u.e.c. for the sequence of distributions
converging weakly to a distribution with a continuous density. Therefore, in the proof below, we begin by
isolating discontinuities in the exact and approximate push-forward densities using Assumptions 1 and 2 to
apply this converse to Scheffe’s theorem on “most” of D.
Proof Let  > 0 be given, and choose
δ =

2(B1 +B2)
.
Let Nδ denote the associated set such that µD(Nδ) < δ in Assumption 2. Then,∥∥∥piQD(q)− piQnD (q)∥∥∥
L∞(D)
=
∥∥∥piQD(q)− piQnD (q)∥∥∥
L∞(Nδ)
+
∥∥∥piQD(q)− piQnD (q)∥∥∥
L∞(D\Nδ)
(2.5)
By the choice of δ, the first term on the right-hand side of (2.5) is bounded by /2. By Theorem 1 in [37],
piQnD → piQD uniformly on D\Nδ. Thus, the second term on the right-hand side of (2.5) can also be bounded
by /2 by choosing n sufficiently large, which proves (2.3).
To prove (2.4), we first apply a triangle inequality to get∥∥∥piQD(Q(λ))− piQnD (Qn(λ))∥∥∥
L∞(Λ)
≤
∥∥∥piQD(Q(λ))− piQD(Qn(λ))∥∥∥
L∞(Λ)
+∥∥∥piQD(Qn(λ))− piQnD (Qn(λ))∥∥∥
L∞(Λ)
(2.6)
By (2.2) and Assumption 1, there exists δ > 0 such that the first term on the right-hand side of (2.6) is
bounded by /2. Note that the norm for the second term on the right-hand side of (2.6) is equivalent to the
L∞(D) norm since the arguments in the densities are identical. Then, by the above argument, this can be
bounded by /2, which proves (2.4).
The next lemma states that the KDE approximation using the sequence of approximate models converges
to the KDE approximation using the true model. The proof of Lemma 2.1 is straightforward and is omitted
for the sake of brevity.
Lemma 2.1. Assume that a set of M samples are used to generate KDE approximations using the true
model and the approximate model giving pˆiQD and pˆi
Qn
D respectively. If K(q) is Lipschitz continuous, then we
have the following bounds on the error in the KDE approximation using the approximate model,∥∥∥pˆiQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
≤ C‖Q(λ)−Qn(λ)‖L∞(Λ), (2.7)
and ∥∥∥pˆiQD(Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
≤ C‖Q(λ)−Qn(λ)‖L∞(Λ). (2.8)
It is important to note that Lemma 2.1 does not require the same assumptions as Theorem 2.1 since it
only shows that for a given set of samples, the KDE approximation using the approximate model converges
to the KDE approximation using the true model. This is true even if the KDE approximation using the true
model does not converge to the true density.
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Under the stricter assumptions in Theorem 2.1, i.e., those necessary to prove convergence of the KDE,
we prove that the approximation of the push-forward using the KDE and the approximate model converges
to the true density at a rate that depends on both the KDE approximation error as well as the approximate
model error. In Section 4, we give corollaries to this result for specific choices of approximate models.
Theorem 2.3 (Convergence of KDE Approximations of Push-Forward Densities). Assume that a KDE
approximation is generated using M samples of the approximate model. If piQD , K(q) and the bandwidth
parameter satisfy the assumptions in Theorem 2.1, and if K is also Lipschitz continuous, then we have the
following bounds on the error in the KDE approximation using the approximate model,∥∥∥piQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
≤ C
((
logM
M
) s
2s+m
+ ‖Q(λ)−Qn(λ)‖L∞(Λ)
)
, (2.9)
and ∥∥∥piQD(Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
≤ C
((
logM
M
) s
2s+m
+ ‖Q(λ)−Qn(λ)‖L∞(Λ)
)
. (2.10)
Proof First we prove (2.9). An application of the triangle inequality gives∥∥∥piQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
≤
∥∥∥piQD(q)− pˆiQD(q)∥∥∥
L∞(D)
+
∥∥∥pˆiQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
.
The first term is bounded using Theorem 2.1 and the second term is bounded using Lemma 2.1. Next, we
prove (2.10). Proceeding as before, we apply the triangle inequality twice to obtain∥∥∥piQD(Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
≤
∥∥∥piQD(Q(λ))− pˆiQD(Q(λ))∥∥∥
L∞(Λ)
+
∥∥∥pˆiQD(Q(λ))− pˆiQnD (Q(λ))∥∥∥
L∞(Λ)
+
∥∥∥pˆiQnD (Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
.
The first term is bounded using Theorem 2.1 and the second and third terms are bounded using Lemma 2.1.
3 Inverse problem analysis
In this section we consider the solution of a inverse problem using approximate models.
3.1 Problem definition
To facilitate analysis of solutions to the inverse problem presented in the introduction, we first formalize its
definition.
Definition 3.1 (Inverse Problem and Consistent Measure). Given a probability measure PD on (D,BD)
that is absolutely continuous with respect µD and admits a density piD, the inverse problem is to determine a
probability measure P postΛ on (Λ,BΛ) that is absolutely continuous with respect to µΛ and admits a probability
density pipostΛ , such that the subsequent push-forward measure induced by the map, Q(λ), satisfies
P postΛ (Q
−1(A)) = PQD (A) = PD(A), (3.1)
for any A ∈ BD. We refer to any probability measure P postΛ that satisfies (3.1) as a consistent solution to
the inverse problem.
Clearly, the inverse problem may not have a unique solution, i.e., there may be multiple probability
measures that push-forward to the observed measure. This is analogous to a deterministic inverse problem
where multiple sets of parameters may produce a fixed observed datum. A unique solution may be obtained
by imposing additional constraints or structure on the inverse problem. In this paper, such structure is
obtained by incorporating prior information to construct a unique solution to the inverse problem as first
proposed in [11].
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3.2 Solving the inverse problem using exact models
Given a prior probability measure PΛ on (Λ,BΛ) that is absolutely continuous with respect to µΛ and
admits a probability density piΛ we make the following assumption to guarantee existence and uniqueness of
a solution in terms of a density that is computable with standard density approximation techniques necessary
for approximation of piQD .
Assumption 3. There exists C > 0 such that piD(q) ≤ CpiQD(q) for a.e. q ∈ D.
Since the observed density and the model are assumed to be fixed, this is only an assumption on the prior.
We sometimes refer to this assumption as the Predictability Assumption since it implies that any output event
with non-zero observed probability has a non-zero predicted probability defined by the push-forward of the
prior. This assumption is consistent with the convention in Bayesian methods to choose the prior to be as
general as possible because if the prior predicts that the probability of an event that actually occurs is zero,
then even exhaustive sampling of the prior will be insufficient for incorporating data associated with this
event into the posterior measure.
Given an appropriate prior, constructing a consistent posterior solution is based on the following result.
Theorem 3.1 (Disintegration Theorem [13]). Assume Q : Λ → D is BΛ-measurable, PΛ is a probability
measure on (Λ,BΛ) and PD is the push-forward measure of PΛ on (D,BD). There exists a PD-a.e. uniquely
defined family of conditional probability measures {Pq}q∈D on (Λ,BΛ) such that for any A ∈ BΛ,
Pq(A) = Pq(A ∩Q−1(q)),
so Pq(Λ \Q−1(q)) = 0, and there exists the following disintegration of PΛ,
PΛ(A) =
∫
D
Pq(A) dPD(q) =
∫
D
(∫
A∩Q−1(q)
dPq(λ)
)
dPD(q), (3.2)
for A ∈ BΛ.
Assumption 3 automatically gives that PD is absolutely continuous with respect to µD. Thus, writing
dPD(q) = piD(q) dµD(q) and using the prior to define the conditionals densities in the iterated integral (3.2)
we arrive at the following theorem.
Theorem 3.2 (Existence and Uniqueness [11]). The probability measure P postΛ on (Λ,BΛ) defined by
P postΛ (A) =
∫
D
(∫
A∩Q−1(q)
piΛ(λ)
piD(Q(λ))
piQD(Q(λ))
dµΛ,q(λ)
)
dµD(q), ∀A ∈ BΛ (3.3)
is a consistent solution to the inverse problem in the sense of (3.1) and is uniquely determined for a given
prior probability measure PΛ on (Λ,BΛ).
The probability density of the consistent solution is given by
pipostΛ (λ) = piΛ(λ)
piD(Q(λ))
piQD(Q(λ))
, λ ∈ Λ. (3.4)
Each of the terms in (3.4) has a particular statistical interpretation and we refer the interested reader
to [11] for a detailed discussion. Computing the posterior density (3.4) only requires the construction of the
push-forward of the prior piQD since the prior and the observed densities are assumed a priori.
3.3 Solving the inverse problem using approximate models and finite sampling
When using approximate models to solve the inverse problem, we must make the following assumption,
which is analogous to Assumption 3, to guarantee existence and uniqueness of approximate solutions.
Assumption 4. There exists C > 0 such that piD(q) ≤ CpiQnD (q) for a.e. q ∈ D .
Violation of Assumption 4 implies that for the chosen piΛ the approximate forward map given by Qn(λ)
cannot predict the observed data.
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Recalling the formal expression for pipostΛ given by (3.4), we define
pipost,nΛ (λ) = piΛ(λ)
piD(Qn(λ))
piQnD (Qn(λ))
= piΛ(λ)rn(λ), with rn(λ) =
piD(Qn(λ))
piQnD (Qn(λ))
. (3.5)
The error in the total variation metric of the approximate posterior pdf is given by∥∥pipost,nΛ (λ)− pipostΛ (λ)∥∥L1(Λ) = ∫
Λ
piΛ(λ) |rn(λ)− r(λ)| dµΛ. (3.6)
Since pipost,nΛ (λ) and pi
post
Λ (λ) are both in L
1(Λ), we have that piΛ(λ) |rn(λ)− r(λ)| is also in L1(Λ). By a
standard result in measure theory, for each η ∈ (0, 1) > 0 there exists compact Λη ⊂ Λ such that∥∥pipost,nΛ (λ)− pipostΛ (λ)∥∥L1(Λ\Λη) < η.
This immediately implies that both∫
Λη
pipostΛ (λ) dµΛ ≥ 1− η, and
∫
Λη
pipost,nΛ (λ) dµΛ ≥ 1− η.
Thus, we can rewrite the error shown in (3.6) as the sum of two integrals. The first integral is over the
compact set Λη containing “most of the probability” for either the exact or approximate posterior probability
measure. The second integral is over the (potentially unbounded) Λ\Λη, where the probabilities of both the
exact and approximate posterior probabilities are less than η.
To simplify the analysis to follow, we assume that Λ is precompact (i.e., bounded in Rk), which sub-
sequently implies D has finite µD-measure if the QoI map is piecewise smooth and bounded. If Λ is not
precompact, then we simply note that the analysis we provide can be used to prove convergence of the
approximate posterior pdf on any compact subset of Λ. In Section 5, we briefly discuss how it may also be
possible to replace µΛ, and subsequently µD, by finite measures dominating the probability measures defined
on (Λ,BΛ) and (D,BD), respectively to arrive at similar theoretical results on Λ that are not precompact.
Theorem 3.3 (Convergence of Posterior Densities). Suppose Assumptions 1, 2, 3 and 4 hold, piD is a
Lipschitz continuous function on D, and (Qn(λ)) is a sequence of approximations to Q(λ) such that Qn(λ)→
Q(λ) in L∞(Λ) as n→∞. Then, for any  > 0 and precompact Λ, there exists N such that n > N implies∥∥pipost,nΛ (λ)− pipostΛ (λ)∥∥L1(Λ) < , (3.7)
where pipost,nΛ is the approximate posterior density obtained using Qn(λ) and its associated push-forward of
the prior density denoted by piQnD .
Proof Let Qn(λ) be any of the approximations from (Qn(λ)). We find it convenient to apply the
disintegration theorem using the map Qn(λ) to rewrite (3.6) as∥∥pipost,nΛ (λ)− pipostΛ (λ)∥∥L1(Λ) = ∫D
∫
Λ∩Q−1n (q)
piΛ(λ) |rn(λ)− r(λ)| dµΛ,q dµD. (3.8)
Observe that the difference in ratios given by |rn(λ)− r(λ)| can be rewritten as
|rn(λ)− r(λ)| =
∣∣∣∣∣piD(Qn(λ))piQD(Q(λ))− piD(Q(λ))piQnD (Qn(λ))piQnD (Qn(λ))piQD(Q(λ))
∣∣∣∣∣ .
Then, by adding and subtracting piD(Q(λ))pi
Q
D(Q(λ)) in the numerator, this difference can be decomposed
as
|rn(λ)− r(λ)| ≤
∣∣∣∣∣piD(Qn(λ))− piD(Q(λ))piQnD (Qn(λ))
∣∣∣∣∣︸ ︷︷ ︸
I
+
∣∣∣∣∣∣
piD(Q(λ))
[
piQD(Q(λ))− piQnD (Qn(λ))
]
piQnD (Qn(λ))pi
Q
D(Q(λ))
∣∣∣∣∣∣︸ ︷︷ ︸
II
. (3.9)
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Let  > 0 be given. We now prove there exists N such that if Qn(λ) is chosen from (Qn(λ))n>N , then∫
D
∫
Λ∩Q−1n (q)
piΛ(λ)I dµΛ,q dµD < /2, and
∫
D
∫
Λ∩Q−1n (q)
piΛ(λ)II dµΛ,q dµD < /2.
Since piD is assumed to be Lipschitz continuous with Lipschitz constant C ≥ 0, then
I ≤ C |Q(λ)−Qn(λ)|
piQnD (Qn(λ))
. (3.10)
Ho¨lder’s inequality then implies∫
D
∫
Λ∩Q−1n (q)
piΛ(λ)I dµΛ,q(λ) dµD(q) ≤
C
∫
D
‖Q(λ)−Qn(λ)‖L∞(Λ∩Q−1n (q))
∥∥∥∥∥ piΛ(λ)piQnD (Qn(λ))
∥∥∥∥∥
L1(Λ∩Q−1n (q))
dµD(q)
By the disintegration theorem, for a.e. q ∈ D, piΛ(λ)/piQnD (Qn(λ)) is a conditional density on Λ ∩ Q−1n (q),
i.e., ∥∥∥∥∥ piΛ(λ)piQnD (Qn(λ))
∥∥∥∥∥
L1(Λ∩Q−1n (q))
= 1 for a.e. q ∈ D.
It follows that ∫
D
∫
Λ∩Q−1n (q)
piΛ(λ)I dµΛ,q(λ) dµD(q) ≤ CµD(D) ‖Q(λ)−Qn(λ)‖L∞(Λ) . (3.11)
Recall the assumption of precompactness of Λ implies µD(D) < ∞. Then, since Qn(λ) → Q(λ) in L∞(Λ),
we have that this bound can be made smaller than /2 by choosing n sufficiently large.
We now choose a new C > 0 using Assumption 3 such that for a.e. q ∈ D,
piD(q)
piQD(q)
≤ C.
Using Ho¨lder’s inequality and the disintegration theorem as before, we have that∫
D
∫
Λ∩Q−1n (q)
piΛ(λ)II dµΛ,q(λ) dµD(q) ≤ CµD(D)
∥∥∥piQD(Q(λ))− piQnD (Qn(λ))∥∥∥
L∞(Λ)
.
By Theorem 2.2, this term can also be bounded by /2 by choosing n sufficiently large, which completes the
proof.
Next, we consider the utilization of a KDE to approximate the push-forward of the prior and assess how
this affects the approximation of the posterior. We define
pˆipost,nΛ (λ) = piΛ(λ)
piD(Qn(λ))
pˆiQnD (Qn(λ))
= piΛ(λ)rˆn(λ), with rˆn(λ) =
piD(Qn(λ))
pˆiQnD (Qn(λ))
, (3.12)
which represents the approximation of the posterior using the approximate model and a KDE approximation
of the push-forward of the prior through the approximate model. We emphasize that pˆipost,nΛ is not a KDE
approximation of the posterior. As in previous sections, we need to make a predictability assumption on the
KDE approximation of the push-forward of the prior through the approximate model.
Assumption 5. There exists Cˆ > 0 such that piD(q) ≤ CˆpˆiQnD (q) for a.e. q ∈ D .
Violation of Assumption 5 implies that for the chosen piΛ the KDE approximation constructed using the
approximate forward map given by Qn(λ) cannot predict the observed data. The only difference between
Assumption 4 and Assumption 5 is the incorporation of the kernel density approximation, so we would expect
these assumptions to be roughly equivalent for large M .
Under the strict assumptions on piQD required for Theorem 2.1, we can prove the following theorem
involving the rate of convergence of pˆipost,nΛ to pi
post
Λ .
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Theorem 3.4 (Convergence of Posterior Densities with KDE Approximation). Assume that a KDE approx-
imation is generated using M samples of the approximate model. Suppose Assumptions 1, 2, 3, 4 and 5 and
the assumptions in Theorem 2.1 hold. Furthermore, assume Λ is precompact, piD is a Lipschitz continuous
function on D, and (Qn(λ)) is a sequence of approximations to Q(λ) such that Qn(λ)→ Q(λ) in L∞(Λ) as
n→∞. Then,
∥∥pˆipost,nΛ (λ)− pipostΛ (λ)∥∥L1(Λ) ≤ C
((
logM
M
) s
2s+m
+ ‖Q(λ)−Qn(λ)‖L∞(Λ)
)
. (3.13)
Proof The proof of (3.13) follows the proof of Theorem 3.3 very closely since the approximate map,
Qn(λ), is the same, and only additional approximation is the value of the push-forward of the prior using
the KDE. For the sake of brevity, we only discuss the different arguments used here. We follow the same
arguments to decompose,
|rˆn(λ)− r(λ)| ≤
∣∣∣∣∣piD(Qn(λ))− piD(Q(λ))pˆiQnD (Qn(λ))
∣∣∣∣∣︸ ︷︷ ︸
I
+
∣∣∣∣∣∣
piD(Q(λ))
[
piQD(Q(λ))− pˆiQnD (Qn(λ))
]
pˆiQnD (Qn(λ))pi
Q
D(Q(λ))
∣∣∣∣∣∣︸ ︷︷ ︸
II
.
The first term is bounded similar to before, except for the fact that for a.e. q ∈ D, the ratio piΛ(λ)/pˆiQnD (Qn(λ))
is only an approximation of a conditional density. However, we can use the fact that piQnD (Qn(λ)) and
pˆiQnD (Qn(λ)) are constants along Λ ∩Q−1n (q) along with Assumptions 4 and 5 to show∥∥∥∥∥ piΛ(λ)pˆiQnD (Qn(λ))
∥∥∥∥∥
L1(Λ∩Q−1n (q))
=
∣∣∣∣∣piQnD (Qn(λ))pˆiQnD (Qn(λ))
∣∣∣∣∣
∥∥∥∥∥ piΛ(λ)piQnD (Qn(λ))
∥∥∥∥∥
L1(Λ∩Q−1n (q))
≤ Cˆ
C
for a.e. q ∈ D, where C and Cˆ are the constants in Assumptions 4 and 5 respectively. The bound on II
follows a similar argument, but uses Theorem 2.3 instead of 2.2.
Theorem 3.5 (Convergence to a KDE Approximation). Assume that a set of M samples are used to generate
KDE approximations using the true model and the approximate model giving pˆipostΛ and pˆi
post,n
Λ respectively.
Suppose Assumptions 1, 2, 3, 4 and 5 hold.Then,∥∥pˆipost,nΛ (λ)− pˆipostΛ (λ)∥∥L1(Λ) ≤ C (‖Q(λ)−Qn(λ)‖L∞(Λ)) . (3.14)
The proof of Theorem 3.5 is almost identical to the proof of Theorem 3.4. The only difference is the use
of Lemma 2.1 instead of Theorem 2.3.
4 Applications and Numerical Results
In this section we specialize the general theory to two classes of convergent approximate models. Specifically,
we consider sparse grid surrogate approximations, discretized partial differential equations and combinations
of these two. For each application, we first describe the sequence of discretized models and recall the known
results regarding the convergence of the approximate model. These theoretical results are combined with
Theorems 2.3 and 3.4 to give corollaries specific to each class of approximate model. We also provide numer-
ical results to demonstrate the convergence of the push-forward of the prior and the posterior. We consider
relatively simple numerical examples to enable construction of sequences of numerical approximations to
demonstrate convergence of the push-forward and posterior densities. For the sake of brevity, we only an-
alyze the contribution of the KDE to the error in the first application. The corresponding results for the
other two applications were similar. Before we present the applications, we discuss some of the numerical
considerations that are common throughout the remainder of this paper and some of the diagnostic tools we
use to assess whether or not the predictability assumptions have been satisfied.
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4.1 Numerical Considerations and Verifying Assumptions
In all the application to follow, we investigate the convergence in the push-forward and posterior densities
as the approximate models converge. For both the exact and approximate models, we use a Gaussian KDE
to construct estimates of the push-forward densities.
We estimate the L∞-norm of the push-forward using the samples generated from PΛ. That is
‖piQD(λ)− pˆiQnD (λ)‖L∞(D) ≈ max
1≤i≤M
|piQD(Q(λi))− pˆiQnD (Qn(λi))|.
Similarly we estimate the L1-norm of the posterior using the samples generated from the prior:
‖pipostΛ (λ)− pˆipost,nΛ (λ)‖L1(Λ) = ‖r(λ)− rˆn(λ)‖L1(Λ;PΛ) ≈
1
M
M∑
i=1
|r(Q(λi))− rˆn(Qn(λi))|.
Approximating the posterior density considered in this work requires solving the forward UQ problem
first. Once the solution to the forward UQ problem has been obtained, i.e., the push-forward piQD has been
approximated, we can then evaluate the posterior density at the samples used to build piQD at no extra cost
using (3.4). We can then use a standard rejection sampling strategy to accept a subset of these samples for
the posterior (see [11]).
In traditional Bayesian inference (see e.g. [36, 25, 4, 34, 17, 24]), very little in known about the posterior
measure or density2. The situation is slightly different for the approach considered in this work. In our
formulation, the posterior is constructed such that the push-forward of the posterior matches the given
density on the QoI, which gives us a means to assess the accuracy of the posterior. For example, if the
observed density on the QoI is Gaussian, then we can compare the mean and the variance of the push-
forward of the posterior with the corresponding values for piD. We can also estimate the integral of the
posterior,
I(pipostΛ ) =
∫
Λ
pipostΛ (λ) dµΛ =
∫
Λ
piΛ(λ)r(Q(λ)) dµΛ =
∫
Λ
r(Q(λ)) dPΛ
and the Kullback-Liebler (KL) divergence [26] between the prior and the posterior,
KL(piΛ : pi
post
Λ ) =
∫
Λ
pipostΛ (λ) log
(
pipostΛ (λ)
piΛ(λ)
)
dµΛ =
∫
Λ
r(Q(λ)) log r(Q(λ)) dPΛ.
In practice, we actually compute I(pˆipost,nΛ ) and KL(piΛ : pˆi
post,n
Λ ). Both of these quantities can be
estimated using the model evaluations that were used to estimate the push-forward of the prior, and are
therefore very cheap diagnostic tools [11]. The integral of the posterior is an especially useful diagnostic tool
since it is easy to show that
I(pipostΛ ) =
∫
Λ
pipostΛ (λ) dµΛ =
∫
D
piD(q) dµD.
Thus, if the approximation of the posterior using the approximate model and a KDE for the push-forward of
the prior does not integrate to one, or at least a reasonable Monte Carlo estimate of one, then this indicates
that Assumption 5 is not satisfied.
4.2 Sparse Grid Approximations
Surrogates of the parameter-to-QoI map are often used to reduce the computational cost of uncertainty
quantification. The theory we have developed thus far is quite general and can be applied to any surrogate
model, however here we focus on sparse grid collocation methods, which are known to provide efficient and
accurate approximation of stochastic quantities [22, 27, 30].
For simplicity we will restrict attention to consider stochastic collocation problems characterized by
variables λ with finite support normalized to fit in the domain Λ = [0, 1]k. However, the technique proposed
here can be applied to semi or unbounded random variables using the methodology outlined in [21].
2Unless the map is linear and the prior and noise model are Gaussian. In this case the posterior is also known to be Gaussian.
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Given a univariate interpolation rule with points Λn = {λn,i : i < 0 ≤ i ≤ Pn} and basis functions
φn,i, a level-n sparse grid with Nn points [7] approximates Q(λ) via a weighted linear combination of tensor
products of the univariate rules
Qn(λ) =
∑
n−k+1≤|n|1≤n
(−1)n−|n|1
(
k − 1
n− |n|1
) Pn1∑
i1=1
· · ·
Pnk∑
ik=1
f(λn,i) · (φn1,i1 ⊗ · · · ⊗ φnk,ik) (λ) (4.1)
The samples λn,i used to construct the sparse grid are a set of anisotropic grids Λn = Λn1 × · · ·Λnk on the
domain Λ, where n = (n1, . . . , nk) and i = (i1, . . . , ik) are multi-indices that denote the level and position
of a point within each univariate interpolation rule.
Typically when approximating Q(λ) with a smooth dependence on λ, the Lagrange polynomials are the
best choice of basis functions and Λn are chosen to be a set of well conditioned points such as the nested
Clenshaw-Curtis points. The number of points Pn of a one-dimensional grid of a given level, and thus the
total number of points in the sparse grid Nn, is dependent on the growth rate of the quadrature rule chosen.
For Clenshaw-Curtis points Pn = 2
n + 1. Under some assumptions on the regularity we recall the following
result.
Lemma 4.1 ([31]). For sufficiently smooth Q(λ), the isotropic level-n sparse-grid (4.1) based on Clenshaw-
Curtis abscissas with Nn points satisfies:
‖Q(λ)−Qn(λ)‖L∞(Λ) ≤ C1(σ)N−µ1n
where µ1 :=
σ
1+log 2k and the constant C1(σ) depends on the size of the region of analyticity σ of Q but not
on the number of points in the sparse grid.
Combining Lemma 4.1 with Theorem 2.3 gives the following result.
Corollary 4.1. Under the assumptions of Theorem 2.3 and Lemma 4.1, the error in the push-forward of
the prior using an isotropic level-n sparse grid approximation based on Clenshaw-Curtis abscissas with Nn
points satisfies ∥∥∥piQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
≤ C
((
logM
M
) s
2s+m
+ C1(σ)N
−µ1
n
)
, (4.2)
and ∥∥∥piQD(Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
≤ C
((
logM
M
) s
2s+m
+ C1(σ)N
−µ1
n
)
, (4.3)
where µ1 =
σ
1+log 2k .
Combining Lemma 4.1 with Theorem 3.4 gives the following result.
Corollary 4.2. Under the assumptions of Theorem 3.4, the error in the posterior using an isotropic level-n
sparse grid approximation based on Clenshaw-Curtis abscissas with Nn points satisfies
∥∥pipostΛ (λ)− pˆipost,nΛ (λ)∥∥L1(Λ) ≤ C
((
logM
M
) s
2s+m
+ C1(σ)N
−µ1
n
)
. (4.4)
4.2.1 Forward problem
The goal of this section is to verify the convergence rates in Corollary 4.1. Consider the analytical function
of two input parameters, λ ∈ [0, 1]2,
Q(λ) = 2e
− (λ1−0.25)2
2(0.15)2
− (λ2−0.75)2
2(0.15)2 + 3e
− (λ1−0.75)2
2(0.2)2
− (λ2−0.75)2
2(0.2)2
+ 2.5e
− (λ1−0.33)2
2(0.1)2
− (λ2−0.33)2
2(0.1)2 − e−
(λ1−0.8)2
2(0.1)2
− (λ2−0.4)2
2(0.2)2
which is a summation of four weighted Gaussian peaks. We assume a uniform prior probability distribution
on the input parameters.
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We compute a reference solution by evaluating the model at 50,000 samples generated from the prior
distribution. Next, we consider a sequence of approximate models using isotropic sparse grids with Clenshaw-
Curtis abscissa from the Dakota toolkit [1]. In Figure 1, we plot the response surface approximation at the
50,000 sample points generated from the prior using a level-4 sparse grid (49 model evaluations), a level-8
sparse grid (225 model evaluations), and the reference solution. Clearly, the level-4 sparse grid provides a
very poor approximation of the response surface.
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Figure 1: The level-4 sparse grid approximation of the QoI (left), the level-8 sparse grid approximation of
the QoI (middle), and the reference solution (right).
Next, we focus on the KDE contribution to the error by fixing the sparse grid at a level-12 approximation
(577 model evaluations). We then use relatively small sets of samples in the KDE approximation of the push-
forward of the prior setting M = 100, 500, 1000, 2000, 5000, 10000, and 20000 and we repeat each experiment
25 times to compute the average error. On the left side of Figure 2, we plot the L∞ error in the push-forward
of the prior as the number of samples used to compute the KDE increases. Recall that the only difference
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Figure 2: Convergence of the push-forward of the prior as the KDE is refined and the sparse grid is held
fixed at the highest level (left), and as the sparse grid is refined and KDE is fixed with the maximum number
of samples.
between (4.2) and (4.3) is whether we evaluate the KDE approximation at the reference QoI values or at
the approximate QoI values. Since we are using a fairly accurate response surface approximation, these
pointwise errors are relatively small and the difference between the two estimates is negligible.
Next, we fix M = 50, 000 to assess the error in the push-forward of the prior due to the response
surface approximation. In Figure 2 (right), we see that the push-forward of the prior converges rapidly as
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the pointwise error in the response surface approximation decreases. In this case, we observe a difference
between the error estimates given by (4.2) and (4.3) due to difference in where the KDE is evaluated.
4.2.2 Inverse problem
The goal of this section is to verify Corollary 4.2. We use the model introduced in Section 4.2.1. To formulate
a inverse problem, we assume that piD ∼ N(2.3, 0.04) and use (3.4) to compute the posterior density. For
both the reference solution and each sparse grid approximation, we use the 50,000 samples with a Gaussian
KDE to approximate the push-forward of the prior. The corresponding approximations of the posterior for
the level-4 and level-8 sparse grid approximations are shown in Figure 3 along with the posterior from the
reference solution. The level-4 sparse grid provides a poor approximation of the response surface and the
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Figure 3: Posterior corresponding to the level-4 sparse grid approximation (left), the level-8 sparse grid
approximation (middle), and the reference solution (right).
corresponding posterior contains significant error. The posterior corresponding to the level-8 sparse grid
appears to be much closer to the reference solution.
We use the standard rejection sampling strategy described in [11] to accept a subset of these samples for
the posterior. The accepted samples for the level-4 and level-8 sparse grid approximation of the posterior
are shown in Figure 4 along with the samples accepted from the reference solution.
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Figure 4: Samples from the posterior corresponding to the level-4 sparse grid (left), the level-8 sparse grid
approximation (middle), and the reference solution (right).
In Table 1, we show the diagnostic data on the posterior densities obtained using different sparse grid
levels. The integral of the posterior clearly indicates that the level-2 sparse grid approximation does not
satisfy Assumption 4. Moreover, the mean and variance of the push-forward of the posterior do not match
the corresponding values for piD. Thus, the level-2 sparse grid cannot be used to solve the inverse problem.
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Level-2 Level-4 Level-8 Level-12 Reference Truth
I(pˆipost,nΛ ) 0.001 0.930 0.983 0.983 0.983 1.000
KL(piΛ : pˆi
post,n
Λ ) -0.004 2.163 1.981 1.981 1.981 UNKN
Mean PF-post 1.616 2.279 2.304 2.303 2.303 2.300
Var. PF-post 2.369e-3 2.915e-2 4.168e-2 4.197e-2 4.192e-2 4.000e-2
Table 1: Comparison of the integral of the posterior, the KLD from the prior to the posterior, and the
mean and variance of the push-forward of the posterior obtained using various sparse grid approximations
in Section 4.2.2.
The diagnostic data for the level-4 is much better, but it is still not sufficient to allow this approximate model
to be used to solve the inverse problem. On the other hand, the information for the level-8 and level-12
sparse grid approximations indicate that Assumption 4 is satisfied and that these approximate models can
be used to solve the inverse problem. In fact, this is true for the level-5 sparse grid and all higher-order
approximations. Thus, throughout the remainder of this section we only use levels 5-12. We emphasize that
while the diagnostic data is useful to assess the usability of an approximate model, it does not provide any
information regarding the accuracy of the posterior.
We first seek to isolate the KDE contribution to the error in the posterior by fixing the sparse grid
approximation at level-12 and using smaller subsets of the 50,000 samples as in Section 4.2.1. In Figure 5
(left) we plot the error in the posterior density as the number of samples used to compute the KDE increases.
Next, we fix M = 50, 000 and assess the accuracy in the posterior as the sparse grid approximation is refined.
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Figure 5: Convergence of the posterior in the L1-norm as the KDE approximation is refined (left) and
as the sparse grid is refined (right). For reference, we also include the L∞ error in the response surface
approximation in the right image.
As mentioned in the previous section, by utilizing the same set of samples for the reference solution and for
each response surface approximation, we are able to isolate the contribution of the sparse grid approximation
to the error. In Figure 5 (right), we clearly see that the error in the posterior, measured in the L1-norm,
decays at the same rate as the L∞-error in the response surface approximation.
4.3 Discretized Partial Differential Equations
Consider the following general system of equations,
∂u
∂t
+ A(λ; u) = 0, (4.5)
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defined on Ω × (0, T ] where Ω ⊂ Rs, s = 1, 2, 3, is a polygonal (polyhedral) and bounded domain with
boundary ∂Ω. As throughout the paper, the random parameter λ reflects sources of uncertainty, for example,
uncertain initial or boundary conditions, forcing etc. The solution operator’s dependency on λ implies that
both u := u(x, t, λ) and Q(λ) := Q(u(x, t, λ)) are also uncertain and may be modeled as a random processes.
For the sake of simplicity, we assume that Q is a bounded continuous linear functional of u.
In this paper we assume that A is convex and has smooth second derivatives. Specific examples of A
and u will be given in subsequent sections. We assume that sufficient initial and boundary conditions are
provided so that (4.5) is well-posed in the sense that there exists a solution for a. e. λ ∈ Λ.
Let Th be a conforming partition of Ω, composed of Nh closed convex volumes of maximum diameter
h. We assume that the mesh is regular in the sense of Ciarlet [12] and take Th to be a conforming finite
element mesh consisting of simplices or parallelopipeds. A fully discrete scheme for any λ ∈ Λ can be
obtained by letting Ij = (tj−1, tj) and time steps ∆t = maxj tj − tj−1 denote the discretization of [0, T ] as
0 = t0 < t1 < · · · < tNt = T . In this paper, we assume that a first-order Euler scheme (either implicit or
explicit) is used to discretize in time. To define the sequence of approximate models, (Qn(λ)), we define
sequences of discretizations,
h0 ≥ h1 ≥ . . . , and ∆t0 ≥ ∆t1 ≥ . . . ,
where hn,∆tn → 0 as n → ∞. Then we define Qn(λ) to be the approximate model that uses hn and ∆tn
respectively. In cases where a unique and sufficiently regular solution exists, one can obtain the following
error bound using duality arguments (see e.g. [19, 15, 9, 32, 3])
‖Q(λ)−Qn(λ)‖L∞(Λ) ≤ C(u)(hr+αn + ∆tn), (4.6)
for some α ∈ [0, 1] where C(u) depends but does not depend on ∆tn or hn. The parameter r is determined
by the regularity of the solution and the order of accuracy of the spatial discretization. We note that C(u)
typically depends on λ and α depends on the regularity of u. Combining (4.6) with Theorem 2.3 gives the
following result.
Corollary 4.3. Under the assumptions of Theorem 2.3, the error in the push-forward of the prior using a
discretization of (4.5) satisfies
∥∥∥piQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
≤ C
((
logM
M
) s
2s+m
+ C(u)(hr+αn + ∆tn)
)
, (4.7)
and ∥∥∥piQD(Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
≤ C
((
logM
M
) s
2s+m
+ C(u)(hr+αn + ∆tn)
)
. (4.8)
Combining (4.6) with Theorem 3.4 gives the following result.
Corollary 4.4. Under the assumptions of Theorem 3.4, the error in the posterior using a discretization of
(4.5) satisfies
∥∥pipostΛ (λ)− pˆipost,nΛ (λ)∥∥L1(Λ) ≤ C
((
logM
M
) s
2s+m
+ C(u)(hr+αn + ∆tn)
)
. (4.9)
4.3.1 Forward problem
The goal of this section is to verify the convergence rates in Corollary 4.3. Consider a single-phase incom-
pressible flow model: 
−∇ · (K(λ)∇u) = 0, (x, y) ∈ Ω = (0, 1)2,
u = 1, x = 0,
u = 0, x = 1,
K∇p · n = 0, y = 0 and y = 1.
(4.10)
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Here, u is the pressure field and K is the permeability field which we assume is a scalar field given by a
Karhunen-Loe´ve expansion of the log transformation, Y = logK, with
Y (λ) = Y +
∞∑
i=1
ξi(λ)
√
ηifi(x, y),
where Y is the mean field and ξi are mutually uncorrelated random variables with zero mean and unit variance
[16, 39]. The eigenvalues, ηi, and eigenfunctions, fi, are computed using an assumed functional form for the
covariance matrix [42, 35]. We assume a correlation length of 0.01 in each spatial direction and truncate the
expansion at 100 terms. This choice of truncation is purely for the sake of demonstration. In practice, the
expansion is truncated once a sufficient fraction of the energy in the eigenvalues is retained [42, 16]. Our
quantity of interest is the pressure at the point (0.0540, 0.5487) ∈ Ω. The prior is a multivariate standard
normal density piΛ ∼ N(0, I) where I is the standard identity matrix.
To approximate solutions to the PDE in Eq. (4.10) we use a finite element discretization with continuous
piecewise bilinear basis functions defined on a uniform spatial grid. We vary the number of grid points in each
spatial direction (h = 1/10, 1/20, 1/40, 1/80, 1/160) to construct a sequence of approximate models, i.e., each
Qn is associated with a particular value of h. The asymptotic value of the quantity of interest is unknown, but
for each sample in Λ we have the QoI on a sequence of grids so we use Richardson extrapolation to estimate
a reference solution for the QoI. We generate 10,000 samples from the prior and evaluate each discretization
of the PDE model for each of these realizations. We use a standard Gaussian KDE to approximate the push-
forward of the prior in the 1-dimensional output space. In Figure 6 (left), we plot the convergence of the
push-forward of the prior as the physical discretization is refined. We do see a significant difference between
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Figure 6: Convergence of the push-forward of the prior (left) and convergence of the QoI in the L∞-norm
and the posterior in the L1-norm (right) as the spatial approximation is refined.
(4.7) and (4.8), but the errors eventually converge at approximately the same rate. The difference between
the two curves is because (4.7) evaluates error when the approximate push-forward density is evaluated
using exact values of the QoI q, whereas (4.8) evaluates error using the approximate push-forward densities
evaluated at approximate values of the QoI. The later evaluation introduces an additional source of error
and thus the error in (4.8) will always be larger than the error in (4.7).
4.3.2 Inverse problem
The goal of this section is to verify the convergence rate in Corollary 4.4. We use the model introduced
in Section 4.3.1. To formulate a inverse problem, we assume the observed density on the QoI is given
by piD ∼ N(0.7, 1.0E-4). The diagnostic information for the posteriors associated with the various levels
of spatial discretization is provided in Table 2. For this example, each of the approximate models satisfy
Assumption 5 and provide consistent solutions to the inverse problem. However, the accuracy in the posterior
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h=1/10 h=1/20 h=1/40 h=1/80 h=1/160 Ref. Truth
I(pipostΛ ) 0.993 0.986 0.982 0.978 0.980 0.980 1.000
KL(piΛ : pi
post
Λ ) 1.344 1.344 1.326 1.341 1.353 1.357 UNKN
Mean PF-post 0.700 0.700 0.700 0.700 0.700 0.700 0.700
Var. PF-post 0.997e-4 0.995e-4 0.978e-4 1.012e-4 1.003e-4 1.021e-4 1.000e-4
Table 2: Comparison of the integral of the posterior, the KLD from the prior to the posterior, and the
mean and variance of the push-forward of the posterior obtained using various spatial approximations in
Section 4.3.2.
depends on the accuracy in the approximate model. In Figure 6 (right), we plot the L1-norm of the error in
the posterior along with the L∞-norm of the error in the approximate model. We see that the error in the
posterior converges at the same rate as the error in the approximate model.
4.4 Combined Discretizations Sparse Grid Approximations
In this section we consider the common case when two forms of approximations are used to quantify uncer-
tainty. Specifically we consider the situation when a sparse grid surrogate of a discretized model is used.
In this setting, there are several ways to define the sequence Qn. We simply assume that the sequence is
defined in such a way that for any 0 < m < n, we have hn ≤ hm, ∆tn ≤ ∆tm and Nm ≤ Nn. Combining
Lemma 4.1 and (4.6) gives the following result.
Lemma 4.2. For sufficiently smooth Q(λ), the isotropic level-n sparse-grid (4.1) based on Clenshaw-Curtis
abscissas with Nn points and a discretization of (4.5) satisfies
‖Q(λ)−Qn(λ)‖L∞(Λ) ≤ C1(σ)N−µ1n + C1(u)
(
hr+αn + ∆tn
)
where the constant C1(σ) depends on the size of the region of analyticity σ of Q but not on the number of
points in the sparse grid and C1(u) depends on the solution u but not the mesh and temporal resolution h
and k, respectively.
Combining Lemma 4.2 with Theorem 2.3 gives the following result.
Corollary 4.5. Under the assumptions of Theorem 2.3 and Lemma 4.2, the error in the push-forward of
the prior using an isotropic sparse grid approximation based on Clenshaw-Curtis abscissas with Nn points
and a discretization of (4.5) satisfies
∥∥∥piQD(q)− pˆiQnD (q)∥∥∥
L∞(D)
≤ C
((
logM
M
) s
2s+m
+ C1(σ)N
−µ1
n + C1(u)
(
hr+αn + ∆tn
))
, (4.11)
and
∥∥∥piQD(Q(λ))− pˆiQnD (Qn(λ))∥∥∥
L∞(Λ)
≤ C
((
logM
M
) s
2s+m
+ C1(σ)N
−µ1
n + C1(u)
(
hr+αn + ∆tn
))
, (4.12)
where µ1 =
σ
1+log 2m .
Combining Lemma 4.2 with Theorem 3.4 gives the following result.
Corollary 4.6. Under the assumptions of Theorem 3.4, the error in the posterior using an isotropic sparse
grid approximation based on Clenshaw-Curtis abscissas with Nn points and a discretization of (4.5) satisfies
∥∥pipostΛ (λ)− pˆipost,nΛ (λ)∥∥L1(Λ) ≤ C
((
logM
M
) s
2s+m
+ C1(σ)N
−µ1
n + C1(u)
(
hr+αn + ∆tn
))
. (4.13)
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4.4.1 Forward problem
The goal of this section is to verify the convergence rates in Corollary 4.5. Consider the nonlinear system of
ordinary differential equations governing a competitive Lotka-Volterra model of the population dynamics of
species competing for some common resource. The model is given by{
dui
dt = riui
(
1−∑3j=1 αijuj) , t ∈ (0, 10],
ui(0) = ui,0
, (4.14)
for i = 1, 2, 3. The initial condition, ui,0, and the self-interacting terms, αii, are given, but the remaining
interaction parameters, αij with i 6= j as well as the reproductivity parameters, ri, are unknown. Thus, we
have a total of 9 uncertain parameters. We assume that these parameters are each uniformly distributed on
[0.3, 0.7]. The quantity of interest is the population of the third species at the final time, u3(10).
We approximate the solution to (4.14) in time using an explicit Euler method. For the reference solution,
we use a time step of ∆t = 1/1000. We generate a set of 10,000 samples from the prior and solve the
discretized ODE for each of these samples.
The input parameter space is 9-dimensional, so it reasonable to construct a low-order sparse grid ap-
proximation to reduce the number of samples of the discretized ODE. We start with a time step size of
∆t = 1/10 and an isotropic sparse grid of level-1 (19 model evaluations). We explore uniformly refining the
time step with ∆t = 1/20, 1/40, 1/80, 1/160 and refining the sparse grid to level-2 (181 model evaluations),
level-3 (1177 model evaluations), and level-4 (5929 model evaluations).
In Figure 7 (left), we fix ∆t = 1/160 and we see that the error in the push-forward of the prior converges
as the sparse grid is refined. In Figure 7 (right), we fix the sparse grid at level-4 and assess the convergence
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Figure 7: Convergence of the push-forward of the prior as the sparse grid discretization is refined and the
temporal discretization is held fixed at the highest level (left), and as the temporal discretization is refined
and the sparse grid discretization is held at the highest level (right).
in the error in the push-forward of the prior converges as the temporal discretization is refined.
We clearly see that the dominant contribution to the error comes from the sparse grid approximation.
The convergence plots in Figure 7 stagnate once they reach the level-4 sparse grid error. Ideally, we would
use an a posteriori error estimation technique (see e.g., [23, 9, 8, 10, 6]) to decompose the error into the
various contributions and adaptively choose which discretization to refine, but that is beyond the scope of
this paper.
We remark here that goal-oriented approaches for estimating the errors in approximations based upon
spatial and temporal discretizations and surrogate were developed in [9], further generalized in [10]. These
approaches were then used in [23, 6] to separate the error into different contributions and adaptively control
the error, and, extended in [40], to bound the error in probabilities of rare events. However none of these
works considers the error induced in the estimates of push-forward densities.
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4.4.2 Inverse problem
The goal of this section is to verify the convergence rate in Corollary 4.6. We use the model introduced
in Section 4.4.1. To formulate a inverse problem, we assume the observed density on the QoI is given by
piD ∼ N(0.7, 1.0E-4). In Tables 3 and 4 we provide diagnostic data on the posterior densities produced using
the lowest-order sparse grid and the coarsest temporal discretization, respectively. We see that, even for the
∆t = 110 ∆t =
1
20 ∆t =
1
40 ∆t =
1
80 ∆t =
1
160 Ref. Truth
I(pipostΛ ) 1.023 1.023 1.023 1.023 1.023 1.017 1.000
KL(piΛ : pi
post
Λ ) 2.449 2.453 2.455 2.456 2.457 2.552 UNKN
Mean PF-post 0.500 0.500 0.500 0.499 0.500 0.500 0.500
Var. PF-post 1.011e-4 1.031e-4 1.040e-4 1.040e-4 1.038e-4 1.029e-4 1.000e-4
Table 3: Comparison of the integral of the posterior, the KLD from the prior to the posterior, and the mean
and variance of the push-forward of the posterior obtained using using various temporal discretizations and
a level-1 sparse grid in Section 4.4.2.
Level-1 Level-2 Level-3 Level-4 Ref. Truth
I(pipostΛ ) 1.023 1.012 1.018 1.020 1.017 1.000
KL(piΛ : pi
post
Λ ) 2.449 2.544 2.557 2.559 2.552 UNKN
Mean PF-post 0.500 0.499 0.499 0.499 0.500 0.500
Var. PF-post 0.951e-4 1.022e-4 1.021e-4 1.059e-4 0.994e-4 1.000e-4
Table 4: Comparison of the integral of the posterior, the KLD from the prior to the posterior, and the mean
and variance of the push-forward of the posterior obtained using various sparse grid approximations with a
fixed temporal discretization (∆t = 110 ) in Section 4.4.2
coarsest discretization, the approximate models satisfy Assumption 5 and can be used to solve the inverse
problem. We also see that KLD using the level-1 sparse grid does not give the same value as the other sparse
grid levels or the reference solution. This indicates that while Assumption 5 is satisfied, the approximate
model leads to a different posterior.
In Figure 8, we plot the L1-norm of the error in the posterior along with the L∞-norm of the error in
the approximate model. We see that the error in the posterior converges at the same rate as the error in
the approximate model. As in Section 4.4.1, the dominant contribution to the error is due to the sparse grid
approximation, so the convergence eventually stagnates when refining the temporal discretization.
5 Conclusion
We developed a theoretical framework for analyzing the convergence of probability density functions com-
puted using approximate models for both forward and inverse problems. Our theoretical results are quite
general and apply to any L∞-convergent sequence of approximate models can be considered. We proved that
the densities converge under quite reasonable assumptions and rates of convergence are obtained under more
stringent assumptions. The rates of convergence explicitly show the dependence on the error introduced
by approximating densities and the error induced via the use of approximate models. We have verified
the theoretical results using sequences of approximate models derived from discretized partial and ordinary
differential equations as well as from sparse grid approximations.
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Figure 8: Convergence of the posterior in the L1-norm as the sparse grid discretization is refined and the
temporal discretization is held fixed at the highest level (left), and as the temporal discretization is refined
and the sparse grid discretization is held at the highest level (right).
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