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Abstract
Emerging market currencies rarely have exchange-traded futures which may be used to 
hedge spot positions. Cross-hedging is an alternative to direct hedging, and allows the 
spot position to be hedged using futures in a related asset. If the hedge is to be 
successful, there should be a significant relationship existing between spot and futures, 
and this can be determined using techniques such as correlation and cointegration 
testing. However, the presence of structural breaks may result in the relationship being 
misspecified, and any hedge that is formed based on this relationship is likely to 
underperform a more appropriately related hedge.
This thesis initially examines the relationships between a range of East Asian 
currencies, for which liquid, exchange-traded futures are unlikely to be available. The 
currencies are tested along with Australian dollar, Japanese yen and German mark 
futures, to determine if relationships exist. The period examined includes the 1997 East 
Asian crisis, when a number of the East Asian currencies experienced a change in 
regime, and it is anticipated that the currency series will contain structural breaks. A 
range of testing procedures is examined, with the performance of those accommodating 
structural breaks and those not accommodating structural breaks compared and 
contrasted. Breakpoints are identified using tests that do not rely on visual 
identification, but rather find the breakpoint from statistical analysis.
Currency pairs are then selected to form cross-hedges based on the results of 
cointegration and correlation testing, and the effectiveness of minimum variance and 
error-correction model hedge ratio derivation techniques are compared with the 
effectiveness of the traditional full hedge. Finally, the lower partial moment hedge ratio 
is examined. This technique, not previously applied to cross-hedges in the literature, is 
shown to be effective when used with cross-hedging, and is a promising avenue for 
future research.
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1 Introduction
As the world continues to open its markets to international trade, the risks inherent in 
the free movement of capital through global financial systems become increasingly 
important to companies. Smaller companies are now just as likely to be involved in 
international trade as larger, multinational corporations, and as such are affected by 
exchange risk, political risk and other business risks caused by the globalisation of 
trade. It becomes important for companies to understand and manage this risk, and to do 
it while minimising costs and transaction fees. As a result, the use of hedging strategies 
to protect foreign currency denominated income streams has become an issue at the 
forefront of business planning and risk management. The ability to hedge using 
exchange-traded products is highly desirable as it allows businesses to minimise some 
types of risk while often minimising the costs associated with hedging.
Hedging is the process whereby the value of an asset is protected through the purchase 
of derivative products in the asset. The hedger is able to offset the risk inherent in the 
asset through the purchase of the derivative as the resulting portfolio of asset (spot) and 
derivative will carry less risk than the asset alone. For a simple example, suppose we are 
to receive USD $1000 in six months time. As the value of the money received (in AUD) 
will change as the exchange rate between USD and AUD changes, we have exchange 
rate or currency risk present in the transaction. In order to minimise this risk, it is 
possible to purchase a futures or forward contract that gives us the right to buy AUD for 
USD in six months time. If we are able to construct a scenario that allows us to buy the 
same number of AUD for USD $1000 in six months time as we would today, then we 
have created a perfect hedge and hence a guarantee that no money will be lost during
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the course of the transaction due to exchange rate movements1 2. This has effectively 
removed any currency risk from the transaction. In reality, the situation is more 
complex and a perfect hedge is rarely achievable. However it is possible to minimise the 
adverse consequences of international trade through the prudent and skilled use of 
various hedging techniques which allow the hedger to at least minimise their level of 
currency risk, if not remove it completely.
A variety of instruments exist that may be used to implement a hedge. Swaps, options, 
forwards and futures are commonly used in hedging, and merchant banks may create 
customised products that allow the hedger to precisely replicate their exposure. Other, 
more exotic instruments may also be created by the merchant banks to address the needs 
of the hedger. Alternatively, exchange-traded forwards, futures, options and futures 
options exist and many are widely traded. All of these products have been studied 
extensively, and there are arguments for and against the use of each type, although the 
consensus does tend to favour futures and forwards (Lien and Tse, 2002) . This thesis 
will focus on the use of exchange-traded futures contracts in currency hedging. 
Exchange-traded derivative products enable hedges to be implemented quickly and 
cheaply. They are freely available and priced using market forces, which means that 
costs may be kept to a minimum. A custom-designed product, supplied by a merchant 
bank, is often less responsive to market forces and may be priced at a premium, 
although competition between banks can be fierce and a large company may be able to 
extract favourable concessions if their bank anticipates future business. Although the 
bank may be able to provide a product that is perfectly suited to the hedger’s
1 This is a very simplistic example and ignores other forms of risk. Particularly, in the case of a futures 
contract the mark-to-market risk must be considered.
2 For a more complete discussion of these arguments, please refer to section 2.1.2, p. 31
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requirements in all other respects, it is created entirely at the discretion of the bank and 
the terms of trade may mean that a purchaser is unable to exit their hedge early, or 
dispose of the product freely. An exchange-traded product may be priced more cheaply 
than a custom-built, over-the-counter product, and is easily traded in the market should 
a hedger wish to exit the strategy early, late, or on time. An exchange-traded product 
gives autonomy to the hedger, allowing them to trade at their discretion. It is also much 
more accessible for small businesses, who may not be able to justify a hedging strategy 
based on expensive, custom-built products. It also allows smaller denomination 
exposures to be hedged efficiently. Indeed, there is evidence that some banks may 
charge a “nuisance fee” to companies wishing to implement a smaller-valued hedge3.
The difficulty of exchange-traded derivatives is that they come in a restricted range of 
assets, and only a few currencies have a liquid market in derivative securities. As a 
result, many currencies that are traded in the world today do not have exchange-traded 
derivatives available. This is particularly evident in East Asia, where previously 
managed exchange rates have floated in the last six years, and where less developed 
financial markets exist. However, these countries have become a manufacturing 
powerhouse, and are increasingly important to OECD countries for trade and 
investment. Not only are these countries producing large amounts of consumer goods 
for OECD consumption, but they have become important destinations for investment 
due to the spectacular growth of some of these economies. As studies such as Glen and 
Jorion (1993) and Harvey (1994) have pointed out, significant excess returns can be 
made by investing in emerging markets such as those in the Asian region while 
following a prudent hedging strategy to mitigate currency risk. Indeed, OECD-based
3 These fees are discussed in Tormley (1992).
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investors flocked to these markets during the 1990’s as they exhibited spectacular 
equities market returns, and as their reputation as a reliable and cost-effective 
manufacturing base grew internationally. However, the nature of emerging markets is 
such that, while spectacular gains are possible, spectacular failures of the market are 
also a feature and a string of emerging market failures, from Mexico in 1994 to 
Argentina in 2002, lay testament to the dangers that may befall an unwary investor. 
Stories of financial ruin abound from this period. Investors who failed to implement 
effective hedging strategies were wiped out when the markets failed and currencies 
were forced to devalue. Few commentators forecast the Asian currency crisis and those 
that did were overlooked by investors (Radelet and Sachs, 1998a) as foreign investment 
funds flooded unchecked into the East Asian countries until the crisis hit. As most 
investors were caught completely off-guard by the severity of the crisis, many would 
have wished they had implemented a more effective hedging strategy. An investor with 
an unhedged exposure to the Asian markets in 1997 felt the full force of the subsequent 
financial crisis, and is doubtless wiser for the experience. A good hedging strategy that 
maximises gains while minimising losses will reward the investor in the longer term as 
it protects them from such crises. The lack of exchange-traded derivative products in 
Asian currencies is therefore a concern for the prospective hedger.
A solution to this problem is to use a cross-hedge. A cross-hedge is the process whereby 
the hedger uses a derivatives contract in a related but not identical asset to create the 
hedge. By implementing a cross-hedge in an appropriate currency, a hedge can be 
created that, while not as effective as an ordinary hedge (Eaker and Grant, 1987), can 
still yield good results and will protect a currency exposure more effectively than had 
the exposure been left unhedged. The hedge is best executed in a related currency, and
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hence the study of cointegration between East Asian currencies and those in which 
exchange-traded futures products are denominated is an important first step. By 
ascertaining which currencies are related to the currency we wish to hedge, it may be 
possible to create a cross-hedge that will be cheaper to buy, more accessible and more 
flexible in its disposal than those custom-made by merchant banks. This effectively 
minimises the risk inherent in foreign currency transactions while taking advantage of a 
typically liquid, mature market for derivative securities.
The choice of a related currency may then be made using cointegration analysis. Engle 
and Granger (1987) show that a linear combination of two time series will have an error 
term that is 1(0)  if those time series are cointegrated. This means that they have a 
relationship in which one moves in some combination with the other, and hence these 
are closely related assets in mathematical definition. If cointegration analysis indicates 
that two currencies are cointegrated, then this relationship can be exploited in a cross­
hedge. Thus the currencies of a region, such as East Asia, may be tested for 
cointegration against a variety of OECD currencies with liquid exchange-traded 
derivatives markets to find an appropriate cross-hedging instrument.
It is interesting to note that most studies of cross-hedging focus on northern hemisphere 
currencies such as the US dollar, the German mark, the British pound and the Japanese 
yen. There is little consideration for another currency that is traded in significant 
volume4, and which has a wide range of derivative products available -  the Australian 
dollar. Further, what little work has been done on the East Asian region fails completely
4 Bank for International Settlements (2005) indicates that the Australian dollar is the 6th most highly 
traded currency in the world, ahead of the Canadian dollar and just behind the Swiss franc. (Table B.3, 
“Currency distribution of reported foreign exchange market turnover”, p. 9). In Asia, only the Japanese 
yen is more highly traded.
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to take the Australian dollar into consideration. Intuitively it would seem that this is a 
gross omission, considering the nature of Australia’s diplomatic and trade relationships 
in the region. Australia exports 53% of its merchandise trade to Asia, and as the only 
major “western” economy in the region it has a pivotal political role in both diplomacy 
and aid work. This thesis rectifies this omission by showing that the Australian dollar is 
a major influence on the currencies of East Asia, particularly so since the floating of the 
currencies in 1997-98. This is the first comprehensive characterisation of the 
relationships between the East Asian and Australian currencies, and the first that 
examines the changing nature of their relationships over the currency crisis period.
Once a suitable hedging currency has been identified, a cross-hedge can be put in place. 
The exact nature of the hedge is another essential part of the hedging strategy. A variety 
of hedging techniques exist, from the Ederington (1979) minimum variance hedge ratio, 
to GARCH model hedge ratios, error-correction model hedge ratios and methods 
incorporating lower partial moments. This thesis will examine a range of these 
techniques for the derivation of hedge ratios, and contrast them with the performance of 
the full hedge using a variety of performance measures. The ability to use some ratio, 
rather than a full 1:1 hedge, significantly decreases the costs associated with hedging as 
it requires the purchase of fewer derivative securities5, and much work has been 
dedicated to the quest for the ideal hedge ratio derivation technique. In this thesis, a 
range of widely-used hedge ratio calculation methods will be used to determine the 
most effective technique to use when cross-hedging East Asian currencies. This would 
give an indication of the preferable technique to use with future cross-hedges in other
5 Chaput and Ederington (2005) observe that “transaction costs should be an increasing function o f ... 
the total number of [derivatives] or assets making up the combination” (Chaput and Ederington, 2005, p. 
249).
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currencies which are also unable to be directly hedged. To date no studies have 
attempted a comprehensive overview of hedging techniques that may be used to cross­
hedge East Asian currencies, and this is particularly relevant considering the emerging 
nature of their economies and the importance of hedging during periods of economic 
instability. This review seeks to identify optimal techniques for hedging Asian emerging 
market currencies during periods of structural change, and make recommendations that 
may be applied during such periods in the future. As trade between Australian and Asia 
increases, it is essential that Australian companies are knowledgeable of sound hedging 
strategies that may be applied simply and with confidence to protect their overseas 
exposures and ensure the viability of their business activities.
Of critical importance to this thesis is the period of structural adjustment undergone by 
the East Asian currencies during the currency crisis in 1997. At this time, economic 
meltdown in the East Asian region resulted in significant changes to both economies 
and currencies. As a result of both changes in monetary policy and through the 
significant economic realignment that took place during and after the crisis, the nature 
of the currencies changed significantly. With the notable exception of Malaysia, which 
moved to a fixed peg regime in late 1998, the regional currencies are now characterised 
as floating regimes, while previously managed peg regimes had been the most common 
currency regime in the Asian region. This has resulted in significant structural change in 
the nature of the currency time series, and as such any analysis that incorporates this 
time period must take this structural change into account.
Bekaert and Harvey (1997) observe that equities in emerging markets have significantly 
different characteristics to those in developed capital markets, and it can be anticipated
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that emerging market currencies may also behave differently to those of developed 
economies. Certainly in any study of cointegration, it is vital to ascertain the nature of 
the currencies as defined by characteristics such as skewness, kurtosis and standard 
deviation. By breaking the currencies into pre- and post-crisis sub-periods, it is possible 
to see evidence of significant structural changes. Further analysis using unit root tests 
and cointegration tests also highlight the changes that took place, and form a basis for 
further investigation.
However, when analysing the unit root or cointegration properties of time series, most 
tests fail to take structural changes into account. In this instance, results will be 
generated that may be misleading, so it is important to use tests that allow for the 
possibility of structural change. The Zivot and Andrews (1992) test for a unit root and 
the Gregory and Hansen (1996) test for cointegration allow for the impact of structural 
change, and are contrasted in this thesis with traditional testing methods in order to 
ascertain their ability to correctly characterise data during periods of readjustment. This 
is the first time that the Gregory and Hansen test has been used to analyse cointegrating 
relationships between currency pairs, and is of particular interest due to the structural 
change that takes place during the study period.
The importance of hedge performance over such periods cannot be overstated. It is 
precisely times such as this that hedges are particularly desirable in order to minimise 
the impact of adverse currency movements. A superior hedging strategy will deliver 
significant benefits to the hedger and allow them to minimise losses. This thesis aims to 
highlight the role of Australia in the East Asian region, showing that it is a currency, 
and hence an economy, of importance to regional trade and that this is reflected in the
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levels of cointegration between the East Asian and Australian currencies. Further, the 
application of effective hedging strategies can greatly benefit Australian companies 
investing in East Asia, allowing them to mitigate risk while maintaining their 
anticipated returns. This thesis will demonstrate optimal hedging strategies and provide 
recommendations that may be used by companies to minimise investment risk. The lack 
of previous research in this area is an oversight on the part of the primarily northern 
hemisphere-based researchers that have carried out prior studies on East Asian currency 
markets. This thesis aims to rectify this oversight, and provide valuable information that 
may be practically applied by the ever-increasing numbers of Australian investors in 
East Asia.
This thesis proceeds as follows: Chapter 2 gives an overview of the literature in the field 
of currency, derivatives and hedging, with particular focus on East Asian currencies, 
hedge ration derivation methods and cross-hedging. Chapter 3 provides a brief 
background on the countries and currencies of East Asia, and the cause and effects of 
the 1997 East Asian crisis. Chapter 4 discusses the data used throughout this thesis. 
Chapter 5 examines the relationships between East Asian and range of developed 
economy currencies, revisiting particularly studies of a “yen bloc” in Asia and seeing if 
behaviours observed in the early 1990s still hold true in the wake of the 1997 crisis. 
Chapter 6 further analyses the currencies to find pairs of related currencies that could be 
used in cross-hedges. Chapter 7 implements cross-hedges using full hedges and a 
selection of minimum variance ratio hedge techniques to see if hedging during the crisis 
would have better managed exchange rate risk for those investors with East Asian 
currency exposures. Chapter 8 implements lower partial moment hedges, previously 
unexplored in cross-hedging, to see if this technique improves the performance of cross-
9
hedges during the crisis. Chapter 9 then concludes and discusses the potential for further
research.
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2 Literature Review
Hedging is the process whereby those who deal in a commodity can transfer the risk of 
price changes in that commodity to other market participants who willingly bear the risk 
in anticipation of rewards. Traditionally, the decision to hedge was motivated by the 
preference of the commodity dealer for greater certainty of future earnings, and was 
based in the commodities markets of farm and mining products. In these early days, the 
futures market was regarded as a convenient place for commodities producers to offload 
the burden of market risk on to those willing to speculate on future returns. As the 
financial markets became more sophisticated a wider range of hedging products became 
available that allowed the risk inherent in the purchase or sale of most financial 
products, including currency, shares and indices, to be diversified away through the use 
of derivative products. With the importance of global investment and the use of 
portfolio management techniques, financial managers will consider hedging strategies 
as part of their overall management plans. This concern is not limited to the financial 
services industry - Marshall (2000) surveyed 200 multinational corporations in the Asia- 
Pacific region6 and found that 87% of managers were concerned about managing 
foreign exchange risk. This makes the discipline of hedging highly relevant in the 
modem marketplace.
This chapter begins with a discussion of the motivation to hedge, and the three main 
theories behind this: traditional hedging theory, Working’s (1953) theory of speculation 
on the basis, and portfolio theory. With portfolio theory came new developments in the 
understanding of hedging, particularly the concept of hedge ratios. Traditional hedging 
theory proposes that a hedge should be based on a fundamental 1:1 ratio, where a
6 Consisting of Australia, Japan, Hong Kong, Singapore and South Korea
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derivative product is purchased to match each equivalent unit of asset value. Research, 
including that of Ederington (1979), explored the concept of hedge ratios further and 
began the quest for the superior hedge ratio which reduced risk while allowing a smaller 
quantity of derivatives to be used to create the hedge. While the range of products 
available to prospective hedgers has increased, there has been little improvement in the 
use of ratios as cost minimisation and risk reduction strategies in the marketplace.
Classic hedging case studies include that of Metallgesellschaft, which used basic 1:1
n
ratios while implementing more complex strategies based on product purchasing . A 
cynic might suggest that this is because the purchase of more derivatives products 
results in greater profits for the sellers of the products, namely the merchant banks, and 
perhaps it is not in the best interest of the banks to limit the quantity of products sold. 
Regardless, there have been many advances in hedge ratio calculation since 
Ederington’s work, and this chapter continues with a discussion of this research.
Research into cross-hedging techniques is incomplete without a detailed investigation of 
the relationships between the assets that the hedger wishes to use when constructing 
their hedge. For the purposes of this thesis, this investigation will focus on currency and 
currency derivatives. A survey of the literature relating to the analysis of currencies and 
of cointegration techniques concludes this chapter, with particular reference to unit root 
and cointegration methods that accommodate structural breaks in time-series data. As 
the study period includes the changes that took place in East Asian currencies during 
1997, it is important that any analysis of these currencies accommodates structural 
breaks.
7 Lien and Tse (2002) discuss Metallgesellschaft’s use o f a complex rollover strategy, noting that a 
traditional full hedge was used.
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2.1 Hedging Theory
There are three primary streams of thought on the motivation to hedge. The first is 
traditional hedging theory, which describes the hedge as a precautionary measure 
designed to protect the value of a portfolio and eliminate risk. Originally, primary 
producers would offload their market risk by selling their produce forward, locking in a 
certainty of earnings and allowing speculators to purchase their price risk from them, 
and so hedging could be regarded as having a “protective” feature. This “protective” 
feature of hedging is defined by Graf (1953) as being based on an assumption that the 
prices of an asset and its derivative are so similar that a change in the price of the asset 
will be appropriately offset by a change in the price of the derivatives. However, it did 
not take long for the concept of hedging as “protection” to fall out of favour. One 
element was the inconsistency between actual observed behaviour with this traditional 
theory -  participants in the market were not necessarily using full hedges, and were 
participating in speculative behaviour. Graf shows that hedging does not provide a 
comprehensive “protection” solution for a hedger, with the theoretical benefits of 
hedging not always being realised ex-ante and Graf concludes that “(h)edging by no 
means removes all of the risk associated with cash price changes ... and many hedges
o
result in little or no protection” . Indeed, it became evident that many participants in the 
futures market were speculators, and that hedging comprised of a speculative 
component described as “speculation on the basis” by Working (1953). Working 
proposes that the role of a hedge is not merely to provide a form of insurance for some 
future cashflow, but that the hedge itself should produce some return. Working 
describes a hedge as an arbitrage between cash and futures prices -  this difference being
8 Graf (1953), p. 413
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known as the basis9. In the Working view of hedging, the profit derived from the hedge 
is more important than the “protection” aspect of the hedge, and hence risk reduction is 
not necessarily the primary purpose of a hedge. Rather, the hedgers choose to expose 
themselves to basis risk -  and so the concept of the hedge as “speculation on the basis” 
arises. The perfect hedge will have no change in the basis, and as such no arbitrage can 
take place. But in the real world, there is no perfect hedge, and Working argues that it is 
this differential that motivates the hedger. Indeed, it is the expectation of a favourable 
change in the basis that determines whether to put the hedge in place, and Working 
contends that the primary purpose of a hedge is to create a profit maximising 
transaction.
However, a third theory of hedging emerged with portfolio theory. Johnson (1960) and 
Stein (1961) promote this perspective and base the motivation to hedge on the level of 
risk aversion of the investor, risk being measured as portfolio variance. They introduce 
models of optimal hedging strategy based on indifference curves and the efficient 
portfolio frontier, and demonstrate that both the traditional and Working views of 
hedging can be incorporated under this model as special cases. Johnson discusses in 
detail the concept of both protection and speculation as special cases of the portfolio 
theory of hedging. Johnson uses indifference curves to show that the Working 
viewpoint is a single market model of the portfolio theory of hedging, while also 
showing that under certain circumstances it will be optimal for the Working motivated 
investor to move to a portfolio approach. This explained some behaviour observed in 
the market that contradicted the original two hedging theories.
9 Basis risk can be described as the risk inherent in the difference between spot and futures prices.
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Further support for the portfolio model of hedging came with the work of Ederington 
(1979). Ederington shows that the full hedge, where one unit of asset is matched with 
one unit of derivative to form a hedge, is not necessarily optimal and that an alternative 
ratio can be derived with the purpose of minimising the variance of a spot/futures 
portfolio. Ederington’s support for the portfolio theory of hedging is based on the 
underlying premise that
Var(P) < Var(U)
( 1)
that investors desire the variance of the hedged portfolio, Var(P), to be less than that of 
the unhedged portfolio, Var(U). Using the theory of adaptive expectations, it is possible 
to show that if the futures price incorporates market expectations, then movements in 
futures prices should not normally match changes in spot prices but rather be some 
proportion of spot prices. This means that the potential for a perfect hedge is small, and 
that traditional “protection” motivations may be unrealistic. Ederington proposes that a 
ratio can be derived that specifies how much of a fixed spot holding should be hedged, 
based on the risk profile of the portfolio. This ratio can be determined by minimising the 
risk of the portfolio:
R(P) = (St=T -  Sl=0) -  ß(Ft=T -  Ft=0)
(2)
where R(P) is the return on the (hedged) portfolio,
St is the spot (asset) price at time t,
Ft is the futures price at time t, 
and ß  is the ratio of futures to spot in the portfolio.
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Hence the return on the portfolio at time T is a function of the return on the spot minus 
the appropriate ratio of the return on the futures held in the portfolio. The variance of 
the portfolio o2 p is then given by:
<*\ = a 2s + ß 2cr2F - 2 ß p SF(Js(JF
(3)
where a2s, f are the variances of the spot and futures respectively,
and psf is the coefficient of correlation between the spot and futures.
To minimise the variance with respect to the hedge ratio ß  gives:
d a l  2 ~—— — 2ßaF — 2pSFa  sa  F 
dß
Setting this first order condition equal to zero to obtain minimum variance gives the 
solution for ß, the minimum variance hedge ratio:
ß  ~ P sf
g 2f
(5)
and hence the ratio is derived from the covariance/variance properties of the asset being 
hedged. This ratio ß  is generally known as the Ederington minimum variance ratio, or 
EMV. Ederington proposes that the success of this hedge should be measured by the 
reduction in variance of the hedge, such that
Var(P) 
Var{U)
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When implementing a hedge, this is the sample coefficient of determination R2, and has 
become known generally as the R2 measure. This measure is discussed in more detail 
later in this chapter.
Ederington shows that for a range of portfolios, created from historical data on a variety 
of futures products, the optimal hedge ratio ß  is usually less than 1, and thus in a pure 
risk-minimisation hedge the optimal solution is unlikely to be the traditional full (1:1) 
hedge. Ederington supports the contentions of Johnson and Stein that both the 
traditional and Working views of hedging are special cases of portfolio theory, and 
illustrates the “protection” viewpoint using the minimum-variance scenario. Castellino 
(1992) takes this further, showing that both the Working viewpoint and the traditional 
“protection” viewpoint are supported by the minimum hedge ratio by demonstrating that 
the hedge ratio can be broken down into two components, a basis component B 
consisting of a combination of spot and futures, and what Castellino defines as a 
speculative component consisting of the futures contracts. From equation (2), Castellino 
separates out the components of the variance of the hedged portfolio o2p such that:
R(P) = [B„t -  £,.„]+ [l - ß\F,=T ~
(7)
where Bt = St -  Ft describes the basis at time t,
and R(P) is the return on the portfolio P. The expected return E of the hedged 
portfolio P is therefore
E(P) = [E(B,=t ) -  B,=0 ] + (1 -  ß \E (F ,__T) -  F„0 ]
(8)
From this it can be seen that the basis component of the expected return E(P) is not 
affected by the hedge ratio ß, while the speculative, or futures price biasedness, 
component of the return is a function of the hedge ratio ß. If there is no futures price
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bias, then the expected return on the hedge is simply the change in the basis, and the 
profit is unaffected by the hedge, satisfying Working’s theory. The decision to hedge is 
based on expectations of future profits derived from the basis, and any decision to use a 
ratio is secondary to this profit motive. However, if prices are assumed to be biased, 
then the portfolio theory model allows the hedger to make a trade-off between risk and 
return dependent on the hedger’s utility function.
Other research has examined these concepts further. Stulz (1984) derives optimal 
hedging policies for risk-averse firm managers, who are pursuing a value-maximising 
corporate policy and who are seeking to hedge currency risk. If the management of the 
firm are goal-aligned with shareholders in their pursuit of firm value maximisation, 
Stulz shows that the firm will pursue an active hedging policy, and that the optimal 
hedge in these circumstances is not a full hedge. Dale (1981), Naidu and Shin (1981), 
Hill and Schneeweis (1981) and Glen and Jorion (1993) demonstrate the use of the 
Ederington minimum variance hedge empirically by examining OECD currencies and 
finding that the optimal hedge ratio is often less than 1, and that the Ederington 
minimum variance ratio is generally more effective in managing variance risk than a 
full hedge. These studies find that the implementation of a minimum variance hedge 
significantly decreases the risk of a portfolio, and so satisfies the portfolio theory 
objective of the hedge where risk minimisation is at least as important as the portfolio 
return. Indeed, the theory of hedging has now progressed to a point where researchers 
are confident to state, as did Ghosh (1993a), that “(t)he objective of hedging is to 
minimise the risk of the portfolio for a given level of return”10.
10 Ghosh (1993a), p. 743
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2.1.1 Hedge Ratio Calculation
Since Ederington’s (1979) work on hedge ratio calculation, there have been various 
methods explored that can be applied to calculate optimal hedge ratios under different 
characterisations of the data, depending on the understanding of the underlying time 
series behaviour of the asset being hedged and the utility function of the hedger. There 
are two main strands of literature regarding hedge ratio optimisation: one in which the 
hedge ratio seeks to minimise variance and hence provide a constant return, and another 
in which the hedge ratio seeks to address both the risk and return profiles of the hedger 
and provide a ratio that allows some non-zero return in exchange for some risk. 
Addressing the former, Ederington popularised the notion that the optimal hedge ratio 
was not necessarily the traditional 1:1 relationship previously assumed. Since then, 
there have been significant developments in the estimation of minimum variance hedge 
ratios, many based on subsequent research into the underlying properties of financial 
time series. The development of ARCH, GARCH and error-correction models have 
seen a variety of hedge ratio calculation methods popularised that optimise the ratio 
based on the characteristics of the series being hedged. A second strand of research has 
attempted to maximise investor return according to their risk profile, and will be 
discussed subsequently.
Ederington’s minimum variance hedge ratio derivation is based on ordinary least 
squares (OLS) regression. The simple regression level analysis of this is shown in the 
following equation:
St = a  + ßFt + £t
(9)
where St is the return on the spot at time t,
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Ft is the return on the futures at time t, 
a, ß  are intercept and trend terms respectively, 
and st is a random noise term.
Hence the return on the spot at time Ms a function of the return on the futures contract at 
time t, while the solution for the trend term ß  is the minimum variance hedge ratio. This 
derivation of ß has become known as the Ederington Minimum Variance (EMV) ratio, 
although it is sometimes referred to in the literature as simply the minimum variance 
ratio11. Further, Ederington used the concept of R2 to determine the “goodness of fit” of 
the hedge ratio. R can be defined as the coefficient of correlation between the spot and 
futures contract, with R2 representing the coefficient of determination. R2 is commonly 
used to assess hedge ratio effectiveness for in-sample performance. The R2 measure can 
be defined as the fraction of the variance of the dependent variable that is explained by 
the independent variables, and will equal 1 if the model fit is exact, or 0 if there is no 
model fit. Castellino (1992) shows that the expected profit or loss generated by the 
hedge will be unaffected by the hedge ratio if futures prices are unbiased predictors of 
future spot prices. The implementation of an Ederington minimum variance ratio hedge 
in these circumstances will successfully reduce variance risk, while there will be no 
profit on the basis. In the event that bias exists, then profits can be made by choosing to 
hedge in expectation of returns from the price biased component. Further, Castellino 
highlights the fact that as the basis risk is a function of time to maturity, then so too is 
the EMV ratio.
11 As this work will examine several ratios that minimise variance under defined assumptions, this 
ordinary least squares-derived ratio will be referred to explicitly as the Ederington minimum variance, or 
EMV, ratio.
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Castellino shows that the minimum variance hedge ratio at time t can be described as:
C ov[B (tJ),F{tJ)\ 
ß { )  Var[F(t,T)]
( 10)
where F(t, T) is the futures price at time t for a contract with expiry date T,
B(t, T) is the basis at t i.e. S(t) -  F(t, T) where S(t) is the spot price at time /, 
and
From equation (14), it can be seen that as t —> T ,b -> 1. As the period to expiration 
increases, i.e. t < T , the hedge ratio ß depends increasingly on the terms 
(pSFcrs<jF -c r2F), which describes the covariance between the futures price and the
basis price. This covariance has been shown to be negative previously in Castellino’s 
paper, and hence the hedge ratio ß  will decrease as time to expiry increases. By 
allowing t = 1 and T to approach infinity, equation (14) is reduced to equation (5).
Var[F(tJ)\ = tcr2F,
( 11)
( 12)
and
Cov[B(t, T), F(t, r)] = (T -  o M r )  -111(7- -  t ) \p
(13)
to give
ß ( t ) = i +
(7’-0[ln(7’)-ln(7’-0 ] (p
(14)
Despite this confluence of theory, the Ederington minimum variance ratio derivation 
method is limited in many ways by its use of simple OLS regression estimation. Simple 
OLS provides a very basic model that fails to accommodate a number of the
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characteristics of the underlying data. Apart from factors such as autocorrelation and 
heteroskedasticity, it also fails to take into account the well-documented time varying 
nature of futures contracts (which, as demonstrated by Castellino, introduces time 
varying bias issues to the speculative component). This will affect the calculation of the 
hedge ratio, and hence the effectiveness of the eventual hedge.
There has been ample study done to show that both spot and futures prices in the 
currency markets appear to follow a random walk, such that price changes are 
uncorrelated with historical price changes -  leading to the finance truism “the past is not 
a good predictor of future earnings”. It could be surmised, therefore, that the hedge 
ratios calculated from these prices should likewise follow a random walk. Malliaris and 
Urrutia (1991a) use the Dickey-Fuller test and the Lo-MacKinlay test to show that a 
series of Ederington minimum variance hedge ratios do in fact follow a random walk. If 
this is the case, then the concept of a constant hedge ratio is clearly flawed. A constant 
hedge ratio will be approximate at best, and is likely to become increasingly 
inappropriate as the time period to which it is applied increases.
Grammatikos and Saunders (1983) observe that the ordinary least squares regression is 
inappropriate over longer time periods as the hedge ratio derived may not be stable over 
time. This in turn may invalidate the R2 measure as an appropriate measure of hedging 
effectiveness. They test for structural changes in the currency movements using dummy 
variables, such that
AS, = a  + A AFt + ß 2 (D]AFl) + ß 3 (D2AFl) + ß 3 (D2AFt) + ß 4 (D3AFt) + u,
(15)
where Dj = 1 for ? = 1/1976 to 12/1977
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0 for all other t
D2 = 1 for/= 1/1978 to 12/1979
0 for all other t
D3 = 1 for t = 1/1980 to 6/1980
0 for all other t
If the hedge ratio is stable over time, then ß 2 = ß l = ß A = 0, and ß x * 0. However, this
is a fairly inaccurate method for factoring in structural change, and may be subject to 
criticism for arbitrary period selection in specifying the location of “changes” in the 
series.
Viswanath (1993) examines the effects of spot-futures convergence on hedge ratio 
calculation under the assumption that the current basis contains forecasting information 
about the future spot and futures prices. Viswanath posits that as the spot and futures 
price converge at maturity, a model that incorporates the basis will allow the spot return 
to converge to the EMV ratio at maturity. Viswanath models this relationship as:
S,=/F,+*.(FM-$_,)+*,
(16)
where S is some ratio that determines the amount of basis information at time t-1 that is 
incorporated into the estimated spot price at time t. This is essentially the EMV ratio 
with this added component reflecting the basis estimation of future prices. This 
approach is shown to be effective in some cases, minimising the variance of some of the 
commodities examined in the paper while having little effect on others.
De Jong, De Roon and Veld (1997) compare the ex-ante effectiveness of a full hedge, 
and three methods of hedge ratio calculation based on the EMV ratio, the Fishbum a-t
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model, and the Howard and D’Antonio(1984, 1987) Sharpe ratio12 based model, which 
they call the H* ratio. The H* ratio attempts to maximise the risk-return trade-off, 
creating a portfolio more closely aligned to the Working (1953) view of hedging as 
speculation. Instead of focussing primarily on the risk minimisation potential of a 
hedge, as do the first two estimation methods, the Sharpe ratio incorporates a 
comparison of performance against a risk-free rate of return, and hence the optimal 
hedge from the Sharpe perspective should earn a profit. However, De Jong et al. find 
that the full hedge performs better than the ratio-based hedges, and that the H* hedge 
significantly reduces the performance of the hedged portfolio and is never preferable.
As a result, the H* hedge has not been adopted in the literature and is not examined 
further here.
There are significant drawbacks to ordinary least squares hedge ratio estimation. Baillie 
and Bollerslev (1989a, 1994) have shown that spot and futures prices are non-stationary 
and cointegrated, which can lead to ratio misspecification if simple OLS regression 
models are used to estimate it. Kroner and Sultan (1993) observe that if the spot and 
futures rates are cointegrated, then the OLS regression is misspecifred and requires the 
use of an error-correction model to overcome this problem, while Ghosh (1993a) shows 
that a smaller than optimal futures ratio is likely to be estimated when the cointegrating 
relationship is not incorporated into the estimation model. Lien (1996) further shows 
that the presence of cointegration between spot and futures prices is likely to lead to the 
ratio being misspecifred. An error-correction model (ECM) can be used in place of the 
standard OLS model to capture the cointegrated nature of the spot and futures and the
12 The Sharpe ratio is discussed in more detail in section 2.3
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existence of unit roots in the time series. Engle and Granger (1987) proposed an error- 
correction model of the form:
m n
AS, = a s + QSZ'_X + ^ j ysiAFt_i + + es
i=1 j =1
m n
AF' = a f  +6f zt_x + ^ j yfiAFt_i + '£JöJSASt_j +£f
/=l j =l
(17)
where zt is a stationary linear combination of St and Ft, and the basis (Ft - S,) is usually 
chosen for this task. Recent work on currencies such as that by Wu and Chen (2001) has 
indicated that an ECM is useful in exchange rate forecasting, and provides superior 
estimates to traditional random walk models. Work on currency hedging has also found 
support for ECM ratio estimation. Ghosh (1996) finds that the ratio derived using the 
ECM is significantly better than that derived using the Ederington minimum variance 
ratio when cross-hedging currencies, although this study is limited to major developed 
economy currencies in a single time period. Other studies have used the ECM model to 
hedge a variety of alternative financial instruments including stock market indices and 
commodities. Chou, Denis and Lee (1996) use the ECM regression developed by Myers 
and Thompson (1989), which extends the Engle and Granger model, to show that hedge 
performance is improved over the Ederington minimum variance ratio when used to 
estimate ratios for hedging the Hang Seng index. Other studies such as Wang and Sem 
Low (2003) and Yang and Awokuse (2003) implement enhanced ECM hedges using 
GARCH13 frameworks, with the cointegrating ECM on stock indices and commodities 
respectively, noting superior performance. With significant evidence in its favour, the 
ECM ratio will be used in this thesis as an alternative minimum variance hedge ratio 
calculation method to the Ederington minimum variance ratio.
13 Generalised Auto-regressive Conditional Heteroskedasticity -  see page 25 for more detail.
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As well as cointegration effects, exchange rate series are often observed to have 
heteroskedastic variances in the error terms, i.e. variances that change over time 
(Bollerslev, 1990), and this may be particularly evident in short run series. Engle (1982) 
shows that Generalised Auto-regressive Conditional Heteroskedasticity (GARCH) 
models can be used to correct for heteroskedastic time series. While some OLS 
estimation approaches adjust for heteroskedasticity by providing adjusted standard 
errors (White, 1980), the GARCH model provides a more comprehensive framework 
from which to study such time series. There are a number of variations on the basic 
GARCH model that have been used in the estimation of hedge ratios, however the 
evidence in their favour is inconclusive at best, and often negative. The technique was 
examined in some detail in the 1990s (see Lien and Tse, 2002, for a summary' of this 
research) and there is little evidence to point conclusively in favour of using a GARCH 
model in preference to standard OLS regression. Kroner and Sultan examine the use of 
a bivariate GARCH error-correction model to estimate the hedge ratio b. The GARCH 
model allows the ratio to change as the risk changes over time, and find that GARCH 
error-correction model derived hedge ratios reduce the variance of the portfolio more 
effectively than the standard minimum variance hedge ratio.
While Lin, Najand and Yung (1994) likewise find in favour of the GARCH model over 
the OLS model, they note that as the duration of the hedge increases, the benefits from 
the GARCH model diminish. Lien, Tse and Tsui (2002) differ in their assessment of 
GARCH models, finding that the standard OLS hedge ratio outperforms the Bollerslev 
(1990) constant-correlation GARCH model when hedging using futures over a variety 
of assets including currencies. They conclude that GARCH models should not be used 
for hedging purposes. A comprehensive survey of the literature related to GARCH
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models and their use in hedge ratio estimation was performed by Lien and Tse (2002), 
who concluded that there was limited evidence to support an argument for the superior 
effectiveness of GARCH models. As the weight of evidence seems to point against the 
usefulness of the GARCH model, it will not be used in this thesis.
A risk averse investor may wish to limit their likelihood of loss. However if they are 
investing with the Working (1953) view of hedging in mind, then they also wish to 
maximise the upside potential of the hedge. Minimum variance ratio hedges 
traditionally attempt to keep the outcome at a defined level, where both upside and 
downside risk are treated as equally undesirable. All variance is considered bad, rather 
than just downside variance, and so a ratio that provides the minimum variance is 
regarded as optimal. In reality, many investors are happy to deviate from a defined 
value if the result is a profit, while few investors are happy with a large downside and 
the resulting loss. Fishbum (1977) discusses the idea that investors may be particularly 
averse to this downside risk and may wish to find a hedging strategy that minimises 
portfolio losses while still maintaining the potential for upside gains. Fishbum contends 
that the standard measure of risk, variance, does not typify investor’s return preferences. 
Instead, investors typically have an ideal target return in mind, and the choice of 
portfolio is influenced by this target rather than the zero variance target assumed by a 
mean-variance framework.
Fishbum takes this concept and incorporates the assumption of heterogenous investor 
risk profiles into hedging theory, creating the foundations of the lower partial moment 
hedge ratio. Following on from the mean-variance portfolio selection theory popularised 
by Sharpe (1964), Lintner (1965) and Markowitz (1959), the concept of semi variance
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as a measure of risk, rather than the traditional variance measure, is defined by 
Markowitz (1959) as the variance of the return below some target return r, where r = 0 
when examining the problem of negative returns. When choosing a portfolio to 
minimise semivariance, the portfolio with the greatest positive skewness is selected. If a 
hedge is regarded as a portfolio selection exercise, then the lower partial moment hedge 
is that combination of futures and assets that creates a portfolio with the greatest 
positive skewness. The degree of skewness of the portfolio will be determined by the 
hedger’s risk-return utility function. An extremely risk-averse investor will choose r =
0, such that no negative returns are acceptable (and hence this will be equivalent to the 
return preferences of a minimum variance hedge ratio).
The other decisive factor in the portfolio choice is the order of the lower partial 
moment. Fisher shows that there is a value, described in the paper as a but referred to 
here as n, which represents the degree of risk aversion of the investor toward large 
losses and is used to calculate the power of the lower partial moment. A normally 
downside risk averse investor selects n = 2, and hence uses a standard semivariance 
model. However, Fisher shows that a more or less downside risk averse investor may 
wish to choose some other value for n, which will reflect their preference for large vs. 
small return deviations. To incorporate n, the term “lower partial moment” is used, 
where n = 2 represents semivariance while other values of n describe other moments. 
The lower partial moment can be therefore be defined as :
where RT is the target rate of return for hedged portfolio return Rp with distribution 
function F(.),
( 18)
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and n is the nth order lower partial moment of Rp, and is non-negative.
Equation (18) shows clearly that the lower partial moment is a function of the investor’s 
degree of risk aversion, n, in failing to meet the target return RT. Hence an aversion to a 
large shortfall results in a large value of n, while a small value of n indicates a shortfall 
is of less concern. This may better reflect the preferences of an investor seeking an 
optimal hedging strategy, and may allow a solution that is more adaptable to individual 
requirements than minimum variance ratios. Both Eftekhari (1998) and Lien and Tse 
(2000) show that the optimal hedge ratio to minimise downside risk increases with the 
investor’s sensitivity to downside risk. In other words, as the investor becomes more 
risk-averse, the optimal hedge ratio increases. This results in quite different ratios being 
implemented using the LPM technique than those of the EMV ratio technique.
Lien and Tse (2000) show that the lower partial moment can be obtained from the 
empirical distribution function:
where Rp is the return on the hedged portfolio, 
and N  is the number of observations.
There are two competing methods of ratio derivation that may be used in practice. The 
simplest technique is an iterative one, such as that outlined by Eftekhari (1998). An 
iterative loop is executed, which estimates the return on the portfolio for every possible 
hedge ratio between some maximum and minimum (eg. -2 to 2) with defined increments
( 19)
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(eg. 0.00001). The ratio that minimises the lower partial moment according to the 
equation:
is selected as the hedge ratio.
This technique, while simple, is time-consuming and can take a considerable time to run 
for large samples. An alternative estimation technique is kernel estimation, and is 
explored by Lien and Tse (2001). Lien and Tse find no significant difference in the 
estimation methods, and note that kernel estimation is also time-consuming. Significant 
improvements in computer power mean that estimates, while still time-consuming, are 
relatively quicker than in the past, and an iterative technique is used here to generate 
lower partial moment estimates. This technique, apart from greater resolution in 
iterations, also contains some enhancements that make the algorithm superior to that 
used by previous authors. More details for this can be found in Chapter 8.
A significant benefit of the lowest partial moment ratio, other than the ability to 
compensate for investor heterogeneity, is that it makes no assumptions about return 
distributions (Eftekhari, 1998). A distribution with non-normal errors, such as that often 
observed in currency returns, will not bias the estimation model as may be the case with 
OLS regression. The derivation of a lower partial moment hedge ratio enables the return 
characteristics of the portfolio to be implicitly addressed while estimating an optimising 
hedge ratio.
(20)
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2.1.2 Options vs. Futures
The selection of an appropriate derivative instrument is vital when implementing a 
hedge. Options and futures can both be used to produce a hedge, and are exchange 
tradeable and widely available. Forwards, swaps and other custom-built derivatives may 
also be used, and are supplied over-the-counter by merchant banks and other financial 
service providers. Forwards and futures, while being similar in nature, differ particularly 
in that a forward contract is typically used when a hedger anticipates the delivery of the 
commodity underlying the contract, while futures contracts are usually offset by 
entering an opposite but equal position before expiry. A forward contract can also be 
tailored to the precise needs of the hedger in terms of size, time to expiry, commodity 
quality and delivery location. A futures contract is a standard exchange-traded 
derivative that may only approximate the exact needs of the hedger. However, as futures 
are exchange-traded and can be closed out at will, they provide a flexible and accessible 
alternative. This thesis will focus on exchange-traded instruments, specifically the 
futures contract.
Marshall (2000) found that 20% of East Asian multinational companies surveyed used 
futures to manage exchange rate risk, while 45% used options. This preference for 
options as the exchange-traded derivative of choice is interesting, as empirical research 
tends to point to futures as the optimal hedging solution. Chang and Shanker (1986) 
compared the use of options and futures as hedging instruments, looking specifically for 
redundancy. It is possible to replicate a futures contract by purchasing a call option and 
selling a put option, while there are elements of an option that cannot be replicated by 
futures contracts. In one sense, then, the futures contract could be said to be redundant.
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Once transaction costs have been incorporated into their model, they show that currency 
futures outperform currency options.
Interestingly, Chang and Shanker note that options may be used to hedge contingent 
transactions, and as such have a use that futures contracts are unable to replicate. 
However, this argument is refuted by a number of researchers including Lien and Tse 
(2002). Battermann, Braulke, Broil and Schimmelpfennig (2000) further demonstrate 
theoretically that an exporting firm exposed to exchange rate risk will prefer futures to 
options as the use of futures makes the income flow deterministic, while the options are 
always subject to an element of uncertainty. They note also that the income derived 
from the futures hedge should exceed that of the options hedge under the assumptions 
made in their research. Lien and Tse (2001) compared the effectiveness of currency 
futures and options products when used to minimise downside risk, as defined by the 
lower partial moments measure. As discussed previously, in this instance downside risk 
is measured as a function of the shortfall of the portfolio from the target return. A hedge 
ratio is determined that minimises these lower partial moments, and the performance of 
this hedge is compared to the minimum variance hedge. They conclude that in the 
majority of cases, the currency futures provide a more effective hedge than the currency 
options. They find that options outperform futures only when the individual hedger has 
a high level of risk tolerance, and will not differentiate between large and small losses.
The transaction costs incurred in the process of making the hedge are often overlooked 
in empirical research. Lien and Tse (2002) note that when transaction costs are taken 
into account, the higher transaction costs of options are a significant deterrent to using 
them as a hedging vehicle. As a result, there is generally believed to be a preference for
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hedging using futures contracts. However, in a study of the exchange rate risk hedging 
activities of one US company, Brown (2001) found that options were the preferred 
instrument due to accounting treatment and pricing concerns. While it is noted that the 
choice of hedging instrument must take transaction costs and taxation issues into 
account, and so the preference of the individual hedger may differ from that determined 
by empirical research, the focus of this thesis is on the use of futures as hedging 
instruments.
2.2 Cross-Hedging
When the option to directly hedge a spot exposure is unavailable, an alternative strategy 
is to use a cross-hedge. A cross-hedge is the creation of a portfolio containing the asset 
(spot) and a futures contract in an asset that differs in location, type, grade, or maturity 
date. Anderson and Danthine (1981) examined the use of the cross-hedge through a 
theoretical framework, and showed that the cross-hedge could be used effectively in 
situations where no direct hedge existed, and that the optimal cross-hedge ratio could be 
calculated in the same manner as for an optimal direct hedge ratio. This cross-hedge 
will tend to reduce a lower proportion of the risk inherent in the spot exposure than a 
direct hedge, however there are many circumstances in which it may be difficult to 
create a portfolio with a direct hedge. This is frequently the case in many areas of 
foreign exchange, where exchange-traded markets for currency futures contain a limited 
subset of global currencies.
Cross-hedges have the advantage of greatly expanding the alternatives available to a 
hedger, giving them additional options when selecting hedged portfolios (Eaker and 
Grant, 1987). This is particularly salient in countries with less-developed financial
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markets. Emerging markets, while showing the potential for large returns (Harvey,
1994), are also much riskier markets than the more established and better regulated 
“western” markets. Emerging markets such as those of East Asia have less developed 
financial markets than more developed “western” economies, and it is less likely that 
liquid markets in currency derivatives exist, if they exist at all. The derivatives markets 
of East Asia lack liquid exchange traded currency derivatives (Commonwealth of 
Australia, 1999), leaving investors with few opportunities to implement direct hedges. 
The frequency of crises in emerging markets are also far greater, and the last decade has 
been marked by a number of currency and other financial market crises in emerging 
markets such as Mexico (1994) and East Asia (1997). Any exposure to these markets 
would make a hedging strategy seem prudent. However, as most of these markets have 
relatively undeveloped derivatives markets and there are no exchange-traded derivative 
products available in foreign derivatives exchanges such as the Chicago Mercantile 
Exchange and the Sydney Futures Exchange, the only hedging solution available using 
exchange-traded products is a cross-hedge based on another asset and/or contract. It is 
also less likely that there will be opportunities to create alternative hedges through 
borrowing or lending the currency or through the use of forward contracts.
Eaker and Grant use the Ederington minimum variance hedge ratio to examine the 
effectiveness of cross-hedges on a variety of less-developed European currencies (the 
lira, drachma and peseta) and the South African rand, using futures in a variety of 
developed economy currencies (the pound, Canadian dollar, mark and yen). They find 
support for the use of ratio cross-hedges, and show that while a cross-hedge is less 
effective that a direct hedge in terms of risk reduction, the cross-hedge was still 
effective in reducing risk. A direct hedge will always be preferable to a cross-hedge, but
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when no direct hedge is possible, the currency cross-hedge may be an effective way to 
reduce the risk on a currency portfolio. Eaker and Grant find that the effectiveness of 
the cross-hedge corresponds to the degree of integration o f the country into the 
European economy.
Further, a cursory look at IMF trade relationship rankings showed that the trade 
relationship between the two countries in the cross-hedge was a good indicator o f the 
effectiveness of the hedge -  countries with a close trading relationship provided more 
effective cross-hedges. This indicates that the more economically related the assets in 
question are, the more effective the cross-hedge is likely to be. Additional support is 
found by Glenn and Jorion (1993), who show that an international portfolio hedged 
against currency risk offers a better risk-return ratio than an unhedged portfolio.
Aggarwal and Demaskey (1997) followed up on the 1990’s enthusiasm for investment 
in emerging markets by investigating the use o f cross-hedging to hedge an emerging 
market currency exposure in the Asian region. During the early 1990’s, the Asian 
markets experienced a period of rapid growth and were a destination for much foreign 
capital -  indeed, they assert that Asia attracts “the largest proportion of cross-border 
investments”14. Aggarwal and Demaskey examine the effectiveness of hedged portfolios 
of a number of East Asian countries (Hong Kong, South Korea, Singapore, Taiwan, 
Indonesia, the Philippines and Thailand), cross-hedged against the Japanese yen, British 
pound, Canadian dollar, German mark and Swiss franc. They investigate the use of full 
and Ederington minimum variance hedges in both options and futures, and find that ex- 
ante hedged portfolios exhibit an improvement in performance over unhedged
14 Aggarwal and Demaskey (1997), p. 782
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portfolios. They also show that the Japanese yen futures contract provides a superior 
hedge for Asian currencies to that of the “western” economy currencies, which may 
indicate that there are closer economic linkages between East Asia and Japan than East 
Asia and the “west”. Indeed Aggarwal and Demaskey see the superiority of the 
Japanese yen hedge on the Asian currencies as evidence of an emerging yen bloc.
Cross-hedges can be formed using any alternative derivative that has some relationship 
with the asset being hedged, and so currency hedging is not limited to alternative 
currency derivatives. Commodity derivatives have also been used to cross-hedge 
currencies, but with little success. Eaker and Grant (1987) use gold futures to cross­
hedge the currencies examined, but find that it performs poorly compared with currency 
cross-hedges. Even in the case of the South African rand, which the authors speculate 
would be the most likely of the currencies to result in a successful gold cross-hedge, 
gold futures eliminate only a small amount of risk compared with the performance of 
the currency hedges. Bennet (1990) also looks at commodity futures in cross-hedges, 
motivated specifically by the desire to hedge currency exposures for “less developed 
countries” (as emerging markets were previously known). However, Bennet also finds 
no support for the use of commodity futures to hedge currencies, and finds that the 
commodity futures hedges actually increase risk compared to unhedged portfolios. 
Eaker and Grant also found this to be the case in six of the nine gold/currency hedges 
they examined. It can be concluded that there is little evidence to support the use of 
commodity-currency cross-hedges, and this thesis will focus on currency cross-hedges.
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2.3 Hedged Portfolio Effectiveness Measurement
The choice of analysis method for determining the effectiveness of a hedge is a critical 
issue, and one that is determined by the theoretical approach taken to hedging. Indeed, 
Yau, Savanayana and Schneeweis (1990) observe that the choice of return measure will 
impact significantly on the results of hedge effectiveness measurement, and the 
selection of the hedge effectiveness measure should be based on the personal utility 
function of the hedger. The motivation of the hedger should be considered in the 
selection of the method used to measure hedge effectiveness, and should be grounded in 
the appropriate theory.
In traditional hedging theory, the “protection” aspect of hedging dictates that the 
primary purpose of a hedge is to protect the asset value of a portfolio. Early studies of 
hedging such as that of Graf (1952) simply compare the unhedged portfolio return Rs to 
that of the portfolio return Rp, and determine effectiveness based on the magnitude of 
the respective returns. As long as the hedged portfolio appreciates (devalues) more 
(less) than the unhedged portfolio, the hedge is deemed to be successful. Hence Graf 
uses the simple measure:
Effectiveness =
(21)
However, Working (1962) challenged the notion that the motivation to hedge was one 
of “protection”, and introduced the concept of the hedge as a profit making transaction 
or “speculation on the basis”. Assuming that the return on a hedge was determined by 
the basis, Ederington (1979) took a portfolio theory approach, and introduced the 
concept of R2 as a measure of risk reduction and therefore portfolio performance, such 
that
Rp Rs 
abs(Rs )
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(22)
R2 =
< * W f
„ 2
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where rf2sf, s, f are the portfolio, spot and futures variances respectively. The 
Ederington R2 measure is effectively the coefficient of determination calculated from 
the hedge ratio estimation regression (equation (9)) and this measure of ex-post hedge 
effectiveness has been widely adopted in subsequent research, despite misgivings about 
the use of this ratio when using alternative models for minimum variance hedge ratio 
estimation (Herbst, Kare and Caples, 1989).
However, the R2 measure is only a measure of risk, and takes no account of the 
profitability of a hedge. Indeed, Castellino (1992) asserts that the use of the minimum 
variance ratio is contrary to the Working view of a hedge as “speculation on the basis” 
as it serves no profit-making role at all, and is oriented solely toward minimising risk. 
Howard and D’Antonio (1984) point out that this orientation precludes the R2 measure 
from being a suitable universal indicator for hedging effectiveness in a real-world 
scenario, where hedgers are likely to have a profit motive as well as a risk-reduction 
motive. Further, when determined from the regression equation, it measures only risk 
reduction in-sample. In a real world scenario, the out-of-sample performance of the 
hedge is far more important than in-sample performance, as it is not possible to estimate 
a hedge ratio and implement a hedge over the same period in practice.
Instead, another concept from portfolio theory, the Sharpe ratio, can be used to fully 
integrate the concepts of risk and return in a measure of hedge performance. The Sharpe 
ratio (SR) is based on work by Sharpe (1994) on the capital market line. If the ex-post 
capital market line is defined as
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where R * is the risk free rate of return,
Rm is the market return, 
and Rp is the return on the portfolio.
If the capital market line holds, then equation (23) can be rearranged to show that:
R p - K  _ R . - R )
(24)
The Sharpe ratio is then defined as:
°p
This ratio allows portfolios to be compared for relative efficiency. A higher Sharpe ratio 
indicates a better return per unit of variance, and this enables portfolios to be easily 
compared to determine investor preference. The Working (1953) view of the hedge as a 
speculative investment is borne out in the assessment of the hedge using the Sharpe 
ratio, as it rewards the hedge for its performance as an investment portfolio, and the 
portfolio view of hedging is satisfied as it incorporates both risk minimisation and 
return performance in the calculated ratio.
To return to traditional hedging theory, if the object of the hedge is to reduce risk rather 
than to invest or speculate, then a ratio that seeks to compare the hedge with the risk­
free rate of return may be less relevant that a direct comparison of the performance of 
the unhedged portfolio and that of the hedged portfolio. Assuming the decision to invest
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and receive the foreign currency has already been made, the Sharpe ratio is less 
important as a measure of performance as the investor is concerned not with the risk­
free rate, but with the performance of the unhedged portfolio versus the hedged 
portfolio. In this case, it may be preferable to compare the Sharpe ratio of the hedged 
portfolio with that of the unhedged portfolio, given by:
SRs
< j s
(26)
The comparison of hedged and unhedged portfolio performance enables the hedger to 
see if they have in fact improved the return per unit o f variance risk. This thinking led 
Howard and D’Antonio (1987) to combine equation (25) and equation (26) to derive a 
measure o f hedging effectiveness HBS. Essentially Howard and D’Antonio propose that 
hedge effectiveness be measured by
HBS = SRP -  SRs
(27)
where SRp is the Sharpe ratio of the hedged portfolio, while SRs is the Sharpe ratio of 
the unhedged (spot) portfolio. This they restate as:
HBS = R'f + SRpa s - R s 
<*s
(28)
In the case where the hedge is implemented primarily to protect the value of the 
investment, this measure may give a more appropriate measure of hedge performance. It 
is also allows a simple and rapid assessment of the relative performance of the two 
portfolios. If the HBS value is zero, it indicates that there is no difference in return per 
unit of risk between the hedged and unhedged portfolio. A negative HBS value indicates 
that the unhedged portfolio shows a higher return per unit o f risk than the hedged
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portfolio, and a positive value shows that the hedged portfolio shows a relatively higher 
return per unit of risk. For an investor to prefer the hedged portfolio, the HBS value 
should be positive.
2.4 Time-Varying Nature of Hedge Ratios
Initially, hedge ratios were assumed to be time-invariant and hedge ratios were often 
calculated over long durations, such as years (Brown, 1985). While most early studies 
were limited to in-sample analysis of hedging effectiveness (eg. Ederington, 1979), 
studies such as Eaker and Grant (1987) noted that the Ederington minimum variance 
hedge ratio would change between estimation periods. If a sample of observations is 
split in two, the optimal hedge ratio estimated for the second half of the sample typically 
differs noticeably from that estimated in the first half of the sample, and both will differ 
to a hedge ratio estimated over the full period. This indicates that hedge ratios are time 
varying, an idea developed further by Cecchetti, Cumby and Figlewski (1988) who 
show that as the joint distribution of spot and futures price changes is time variant, so 
too is the estimated hedge ratio. Malliaris and Urutia (1991) also observe that their 
moving window analysis technique (discussed further in this chapter) generates 
different hedge ratios in each sub-period to that generated for the overall period, 
indicative of a time-varying nature. Models such as ARCH and GARCH models have 
been proposed that accommodate time-varying return covariance matrices, however 
these do not seem to have improved performance. For instance, Myers (1991) uses the 
GARCH model to estimate optimal hedge ratios, but finds that it does not perform 
significantly better than other, time invariant models.
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The construction of a hedge requires two basic sets of calculations: the estimation of the 
hedge ratio over some initial period, Ti (hereafter known as the hedge ratio estimation 
period), and the subsequent use of that ratio to form a portfolio over a second period, T2 
(hereafter known as the hedge implementation period). In the ex-post, or one period, 
method these two periods are identical (i.e. T\ = T2) and performance is assessed in- 
sample (see for example Ederington, 1979). However, for more practical and realistic 
ex-ante performance analysis, there are several approaches that may be taken when 
selecting the hedge ratio estimation period. Firstly, a single sample period can be used 
that includes a hedge ratio estimation period and a hedge implementation period. The 
hedge ratio estimation period takes up a pre-selected number of observations, while the 
rest are used as the hedge implementation period and the assessment of hedging 
effectiveness is performed over this implementation period. This technique is typically 
used in early studies such as Dale (1981), although later studies such as Ghosh (1996) 
also use this technique. However, the time-varying nature of hedge ratios is 
unacknowledged by this method, and ratios that are unstable over time become 
particularly problematic if the hedge implementation period has a long duration.
Instead, a sequential approach can be taken such as that used by De Jong, De Roon and 
Veld (1997). This method involves dividing the time period into sections, none of which 
may overlap -  so a 30 day hedge ratio estimation period is followed by a 30 day hedge 
implementation period, followed by second 30 day hedge ratio estimation period, etc.
Figure 2-1 illustrates this concept. The first hedge ratio estimation period runs for 30 
days from March 1 to March 30. The hedged portfolio is then formed and analysed over 
the subsequent 30 days, from March 31 to April 29. The next hedge ratio estimation is
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performed over the 30 days from April 30 to May 29, and the next hedged portfolio is 
formed from May 30 to June 29.
Hedge Ratio Hedged
Estimation 1 Portfolio 1
1 March 31 March 29 April
Hedge Ratio Hedged
Estimation 2 Portfolio 2
30 April 30 May 29 June
Figure 2-1 : Timeline for sequential time period analysis
Alternatively, a sequential moving window approach can be used, where the second 
hedge ratio estimation period starts on the same day as the first hedge implementation 
period. This concept is illustrated in Figure 2-2.
Hedge Ratio Hedged
Estimation 1 Portfolio 1
1 March 31 March 29 April
Hedge Ratio Hedged
Estimation 2 Portfolio 2
31 March 30 April 29 May
Hedge Ratio Hedged
Estimation 3 Portfolio 3
30 April 30 May 29 June
Figure 2-2 : Timeline for sequential moving window analysis
In both methods, the choice of sampling periods may influence the results, as they are 
prone to arbitrary period selection. While some periods may indicate effective 
performance, the selection of other periods within the sample (e.g. starting the hedge 
ratio estimation period on March 10 instead of March 1) may indicate otherwise. If 
arbitrary period selection is to be avoided, it is preferable to use a true moving window
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approach that encompasses all possible period selections within the sample of 
observations.
Hedge Ratio Hedged
Estimation 1 Portfolio 1
1 March 31 March 29 April
Hedge Ratio Hedged
Estimation 2 Portfolio 2
2 March 1 April 30 April
Hedge Ratio Hedged
Estimation 3 Portfolio 3
3 March 2 April 1 May
Figure 2-3 : Timeline for true moving window analysis
A true moving window approach is illustrated in Figure 2-3. In this method, every 
possible combination of 30-day periods over the sample of observations is included. 
Empirical studies often employ the true moving window approach to create time- 
varying hedge ratios, such as Grammatikos and Saunders (1983), who describe it as the 
“overlapping regressions procedure”, and Malliaris and Urrutia (1991a) who call it the 
“moving window regression procedure”. The true moving window approach will be 
used throughout this thesis to minimise possible biases arising from arbitrary period 
selection.
2.5 Additional Considerations
While most studies use price changes as the basis for calculation of minimum variance 
ratios, there has been some discussion in the use of price levels as a basis for ratio 
calculations. However, the unit root properties of currency data mean that levels will be 
non-stationary, while price changes are difference stationary by nature. Hill and 
Schneeweis (1981) compare the use of price levels versus price changes when
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calculating hedge ratios and hedging effectiveness for foreign currency hedging using 
futures products. They observe that spurious correlation could exist between spot and 
future price levels. This casts doubt on the appropriateness of price levels to calculate 
ratios based on regression models, which tend to show residuals with high degrees of 
autocorrelation. Hill and Schneeweis show that the use of price level data results in 
hedge ratios that are significantly higher than those calculated using price changes.
Price change data will be used throughout this thesis to calculate hedge ratios as per 
their analysis.
A number of studies examine the issue of the optimal length of the hedge ratio 
estimation period. If hedge ratios are assumed to be stable over time, it follows that the 
longer the hedge ratio estimation period, the more accurate the resulting hedge ratio will 
be. Alternatively, if hedge ratios are not stable, then a shorter period will be 
preferable’5. Both Hill and Schneeweis (1981) and Grammatikos and Saunders (1983) 
have highlighted this as an important factor to consider when determining an 
appropriate hedge ratio estimation period. However, Malliaris and Urrutia (1991b) find 
that the length of the hedge ratio estimation period is not a major influence in the 
subsequent performance of the hedge, but rather that the length of the hedge 
implementation period is the most important factor in hedge implementation 
performance. Malliaris and Urrutia implement Ederington minimum variance ratio 
hedges for several major currencies and compare the performance of ratios applied over 
one week hedge implementation periods to those applied over four weeks. During hedge 
ratio estimation, R2 values improve when the duration of the hedge ratio estimation 
period increases. However, when hedges are implemented out-of-sample and their
15 See section 2.4 for further discussion of hedge ratio stability.
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portfolio returns are compared, it is found that a shorter implementation period results in 
better performance than a longer one16.
Other studies have supported this result. Benet (1992) investigates the influence of the 
hedge ratio estimation period duration when applied specifically to exchange rate risk 
minimising cross-hedges, and observes that a longer hedge period (of 12 weeks) results 
in a more effective ex-post hedge than a shorter period (4 weeks). However, as 
previously noted, it is not possible to implement an ex-post hedge, and measures of in- 
sample effectiveness need to be contrasted with out-of-sample performance. Benet 
comments that while the estimation process may result in seemingly high R2 values, ex-
\ n
ante hedges often result in significantly lower risk-reduction performance* , and 
concludes that there seems to be no real relationship between the length of the ratio 
estimation period and the risk-reduction performance of implemented hedges. Benet 
instead finds that an increase in the timeframe used to estimate the hedge ratio does not 
improve the performance of the implemented hedge, but rather results in a decline in 
hedge performance. Benet attributes this to hedge ratio instability, which impacts 
significantly on the effectiveness of a cross-hedge, and this instability increases as the 
hedge implementation period increases in length. This result indicates that a rebalancing 
strategy should outperform one which requires the hedge ratio to remain constant.
There is also evidence that, as the duration of the hedge implementation period 
increases, the optimal hedge ratio approaches unity. Both Geppert (1995) and Chen, Lee 
and Shrestha (2003) find that the optimal minimum variance hedge ratio approaches 1
16 Note that to keep performance measures relatively consistent between hedge ratio estimation and hedge 
implementation periods, those returns closest to zero are regarded as most effective in this study.
17 Benet (1992) p. 166
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as the hedge implementation period increases in duration, and conclude that for long 
duration hedges, a full hedge will offer the optimal solution.
Drawing on the work discussed above, this thesis will estimate hedge ratios over 60 
trading day periods. This window length has been chosen as it enables error-correction 
model ratios to be estimated (a 30 trading day window often proves too short to 
effectively estimate ratios) and incorporates a reasonable amount of prior-period 
information. Hedges will then be implemented over subsequent 30 day periods.
2.6 Correlation and Cointegration
Baillie and Bollerslev (1989b) note that “a general consensus has emerged in recent 
years that many macroeconomic time series ... can be characterised by a stochastic 
trend model ... similarly, it has long been recognized that many financial time series,
i  o  B
such as foreign exchange rates, are nonstationary” . It is well established in the 
literature that exchange rates are difference stationary processes, they contain unit roots, 
and exhibit time-dependent heteroskedasticity. Returns are also generally found to 
exhibit leptokurtosis (fat tails), and Hsieh (1988) concludes that this is caused by time- 
varying means and variances in the return series. Hsieh also finds that foreign exchange 
returns typically contain little serial correlation. Studies such as Liu and He (1991), 
however, have found evidence of serial correlation in exchange rate series, so some 
argument exists as to whether all of Hsieh’s conclusions are strictly correct. Further, 
Hsieh focuses on floating, highly liquid currencies. Those currencies found in emerging 
markets, with managed exchange rate regimes and turbulent economic conditions, may 
not behave in such an predictable manner.
18 Baillie and Bollerslev (1989a), p. 167
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There has been little work published on the topic of currencies of developing countries 
in the Asian region, although the increasing level of interest in emerging markets has 
seen more work published recently. Typically, work focuses on the Japanese Yen, and 
includes that of Rana (1981), who analysed monthly observations of a group of Asian 
currencies including those of Korea, Malaysia, Philippines, Singapore, Taiwan and 
Thailand over two periods: 1967-1971 (when all of these currencies were pegged), and 
1973 -  1977. An analysis of skewness and kurtosis finds that the currencies exhibited 
excess kurtosis over the second period, implying non-normal distributions when the 
pegs were lifted.
Floating currencies are generally believed to be best modelled as random walk 
processes. The general structure of a random walk process can be described as
x , =  x , - i  +  £ t
(29)
where et ~ (0,cr2) and is uncorrelated. Random walk processes have two major
characteristics: they contain a unit root, and they have uncorrelated increments. Hence 
many studies of the behaviour of exchange rates seek to first disprove the hypothesis 
that the series is best characterised by a random walk model. For example, Corbae and 
Ouliaris (1986) use a variety of tests to demonstrate that they are unable to reject the 
null hypothesis that the exchange rates studied follow a random walk. Liu and He 
(1991) find evidence to reject the random walk model based on a Lo and Mackinlay 
(1988) variance ratio test that is robust to heteroskedasticity, and propose that while the 
random walk model holds, it may be rejected due to positive serial correlation in weekly 
exchange rate data. This implies that exchange rates may be non-stationary, and indeed 
subsequent work has indicated that this is the case more often than not.
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Heteroskedasticity (Hsieh, 1991) and/or autocorrelation (Liu and He, 1991) are often a 
feature of exchange rates. As a result, the use of simple OLS regression models to 
analyse currencies may incorrectly interpret a null hypothesis, resulting in the 
hypothesis being accepted too often for a given level of significance. Particularly, when 
using regression analysis (such as in the case of the Ederington minimum variance 
model) a spurious regression may result when one non-stationary time series is 
regressed against another. Granger and Newbold (1974) show when regressing non- 
stationary time series against one another, the series should be differenced to become 
stationary before being regressed or misleading results will be obtained. Further, Hsieh 
(1991) states that OLS regression models should be adjusted for heteroskedasticity 
when used in currency analysis.
2.6.1 Unit Roots
If a time series contains a unit root, then it can be identified as non-stationary. Much 
literature examines the presence of unit roots in the foreign exchange rates of countries 
both developed and developing, and the identification of a unit root is generally 
regarded as the first step when analysing exchange rates. If exchange rates are 
characterised as unit root processes, then any shock to the exchange rate has a lasting 
effect on the system. However, while unit root tests can provide important information 
about the nature of exchange rates, the results of these tests may be inaccurate where 
structural breaks exist. This is particularly likely over periods of financial crisis, such as 
the crash of Wall Street in 1987 and the East Asian currency crisis of 1997. The 
presence of structural breaks in the data are likely to bias unit root tests such that a unit 
root hypothesis may be accepted inappropriately (Brooks and Rew, 2002). This may 
then cause errors when using cointegration models based on assumptions of non-
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stationarity of time series. Under traditional unit root tests it is easy to reject the unit 
root hypothesis erroneously, and in the 1990s much work was done to find successful 
tests of the unit root hypothesis that accommodated structural breaks (Zivot and 
Andrews, 1992, Perron and Vogelsang, 1992, Park and Sung, 1994).
2.6.1.1 Dickey Fuller and Unit Root Testing
Nelson and Plosser (1982) are generally credited with the proposal that most economic 
time series follow a random walk process, and are therefore nonstationary and contain a 
unit root.
The Dickey Fuller (1979) test for unit roots is premised on the time series taking one of 
the following forms:
1- Ay, = jy M +e,
2. Ayt =aQ+yyt_x+et
3. Ay( =a0+jyt. t +ßt + £t
(30
where yt is a time series, with intercept a0, trend term yt.i and white noise term et. 
Equation (30.1) is based on the random walk model of equation (29); equation (30.2) 
contains an intercept; while equation (30.3) contains and intercept and a trend. Dickey 
and Fuller propose that a time series can be tested for a unit root using the equation that 
best describes the nature of the series, against a null hypothesis H0 : y -  0 i.e. that the
series contains a unit root. Critical values are then used to determine if the null 
hypothesis can be rejected. MacKinnon (1991) generated a more complete set of test 
statistics which are now widely used, as they are throughout this thesis. A significant
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assumption of the Dickey-Fuller unit root test is that of iid errors. As noted by Hsieh 
(1988), currencies do not typically exhibit iid characteristics. The standard Dickey- 
Fuller test, therefore, is not a good test for currency data. Instead, the Augmented 
Dickey-Fuller (ADF) test can be used, which seeks to rectify problems associated with 
this assumption. Equation (30.3) is modified to include a lag term to capture the effects 
of serial correlation, and is written as:
k-1
y t =a + ß  + yyt_x + £<9f Ay,_. + et
i = i
(31)
where again y is used to test for a unit root with a null hypothesis of H 0 : y = 0.
However, problems may arise with the estimation of the appropriate lag length for the 
model. In the case of currency data, the exact specifications of the model are unknown, 
and so an approximation is often made. Likewise, the ADF statistic aims to incorporate 
the impact of serial correlation in the error terms. However, the ADF technique may not 
accurately specify the series when the period examined contains some structural break 
or shock, such as the East Asian currency crisis, which may lead to the null hypothesis 
failing to be rejected. Papell (2002) shows that when using the ADF test on univariate 
real exchange rates, the null is rarely rejected, which may indicate a shortcoming in the 
ability of the test to accurately characterise data over short time periods.19
2.6.1.2 The Phillips-Perron Statistic
Phillips and Perron (1988) developed a non-parametric test (PP) based on the Dickey- 
Fuller test that eases some of the restrictions on the error term of the model. The test 
allows the errors to be weakly dependent and heterogeneously distributed. Like the
19 Papell (2002) p. 52
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ADF test, the PP test is now used regularly used in currency analysis. The statistic 
works under a similar premise as the ADF statistic, with the test defining cases such that
i- Ayt=yyt-\+iit
2. Ay, =a0+ yyt_x + u,
3. Ay, =a0+)yl_l + ß ( t - n / 2 ) + ü l
(32)
where n is the sample size, and w,,u*,u, are stationary ARMA processes with time-
dependent variables. As with the ADF test, the PP test has a null hypothesis of a unit 
root. Baillie and Bollerslev (1989a) used the PP test to show that foreign exchange data 
can be characterised as 1(1) processes. The PP test has been used since then in studies 
such as Granger, Huang and Yang (2002), Anoruo, Braha and Ahmad (2002) and 
Aggarwal and Mougoue (1996), where the test is used in conjunction with the ADF test 
to verify the presence of unit roots in exchange rates.
2.6.1.3 Other Methods
Perron and Vogelsang (1992) propose a set of statistics that may be used to test the unit 
root hypothesis in the presence of structural change. Based on earlier work by Perron, 
two tests were considered: the additive outlier model (AO) that modelled an 
instantaneous change in the series, and the innovational outlier model (IO) which 
modelled a gradual change in the series incorporating a transitional period. Perron and 
Vogelsang use four techniques to determine the number of lags to be incorporated into 
the model, and conclude that the most effective lag selection method is to test the 
significance of the last included lag, working backwards from some maximum value
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kmax, until it satisfies a 5% critical level t-test. This method has been used by Granger et 
al (2000).
Park and Sung (1994) offer an early test for unit roots in series with structural breaks. 
While the focus of this study is on macroeconomic data, the authors note that it is 
particularly applicable to time series widely held to contain structural breaks, such as 
exchange rates. The purpose of the model is to eliminate the dependency of previous 
unit root tests on a predefined breakpoint, and hence the biases that arbitrary period 
selection may introduce into the test. The model is based on the generalised least 
squares regression corrected for heteroskedasticity, with a weighting given to the pre- 
and post-break periods that are inversely proportional to the size of each sub-sample 
(i.e. a longer sub-sample gets a lower weighting). Park and Sung note that this gives an 
effect similar to the heterogeneity correction made by the GLS model. While this is 
notable work, it has not been widely used. Instead, the Zivot and Andrews (1992) test 
has become a more established test of the unit root hypothesis in series containing 
structural breaks.
2.6.1.4 Zivot and Andrews Statistic
Zivot and Andrews (1992) derive an alternative statistic that allows the ADF test to 
adjust for structural breaks in the data. Based on Perron and Vogelsang (1992), the 
Zivot and Andrews (ZA) method avoids the dummy variable problem of assumed 
perfect information, where the dummy variable is set depending on the point at which 
the structural break is believed to occur. The regression model used is the level shift 
with trend model, as per Granger et al (2000), such that:
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Ay, -  a  + ß  + yyt~\ + 5DU, W  + Af,-,- + a,
/=!
(33)
where DUt(Z) =1 for t > TZ,
-  0 otherwise
and X = Tb/T with Tb being the point of the structural break.
This method minimises the adverse consequences of arbitrary period selection through 
visual inspection by automating the positioning of the structural break according to 
empirical assessment. Instead, the regression is run through a series of iterations to 
determine the most likely break based on the value of the coefficient y that generates the 
minimum t-statistic, and hence gives the least support for the unit root. This form, when 
tested against macroeconomic time series originally documented in Perron (1989), finds 
less evidence for the rejection of the unit root hypothesis in the examined series than is 
found when analysed using the predetermined breakpoint method. The number of lag 
terms are determined empirically based on the significance of the coefficient 6t , 
working backwards from a maximum lag count of 12 as per Perron (1989). The 
appropriate number of lags is determined to exist when the value of i is chosen such that 
the t-statistic of 0, is greater than 1.6 in absolute value, and the statistic for 6i+rl for «>0 is 
less than 1.6.
The success of the unit root hypothesis is determined using critical values generated for 
the value of X estimated in each case. The Zivot and Andrews test has been adopted by a 
number of studies into macroeconomic series containing structural breaks. Alba and 
Papell (1995) use the Zivot and Andrews test and several other techniques to examine
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trend breaks and unit roots in the real GDP data of nine emerging East Asian countries. 
They compare the ADF test with the ZA test and find that the ADF test fails
X 1% 5% 10%
0.1 -4.27 -3.65 -3.36
0.2 -4.41 -3.80 -3.49
0.3 -4.51 -3.87 -3.58
0.4 -4.55 -3.94 -3.66
0.5 -4.55 -3.96 -3.68
0.6 -4.57 -3.95 -3.66
0.7 -4.51 -3.85 -3.57
0.8 -4.38 -3.82 -3.50
0.9 -4.26 -3.68 -3.35
Table 2-1: Zivot and Andrews Calculated t-Statistics
to reject the unit root hypothesis for only 4 of thel 8 series tested. The ZA test, in 
comparison, rejects the unit root hypothesis for the majority of the series. Alba and 
Papell note that this is a stark contrast to the results for OECD countries, where previous 
studies have found little support for the rejection of the null hypothesis of a unit root. 
The structural breaks are attributed to government reforms, and the rejection of the unit 
root hypothesis in the Asian data is consistent with Alba and Papell’s predictions.
The Zivot and Andrews test has also been used in studies of East Asian exchange rates. 
Granger, Huang and Yang (2000) use the ZA test to characterise daily East Asian 
exchange rate data over the period 1986 -  1998, a period that will include any structural 
breaks that may have occurred during the 1997 currency crisis. They reject the unit root 
hypothesis for Hong Kong, Indonesia, South Korea, Malaysia, the Philippines and 
Thailand. However, they do not incorporate a large amount of data in their post-crisis 
period, and it is worth investigating the sensitivity of the data to structural changes -  the 
lack of post-crisis data may be causing incorrect results. It would be anticipated that the
55
currencies did not contain a unit root in the pre-crisis period, as the majority were 
pegged or otherwise government controlled. The post-crisis results may differ as many 
currencies were floated or had their controls loosened subsequent to the crisis (see Table 
4-2).
The authors also fail to list the dates of structural breaks determined by the Zivot and 
Andrews test. Assumptions can be made about the breaks from the quoted values of X  -  
those values around 0.95 appear to occur during the crisis or post-crisis period. From 
this assumption, it appears breaks were identified in the crisis period for Hong Kong, 
South Korea, Malaysia, the Philippines, and Singapore. Note that in their analysis, 
Taiwan and Indonesia did not appear to register breaks in the crisis period as both had 
very small values for X ,  which is an unlikely scenario given that Indonesia floated its 
currency during this period. The Zivot and Andrews test will be used in this thesis to 
test for unit roots over time periods incorporating the 1997 East Asian crisis, when 
studies such as Granger, Huang and Yang have indicated that structural breaks have 
taken place in a number of East Asian currencies.
2.6.2 Cointegration
Baillie and Bollerslev (1989a) observe that not only are daily foreign exchange rates 
unit root processes, but also that daily spot and forward exchange rate series are 
cointegrated. The identification of long-run relationships in currency series is important, 
as the hedge ratio may otherwise be misspecified (Lien, 1996). Aggarwal and Mougoue 
(1996) observe that the existence of cointegration suggests opportunities for cross­
hedging as a means of hedging foreign exchange risk in currencies where developed 
markets for currency forwards and futures do not exist, as it demonstrates an existing
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long-run relationship between the asset and the futures being used to cross-hedge it. 
Hence an important step in any study of cross-hedging is the identification of long-run 
cointegrating relationships between spot and futures.
Cointegration describes the relationship between two time series, y and z, and can be 
modelled by a simple OLS regression, such that:
y t =a  + ßzt +et
(34)
where e ~ (o,cr2). If the distribution of the error term ct doesn’t change over time, then
the model is stationary and describes two series that have a long-run cointegrating 
relationship. This is the standard OLS regression form, as is commonly used to analyse 
economic variables. However, as discussed previously, foreign exchange series are 
often characterised as non-stationary (Hsieh, 1988) and may be heteroskedastic (Hsieh, 
1991) and/or autocorrelated (Liu and He, 1991). As a result, the OLS regression may 
incorrectly interpret a null hypothesis, resulting in the hypothesis being accepted or 
rejected too often for a given level of significance. Indeed, Hsieh (1991) states that 
heteroskedasticity should be adjusted for when using OLS regression over exchange 
rate changes.
When using an OLS regression to test for a cointegrating relationship, there are several 
important points that must be considered. One basic premise of the OLS regression is 
that the time series examined should contain a similar unit root profile (i.e. contain the 
same number of unit roots), and if this is not the case then a standard OLS regression 
should not be relied on to produce evidence of cointegration. Frankel and Wei (1994) 
conclude that East Asian currencies do not contain unit roots (and hence are not 1(1)
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processes), and then go on to use a standard OLS regression to test for cointegration.
The results from this study are therefore questionable, as they have failed to satisfy one 
of the essential criteria of cointegration testing.
Also an issue is the use of weekly or daily data, which introduces the possibility of 
heteroskedasticity due to the high frequency of observations (Hsieh, 1991). It can be 
anticipated that daily exchange rates will be influenced to some extent by lagged data 
(Baillie and Bollerslev, 1989b), hence there may also be some degree of autocorrelation. 
A further drawback of regression analysis that is highly relevant to this thesis is the fact 
that several East Asian currencies moved from managed exchange rate regimes to 
market driven regimes post-crisis. A regression analysis, based on the supposition that a 
currency basket is being adhered to, is obviously less conclusive an analysis tool in the 
post-crisis period. As most of the previous work has been done during periods of 
managed exchange rate regimes, this analysis was more appropriate but it may be 
criticised for its simplicity and lack of investigation into spurious regression results 
when applied to the post-crisis period.
Engle and Granger (1987) propose a basic methodology for cointegration testing. They 
show that a linear combination of 1(1) series will generally be 1(1) unless there exists 
some cointegrating relationship, which will result instead in an 1(0) process, and 
therefore it is possible to test for cointegration between series by testing for the null 
hypothesis of no cointegration. Should the two series be of differing orders, I(n) and 
I(m), then it is possible to conclude that they are not cointegrated. Having established 
the presence of unit roots of the same order in two series, the equilibrium relationship 
can be estimated of the form
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y , = ß o +  + £,
(35)
where yt is one economic time series and xt the other, with errors et. An OLS regression 
can be run from this equation, and the residuals examined to determine if they are 1(0). 
Engle and Granger show that the standard Dickey-Fuller critical values are not 
appropriate to test this, and instead use a set of critical values they generated for the 
purpose. This technique was further refined by Engle and Yoo (1987) for situations 
where the relationship is characterised by more than two variables. This form can be 
rewritten as a vector, such that
Yt = ß {X t + uu
X t = ß 2Y'+u2t
(36)
where uu = w1M + su ,
U 2t ~  P “ 2t- \  £ 2t >
and E(su) = E(e2t) = 0, var(f„) = cr,,, var(e2l) = cr22,cov(eu,£2l)= <Jn
The components of the vector X t are said to be cointegrated CI(d,b) if all components 
of X t are integrated of order d, and there exists a cointegrating vector ß  such that the 
linear combination ß xX t is integrated of order (d-b) where b > 0. Y and X  can 
therefore be said to be cointegrated CI(l,l).
2.6.2.1 Johansen Test for Cointegration
The Johansen (1988, 1990) test for cointegration is based on the autoregressive error- 
correction model - if two series are cointegrated, then it follows that they have an error- 
correction representation. The basic vector error-correction equations are modelled
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under an assumption of cointegration, and tests are then carried out to determine if the 
model does in fact fit the data being tested. The vector auto-regression can be restated to 
give:
AXt = aß'X'_x+TAXt_x +ju + <&Dt + st
(37)
where Xt is the matrix of time series data,
a is the matrix containing the coefficients of adjustment (n x r), 
ß is the matrix containing cointegrating vectors^« x r),
T is the matrix of the short-run coefficients (n x n), 
p is a growth rate,
and Dt is a matrix of seasonal dummy terms (n x d).
The matrix 77 = aß' can be used to determine the number of cointegrating vectors, with 
three possible outcomes. When the presence of a unit root in the data has been 
ascertained, this can be reduced to the one main scenario such that Xt is 1(1) and 77 is the 
outer product of two (kxr) matrices each of rank r. The task, then, is to determine the 
cointegrating rank r, factorise 77 = aß' and from this estimate the VAR. The hypotheses 
are developed such that
Hq : no cointegrating equations 
77, : n  = aß'
The Johansen and Juselius (1990) cointegration test determines cointegrating rank using 
maximum likelihood estimation of the eigenvalues of 77. This generates a likelihood 
estimate for each hypothesis Ho... Hk-i. The resulting estimates are then compared to 
the Osterwald-Lenum (1992) critical values to determine if the hypothesis can be 
rejected, thus determining the number of cointegrating equations.
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Early work on cointegration between currency series includes that by Baillie and 
Bollerslev (1989b), who found evidence of cointegration between 7 major currencies 
using PP tests on a composite OLS model. However, this method received some 
criticism with regard to the strength of the results, and other studies criticised the 
conclusions. Subsequent studies (Zhou, 1998, Granger, Huang and Yang , 2000, Azali, 
Habibullah and Baharumshah , 2001) instead use the Johansen test for cointegration, 
and it has been incorporated in a variety of statistical packages and is now widely used 
in cointegration literature. However, poorly characterised high-frequency data may still 
generate incorrect conclusions if allowances are not made for the impact that structural 
breaks may have on the series. Baillie and Bollerslev (1994) observe that the impact of 
structural breaks will be minimised by using long-run data, and suggest that those 
relationships that show cointegration more strongly over the long run should be termed 
“fractionally integrated” processes. It is possible that long-run data may not be the most 
appropriate for use in some applications, and it may be important that the impact of 
structural breaks be fully recognised, and not “minimised” as suggested by Baillie and 
Bollerslev. In view of this, work was done in the late 1990s that sought to capture the 
structural breaks and allow data analysis that incorporated, rather than ignored or 
minimised, the impact of the breaks on the time series.
2.6.2.2 Gregory and Hansen Test for Cointegration
The Gregory and Hansen (1996) test for cointegration expands the test for cointegration 
to enable testing over periods incorporating structural breaks and includes the 
independent derivation of an appropriate breakpoint. The test is based on a regime
20 see Sephton and Larsen (1991)
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switching methodology, whereby a residual-based test for cointegration is used which 
allows for a regime shift in the intercept alone, or the entire coefficient vector. Like the 
Zivot and Andrews (1992) test for a unit root, the selection of breakpoints for the 
structural change is done empirically, hence again removing the possibility of arbitrary 
period selection. The Gregory and Hansen (GH) test may therefore be regarded as a 
multivariate extension of the univariate Zivot and Andrews test. The GH test is broken 
up into two stages. Again the level shift with trend model is used as per Granger, Huang 
and Yang (2000), such that
y u =a + ßt + yDU t(A)+Qxy lt + £,
(38)
where yit,y2t are 1(1) time series,
DUt(Z)=l for t > TX,
= 0 otherwise, as per the ZA test, 
and X = Tb/T with Tb being the point of the structural break.
The residuals are then tested to determine if they are 1(0) or 1(1) processes using the 
standard ADF and PP unit root tests using a generated set of critical values. If the 
residuals are 1(0) processes, this indicates the presence of cointegration between yn and 
y 2t and hence the null hypothesis of no cointegration can be rejected. The point of the 
structural break is determined from the value of X that generates the smallest ADF 
and/or PP test statistic.
The Gregory and Hansen test has been adopted in recent research (Hamori and 
Matsubayashi, 2001, Felmingham and Zhang, 2001, Dharba, 2002 ). While most 
applications deal with economic series, some research has used exchange rate data. 
Granger, Huang and Yang (2000) use the Gregory and Hansen test to test for
62
cointegration between East Asian exchange rates and stock market indices. While 
focussing solely on the exchange rates determined previously in the study to contain 
unit roots (Japan, Singapore and Taiwan), they find evidence of cointegration between 
the exchange rates and stock market indices for these countries . Fernandez-Serrano 
and Sosvilla-Rivero (2001) also use the Gregory and Hansen test for cointegration to 
examine linkages between Asian stock markets during the period 1977 -  1999. They 
examine daily data from the stock market indices of Hong Kong, Japan, Singapore, 
South Korea and Taiwan, using the Japanese market as a basis from which to seek 
cointegrating relationships. While the Gregory and Hansen test finds support for 
regional stock market cointegration between Japan and Taiwan, with weaker support for 
Japan-Singapore and Japan-Korea over sub-periods, the Johansen test fails to reject the 
null of no cointegration. Indeed, in one instance the authors introduce a dummy variable 
to allow for structural change and are still unable to reject the null hypothesis using the 
Johansen test. They conclude that there is evidence of long-run relationships in the 
data, and that traditional tests of cointegration that fail to incorporate structural breaks 
may misspecify cointegrating relationships.
In light of this evidence, the Gregory and Hansen test will be used in this thesis to test 
for long-run relationships in East Asian currencies over periods incorporating the 1997 
crisis.
2.6.2.3 Length of Study Period
Baillie and Bollerslev (1989a) recommend the use of high-frequency data when 
analysing the relationships between currencies. They note that “the degree and
21 Note that this study does not test for cointegrating relationships between any currency pairs.
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persistence of time-dependent heteroskedasticity and the level of kurtosis are far more 
pronounced in daily than weekly exchange rate data”22. They also observe (Baillie and 
Bollerslev, 1994) that the impact of structural breaks will be minimised by using long- 
run data. As the study period for this thesis incorporates the crisis of 1997, structural 
breaks both natural and caused by government intervention in the nature of the 
currencies (such as the decision to float or fix various currencies during this period) 
means that the exchange rate series are likely to contain significant structural breaks. It 
is important, therefore, to consider this throughout the analysis process of this thesis as 
daily data will be used throughout.
Baillie and Bollerslev (1994) also note that since their 1989 study of cointegration in 
exchange rate series, work by other researchers has shown that the selection of study 
period will influence the significance of the outcome of cointegration tests. Researchers 
should therefore be careful about conclusions drawn as a result of cointegration testing - 
it is not possible to infer that currencies will always be cointegrated simply because 
evidence of cointegration is found for a specific time period. It is possible that 
conflicting results may be found if the selection of start and end dates are chosen 
differently. As such, it is important to avoid making sweeping generalisations based on 
period-specific results.
2.6.2.4 East Asian Currency Studies
There is a limited amount of research into East Asian currencies, and they typically 
focus on the Japanese yen and do not include the Australian dollar. In some cases these 
studies test for unit roots and cointegrating relationships, but their results are
22 Baillie and Bollerslev (1989a), p. 169
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inconclusive at best, and changes in East Asian currency regimes naturally make the 
results period specific. Zhou (1998) examines the relationship between the currencies of 
ten Pacific Basin countries, specifically Australia, New Zealand, China, Thailand, 
Indonesia, Malaysia, Hong Kong, Korea, Singapore and Taiwan, and their linkages to 
the Japanese Yen and the US Dollar, using quarterly data from 1973 to 1993. Zhou 
finds that there is a significant relationship between the Yen and the Singapore Dollar, 
the Korean Won and the Taiwan Dollar. However, Zhou also finds no significant 
relationship between the Australian Dollar and the Yen. Zhou further finds that the 
currencies of Australia, New Zealand, Singapore, Korea and Taiwan are 1(1) processes, 
while Malaysia and Thailand are 1(0). However, Baharumshah and Ariff (1997) studied 
purchasing power parity (PPP) in Thailand, Singapore, the Philippines, Malaysia and 
Indonesia and use both the ADF and PP statistics to show that these currencies are all 
1(1)  processes.
Likewise Azali, Habibullah and Baharumshah (2001) examine East Asian and Japanese 
currencies search of support for PPP, in this case using panel analysis techniques. They 
find that the East Asian currencies of Indonesia, South Korea, Malaysia, the Philippines, 
Singapore, Taiwan and Thailand were 1(1) processes over the study period. However, 
the last period for this study was the 4th quarter of 1997, and therefore includes the 1997 
crisis, although there is no adjustment made for structural breaks. It should also be noted 
that both Baharumshah and Ariff (1997) and Azali et al. (2001) use long-run (annual) 
data in their examinations, which may mitigate for the structural breaks as noted by 
Baillie and Bollerslev (1994). In a more recent study of emerging markets, Holmes 
(2002) uses quarterly data and draws similar conclusions.
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Few studies have been made of intra-Asia currency cointegration prior to the 1997 
currency crisis. One of these studies is Aggarwal and Mougoue (1996) who looked at 
relationships between the Japanese Yen and two groupings of Asian currencies, defined 
as the “Tigers” (Hong Kong, South Korea, Singapore and Taiwan) and the ASEANs 
(Malaysia, Philippines, Thailand and Singapore). At the time the paper was written, 
there was an interest in the increasing dominance of Japan over the Asian region, and 
the paper attempts to find empirical evidence of this in the relationships between the 
region’s currencies. The period studied is 1983 to 1992, and so covers the period of 
Japan’s ascendency as a global economic power. After confirming the presence of unit 
roots in the exchange rates using the Park and Sung (1994) test for unit roots in data 
with structural breaks, subsequent cointegration testing finds that for the second time 
period examined (1988 -  1992), the Japanese yen was found to be influential in both 
sets of currencies, and in fact was more influential than the U.S. dollar (the assumption 
being that the US dollar is the most highly related currency to those of East Asia).
They show also, through the implementation of cross-hedges, that the Japanese yen is a 
suitable currency with which to hedge these East Asian currencies. Tse and Ng (1997) 
study the currencies of Japan, Malaysia, Singapore, the Philippines, Thailand, Taiwan 
and South Korea, using daily data from September 1982 to June 1994, and find 
evidence of multilateral cointegrating relationships in a full system of these exchange 
rates, starting in the early 1990s. Reside and Gochoco-Bautista (1999) use average 
monthly rates to study the exchange rates of China, Japan, Malaysia, the Philippines, 
Thailand, Indonesia, Singapore and South Korea from July 1992 to December 1997 but 
find no evidence for bilateral cointegration between the Yen and any of the East Asian 
currencies using the Johansen (1988) test. They do find support for a multilateral
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cointegrating relationship between China, Thailand, the Philippines, Singapore, 
Indonesia and Japan.
2.7 Summary
This chapter has discussed the literature of hedging within the framework of the three 
theories of hedging: traditional hedging theory, the Working (1953) theory of 
speculation on the basis, and the portfolio model of hedging. A number of hedge ratio 
estimation techniques were discussed in section 2.1.1, including the three techniques 
used in this thesis: the Ederington minimum variance hedge ratio of equation (9), and 
the error correction model hedge ratio of equation (17), and the lower partial moment 
hedge ratio of equation (20). Additionally, a number of different hedge performance 
assessment techniques have been discussed in section 2.3, including the R2 measure, the 
Sharpe ratio and the HBS measure, all of which will be used in this thesis to evaluate 
hedge performance.
An error correction model hedge may outperform other ratio estimation techniques if a 
long-run relationship exists between spot and futures. In order to ascertain the nature of 
this relationship, unit root and cointegration tests are used, and these are discussed in 
section 2.6. Of particular relevance to this thesis are tests used in the presence of 
structural breaks, such as those in several East Asian caused by regime changes during 
the 1997 crisis. Unit root and cointegration testing is carried out in Chapter 6, and the 
results validate the decision to use error correction model cross-hedges in Chapter 7.
This thesis builds upon work such as that of Eaker and Grant (1987) and Aggarwal and 
Demaskey (1997), and examines the effectiveness of currency cross-hedges
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implemented using different ratio estimation techniques. Chapter 7 examines the 
effectiveness of cross-hedges implemented using a full hedge, the Ederington minimum 
variance hedge ratio and the error correction model hedge ratio. Chapter 8 takes this a 
step further, examining the effectiveness of lower partial moment hedge ratios in cross­
hedging, something that has not previously been documented in the literature. The 
results of this thesis are then discussed further in Chapter 9, and recommendations for 
future work are made.
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3 Economic Background
3.1 The Asian Currency Crisis -  A Brief Overview
A financial crisis can be defined as “a non-linear disruption to financial markets in 
which the asymmetric information problems of adverse selection and moral hazard 
become much worse” (Mishkin, 1999, p. 710). The Asian currency crisis of 1997 
undoubtedly devastated the region, destroying regional economies and threatening to 
wind back the progress made over the previous 5-10 years. The emerging markets of 
Asia had been booming in the early part of the 1990’s, with increasing foreign 
investment inflows as a result of the liberalisation of the finance sectors and the rapid 
economic growth being experienced. The crisis in Asia was generally unanticipated. 
Ratings agencies such as Moodys and Standard and Poor’s failed to downgrade 
sovereign debt in the lead up to the crisis -  indeed, in some instances the ratings were 
improving. When the crisis hit, it did so forcefully and with catastrophic results.
Since then, the economies have recovered and reorganised, and have been the subject of 
many post-mortem studies. Most researchers agree that the crisis was caused by the 
liberalisation of financial systems without the counterbalancing regulatory and 
supervisory regimes required to ensure proper market behaviour. As a result, bad loans 
became dominant feature of the banking systems in each country, while hordes of 
political cronies were made insolvent when expansive business ventures collapsed in 
debt. Mishkin (1999) proposes that the main determinant of financial crises is a 
deterioration in the balance sheet of financial sector institutions. Significant banking 
sector changes, making the availability of money far greater, resulted in excessive risk­
taking with borrowed money. Mishkin attributes this risk-taking to a lack of experience 
within the banking sector, coupled with inadequate regulatory systems in political
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regimes riddled with corruption. Government guarantees on the banking system, or the 
assumptions of those guarantees, create a situation where moral hazard invariably 
results, with large loans being made to inappropriate borrowers. Further, an inflow of 
OECD capital as a result of a booming economy and high yields means that the money 
supply is further increased, encouraging more loans. Mishkin posits that the 
deterioration of bank balance sheets precipitated the financial crisis in Asia. This, 
coupled with a large current account deficit, can trigger speculative attacks on a 
currency that central banks are unable to defend. A rise in interest rates could trigger a 
collapse in the banking sector due to the quantity and quality of outstanding loans (the 
study notes that the share of non-performing loans to performing loans rose by 15-35% 
during the Asian currency crisis). These conditions may lead to a currency crisis and 
subsequent devaluation (Mishkin, 1999).
Mishkin notes that the ensuing currency devaluation causes financial crisis, emerging 
markets being particularly vulnerable because their short-term debt tends to be 
denominated in OECD currencies. Assets, denominated in the domestic currency, are 
reduced in value and hence debt will begin to far outweigh assets thus precipitating a 
decline in lending and investment and therefore in economic activity. Currency 
devaluation may also result in inflation, and hence interest rate increases that further 
pressure borrowers. This also puts pressure on the banking sector, whose balance sheets 
weaken and whose foreign denominated debt comes under pressure. Banking sector 
collapse will further precipitate economic collapse.
Radelet and Sachs (1998b), however, note that some authors and particularly the IMF 
were quick to take up this explanation of credit crisis, which ignores the fact that the 
Asian economies had been spectacularly successful up until the crisis. The crisis was
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almost wholly unforseen and, until the crisis hit, Asian economies had experienced large 
and enthusiastic inflows of foreign capital. The authors examine three crises in 
emerging nations, namely the Mexican crisis of 1994-95, the Argentine crisis of 1995 
and the East Asian crisis of 1997. In each case, they find the crises are characterised by 
panic-driven creditors rapidly withdrawing funds, creating an “unnecessarily deep 
contraction” . Their argument is one of undershooting, where the panic creates a 
downturn that is excessive relative to that indicated by the underlying fundamentals of 
the economy. The authors instead blame the initiated but, at the time, incomplete 
process of financial market reforms that the crisis economies had begun. In each of the 
three 1990s crises, partial reforms had resulted in economic systems that were 
particularly susceptible to capital flight. However, unlike the South American crises, the 
Asian crisis was noticeably absent of possible trigger factors such as overvalued 
exchange rates and legacies of high inflation. The authors also note that there appeared 
to be no reason why the risk of credit default should have been of concern in the Asian 
economies prior to the crisis. Instead they characterise the Asian crisis as a credit crisis 
of illiquidity, where borrowers are unable to repay debts due to their holding of illiquid 
assets, rather than an insolvency-based scenario. Indeed, if the panic had not taken hold, 
there would have been no reason why the borrowers should be required to repay loans 
so quickly. The panic, in effect, became a self-fulfilling prophecy when collective 
action was taken by creditors.
Like Mishkin, Radelet and Sachs note that the crisis was exacerbated by newly 
liberalised banking systems that lacked regulatory supervision. Both political 
involvement in Asia’s “crony capitalism” system and the involvement of major 
corporations in the banking business in several Asian nations conspired against an arms-
23 Radelet and Sachs (1998b), p. 2
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length, effective regulator. Indonesian and Korean banks were regularly allowed to 
breach capital adequacy requirements, a situation that would be unthinkable in OECD 
countries. Lending increased significantly pre-crash, with banks borrowing offshore to 
finance this activity. This left the banks particularly prone to the whims of overseas 
creditors, as was evident when the crisis set in. When domestic companies started to 
default on loans, the banks were caught in a credit squeeze. As many other domestic 
investments were in illiquid assets, such as property, the crisis worsened as property 
prices plunged and other assets devalued.
Bustelo (2000) characterises the Asian currency crisis as one precipitated by private 
over-investment. Certainly large capital inflows from foreign financing sources were a 
feature of the Asian economies pre-crisis and, as noted by Radelet and Sachs, the crisis 
was precipitated by large outflows of investment funds creating a credit squeeze. The 
Asian economies were characterized by large amounts of short-term foreign debt, and 
Bustelo notes that this area is lacking in consideration in some prior work on crisis 
indicators. Further, Bustelo points out that all three of the 1990s currency crises were in 
economies with significant government control over exchange rates and were in 
countries with large interest rate differentials. The business of borrowing overseas at 
lower interest rates, only to lend domestically at higher ones, was standard practice in 
Asian banks at the time leading up to the crisis. This was accompanied by a significant 
increase in domestic lending activity, in an environment of low regulatory supervision 
and low capital adequacy requirements. This resulted in an increase in domestic 
investments in non-liquid assets such as property, and over-investment by private firms 
that resulted in a decline in capital efficiency.
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3.2 Indicators of a Crisis
A number of researchers have attempted to identify common characteristics of a 
financial crisis, in an attempt to allow identification of possible future crisis situations. 
The work of building models to predict a crisis was particularly prevalent in the latter 
part of the 1990s, after the crises in Argentina, Mexico and Asia. A belief that early 
identification could head off a crisis was fundamental to this work.
Berg and Pattillo (1999) analyse the popular KLR model of Kaminsky, Lizondon and 
Reinhart (1998) and propose modifications based on its handling of the Asian currency 
crisis. The original KLR model, which was based on data from crises in the period 1970 
-  1995, fails to predict the East Asian crisis, casting its usefulness into doubt. The 
model uses fifteen indicator variables to predict a crisis, with each indicator triggering a 
warning signal when it moves beyond a given threshold. It then undergoes some further 
transformation to give a result that predicts the probability of crisis in the following 24 
months. These indicators were based on a variety of economic indicators such as real 
exchange rate, exports, international reserves, real interest rate, imports, industrial 
production and terms of trade, as well as a financial indicator, namely the stock price 
index. The authors found that “the predictions [generated were] better than guesses”24, 
however it is difficult to assess the success of a guess when full information is available. 
The authors then offer a probit model, using the same variables, that slightly 
outperforms the KLR model and better predicts the East Asian crisis. This shows that a 
variety of financial and economic factors can be identified that, when combined, may 
indicate the potential for the type of severe economic instability that can result in crisis.
24 Berg and Pattillo (1999), p. 568
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In attempting to build a model for predicting crises, Burkart and Coudert (2002) use a 
variety of factors as indicators including a regional relationship indicator, based on 
regional contagion theories such as that proposed by Glick and Rose (1999), a currency 
overvaluation weighting, a dummy variable for capital controls and an indicator for 
rapid domestic credit growth. They conclude that these are some of the most important 
factors when defining a crisis, and are able to successfully predict 4 out of 5 crises 
studied. Models such as this one work moderately well in regional predictions.
However, as noted previously, the East Asian crisis economies were disparate in their 
nature. While some experienced rapid currency appreciation prior to the crisis, others 
(such as Indonesia) did not. While some experienced significant changes in capital 
controls, others (such as Singapore) did not. This led to inconsistency in the results of 
Burkart and Coudert, who were able to identify a oncoming crisis in Thailand, Malaysia 
and the Philippines, but were unable to predict the crisis in Indonesia. More 
fundamental was the lack of anticipation of research prior to the crisis, and the 
unequivocal support for the success and growth of these economies by ratings agencies 
and the IMF25. Despite work done in the period immediately prior to the currency crisis, 
prompted by the crises in Mexico and Argentina, there was little international concern 
about the region in the period leading up to the crisis.
Burkart and Coudert (2002) also observe that there are concerns that the early prediction 
of a crisis may lead to a self-fulfilling prophesy as investors react in the anticipation of 
future trouble. As noted previously, a feature of most crises is a compounding flight to 
safety of investors that precipitates collapse, even when, as with Asia, the fundamentals 
appear to be relatively sound. As a result, careful objective measurement of a variety of 
indicators is necessary before any prediction of a crisis can take place. However, noting
25 Bustelo (2000) notes that the IMF “even praised the soundness of Thailand’s and South Korea’s 
macroeconomic policies” in the IMF Annual Report 1997 (footnote, p. 237)
74
the variables that make up a robust crisis model also sheds light on the factors that are 
likely to create trouble, and where the trouble may occur. Bustelo (2000) proposes that 
research should focus not on predictors of financial crisis, but on indicators of future 
trouble. Observing that each crisis has its own set of individual differences, Bustelo 
argues that the focus of future research should be on early-warning indicators rather 
than crisis predictors.
3.2.1 Japan and Currency Devaluation
An interesting perspective on the East Asian currency devaluation is given by Kwan 
(1998). Kwan argues that the East Asian currencies were strongly linked to the US 
dollar in the early part of the 1990’s. As the value of the Japanese yen (relative to the 
US dollar) plummeted in the mid-1990s, the competitiveness of East Asian exports to 
Japan, priced in currencies pegged to the dollar, likewise declined. This resulted in 
significantly reduced export earnings resulting in the deterioration of current account 
balances. Kwan cites Thailand as an example: the baht appreciated around 35% against 
the yen, and export growth dropped from over 20% in 1995 to almost nothing in 1996. 
This generated a current account deficit of 7.9% of GDP .
Kwan posits further that changes in the yen-dollar rate are the major factor determining 
economic growth in the East Asian region. He argues that rather than creating economic 
stability, pegging currencies to the US dollar has created a system in East Asia that is 
highly unstable and subject to shocks. Kwan blames the peg system for the volatile 
sequence of boom and crisis seen in the Asian region throughout the last 20 years.
Kwan argues for a yen bloc in East Asia, and for currencies to be floated or pegged to 
the yen in preference to the US dollar. He argues that had countries such as Thailand 
26 Kwan (1998), p. 285
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assigned a higher weighting to the yen in their currency baskets pre-crisis, the economic 
consequences would have been greatly reduced as the East Asian currencies would have 
been allowed to devalue in step with the yen. This would have moderated the decrease 
in exports and resulted in a far less drastic outcome. Radelet and Sachs (1998b) concur 
with Kwan’s assessment of the devaluation of the yen having an impact on the Asian 
economies, although they state that the devaluation of the yen had only “a modest direct 
impact”27.
The overvaluation of the East Asian currencies is significant in Kwan’s argument as 
well as other work on the nature of financial crisis. However, Chinn (2000) examines 
the possible overvaluation of the East Asian currencies and emphasises the fact that the 
subsequent devaluation of the currencies once government control was removed does 
not necessarily infer that the currencies were overvalued before the crisis. Based on a 
variety of tests, Chinn finds that while there is evidence that the currencies of Hong 
Kong, the Philippines, Malaysia and Thailand were overvalued, the reverse is true for 
South Korea, Taiwan and Singapore. Further, the author finds mixed evidence for 
Indonesia. The author notes that while the currencies of the Philippines, Malaysia and 
Thailand suffered a severe decline in value, the Hong Kong dollar did not. Likewise 
while Taiwan and Singapore suffered relatively less than other countries, the South 
Korean won declined significantly. Hence no relationship is obvious between pre- and 
post-crisis currency values. Chinn concludes that despite the subsequent devaluations, 
not all East Asian currencies were overvalued before the crisis. Chinn also comments 
that the degree to which currencies were overvalued was small, and hence any prior 
currency overvaluation was not a defining condition that led to a currency crisis.
27 Radelet and Sachs (1998b), p. 3
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As discussed previously, increased investment in the property sector made things 
difficult when sales were required. The currency crisis was coupled in many countries 
with a sharp decline in real estate prices. However authors such as Radelet and Sachs 
(1998b) note that there was no discemable “bubble” in property prices in the years 
leading up to the crisis. A property price bubble does not appear to precede the currency 
crisis, and lending for property could not be said to have been particularly risky. 
However the devaluation during the crisis did not help borrowers repay foreign 
denominated debt, as domestic price falls coupled with a devalued currency resulted in 
significant losses against property purchase prices. It should also be noted that some 
countries, like Indonesia, saw no decline in real estate prices until the following year 
(1998).
3.3 The Impact on Trade
After the rapid realignment (or devaluation) of East Asian currencies which took place 
when their controls were loosened, it took some time for exports to recover to their pre­
crisis levels. Only a modest increase in export volume was noticeable in the immediate 
realignment period, the period including and immediately subsequent to structural 
change in the currencies. There are several reasons for this to have been the case. Basic 
economics dictates price elasticity of demand, and it is possible that the volume of 
exports was inelastic in the short term. A lack of growth in the countries importing 
Asian goods would mean that price falls would not necessarily result in an increase in 
demand. Another hypothesis is that corporate failures in the East Asian countries 
resulted in an inability to increase export production. However, Duttagupta and 
Spilimbergo (2000) find that the most likely cause of a failure to increase export 
volumes was the “competitive depreciation” that occurred as exchange rates fell 
relatively equally in all regional economies. This meant that no one country had a
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competitive advantage over any other, and so there was no marked increase in export 
volume in any one country. They noted that this was an important conclusion as 
normally East Asian export volume is extremely price-sensitive. They conclude that this 
competitive depreciation exacerbated the crisis, and prolonged it by keeping all 
competing economies depressed as none were able to gain a competitive advantage 
from currency depreciation.
Once the crisis started, primarily in Thailand, it spread rapidly throughout the region. 
Later studies by Glick and Rose (1999) indicate that currency crises are contagious 
along lines of international trade linkages. Countries prefer to trade with near-neighbour 
countries, so the spread of contagion through trading lines tends to result in 
geographically-related countries experiencing crisis. The research is relevant, as it 
shows that speculative “raids” on currencies occur along international trading lines. The 
authors show that once a country has been subject to a crisis, closely related trading 
partners and competitors were more likely to experience a similar crisis than unrelated 
countries. Edwards and Susmel (2001) further show that the contagion spreads rapidly 
and is characterised by short periods of extreme volatility, which also result in 
heightened levels of correlation between the affected countries stock markets.
Trade is also a reason given by Radelet and Sachs (1998b) as an important factor in the 
Asian currency crisis. The signing of the NAFTA treaty resulted in a significant 
increase in trade between the US and Mexico, whose manufactured products compete 
directly with those of East Asia. Likewise China’s share of trade was steadily 
increasing, resulting in further pressure on East Asian exports. These factors would add 
to the effect noted by Duttagupta and Spilimbergo which resulted in the lag between 
currency devaluation and a surge in export volume. They note, however, that in general,
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the East Asian economies were not losing export market share to either Mexico or 
China.
Throughout the crisis, newspapers in Australia speculated that Australia would suffer a 
similar downturn due to its closeness to Asia as well as its dependence on trade with 
Asia. Great consternation was felt and many leading commentators predicted that the 
crisis would have a dire effect on the Australian economy. In the event, Australia came 
through the crisis with few problems and with trading levels almost unaffected by the 
problems in Asia.
3.3.1 Trade with Australia
There was a sound economic basis for concern about the possible ramifications of the 
currency crisis on the Australian economy. The last decade of the 20th century saw a 
significant increase in Australian trade with East Asia, both in exports to and imports 
from the East Asian region. Total trade flows between Australia and East Asia grew 
from AU$34.5 billion in 1989-90 to AU$82.4 billion in 2001-02, and exports to the 
ASEAN nations, China, Japan, Hong Kong, South Korea and Taiwan now comprise 
53% of Australia’s total merchandise trade exports28. While Australian exports suffered 
noticeably in the immediate aftermath of the Asian currency crisis (see Table 3-1), 
imports grew steadily throughout the decade (see Table 3-2). Australia is playing an 
increasingly important role in East Asia, particularly with regard to regional assistance 
programs. At any time, Australia is providing a variety of practical assistance programs 
to Asian countries including farming assistance, manufacturing and tourism initiatives 
and infrastructure projects, as well as general relief work focussing on areas in crisis.
The involvement of Australia in Asia continues to grow steadily, in much the same way
28 International Merchandise Trade, Australian Bureau o f Statistics, released January 2003
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as the trade flows have. The currency crisis had a small but significant impact on 
Australian trade, with exports decreasing by 5% in the two years subsequent to the crisis 
before recovering again at the end of the decade. The value of imports, however, 
increased throughout the period. Superficially, this may seem to indicate that the 
economies of Australia and East Asia are not so closely related and certainly the 
Australian economy was relatively unaffected by the 1997 crisis. Further analysis on the 
currencies using cointegration techniques will shed more light on the nature of 
relationships in the region.
3.4 Emerging Markets, International Portfolio Diversification and 
Hedging Strategies
Glen and Jorion (1993) demonstrated that an international portfolio, hedged against 
currency risk, offers a better risk-return profile than an unhedged portfolio. While this 
study examines developed economies, in the risky world of emerging markets large 
returns are to be had by those who dare to invest. However studies such as Bekaert and 
Harvey (1997) observe that equities in emerging markets have significantly different 
characteristics to those in developed capital markets. They are marked by higher 
volatility, have less correlation with OECD markets, and their returns may be more 
predictable. The volatile nature of emerging markets makes sound hedging strategy vital 
if investors do not wish to gamble on being in the right place at the right time. Any 
longer-term exposure to emerging markets is likely to incorporate periods of extreme 
volatility, and during those periods investors stand to lose large amounts of capital.
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Table 3-1: Australian Exports (AUD Smillion) 1989 -  2002
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Table 3-2: Australian Imports (AUD $million) 1989-2002
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An effective hedging strategy may help to minimise losses incurred during such periods 
of instability. Bekaert and Harvey (1997) also note that as emerging markets liberalise, 
the level of volatility decreases. Any hedging strategy used in emerging markets must 
therefore be flexible and be able to adjust rapidly to changing world conditions. This is 
particularly relevant in countries, such as those in East Asia, that are moving towards 
ever greater participation in world markets and the global economy. Further, Edwards 
and Susmel (2001) find that periods of high volatility are usually short-lived, typically 
lasting from 2 to 12 weeks per episode. These periods of volatility also tend to transmit 
between regionally co-located countries, emphasising the need for a hedging strategy 
that is both flexible and reactive.
Emerging markets are marked by periods of financial crisis as they move towards 
liberalisation, a risk often exacerbated by political interference and populist policies 
during the difficult process of adjustment to world trade. Pownall and Koedijk (1999) 
find that most risk management methodologies fail to accommodate the additional 
downside risk inherent in periods of financial crisis and as such are sub-optimal in 
emerging markets. Crises are marked by significant deviations from normality in 
returns, specifically large negative deviations. When analysts use the estimated variance 
of an asset as a measure of risk, the true risk may be significantly underestimated 
resulting in inadequate provisions in a risk management strategy. Pownall and Koedijk 
propose that when assessing risk in emerging markets, additional downside risk should 
be factored into all asset pricing models. Again, this makes a sound hedging strategy all 
the more important when dealing in emerging markets. Without a strategy that can 
accommodate the additional downside risk inherent in financial crises, investors in 
emerging markets may find themselves with losses that outweigh previous gains.
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4 Data
4.1 Currency Data
Daily currency data was obtained from DataStream for the Indonesian rupiah, the Thai 
baht, the Singapore dollar, the Philippines peso, the Taiwanese dollar, the South Korean 
won, the Malaysian ringgit, the German mark, the Australian dollar, the New Zealand 
dollar, the Swiss franc and the Japanese yen for the period 01/01/1992 to 01/01/2002. 
Time series data for these currencies is taken from UK closing prices (5pm GMT) and 
as such is consistent across all currencies used in this thesis. In some of the analysis that 
follows, the study period has been split into two sub-periods to allow the generation of 
pre- and post-crisis statistics. Several sections use these sub-periods for analysis, 
primarily those comparing tests suitable for use during periods of structural change with 
those that are not adapted for structural change. In Chapter 5, the pre-crisis sub-period 
runs from 01/01/1992 to 1/07/1997, while the post-crisis sub-period runs from 
02/07/1997 to 01/01/2002. In Chapter 6, the sub-periods differ, as they are selected so 
as to eliminate the period of the structural breaks observed during late 1997. This 
enables the effectiveness of unit root and cointegration tests to be examined without the 
confounding effects of structural breaks, and will be discussed in more detail in Chapter 
6 .
4.2 Currency Statistics
Studies such as Hsieh (1988) have examined the statistical properties of daily foreign 
exchange rates of major currencies (including the Japanese yen and the Deutschmark). 
Hsieh noted several common factors including leptokurtosis (fat tails).
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Table 4-1 contains descriptive statistics for the exchange rates used throughout this 
thesis. The currencies of Australia and Germany exhibit the typical leptokurtic 
distributions of floating currencies, with kurtosis values near or slightly higher than 3. 
Japan has a more pronounced leptokurtic distribution, but, for each currency, there is 
little change in kurtosis between the pre- and post-crisis periods. In each case, the 
measure of skewness is marginally negative.
Rana (1981) comments that higher kurtosis values are found during pegged regimes 
compared to floating regimes, using Asian currency data from 1967 -  1977 to 
demonstrate this effect. This result is corroborated here, where some Asian currencies 
show extreme leptokurtic distributions, reflecting their more controlled exchange rate 
regimes. The leptokurtic distributions are extremely pronounced in the pre-crisis period 
for Indonesia, the Philippines, South Korea and Thailand, when most of the exchange 
rates had some form of government intervention. In the case of Thailand (which had a 
fixed peg regime) and to a lesser extent Indonesia and South Korea (managed regimes), 
decreases in the leptokurtosis are evident in the post-crisis period, reflecting the easing 
of government control over exchange rates. Malaysia, as noted previously, moved to a 
fixed exchange rate regime post-1997 and this increase in government control over the 
exchange rate is evident in the significant increase in kurtosis. Singapore remained 
unchanged between the periods, which reflects its unchanged exchange rate policy, 
while there was also an increase in kurtosis for Taiwan, perhaps indicative of 
government intervention. Australia, Germany and Japan all had small changes in 
kurtosis between the pre- and post-crisis periods, but nothing of a magnitude that would 
indicate intervention. With the exception of Taiwan, the skewness of each currency 
decreased after the crisis period.
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4.3 Futures Data
Daily futures contract data was obtained from the Chicago Mercantile Exchange (CME) 
for the period 1/1/1990 to 31/1/2001. Contract details are as follows:
AUD: One futures contract represents $100,000 AUD. Quarterly listed six-month 
contracts maturing in March, June, September and December. One point = $0.0001 
USD per AUD = $10 US per contract. These contracts are traded both on the trading 
floor, and electronically through the GLOBEX2 electronic exchange. This contract 
commenced trading in 1987. The AUD futures contract expires mid-month.
DMK: One futures contract represents 125,000 DMK. Quarterly listed three month 
contracts maturing in March, June, September and December. One point = $0.0001 
USD per DMK = $12.50 US per contract. These contracts are electronically traded, but 
are not floor traded. This contract commenced trading in 1982 and will be used as the 
European currency for the period of the study. The DMK futures contract expires mid­
month.
JPY: One futures contract represents 12,500,000 JPY. Quarterly listed six month 
contracts maturing in March, June, September and December. One point = $0.000001 
USD per JPY = $12.50 US per contract. These contracts are traded both on the trading 
floor, and electronically through the GLOBEX2 electronic exchange. This contract 
commenced trading in 1982.
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4.4 IMF Exchange Rate Classifications
The IMF classification for the exchange rate regimes of each country studied are given 
in Table 4-2. The nature of the exchange rate regimes for a number of the East Asian 
countries changed over the study period. Several East Asian currencies moved from 
managed to independent exchange rate regimes during the crisis period, the notable 
exception being Malaysia which moved to a fixed peg in 1998. The Philippines and 
Taiwan had moved to an independent regime in the 1980s, and so had floating 
currencies for the entire period of study. Singapore also remained relatively unchanged 
during the study period, having a managed float regime throughout.
Taiwan is not recognised by the IMF, and as such has no official IMF exchange rate 
classification. However, the Taiwanese government has instigated what would be 
regarded as an independent float regime by the IMF should they recognise the territory.
It is important to note that while the IMF has classified several regimes as independent 
floats, some research (including that originating with the IMF) argues that this is not the 
case. McKinnon (2000) uses the regression method of equation (38) to argue that 
Indonesia, South Korea, the Philippines and Thailand have returned to a managed 
regime, and are actually engaging in high-frequency pegging activity. However, Baig 
(2001) examines these currencies using a range of factors including exchange rate 
volatility, interest rate volatility and exchange rate flexibility, and finds support for 
looser post-crisis regimes. Baig argues that while these currencies still seem be 
weighted significantly toward the US dollar, they have not reverted to their pre-crisis 
levels of stability.
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Table 4-2: Currency Regimes
C ountry Regim e Pre-Crisis Regim e Post-C risis
INDONESIA Managed Float Independent Float (August 1997)
MALAYSIA Managed Float Fixed Peg (September 1998)
PHILIPPINES Independent Float Independent Float
SINGAPORE Managed Float Managed Float
S. KOREA Managed Float Independent Float (December 1997)
TAIWAN1 Independent Float Independent Float
THAILAND Fixed Peg Independent Float (July 1997)
AUSTRALIA Independent Float Independent Float
GERMANY Independent Float Independent Float
JAPAN Independent Float Independent Float
Independent Float: the exchange rate is market determined.
Managed Float: the monetary authority influences the movements of the exchange rate thought active 
intervention in the foreign exchange market without specifying a regular pre-announced path for the 
exchange rate.
Fixed Peg: the country pegs its currency at a fixed rate to a major currency or basket of currencies, where 
a weighted composite is formed from the currencies of major trading or financial partners and currency 
weights reflect the geographical distribution of trade, services or capital flows.
Definitions from IMF Annual Report 2002
1 Taiwan is not recognised by the IMF
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Baig concludes that it does not appear that the majority of East Asian currencies have 
reverted to their pre-crisis pegging behaviour, and that while currencies may not be as 
freely floating as less controlled currencies, they exhibit less managed behaviour than 
prior to the crisis. The regime changes of the crisis period do not appear to have been 
unwound, and they continue throughout the post-crisis period of this study.
4.5 Summary
The currencies of East Asia studied here, namely those of Indonesia, Malaysia, 
Singapore, Thailand, the Philippines, South Korea and Taiwan, were all affected to 
varying degrees by the East Asia crisis of 1997. Indonesia, Thailand and South Korea 
experienced significant regime changes, moving from more controlled to floating 
regimes, while Malaysia reverted to a fixed peg in response to the crisis. In each case, 
period of exchange rate volatility surrounded the crisis, and it is likely that the intra- 
regional currency relationships have changed significantly in the post-crisis period. 
Regime changes are likely to have resulted in structural breaks in the currency series, 
and this will be investigated further in Chapter 6, while Chapter 5 will investigate the 
relationships between the currencies in more detail.
5 Yen Bloc or Koala Bloc? Asian Currency Relationships
and the Effects of the East Asian Crisis
This chapter examines the concept of the yen bloc in detail and revisits the techniques 
used by prior studies to see if the same conclusions would be drawn had the studies 
been performed in post-crisis East Asia. In many cases, previous studies neglected to 
choose a regional currency for contrast, relying instead on a European proxy (usually 
the German mark) to act as a control. Conclusions were often drawn based on 
questionable evidence. When these studies are replicated in the post-crisis period with 
the Australian dollar, they draw out two items of interest. Firstly, the strength of the 
Asia/Australia and Asia/Japan linkages in post-crisis East Asia are often similar, and so 
there may be evidence for a “koala bloc” as surely as there is evidence for a yen bloc. 
And given this, the question must be asked -  was the evidence of a yen bloc as strong as 
previously suggested? Certainly the evidence presented here and in Chapter 6 shows 
that the yen bloc has not increased significantly in post-crisis East Asia, while the 
“koala bloc” is noticeably a feature of the post-crisis period. This chapter examines the 
question of “koala bloc” vs. yen bloc in more detail.
5.1 Introduction
During the late 1980s and early 1990s, there was a global fascination with the 
establishment of Japan as a major player in the world economy. Everything from 
Japanese management techniques to Japanese fashion design came under intense 
scrutiny and it is only natural that economists and finance academics likewise focussed 
on Japan, particularly the increasing influence of Japan in the Asian region and beyond. 
As Japan became a dominant economy it expanded its trading and investment network.
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East Asian countries, as near neighbour economies, were obvious recipients of Japanese 
investment, both direct and indirect. Financial and economic research was generally 
geared toward demonstrating that Japan, as the dominant economy in East Asia, was 
forming a trade and currency block. The existence of a Japanese currency bloc in Asia, 
referred to as the yen bloc, can be demonstrated by increased levels of cointegration 
between the yen and other Asian currencies. However, these studies focussed almost 
solely on Japan, and few sought to contextualise the dominance of Japan by contrasting 
the results with other major economies in the region. As a result, the evidence presented 
may not be as compelling as the literature asserts. The question must be asked: are there 
grounds to confirm the existence of a bloc in one currency when there is similar 
evidence for a bloc in another currency? The results here demonstrate that significant 
relationships exist between the Australian dollar and several East Asian currencies in 
the post-crisis period. Is the “koala bloc” is a neglected feature of the East Asian 
economies? Or has perhaps the case for the yen bloc been overstated?
Both Australia and Japan play a significant role in the economies of East Asia, as 
discussed previously in section 3.3. It is interesting, therefore, to contrast the levels of 
cointegration between the East Asian currencies and these two developed near­
neighbour economies, and to examine if there were any readjustments in these 
relationships in the changed currency regimes of post-1997-crisis East Asia. This thesis 
finds as much evidence for the existence of a “koala bloc” as for a yen bloc in the post­
crisis period, indicating an increasing Australian economic presence in Asia along with 
a stagnating Japanese one. While many studies of the early 1990s noted a significant 
and growing Japanese economic presence, this growth seems to have stabilised since the 
1997 East Asian currency crisis, while the Australian currency has gained influence in
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several post-crisis East Asian currencies. It seems there are now two important regional 
players, Australia and Japan, both of which should be considered in future studies of the 
East Asian economies.
5.2 Literature Review
During the early 1990’s, a body of literature evolved that proposed and investigated the 
development of economic and/or currency blocs. Frankel (1993) described an economic 
bloc as “a group of countries that are concentrating their trade and financial 
relationships with one another, in preference to the rest of the world ... as an outcome 
of government policy” . Three main blocs were perceived to be forming: that of 
Europe (which has subsequently formalised into the European Union), the Americas 
(centred around the U.S. and the North American Free Trade Agreement) and Asia 
(centred on Japan and alliances such as ASEAN). Frankel comments further that “Japan 
is forming an economic bloc ... by means of such instruments as flows of aid, foreign 
direct investment, and other forms of finance, to influence its neighbours’ trade toward 
itself’ . The arguments for and against this have been made in many papers in the 
economic, sociological and financial disciplines.
Evidence of economic blocs may be found quantitatively in the relationships between 
currencies in the bloc, and the studies of Frankel and Wei (1994), Kwan (1996), 
Aggarwal and Mougoue (1996), Zhou (1998), and Gan (2000) focus specifically on 
assessing the inter-currency relationships, looking for evidence of a yen bloc. These 
studies form the basis of this paper, and their methodologies are replicated here over the
30 Frankel (1993), p.53
31 Frankel (1993) p.54
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post-1997 East Asian crisis period to see if their findings still hold in light of the 
significant regime changes that took place during the crisis.
Prior to the 1990s, there was little evidence that the yen was playing a significant role in 
the currency management strategies of East Asia. Rather, the US dollar was the 
dominant currency, and studies such as Frankel and Wei (1994), who examine a range 
of currencies including the Australian dollar and the yen, show that the US dollar was 
the dominant influence on East Asian exchange rates during the study period. Any 
evidence for linkages in favour of the yen are attributed primarily to the overvaluation 
of the US dollar during the 1980s. While the study finished in 1992, and while Frankel 
and Wei conclude that the US dollar remained the dominant currency influencing East 
Asia, they note that there is evidence of yen links with the currencies of Singapore, 
Malaysia and Thailand during the final two years of the study.
Kwan (1996) seeks to determine the weightings of the German mark and Japanese yen 
in the currency baskets of the East Asian economies, plus Hong Kong and China, during 
a sub-period of 1995. Kwan argues that international currency market movements in the 
spring of 1995 represent a change in sentiment in East Asia, with some countries 
moving away from placing the US dollar at the centre of their currency management 
strategies and increasing the share of the yen in reserves. Kwan notes that the 
weightings for the yen derived for the currency baskets during this period are 
substantially greater than those found by Frankel and Wei (1994), indicating an 
increased level of regional integration.
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Aggarwal and Mougoue (1996) examine relationships between the Japanese yen and 
two groupings of Asian currencies, defined as the “Tigers” (Hong Kong, South Korea, 
Singapore and Taiwan) and the ASEANs (Malaysia, Philippines, Thailand and 
Singapore). At the time the paper was written, there was an interest in the increasing 
dominance of Japan over the Asian region, and the paper seeks empirical evidence of 
this in the time-series relationship between the region’s currencies. The period 
investigated (1983 to 1992) is that of Japan’s ascendency as a global economic power. 
Cointegration testing finds that the yen was influential in both sets of currencies during 
the latter period of the study (1988 -  1992), and, in contrast to the findings of Frankel 
and Wei (1994), the yen was more influential than the U.S. dollar. Zhou (1998), 
studying a similar period, also finds evidence for a significant relationship between the 
yen and the Singapore dollar, the Korean won and the Taiwan dollar. Gan (2000) 
examines the elasticity of Asian currencies with respect to changes in the yen-dollar rate 
in the immediate pre- and post-crisis periods for evidence of a change in the weighting 
of currency pegs in the East Asian economies. Gan finds evidence that the managed 
currencies have been re-weighted, and that subsequent to the crisis all countries 
(excluding Malaysia after the ringgit was fixed) had increased their weighting of the 
yen.
Overall, the results of these studies are best summarised by Zhou (1998), who concludes 
that there is “a notable influence of the Japanese yen in the region”32. It is relevant, 
therefore, to ask if this has changed in any way since the 1997 Asian crisis, and to ask 
whether the yen bloc was the only major regional influence other than the US dollar.
32 Zhou (1998), p. 82
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5.3 Results
This chapter replicates the techniques used in the research discussed in section 5.2, 
recreating them with the yen and introducing the Australian dollar as an alternative, 
regionally related currency. In most prior studies the Australian dollar was not included, 
and few include the post-1997 crisis period. As is evident from the exchange rate 
regime changes seen during this period (Table 4-2), the situation in Asia has changed 
notably and an update of these analyses is warranted.
Regression analysis is carried out as specified in the prior literature for the pre-crisis 
period (1 January 1992 -  1 July 1997) and the post-crisis period (2 July 1997 -  1 
January 2002), the break being positioned as per Gan (2000). The techniques used in 
these prior studies can be grouped into two categories: those using standard OLS 
regression analysis, and those using Johansen cointegration analysis. Previous studies 
often assume the existence of a unit root in the currency series although there is not 
significant evidence to support this, particularly over the time period examined by 
Frankel and Wei (1994)33. The Frankel and Wei study concludes that the East Asian 
currencies did not contain a unit root during the study period and hence were not 1(1)  
processes, while Aggarwal and Mougoue (1996) find evidence to support the unit root 
hypothesis using the Park and Sung (1994) procedure that accommodates structural 
breaks. A more comprehensive characterisation of the data has been undertaken in 
Chapter 6, where the stationarity of exchange rates is investigated in more detail, but is 
outside of the scope of this chapter which intends to focus purely on simpler analysis 
methods reported in the literature.
33 January 1979 to May 1992
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The OLS regression analysis undertaken is similar in most cases to the form used by 
Frankel and Wei (1994) to determine the role played by various OECD currencies in 
nine East Asian currencies using weekly data. The Frankel and Wei regression is 
modelled as:
A Ct =a + /?, A U, + ß 2AYt + ß 3AM t + ß 4 AA, + ß sAN, + et
(39)
where the logged difference of the East Asian currency (C) is regressed against the 
logged difference of the US dollar (U), the Japanese yen (Y), the German mark (AA), the 
Australian dollar (A) and the New Zealand dollar (TV). This regression allows weightings 
to be determined for all currencies tested, including the US dollar, as all currencies are 
expressed in terms of the Swiss franc. The results from the pre-crisis period (Table 5-1) 
are similar to those of the original study, with the US dollar prevailing as the dominant 
regional currency. While the weighting for the US dollar is still significant, Singapore is 
the currency least tied to the US dollar (85%) during the pre-crisis period, while the 
other currencies have even higher weightings. In contrast, the Japanese yen has an 11% 
weighting in the Singapore dollar basket, with other weightings ranging from 3% for the 
South Korean won to 6% for the Thai baht. In line with the original findings by Frankel 
and Wei, there is little evidence to support the inclusion of the Australian dollar in the 
currency baskets during the pre-crisis period, and likewise there is little support for the 
inclusion of the New Zealand dollar.
However, the currency baskets change significantly in the post-crisis analysis (Table 
5-2), notably with the Australian dollar taking a more significant role. The weighting 
found for the Australian dollar for the now floating Indonesian rupiah is 44%,
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significantly higher than either the yen (33%) or the US dollar (31%)34. There is also 
evidence for the presence of the Australian dollar in the Malaysian currency basket with 
a weighting of 17%, again with a higher weighting than the yen (11.5%) although the 
US dollar remains dominant but diminished (76%). The Australian dollar also has a 
higher weighting than the yen for South Korea (9.5% vs. 8% for the yen). While Japan 
has a higher weighting for the remaining currencies, the Australian dollar is still 
significant in these currency baskets. There is little support for the inclusion of either 
the yen or the Australian dollar in the currency basket of Taiwan, the US dollar 
remaining dominant with a weighting of 98%. Overall, the results of this regression 
analysis indicate that both Australia and Japan have increased their linkages with the 
Asian currencies, while the influence of the US dollar may have declined over the study 
period.
Kwan (1996) used a similar method, limiting the model to the Asian currency regressed 
against the yen and the mark, but using a very limited set of end-of-week data to 
analyse a specific period of currency change in 1995. The Kwan regression equation 
was modified here to include the Australian dollar and run in the following form:
A(7, — cc + ß\tsY t + /?2AAf, + /?3 A/l/
(40)
where C, Y, M  and A are natural logs of the Asian currency, the yen, mark and 
Australian dollar respectively. The weighting for the US dollar was subsequently 
determined using the assumption that the weighting for the US dollar was the difference 
between 1 and the weighting found for the other currencies: i.e. US = 1 -  ß x -  ß 2 -  /?3.
34 Note however that the R2 value indicates that this result could be subject to misspecification
35 Kwan (1996) examines 8 months of data in 1995
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The results, found in Table 5-3, confirm the findings of the Frankel and Wei regression. 
It reaffirms the observation that, with the exception of Taiwan, less emphasis is being 
placed on the US dollar in the post-crisis period, with weightings falling in each case. 
This has occurred despite a general global strengthening of the US dollar during the 
latter part of the 1990s.
Gan (2000) examines the post-crisis period to determine if a shift in the East Asian 
currency basket weightings has occurred. Gan uses the following regression to test for 
the impact of the yen (Y) on the East Asia currencies (C):
AC, = a  + ßA Yt + s t
(41)
Again this test was estimated using natural logs of the currencies, and was re-estimated 
by replacing the yen with the Australian dollar. Findings (Table 5-4) are similar to those 
of previous regressions, with both the Japanese yen and the Australian dollar increasing 
in relevance in the post-crisis period. This test again confirms that the US dollar has 
declined in weight, while the yen and the Australian dollar have both increased.
Aggarwal and Mougoue (1996) use the significance of estimated values of ß from 
regressing the difference between the East Asian currency and the US dollar against the 
difference in the yen and US dollar. An increase in the significance of ß, coupled with 
an increased R?, indicates that all the regional currencies have increased their 
relationship with the yen during the latter part of the study (1988 -  1992). To reproduce 
this regression, the natural logs of the US dollar (U) and the Australian dollar (A) are 
expressed in terms of the Swiss franc.
100
__
__
__
__
__
__
__
__
__
__
1 
Ja
nu
ar
y 
19
92
- 
1 
Ju
ly
 1
99
7 
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
 2
 J
ul
y 
19
97
- 
1 
Ja
nu
ar
y 
20
02
__
__
__
__
__
__
__
__
__
__
p 
JP
Y
 
p 
D
M
K
 
p 
A
U
D
 
/T
 
D
W
 
ß 
U
SD
 
P 
JP
Y
 
p 
D
M
K
 
p 
A
U
D
 
R
2 
D
W
 
P 
U
SD
CNOin
CN
Ö
Ov
o
Ö
in
NO
O n
VO
Ö
<N
(N
coo
ö
r-
r -
o
VO
ON
VO
OO
o
Ov
O
Ö
VO
Ö
>n,oo
CN
OO
Ö
o
r-~
VO
Om
oo
Ö
o
CN
O n
Ö
t"-
in
o
CN
O
Ö
oo
r oo
VO
Ö
o
CN
ON
OO
co-rf
VOp
Ö
V CO 0 0  ✓--S OO ^---'" f  N T t  /------ \
_ m i - i ( N v O r l - v O T f O N m i - H O O  
r t t N O O O O ' N ’ t O O O ' t O ^ S ' O '
ON
o
o
^  m  n m  o
O  VO ON OO —' CN
o  co in  
cn o  
o  ^ p
I n  n  n  ^  ^ v o  o  
>n co on frj so cn in
P d P d F d d ^ ^ op
^ - v N o ^ o ^ o p ' o o ^ r ' t ' - ^ o o ^ v
v O N o o r w s M x ' n ^ i f l i i - i f o
« n o N O f n m T H H i n g ^ t o o o o o
cn . cn . co>—✓  ^  V—✓  ^ »  . . CO . .  Ä  Ö  '—'
ON
ON
d
CM
o-
<N
VO
o
o
d
co
r-r-~
co
r-
o
d
co
<noo
Ov
d
CN
OOf-o
cn
■O'ooo
d
o
OO
d
mil-
ON
co
CN
OO
o
VO
CN
d
oo
CN
co
O n
O
O
OO
Ov
VOOp
d
O n
d
vo
oor-
CN
co
VOOo
d
CNr-~CNOv
d
ON
o
CN
CO
Ov
P
d
( N n M - H o i C ) ^ \ C i r i v O M v tOO cnT
i 2 o S o 2 i § s s s s 8 o1 <~n 1 c o  I .—; v—/ n —/ <~v >—t r d  '—-p
Ov —̂s O ✓—v t —̂v ^ /•—-■
c N i n n o o t m o e o  
O N ' N O vO ’— VO QC ( N
9 o 9 n 9 o 9 o v
vO —v CN
oo in  t '
—I CO CO oop  ^ p  •o
o ^ o ^ 6 °
N© ^  f p  On
^  t -  ON ^  ^2  On
O  CO ^  ^  O  p  o  
<9 o P ^ o o *-< 
o ^ d - p 9 o
o  ^  ' i t  ^
S  VO v o  C i  ^  h  O n
. CO NO i n  On vO (N
~  ®  d  ®  d  ®  d
O  o  w  o  w
O
Z J
fin
Xo-
Üzcn
QC
O
Xcn
nH
.S1 §
1  s  
b  &
p  £
i n  - o
« -g•g 5 
H  &
*v 2*55
.A'g
<l> *1,
•3  I«
«  o . b  o 
>,d
I -  sC/5 -*-*
*s §
£ I
"c §b 
M *55
^ Sc o
2 S
t u  <u 
i> E -C o
b l
5  tS
s i  
2 «
| l
? ^
t o
6 c
■S I
O  T356  3
•5 <
. CÖ
1 1  
•g 8
o . u
v> C
i !
ii
&< u
•o roc
* &
ita 5■£ a .
It
2 S 
J* 'S 
e b
 ̂ o
.2  u
II
I I -  dU C/5 "
feb-- i  
2 ’S c
I I I  
f i t
" 3 1)
iu S3 U 
4= O «  F -a g
15 E ^ * =
O ü  CJ
Z ■£ tS
C ,-U ,  =a + ß{A, -U,)+S,
This is also estimated by replacing the Australian dollar (A) with the yen. Significant 
values of ß are taken to indicate that the currency (yen) is more influential than the US 
dollar.
Results (Table 5-5) paint the same picture, confirming this chapter’s findings in both 
periods. There is more support for the Australian dollar pre-crisis here, with positive 
relationships being found with Malaysia, the Philippines and Singapore. In the post- 
crisis period, the linkages between the East Asian currencies and the Australian dollar 
have strengthened considerably. There is evidence of a very strong relationship between 
the Philippines peso and the Australian dollar (a high R2 and >9=1.22), and also the 
Indonesian rupiah and the Australian dollar (ß=2.23). The other currencies all show 
evidence of a strengthened relationship with the Australian dollar, the weakest evidence 
being for the South Korean won which has a relatively low R2. This contrasts 
significantly with the findings from the previous regressions, and if they are to be 
interpreted in a similar way to the original findings by Aggarwal and Mougoue, it would 
appear that the Australian dollar is a more important post-crisis currency than either the 
US dollar or the Japanese yen.
While there is little evidence from regression analysis to indicate strong links between 
the Australian dollar and the East Asian currencies in the pre-crisis period, the situation 
has changed significantly in the post-crisis period, which contains equally strong 
evidence for the existence of a “koala bloc” as for the existence of a yen bloc.
(42)
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Cointegration analysis techniques such as those demonstrated by Johansen and Juselius 
(1990) have become standard practice in the last decade. Zhou (1998) uses cointegration 
analysis on quarterly data from 1973 - 1993 to look for longer-term trends in the East 
Asian currencies. Cointegration analysis is performed as per Johansen and Juselius 
(from herein referred to as the Johansen test, as it is commonly known) to determine 
further linkages between the yen and other currencies. Aggarwal and Mougoue (1996) 
likewise use this test, this time to investigate links between the yen and two subsets of 
the East Asian currencies.
Table 5-6 contains the results of the Johansen test examining cointegration between 
each East Asian currency and those of Japan, Australia and Germany. The results 
indicate that while the level of cointegration between the Japanese yen and the East 
Asian currencies changed and strengthened in the post-crisis period, it is their 
relationships with the Australian dollar that have undergone the most significant 
change. Although there is some support for cointegration in the pre-crisis period, the 
post-crisis period finds evidence of cointegration between the Australian dollar and all 
currencies other than the Taiwan dollar, while the Japanese yen appears to be 
cointegrated only with the currencies of Indonesia, Malaysia and South Korea. This 
differs from the results of the Kwan and Gan regressions, which find little support for a 
relationship between the yen and the South Korean won. It is significant, however, that 
this period incorporates the significant structural changes evident in the currencies 
during the early post-crisis period (late 1997). Other tests that accommodate structural 
breaks may be more appropriate in this case. It could be argued that the period 
immediately after the crisis should be removed from the testing period in order to avoid
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Table 5-4 : Regression Analysis as per Gan (2000)
IND/JPY
MLY/JPY
PHP/JPY
SNG/JPY
SKOR/JPY
TWN/JPY
THAI/JPY
IND/AUD
MLY/AUD
PHP/AUD
SNG/AUD
SKOR/AUD
TWN/AUD
THAI/AUD
1 January 1992 -  1 July 1997_______________2 July 1997 -  1 January 2002
ß*
(t-statistic)
R 2 DW
ß*
(t-statistic)
R 2 DW
0.0011
(0.22)
0.0000 2.1456 0.3964
(2.78)
0.0095 1.9399
0.0813
(8.76)
0.0565 1.7647
0.1452
(3.56)
0.0131 2.1464
0.0054
(0.31)
0.0001 2.0773
0.1520
(4.54)
0.0149 1.8564
0.1582
(10.49)
0.2167 2.3529 0.2478
(9.34)
0.1495 2.1834
0.0226
(1.91)
0.0029 1.9808
0.0568
(1.34)
0.0010 1.6625
0.0363
(2.46)
0.0033 2.7934
0.0534
(3.71)
0.0102 2.0492
0.0687
(4.93)
0.0193 2.0397
0.2499
(5.75) 0.0440 1.8856
-0.0183
(-2.12)
0.0044 2.1458
0.4721
(2.84)
0.0120 1.9381
-0.0182
(-1.50)
0.0014 1.7811
0.2159
(4.95)
0.0259 2.1499
-0.0091
(-0.25)
0.0001 2.0772 0.1223
(3.29)
0.0086 1.8554
-0.0301
(-2.19)
0.0039 2.2726 0.2047
(6.16)
0.0911 2.2125
0.0256
(1.75)
0.0018 1.9752 0.0686
(1.27)
0.0013 1.6603
0.0166
(0.65)
0.0003 2.7848
0.0310
(1.63)
0.0031 2.0387
-0.0115
(-0.63) 0.0003 2.0106
0.2436
(5.28)
0.0374 1.8989
Notes: * t-values (in brackets) adjusted for heteroskedasticity using White’s (1980) procedure. Using this method, 
Japan seems to be the more inter-related currency in the post-crisis period, while there is little support for either 
currency affecting the South Korean won. The regression is specified in equation (41. Significant statistics are 
highlighted in bold.
104
T
ab
le
 5
-5
 : 
R
eg
re
ss
io
n 
A
na
ly
si
s 
as
 p
er
 A
gg
ar
w
al
 a
nd
 M
ou
go
u£
 (
19
96
Cn|
o
o
CN
ft3OC
r-
on
o s
3
O n
Os
>s
<N
Os
Os
cq
£
ö
ÖÖ
Ö
r~;
ö
ö
ö Ö
■'d
Ö
w r: w oc! N ^ r ' oc! v c r1 ' O r; a r1
N O r t V C f S M r ,
N S d C H ^ d ^ d C o ^ d ^
P  o<N <N
d  £  o  .
(N t  P -
9  2  O  S
/—"V /- V
m u i m  
*—1 ’—1
t-: ^  • ~
■̂- o w vo 3t- m >n m
^— ✓  \ —✓  1— '
co
(O
so so
—' Os
>n —I
°  P
ö ö
o
o
o
o
Ö
o
o
o
Ö
o
VO<N
Ö
of"
CO
©
CO•ctr-~
o
Ö
£  ^
O l ON M  o o  O
§ 6 5 s §
P ^(N /—sT f Os r f  O  ©  op, 
vo ^  vo On vo °9
P  d  9  Tt P•*-*- -̂--■' V---'  m .
Ci © Ci ©
^  s o  ̂  S '  ^VO g ON S o
M  ’t  . r o  . O n
• — “  oo
P  O n
p vd P °2 J8 p
O  w  CO w  *-i W  f S
■d
r-r-~
ON
co
©
ON VO
SO (N
CO r f
—I O
© Ö
■*t
Ö
VOoo
CO
©
Ö
3j-in
m
o
(NO
Ö
o ? d C d - d G ° ^ ? X ? -
o ^ r-
OO . (N 
Os ©  OO 
oo i n  oo
P  n  Ö
P  VO«N vo
® P
<N - h ̂  t "  £  VO
o  co 2T t . vo
-.■ . fN vc in
^ , o  ^  n
vo r-~
3 "  ON
S  P
>nr-
o
ö
VO
ONino
Ö
>n
Os
©
CO
©
(NO
OOO
Ö
O
(N
CO<n
ö
9 ‘ : < S © ° ° P i - ( P ©
9  X ®  ^ 9  C 3 o  C 9
' • ' • 
 P g  
h (s 9
00 P  
© o
d  S
ON OO
d  £
co  1 .— o
S ^ S S S ^ S s o ^ o S  
C i m S S q ^ v c  •- pn b(N n
Q
Z
><
J
fluffi
Cu
oz
C/3
cd
O
*
C/3
Z%
H
<
m
H
t  c§ .00
1 55
2 .2 o> uI J
•£ -ao cO 3
•2 T3r
. 2  ’C— u
-g ac/5ra
53 '5
is w
3 Q.
•< 1) 
a» £
£  c
i s i
O “
§*s
w _ i<u ^
£ § 
s  «
c  ̂
c c  Ml
C/5 ÖJD
is*- C/5
<L> ÖÖ
CO .£-a o-
0 i>
•C  • £
u  —I& t  2
co O  O
» S ’6
•g 3 .2
95 ^"Sa it■0 0 3
f  M ^
W C/5 ^
2
0) co w 
• £ 2  8 
b ^  3
CO to 
O  C•g i 
2 £  
M  C 
2 00 
S  2 K 
S  ° d
1 I t
g  «  . 2  
M ’S  . g
2 ^ 5
C? £  I
S ’! I^  <u <u
w ^  43
I -2 =
0Ö c b
I -*-*
II
3  <S S3
M ^  2  
% j :  co 
U o  3
S ) |  <M  >  <U
< £  d
Ü O fc
fS’E'S
•• Cl|:8 I
z  5 g
mo
misspecification problems caused by the structural changes, however it is included here 
for consistency36.
Aggarwal and Mougoue (1998) examine the relationship between the Japanese yen and 
two sets of currencies, defined as the ASEAN economies (Malaysia, Singapore, the 
Philippines and Thailand) and the Tiger economies (Singapore, South Korea, Hong 
Kong and Taiwan) . When this technique is replicated, the results indicate that, unlike 
the Aggarwal and Mougoue study (which focuses on an earlier time period), there is no 
evidence to support the existence of cointegration between Japan and the systems of 
ASEAN or Tiger economies in the pre-crisis period (Table 5-7a). The only evidence of 
cointegration found in the pre-crisis period is of one cointegrating relationship between 
the Australian dollar and the ASEAN economies. The post-crisis period sees the 
presence of two cointegrating relationships indicated between the ASEAN economies 
and both Germany and Japan. However, the likelihood ratio for the Australian dollar 
indicates that there are three cointegrating relationships between Australia and the 
ASEAN economies. The only evidence of cointegration with the Tiger economies is for 
Germany in the post-crisis period. Neither Australia or Japan have any support for 
cointegration with the Tiger economies using this method of testing. Cointegrating 
vector estimates are given in Table 5-7b and Table 5-7c.
36 When the post-crisis period is shortened to 1 January 1998 -  1 January 2002, the Australian dollar still 
shows the greatest level o f cointegration with the East Asian currencies. Results available on request.
37 For the purposes o f this study, Hong Kong has been omitted from the Tiger group and all currencies are 
quoted in US dollar terms
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5.4 Conclusion
Several researchers have raised the possibility that a yen bloc has emerged in the East 
Asian region during the 1990s. The emergence of this bloc has been attributed to the 
increasing investment flows between Japan and East Asia, both in the form of direct and 
indirect investment, government assistance and through tourism and trade. However, 
few researchers have looked further to see if other major economies in the Asia-Pacific 
region play an equally significant role in East Asia. By reproducing the methodologies 
used in previous studies, this chapter indicates that there is strong evidence to show that 
the Australian dollar is influential in the currencies of post-crisis East Asia. Support for 
the Australian dollar as a related currency is at least as strong as that for the yen in the 
period subsequent to the Asian currency crisis. It is evident that the Australian dollar is 
emerging as a currency of regional importance. Further, there is also evidence that the 
strength of the yen relationship may not be as significant as it seemed.
Many East Asian currencies underwent some form of structural change during the 1997 
East Asian financial crisis. An important point to note is that the cointegration analysis 
techniques used here avoided potential problems caused by such changes by breaking 
the study into pre- and post-crisis periods, based on Gan (2000). Standard 
implementations of statistics such as the Johansen cointegration test fail to take 
structural breaks into account and these problems are avoided by using sub-periods 
rather than attempting a full-period analysis. A further investigation, using more 
suitable techniques, is undertaken in Chapter 6. Further, the increased levels of 
cointegration between these regional currencies is particularly relevant in regard to 
currency cross-hedging. The Australian dollar has a variety of liquid, exchange-traded 
derivatives available on world markets and the results of this chapter would indicate that
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these derivatives may be suitable products to use in East Asian currency hedging 
strategies. This is examined further in Chapter 7.
Not only is Australia a major regional economy, the strength of which is reflected in the 
levels of integration between the East Asian and Australian currencies, but it can be 
argued that the currency is now equally important, perhaps more so, than the yen. A 
“koala bloc” is therefore a feature of the East Asian economies that had previously not 
been identified. As Australia increases its role in Asia, and with the relative strength of 
the Australian economy at the start of the early 21st century, regional integration can be 
expected to increase as global economies become increasingly interrelated.
I l l
6 Cointegration In The Presence of Structural Breaks
In any study of hedging, it is vital to ascertain the nature of the relationship between the 
underlying asset and the derivative instrument with which it is being hedged. The more 
closely linked these are, the more effective the hedge (Eaker and Grant, 1987). While
' i Q
the presence of cointegration introduces problems of its own , if the asset and the 
hedging instrument are cointegrated, the hedge is likely to be effective. When 
attempting a cross-hedge, it is essential to determine the closeness of the relationship 
between the asset to be hedged and the asset underlying the derivative product being 
used in the cross-hedge. Hence the study of cointegration between East Asian currencies 
and OECD currencies with exchange-traded futures allows the determination of the 
most effective futures to use when forming a cross-hedge. This chapter looks 
particularly for linkages between regional currencies, namely the Japanese yen and the 
Australian dollar, and the East Asian currencies affected by the 1997 crisis.
The time period studied here is likely to incorporate structural changes during the 1997 
East Asian crisis period, meaning that traditional cointegration and unit root testing 
methods may not be applicable as they fail to accommodate structural change. 
Alternative tests for cointegration are examined here, which may be more suitable to use 
when studying time series data over periods of structural change.
6.1 Introduction
Frankel (1993) commented on the formation of a yen bloc in East Asia, stating that 
“Japan is forming an economic bloc ... by means of such instruments as flows of aid,
38 See the discussion of error-correction models in Chapter 2.
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foreign direct investment, and other forms of finance, to influence its neighbours’ trade 
toward itself’ . Chapter 5 explored the issue of the yen bloc further, and some of the 
studies discussed in that chapter use the Johansen test for cointegration to verify the 
existence and strength of relationships between regional currencies and the yen 
(Frankel, 1993; Aggarwal and Mougoue, 1996). Chapter 5 found evidence to suggest 
that Australia is also a significant factor in regional economic dynamics, and this 
chapter will focus on the use of cointegration tests to further draw out the nature of 
intraregional currency relationships.
The 1997 crisis resulted in changes in monetary policy throughout East Asia, and 
significant economic realignment took place during and after the crisis. As a result, it 
can be anticipated that the behaviour of Asian currencies changed significantly, and this 
was indicated in Chapter 5. The development of the Zivot and Andrews (1992) test for a 
unit root and the Gregory and Hansen (1996) test for cointegration, both of which 
accommodate a structural break, may allow a more accurate picture of the relationship 
between currencies to be developed. Granger et al (2000) used these tests to look for 
relationships between the currencies and stock markets of the region, acknowledging the 
relevance of these tests when examining a period of structural change.
This chapter examines the currencies of the seven East Asian economies used in this 
thesis and their relationship with two near-neighbour developed economies, the 
Japanese yen and the Australian dollar, and one non-neighbour developed economy 
currency, the German mark. Japan and Australia have strong economic relationships 
with the countries in East Asia through trade and locality, and hence it is possible that 
their currencies possess a degree of correlation reflecting the close relationships within
39 Frankel (1993) p.54
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the region. Germany, however, is not regionally located and has weaker trading ties 
with Asia, so it is anticipated that it can act as a “control” with which to contrast the 
strength of the findings for Japan and Australia. This chapter finds that the influence of 
Japan has weakened since the 1997 crisis, and that the Australian dollar has become a 
currency of equal, if not greater, regional influence than the Japanese yen. As Australia 
increases its cultural and trading ties with Asia, it is anticipated that this trend may 
continue. These findings will have an impact on issues such as cross-hedge instrument 
selection (see Chapter 7) and asset allocation strategies.
6.2 Method
Baillie and Bollerslev (1989) note that “a general consensus has emerged in recent years 
that many macroeconomic time series ... can be characterised by a stochastic trend 
model ... similarly, it has long been recognized that many financial time series, such as 
foreign exchange rates, are nonstationary”40. As discussed in section 2.6, it is well 
established in the literature that exchange rates are difference stationary processes, they 
often contain unit roots, and they exhibit time-dependent heteroskedasticity. These 
properties are assumed, and testing for characteristics will proceed from these 
assumptions.
Dickey and Fuller (1979, 1981) proposed a test statistic that characterises a time series 
as having a unit root. This statistic has become an accepted part of the literature relating 
to time series, and is widely used to characterise currencies41. The Augmented Dickey 
Fuller (ADF) test is modelled such that:
40 Baillie and Bollerslev (1989a), p. 167
41 see, for example, Granger et al (2000) and Aggarwal and Mougoue (1996)
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(43)
Av, = a  + ß  + (p -1 )y + +
* - i
1=1
where a  + ßt represents the constant and slope terms,
8 is a white noise term (iid (0,5 ))
with null hypothesis H0 : p  = 1 . Section 2.6.1.1 discusses the ADF test in more detail.
As noted there, the ADF technique does not allow for a structural break in the time 
series data and may not accurately characterise data when the period examined contains 
such a break, as occurred during the Asian currency crisis, resulting in the null 
hypothesis being accepted or rejected inappropriately. Another drawback of the ADF 
test is that it assumes that error terms are iid. This restriction may not be appropriate 
with currency data, and Phillips and Perron (1988) developed a test based on the 
Dickey-Fuller (1979) test that eases some of the restrictions on the error term of the 
model (see section 2.6.1.2 for more detail on the Phillips and Perron test). The test 
allows the errors to be weakly dependent and heterogeneously distributed. Both the 
Phillips-Perron (PP) and ADF tests are commonly used in currency analysis42 - Baillie 
and Bollerslev (1989a) among others have used the PP test to show that foreign 
exchange data can be characterised as 1(1) processes. However, the PP test also fails to 
accommodate time series incorporating a structural break.
Zivot and Andrews (1992) derived an alternative statistic that allows the ADF test to 
adjust for structural breaks in the data. Based on Perron and Vogelsang (1992), who 
introduced a dummy variable to the ADF statistic to adjust for critical values, the Zivot 
and Andrews (ZA) method avoids the dummy variable problems of perfect information 
where the dummy variable is set depending on the point at which the structural break is
42 see, for example, Corbae and Ouliaris (1996) and Baillie and Bollerslev (1989a)
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believed to occur. Instead, the regression is run through a series of iterations to 
determine the most likely break based on the value of the coefficient S that generates the 
smallest valued t-statistic, and hence gives the least support for the existence of a unit 
root. The regression model used is the level shift with trend model, as per Granger et al 
(2000), and is discussed in more detail in section 2.6.1.4. The model is given as:
k
Ayt = a  + ßt + 8yt_x + /DU, (/l)+ ^  0,Ayt_, + at
i=1
(44)
where DUt(^) =1 for t > TX,
= 0 otherwise
and X = Tb/T with Tb being the point of the structural break.
The Zivot and Andrews method avoids the risks associated with arbitrary period 
selection by empirically determining the existence and position of structural breaks in 
the series. Lag terms are determined empirically based on the significance of the 
coefficient , working backwards from a maximum lag count of 15. The appropriate 
number of lags is determined to exist when the value of i is chosen such that the t- 
statistic of 0, is greater than 1.6 in absolute value, and the statistic for 6i+n for «>0 is less 
than 1.6. The success of the unit root hypothesis is determined using critical values 
generated for the value of X estimated in each case. The Zivot and Andrews (1992) 
critical values are shown alongside the results for each currency.
6.2.1 Regional Cointegration
The East Asian currencies were generally regarded to be pegged in some form before 
the currency crisis of 1997. While the exact method of determining the peg is not 
disclosed by individual governments, these pegs are generally assumed to be based on
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some basket of currencies, and Chapter 5 estimated the composition of these baskets 
and the role of the yen in determining the final pegged value. However, cointegration 
testing is more appropriate for use in the post-crisis period, when many of the currencies 
moved to less managed regimes and currency baskets are no longer the norm in East 
Asia.
A number of studies have already used cointegration testing to characterise the 
relationships between currencies in East Asia. Zhou (1998) examined a number of East 
Asian currencies and found evidence for linkages between the Japanese yen and the 
Taiwan dollar, the Singapore dollar and the Thai baht for the period 1973 -  1993 using 
regression analysis and the Johansen (1988) test for cointegration. The Johansen test 
identifies the estimated coefficient matrix 77 and works with this to determine the 
relationship between vectors, identifying up to k-1 cointegrating relationships. Johansen 
posits that working with the estimators allows the error structure of the underlying time 
series data to be incorporated into the testing, whereas regression estimates fail to do 
this. Further work by Osterwald-Lenum (1992) derived critical values for the reduced- 
rank test used in this chapter. However, it is anticipated that the presence of structural 
breaks may cause the Johansen test to give an inaccurate result when applied without 
the inclusion of dummy variables to adjust for these structural breaks. Since such 
variables would need to be included explicitly, with the benefit of full hindsight, they 
may not be the most appropriate way to test in general circumstances. When left 
unadjusted, the test assumes a time-invariant cointegrating vector which will not be the 
case should a structural change occur during the time period examined.
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The Gregory and Hansen (1996) test for cointegration expands on previously developed 
tests for cointegration, such as the Johansen test, to enable testing over periods 
incorporating structural breaks and includes the independent derivation of an 
appropriate breakpoint. The test is based on a regime switching methodology, whereby 
a residual-based test for cointegration is used which allows for a regime shift in the 
intercept alone or in the entire coefficient vector. Like the Zivot and Andrews (1992) 
test for a unit root, the selection of breakpoints for the structural change is done 
empirically, hence again removing the possibility of arbitrary period selection. The 
Gregory and Hansen (GH) test may therefore be regarded as a multivariate extension of 
the univariate Zivot and Andrews test, and is discussed more fully in section 2.6.2.2.
The GH test is broken up into two stages. Again the level shift with trend model is used 
as per Granger et al (2000), such that
y h = a  + ßt + yDUt(A)+ 0xy lt +£t
(45)
where y it, y 2t are 1(1) time series,
DUt(A,)= 1 for t > TZ,
= 0 otherwise, as per the ZA test, 
and X = Tb/T with Tb being the point of the structural break.
Standard ADF and PP tests are then run against the residuals to determine if they are 
1(0) or 1(1) processes. If the residuals are 1(0) processes, this indicates the presence of 
cointegration between yu and y2t and hence the null hypothesis of no cointegration can 
be rejected. Again the structural break is empirically determined, in this case by finding 
the value of A. that generates the smallest ADF and/or PP test statistic.
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6.3 Results
This chapter looks explicitly at intra-regional currency relationships in the Asian region, 
examining the relationship between the two largest OECD economies neighbouring 
East Asia, Australia and Japan, and the newly industrialised and developing economies 
of East Asia (Indonesia, the Philippines, Malaysia, Singapore, Thailand, Taiwan and 
South Korea). It uses the German mark as a “control” currency, being a major non- 
regionally-related currency that has lesser but still significant trading relationships with 
East Asia. Data is taken from the set described in Chapter 4, but was broken into sub­
periods for examination when using techniques that do not accommodate structural 
breaks in the time series. The pre-crisis sub-period runs from 01/01/1993 to 30/05/1997 
and the post-crisis sub-period runs from 01/01/1998 to 01/01/2002. The sub-periods 
were specifically chosen to eliminate the period of greatest currency volatility (late 
1997), which, as noted previously, may interfere with the non-break-accommodating 
methods used in this analysis. This should allow more accurate statistics to be generated 
from the period surrounding the crisis, and can be used for comparison with full-period 
break-accommodating methods.
Initially, unit root testing is done using the established Augmented Dickey-Fuller (ADF) 
and Phillips-Perron (PP) statistics, which do not adjust for structural breaks and 
therefore may misspecify data during this period of regime change. The results, found in 
Table 6-1, show testing across the full period as well as the sub-periods prior and 
subsequent to the regime shifts. Full period testing indicates that all the exchange rates 
examined are 1(1)  as both the PP and ADF tests fail to reject the null hypothesis of a
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unit root using the McKinnon (1991) critical values and default lag terms43. However, 
as these tests do not accommodate the significant structural break that occurred in 1997, 
the results are broken into sub-periods for confirmation, and the sub-period unit root 
tests yield somewhat different results. Testing over the pre-crisis period finds evidence 
of a unit root in all currencies, with only the Indonesian rupiah being rejected by the PP 
test. Considering the moderate power of this test (5%), and the fact that the ADF test 
fails to reject the null hypothesis, it is reasonable to accept the null hypothesis in this 
instance. In contrast, the post-crisis period rejected the null hypothesis of a unit root in 
several currencies. Indonesia, Malaysia and Singapore show little support for a unit root 
in the post-crisis sub-period, with both the PP and ADF tests rejecting the null 
hypothesis. While the full period results indicate unit root processes in ail cases, the 
sub-period results tell a different story. The ADF and PP tests may not be appropriate 
tests for a unit root when dealing with periods of structural change, as they fail to find 
any support for the rejection of a unit root over the full period while showing that 
during at least one sub-period the unit root hypothesis is rejected for several currencies. 
These currencies are found to contain a unit root before the crisis, but appear to have 
changed in structure after the crisis. However, the Zivot and Andrews (1992) test does 
adjust for the presence of structural breaks, and therefore may provide a more consistent 
picture for the overall period. The results, found in Table 6-2, are more in keeping with 
the latter sub-period findings of the ADF and PP tests, rejecting the null of a unit root 
for Indonesia and Malaysia across the full period. It is interesting to note that while the 
results for Singapore do not reject the unit root hypothesis, the results for South Korea
43 Lag terms provided by E-views. Changes to the number of lag terms made no material difference to the 
results. Default lag terms were typically 4 for the ADF test, and for the PP test there were typically 8 lags 
for the full period and 6 for each sub-period.
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and Thailand do reject the null of a unit root. This contrasts with the full period ADF 
and PP results, which accept the null of the unit root for all currencies.
The results of the Zivot and Andrews test also finds evidence of structural breaks taking 
place between June 27, 1997 (Thailand) and December 31, 1997 (Indonesia), the period 
generally held to encompass the currency crisis (and the period omitted in the pre- and 
post-crisis sub-period breakdowns). Interestingly, the breakpoints vary a little from the 
IMF regime change statistics, but correspond with those likely to be identified by a 
visual inspection of the currency (Figure 6-1 and Figure 6-2). While Indonesia is 
regarded as having moved to a floating regime in August 1997, the value of the rupiah 
remained relatively stable until December, when the rupiah began to experience very 
large changes in value. The Zivot and Andrews test identifies the end of December as 
the breakpoint in the rupiah. The breakpoints for the other regime changing currencies 
are identified by the Zivot and Andrews test slightly before their “announced” change 
(late October for South Korea vs. a December announcement, late June for Thailand vs. 
a July announcement).
Evidence of the existence of causal relationships between currencies is sought using the 
Granger (1969) causality test. While the Granger causality test may indicate a 
relationship between the currencies, it is often emphasised that this does not imply the 
existence of a relationship, rather the potential for the existence of a relationship. Tests 
for the hypothesis that the developed economy currencies “Granger-cause” East Asian 
currencies (Table 6-3 a) yield some interesting results. Against the null hypothesis that 
the developed economy currencies do not Granger-cause East Asian currencies, we find 
that we can reject this hypothesis for Australia and all currencies except the Thai baht at
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the 1%, 5% or 10% level of significance. This provides support for the proposal that 
there are indeed relationships between the Australian dollar and the East Asian 
currencies, other than the Thai baht.
Similarly, there is evidence of a Granger-causal relationship between the currencies of 
Japan and the Philippines, South Korea and Taiwan at 1%, and between the currencies 
of Japan and Malaysia, Indonesia and Singapore at 10%. The German mark is 
significant at 1% with the currencies of the Philippines, Singapore and Taiwan, at 5% 
with the currencies of Indonesia and South Korea, and at 10% with the Thai Baht. Table 
6-3b contains the results for the opposite causality (East Asian currencies “Granger- 
cause” developed economy currencies). The results here are of great interest. As could 
be anticipated, there is no evidence of any causal relationship between the East Asian 
currencies and that of Germany. There are indications of causality between the 
currencies of both South Korea and Indonesia and the Japanese yen, while the East 
Asian relationship with Australia is closer again, with support for the hypothesis that the 
East Asian currencies of the Philippines, South Korea, Taiwan and Thailand Granger- 
cause the Australian dollar. The interaction between Japan, Australian and several East 
Asian currencies appears from this test to work both ways -  an important observation 
and one that signals close ties between these economies.
The results for the Johansen cointegration test (Table 6-4) fail to find strong evidence of 
cointegration between most currencies across the full study period44. Only the 
Philippines generates a significant statistic for cointegrating relationships with Australia 
and Germany, and Taiwan is the only currency with a full-period cointegrating
44 Unless stated otherwise, one lag in the levels is used.
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Figure 6-2: Nominal Currency Graph of the Indonesian Rupiah 1992 - 2000
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relationship with Japan. However, when the period is broken down into the pre/post­
crisis sub-periods, the results are quite different, and somewhat inconsistent. Of the 
three relationships identified during the full period, only one (that between Australia 
and the Philippines) is evident in both periods. The Japan/Taiwan relationship is 
evident only in the pre-crisis period, while the Germany/Philippines relationship is 
evident only in the post-crisis period. However, several relationships are found in both 
the pre- and post-crisis periods that are not indicated in the full period results.
Relationships between Indonesia and both Australia and Japan are found in each of the 
two sub-periods, as is a cointegrating relationship between Singapore and Japan. South 
Korea is also found to have cointegrating relationships with both Australia and Japan in 
each sub-period. It is surprising that while the sub-periods indicate cointegration, the 
full period results do not. However, the Johansen test has not been adjusted to 
accommodate structural breaks, and from the use of the sub-periods it may be surmised 
that it is the period incorporating the structural break that could be causing this 
dichotomy. The Gregory and Hansen (1996) test for cointegration may be more 
appropriate for full-period testing, as it is known that significant structural change took 
place in the East Asian currencies during this time. The results of the Gregory and 
Hansen test (Table 6-5) identify a cointegrating relationship between Australia and both 
Indonesia and the Philippines, as was suggested by the Johansen sub-period results, as 
well as identifying a cointegrating relationship between Australia and Malaysia. 
Likewise it identifies a relationship between Japan and Indonesia, and Japan and South 
Korea, which were also identified in Johansen sub-period results. It further identifies a 
cointegrating relationship between Japan and Taiwan, as did the Johansen full-period 
results, and it additionally identifies a relationship between Japan and Malaysia. There
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Table 6-3a: X (Developed economy currency) does not Granger cause Y (Asian currency)
AUSTRALIA GERMANY JAPAN
F F F
INDONESIA 3.8254** 4.1641** 2.9325A
MALAYSIA 2.4625A 1.1883 2.8673A
PHILIPPINES 13.8619* 8.1726* 8.3076*
SINGAPORE 5.8068* 8.2447* 2.8377A
SOUTH KOREA 3.2413** 3.0352** 9.6914*
TAIWAN 5.6887* 13.0507* 21.9302*
THAILAND 1.2610 2.8296A 0.7371
Table 6-3b. Y (Asian currency) does not Granger cause X (Developed economy currency)
AUSTRALIA GERMANY JAPAN
F F F
INDONESIA 1.5645 0.2576 2.4827A
MALAYSIA 2.0552 0.5621 0.5530
PHILIPPINES 4.4881** 0.5027 1.1427
SINGAPORE 1.3671 0.1092 1.4298
SOUTH KOREA 2.5475A 0.6479 3.3704**
TAIWAN 5.8304* 0.0425 1.8333
THAILAND 2.5026A 0.6168 1.5088
* Rejects at 1% ** Rejects at 5% A Rejects at 10%
Notes: Two lags used for all calculations. Significant statistics are highlighted in bold. Granger Causality 
testing used two lags in each case. The results indicate that there is a bi-directional relationship between 
the Australian and East Asian currencies, with causal relationships being significant in both Table 5-4a 
and Table 5-4b. There is some support for bidirectional relationships in the case of Japan and both South 
Korea and Indonesia, while there is no evidence of any East Asian currency influencing the German 
mark. In contrast, there is some support for Granger causality in the opposite direction, with all OECD 
currencies supporting Granger causality with some East Asian currencies.
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are no Johansen test results for Germany that are consistent in both the pre- and post­
crisis periods, but the Gregory and Hansen identifies cointegrating relationships 
between Germany and Indonesia (Johansen pre-crisis), Malaysia (Johansen post-crisis), 
and Singapore (Johansen pre-crisis). Interestingly, the full-period Johansen result of a 
cointegrating relationship between Germany and the Philippines is not evident from the 
Gregory and Hansen results.
Breakpoints from the Gregory and Hansen test indicate structural changes between most 
currencies occurred during the Asian currency crisis period of June to December 1997. 
The structural break in the Indonesian rupiah is identified as occurring about a month 
after that predicted by the Zivot and Andrews test (late January 1998, as opposed to late 
December 1997), as are the breaks in the Thai baht and the Singapore dollar. There is 
some variability between these breakpoints and those of the Zivot and Andrews test as 
the Gregory and Hansen breaks are identified relative to the developed economy 
currency, rather than as determined by the East Asian currency movement in terms of 
US dollars as is the case with the Zivot and Andrews test.
It is interesting to note that the cointegration test results indicate a similar number of 
countries may be linked to both the Australian dollar and the German mark as are linked 
to the Japanese yen. While a yen bloc may be present, there also seems to be evidence 
for a “koala bloc” and indeed a significant European influence. This may be indicative 
of the economic decline suffered by Japan over the 1990s, and the emergence of other 
nations as important trading partners may be reflected in the closer ties between the East 
Asian currencies and the other developed economy currencies that were not so evident 
in pre-crisis East Asia. The yen bloc, much discussed in the literature of the early 1990s,
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is not so distinctive at the close of the century. If there is a yen bloc in post-crisis East 
Asia, then there is similar evidence for a “koala bloc”, although it is perhaps more 
reflective of a broadening of Asian trading relationships beyond a reliance on Japan.
6.4 Conclusion
As global commerce becomes more widespread, and trading between geographically 
related economies intensifies, it is to be anticipated that the levels of cointegration 
between the currencies of such economies will increase. This study uses a variety of 
tests to show that there is evidence of integration between the Australian dollar, the 
German mark, the Japanese yen and the currencies of the East Asian region which has 
increased in the period subsequent to the 1997 currency crisis. The yen bloc, much 
anticipated by several researchers, seems to have lost some momentum during the 
1990s.
The floating of several of the East Asian currencies subsequent to the crisis has affected 
the characteristics of the currencies. Structural breaks are evident in the data in the latter 
part of 1997 and were identified empirically using the Zivot and Andrews test for a unit 
root. General conclusions can be drawn from the results of statistical tests: the 
currencies of Indonesia, Malaysia and the Philippines exhibit long-run relationships 
with Australia over the duration of the study period. Indonesia, Malaysia, South Korea 
and Taiwan exhibit long-run relationships with Japan during this time, and Indonesia, 
Malaysia and Singapore exhibit a long-run relationships with Germany (the proxy for 
Europe) over the period. These results are supported by Granger causality testing, which 
demonstrates the existence of causal relationships between the developed economy 
currencies and those of East Asia. It is also interesting to note that the Granger causality
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test indicates that the relationships between the both Japan and Australian and the East 
Asian currencies work both ways -  not only are Japan and Australia influencing the 
East Asian currencies, but several East Asian currencies may be influencing the 
Australian dollar and the Japanese yen. This is indicative of a deepening in regional 
economic integration, and may be a subject worth further study.
A notable result of this chapter is the observation that cointegrating relationships 
between the currencies of East Asian and developed economies have increased in the 
aftermath of the East Asian crisis, indicative of Asia’s greater involvement in global 
trade and commerce. The weight of evidence does suggest that both Australia and Japan 
play important roles in the region, and there is some evidence of a currency bloc in 
Asia. However, the evidence presented here cannot discount the role of Germany, 
either, and suggests that while there is some move toward regional integration, there is a 
fair way to go before a decisive yen bloc, or koala bloc, can be said to exist in the East 
Asian region.
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7 Cross-Hedging Effectiveness in Emerging Markets
Experiencing Structural Change
Having identified significant regional currency relationships in Chapters 5 and 6, it is 
now possible to exploit these relationships by using these currencies in a cross-hedge.
As discussed previously, a cross-hedge is a suitable alternative for a direct hedge that 
may be used in situations where there are no direct hedging products available. This 
chapter looks at the implementation of three different types of hedge ratio in cross­
hedges, and analyses the effectiveness of the hedge ratio derivation methods for creating 
effective time-varying hedges during a period of currency stress, namely the 1997 East 
Asian currency crisis. Despite promising results from prior research, none of the hedge 
techniques exhibits outstanding performance during the study period. Performance 
varies between currency pairs, and while some general comparisons can be drawn 
between ratio hedges and full hedges, there is no consistent preference found for the 
error-correction model ratio over the Ederington minimum variance ratio, or vice versa.
7.1 Introduction
International investors are increasingly focussing on emerging market investments, 
which have been shown to provide profitable opportunities to diversify portfolio risk 
(Glen and Jorion, 1993) and often generate higher returns than may be available in more 
developed financial markets (Harvey, 1994). However, any foreign market investment 
leads to currency risk, and the risks in emerging markets can be high as they appear 
more prone to crisis. Effective currency hedging strategies provide additional risk- 
reduction benefits which can contribute to the performance of internationally diversified 
portfolios. However, most of these markets have relatively undeveloped derivatives
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markets, and for many emerging market currencies there are no exchange-traded 
derivative products available. Hence the only hedging solution available to foreign 
investors using exchange-traded currency futures is a cross-hedge based on another 
asset and/or contract. This provides an alternative to potentially costly over-the-counter 
solutions, such as forward contracts or currency swaps, and a cross-hedge may be ideal 
in circumstances when the transaction costs associated with an over-the counter solution 
prove to outweigh the financial benefits obtained from implementing an over-the- 
counter hedging strategy. Economically related currencies provide a superior hedge to 
economically unrelated currencies, and so an essential first step in the construction of a 
cross-hedge is to identify which currencies with liquid exchange-traded futures 
contracts are most closely correlated with the East Asian currencies being hedged. 
Aggarwal and Demaskey (1997) show that the Japanese yen futures contract provides a 
superior cross-hedge for Asian currencies to that of less related currencies such as the 
German mark and Swiss franc for the period of January 1983 to December 1992, while 
DeMaskey, Dellva and Heck (2003) show that the Japanese yen is an effective cross­
hedge for mutual fund indices based on model in-sample goodness of fit (R 2) . Other 
studies have demonstrated close relationships between the yen and the East Asian 
currencies, such as Gan (2000), Kwan (1994) and Zhou (1998), using OLS regressions 
and Johansen cointegration testing. However, no previous cross-hedging studies have 
considered alternatives such as the Australian dollar, which was shown in Chapter 6 to 
have a closer relationship with several East Asian currencies than either the yen or the 
German mark. This chapter initially identifies suitable currency futures contracts with 
which to form cross-hedges during the period examined using the Gregory and Hansen 
(1996) cointegration test, which adjusts for periods of structural change. Three hedges 
are then put in place: a full hedge, an Ederington (1979) minimum variance (EMV) ratio
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hedge, and a hedge using a ratio derived from an error-correction model (ECM) as per 
Ghosh (1996) in order to identify the most effective hedge ratio estimation technique for 
this period.
Cointegration testing is the fundamental first step when implementing an error- 
correction model hedge. The premise of cointegration is that there exists a long-run 
equilibrium relationship between the two series that may not be reflected in short-run 
dynamics. The error-correction model utilises this relationship to generate a more 
efficient hedge, and this has been demonstrated in work such as that by Kroner and 
Sultan (1993), Ghosh (1993b, 1996) and Lien (1996). If an error-correction model is not 
used when appropriate, other models of hedge ratio estimation may misspecify the ratio 
as they ignore prior-period information. During the period examined here, the East 
Asian currencies experienced structural changes that may cause cointegration testing 
methods such as the Johansen (1988) test to draw incorrect conclusions if they fail to 
adjust for structural breaks. As discussed previously, the Gregory and Hansen (1996) 
test for cointegration not only adjusts for structural breaks, but calculates the position of 
the breakpoint during the testing process, removing the potential for arbitrary period 
selection. This test is used to determine which futures contracts are most suitable to 
hedge the East Asian currencies being examined.
The 1997 East Asian currency crisis was a period of structural change in currency 
regimes coupled with a highly volatile adjustment period, when any investor would 
have been extremely concerned about the performance of an investment denominated in 
an East Asian currency. The selection of the most appropriate hedging strategy for such 
periods is of great interest to emerging market investors. This chapter looks at hedging
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performance during the 1997 East Asian currency crisis and examines which of the 
three hedging techniques performs best during this period of structural change. It finds 
that the error-correction model hedge ratio, which has been shown to be the most 
effective hedge in some studies of developed economy currencies (Ghosh, 1996) does 
not perform markedly better than the Ederington minimum variance hedge ratio under 
these conditions in the emerging market currencies examined. While log-likelihood 
ratios imply support for ECM ratio hedging, there is empirical evidence to suggest that 
the ECM ratios do not actually improve the average effectiveness of a hedge during 
periods of structural change. Measures of hedging performance such as the Sharpe and 
HBS measures do not find conclusively in favour of the ECM over the EMV ratio 
hedge, and show that there are marked differences in the performance of hedged 
portfolios across different currencies, despite these currencies sharing similarly dated 
structural breaks and regime changes, and despite these currencies belonging to 
regionally related economies. However, in each case a hedge improved the performance 
of the currency portfolios during the period immediately surrounding the structural 
break. While all hedges performed reasonably, the full hedge is the most effective and it 
may be preferable to use this simple technique when an investor anticipates structural 
change. Regardless of the technique used, it was better to be hedged than unhedged 
during the 1997 East Asian crisis.
7.2 Data
This chapter will again focus on a period of 2 years either side of the estimated 
breakpoints (found between July and December 1997).. The descriptive statistics for 
each currency during this time period can be found in Table 7-1.
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This study uses daily (last settled trade of the day) data over a 60-day window to 
calculate the hedge ratio for the portfolio. A portfolio is then formed over a subsequent 
30-day window, and performance statistics are calculated for that period. Each pair of 
windows will overlap with the next, thus giving results for any consecutive 30-day 
period throughout the duration of the study. These statistics are then averaged over the 
750 portfolio windows45. Sub-period results are determined from a window of 120 days 
prior to and 60 days after the breakpoint identified by the Gregory and Hansen 
cointegration test. As a result, the actual dates comprising the sub-period vary between 
currency pairs. In each case, this results in 181 windows46.
7.3 Method
The full (1:1) hedge results are compared against two alternate methods of calculating 
the hedge ratio, the Ederington minimum variance (EMV) hedge ratio and the ratio 
derived using the error-correction model (ECM). Ederington (1979) derived a hedge 
ratio that minimised the variance of a spot and futures portfolio from a simple OLS 
regression. The EMV hedge ratio ß is estimated from the following equation:
R-Sj ~ a  ß^F,t £t
where Rs,t is the return on the spot at time t, 
and Rfj  is the return on the futures at time t, 
with error term et
(46)
45 Note that Malaysia has a reduced set o f 743 portfolio windows.
46 Note that due to the position of the breakpoint, the Malaysia/Australia sub-period hedge has a reduced 
set of 117 portfolio windows.
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The EMV ratio was shown by Aggarwal and Demaskey (1997) to be superior to the full 
hedge for hedging performance when using the Sharpe measure. While the EMV ratio- 
derivation technique uses a simple regression formula, more complex methods have 
taken advantage of more specific series characterisation to find variance minimising 
ratios. A variety of methods, from ARCH and GARCH models to error-correction 
models can be used to characterise the relationship between spot and futures currency 
price series and ratios derived accordingly.
For the purposes of this chapter, an error-correction model will be used to calculate a 
hedge ratio as per Ghosh (1996) such that
m n
s,t = oc + ßARF t +(j)et_, + +ut
i = i  j =l
(47)
where n,m are values that generate white noise ut and are chosen based on the values 
(between 1 to 6) that generate the lowest Akaike information criteria (Ghosh, 1996).
The ECM ratio has the advantage of adjusting for autocorrelation in the series, as is 
often apparent in currency series (see for example Liu and He, 1991). Ghosh concluded 
that this technique performed more effectively than the EMV ratio hedge when used to 
cross-hedge a number of developed economy currencies.
The performance of a hedge can be assessed using a variety of measures, as discussed in 
section 2.4. This chapter will use the R2 measure for in-sample performance assessment, 
and both the Sharpe (1994) measure and the Howard and D’Antonio (1987) HBS 
measure for out-of-sample performance assessment. As discussed previously, the 
Sharpe measure provides an assessment of the out-of-sample risk-return characteristics
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of the hedge, while the HBS measure provides a simple assessment of the portfolio 
performance relative to the unhedged portfolio.
The return in a situation where the company is long the currency and short the futures 
contract is:
Rp ~ Rs ~
(48)
where Rp is the return of the hedged portfolio,
Rs is the return on the spot, 
and R-F' is the return on futures.
The resulting Sharpe ratio will be calculated for each strategy to measure the 
effectiveness of the hedge, such that
SRP
RP
where op is the standard deviation of the portfolio, 
and Rf is the risk-free rate of return (US 90 day T-Bills).
(49)
This results in an index that generates a higher value as the hedge increases in efficiency 
(i.e. exhibits an improvement in the risk-return performance of the portfolio). The 
Sharpe ratio of the hedged portfolio is compared with that of the unhedged portfolio (i.e. 
the spot), thus analysing the relative performance of each to determine the preferable 
portfolio to hold. Additionally, the Howard and D’Antonio (1987) modified Sharpe 
measure is also calculated, and is given as:
HBS = R t + SRpcrs -  Rs
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where SRp is the Sharpe ratio of the hedged portfolio, 
and <Js is the standard deviation of the spot portfolio.
A HBS ratio of zero indicates no performance difference per unit of risk between the 
hedged and spot portfolios. A negative HBS ratio indicates that the spot portfolio 
generates a higher return than the hedged portfolio per unit of risk, and a positive value 
indicates that the hedged portfolio generates a higher return per unit of risk. For an 
investor to prefer the hedged portfolio, the HBS ratio should be positive.
Cointegration testing will take place as outlined in section 6.2.1. The Gregory and 
Hansen test is used here to define cointegrating relationships between East Asian 
currencies and Japanese, German and Australian currency futures, and to confirm the 
existence of structural breaks. Those pairs demonstrating the strongest cointegrating 
relationships are used to form a cross-hedge.
( 50)
7.4 Results
The IMF has identified changes in the nature of East Asian currency regimes during the 
crisis based on changes in official Government policy (Table 4-2). The results of the 
Gregory and Hansen test (Table 7-2) confirm this, having successfully identified 
breakpoints in the East Asian currencies during the crisis period from statistical 
indicators. Breakpoints range from the 23rd of June 1997 in the case of Thailand, to the 
27th of July 1998 for the Malaysia/Australia currency pair. Most breakpoints are 
identified as having occurred in one of two main periods: between June and July 1997, 
and between December 1997 and February 1998. The crisis period is marked by
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significant increases in variance (Table 7-1) and, with the exception of Malaysia, 
extreme returns (with both the maximum and minimum returns for all other East Asian 
currencies falling within the crisis sub-period).
An effective cross-hedging instrument is one that is strongly related to the asset being 
hedged, and correlation statistics are an indicator of this relationship. Correlation 
statistics (Table 7-3) demonstrate a close relationship between the Australian dollar 
futures contracts and the East Asian currencies, with statistics ranging from 0.83 (South 
Korea and Thailand) to 0.96 (Taiwan). The strength of each East Asian currency’s 
correlation with the Australian dollar futures contracts (and by implication the 
Australian dollar, since the futures contracts are highly correlated with the spot) is 
significantly greater than that of the alternate hedging instruments, the yen and mark 
futures contracts. The strongest correlation result for the German mark futures is with 
the Singapore dollar, at 0.75, and Taiwan has the strongest level of correlation with the 
Japanese yen futures at 0.75. If constructing full or minimum variance ratio hedges, 
these results would lead to the use of the Australian dollar futures contract as the 
preferred hedging instrument for each East Asian currency examined, and to expect that 
the alternative hedges would underperform those using the Australian dollar.
However, when implementing the ECM ratio hedge it is important to consider the 
results of cointegration testing. As discussed previously, the Gregory and Hansen test is 
particularly suitable for determining cointegrating relationships over the crisis period as 
it adjusts for the presence of structural breaks. The Gregory and Hansen test finds 
evidence of cointegration over the full testing period of January 1996 to August 1999
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between Australian dollar futures and the currencies of Indonesia, Malaysia, South 
Korea and Thailand, between German mark futures and the currencies of Indonesia and 
Malaysia, and between Japanese yen futures and the Indonesian rupiah. The existence of 
these relationships, particularly the greater number of currencies that are cointegrated 
with Australian dollar futures compared to those cointegrated with Japanese yen futures, 
confirms the findings of Chapter 6 and reinforces the conclusions drawn from the 
correlation statistics. Using the results of the Gregory and Hansen tests, cross-hedges 
are formed between the Australian dollar futures and the Indonesian rupiah, the 
Malaysian ringgit, the South Korean won and the Thai baht. German mark futures are 
used to cross-hedge the Indonesian rupiah and the Malaysian ringgit, while Japanese 
yen futures are used to cross-hedge the Indonesian rupiah.
Table 7-4 and Table 7-5 contain the average results for the portfolios formed over the 
study period. As per Aggarwal and Demaskey (1997), the Sharpe measure is used to 
assess the performance of the hedge, with a superior hedge generating a higher Sharpe 
measure. Average Sharpe measures for both the hedged and spot portfolios are 
generated, and the results can be compared to give an indication of the success of a 
hedge in contrast to an unhedged (spot) position. None of the spot portfolios studied had 
a positive Sharpe ratio over either the full period or sub-period, indicating that the 
average spot portfolio in both timeframes underperformed the risk-free (T-bill) rate. The 
hedged portfolios were also generally negative in both periods, with the exception of the 
Malaysia/Australia hedge during the sub-period, and the full period Indonesia/German 
mark and Indonesia/Japanese yen full-hedges. In most cases the hedged portfolios 
generated Sharpe ratios that were closer to zero than those of the spot portfolios, 
indicating that while the portfolio did not outperform the risk free rate, it did perform
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better than the spot portfolio. In these cases, it was preferable to hedge, as a spot 
portfolio would have resulted in a greater loss on average, and this was reflected in 
positive HBS measures. This was particularly evident in the sub-period, which 
surrounded the breakpoint of each currency pair. Some German mark hedges performed 
poorly in contrast to the spot portfolio, but all other sub-period hedges exhibited 
improved performance in contrast with that of the spot portfolio. This was particularly 
evident for the ratio hedges, with performance improvements seen consistently between 
the full and sub-periods. However, the Sharpe performance of the ratio hedges was 
often poorer than that of the full hedges, indicating that the full hedge was generally the 
most successful hedging technique. Both the full and sub-period hedges demonstrate 
this effect.
The Hedged vs. Unhedged Return column contains the average of the difference 
between the return on the hedged portfolio and the return on the spot portfolio, and 
hence gives an indication of the profitability of the hedges. A positive number here 
indicates that the hedged portfolio generated a greater return than the spot portfolio, 
while a negative return indicates that the spot portfolio was more profitable than the 
hedged portfolio. The average hedged portfolio typically generated a positive return and 
was therefore more profitable than the spot, with the exceptions of some Korean won 
and Thai baht sub-period ratio hedges. While the return on the portfolio may have been 
less than the risk-free rate, an investor would generally have received a greater return 
had they implemented a hedge, as opposed to leaving the portfolio unhedged. The 
hedged portfolios generally outperform the spot portfolios, and this is particularly 
evident for the full period results. The only exceptions were Thai and Korean ratio
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hedges during the sub-period, which were generally not as profitable as the spot 
positions.
Overall, the mostly positive HBS measures reinforce the general preference to hedge. 
With the exception of the German mark hedges, the HBS measure for the ratio hedges 
generally improved during the sub-period, often quite markedly, and full hedges were 
universally strongly positive over the full period. The full hedge is generally shown to 
be preferable to the EMV and ECM ratio hedges from a portfolio theory perspective, 
generating greater Sharpe ratios than those of the EMV and ECM ratio hedges and 
hence generating higher positive HBS measures. The superior risk-return properties of 
the frill hedge are evident. However, ratio-based hedges often require fewer futures 
contracts than a full hedge does. Estimated hedge ratios (shown in the first columns of 
Table 7-4 and Table 7-5) are as low as 0.13 -  0.14 in the case of the South 
Korea/Australia hedges, although occasionally the sub-period hedges result in ratios 
greater than 1. Cost savings may be possible using a hedge ratio, and while the ratios 
generally underperform the full hedge, the potential cost savings should be taken into 
account as in many cases the performance difference may not outweigh transaction 
costs.
Also interesting to note is that the average ECM hedge ratio is not consistently smaller 
than the average EMV hedge ratio. Ghosh (1997) found that the ECM hedge ratio 
tended to be smaller than the EMV hedge ratio. However, the results here find that the 
average EMV hedge ratio is often smaller than the ECM hedge ratio, in which case the 
EMV ratio would provide transaction costs savings compared to the ECM ratio, or they 
are equivalent. The difference between the results found here and those of Ghosh are
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likely to be the result of period specific behaviour in that study, while in this the results 
are shown for multiple windows over the time period. Additionally, Ghosh estimates the 
ratios over a much longer hedging period (400 observations, while only 60 are used 
here), and hence the results may be subject to misspecification due to the time-varying 
nature of hedge ratios. In this implementation, the use of short-term, time-varying 
hedges do not result in a strong out-of-sample performance preference for the ECM 
ratio hedge.
Table 7-6 compares the EMV and ECM ratios using a range of performance statistics. 
Here, R2 statistics are used to evaluate the in-sample effectiveness of the hedge ratio. 
ECM hedge ratios generate larger average values of R2, indicating that ECM hedge 
ratios provide a better model fit than EMV ratios. However, out-of-sample statistics 
generally favour the performance of EMV ratio hedges, and, more often than not, higher 
HBS values indicate that EMV ratio hedges outperform ECM ratio hedges. Only two 
hedges, those of Malaysia/Germany and South Korea/Australia, consistently generate 
higher HBS measures for error-correction model ratio hedges than for Ederington 
minimum variance ratio hedges. In most other cases, Ederington minimum variance 
ratios result in larger HBS ratios, and this is particularly evident during the crisis sub­
period. The superior error-correction model performance seen in-sample from the R2 
statistics is not being translated into superior out-of-sample performance. For example, 
the (in-sample) R statistics for the Indonesia hedges indicate that the ECM ratio 
significantly outperforms the EMV ratio during the sub-period in terms of model fit, 
while the HBS ratios derived from the (out-of-sample) hedge indicate better 
performance from the EMV ratio hedges. It may be that an analysis of hedging success 
based on in-sample statistics such as R is not sufficient to indicate the success of a
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practical hedging strategy. In-sample efficiencies are not translated here into out-of- 
sample performance. Further, strong HBS ratios for EMV ratio hedges are evident 
during the sub-period surrounding breakpoints, where long-run trends are being 
disrupted by short-term events.
There is no clear evidence here to support a preference for one method of selecting a 
ratio over the other, with hedge performance varying depending on the currency pair. 
Hedge ratio size provides little additional guidance -  while the EMV ratio is generally 
larger than the ECM ratio, this is not universally the case and so it cannot be definitively 
said that efficiencies in transaction cost savings accrue to one technique more than the 
other. Further, despite prior evidence as to the effectiveness of EMV ratio cross-hedges 
with emerging market currencies (Aggarwal and Demaskey, 1997), there is no clear 
evidence here to support the implementation of either ratio hedge in preference to a full 
hedge based on risk-adjusted performance. The only advantage of a ratio hedge is that 
often very small ratios are observed, and in these cases a saving in transaction costs may 
result in a more profitable outcome for the hedger than if a full hedge is used. However, 
these are matters for the individual, and will change depending on their circumstances.
7.5 Conclusion
The practice of cross-hedging has been shown here to generally benefit an emerging 
market currency portfolio during periods of structural change when the alternative is an 
unhedged (spot) portfolio. In the majority of instances studied, the two ratio-based 
hedges were not as effective as full hedges, and currency pairs tended to perform better 
with a full hedge during the period immediately surrounding a structural break. These 
results indicate that the traditional full hedge is possibly a more practical hedge to
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implement in an emerging market economy, particularly if structural change is 
anticipated. However, in some instances the average hedge ratio estimated using the 
Ederington minimum variance and error-correction models is significantly less than 1.
In these circumstances, it may be optimal for the hedger to use a ratio hedge in order to 
take advantage of any transaction cost savings. As always, the individual circumstances 
of the hedger regarding transaction costs must be taken into account before a final 
decision regarding profitability can be made.
This chapter also finds that the minimum variance hedge ratio generally performs as 
well, if not better than the error-correction model hedge ratio, and the implementation of 
the ECM ratio provides no large or consistent improvement in terms of performance, 
ratio size, or profitability. While studies such as Ghosh (1996) find a stronger 
preference for the ECM hedge ratio when observing the log-likelihood and R2 statistics, 
the use of out-of-sample hedging performance measures such as the HBS and Sharpe 
measures here indicate that an error-correction model ratio is not necessarily preferable 
to the minimum variance ratio when cross-hedges are executed. This concurs with the 
findings of Chen, Lee and Shrestha (2003) that there is not one hedge ratio estimation 
technique that is overwhelmingly superior to alternatives.
This chapter has used a moving window approach to examine the effectiveness of 30- 
day hedges during a period incorporating the 1997 East Asian currency crisis to 
determine whether a currency cross-hedging strategy delivers tangible benefits to 
investors with East Asian (and hence emerging market) currency exposures. The full 
hedge generally appears to be the more effective technique when hedging an investment 
in a currency that is undergoing structural change. As a result, the best general hedging
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advice may be to “keep it simple”: a full hedge is an effective and often profitable 
technique to use with structurally adjusting East Asian currencies.
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8 Lower Partial Moment Cross-Hedges
An alternative to a minimum variance hedge ratio is one that seeks to minimise a 
specific type of risk. The lower partial moment hedge ratio aims to minimise downside 
risk, and is based on an alternative definition of risk as a shortfall from some target 
return. While there are now a number of studies investigating the lower partial moment 
hedge ratio, none have sought to apply this to a cross-hedge. Further, previous studies 
have concentrated on developed economies. This chapter examines the effectiveness of 
cross-hedging using lower partial moment ratios for East Asian currencies and 
compares them to the traditional minimum variance model ratio hedge of Ederington 
(1979). These hedges are examined over a three year period incorporating the 1997 East 
Asian currency crisis, to see if the lower partial moment ratio improved hedging 
performance compared to that of the minimum variance ratio hedge. The findings are 
very positive, although they are mitigated by often higher hedge ratios than would 
otherwise be the case. As such, the lower partial moment may provide hedging benefits 
to investors, but they must regard their individual circumstances carefully to ensure that 
the benefits are not offset by increased transaction costs.
8.1 Introduction
The portfolio theory of hedging regards the motivation to hedge as having two aims: to 
minimise risk, and to maximise return. Variance is often held out as the measure of risk 
most associated with hedging strategy, and variance reduction is a major objective when 
estimating a hedge ratio. The Ederington (1979) minimum variance ratio seeks, as the 
name suggests, to minimise portfolio variance so that the value of the portfolio remains 
as constant as possible. However, variance has an upside as well as a downside, and the
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pursuit of variance minimisation objective may be at the expense of return 
maximisation. Minimum variance hedge ratio hedging typically attempts to keep the 
outcome at a defined level, where both upside and downside risk are treated as equally 
undesirable. This would be a suitable ratio if an investor were infinitely risk-averse, but 
in reality many investors are happy to deviate from a defined value if the result is a 
profit, although few investors are happy if the variance results in a loss. It is often 
argued that an investor wishes to minimise the risk of losses, or downside risk, while 
maximising profits, or upside risk.
Building on this idea, Fishbum (1977) proposed that investors may be particularly 
averse to downside risk but may be perfectly willing to accept upside risk, and hence 
may wish to find a hedging strategy that minimises portfolio losses without also 
removing the potential for gains. This can be done utilising the lower partial moment 
theory. The lower partial moment is the left-hand tail of the return distribution, and as 
such encompasses only the lowest returns in the distribution. Bawa (1978) showed that 
the lower partial moment is consistent with the expected utility of a wealth maximising 
investor who wishes to minimise losses while maximising returns. By generating a 
hedge ratio from the lower partial moment, it is possible to construct a hedge that limits 
downside risk to a level determined by the investor’s appetite for risk while maintaining 
the potential to accrue profits (Eftekhari, 1998, Lien and Tse, 2000).
The lower partial moment hedge ratio derivation techniques of Eftekhari and Lien and 
Tse are extensions of this work, allowing a hedge ratio to be derived based on the lower 
partial moment of the return distribution function that may be adjusted for the individual 
investors risk aversion and target portfolio return. The secondary benefit of the lower
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partial moment is that there are no assumptions made about the return distribution: the 
ratio is generated iteratively from a sample of existing returns, and as such works with 
the observed return distribution. It does not make an assumption that the return 
distribution is normal, and thus it refrains from assumptions of normality that may not 
be appropriate to currency markets.
Lower partial moment hedging50, therefore, is a method which may be of interest to 
investors with foreign currency holdings who wish to hedge their portfolio against the 
possibility of negative currency movements, but are happy to see returns should 
exchange rates move in their favour.
8.2 Data
The data used in this chapter is generally identical to that of Chapter 7. This chapter 
does not use the German mark as a contrasting currency, focusing instead on the yen 
and the Australian dollar, as they were found in Chapter 7 to provide the most beneficial 
hedges for the East Asian currencies. A full discussion of the data can be found in 
section 7.2. Indonesia was eliminated from this study as the LPM method results in 
estimated hedge ratios greater than abs(2.5) for a number of windows. To accurately 
estimate these ratios, a wider estimation range needs to be examined, which 
significantly increases the execution time of the estimation code. As a result, a full 
investigation of the results for Indonesia (including the cause of the very large hedge 
ratio estimates) is left for future research.
50 Lower partial moment hedging is also sometimes referred to as generalised semi-variance hedging, as 
per Chen, Lee and Shrestha (2003)
157
8.3 Method
The lower partial moment (LPM) hedge ratio is designed to minimise downside risk 
while maximising upside potential, in contrast to a minimum variance hedge ratio that is 
designed to minimise portfolio variance, this containing both upside and downside. The 
salient question, therefore, is whether the LPM hedge ratio will generate greater risk- 
return tradeoffs than the Ederington minimum variance (EMV) hedge ratio51. The EMV 
ratio can be used as a representative minimum variance hedge ratio in this situation to 
contrast the performance of the LPM ratio, as is done similarly by Eftekhari (1998),
Lien and Tse (2000) and Demirer and Lien (2003).
The lower partial moment is essentially the probability that a return will fall below a 
target rate, and is discussed in detail in section 2.1.1. To briefly recap, Lien and Tse 
(2000) show that the LPM hedge ratio Plpm can be derived from the empirical 
distribution function:
where Rp is the return on the hedged portfolio with hedge ratio Plpm,
T is the target return for the portfolio,
and N  is the maximum number of portfolios formed to calculate the ratio.
The ratio is derived from an iterative process, whereby different values of Plpm are 
tested in a range from -1.5 to 1.5 in appropriate increments (Eftekhari uses 0.001) and 
the value of Plpm that generates the smallest lower partial moment is chosen as the 
hedge ratio. Lien and Tse show that this relatively simple method generates results
51 See section 2.1.1 for a detailed discussion o f the Ederington minimum variance ratio
(51)
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consistent with the alternative kernel estimation method and it will be used in this study 
to generate LPM ratios.
As there is no published work investigating lower partial moment cross-hedging, there 
are myriad avenues for investigation. It is not possible to cover all the areas of interest 
uncovered in this thesis, so this chapter is purposely limited in scope. During the data 
analysis process, a number of interesting features were noted that could not be 
investigated further, and several of these are outlined below.
Lower partial moment ratios are estimated for direct hedges of the Japanese yen and 
Australian dollar, while ratios for cross-hedges are estimated for East Asian currencies. 
As processing power has improved since Eftekhari, increments of 0.0001 are used for a 
range of -2.5 to 2.5, as it was found during the ratio generation process that the LPM 
hedge ratio estimated for cross-hedges was often larger than those estimated for direct 
hedges. Further investigation into the reasons for these large hedge ratios is left for 
future study.
The lower partial moment risk-aversion parameter, n, is set to 2 for the purposes of this 
chapter as the focus is on the performance of the ratio in comparison to those estimated 
using minimum variance techniques. By setting n = 2, the lower partial moment is the 
moment of variance, and so is most equivalent to the minimum-variance ratio. Other 
moments may also be used, as was done by Lien and Tse (2000). Both Eftekhari and 
Lien and Tse show that the optimal hedge ratio to minimise downside risk increases 
with the investor’s sensitivity to downside risk. In other words, as the investor becomes 
more loss-averse, the optimal hedge ratio increases in absolute magnitude. This may
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result in quite different ratios being implemented using the LPM technique than those of 
the MVR technique. As yet, no studies of the LPM ratio consider cross-hedging, and the 
results derived here will be contrasted with those of the direct hedge to see if such 
assumptions are applicable in this context. The exploration of moments other than 2 will 
be left for future study.
As the LPM ratio is not based on a pure variance-minimisation framework, measures of 
hedging effectiveness based on variance minimisation are inappropriate. Statistics such 
as the Sharpe (1964) measure are inappropriate here as they treat payoffs as symmetric. 
Instead, the performance of the hedge will be measured by the number of below-target 
returns generated by the hedge, and the overall profitability of the hedge. Alternative 
methods of performance, such as the ratio constructed by Demirer and Lien (2003) from 
the minimum lower partial moment of the hedged and unhedged portfolios, will be left 
for future study.
8.4 Results
This chapter uses the same data set as that of Chapter 7, and a full discussion of the 
results of correlation tests (Table 7-3) and cointegration tests (Table 7-2) can be found 
there. This chapter not only compares the performance of different hedge ratio 
estimation techniques and their performance in cross-hedges, but also compares the 
results of direct hedges with those of cross-hedges. As no prior published literature on 
cross-hedges is available, it is necessary to establish a “standard behaviour”, with which 
comparisons can be made. The results of direct hedges for the Australian dollar and
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Table 8-1: Performance Results for Portfolios with Australian Dollar Futures, n = 2
LPM = -0.5 LPM = 0 EMV Spot LPM = 0.5
AUSTRALIA
Mean Portfolio Return 0.0025 0.0006 0.0005 0.0076 0.0006
(std. dev.) (0.0032) (0.0026) (0.0026) (0.0065) (0.0027)
Portfolio Return < 0 (%) 35.21 39.05 41.23 37.39 37.00
R lpm > Remv (%) 65.17 58.26 53.39
MALAYSIA/AUSTRALIA
Mean Portfolio Return 0.0092 0.0095 0.0094 0.0154 0.0100
(std. dev.) (0.0086) (0.0080) (0.0079) (0.0081) (0.0080)
Portfolio Return < 0 (%) 44.81 43.02 43.41 29.45 44.43
R lpm >  Remv (%) 54.16 46.99 51.34
PHILIPPINES/AUSTRALIA
Mean Portfolio Return 0.0138 0.0132 0.0128 0.0141 0.0130
(std. dev.) (0.0082) (0.0076) (0.0075) (0.0075) (0.0077)
Portfolio Return < 0 (%) 39.56 34.06 32.65 30.47 39.18
R lpm >  Remv (%) 55.83 52.24 54.67
SINGAPORE/AUSTRALIA
Mean Portfolio Return 0.0052 0.0051 0.0047 0.0074 0.0052
(std. dev.) (0.0050) (0.0046) (0.0045) (0.0048) (0.0046)
Portfolio Return < 0 (%) 39.18 38.41 38.67 34.70 40.08
Rlpm >  R emv (%) 59.54 57.23 59.67
SOUTH KOREA/AUSTRALIA
Mean Portfolio Return 0.0106 0.0109 0.0125 0.0163 0.0115
(std. dev.) (0.0107) (0.0103) (0.0100) (0.0098) (0.0103)
Portfolio Return < 0 (%) 37.00 38.28 39.69 37.00 36.75
Rlpm > Remv (%) 50.19 54.80 53.65
TAIWAN/AUSTRALIA
Mean Portfolio Return 0.0087 0.0072 0.0066 0.0071 0.0071
(std. dev.) (0.0039) (0.0033) (0.0032) (0.0032) (0.0034)
Portfolio Return < 0 (%) 40.72 41.74 41.49 36.88 41.36
Rlpm >  R emv (%) 58.39 53.27 53.01
THAILAND/AUSTRALIA
Mean Portfolio Return 0.0135 0.0130 0.0112 0.0147 0.0125
(std. dev.) (0.0102) (0.0097) (0.0094) (0.0095) (0.0097)
Portfolio Return < 0 (%) 44.69 39.95 38.80 36.24 41.36
Rlpm >  Remv (%) 55.83 56.08 56.85
Notes: Lower partial moment hedges are typically more profitable than Ederington minimum variance 
hedges, although for all results some variation is seen between currency pairs. Returns to lower partial 
moment direct hedges generally outperformed those of the Ederington minimum variance hedge in the 
majority of windows (R lpm >  R emv )•
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Japanese yen can then be compared with those of cross-hedges for each East Asian 
currency . As noted previously, the Australian dollar is the currency most highly 
correlated with the East Asian currencies during this period, and has a greater number of 
significant cointegrating relationships during this period compared with the Japanese 
yen.
It should be noted at this point that yen and dollar spot returns consistently outperform 
direct hedge returns for this period, with average returns considerably more profitable 
than those of either LPM or EMV hedges. However, a noticeable feature is significantly 
lower standard deviation of returns. Both the Ederington minimum variance ratio 
hedges and the lower partial moment hedges successfully reduced return variance.
For the purposes of comparing the results with Ederington minimum variance hedges, 
lower partial moment hedge ratios are estimated with n — 2 and x = 0, which best 
approximates the minimum variance methodology. Australian dollar direct LPM hedges 
perform well compared to Ederington minimum variance hedges (Table 8-1), resulting 
in higher mean portfolio returns and fewer below-zero returns {Portfolio Return < 0). 
While average returns on the direct hedges underperform the spot, the average return of 
an LPM hedge is higher than that of an EMV hedge, and returns to LPM hedges 
outperform those of EMV hedges in the majority of windows {Rlpm >  Remv )• This is 
particularly relevant to the minimum variance equivalent LPM hedges, which 
outperform EMV hedges in terms of profitability in 58.26% of windows. Variance of 
returns was identical for the two hedge types, with a standard deviation of 0.0026 for 
each.
52 with the omission o f  the Indonesian rupiah, as discussed in Section 8.2.
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The yen LPM direct hedges (Table 8-2) did not perform quite as well as the EMV 
hedges, but a similar pattern was observed. Standard deviation of returns for both r = 0 
and EMV hedges were identical (0.0026), although the average LPM hedge return 
underperformed the average EMV return, and fewer LPM hedges were more profitable 
than EMV hedges (43.15% of LPM returns were greater than EMV returns). There was 
less than 1% difference in the number of below-zero returns, although the balance fell in 
favour of EMV hedges. These results, and those for the Australian dollar, confirm that a 
lower partial moment ratio with r = 0 is, as shown theoretically, relatively equivalent to 
the minimum variance ratio. Further, the standard deviation of returns increases when r 
is non-zero.
The best returns were evident for r = -0.5 hedges, which typify more loss-tolerant 
investors. Profitability is higher for these hedges (in each case, the average return on the 
t = -0.5 hedge is 0.0025, compared with an average return of 0.0005 for EMV hedges). 
Further, they are significantly more likely to be profitable compared with EMV hedges. 
The LPM return is greater than the EMV return 65.17% of the time for Australian dollar 
hedges, and 69.65% of the time for Japanese yen hedges. There are fewer below-zero 
returns than the Ederington minimum variance hedge, and, while the standard deviation 
of returns has increased in each case, it remains well below that of the spot position. The 
outstanding result here is that a slightly more loss-tolerant strategy results in a more 
profitable direct hedge.
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Table 8-2: Performance Results for Portfolios with Japanese Yen Futures, n = 2
LPM = -0.5 LPM = 0 EMV Spot LPM = 0.5
JAPAN
Mean Portfolio Return 0.0025 0.0003 0.0005 0.0042 0.0006
(std. dev.) (0.0030) (0.0026) (0.0026) (0.0080) (0.0027)
Portfolio Return < 0 (%) 42.25 51.98 51.09 35.34 50.83
Rlpm > R emv (%) 69.65 43.15 49.81
MALAYSIA/ JAPAN
Mean Portfolio Return 0.0163 0.0163 0.0146 0.0154 0.0165
(std. dev.) (0.0089) (0.0083) (0.0081) (0.0081) (0.0084)
Portfolio Return < 0 (%) 38.80 37.64 36.62 29.45 37.39
R lpm >  Remv (%) 58.77 54.93 60.18
PHILIPPINES/ JAPAN
Mean Portfolio Return 0.0128 0.0124 0.0124 0.0141 0.0127
(std. dev.) (0.0081) (0.0074) (0.0074) (0.0075) (0.0076)
Portfolio Return < 0 (%) 42.25 35.34 35.72 30.47 40.72
R lpm > Remv (%) 54.67 55.57 57.75
SINGAPORE/ JAPAN
Mean Portfolio Return 0.0104 0.0094 0.0084 0.0074 0.0092
(std. dev.) (0.0051) (0.0046) (0.0044) (0.0048) (0.0047)
Portfolio Return < 0 (%) 31.50 33.29 34.06 34.70 31.88
Rlpm > Remv (%) 58.39 55.95 58.51
SOUTH KOREA/ JAPAN
Mean Portfolio Return 0.0177 0.0166 0.0153 0.0163 0.0165
(std. dev.) (0.0105) (0.0101) (0.0099) (0.0098) (0.0101)
Portfolio Return < 0 (%) 35.60 36.11 38.03 37.00 38.16
Rlpm >  R emv (%) 64.66 52.62 59.28
TAIWAN/ JAPAN
Mean Portfolio Return 0.0065 0.0065 0.0069 0.0071 0.0072
(std. dev.) (0.0040) (0.0033) (0.0032) (0.0032) (0.0034)
Portfolio Return < 0 (%) 43.53 44.05 41.74 36.88 39.44
R lpm >  Remv (%) 49.42 42.77 52.37
THAILAND/ JAPAN
Mean Portfolio Return 0.0169 0.0158 0.0148 0.0147 0.0157
(std. dev.) (0.0102) (0.0097) (0.0094) (0.0095) (0.0098)
Portfolio Return < 0 (%) 36.11 34.44 34.06 36.24 36.49
Rlpm >  R emv (%) 57.23 51.86 56.47
Notes: Lower partial moment hedges are typically more profitable than Ederington minimum variance 
hedges, although for all results some variation is seen between currency pairs. Returns to lower partial 
moment direct hedges generally outperformed those of the Ederington minimum variance hedge in the 
majority of windows (R lpm >  R emv )•
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Interestingly, a more loss-averse hedge of r = 0.5 also results in more profitable hedges 
on average than EMV hedges, but otherwise has a very similar profit profile to the 
Ederington minimum variance hedge. The Australian dollar direct hedge has fewer 
below-zero returns and a greater average return, but has an identical standard deviation 
of returns and outperforms the EMV hedge in 53.39% of windows. The Japanese yen 
direct hedge has very similar results, with slightly fewer below-zero returns than the 
EMV hedge and with more profitable EMV returns in 50.19% of windows.
Cross-hedges do not result in such obvious positive results, but the general profitability 
trend is consistent. Here, some hedges did outperform the spot, and lower partial 
moment ratio hedges typically outperform EMV hedges in terms of profit. Again, this is 
again most noticeable when r = -0.5 (the exception being the Taiwan/Japan hedge). In 
general, LPM hedges are more profitable than EMV hedges although this is not always 
the case. Unlike the direct hedge, there is no significant change in the number of below- 
zero returns between hedging techniques. Again there is some variation between 
currencies, although the majority of hedges have relatively equivalent numbers.
The significant decrease in the standard deviation of returns seen in direct hedges was 
not evident in cross-hedges. The standard deviation of returns for EMV and r = 0 LPM 
hedges were generally equivalent to the spot, with little difference between them. 
However, more significant differences were evident for r = ± 0.5 lower partial moment 
hedges. These consistently resulted in an increase in the standard deviation of returns, as 
did the direct hedges. However, direct hedge standard deviation was still below that of 
the spot: with cross-hedges, the standard deviation of r = ± 0.5 lower partial moment 
hedges were consistently higher than the standard deviation of spot returns.
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One notable benefit of the lower partial moment hedge ratio, common to both direct and 
cross-hedges, is that is has the potential to exhibit far less variability than the minimum 
variance hedge ratio. Hedge ratio stability increases with the level of loss tolerance. A 
more loss-averse investor, choosing r = 0.5, is required to rebalance their portfolio more 
often than a loss-neutral investor, who chooses r = 0, or a loss-tolerant investor, who 
chooses r = -0.5. Hedge ratios for even this small degree of loss tolerance are 
significantly more stable. Direct hedges require the least rebalancing: the Australian 
dollar direct hedge (with r = -0.5) is rebalanced only 7.68% of the time, while the 
Japanese yen direct hedge is rebalanced only 5.89% of the time. The East Asian 
currencies with the lowest variance (Table 7-1: Taiwan, Singapore) result in the most 
stable cross-hedge ratios, with changes 10.37% and 17.93% of the time respectively for 
Japanese yen cross-hedges, and 9.48% and 18.82% of the time respectively for 
Australian dollar cross-hedges when r = -0.5.
As the variance of the hedged currency increases, so too does the frequency of change 
between periods, however the frequency of rebalancing remains low with a maximum 
of 31.24% for the Thailand/Australia hedge. This property of the lower partial moment 
ratio may be beneficial to the hedger, as it implies that less rebalancing is needed to 
maintain an effective hedge. For each of the two currency sets, Japan and Australia, the 
stability of estimated hedge ratios ranks in the same order -  while the percentage change 
may vary, the ranking is identical. This implies that it is the characteristics of the 
hedged currency, rather than the futures being used to form the hedge, that determines 
the stability of hedge ratios.
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Table 8-3 : Hedge Ratios for Portfolios with Australian Dollar Futures, n = 2
LPM = -0.5 LPM = 0 EMV LPM = 0.5
AUSTRALIA
A bs. M ean  H edge Ratio 
(std. dev.) 
R atio  C hanged (% )
0.7927
(0.2696)
7.68
0 .9347
(0 .1236)
69.01
0.9252
(0 .0870)
99.74
0 .9240
(0 .1443)
99.36
m a l a y s ia /a u s t r a l ia
A bs. M ean  H edge R atio 
(std. dev.) 
R atio  C hanged (% )
0.5046
(0 .3062)
21.51
0 .3032
(0 .3715)
64 .66
0.3210
(0 .4710)
99.87
0.3016
(0 .3365)
93.21
PHILIPPINES/AUSTRALIA
A bs. M ean  H edge Ratio 
(std. dev.) 
R atio  C hanged (% )
0.3115
(0 .1465)
24.97
0 .1244
(0 .1411)
64.53
0.1408
(0 .2022)
100.00
0.1678
(0 .1493)
95.39
SINGAPORE/AUSTRALIA
Abs. M ean  H edge R atio 
(std. dev.) 
R atio  C hanged  (% )
0.4134
(0 .2248)
18.82
0 .2330
(0 .2521)
67 .48
0 .2377
(0 .2705)
100.00
0.2398
(0 .2230)
96.80
SOUTH KOREA/AUSTRALIA
Abs. M ean  H edge Ratio  
(std. dev.) 
R atio  C hanged (% )
0.4086
(0 .4019)
25.74
0 .2364
(0 .3792 )
67 .22
0.1669
(0 .2334)
100.00
0.2538
(0 .3372)
94.49
TAIWAN/AUSTRALIA
A bs. M ean  H edge Ratio  
(std. dev.) 
R atio  C hanged (% )
0.2954
(0 .1988)
9.48
0.0821
(0 .1054)
70.93
0 .0626
(0 .0559)
99.87
0.1204
(0 .1059)
98.72
THAILAND/AUSTRALIA
A bs. M ean  H edge R atio 
(std. dev.) 
R atio  C hanged  (% )
0.5017
(0 .2731)
31.24
0 .3142
(0 .3128)
67 .99
0 .3340
(0 .3409)
100.00
0 .3186
(0 .2887)
91.17
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There are significant savings in rebalancing costs even when the hedger is loss-neutral. 
Only a loss-averse investor, who chooses r = 0.5, is require to rebalance their ratio as 
often as the Ederington minimum variance ratio, and even then it is slightly less often 
(for example, 99.36% and 98.72% of windows for Australia and Japan direct hedges, as 
compared to 99.74% and 99.87% respectively for Ederington minimum variance 
hedges).
The lower partial moment hedge ratio, therefore, has the potential to cut transaction 
costs thanks to improved hedge ratio stability, but in a cross-hedge this seems to come 
at the expense of ratio size. Direct hedges provide the double benefit of reduced hedge 
ratio sizes, with more loss-tolerant investors (r = -0.5) potentially using lower hedge 
ratios than loss-neutral or loss-averse investors and those using the Ederington 
minimum variance ratio. The Japan and Australia average direct hedge ratios were 
0.7718 and 0.7927 respectively, significantly lower than the 0.9116 and 0.9252 found 
for Ederington minimum variance ratios. However, this effect was primarily evident in 
the loss-tolerant hedge, and loss-neutral and loss-averse hedgers had no significant 
difference in hedge ratio magnitude. It should also be noted that the lower partial 
moment ratios have greater standard deviation than the Ederington minimum variance 
ratios, so that while ratios may be more stable, they do tend to take more extreme 
values.
No such behaviour was observed in the cross-hedges, with ratio magnitude bearing little 
relationship to the level of target return, although ratio standard deviation was likewise 
higher than that of the Ederington minimum variance ratio.
168
Table 8-4: Hedge Ratios for Portfolios with Japanese Yen Futures, n = 2
LPM = -0.5 LPM = 0 EMV LPM = 0.5
JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .7 7 1 8
(0 .1 2 6 0 )
5 .8 9
0 .9 4 8 8
(0 .0 6 1 1 )
7 3 .3 7
0 .9 1 1 6
(0 .0 6 4 5 )
9 9 .8 7
0 .8 8 9 4
(0 .1 1 5 7 )
9 8 .7 2
MALAYSIA/ JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .3 3 6 9
(0 .2 1 5 5 )
2 0 .7 4
0 .2 0 2 2
(0 .2 4 9 1 )
6 5 .81
0 .2 0 9 0
(0 .3 1 1 6 )
9 9 .8 7
0 .2 1 5 0
(0 .2 2 2 8 )
9 1 .6 8
PHILIPPINES/ JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .2 9 6 1
(0 .1 5 3 1 )
2 4 .3 3
0 .1 3 6 6
(0 .1 6 3 0 )
6 6 .3 3
0 .1 5 5 4
(0 .1 6 5 1 )
1 0 0 .0 0
0 .1 6 5 7
(0 .1 3 1 3 )
9 5 .3 9
SINGAPORE/ JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .3 0 5 1
(0 .2 1 2 6 )
17 .93
0 .2 3 3 8
(0 .1 8 6 5 )
6 8 .6 3
0 .2 1 4 8
(0 .1 9 9 3 )
1 0 0 .0 0
0 .2 0 4 8
(0 .1 8 8 6 )
9 6 .2 9
SOUTH KOREA/ JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .3 5 4 7
(0 .4 3 8 9 )
25 .61
0 .2 2 1 1
(0 .3 9 9 3 )
6 8 .3 7
0 .1 2 2 1
(0 .1 4 6 4 )
100 .0 0
0 .2 2 3 2
(0 .3 4 1 5 )
9 3 .7 3
TAIWAN/ JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .2 5 0 2
(0 .1 5 7 8 )
10 .37
0 .0 8 4 4
(0 .0 7 9 1 )
6 8 .5 0
0 .0 5 4 7
(0 .0 3 6 4 )
9 9 .8 7
0 .0 9 8 9
(0 .0 7 2 3 )
9 7 .9 5
THAILAND/JAPAN
A b s. M e a n  H e d g e  R a tio  
(s td . d ev .)  
R a tio  C h a n g e d  (% )
0 .3 5 2 7
(0 .2 6 5 0 )
2 8 .4 3
0 .2 4 9 3
(0 .2 6 1 0 )
6 7 .4 8
0 .2 3 2 8
(0 .2 3 4 1 )
1 0 0 .0 0
0 .2 4 0 5
(0 .2 3 2 9 )
9 1 .4 2
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While in most cases the loss-neutral average lower partial moment hedge ratio was 
similar to the average Ederington minimum variance hedge ratio, those for r = -0.5 
were typically greater than those for r = 0 or r = 0.5. Prior studies of lower partial 
moment hedging have focused on their potential for risk reduction, and have not 
ventured into an examination of the estimated hedge ratios and their behaviours. This 
will provide a further avenue for future research.
8.5 Conclusion
The lower partial moment offers benefit to investors as it allows investors to implement 
hedges according to their risk profile. A more risk-averse investor can implement a 
more cautious hedging strategy and specify higher target returns, while a less risk- 
averse investor may hedge with greater risk. While some published research examines 
the use of the lower partial moment ratio in direct hedges, cross-hedges have remained 
unexamined, and this chapter begins the process of studying the behaviour of lower 
partial moment cross-hedges.
Lower partial moment hedges provide profitable alternatives to Ederington minimum 
variance hedges, both when used in direct hedges, and when used in cross-hedges. 
Average lower partial moment hedge returns are typically higher than those of 
Ederington minimum variance hedges, and, in the case of the East Asian cross-hedges, 
typically outperform the spot. Additionally, direct hedge lower partial moment ratios are 
usually lower than minimum variance ratios, concurring with the results of Eftekhari 
(1998) and indicating that there may be transaction cost savings compared with an 
Ederington minimum variance hedge. In contrast, average lower partial moment ratios 
for cross-hedges were generally higher than Ederington minimum variance ratios, and
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there was a higher deviation of ratios from the mean. However, this was offset by 
greater hedge ratio stability, particularly for higher levels of risk tolerance (r = -0.5). 
LPM ratios were significantly more stable than EMV ratios, and hence savings in 
transaction costs based on the frequency of rebalancing would provide savings that may 
offset the higher average hedge ratios observed in cross-hedges.
This chapter has raised many interesting questions for further research. It leaves the 
exploration of differing levels of risk-aversion (n) for future study, and instead focuses 
on the results of differing target returns. Additionally, as the Sharpe measure does not 
provide an suitable measure of hedge effectiveness for lower partial moment hedges, 
performance analysis has been based on profitability and the likelihood of below-zero 
returns. Application of a more sophisticated technique, one that is able to compare the 
downside risk of spot and Ederington minimum variance hedged positions with that of 
the lower partial moment hedge, would be preferable, but this is left for future work.
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9 Conclusion
The 1990s saw considerable change in the global financial environment. As 
international trade moved toward seamless transactions, and as the widespread adoption 
of trans-national electronic banking networks saw faster movement of capital around the 
world, international capital markets became increasingly integrated (Ayuso and Blanco, 
2001). While this integration opened up avenues for investment that had previously 
been underexploited and facilitated wealth creation in many developing countries, such 
as those in East Asia, it also created an environment where one stumble by an emerging 
market could have ramifications felt around the globe. The 1997 crisis may have started 
in the developing economies of East Asia, but the effects of the crisis spread throughout 
the international financial system. The most visible symptom of the crisis was the severe 
decline in the value of Asian currencies experienced by those countries enacting IMF 
recommendations to liberalise their currency regimes, particularly those of Indonesia 
and Thailand. The term “currency crisis” has become synonymous with the East Asian 
crisis, despite the fact that the crisis is better characterised as a credit squeeze (Radelet 
and Sachs, 1998b). Regardless, significant structural changes took place in the aftermath 
of the East Asian crisis, and these changes led to a realignment of currency relationships 
throughout the region.
The 1990s also saw the Japanese economy slow to the point of stagnation. Prior 
assumptions of regional dominance by the world’s second largest economy became less 
valid, particularly in the latter part of the 1990s when the US economy was revitalised 
by the dot-com boom and regained some of the ground lost to Japan in the late 1980s 
(Hayashi and Prescott, 2002). In light of these events, a reassessment of regional 
currency relationships is warranted.
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Further, as international trade and investment with Asia has increased, so too has the 
importance of prudent and effective investment strategies. Currency hedging is a 
commonly used technique that can be used to optimise the risk-return trade-off for an 
investor holding foreign currency. Studies such as Glen and Jorion (1993) have shown 
that currency hedging brings significant benefits to international investment portfolios, 
and as investment in East Asia becomes increasingly common, investors will look for 
appropriate currency hedging strategies.
However, the financial markets of East Asia rarely contain liquid currency derivative 
products, and suitable offerings on markets outside Asia are rare. Over-the-counter 
solutions can prove costly and inflexible, and investors may prefer a hedging solution 
comprised of exchange-traded products. Cross-hedging is an alternative hedging 
technique that is able to provide the benefits of a currency hedge using liquid, 
exchange-traded derivatives in closely related currencies. This thesis specifically 
examines the potential for futures cross-hedging in related regional currencies, namely 
the Australian dollar and the Japanese yen, both of which are shown to have significant 
linkages with the currencies of East Asia and each of which provide effective hedges for 
particular East Asian currencies. It then examines the effectiveness of various hedge 
ratio derivation techniques when they are implemented as cross-hedges, including the 
standard Ederington (1979) minimum variance hedge ratio, the error-correction model 
hedge ratio, and a lower partial moment hedge ratio. The results of this work will be of 
interest to investors with exposure to international currency markets, as well as 
academics studying the field of hedging.
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9.1 Thesis Summary
This thesis began with a question: At the end of the century, was Japan still the most 
influential regional currency in East Asia? And does the Australian dollar have any role 
in the new regional dynamics? Two chapters address this question. In Chapter 5, “Yen 
Bloc or Koala Bloc? Asian Currency Relationships and the Effects of the East Asian 
Crisis”, techniques used by previous researchers are re-examined to confirm the 
existence of a yen bloc in Asia. Additionally, it appears that the Australian dollar now 
plays a similar role to the yen in the East Asian region. Indeed, the linkages between the 
Australian dollar and the Asian currencies in the post-crisis period show as much 
support for a “koala bloc” as a yen bloc. Further, simple regression analysis indicates 
that the US dollar, long the dominant currency in the East Asian region, appears to have 
declined in importance in post-1997 crisis East Asia, while Australia and Japan are 
becoming increasingly important regional influences.
Chapter 6, “Cointegration in the Presence of Structural Breaks”, seeks to address the 
more technical aspects of the currency relationships. Importantly, as it can be 
anticipated that this period includes structural breaks at the time of the 1997 crisis, the 
Zivot and Andrews (1992) test for a unit root and the Gregory and Hansen (1996) test 
for cointegration are used to determine the long-run characteristics of the currency 
series. The results of these tests identify structural breaks in the series during the crisis 
period, as would be anticipated considering the central bank policy changes that took 
place during this time. Importantly, these breaks are found using mathematical methods, 
rather than relying on visual identification as is the case with less sophisticated 
techniques. The findings confirm that there are significant relationships between the 
Australian dollar and some East Asian currencies, particularly those of Thailand and
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Indonesia. This thesis also finds evidence of relationships between the East Asian 
currencies and the Japanese yen which confirm the findings of prior studies. These 
studies used similar results as evidence of a yen bloc, a significant and strengthening 
relationship between the Japanese yen and East Asian currencies possibly due to 
regional trade and investment by Japan.
Having established a relationship between the East Asian currencies and their OECD 
counterparts, this thesis moves on to examine a perennial question in hedging studies: 
which hedge ratio calculation method provides the most effective outcome during 
periods of uncertainty? There are myriad ways to calculate hedge ratios, from the simple 
Ederington (1979) minimum variance hedge ratio to complex GARCH, ARCH and 
error-correction models that seek to capitalise on the statistical properties of the 
underlying time series to estimate a more efficient hedge ratio. This thesis restricts itself 
to two variance-based hedge ratios, the Ederington minimum variance ratio and error- 
correction model ratio. Additionally, it examines the use of a lower partial moment 
hedge ratio in a cross-hedge, something that has not been studied in previous published 
literature.
In Chapter 7, “Cross-hedging Effectiveness in Emerging Markets Experiencing 
Structural Change”, the performance of Ederington minimum variance and error- 
correction model hedge ratios are contrasted with that of a full, or 1:1 ratio, hedge. The 
results indicate that the error-correction model hedge, while showing superior in-sample 
performance, does not necessarily translate into superior out-of-sample performance 
compared to the minimum variance hedge when hedges are implemented over 
subsequent 30-day periods. Indeed, the full (1:1) hedge generally outperforms either
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ratio, particularly during the period incorporating the East Asian crisis and hence the 
greatest degree of currency instability.
An alternative method of generating hedge ratios is the lower partial moment method 
first proposed by Fishbum (1977). This technique seeks to minimise investment 
downside (or losses) while maximising investment upside (or profits). The concept is 
intuitively attractive -  an investor with a foreign currency exposure would wish to take 
advantage of profits while minimising the potential for losses. The lower partial 
moment hedge ratio allows the investor to adjust the ratio according to their personal 
risk and return profile. The use of the lower partial moment is novel, as it has not been 
previously applied to cross-hedging in published work despite a burst of research 
activity into its use during the latter part of the 1990s. Chapter 8, “Lower Partial 
Moment Cross-Hedges”, investigates the performance of this ratio derivation technique, 
implemented here using an iterative estimation technique. The results show that lower 
partial moment hedges can be effective in minimising downside risk and maximising 
returns, particularly for direct hedges, and that the lower partial moment ratio generally 
creates a more profitable hedge than the Ederington minimum variance ratio. Lower 
partial moment cross-hedges often provide superior returns to those of the Ederington 
minimum variance ratio hedge, however, unlike direct lower partial moment hedge 
ratios, cross-hedge ratios are often higher than those derived using the Ederington 
minimum variance method. This implies that higher transaction costs may be likely 
when cross-hedging, which must be considered in a practical implementation and 
factored into the decision to hedge. However, offsetting this is a noticeable increase in 
the stability of hedge ratios, particularly marked when an investor is more loss-tolerant.
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This stability means that less rebalancing may be required, and hence fewer transaction 
costs may be incurred.
Overall, the results of this thesis provide evidence that an appropriate and well-executed 
hedging strategy can improve the risk-adjusted performance of a position in an 
emerging market currency. Focussing on the developing economies of Asia, this thesis 
shows that cross-hedging using developed economy exchange-traded futures products 
can be effective in mitigating risk during periods of currency instability and structural 
change. Hedged positions generally perform better than unhedged (spot) positions, 
particularly during the period of structural change associated with the 1997 East Asian 
crisis. Additionally, the investigation into the use of lower partial moment ratios in 
cross-hedges indicates that these hedges may provide significantly more benefit to a 
profit-motivated hedger than other forms of ratio estimation.
9.2 Key Contributions of the Thesis
This thesis has two main strands of research:
-  an investigation of currency relationships in the East Asian region, and the changes 
that have taken place since the regime changes of the East Asian crisis period, and
-  the use of these relationships to create cross-hedges for East Asian currency 
exposures, and the ratio estimation techniques that may be used to form these cross­
hedges.
As such, it contributes to academic literature in two distinct areas.
In the area of currency relationships, this thesis contributes a number of findings:
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-  At the most elementary level, it demonstrates the existence of relationships between 
the Australian dollar and a number of East Asian currencies, and particularly the 
existence of cointegration relationships with the currencies of Indonesia, Malaysia 
and the Philippines. This relationship has not been documented in previous studies.
-  Granger causality test indicates that the post-crisis relationships between the 
Australian and East Asian currencies is bi-directional. The relationship reflects the 
integration of these markets, and indicates a level of co-dependency not observed by 
previous studies.
-  The Japanese yen bloc previously thought to be forming in East Asia has been 
joined by an equally significant “koala bloc” in post-crisis East Asia. Further, the 
“yen block” seems to have lost some momentum in the latter part of the 1990s. 
Existing studies of the yen bloc focus almost exclusively on the pre-crisis period.
-  As the study period incorporates the significant regime changes that took place 
during the 1997 crisis, this thesis uses the Gregory and Hansen (1996) and Zivot and 
Andrews (1992) tests to characterise time-series data in the presence of structural 
breaks. These tests have only rarely been applied to currencies, and had not been 
applied to the currencies in this thesis or during a period of significant currency 
realignment such as that seen during the crisis. They are shown to better characterise 
the data over the study period incorporating the structural break, and are used to 
show the existence of relationships that might have otherwise been incorrectly 
observed.
Further, in the area of currency hedging, this thesis contributes the following:
-  The use of the Australian dollar futures contract as a cross-hedging instrument is 
shown to be beneficial when cross-hedging East Asian currency positions. The
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Australian dollar had not been considered in previous studies of the East Asian 
region.
A more comprehensive, non-period-specific study enables the Ederington (1979) 
minimum variance hedge ratio to be compared with alternative techniques. Most 
previous studies have used arbitrary period selection, leading to results that cannot 
be interpreted for general application, and this is particularly apparent in those 
studies examining the use of error-correction model hedge ratios in cross-hedges. 
The use of moving windows during the study period enables more general 
conclusions to be formed. Indeed, when the moving-window technique is used, and 
when a variety of both in-sample and out-of-sample techniques are used to assess 
the performance of the hedge, less support is found for the use of error-correction 
model cross-hedges than has been found in previous studies.
The lower partial moment hedge is applied empirically to the Australian dollar and 
Japanese yen direct hedges, which has not yet been documented in the literature.
The performance of a lower partial moment hedge is compared with that of the 
Ederington minimum variance ratio hedge, with the lower partial moment hedge 
often providing superior returns, fewer negative returns and typically smaller hedge 
ratios than those estimated using the Ederington OLS regression.
The lower partial moment hedge ratio is used for the first (published) time in the 
study of cross-hedging. Lower partial moment cross-hedges are found to be only 
slightly more profitable than Ederington minimum variance cross-hedges, and they 
result in higher hedge ratios and greater return and ratio standard deviation. 
However, again the stability of hedge ratios is far superior to the Ederington 
minimum variance method, with stability increasing as the target return x decreases.
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9.3 Directions for Future Research
One of the most interesting questions to arise from this work is the bi-directional 
relationship between the Australian dollar and East Asian currencies, as evidenced by 
the results of Granger causality testing. While this thesis focussed on the influence of 
developed market (“western”) currencies on East Asian ones, the existence of 
relationships in the other direction is particularly intriguing. Further, the existence of 
currency relationships does nothing to explain why they exist in the first place. A 
greater study of the possible causes of these relationships is warranted, but requires a 
more detailed economic investigation than was possible in this, a finance thesis.
The developed market currencies in this thesis were restricted in number, and did not 
include one currency that is likely to have significant links to East Asia -  the Euro. The 
reason for the omission is simple -  the Euro had not yet entered circulation during the 
period of this thesis. The Euro officially commenced circulation in 2002, and once a 
reasonable period of data has accumulated it will be interesting to see if the Euro has 
more impact on East Asian currencies than the European proxy used in this thesis, the 
German mark. Were this thesis to be submitted in 2005, this data would have certainly 
be included.
The Australian dollar is a focal point of the study, as a currency that is often overlooked 
in work by non-Australian authors despite being a highly traded currency with 
sophisticated derivative markets. This thesis attempts to correct this oversight. However 
this thesis was restricted to the influence of the Australian dollar in East Asia, and the 
implications for hedging in the East Asian region. Are there other countries or regions 
whose markets are affected by the Australian dollar? The currencies of the small Pacific
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island states immediately come to mind as close regional economies whose currencies 
may be related to the Australian dollar, and indeed the author has already completed a 
draft of a paper analysing the relationship between these currencies and the policy 
implications of these relationships. No detailed statistical studies have been made of the 
currencies of the Pacific, and there are no published studies of cross-hedging in this 
region. This is an area of research that the author intends to pursue in the future.
Finally, lower partial moment studies are in their infancy, and there are few published 
papers focussing on this area, particularly in the application of the lower partial moment 
to currency positions. Further, to the author’s knowledge this is the first study in the use 
of the lower partial moment ratio in a cross-hedge. There is plenty of scope for further 
research into the lower partial moment hedge and the application of such hedges to 
emerging market currency positions. In particular, performance characteristics could be 
examined in more detail, with a focus on appropriate methods with which to analyse the 
lower partial moment hedge. Additionally, the effect of different levels of risk-tolerance 
(n) on lower partial moment cross-hedges was not examined in this thesis: this would 
prove an interesting avenue for future work.
9.4 Concluding Remarks
This thesis has examined emerging market currency hedging from an East Asian 
perspective, with particular attention paid to the use of Australian dollar and Japanese 
yen currency futures. It sheds light on inter-regional currency relationships, reflected in 
increasing currency market cointegration, and uses these relationships to propose 
techniques that may be used to cross-hedge a currency position during periods of 
structural change, such as the 1997 East Asian crisis. Several hedge ratio derivation
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techniques have been examined for their effectiveness when cross-hedging a currency 
position, including the lower partial moment hedge ratio estimation method, which has 
previously not been documented in published literature. The results show that hedging 
during periods of structural change can provide benefits to an investor with an 
international currency exposure, and different methods of ratio derivation can be used to 
create effective hedges.
As the markets of East Asia grow and develop, greater integration between regional 
economic and financial markets can be anticipated. By understanding and capitalising 
on these links, investors in the region can grow and prosper together.
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