In this paper, based on the matrix polar decomposition, we propose a general algorithmic framework to solve a class of optimization problems on the product of Stiefel manifolds. We establish the weak convergence and global convergence of this general algorithmic approach based on the Lojasiewicz gradient inequality. This general algorithm and its convergence results are applied to the best rank-1 approximation, low rank orthogonal approximation and low multilinear rank approximation for higher order tensors. We also present a symmetric variant of this general algorithm to solve a symmetric variant of this class of optimization models, which essentially optimizes over a single Stiefel manifold. We establish its weak convergence and global convergence in a similar way. This symmetric variant and its convergence results are applied to the best symmetric rank-1 approximation and low rank symmetric orthogonal approximation for higher order tensors. It turns out that well-known algorithms such as HOPM, S-HOPM, LROAT, S-LROAT are all special cases of this general algorithmic framework and its symmetric variant.
Introduction
Theory and algorithms on optimization over manifolds have been developed and applied widely because of its practical relevance; see [3] . In particular, methods such as the Newton-type and trust-region algorithms have been proposed for optimization over Stiefel manifolds, which represents the orthogonal constraints [1, 3, 4, 18] .
Let St(r, n) ⊆ R n×r be the Stiefel manifold with 1 ≤ r ≤ n. In this paper, we mainly study the optimization problem on the product of Stiefel manifolds, which is to maximize a smooth function
where Ω def = St(r 1 , n 1 ) × St(r 2 , n 2 ) × · · · × St(r d , n d )
is the product of d Stiefel manifolds (d > 1). Let ω def = (U (1) , U (2) , · · · , U (d) ) ∈ Ω. If r i = r and n i = n for 1 ≤ i ≤ d, then Ω becomes Ω s def = St(r, n) × St(r, n) × · · · × St(r, n).
Assume that the cost function (1) is symmetric on Ω s , that is,
for any ω ∈ Ω s and permutation π. In this paper, we also study the symmetric variant of problem (1) , which is to maximize the smooth function g : St(r, n) −→ R + , U −→ f (U , U , · · · , U ).
Many low rank approximation problems for higher order tensors [8, 12, 29, 44] , such as the best rank-1 approximation [15, 16, 17, 50] , low rank orthogonal approximation [7, 28] and low multilinear rank approximation [15, 17, 23] , can be formulated in the form of problem (1) . These approximations have been widely used in various fields, including signal processing [12, 14, 20, 26, 38] , numerical linear algebra [41, 42] and data analysis [5, 8, 29, 44] . In particular, the symmetric variant of best rank-1 approximation is corresponding to finding the largest Z-eigenvalue [42] . When the rank is equal to the dimension, the low rank orthogonal approximation boils down to the approximate orthogonal diagonalization [11, 34, 36, 37, 47] of symmetric tensors, which is central in Independent Component Analysis (ICA) [9, 10] . The low multilinear rank approximation is equivalent to the well-known Tucker decomposition [17, 29] , which has been a popular method for data reduction in signal processing and machine learning. Therefore, it is desirable to develop a general algorithmic scheme to solve problem (1) and its symmetric version (3) .
Contribution. In this paper, based on the matrix polar decomposition, we propose an approach to be called APDOI (alternating polar decomposition based orthogonal iteration) (Algorithm 1) to solve problem (1) . Then we establish its weak convergence 1 and global convergence 2 based on the Lojasiewicz gradient inequality. We apply APDOI and establish its convergence properties to the best rank-1 approximation (Section 6.1); the low rank orthogonal approximation (Section 7.1); the low multilinear rank approximation (Section 8) for higher order tensors. It turns out that the well-known methods HOPM [16, 17] (for best rank-1 approximation) and LROAT [7] (for low rank orthogonal approximation) are both special cases of APDOI. Our convergence results subsume the results found in the literature designed for those special cases.
Algorithm APDOI for the low multilinear rank approximation will be called LMPD (low multilinear rank approximation based on polar decomposition) in this paper. For this particular algorithm, we propose its shifted variant, LMPD-S, which has a better convergence property. Then we conduct experiments to show that LMPD and LMPD-S have comparable speed with the well-known HOOI [17] algorithm, and LMPD-S has a even much better convergence performance.
As the symmetric variant of APDOI, we propose a PDOI (polar decomposition based orthogonal iteration) approach (Algorithm 2) to solve problem (3) . We establish its weak convergence and global convergence in a similar way. Then Algorithm PDOI and its convergence results are applied to the best symmetric rank-1 approximation (Section 6.2) and low rank symmetric orthogonal approximation (Section 7.2) for higher order tensors. It turns out that the well-known algorithms S-HOPM [17] (for best symmetric rank-1 approximation) and S-LROAT [7] (for low rank symmetric orthogonal approximation) are both special cases of PDOI. Our convergence results also subsume the results found in the literature designed for those special cases.
Organization. The paper is organized as follows. In Section 2, we introduce notations and preliminaries. In Section 3, we show the condition under which problems (1) and (3) will be studied in this paper. Then we prove that this condition is satisfied in the best rank-1 approximation, low rank orthogonal approximation and low multilinear rank approximation for higher order tensors. In Section 4, we propose Algorithm APDOI to solve problem (1), and establish its convergence. In Section 5, as a symmetric variant of APDOI, we propose Algorithm PDOI to solve problem (3), and establish its convergence. In Sections 6 to 8, we apply these convergence results to the best rank-1 approximation, low rank orthogonal approximation and low multilinear rank approximation for higher order tensors, respectively.
Notations and preliminaries
2.1. Notations. Let R n 1 ×n 2 ×···×n d def = R n 1 ⊗ R n 2 ⊗ · · · ⊗ R n d be the linear space of d-th order real tensors and symm(R n×n×···×n ) ⊆ R n×n×···×n be the set of symmetric ones, whose entries do not change under any permutation of indices [13, 41] . Tensor arrays, matrices, and vectors, will be respectively denoted by bold calligraphic letters, e.g., A, with bold uppercase letters, e.g., M , and with bold lowercase letters, e.g., u; corresponding entries will be denoted by A ijk , M ij , and u i . Let A ∈ R n 1 ×n 2 ×···×n d and M ∈ R m×n i . We use the i-mode product defined by
The i-mode unfolding of A is denote by A (i) , which is the matrix obtained by reordering the i-mode fibers 3 of A (i) in a fixed way [29] . We denote by rank i (A) the i-rank, that is, the rank of A (i) . The vector (rank 1 (A), · · · , rank d (A)) is called the multilinear rank of
Let O n ⊆ R n×n be the orthogonal group. We denote by · the Frobenius norm of a tensor or a matrix, or the Euclidean norm of a vector. We denote by S n−1 the unit sphere of R n . We denote by σ min the minimal singular value of a matrix. Let sym(X) 
Then any accumulation point x * of {x k } k≥1 must in fact be the same.
Remark 2.4. It can be verified, after checking the proof in [43] , that condition (ii) in Theorem 2.3 can be replaced by that f (
Problem statement and tensor approximation examples
3.1. Problem statement. We first discuss the condition, under which problems (1) and (3) will be studied in this paper. This condition is motivated by the tensor approximation problems in Section 3.2.1, Section 3.3.1 and Section 3.4 .
General case.
Let
be the product of d − 1 Stiefel manifolds and ν (i) ∈ Ω (i) . Let U ∈ St(r i , n i ). Define
In this paper, we assume that problem (1) always satisfies the restricted 1 α −homogeneity condition, which means that there is some fixed α ∈ (0, 1) such that, for any ν (i) ∈ Ω (i) and 1 ≤ i ≤ d, it holds that
for any U ∈ St(r i , n i ). By the gradient inequality [6, (3. 2)], it follows that the function (5) is convex if and only if
for any U , U ′ ∈ R n i ×r i , and then by condition (6) , if and only if
for any U , U ′ ∈ R n i ×r i . We say that the cost function (1) is partially convex if the function (5) is convex for any ν (i) ∈ Ω (i) and 1 ≤ i ≤ d.
3.1.2. Symmetric case. In this paper, we assume that problem (3) always satisfies the 1 β −homogeneity condition, which means that there is some fixed β ∈ (0, 1) such that
for any U ∈ St(r, n). By the gradient inequality [6, (3. 2)], it follows that the cost function (3) is convex if and only if
for any U , U ′ ∈ R n×r , and then by condition (8) , if and only if
for any U , U ′ ∈ R n×r .
Remark 3.1. Suppose that the cost function (1) is symmetric on Ω s and satisfies condition (6) . Then the corresponding cost function (3) satisfies condition (8) with β = α d . In fact, for any U 0 ∈ St(r, n), we define
Then we get that
by (2) . It follows from condition (6) that
Therefore, the cost function (3) satisfies condition (8) with β = α d . 3.2. Example: best rank-1 approximation.
Let A ∈ R n 1 ×n 2 ×···×n d . The best rank-1 approximation problem [15, 16, 17, 50] is to find
where
It was proved [15, 17] that problem (10) is equivalent to the maximization of
Lemma 3.2. The cost function (11) satisfies (6) with α = 1 2 and is partially convex.
It is easy to see that the cost function (11) satisfies condition (6) with α = 1 2 . Moreover, by the Cauchy-Schwarz inequality, we have that
for any u, u ′ ∈ R n i . Then the cost function (11) is partially convex by (7) . The proof is complete.
Symmetric case.
Let A ∈ symm(R n×n×···×n ). The best symmetric rank-1 approximation problem [17, 27, 30, 42, 51] is to find
where B = λu ⊗ u ⊗ · · · ⊗ u with λ ∈ R and u ∈ S n−1 . It was proved [15, 17] that problem (13) is equivalent to the maximization of
where u ∈ S n−1 . By Remark 3.1 and Lemma 3.2, we see that the cost function (14) satisfies condition (8) 
Proof. Let ψ(X) def = HX be the linear map and
We see that γ i is convex, and thus τ i = γ i • ψ is also convex. (14) is convex. This fact has also been proved by the method of square matrix unfolding in [27, (4.2) ].
Example: low rank orthogonal approximation.
3.3.1. General case. Let A ∈ R n 1 ×n 2 ×···×n d and r ≤ n i for 1 ≤ i ≤ d. The low rank orthogonal approximation problem [7, 22, 28, 49] is to find
where D ∈ R r×r×···r is the diagonal tensor satisfying that diag{D} = (µ 1 , · · · , µ r ) T . It was proved [7] that problem (16) is equivalent to the maximization of
Lemma 3.5. The cost function (17) satisfies (6) with α = 1 2 and is partially convex.
Then it can be verified that (18) and the Cauchy-Schwarz inequality, we get
Then the cost function (17) is partially convex by (7) . The proof is complete.
3.3.2. Symmetric case. Let A ∈ symm(R n×n×···×n ) and r ≤ n. Then low rank symmetric orthogonal approximation problem [7, 35, 40] is to find
It was proved [7] that problem (19) is equivalent to the maximization of
Remark 3.6. By Lemma 3.3, if A takes the form in (15) , then the cost function (20) is convex.
3.4. Example: low multilinear rank approximation. Let A ∈ R n 1 ×n 2 ×···×n d and
The low multilinear rank approximation problem [15, 17, 32] is to find
where rank i (B) ≤ r i for 1 ≤ i ≤ d. Note that any such B can be decomposed as (21) is in fact equivalent to the following Tucker decomposition [45, 15, 17] problem
It was proved [15, 17] that problem (22) is equivalent to the maximization of
Lemma 3.7. The cost function (23) satisfies (6) with α = 1 2 and is partially convex.
Let U ∈ St(r i , n i ) and W = V (i) • i U T . By [29, Section 2.5], we see that
T . It can be verified that
and thus
Let U ′ ∈ St(r i , n i ). By the Cauchy-Schwarz inequality, it is easy to see that
Then the cost function (23) is partially convex by (7) and (24) . The proof is complete.
Remark 3.8. By (24), we see that the cost function (23) satisfies that U T ∇h (i) (U ) is always positive semidefinite for any U ∈ St(r i , n i ) and 1 ≤ i ≤ d.
Algorithm APDOI on the product of Stiefel manifolds
In this section, based on the matrix polar decomposition, we propose a general algorithm to solve problem (1), and establish its convergence. The algorithm and convergence results in this section apply to the best rank-1 approximation in Section 3.2.1, low rank orthogonal approximation in Section 3.3.1 and low multilinear rank approximation in Section 3.4.
* is a maximal point of (5), it should satisfy that
which is close to a polar decomposition form of ∇h (i) (U (i) * ). Then there exist U ∈ St(r, n) and positive semidefinite matrix P ∈ symm(R r×r ) such that X has the polar decomposition X = U P . We say that U is the orthogonal polar factor and P is the symmetric polar factor. Moreover, (i) for any U ′ ∈ St(r, n), we have that U , X ≥ U ′ , X ;
(ii) U is the best orthogonal approximation to X, that is,
(iii) if rank(X) = R, then U and P are both unique.
Let k ≥ 1 and 1 ≤ i ≤ d. We denote that
Inspired by the decomposition form in (25) , we propose the following alternating polar decomposition based orthogonal iteration (APDOI) algorithm to solve problem (1) . We assume that the starting point ω (0) satisfies that f (ω (0) ) > 0 without loss of generality.
k to be the orthogonal polar factor. • End for • Until convergence Proof. (i) Since U * = U , we see that ∇h(U ) = U P is a polar decomposition. It follows that U T ∇h(U ) = P is symmetric, and thus ∇h(U ) = U P = U sym(U T ∇h(U )). Therefore, by [3, (3.35) ], we get that grad h(U ) = 0.
(ii) By [3, (3.35) ], we see that ∇h(U ) = U sym(U T ∇h(U )) and thus
which means that U T ∇h(U ) is symmetric. Note that U T ∇h(U ) is positive semidefinite and ∇h(U ) is of full rank. Then ∇h(U ) = U U T ∇h(U ) is the unique polar decomposition of ∇h(U ) by Lemma 4.1(iii). Therefore, we get that U * = U . (1) is partially convex. If there exists δ > 0 such that
always holds in Algorithm 1, then every accumulation point of the iterations ω (k,i) is critical.
Theorem 4.6. Suppose that the cost function (1) is partially convex and real analytic. In Algorithm 1, for any starting point, if there exists δ > 0 such that (26) always holds, then the iterations ω (k,i) converge to a critical point as a whole sequence.
Let ∇ i f (ω) ∈ R n i ×r i be the partial derivative of the cost function (1) with respect to the i-th block matrix U (i) at ω point. Note that (1) is smooth and Ω is compact. There exists ρ > 0 such that
for any ω, ω ′ ∈ Ω and 1 ≤ i ≤ d. Define
Let r max def = max(r 1 , · · · , r d ). Now we need some lemmas before proving Theorem 4.5 and Theorem 4.6.
Lemma 4.7. Suppose that the cost function (1) is partially convex. Then, for any starting point, the cost function (1) converges increasingly in Algorithm 1.
Proof. By Lemma 4.1(i) and (6), we get that
Then, it follows from (7) that
Note that h (k,i) is continuous, and thus upper bounded. The proof is complete.
Lemma 4.8. Let U , U ′ ∈ St(r, n) and P ∈ R r×r be positive semidefinite. Suppose that σ min (P ) > 0. Then
Proof. Let P = Q T DQ be the spectral decomposition with diag{D} = (σ 1 , · · · , σ r ) T .
The proof is complete.
Lemma 4.9. Suppose that the cost function (1) is partially convex. If there exists δ > 0 such that (26) always holds in Algorithm 1, then
k P be the polar decomposition. Then, by (28) , (29) and Lemma 4.8, we see that
Corollary 4.10. Suppose that the cost function (1) is partially convex. In Algorithm 1, if σ min (∇h (k,i) (U (i) k−1 )) > 0, then f (ω (k,i) ) = f (ω (k,i−1) ) implies that ω (k,i) = ω (k,i−1) . Corollary 4.11. Suppose that the cost function (1) is partially convex. If there exists δ > 0 such that (26) always holds in Algorithm 1, then Suppose that ∇h(U ) = 0 and ∇h(U ) = U * P is the polar decomposition. Then
.
Proof. Note that ∇h(U ) = P . By [3, (3.35) ], we see that
The proof is complete. (1) is partially convex. If there exists δ > 0 such that (26) always holds in Algorithm 1, then
Proof. By [3, (3.35) ], (27) and Lemma 4.12, for any 1 ≤ i ≤ d, we get that
It follows that
The proof is complete. 
The following result is direct by Corollary 4.11 and Lemma 4.13.
Proposition 4.15. Suppose that the cost function (1) is partially convex. If there exists δ > 0 such that (26) always holds in Algorithm 1, then
Proof of Theorem 4.5. Let ω * = (U (1) * , U (2) * , · · · , U (d) * ) be an accumulation point in Algorithm 1. Assume that grad f (ω * ) = (grad h (1) (U (1) * ), · · · , grad h (d) (U (d) * )) = 0. We assume that grad h (d) (U (d) * ) = 0 without loss of generality. Note that ω * is an accumulation point. There exists a subsequence of the iterations ω (k,i) converging to ω * . In this subsequence, we can choose i 0 such that the number of elements with i 0 is infinite. We assume that i 0 = 1 without loss of generality, and denote these elements by ω (k ℓ ,1) . Note that U
k−1 → 0 by Lemma 4.9. We see that ω (k ℓ ,d−1) also converges to ω * . Therefore, we get that
* ) = 0, which contradicts with Proposition 4.14. The proof is complete.
Proof of Theorem 4.6. It can be seen that (30) holds by Proposition 4.15, and f (ω (k+1) ) = f (ω (k) ) implies that ω (k+1) = ω (k) by Corollary 4.11. Then, by Theorem 2.3 and Remark 2.4, we deduce that the iterations ω (k) converge to ω * as a whole sequence. Moreover, by Theorem 4.5, we see that ω * is critical. Note that ω (k,i) − ω (k,i−1) → 0 by Lemma 4.9. It is not difficult to see that the iterations ω (k,i) also converge to ω * . The proof is complete.
Algorithm PDOI on the Stiefel manifold
In this section, based on the matrix polar decomposition, we propose a symmetric variant of Algorithm 1 to solve problem (3), and establish its convergence. The algorithm and convergence results in this section apply to the best symmetric rank-1 approximation in Section 3.2.2 and the low rank symmetric orthogonal approximation in Section 3.3.2. (25), if U * is a maximal point of (3), it should satisfy that ∇g(U * ) = U * sym(U T * ∇g(U * )).
Algorithm PDOI. By the similar deduction in
Note that U * is columnly orthogonal and sym(U T * ∇g(U * )) is symmetric. It can be seen that (31) is close to a polar decomposition form of ∇g(U * ). Inspired by the decomposition form in (31), we propose the following polar decomposition based orthogonal iteration (PDOI) algorithm to solve problem (3) . We assume that the starting point U 0 satisfies that g(U 0 ) > 0 without loss of generality.
Algorithm 2. (PDOI)
Input: starting point U 0 . Output: U k , k ≥ 1.
• For k = 1, 2, · · · , • Compute ∇g(U k−1 ).
• Compute the polar decomposition of ∇g(U k−1 ).
• Update U k to be the orthogonal polar factor. • Until convergence Remark 5.1. Note that the cost function (3) is smooth and St(r, n) is compact. We denote ∆ def = max U ∈St(r,n) ∇g(U ) .
Remark 5.2. By Lemma 4.3, we know that, in Algorithm 2, if ∇g(U k−1 ) is of full rank and sym(U T k−1 ∇g(U k−1 )) is positive semidefinite, then U k = U k−1 if and only if grad g(U k−1 ) = 0.
Convergence analysis.
For Algorithm 2, we mainly prove the following results about its weak convergence and global convergence. 
always holds in Algorithm 2, then every accumulation point of the iterations U k is critical.
Theorem 5.4. Suppose that the cost function (3) is convex and real analytic. In Algorithm 2, for any starting point, if there exists δ > 0 such that (32) always holds, then the iterations U k converge to a critical point as a whole sequence.
Before proving Theorem 5.3 and Theorem 5.4, we need some lemmas, which can be deduced by the similar methods as in Section 4.2.
Lemma 5.5. Suppose that the cost function (3) is convex. Then, for any starting point, the cost function (3) converges increasingly in Algorithm 2.
Lemma 5.6. Suppose that the cost function (3) is convex. If there exists δ > 0 such that (32) always holds in Algorithm 2, then
Corollary 5.7. Suppose that the cost function (3) is convex. In the k-th iteration of Algorithm 2, if σ min (∇g(U k−1 )) > 0, then g(U k ) = g(U k−1 ) implies that U k = U k−1 .
Proposition 5.8. Suppose that the cost function (3) is convex. If there exists δ > 0 such that (32) always holds in Algorithm 2, then (i) we have that
(ii) Moreover, it holds that
Proof of Theorem 5.3. Assume that U * is an accumulation point and grad g(U * ) = 0. Then there exists a subsequence {U k ℓ } converging to U * . Let ℓ → ∞. We see that, in (34) , the left side converges to 0, while the right side converges to βδ 2(r+1) 2 ∆ 2 grad g(U * ) 2 > 0. This is impossible, and thus U * is critical. The proof is complete.
Proof of Theorem 5.4. It can be seen that (33) holds by Proposition 5.8(i), and g(U k+1 ) = g(U k ) implies that U k+1 = U k by Lemma 5.6. Then, by Theorem 2.3 and Remark 2.4, we can deduce that the iterations converge to U * as a whole sequence. Moreover, by Theorem 5.3, we see that U * is critical. 6 . Algorithms for the best rank-1 approximation
Note that
by (12) . Then Algorithm 1 for (11) can be written as follows, which is the well-known higher order power method (HOPM) [16, 17] algorithm.
Algorithm 3. (HOPM)
The equation [17, (3.9) ] obtained by Lagrange multipliers is in fact a special case of the decomposition form in (25) . In Algorithm 3, since | v (k,i) , u (i) k−1 | = f (ω (k,i−1) ) 1/2 is increasing by Lemma 4.7, we can deduce that there exists ς > 0 such that v (k,i) > ς. Therefore, by (35) , it always holds that
The following result is direct by Theorem 4.6 and (36). 
by (9) and (12) . Then Algorithm 2 for (14) can be written as follows, which is the well-known symmetric higher order power method (S-HOPM) [17, 27] . • For k = 1, 2, · · · , • Compute v (k) .
Suppose that (14) is convex. In Algorithm 4, because | v (k) , u k−1 | = g(u k−1 ) 1/2 is increasing by Lemma 5.5, we can deduce that there exists ς > 0 such that v (k) > ς. Therefore, by (37) , it always holds that
The following result is direct by Theorem 5.4 and (38) . , · · · , u (k,i) r ] ∈ St(r, n i ) and
by (18) . Then Algorithm 1 for (17) can be written as follows, which is the low rank orthogonal approximation of tensors (LROAT) algorithm in [7, Section 5.4] .
Compute the polar decomposition of ∇h (k,i) (U
k to be the orthogonal polar factor. • End for • Until convergence The decomposition form in (25) for cost function (17) is the same as [7, (5.16) ]. The following result is direct by Theorem 4.5.
Corollary 7.1. In Algorithm 5, for any starting point, if there exists δ > 0 such that (26) always holds, then the iterations ω (k,i) converge to a critical point as a whole sequence.
Remark 7.2. In [7, Theorem 5.7] , the weak convergence of iterations ω (k) in Algorithm 5 was proved under the condition that ∇h (k,i) (U (i) k−1 ) is always of full rank. Very recently, we found that an epsilon-alternating least square method was proposed for solving a problem more general than (16) , and its global convergence was established [49] . Meanwhile, the global convergence of an improved version of Algorithm 5 was established and its convergence rate was studied [22] .
by (9) and (18) . Then Algorithm 2 for (20) can be written as follows, which is the symmetric variant of LROAT (S-LROAT) in [7, Section 5.6 ].
Algorithm 6. (S-LROAT)
• For k = 1, 2, · · · , • Compute ∇g(U k−1 ) by (40) .
• Update U k to be the orthogonal polar factor.
• Until convergence
The following result is direct by Theorem 5.4. (20) has also been studied in [35, 40] . In [40] , based on the decomposition form [40, (11) ] which is similar to [7, (5.16) ], an iterative algorithm was proposed. Then the convergence of its shified variant was studied. In [35] , problem (20) is transformed to an equivalent problem on the orthogonal group O n . Then the Jacobi low rank orthogonal approximation algorithm (JLROA) was proposed, which includes the well-known Jacobi CoM algorithm [10, 14] as a special case.
8. Algorithms for the low multilinear rank approximation
. Then
by (24) . We call Algorithm 1 for (23) the low multilinear rank approximation based on polar decomposition (LMPD) algorithm, which can be shown as follows.
• For k = 1, 2, · · · ,
k to be the orthogonal polar factor. • End for • Until convergence For the cost function (23), we can also derive the decomposition form in (25) by the similar method as in [7, (5.16) ]. We omit the details here. The following result is direct by Theorem 4.6.
Corollary 8.1. In Algorithm 7, for any starting point, if there exists δ > 0 such that (26) always holds, then the iterations ω (k,i) converge to a critical point as a whole sequence.
8.2.
Algorithm LMPD-S. Inspired by condition (26), we propose the following shifted variant of Algorithm 7, which is called Algorithm LMPD-S in this paper.
Algorithm 8. (LMPD-S)
Input: A ∈ R n 1 ×n 2 ×···×n d , (r 1 , · · · , r d ), starting point ω (0) , γ > 0. Output: ω (k,i) , k ≥ 1, 1 ≤ i ≤ d.
• For k = 1, 2, · · · , • For i = 1, 2, · · · , d • Compute ∇h (k,i) (U (i) k−1 ) by (41) .
•
Compute the polar decomposition of ∇h (k,i) (U (i)
k to be the orthogonal polar factor. • End for • Until convergence Note that V (k,i) is positive semidefinite in (41) . Then σ min (∇h (k,i) (U (i) k−1 )+γU (i) k−1 ) ≥ γ always holds in Algorithm 8. We can prove the following convergence result. Theorem 8.2. In Algorithm 8, for any starting point, the iterations ω (k,i) converge to a critical point as a whole sequence.
Since the proof of Theorem 8.2 is very similar to the deductions in Section 4, we omit the details, and only present some important intermediate lemmas. Lemma 8.5. In Algorithm 8, for any k ≥ 1 and 1 ≤ i ≤ d, we have that −1) ) .
Experiments.
To solve problem (21) , many other methods [23] have been developed, such as the HOOI algorithm [17, 48] , the Riemannian trust-region algorithm [25] and the Jacobi-type algorithm [24] . In this subsection, we conduct experiments to compare the performances of HOOI, LMPD, and LMPD-S.
Example 8.6. We randomly generate one tensor in R 5×5×5 , and run HOOI, LMPD and LMPD-S (γ = 0.01). The results of cost function value (23) are shown in Figure 1 . It can be seen that LMPD and LMPD-S have comparable speed with HOOI.
Example 8.7. We randomly generate two tensors in R 10×10×10 , and run HOOI, LMPD and LMPD-S (γ = 0.01) with (r 1 , r 2 , r 3 ) = (1,1,2). The distances of successive iterations ω (k,i+1) − ω (k,i) are shown in Figure 2 . It can be seen that HOOI and LMPD fail to converge globally, while LMPD-S has a much better convergence performance.
Conclusions
Motivated by the works [7, 21, 27, 30, 34, 46, 47] , in this paper, we propose a general algorithmic framework to solve a class of optimization problems on the product of Stiefel manifolds satisfying (6) or its symmetric variant. In Example 8.7, we observe that LMPD fails to converge globally. Therefore, condition (26) is necessary in the global convergence assurance. A natural question is whether or not condition (26) can be relaxed further, say to only require ∇h (k,i) (U (i) k−1 ) to have a full rank. 
