Plants have the ability to recognize and respond to a multitude of microorganisms. Recognition of pathogens results in a massive reprogramming of the plant cell to activate and deploy defense responses to halt pathogen growth. Such responses are associated with increased demands for energy, reducing equivalents, and carbon skeletons that are provided by primary metabolic pathways. Although pathogen recognition and downstream resistance responses have been the focus of major study, an intriguing and comparatively understudied phenomenon is how plants are able to recruit energy for the defense response. To that end, this review will summarize current research on energy-producing primary metabolism pathways and their role in fueling the resistance response.
Plants persist in environments that abound with pathogens. Because plants do not have an adaptive immune system such as those found in animal systems, they rely on innate immunity to recognize and respond to potential pathogens (Chisholm et al. 2006; Jones and Dangl 2006) . Innate immunity is generally divided into two components that activate cellular defense response pathways to halt or slow pathogen growth. The first line of the plant innate immune response is triggered upon detection of microbe-associated molecular patterns (MAMPs, also known as pathogen-associated molecular patterns)-slowly evolving molecular structures unique to microbes that play an essential role in microbial lifestyle (Ausubel 2005; Gohre and Robatzek 2008; He et al. 2007) . Recognition of MAMPs such as bacterial flagellin (Gómez-Gómez and Boller 2000) or fungal chitin (Kaku et al. 2006; Miya et al. 2007) can trigger defense responses that facilitate plant immunity. However, successful pathogens evolved the means to suppress MAMP-triggered immunity through the action of effector proteins that function to modulate plant innate immunity to ultimately enable a successful infection (Bolton et al. 2008c; O'Connell and Panstruga 2006; van Esse et al. 2008) . In turn, to combat the effects of pathogen effectors, plants evolved the ability to recognize effectors either directly or indirectly through resistance (R) proteins that activate effector-triggered immunity (Bent and Mackey 2007; Chisholm et al. 2006; de Wit 2007; Jones and Dangl 2006) .
Following MAMP-or effector-triggered immunity, plants can respond with a panoply of defense responses to halt pathogen growth. These responses include physical changes (e.g., cell wall thickening, callose deposition, formation of cork layers, or the formation of tyloses in xylem vessels) and biochemical responses (e.g., production of reactive oxygen species [ROS] or signaling compounds such as salicylic acid (SA), jasmonic acid, abscisic acid, and ethylene) that perturb infection (Chisholm et al. 2006; Jones and Dangl 2006) . In addition, de novo production of various defense-related proteins and secondary metabolites such as phytoalexins and various phenolics can accumulate both locally and systemically (Hammerschmidt 1999; . Gene expression profiling studies have shown that substantial changes in host gene expression are associated with the resistance response to a variety of plant pathogen classes (e.g., nematode, viral, bacterial, fungal, or oomycete pathogens). Although plants can specifically activate particular defense responses depending on the nature of the pathogen (Thomma et al. 2001) , the optimal defense tactic is to initiate all available defense mechanisms so that at least some may be effective against a particular pathogen (Katagiri 2004) . For example, even though transcripts of the pathogenesis-related (PR) genes PR-1 and PR13/Thionin are induced after Nicotiana attenuata is challenged with Pseudomonas syringae pv. tomato or Manduca sexta larvae, only PR13/ Thionin had antibacterial activity and neither PR protein provided resistance to herbivores (Rayapuram et al. 2008) . Inoculation with Alternaria brassicicola induced SA-dependent defense responses in Arabidopsis, but these responses did not halt pathogen growth and relied on induced jasmonic acid-dependent responses for optimum resistance (Thomma et al. 1998) . This "shoot first-ask questions later" strategy, although largely successful in keepings plants free from disease, is energy intensive. Indeed, a common feature in many microarray papers that profile the resistance response to a particular pathogen is a gene list containing primary metabolism genes that likely play a role in providing energy for the resistance response.
The induction of the wide array of defense mechanisms described above involves a massive redistribution of energy toward the defense response. Although there has been continued focus on pathogen recognition and downstream signaling in plant defense, the ability to recruit energy through various energy-producing primary metabolism pathways has received much less attention. Nutrients available for pathogen metabolism during a susceptible interaction may be a consequence of host cell leakage during colonization or pathogen manipulation of the plant to provide nutrients rather than a reflection of an active host defense response; therefore, this review will not focus on pathogen metabolism or host metabolism during the compatible interaction. Readers are directed to recent publica-tions that cover these topics Divon and Fluhr 2007; Solomon et al. 2003; Walters and Bingham 2007) . Instead, this review will focus primarily on changes in host physiology and primary metabolism with regard to their role in the resistance response during the incompatible interaction.
Plant defense is energy intensive.
After the pathogen (MAMP or effector) is recognized, the term "induced resistance" is used broadly in this review to refer to localized physical and biochemical responses that are initiated to inhibit pathogen growth, including subsequent nonspecific resistance that can spread systemically called systemic acquired resistance (SAR) (Sticher et al. 1997 ). On the surface, such an inducible resistance strategy has the disadvantage of allowing the pathogen to proliferate until the pathogen is recognized and defense is deployed. On the other hand, constitutively expressed resistance would presumably protect the plant immediately upon initiation of pathogen infection. Why, then, is the latter not a common defense strategy? It is thought that constitutive defense traits have costs that outweigh their benefits, especially in the absence of pathogens when defense traits are not needed. Several earlier studies have shown that allocating resources toward the defense response occurs at the expense of plant fitness (growth and yield), suggesting that defense-related products are autotoxic (Baldwin and Callahan 1993) or that resistance is energetically costly ( Fig. 1) (Heil et al. 2000; Smedegaard-Petersen and Stolen 1981; Zangerl et al. 1997) . For example, avirulent isolates of powdery mildew caused a reduction in seed weight and protein content when inoculated on barley (Smedegaard-Petersen and Stolen 1981). Wild parsnip plants had reduced biomass after wound treatment that was thought to be the result of the diversion of energy and materials to the defense response (Zangerl et al. 1997) . Transformants of N. attenuata that were unable to produce defense-related trypsin proteinase inhibitors grew faster and taller, flowered earlier, and produced more seed than wildtype plants (Zavala et al. 2004) . Studies in Arabidopsis also indicate that plant defense is energy intensive. For example, approximately 650 genes were differentially expressed within 10 min of inoculation of Arabidopsis with avirulent P. syringae pv. tomato, ultimately culminating in more that 2,000 genes at 7 h postinoculation that reflected an increased demand for energy and biosynthetic capacity to ward off the attack (Scheideler et al. 2002) . Arabidopsis mutants with constitutive production of SA or defense gene expression have a decrease in fitness-relevant processes such as growth and reproduction, whereas mutants suppressed in induced resistance signaling under pathogen-free conditions exhibit increased fitness ( Fig. 1) (Heil and Baldwin 2002 and references therein) . For example, the defense no death (dnd1) mutation in Arabidopsis causes constitutive systemic resistance and elevated levels of SA to give heightened resistance against a variety of virulent bacterial, fungal, and viral pathogens, but plants display a dwarfed morphology (Clough et al. 2000; Genger et al. 2008 ). Isolation of constitutive PR gene expression (cpr) mutants has shown that they have elevated levels of PR gene expression and enhanced pathogen resistance without SAR induction but are much smaller in size compared with the wild type (Bowling et al. 1997; Clarke et al. 1998 ). On the other hand, the ethyleneinsensitive 2 (ein2) mutation in Arabidopsis blocks ethylene signaling, increases susceptibility to necrotrophic pathogens, and yields plants that are taller and produce more seed than the wild type (Geraats et al. 2003; Greenberg et al. 2000; Thomma et al. 1999) . Interestingly, the mycorrhizal endophytic fungus Sebacina vermifera apparently exploits this phenomenon by impairing ethylene production to promote plant growth (Barazani et al. 2007) .
Defense responses can be primed for amplified expression upon pathogen attack. Priming has the benefit of maintaining the defense arsenal dormant until after pathogen infection, thereby alleviating defense costs under pathogen-free conditions. Recently, van Hulten and associates (2006) demonstrated that priming with β-aminobutyric acid and benzothiadiazole invokes fewer costs than induced resistance by showing that primed plants had levels of disease protection similar to the cpr1 mutant, with only marginal reductions in growth, whereas induction of direct defenses causes much stronger reductions in plant growth and reduced seed production.
Despite the connection between plant defense and fitnessrelated costs, it should not be assumed that there is always a direct competition for resources and that reductions in growth are due to carbon limitation from a defense response. Indeed, it has been proposed that consumption of carbon for biosynthesis of defense-related processes triggers the plant to adjust growth that can be sustained at a reduced level of carbon availability (Smith and Stitt 2007) . Moreover, the costs of inducible resistance are not easily measured (Purrington 2000; Walters and Boyle 2005) and some studies have shown that no costs were associated with disease resistance (Gianoli and Niemeyer 1997; Iriti and Faoro 2003) , that fitness costs depend on the environment in which they are measured (Agrawal 2000; Fig. 1 . Hypothetical relationship between resistance and plant fitness. Wild-type (WT) plants undergoing induced resistance potentially utilize resources at the expense of plant fitness. However, induced resistance does not always affect fitness (dashed line). Priming-induced resistance confers fitness traits similar to the WT. Mutants with constitutive resistance phenotypes have less fitness while mutants with suppressed inducible fitness have increased fitness in pathogen-free environments. Dietrich et al. 2005) or on the fertility of the soil (Ros et al. 2008; Walls et al. 2005) . Therefore, readers are referred to recent and seminal reviews on the allocation costs of plant defense (Brown 2002; Felton and Korth 2000; Heil and Baldwin 2002; Heil and Bostock 2002; Herms and Mattson 1992; Kliebenstein and Rowe 2008; Purrington 2000; Smedegaard-Petersen and Tolstrup 1985; Walters and Heil 2007; Walters and Boyle 2005) .
Whether or not plant defense represents an allocation cost to plant fitness, there is little doubt that plant defense is energy intensive. The activation of defense responses places a high metabolic demand upon the infected region-carbon skeletons are required for the synthesis of new molecules and energy is required to fuel biosynthesis. For example, the production of PR proteins, classic markers of the defense response, may constitute up to 10% of the total soluble protein of an infected leaf (Heil and Bostock 2002) and PR protein-encoding genes are very prevalent in microarray studies of plant defense responses to a wide range of pathogens (Bolton et al. 2008b; van Loon and van Strien 1999; Wan et al. 2002) . Rates of host respiration have long been known to increase during resistance responses, further suggesting that demands on cellular metabolism increase to provide energy for the response (Smedegaard-Petersen and Tolstrup 1985).
Photosynthesis reduction during plant defense-cause or consequence?
During photosynthesis, plants harvest light energy to generate ATP and reducing power in the form of NADPH that can be utilized in the production of assimilates for various biological processes. Because plant defense responses may alter the pool size of a range of metabolic intermediates, photosynthetic metabolism is likely to be influenced as it adjusts to meet the demands of the cell. Two hypotheses could be proposed as to the relationship between photosynthesis and energy for the defense response. First, from a supply-and-demand standpoint, it is reasonable to assume that rates of photosynthesis could increase to supply the carbon skeletons, energy, and reducing equivalents required to support the plant defense. On the other hand, if disposable cellular activities are reduced during the resistance response (Somssich and Hahlbrock 1998) , the production of defense-related compounds becomes "top priority," with photosynthetic rates reduced until pathogenic growth has been terminated. Indeed, most studies on photosynthesis and plant defense have shown that rates of photosynthesis are reduced locally after treatment with virulent or avirulent pathogens Berger et al. 2007a; Bonfig et al. 2006; Chou et al. 2000; Doehlemann et al. 2008; Horst et al. 2008; Manter et al. 2007; Scharte et al. 2005; Swarbrick et al. 2006; Zou et al. 2005 ), after herbivore attack or wounding (Hermsmeier et al. 2001; Schröder et al. 2005; Schwachtje and Baldwin 2008; Zangerl et al. 2002) , or after hormone treatment (Reinbothe et al. 1994 ). In addition to freeing up resources that can be used for the defense response (Somssich and Hahlbrock 1998) , a decrease in the photosynthetic rate may protect the photosynthetic apparatus against oxidative damage (Niyogi 2000) or be a consequence of oxidative damage (Blokhina et al. 2003) . Although such decreases are typically localized near the infection area, studies have shown that photosynthesis rates increase in uninfected leaves of plants being attacked by virulent pathogens (Murray and Walters 1992; Roberts and Walters 1986; Williams and Ayres 1981) . Interestingly, when the elevated rates of photosynthesis that were observed in uninfected leaves were artificially reduced by shading, the efficacy of SAR to rust infection was also reduced in these leaves (Murray and Walters 1992) .
Studies of photosynthetic rate during plant defense have been augmented by chlorophyll fluorescence imaging tech-niques that allow noninvasive monitoring of photosynthesis performance in vivo (Oxborough 2004; Scholes and Rolfe 1996) . Scharte and associates (2005) used chlorophyll fluorescence imaging to show that rates of photosynthesis were nearly zero at the periphery of initial infection sites before the final steps of defense and cell death were initiated during the incompatible Phytophthora nicotianae-tobacco interaction. Swarbrick and associates (2006) used chlorophyll fluorescence imaging to show that photosynthesis is reduced both at the center of attempted pathogen penetration sites and in surrounding cells during the resistance response mediated by Mla12 (race specific) and mlo (broad spectrum) in barley to powdery mildew. This decrease is due not only to the elimination of green (photosynthetic) leaf area as a consequence of the hypersensitive response (HR) but also to an alteration in host metabolism (Swarbrick et al. 2006) . Indeed, herbivoreattacked plants have also been shown to reduce photosynthetic capacity more than the canopy area removed by the herbivore (Zangerl et al. 2002) .
The repression of photosynthesis in the incompatible interaction between Arabidopsis and Pseudomonas syringae did not correlate with downregulation of transcripts for ribulosebisphosphate carboxylase (RbcS) and chlorophyll a/b-binding (Cab) genes involved in dark and light reactions of photosynthesis, respectively, when analyzed from whole leaves (Bonfig et al. 2006) . Localized RbcS and Cab repression may not be detectable in whole leaves due to mass RNA dilution from the majority of cells not involved in the defense response; therefore, Bonfig and associates (2006) speculate that plants avoid systemic downregulation to keep assimilate production high, especially because most cells in an incompatible interaction will not encounter the pathogen. To minimize the effects of RNA dilution, microextraction of mRNA from resistant or infected barley epidermal cells 18 h after inoculation with powdery mildew was carried out and the results showed that RbcS was downregulated in the compatible interaction while Cab transcripts were downregulated in the incompatible interaction (Gjetting et al. 2007) . In another study of the same pathosystem, RbcS and Cab transcripts were both reduced more than 20-fold in the incompatible interaction (Swarbrick et al. 2006) . Although RbcS and Cab transcripts disappear within 12 h postinoculation of avirulent Phytophthora nicotianae on tobacco, chlorophyll content remained stable, suggesting that light-harvesting photosynthetic antennae remain intact despite low photosynthetic rates (Scharte et al. 2005) . Taken together, plants appear to switch off photosynthesis locally in the early stages of the defense reaction.
In some compatible interactions, the zone surrounding an infection site has a stimulated rate of photosynthesis Chou et al. 2000) . For example, during the compatible interaction between tomato and the pathogens Pseudomonas syringae and Botrytis cinerea, Berger and associates (2004) found the expected zone of inhibited photosynthesis in the direct vicinity of the infection sites but also a distinct stimulation of photosynthesis surrounding the infection sites. It is not clear if the enhanced photosynthesis is due to the plant's attempt to fuel defense responses to limit pathogen growth or fungal manipulation of the plant to co-opt resources for fungal nutrition.
Chloroplasts-lighting up plant defense.
Despite the apparent localized repression of photosynthetic metabolism during plant defense, there is evidence that light itself is necessary for development of resistance responses in a number of pathosystems (Roberts and Paul 2006 and references therein). Allen and associates (1999) were the first to measure photosynthesis during the HR and found that light stimulates the oxidative burst. Since then, light has been shown to influence hormone-mediated signal transduction pathways or be necessary for the HR in response to several pathogens (Chandra-Shekara et al. 2006; Genoud et al. 2002; Liu et al. 2007; Mühlenbock et al. 2008; Zeier et al. 2004 ). However, there are several examples where components of the defense response are both light dependent and light independent in the same pathosystem. For example, light is not necessary to initiate harpin-induced HR in N. sylvestris but the HR is slower to develop in the dark (Garmier et al. 2007) . Light is necessary for necrotic symptoms in tomato leaf tissue in the response to elicitors from Cladosporium fulvum but lipoxygenase and lipid peroxidation, important components of the HR, are light independent (Buonaurio and Servili 1999; Peever and Higgins 1989) . Other studies have shown that the HR can be initiated in the dark but requires subsequent light for photoproduced ROS (discussed below) for maximum lesion propagation (Liu et al. 2007; Mateo et al. 2004 ). The HR elicited by cryptogein in N. tabacum was mediated by H 2 O 2 in the light but cell death in the dark was H 2 O 2 independent and coordinated with lipoxygenase activity, suggesting that fatty acid hydroperoxides play a more prominent role than H 2 O 2 during the HR in the dark (Montillet et al. 2005) . Taken together, the defense response appears to be somewhat plastic, where various resistance components are differentially activated depending on light intensity.
A relatively new role for photosynthetic metabolism is the generation of chloroplast-derived ROS for plant defense. The amount of absorbed light energy in excess of that required by the plant for photosynthetic metabolism is called excess excitation energy (EEE). Therefore, plant leaves must acclimate to ambient light intensities to optimize the use of absorbed light for photosynthesis while, at the same time, minimizing the formation of ROS, which are formed as a result of dissipating EEE . Although EEE is typically associated with a rise in light intensity, any environmental stress that limits photosynthesis metabolism (e.g., stress that affects gas exchange or primary metabolism) can also create EEE under otherwise normal light conditions (Bechtold et al. 2005) . It is well known that ROS are generated during the oxidative burst from enhanced enzymatic activity of plasma membrane-bound NADPH oxidases, cell-wall-bound peroxidases, and apoplastic amine oxidases (Apel and Hirt 2004; Lamb and Dixon 1997) . Recent evidence has suggested that ROS generation for plant defense could be supplemented from light-driven generation of ROS (Roberts and Paul 2006) . In addition, because NADPH oxidase is metabolically costly (due to NADPH consumption), resistance may be facilitated in illuminated tissue because ROS can be supplied at less cost through light-driven reactions compared with ROS generated in the dark (Roberts and Paul 2006) .
As noted above, the HR can be initiated under dark conditions (Montillet et al. 2005 ) but light-generated ROS are required for full lesion development in several pathosystems (Mateo et al. 2004; Montillet et al. 2005; Rustérucci et al. 2001 ). Liu and associates (2007) observed a rapid shutdown of CO 2 fixation in chloroplasts during the HR-like cell death in tobacco, a process that actively creates EEE that generates ROS in chloroplasts. However, suspension-cultured cells lacking mature chloroplasts also undergo HR-like cell death, suggesting that chloroplastderived ROS are not the only ROS that facilitate cell death (Liu et al. 2007 ). The lesion stimulating disease 1 (lsd1) mutant of Arabidopsis does not limit the boundaries of cell death after HR elicitation or under long photo periods. It has been shown that lsd1 plants have reduced stomatal conductance and are compromised in dissipation of EEE, suggesting that photorespiration and restriction of HR cell death are functionally linked (Mateo et al. 2004 ). Recently, LSD1 has been shown to suppress an ethylene-and ROS-dependent cell-death pathway that requires the function of immune regulators enhanced disease susceptibility 1 (EDS1) and phytoalexin deficient 4 (PAD4) and is modulated by the redox status in the plastoquinone pool, further supporting the role of chloroplasts in modulating defense responses (Mühlenbock et al. 2008) . It should be noted that stomatal closure, a common response to stress that causes a drop in gas exchange, can create conditions that promote EEE and enhanced photorespiration (Fryer et al. 2003; Mateo et al. 2004) . Stomatal closure during the HR has previously been described (Melotto et al. 2006; Scharte et al. 2005) and may be a factor in creating EEE that manifest as ROS involved in lipid peroxidation and electrolyte leakage during plant defense (Bechtold et al. 2005) . In support of this theory, environmental factors such as high humidity that stall stomatal closure have been shown to slow the HR and inhibit resistance (Jambunathan et al. 2001; Yoshioka et al. 2001) .
Other evidence for chloroplast involvement in plant defense has been provided by variegated mutants. Electrolyte leakage has been shown to be reduced in white sectors (areas with defective plastids that lack colored pigment) of variegated Arabidopsis mutants, suggesting that functional chloroplasts are involved in the pathway leading to HR (Genoud et al. 2002) . White leaves of the barley mutant Albostrians are more susceptible to Bipolaris sorokiniana (Schäfer et al. 2004 ) but have higher H 2 O 2 accumulation and lower SA production compared with green leaves in response to powdery mildew infection (Jain et al. 2004 ).
Carbohydrate metabolism.
The localized reduction in photosynthetic metabolism in conjunction with increased cellular demands during the resistance response initiates the transition from source status to sink status in infected tissue. This transition is often accompanied by an increase in cell wall (apoplastic or extracellular) invertase gene expression and activity (Roitsch et al. 2003) . After inoculation, apoplastic sucrose concentration is known to increase for several hours during the incompatible interaction (Scharte et al. 2005) . The increase in cell-wall invertase activity functions to cleave apoplastic sucrose into glucose and fructose. These hexoses are then transported into the cell by hexose transporters where they are believed to fulfill the energy and carbon requirements for the resistance response ( Fig. 2 ) (Truernit et al. 1996) . This transport also reduces hexose concentration in the apoplast, thereby reducing potential nutrients for apoplast-colonizing pathogens (Fotopoulos et al. 2003 ). In addition, the carbohydrate increase is believed to be a metabolic signal that induces the expression of defense-related genes and repression of photosynthesis Chou et al. 2000; Ehness et al. 1997; Herbers et al. 1996 Herbers et al. , 2000 Kocal et al. 2008; Roitsch et al. 2003; Scholes et al. 1994; Sinha et al. 2002) . For example, the accumulation of hexose sugars has been implicated in the repression of photosynthetic genes Chou et al. 2000; Kocal et al. 2008; Sinha et al. 2002) and hexokinases can sense soluble hexoses and regulate programmed cell death in plants (Kim et al. 2006 ), suggesting that sugar sensing mediates a direct link between carbohydrate metabolism and the defense response.
Cell-wall invertase activity also increases after infection in susceptible interactions (Fotopoulos et al. 2003; Greenshields et al. 2004; Hammes et al. 2005; Sutton et al. 2007; Wright et al. 1995) but occurs more rapidly and to a larger degree in the incompatible interaction, with the resulting hexoses localized to portions of the leaf actively involved in the resistance response (Scharte et al. 2005; Swarbrick et al. 2006) . Thus, the discrete localization of accumulated hexoses in the infection site supports the importance of spatial context when quantify-ing hexose accumulation after infection, perhaps explaining why there is sometimes no correlation between hexose accumulation and pathogen infection in studies that analyzed sugar levels from both infected and uninfected portions of the leaf (Berger et al. 2007b ). Interestingly, callose deposition at cellto-cell interfaces blocks sucrose export routes in tobacco leaves in response to avirulent Phytophthora nicotianae. Together with increased cell-wall invertase activity, this may serve to reallocate and retain carbohydrates in cells actively involved in the resistance response (Scharte et al. 2005) .
Pathogens also possess extracellular sucrolytic enzymes and preferentially utilize hexose rather than sucrose (Voegele et al. 2001) . Therefore, it is not always clear in susceptible interactions whether invertase activity is of fungal origin or an aspect of plant defense against the invading pathogen. Recently, Jobic and associates (2007) used antibodies directed toward sunflower or Sclerotinia sclerotiorum invertases to show that cell-wall invertase activity during the compatible interaction was largely of fungal origin. Interestingly, cell-wall invertase-repressed tomato plants hosted bacterial growth similar to the wild type during the compatible interaction with Xanthomonas campestris pv. vesicatoria (Kocal et al. 2008 ), suggesting that this bacterium can utilize nutrients besides hexoses during growth in planta. Indeed, pathogen effectors may actively suppress host cell-wall invertase activity during compatible interactions to prevent hexose-mediated defense signaling (Biemelt and Sonnewald 2006) . However, a role for cell-wall invertase as a component of plant defense has been shown recently by using RNA interference to repress cell-wall-specific invertase gene expression in tobacco (Essmann et al. 2008) . Cell-wall invertase-repressed plants had normal development but defenserelated callose deposition, PR protein activity, and the HR were delayed after infection with avirulent P. nicotianae, supporting the notion that cell-wall invertase is a component of plant defense (Essmann et al. 2008) .
Nitrogen and amino acid metabolism.
The assimilation of nitrogen onto carbon skeletons has significant effects on plant development and yield (Lam et al. 1996) . Inorganic nitrogen is assimilated into the amino acids glutamine, glutamate, asparagine, and aspartate, which serve as vital nitrogen-transport and storage molecules in crops (Lam et al. 1996) . In response to infection, the strong demand to obtain carbon will likely shuttle amino acids into energygenerating pathways such as the tricarboxylic acid (TCA) cycle (discussed below). For example, the enzyme glutamate de- Fig. 2 . Primary metabolism pathways involved in plant defense. The pathways of glycolysis, oxidative pentose phosphate (OPP), pyruvate metabolism including the pyruvate dehydrogenase (PDH) bypass, β-oxidation, TCA cycle, 4-aminobutyrate (γ-aminobutyrate) (GABA) shunt, and the mitochondrial electron transport (MET) are shown. Only enzymes that catalyze reactions that are related to energy production are shown. Electron donors (NAD(P)H and FADH 2 ) from primary metabolism pathways can be used in the MET to produce ATP or be involved directly in various defense reaction pathways such as in reactive oxygen species (ROS) production. Abbreviations: HK, hexokinase; Glc-6P, glucose 6-phosphate; Fru-6P, fructose-6-phosphate; PPi-PFK pyrophosphate:fructose-6-phosphate 1-phosphotransferase; PFK, phosphofructokinase; Fru-1,6P, fructose-1,6-bisphosphate; G3P, glyceraldehyde-3phosphate; GAPDH, glyceraldehyde-3-phosphate dehydrogenase; PGK, phosphoglycerate kinase; PEP, phosphoenolpyruvate; PK, pyruvate kinase; LDH, lactate dehydrogenase; PDH, pyruvate dehydrogenase; PDC, pyruvate decarboxylase; ALDH, acetaldehyde dehydrogenase; ACS, acetyl-CoA synthase; AD, acyl-CoA dehydrogenase; HAD, 3-L-hydroxyacyl-CoA dehydrogenase; ID, isocitrate dehydrogenase; α-KG, α-ketoglutarate; α-KGDH, α-ketoglutarate dehydrogenase; S-CoA, succinyl-CoA; OAA, oxaloacetate; GDH, glutamate dehydrogenase; GAT, 4-aminobutyrate aminotransferase; SSDH, succinic semialdehyde dehydrogenase; DH, internal/external NADH dehydrogenase; Q, ubiquinone; AOX, alternative oxidase; and Cyt c, cytochrome c. Adapted from Bolton et al. 2008. hydrogenase (GDH) can release amino nitrogen from amino acids to give a keto-acid and NH 3 that can be recycled separately to be used in the TCA cycle and amide formation, respectively ( Fig. 2) (Miflin and Habash 2002) . Indeed, the 20 protein amino acids can be metabolized into one of seven intermediates (α-ketoglutarate, acetoacetate, acetyl-CoA, fumarate, oxaloacetate, pyruvate, and succinyl-CoA) critical for energy generation in plants.
In addition to shuttling amino acids into energy-generating pathways, nitrogen metabolism has other implications with plant defense. It has been proposed that plants may actively mobilize some nitrogen sources away from infection sites to deprive pathogens of nutrients (Tavernier et al. 2007 ). For example, in response to infection from the root herbivore Agapeta zoegana, Centaurea maculosa plants reduce wholeplant nitrogen uptake but also reallocate nitrogen from roots to aboveground tissues (Newingham et al. 2007) . Several genes normally involved with nitrogen mobilization processes during senescence have also been shown to be upregulated by infection (Pageau et al. 2006; Stephenson et al. 1997; Tavernier et al. 2007 ). For example, transcripts for glutamine synthetase 1 (GS1), a marker for senescence, was induced within 2 h of inoculation (Pageau et al. 2006) .
Nitrogen can also be directly involved with the defense response through the action of reactive nitrogen species. Reactive nitrogen species, such as nitric oxide (NO), have been shown to be an important aspect of many physiological plant processes, including defense responses (Lamotte et al. 2004) . NO is produced in plants using either a nitrate or nitrite-dependent pathway and an L-Arg-dependent pathway (Besson-Bard et al. 2008) and can be directly toxic to invading microbes, affect the redox status of the cell, and, together with ROS, trigger the HR and other defense-related processes (Romero-Puertas et al. 2004; Zaninotto et al. 2006) .
Studies have shown that nitrogen deficiency encourages disease development, presumably because nutritionally stressed plants are weaker and, therefore, less able to defend against pathogens, while overfertilization can also promote disease development by providing excess nutrients to support pathogenic growth (Solomon et al. 2003) . Based on reports that some pathogen effector genes were induced both in vitro under nitrogen-limiting conditions and during growth in planta, it has been proposed that nitrogen availability for pathogen growth is limiting during infection Divon and Fluhr 2007; Walters and Bingham 2007) . However, Solomon and Oliver (2001) showed that the total concentration of nitrogen increases to millimolar concentrations in the tomato apoplast during infection with the biotrophic fungus Cladosporium fulvum. Indeed, expression analysis of pathogen effector genes in several pathosystems has shown that they cannot be induced in vitro under nitrogen-limiting conditions even though they are highly expressed in planta (Basse et al. 2000; Fudal et al. 2007; Guo et al. 1996; Khan and Straney 1999; Thomma et al. 2006 ), suggesting that most nitrogen sources are not limiting during pathogen colonization and effector gene expression is not primarily controlled by nitrogen .
Respiration.
Plant respiration is well known to be stimulated during the resistance response (Smedegaard-Petersen and Stolen 1981). Respiration can be divided into three main pathways: glycolysis, the mitochondrial TCA cycle, and mitochondrial electron transport (Fernie et al. 2004 ). These interconnected pathways function to generate energy equivalents and carbon skeletons that may be used in the biosynthesis of various metabolites.
Glycolysis is a cytosolic pathway that converts glucose to pyruvate, resulting in a small net gain of ATP (Fig. 2) . In aerobic conditions, phosphofructokinase (PFK) is the main regulator of glycolysis, catalyzing the irreversible conversion of fructose 6-phosphate to fructose 1,6-bisphosphate, utilizing 1 mol of ATP in the process. Likewise, pyrophosphate:fructose-6-phosphate 1-phosphotransferase (PPi-dependent PFK [PPi-PFK]) catalyzes the same process but in an ATP-independent manner (Mertens et al. 1990) . Transcripts for PPi-PFK are known to accumulate under anoxic conditions (Lasanthi-Kudahettige et al. 2007) , perhaps suggesting that this enzyme is used to conserve ATP under suboptimal conditions. Recently, transcripts for PFK and PPi-PFK were both found to be upregulated during the Lr34-mediated response to Puccinia triticina in wheat, indicating that flux through glycolysis is an important aspect of the resistance response (Bolton et al. 2008b ).
The oxidative metabolism of pyruvate by pyruvate dehydrogenase (PDH) forms acetyl-CoA that enters the TCA cycle (Fig. 2) . PDH is thought to be a key regulatory point for pyruvate flux into the TCA cycle (Fernie et al. 2004 ). The TCA cycle is a central metabolic pathway for aerobic processes and is responsible for a major portion of carbohydrate, fatty acid, and amino acid oxidation that produces energy and reducing power (Fernie et al. 2004 ). In the TCA cycle, each acetyl-CoA produces one GTP, one FADH 2 and three NADH. FADH 2 and NADH are reoxidized through oxidative phosphorylation to form ATP, ultimately yielding 15 ATP equivalents per pyruvate molecule entered through the TCA cycle. The upregulation of citrate synthase or α-ketoglutarate dehydrogenase during a resistance response, both considered to be rate-limiting enzymes (Strumilo 2005; Wiegand and Remington 1986) , suggests an elevated flux through the TCA cycle.
Another pathway involved with the TCA cycle is the 4-aminobutyrate (γ-aminobutyrate) (GABA) shunt (Fig. 2) , a pathway that produces succinate using either glutamate or α-ketoglutarate as substrates (Shelp et al. 1999) . GABA is known to be an extracellular signal molecule (Shelp et al. 2006 ) and the GABA shunt may be involved in supporting the resistance response to pathogens (Bolton et al. 2008b) . For example, under particularly energetically demanding conditions, pyruvate from glycolysis can be produced faster than PDH can convert it to acetyl CoA. By providing a second entry point for pyruvate, the GABA shunt provides a means to utilize excess pyruvate for energy production. In addition, the TCA enzymes aconitase, succinyl-CoA ligase, and α-ketoglutarate dehydrogenase are inactivated under oxidative stress conditions (Sweetlove et al. 2002; Tretter and Adam-Vizi 2000) . During the oxidative stress that occurs during the HR, the GABA shunt may provide a means of keeping NADH generation unaltered through the TCA cycle by bypassing these oxidative stress-sensitive enzymes.
The TCA cycle generates reducing equivalents that are used by the electron transport chain to fuel ATP synthesis (Fig. 2) . During electron transport along the cytochrome pathway, the transfer of electrons from NADH and FADH 2 to O 2 via four inner-membrane protein complexes is coupled to ATP synthesis. Under conditions of high TCA cycle flux, the alternative oxidase (AOX) pathway is often activated to divert electrons from the ubiquinone (Q) pool to form H 2 O, allowing excess energy to be lost as heat. Although this pathway does not contribute to ATP production, it can minimize production of mitochondriaderived ROS during programmed cell death (Yip and Vanlerberghe 2001) .
The oxidative pentose phosphate (OPP) pathway is involved with the generation of NADPH by the oxidation of glucose-6phosphate, an intermediate also shared with glycolysis (Fig.  2) . Glucose-6-phosphate dehydrogenase, the rate-limiting step in the OPP pathway, generates NADPH and is also implicated in the proper localization of NPR1, a critical component of the SA defense pathway (Dong 2004 ). As mentioned above, NADPH-oxidase enzymes are major contributors of ROS during the HR and, consequently, large amounts of NADPH are required. Oxidation of cytosolic hexose phosphates by the OPP pathway is a likely source of NADPH to satisfy NADPH-oxidase activity (Pugin et al. 1997) . The OPP pathway also generates fructose-6-phosphate and glyceraldehyde 3-phosphate. During the response to the elicitor cryptogein in tobacco cells, glyceraldehyde-3-phosphate is converted to fructose-1,6bisphosphate and, subsequently, to fructose-6-phosphate by aldolase and PPi-PFK, respectively, suggesting that the pathway toward glucose-6-phosphate is favored, presumably to recycle OPP pathway substrates for NADPH generation (Pugin et al. 1997) . Increased levels of stromal OPP pathway metabolites were demonstrated to be at the infection site during the incompatible interaction between Phytophthora nicotianae and tobacco (Scharte et al. 2005) .
In addition to these central metabolic pathways, other energygenerating pathways are also upregulated during the defense response. For example, malate metabolism by NADP-malic enzyme is upregulated in response to pathogens and has been speculated to be involved in energy for plant defense through the generation of pyruvate and NADPH (Casati et al. 1999; Schaaf et al. 1995; Widjaja et al. 2009; Zulak et al. 2009 ). The glyoxylate cycle mediates the conversion of acetyl-CoA to succinate and has been shown be an aspect of the defense response to Pseudomonas syringae pv. tomato in Arabidopsis (Scheideler et al. 2002) . The resulting succinate can be transported from the glyoxysome to the mitochondrion, where it can be employed in the TCA cycle. The degradation of fatty acids during β-oxidation is another potential energy source during plant defense (Fig. 2) . The complete oxidation of a fatty acid molecule generates a significant amount of ATP equivalents by producing one NADH, one FADH 2 , and one acetyl-CoA for each round of the cycle (Lynen 1955) , and the pathway has been shown to be upregulated during the resistance response to several pathogens (Bolton et al. 2008b; Schenk et al. 2003) .
Aerobic fermentation.
The end product of glycolysis, pyruvate, has many fates depending on oxygen supply and the energy requirements of the cell. As mentioned above, the oxidative metabolism of pyruvate by PDH forms acetyl-CoA that enters the TCA cycle during aerobic respiration. In hypoxic conditions, however, pyruvate can also be broken down by lactate dehydrogenase (LDH) to form lactate and NAD + . This serves an important purpose for energy production; namely, the anaerobic regeneration of NAD + for glycolysis. However, as lactate concentration increases cytoplasmic pH drops, leading to LDH inhibition and activation of pyruvate decarboxylase (PDC) (Davies et al. 1974) . PDC catalyzes the irreversible conversion of pyruvate into acetaldehyde and CO 2 while the subsequent action of alcohol dehydrogenase (ADH) converts acetaldehyde into ethanol and NAD + during the process of ethanolic fermentation. Indeed, ethanolic fermentation has been suggested as an energy-production pathway even in the presence of oxygen under conditions such as pollen development or abiotic stress (Kursteiner et al. 2003) . Alternatively, acetaldehyde produced by PDC can be oxidized to acetate and then converted to acetyl-CoA by the enzymes aldehyde dehydrogenase and acetyl-CoA synthetase in the "PDH bypass" pathway (Tadege et al. 1999 ). The PDH bypass was recently described in pollen tube development as a means to boost energy or carbon production (Gass et al. 2005 ) and, in healthy aerial plant tissues with ostensibly normal oxygen levels, to potentially convert toxic fermentative intermediates into acetyl-CoA (Lin and Oliver 2008) . The PDH bypass, in conjunction with other primary metabolism pathways, was shown to be induced early in the resistance response mediated by the wheat resistance gene Lr34 (Bolton et al. 2008b ), a gene that mediates partial resistance to all races of Puccinia triticina (Bolton et al. 2008a ). This indicates that Lr34-mediated resistance requires several metabolic pathways to support cellular energy requirements. Interestingly, this response was not maintained later in the infection period and may explain why Lr34 ultimately fails to confine pathogen growth (Bolton et al. 2008b ).
Conclusion.
The ability to monitor the entire transcriptome of a plant species has led to an accumulation of reports listing differentially expressed genes in response to biotic and abiotic stresses. It is becoming increasingly clear that emphasis placed on differentially expressed pathways rather than individual genes provides the best global perspective of the transcriptome (van Baarlen et al. 2007) . Several studies have shown that the resistance response relies on multiple metabolic pathways to support cellular energy requirements (Bolton et al. 2008b; Giri et al. 2006; Lei et al. 2005; Scheideler et al. 2002; Schenk et al. 2003) . Taken together, large carbon fluxes into secondary metabolism during the defense response cannot occur without influencing reactions in primary metabolism to support the response. However, it should be taken into account that research on plant-microbe interactions often utilizes pathogen quantities that are not relevant to what occurs in nature. The tendency to "overload" the pathogen during inoculations may partly explain why primary metabolism genes are upregulated during such studies. In addition, plants have likely evolved defense responses that are optimized for certain stages of plant development. For example, the inoculation of seedlings with a pathogen that typically invades adult plants in nature may affect primary metabolism much differently than it would at later growth stages. Such observations should be taken into account in studies of the interplay between primary metabolism and plant defense.
If primary metabolism is reconfigured to support the increased demands of the resistance response, an intriguing question is what responses are the major consumers of primary metabolism output. Phenylpropanoid pathway products, often regarded as phytoalexins due to their antimicrobial properties in vitro and their accumulation to antimicrobial concentrations in plant tissue (Dixon et al. 2002) , represent a major flow of carbon from primary metabolism into secondary metabolism (Bolton et al. 2008b; Somssich and Hahlbrock 1998) . The shikimic acid pathway, often upregulated in response to pathogen infection, is driven by phosphoenolpyruvate (PEP) from glycolysis and erthrose-4-phosphate from the stromal OPP pathway and provides chorismate as an end product and various intermediates involved in plant defense (Weaver and Herrmann 1997) . ROS-producing NADPH oxidase is a major source of ROS and is energetically demanding in terms of NADPH consumption (Lamb and Dixon 1997) . A schematic representation of several energy-producing pathways involved in the defense response of plant cells is shown in Figure 2 . Although not meant to be exhaustive, this diagram merges together the current understanding of how primary metabolism responds to infection by an avirulent pathogen. Research on primary metabolism and plant defense is in its infancy; therefore, it will be interesting to unravel how other primary metabolism pathways influence the defense response as this aspect of plant-microbe interactions gains momentum.
