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Abstract
Diluted magnetic semiconductors (DMSs) and magnetoresistive materials are instru-
mental for the development of spintronic technology. Before we are able to engineer spin-
tronic devices, it is necessary to understand the properties of materials from which spin-
tronic devices are made, otherwise time and other resources will be wasted.
In this thesis, we investigate some aspects of diluted magnetic semiconductors and
a magnetoresistive material Ta2PdSe6 with first-principle and many-body methods. Par-
ticularly, we investigate the Mn valence in (Ga,Mn)N and derive low-energy models of
(Ga,Mn)N by making use of a first-principles Wannier-function analysis. Additionally,
we also study the disorder-driven localization in DMSs with the typical-medium theory
(TMT). Finally, we present a discussion about the investigation of the mechanism behind
Ta2PdSe6 magnetoresistance.
From a first-principles Wannier-function analysis, we find unambiguously the Mn va-
lence in (Ga,Mn)N to be close to 2+ (d5), but in a mixed spin configuration with average
magnetic moments of 4µB. By integrating out high-energy degrees of freedom differently,
we further derive for the first time from first-principles two low-energy pictures that reflect
the intrinsic dual nature of the doped holes in the (Ga,Mn)N: 1) an effective d4 picture
ideal for local physics, and 2) an effective d5 picture suitable for extended properties.
Furthermore, our results further reveal a few novel physical effects and pave the way for
future realistic studies of magnetism. Our study not only resolves one of the outstanding
key controversies of the field, but also exemplifies the general need for multiple effective
descriptions to account for the rich low-energy physics in many-body systems in general.
Meanwhile, by implementing a geometrical average of the local density of states to
define an order parameter, the typical density of states (TDOS), we find that the TDOS
vanishes below a critical doping concentration, indicating an Anderson localization tran-
iv
sition in the system. Our results qualitatively explain why at concentrations lower than
a critical value DMSs are insulating and non-magnetic, whereas at larger concentrations
they are ferromagnetic bad metals.
On the investigation of Ta2PdSe6, our density functional theory (DFT) calculations
show that the material is a semimetal that has two types of charge carriers with the same
density. This result, together with the magnetoresistance behavior of the two-band model,
leads to the conclusion that the mechanism responsible for Ta2PdSe6 magnetoresistance is
charge compensation.
v
Chapter 1
Introduction
A new paradigm in electronics based on the use of the spin degree of freedom instead of or
in addition to the charge degree of freedom has emerged a few decades ago. The field of
spintronics began with the discovery of the giant magnetoresistive (GMR) effect [1]. GMR
is observed when a nonmagnetic metal layer is sandwiched by two magnetic layers in which
one has a fixed magnetization and the magnetization of the other layer can be modified
with an external field. The resistance of the metal is lowest when the magnetization of
the two layers is aligned and highest when opposite. Now GMR is widely implemented
for read heads in hard drives with the density approaching 19 Gbits/cm2 [2] and magnetic
sensors [3, 4]. Soon after the GMR discovery scientists realized more potential applications
of spintronics such as nonvolatile memories [5, 6], which allow a possible integration of
data processing and storage into one electronic component, spin-generating solar cells [7, 8],
electrical spin injection [9], spin-LED (light-emitting diode) [10], and electrically or optically
controlled ferromagnets [11]. These applications, however, need the integration of charge
and spin degrees of freedom.
To produce spintronics we need (ferro-)magnetic materials in the first place. Ferromag-
netic metals are still common materials to make spintronic devices. However, metal-based
spintronic devices have a disadvantage when combined with semiconductors, namely a
metal-semiconductor junction always produces a Schottky barrier that reduces spin life-
times. Scientists are still trying to improve the spin injection methods from ferromagnetic
metals to semiconductors [10], while other ferromagnetic materials better matched with
semiconductor components are being developed. Other candidates for spintronic materials
include ferromagnetic oxides and Heusler alloy [12, 13, 14]. However, the problem with
these materials is that they produce high spin polarization only at low temperature [10].
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How about magnetic semiconductors themselves? Unfortunately, most semiconductors,
especially those conventional semiconductors developed for present electronics, are not
ferromagnetic. The earliest studied magnetic semiconductors are Eu chalcogenides [15, 16]
and chromium spinels [17]. Scientists have found that the carriers in these materials interact
strongly with the magnetic subsystem and thus the concentration of the carriers greatly
affects Curie temperature (Tc) in these materials; Tc of EuO, for instance, is enhanced
from 69 to 136 K [16] when doped with Gd. Unfortunately, the problems of synthesizing
heterostructures of these materials have caused the community to lose interest in further
developing these compounds. A recent observation that shows nearly fully polarized doped
carriers in EuO [18] has renewed the interest in developing Eu chalcogenides as a potential
spin-polarized carriers injector [19].
Another method scientists have tried to induce magnetism in semiconductors is doping.
Just like the doping method used to manipulate the electronic properties of semiconduc-
tors, now, with the same hope, scientists use doping to engineer magnetic semiconductors.
The most intuitive doping method is by low-doping semiconductors with magnetic impu-
rities, such as transition metals, i.e. diluted magnetic semiconductors (DMSs). The test
on silicon was not promising since the produced (Si, Mn) samples consist of two phases, a
ferromagnetic phase with Tc ≈ 30 K and an antiferromagnetic phase in the form of clusters
with TN ≈ 95 K [20]. Scientists have also tried this method for II-VI [21] and IV-VI [22]
semiconductors by alloying them with magnetic ions. These materials are often called semi-
magnetic semiconductors [20] since dopants only provide local magnetic moments whereas
carriers are provided by other doping. While doped IV-VI DMSs show ferromagnetism
the compounds and their heterostructures are hard to synthesize [20]. Moreover, the an-
tiferromagnetic interaction between magnetic atoms in II-VI DMSs, unfortunately, is too
strong, thus suppressing Tc [23, 20]. Another interesting semiconductor family is the III-V
semiconductors. Transition metal dopants in these semiconductors randomly substitute the
cations up to a given percentage. One of the advantages of these DMSs is that the metal
2
dopant not only provides local moments but also carriers. The host crystal is also optically
active, and thus it holds the potential for integrated magneto-optical devices [24, 25].
The most widely studied III-V DMSs is (Ga,Mn)As. The earliest synthesis of (Ga,Mn)As
was by Ohno’s group [26], who successfully grew homogeneous (Ga,Mn)As samples using
the low-temperature molecular-beam epitaxy (LT-MBE) technique. The samples exhibited
ferromagnetism, albeit with a low Tc. Since then other groups have investigated this ma-
terial experimentally and theoretically. Some further experimental studies [9, 25, 27], for
instance, yield data that lead to the theory of a carrier-mediated exchange mechanism in
this material. This model has predicted many (Ga,Mn)As properties [28, 29, 30]. First-
principles-based studies [31, 32] also have been performed to explore the electronic structure
of this DMS. Now, scientists in this community agree that the dominant mechanism respon-
sible for ferromagnetism in (Ga,Mn)As is the carrier-mediated exchange. However, there are
some other mechanisms and factors [33], such as Mn-Mn antiferromagnetic super-exchange
and interstitial Mn and disorder effects that affect Tc and need further investigation to im-
prove the properties of (Ga,Mn)As. Although researchers have started to use this material
for electronic applications [34], there is still much to investigate about this material at the
level of basic and applied research.
Another III-V semiconductor of considerable interest is (Ga,Mn)N. One of the moti-
vations is that the blue LED technology [35, 36, 37] is based on the host compound GaN.
(Ga,Mn)N also might be instrumental toward the realization of efficient spintronic devices.
Dietl et al. [28] predicted its Tc to be above room temperature; a feature which is obviously
required in order to be technologically advantageous. However, until now this prediction
remains far from being fulfilled as various experiments lead to controversial conclusions con-
cerning the ferromagnetism in (Ga,Mn)N. Chen et al. [38] detected superparamagnetism in
their nanocluster (Ga,Mn)N sample, while Zając et al. [39] and Granville et al. [40] report
antiferromagnetic coupling between Mn ions in their sample. Interestingly, Dhar et al. [41]
in their investigation observe a Heisenberg spin-glass with a transition temperature around
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4.5 K. Observations of the desired ferromagnetic ordering, on the other hand, have also
been reported, albeit with fiercely varying Tc’s; some [42, 43] find low Tc’s between 10 K
and 25 K, while others [44, 45] report ferromagnetism around room temperature or higher
[46].
One factor considered to be instrumental for the magnetic order and the coupling
mechanism in DMSs is the valence state of Mn [33, 47, 48]. There is no doubt that in
addition to a local moment, a (Ga,Mn) substitution injects a hole into the system, but the
question is: where is this hole located? If the hole resides mostly in the N valence bands
it is likely to be delocalized, resulting in a Mn valence of 2+(d5). In this case, similar to
(Ga,Mn)As systems [28, 49], the microscopic mechanism is described by pictures of Zener’s
kinetic-exchange type [50], in which the coupling between local moments is mediated by
valence-band itinerant carriers. This mechanism has been examined experimentally for
Ga1−xMnxAs [9, 51, 52, 53, 54]. If, on the other hand, the hole resides mostly in Mn
ions, the Mn valence is 3+(d4), and the magnetic coupling would be better described by a
double-exchange mechanism [55, 56] mediated by impurity levels [57, 48].
Another aspect of DMSs that is very interesting to study is the carrier localization. As
mentioned previously, excess carriers that are created in DMSs by doping can help to me-
diate the interaction between local spins. This mediation, however, depends on the actual
behavior of the carriers. If the carriers are localized they are unlikely to mediate a long-
range interaction, and thus the system would end up non-magnetic. If, on the other hand,
the carriers are delocalized, the local spins in the system can have a long-range interaction
with each other through carrier mediation. This long-range interaction would bring the
system into a magnetic order. Some experimental studies [58] have shown the tendency of
DMS systems to have Anderson-localization transition at very low doping. However, no
previous theoretical studies have demonstrated Anderson-localization in DMSs. As will be
shown in detail in this report, another method called typical-medium theory is needed to
demonstrate this localization in DMSs.
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GMR materials have been critical for spintronics. However, many materials especially
metals also display magnetoresistance. The ordinary magnetoresistive effect was first dis-
covered in nickel and iron by W. Thomson in 1856 [59]. Later scientists found different
mechanisms to produce large magnetoresistance. One of the mechanisms is to use multiple
components as implemented for GMR. The other mechanism is intrinsic and called the
double-exchange mechanism which was originally proposed to explain colossal magnetore-
sistance in perovskite manganese [60]. A relatively new material, Ta2PdSe6, is found to
have large magnetoresistance [61]. However, the mechanism is still unknown. Therefore, a
theoretical study is needed to determine its magnetoresistance mechanism. The results of
this study will perhaps encourage further studies of this material.
This work is aimed at studying magnetic and electronic properties of DMSs and mag-
netoresistive materials through first-principles and many-body methods. First-principles
method will first be reviewed in Chapter 2. Next, we review in Chapter 3 effective Hamil-
tonians and mean-field methods used to study DMSs. In Chapter 4, we discuss in de-
tail first-principles analysis of the valence of Mn in (Ga,Mn)N and low-energy pictures of
(Ga,Mn)N. Anderson localization in DMSs will be discussed in Chapter 5 and the first-
principles description of Ta2PdSe6 magnetoresistance will be discussed in Chapter 6. Fi-
nally, we summarize in Chapter 7.
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Chapter 2
First-Principles Methods
This chapter describes the density functional theory (DFT) and an ab-inito downfolding
method used in this work. The DFT is commonly used to study semiconductors and
can be traced back to the Thomas-Fermi model. The first-principles downfolding method
presented in this work is a means to obtain low energy pictures of systems of interest by
projecting Wannier functions onto Bloch states.
2.1 Density Functional Theory
We start from the well-known Hamiltonian describing the motion of electrons in the vicin-
ity of a lattice of positive charged nuclei that are approximately treated as an external
potential:
H = − h¯
2me
∑
i
∇2i −
∑
i,j
Zje
2
|Rj − ri| +
∑
i<j
e2
|rj − ri| , (2.1)
where Zj denotes the nucleus charge whereas Rj and ri, respectively, denote the position
of nuclei j and electron i. In order to get the properties of the system, one needs to solve
the corresponding Schrödinger equation:
HΨ (r1 . . . rN) = EΨ (r1 . . . rN) (2.2)
As can be realized immediately, the N -electron problem (where N ∼ 1023) is impossible to
solve analytically or even numerically with current computers; the problem we are facing
is a second-order partial differential equation with 3N degrees of freedom (excluding spin).
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2.1.1 Hohenberg-Kohn Theorems
The complexity of Equation (2.2) can be simplified if one reformulates it in terms of the
electron density. In this way, we only deal with 3 (instead of 3N) degrees of freedom. This
approach is known as the density functional theory (DFT). Hohenberg and Kohn have
shown through their theorems that this formulation is possible. Their first theorem states
that any system’s ground-state density n(r) uniquely determines the external potential
applied to the system. To prove this theorem we apply two different potentials, v1(r) and
v2(r) to a system (the system is assumed to have a non-degenerate ground state although
it is not restricted). The potentials, respectively, correspond to Hamiltonian H1 and H2
and result in the ground states |1〉 and |2〉 which have the same ground state density n0(r).
If we consider
E1 = 〈1|H1|1〉 < 〈2|H1|2〉 , (2.3)
and
E2 = 〈2|H2|2〉 < 〈1|H2|1〉 . (2.4)
Since H1 −H2 = vˆ1 − vˆ2 we have
〈2|H1|2〉 = 〈2|H2|2〉+
∫
dr (v1(r)− v2(r))n0(r) , (2.5)
or in other words
E1 < E2 +
∫
dr (v1(r)− v2(r))n0(r). (2.6)
By exchanging index 1 and 2, we can also show
E2 < E1 +
∫
dr (v2(r)− v1(r))n0(r). (2.7)
Adding (2.6) and (2.7) results in a contradiction: E1 +E2 < E2 +E1 and, thus, proves the
theorem. Furthermore, since there is only a unique external potential v(r) defined by the
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corresponding density n, there exists, in principle, an energy functional associated with the
potential:
E[n] = F [n] + v[n] ; v[n] ≡
∫
dr v(r) n(r) . (2.8)
Here, F [n] is the universal functional that consists of the kinetic and electron-electron
interaction terms.
To complete the formulation, the second Hohenberg-Kohn theorem shows that the
energy functional E[n] corresponding to the external potential v(r) is globally minimized by
the ground state density n0(r). This can be easily proved by first noting that all properties
including the ground state Ψ0 are uniquely determined by the external potential. Since
the external potential itself is uniquely determined by the ground state density, so is F [n].
Thus, by definition the energy functional will be globally minimized by the ground state
density constructed directly from the ground state. These two theorems are the foundation
of DFT that greatly simplify the many-electron problem.
2.1.2 Kohn-Sham Equations
Despite the significant breakthrough made by Hohenberg-Kohn theorems, an additional
approximation is, however, needed to make DFT useful since the exact form of F [n] is
unknown. The approach is to consider, as an auxiliary system, the non-interacting system
which has the same ground state density as the interacting system’s density, n0(r). The
energy functional of the non-interacting system is given by:
Es[n] = Ts[n] + vs[n] (2.9)
where Ts[n] is the kinetic energy functional and vs the external potential of the non-
interacting system that produces n0(r). In this way the exchange-correlation energy func-
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tional Exc and potential vxc can be defined as:
Exc[n] ≡ F [n]− EH [n]− Ts[n] ; vxc(r) = δExc[n]
δn
, (2.10)
and the Hartree term is given by
EH [n] =
1
2
∫ ∫
dr dr′ n(r)
e2
|r− r′| n(r
′) . (2.11)
By minimizing the energy functionals (2.8) and (2.9) with respect to their ground state
density, we can get:
vs(r) = v(r) +
∫
dr′
e2n(r′)
|r− r′| + vxc(r) . (2.12)
The approach, furthermore, is completed by expressing the ground state density in terms
of single-particle orbitals:
n(r) =
N∑
i=1
|φi(r)|2 , (2.13)
and the non-interacting problem (2.9) as
HKS φi(r) =
[
− h¯
2me
∇2 + vs(r)
]
φi(r) = εi φi(r) . (2.14)
One now only needs to solve self-consistently equations (2.14) and (2.13) which are known
as the Kohn-Sham (KS) equations. The DFT package we use for our project is WIEN2K
[76].
2.1.3 Density Functional Theory Exchange-Correlation Potentials
Since the exchange-correlation potential vxc(r) cannot be determined exactly further ap-
proximations are needed in order to put DFT into practice. Today, people have derived
many approximate forms of vxc(r). The earliest and widely-used approximation is the local
density approximation (LDA) vxc(r). The idea behind this approximation is to express the
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exchange-correlation energy as a function of the local density:
ELDAxc [n] =
∫
dr xc(n) n(r) ; xc(n) = x(n) + c(n) . (2.15)
Here, the exchange energy is approximated by the exchange energy of the homogeneous
electron gas (HEG) which is known analytically:
x(n) = −3
4
(
3
pi
)1/3
n
1/3(r) , (2.16)
whereas the correlation energy is produced through fitting of a correlation functional, like
Perdew-Zunger [62] or Vosko-Wilk-Nusair [63], to Monte Carlo results [64]. The LDA can
be generalized to local spin density approximation (LSDA) by explicitly considering the
exchange-correlation energy as a function of spin-up and -down electron densities:
ELSDAxc =
∫
dr xc(n↑, n↓) n(r) . (2.17)
LDA (LSDA) has become very popular because it predicts properties of many materials
remarkably well, especially non-correlated materials like semiconductors and simple metals.
Although LDA has been very good in describing many materials, its accuracy can still
be improved by considering how the density varies in materials. This makes sense since in
real materials the density can vary so rapidly such that LDA fails to capture this density
variation. Therefore, the first reasonable correction that can be made to LDA would be to
consider the gradient of the density. This approximation that is known as the generalized-
gradient approximation (GGA) [65, 66, 67, 68] has been widely used to substitute or to
complement LDA in studying electronic structure. In one of our projects we implement
the GGA of Perdew-Burke-Ernzerhof for solids (PBESOL) [68].
Another DFT that we use in our project is called modified Becke-Johnson potential.
The potential was introduced by F. Tran and P. Blaha [69] by modifying the potential that
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was originally proposed by A. D. Becke and E. R. Johnson [70]. The potential is aimed
to improved the band gap of semiconductors and insulators that is always underestimated
by LDA. The results of the potential are very impressive due to its capability to give more
accurate band gaps while keeping the calculation cheap compared to the GW method [76].
Despite the improvement of the accuracy of the potential, there are some other mate-
rials like transition metals and their oxides that cannot be described at all by LDA and
other orbital-independent DFT exchange-correlation potentials. This class of materials is
called strongly-correlated materials. Most of them consist of elements with d or f orbitals.
These orbitals are quite localized, thus the electron-electron (Hubbard) interaction U is
comparable to their kinetic energy and causes strong correlations between electrons. For-
tunately, to some extent, LDA can be improved to include U in the calculation. The idea
of LDA+U is to group orbitals into two types; those which have strong U and the rest. To
the former we apply an ad hoc U , thus our energy functional now becomes
ELDA+U [n] = ELDA[n] + EU [n]− Edc[n] , (2.18)
where EU [n] is the energy functional in which we explicitly set U in localized orbitals,
whereas Edc[n] is the “double-counting” term we need to subtract since ELDA[n] has already
included the mean-field value of U in the standard DFT procedure. The U itself can be
determined self-consistently through a constrained calculation or treated as an adjustable
parameter. Several ways to determine EU [n] and Edc[n] can be found in References [71,
72, 73]. To study the valence of Mn in (Ga,Mn)N we implement LDA+U as formulated in
[72] to appropriately treat the Mn d orbital.
2.1.4 Linearized Augmented Plane Waves
In order to solve the Kohn-Sham equations we need to expand the eigenstates in a complete,
but not necessarily orthogonal, basis set:
∑
i
|ai〉〈ai| = 1. Using this particular basis set,
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the KS equation (2.14) now forms the secular equation:
|Hij − εiSij| = 0 (2.19)
where Hij = 〈ai|HKS|aj〉 and Sij = 〈ai|aj〉.
One of the common basis sets used to solve the KS equation is the linearized augmented
plane waves (LAPW) set. To describe LAPW, we first need to discuss another basis set
called the augmented plane waves (APW) [74] which was formulated before LAPW. In
the formulation of APW two kinds of regions are first defined: one is called the muffin-tin
region (Sα) covering core electrons around nuclei and the other is called the interstitial
region (I) covering valence electrons moving between the atoms. In the former region one
uses a combination of atomic orbitals to describe the electronic wavefunction whereas in
the latter region plane waves are used. This formulation is reasonable since Bloch states
behave like atomic orbitals close to nuclei, due to diverging Coulomb interaction, whereas
in the interstitial, where the interaction is weak, Bloch states behave as plane waves.
Mathematically APW is given by:
φAPWG,k (r, E) =

∑
l,m
Ak+Gαlm uαl(r, E)Ylm(rˆ) ; r ∈ Sα
1√
V
ei(k+G).r ; r ∈ I .
(2.20)
Here, uαl(r, E) and Ylm(rˆ), respectively, represent radial and spherical solutions of the KS
equations. Coefficients Ak+Gαlm are determined such that the APW are continuous at the
muffin-tin boundary. Although E in (2.20) is a continuous parameter, the closeness of its
value to a given eigenvalue determines the quality of the basis. This makes the problem
eigenvalue-dependent; thus non-linear, which is hard to solve, and becomes a disadvantage
of this basis. To deal with the eigenvalue-dependence, O. K. Andersen [75] came up with the
idea of expanding the radial solutions up to the first order correction, and thus linearizing
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the basis set:
uαl(εi, r) = uαl(E, r) + u˙αl(E, r)(εi − E) +O(εi − E)2 . (2.21)
With this expansion, the solutions are still accurately calculated even when E is not so
close to an eigenvalue. Formally, LAPW is given by:
φLAPWG,k (r, E) =

∑
l,m
[
Ak+Gαlm uαl(r, E) +B
k+G
αlm u˙αl(r, E)
]
Ylm(rˆ) ; r ∈ Sα
1√
V
ei(k+G).r ; r ∈ I .
(2.22)
Coefficients Ak+Gαlm and B
k+G
αlm are determined such that LAPW are continuous and smooth
at the muffin-tin boundary. This basis set is one of the basis sets implemented in WIEN2K
and used for our project.
2.2 Downfolding Method
Often we want to do calculations beyond the standard DFT but based on DFT calculations
such as disorder calculations [77, 78] and/or including many-body effects [79, 80]. These
calculations are usually implemented only for some relevant bands that are close to the
Fermi energy (EF). Therefore, it is necessary to first “separate” these particular bands
from the rest and construct the tight-binding Hamiltonian associated with these bands. The
method to extract some particular bands from the entire Hilbert space is called downfolding.
The downfolding method implemented in this study uses Wannier-functions as the
basis set to represent the tight-binding Hamiltonian. Wannier functions are defined as the
Fourier transform of the Bloch states into the real space:
|rm〉 = N−1/2
∑
kj
e−ik·r Ukjm |kj〉 . (2.23)
Here N denotes the number of unit cells in the system and Ukjm is a unitary matrix which
13
plays the role of a gauge field and can be chosen freely. One method to determine this
gauge is called maximally localized Wannier functions [81]. This approach minimizes the
spread of the Wannier functions. For our study, the gauge is determined using the projected
Wannier-functions method [79, 82].
The method we use to construct the Wannier functions is based on the algorithm de-
scribed in Reference [82]. This Wannier-functions formulation has been implemented to
study real materials [83, 84, 85, 86, 77, 78]. First, we construct projections of local orbitals
|φm〉 onto Bloch states:
∑
j
|kj〉〈kj|φm〉. These projections cannot be directly Fourier trans-
formed to get Wannier functions since they are not orthonormal. To orthonormalize them
we exploit the gauge freedom Ukjm in (2.23) according to Lödwin’s symmetric orthonormal-
ization prescription [87]:
Ukjm =
∑
m′
〈kj|φm′〉Mm′m(k) , (2.24)
where
M−2m′m(k) =
(∑
j′
〈φm′|kj′〉〈kj′|
)∑
j
|kj〉〈kj|φm〉 =
∑
j
〈φm′ |kj〉〈kj|φm〉 . (2.25)
Now the projections
∑
jm′
|kj〉〈kj|φm′〉Mm′m(k) are orthonormal. In WIEN2K, the Bloch
states can be represented using LAPW. The local orbitals, furthermore, are chosen accord-
ing to the character of the bands which WIEN2K can help to determine.
Having formulated our Wannier functions, we can express our tight-binding Hamilto-
nian in the Wannier-functions basis:
〈r′m′|H0|0m〉 =
∑
kj
〈r′m′|kj〉 εkj 〈kj|0m〉 . (2.26)
Here the rotation matrix is given by (2.23) and (2.24)
〈r′m′|kj〉 = N−1/2eik·r
∑
m′
〈kj|φm′〉Mm′m(k) . (2.27)
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Chapter 3
Mean-Field Methods
The first-principles methods described in the previous chapter are very good to describe
properties of materials that usually do not involve many-body and/or disorder effects. In
order to address these effects people usually take a different approach by using many-body
techniques. Unlike first-principles methods that use a very large Hilbert space, many-body
approaches usually use a Hamiltonian model that only covers the low-energy states of the
system of interest. Once the model is determined one must decide on the many-body
method to be used. The solutions are typically described in terms of Green functions.
In this chapter we are going to discuss a many-body method that can be used to
described disorder-induced localization in diluted magnetic semiconductors (DMSs). We
are first going to describe the model we use and how it is solved within a many-body
method called the dynamical mean-field theory. At the end of this chapter, we are going
to show how we can "reshape" the dynamical mean-field theory so that it is capable of
capturing the Anderson localization transition in disorder systems.
3.1 Spin-Fermion Model
To model the dynamics of carriers in the vicinity of randomly distributed local spins, one
implements the spin-fermion model which describes how the carriers move around under
the influence of the potential created by the impurities, i.e. the local spins. Although there
are various versions of the spin-fermion model, generally this model has two terms; the
kinetic term of the carriers HK and the exchange term describing the interaction between
the carriers and local spins:
H = HK − JH
∑
i
Si · σ . (3.1)
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The kinetic term can have various forms; from the simplest one which only considers
nearest-neighbor hoppings to more complicated and general forms which consider, for in-
stance, distant-neighbor hoppings and also other effects like spin-orbit couplings. However,
the kinetic term is the periodic term that in principle can be solved exactly. The real
complication comes from the second term which is a random potential. Therefore in or-
der to solve it we need a method beyond the standard DFT where disorder averaging is
considered.
One of the objectives of this study is to derive parameters for HK and the exchange
term by means of the Wannier function-based first-principles method as described in the
previous chapter.
3.2 Dynamical Mean-Field Theory
Many models in physics often can be solved with mean-field methods. One of the mean-field
methods used to solve many-body and/or disorder problems is the dynamical mean-field
theory (DMFT). The idea of DMFT is to map the system of interest into an impurity model,
very often into the single-impurity Anderson model (SIAM) [88], and consider temporal
fluctuations which are excluded in the static mean-field theory. The spatial fluctuations,
however, are ignored. Accordingly, the lattice self-energy is approximated by the impurity-
site self-energy Σ(k, iωn) ≈ Σimpurity(iωn). It is worth noting that DMFT becomes exact in
the limit of infinite spatial dimensions. After the mapping, the system now consists of two
parts: an impurity site and an electron bath; an electron then can jump back and forth
from the bath to the impurity site through a hybridization function that couples the bath
and the impurity site.
This section describes specifically the implementation of DMFT for the spin-fermion
model as described in Reference [56], whereas the details of the original derivation of DMFT
can be found in References [89, 90]. In the spin-fermion model, the effective action is given
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by:
Seff = −
∫ β
0
∫ β
0
dτ1 dτ2 c
†(τ1) G(τ1 − τ2) c(τ2)− JH
∫ β
0
dτ S · c†(τ) σ c(τ) , (3.2)
where c† = (c†↑, c
†
↓) are Grassmann variables in the spinor notation. The DMFT algorithm
is summarized as the following:
1. We start from a guessed self-energy and then calculate the local Green function Gloc
by coarse-graining the lattice Green function:
Gloc(iωn) =
1
N
∑
k
1
iωn − (εk − µ)− Σ(iωn) =
∫
dε
DOS0(ε)
iωn − (ε− µ)− Σ(iωn) . (3.3)
Here DOS0(ε) is the bare density of state.
2. Next, the mean-field is obtained through the Dyson’s equation:
G(iωn)−1 = G−1loc(iωn) + Σ(iωn) . (3.4)
3. To get the impurity Green function we perform two averaging processes; namely
the averaging over local spin orientations and over impurity configurations. For a
nonmagnetic impurity site, the impurity Green function is simply equal to the mean-
field: Gˆnon = G. On the other hand, the impurity Green function of a magnetic
site is given by Gˆmag(iωn) = [G−1(iωn) + JHS · σ]−1. This magnetic impurity Green
function is then averaged over the local spin orientations weighted by the angular
distribution function:
P (Sˆ) =
exp
(
−S˜eff (S)
)
Z ;Z =
∫
dΩSˆ exp
(
−S˜eff (S)
)
. (3.5)
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Here,
S˜eff (S) = − log det
[
1
iωn
(G−1(iωn) + JHS · σ)] eiωn0+ . (3.6)
The extra factor of 1
iωn
is for numerical convergence. Thus,
〈Gˆmag(iωn)〉Sˆ =
∫
dΩSˆP (Sˆ)
[G−1(iωn) + JHS · σ]−1 . (3.7)
The total impurity Green function is obtained through the configurational averaging:
Gimp(iωn) = x〈Gˆmag(iωn)〉Sˆ + (1− x)G(iωn) , (3.8)
where x denotes the impurity concentration.
4. To close the algorithm loop we calculate the new self-energy through Dyson’s equation
again:
Σ(iωn) = G(iωn)−1 −G−1imp(iωn) . (3.9)
The steps are repeated again starting from (3.3) until the self-consistency is reached,
i.e. when Gloc = Gimp.
3.3 Typical Medium Theory
In a disordered system, it could happen that the disorder potential is strong enough to
trigger a metal-insulator transition (MIT), Anderson localization transition, as described
originally by Anderson [91]. A study by Richardella et al.[58] shows that this disorder-
driven metal-insulator transition may play an important role in determining the magnetic
mechanism of (Ga,Mn)As. Therefore, it is important to understand how the Anderson
localization takes place in DMS. Unfortunately, it is not easy to show theoretically how
a system goes toward the Anderson localization transition because it is not so clear what
should be an appropriate order parameter for the Anderson localization. Localization is
18
a phenomenon manifested in transport properties, which are two-particle Green functions,
whereas regular mean-field methods only consider quantities that are related directly to
the one-particle Green function.
In 2003 Dobrosavljević et al.[92] introduced a new mean-field approach called the
typical-medium theory that proposes the typical density of states (TDOS) as the appro-
priate order parameter for the Anderson localization. They argued that TDOS describes
the typical escape rate of particles in a disordered system, and thus is directly related to
the conductivity. Furthermore, they also discuss that TDOS can be well represented by
the geometrical average of the local density of states:
ρtyp(ω) = exp
{∫
dεiP (εi) log ρ(ω, εi)
}
, (3.10)
where εi is a parameter describing the random potential whereas P (εi) is the probability
density (weight) of an impurity site with the potential value εi. TMT can be incorporated
directly within DMFT due to the formulation of TMT that was following DMFT reasoning
[92].
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Chapter 4
Mn Valence State and Low-Energy Models
As described previously in Chapter 1, Mn valence state has considered important in the
study of the Ga1−xMnxN DMS. Despite its widely accepted importance, the Mn valence
state in Ga1−xMnxN is still controversial. Early experimental [93, 94, 95] and density
functional theory (DFT) studies [96, 97, 98, 99, 100, 101] demonstrated a partially filled
impurity band formed deeply in the band gap with a significant Mn d character, suggesting a
Mn3+ (d4) configuration different from the Mn2+ (d5) one in Ga1−xMnxAs [102]. Later, both
x-ray absorption spectroscopy (XAS) studies [103, 104, 105] and optical absorption analysis
[106, 107] also concluded a Mn valence state of 3+ (d4). However, other XAS studies
[108, 109, 110] demonstrate that Mn is predominantly Mn2+ (d5). A similar conclusion was
also reached by electron spin resonance [39] and magnetic measurements [40]. Clearly, a
resolution of the uncertainty about the Mn valence state is imperative for further progress
in the understanding and engineering of the Ga1−xMnxN DMS.
In this Chapter, we report our investigation on the controversial Mn valence state in
Ga1−xMnxN. Our first-principles Wannier-functions based analysis [82] covering the high-
energy Hilbert space demonstrates unambiguously that the Mn valence is close to 2+ (d5)
but with a mixed spin configuration that gives average magnetic moments of 4µB (not
5µB). Interestingly, at the more relevant lower-energy scale, due to the proximity of N s
and p energy levels to the Mn d level, the dual nature of the doped hole can be realized.
Defining Wannier orbitals (WOs) in a narrower energy range, we show the feasibility of
both the effective d4 and d5 descriptions, which are convenient to describe different physical
aspects of Ga1−xMnxN. The resulting effective d4 picture offers the simplest description of
the local magnetic moment and the Jahn-Teller distortion while the effective d5 picture is
most suitable for long-range magnetic order. Moreover, our first-principles result reveals
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several strong physical effects absent in previous studies. Our study not only resolves one
of the outstanding key puzzles in the field of DMSs, but also highlights the generic need
for multiple effective descriptions in describing the rich low-energy physics in interacting
systems in general.
4.1 Method
We start by performing first-principles DFT calculations in a zinc blende supercell of 64
atoms (Ga31MnN32) (Figure 4.1) within the full-potential linearized augmented-plane-wave
method [76]. The lattice parameter we used here is from the previous study [111], that is
a = 4.542 A for GaN and thus for Ga31MnN32 the lattice constant is 2a = 9.084 A. We
Figure 4.1: The supercell structure of Ga31MnN32 with the lattice length is 2a = 9.084 A,
where a is the lattice constant of GaN.
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did not do structural optimization in our calculations since a study by B. Sanyal et al. [97]
shows that the atomic relaxation changes the bond length between Mn and N very little.
Furthermore, from comparing previous DFT studies of Ga1−xMnxN [96, 97, 98, 111, 101]
that used different lattice parameters we also observe that the variation in the lattice
parameters barely affects the result.
We apply the LDA+U approximation [72] to Mn atoms with U = 4 eV and J =
0.8 eV. These parameters U and J are chosen based on previous studies of Ga1−xMnxN
with LDA+U [97, 98]. These studies emphasize the importance of the use of LDA+U to
appropriately treat Mn d orbitals that are quite localized. Furthermore, in Reference [97],
it is discussed that although the inclusion of U and J are important, the exact values of U
and J do not really matter since it is shown further in their paper that their result did not
change much as they varied U from 4 to 7 eV.
We then construct WOs with the downfolding method described [82] in three different
ways to effectively integrate out various degrees of freedoms, to analyze the electronic
structure at different energy scales, and to illustrate the relevant physical effects. As will
become clear below, the use of WOs is crucial in the analysis, for example in counting the
charges.
4.2 Results and Discussion
First, to address the question on the valence state of Mn we look into the high-energy prop-
erties by analyzing the resulting density of states with N-sp3, Ga-sp3, and Mn-d symmetries
covering the energy range of [−18.0, 9.0] eV. Figure 4.2(a) shows partially filled impurity
bands lying deep in the band gap similar to previous DFT analyses [96, 97, 98, 99, 100, 48].
Particularly, Figure 4.2 (b) shows that the Mn-t2g impurity levels are strongly hybridized
with the surrounding N-sp3 orbitals, such that the total weight in the N orbital slightly
exceeds that of the Mn. Integrating the DOS up to the Fermi energy, we find the Mn occu-
pation to be 5.0, corresponding to the Mn valence of 2+ (d5). This result is quite different
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Figure 4.2: (a) Total and partial densities of states (DOSs) of Ga31MnN32 with the Fermi
energy (EF) at 0 eV. The partial DOSs have been scaled up in units of "per atom of
this kind." (b) The DOS of the impurity bands around EF in units of "per GaN primi-
tive unitcell". (c) Illustration of the hybridization of Mn-N orbitals. Up and down arrows
represent spin majority and minority, respectively. UHB (LHB) denotes upper (lower) Hub-
bard bands, whereas BD (ABD) denotes bonding (antibonding). Note that two electrons
residing in the spin-majority eg orbitals are not shown here.
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from the value of 4.59 presented in a previous DFT study [96], but the distinction is easily
understandable from the fact that counting charges within an artificially chosen muffin tin
around the Mn ion would necessarily miss the interstitial contributions. Our WOs, on the
other hand, span the entire Hilbert space up to 9 eV and leave no unaccountable charges.
However, this seemingly clean Mn2+ charge distribution contributes to a total spin of
only 4.0 µB (not 5 µB). Therefore, it should not (and cannot) be understood simply from
the pure ionic d5 configuration. Indeed, Figure 4.2(a) shows clearly that part of the 5.0
d electrons resides in the spin minority channel spreading over a large energy range, as a
consequence of the strong hybridization with the N orbitals. A simpler visualization of this
beyond-ionic configuration is given by Figure 4.2(c) that summarizes the basic building
blocks of the electronic structure. It is now clear that the Mn ion hosts part of a hole in the
antibonding orbitals of the lower Hubbard bands (LHBs), and part of three electrons in the
bonding orbitals of the upper Hubbard bands (UHBs). Specifically, we found 0.5 electrons
in the Mn spin-minority channel, and 4.5 in the majority one, giving a net moment of
4.0 µB. (The N orbitals that hybridize with Mn orbitals, named N-t′2g in Figure 4.2(c), will
be defined in detail below.)
Obviously now, the strong hybridization between Mn and N orbitals renders the high-
energy ionic picture based on atomic orbitals completely inapplicable in the lower-energy
sector, in which the renormalized orbitals absorb the hybridization upon integrating-out the
higher-energy degrees of freedom. In other words, at low energy, electrons are no longer able
to reside in Mn or N atomic orbitals, but only in Mn-N hybrids. Therefore, debating the
ionic valency with atomic orbitals is of no physical significance for the low-energy behavior
of the system. Instead, the physics should be described by effective or “renormalized” Mn
and N orbitals.
Interestingly, the proximity of the N and Mn orbital energies, which enhances the
hybridization and other quantum effects, also enables the generic possibility of multiple
representations of the many-body system. It is feasible to derive multiple low-energy effec-
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tive pictures, depending on which is more convenient for describing the physical properties
of interest. Below, we demonstrate this fundamental feature by constructing various low-
energy effective WOs that correspond to integrating-out higher-energy degrees of freedom
differently. Specifically, we show that both effective d4 and d5 pictures can be derived, and
both are useful for describing certain properties.
We start with the local properties of Ga1−xMnxN. Figure 4.2(b) shows a 23–filled impu-
rity level, corresponding to two electrons residing in three degenerate “effective” t2g WOs.
One thus expects a strong local Jahn-Teller instability toward splitting the degeneracy into
2 + 1. Indeed, the Jahn-Teller instability has been found in previous studies [111, 112]. It
is easier to describe this local physics using an “effective” d4 picture. Figure 4.3 (a) shows
one of the effective M˜n-t2g WOs corresponding to the impurity levels between [−0.4, 0.4].
It has the symmetry of the Mn-t2g orbital, but with large tails in the surrounding N ions,
incorporating the antibonding hybridization illustrated in Figure 4.2(c). It is in this ef-
fective M˜n-t2g WOs that an effective d4 picture is realized: A threefold degenerate WO
hosting two electrons, which then split into 2 + 1 orbitals upon orbital polarization. (The
other two electrons reside in the spin-majority effective eg WOs.) This effective d4 picture
also gives a local moment of 4µB that is really the one fluctuating at low energy, with a
form factor [86, 113] extending to neighboring N ions in real space.
An interesting point that emerges here is that the hybridization with Mn-t2g naturally
splits the surrounding four N-sp3 orbitals, one from each N ion pointing toward Mn, into a
set of 3 + 1 configurations. The threefold degenerate ones have the correct signs to match
each of the Mn-t2g orbitals: (+,+,−,−), (+,−,+,−), (+,−,−,+), while the fourth one
with sign (+,+,+,+) does not couple to the Mn-t2g orbitals. One thus can conveniently
name them N-t′2g and N-s′WOs centered at the Mn site. The four tails of the WOs in Figure
4.3 (a) give an example of one of these N-t′2g orbitals which in Figure 4.2(c) hybridize with
Mn-t2g. These N-t′2g are the ones being integrated out to derive the effective d4 picture.
Note that this change of perspective is the same as that employed in the construction of the
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Figure 4.3: Illustration of the WOs used in (a) low-energy effective d4 and (b), (c) the
effective d5 picture. The upper panels show the local crystal structure, while the lower
panels plot the isosurface of (a) M˜n− t2g, and (b)(c) N˜− sp3 WOs at 0.07 bohr−3/2.
well-known Zhang-Rice singlet in the cuprate high-temperature superconductors [114, 115],
and the same concept has been applied to the study of local excitations in correlated NiO
[113, 116] and LiF [117, 118].
The above effective d4 picture, while ideal to study the Jahn-Teller instability and other
local properties like the local magnetic moment and local excitations, is not suitable for
studying long-range properties. This is because the wave nature of the GaN orbitals, after
being integrated out, generates effective magnetic couplings that are impurity-configuration
dependent between the M˜n WOs at different sites. For instance, the magnetic coupling
does not only depend on the distance between pairs of Mn impurities [48], but also on
the position of other nearby Mn impurities, corresponding to three-body and four-body
interactions [119].
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Therefore, we proceed to derive an effective d5 picture suitable for studying long-range
properties, by integrating out charge fluctuation involving Mn-d and Ga orbitals in the
multiorbital Anderson Hamiltonian, leaving only the doped hole in the antibonding WOs
with primarily N-sp3 character. From this we obtain a spin-fermion Hamiltonian with a
few novel physical effects: Heff = H0 + ∆, where
H0 =
∑
ii′mm′σ
tmm
′
ii′ c
†
imσci′m′σ + H.c. (4.1)
is the Hamiltonian of pure GaN, and
∆ =
∑
jii′mm′σ
Tmm
′
jii′ c
†
imσci′m′σ
+
∑
jii′mm′
σσ′
Jmm
′
jii′ c
†
imστ σσ′ci′m′σ′ · Sˆj + H.c. (4.2)
contains the influence of the (Ga,Mn) substitution at the primitive unit cell j, and is thus
referred to as the impurity potential. As usual, cimσ (c†imσ) annihilates (creates) an electron
with spin σ at unit cell i in the mth WOs. tmm′ii′ contains the orbital energy (when i = i′
and m = m′) and hopping integral of the effective N˜-sp3 WOs. Tmm′jii′ and Jmm
′
jii′ represent
spin-independent and spin-dependent impurity potentials, respectively. Sˆj and τ σσ′ are
the spin-5
2
unit vector and elements of the Pauli’s matrices, respectively, and H.c. denotes
the Hermitian conjugate. To get a better understanding of the origin of this generalized
spin-fermion model we illustrate the derivation of the impurity potentials from perturbation
theory using a simple model in Appendix A.
Note that the four WOs with the same unit-cell index are defined to be the N˜-sp3
WOs pointing toward the central Ga/Mn ion, one from each surrounding N ion. With the
help of symmetry considerations (see Appendix A) we choose the proper WOs’ subspace
corresponding to integrating out the Mn and Ga orbitals. These WOs can be constructed
from our DFT results within the energy range [−18.0, 0.4] eV, as shown in Figure 4.3 (b)
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and 4.3 (c). In their hybridization tails, one observes clearly bonding with Ga-sp3 [Figure
4.3(b)] and antibonding with Mn-d [Figure 4.3(c)].
Having these WOs at hand, we can then represent the relevant part of the DFT self-
consistent Hamiltonian and collect its term into the form of Eqs. (4.1) and (4.2). Since
this is a faithful representation of the relevant components of the DFT Hamiltonian, its
validity is actually beyond the second order in the atomic hopping integral. A few leading
parameters in our results are given in Table 4.1. As expected, they show a rapid decay
with the distance from the impurity site.
Table 4.1: Leading parameters in the impurity potential in meV near the impurity site j
(m 6= m′). NN(j) and NNN(j) denote nearest and next nearest neighboring sites.
Tmmjji′ T
mm′
jji′ J
mm
jji′ J
mm′
jji′
i′ = j 2488 −170 1752 −633
i′ = NN(j) 406 885 449 800
i′ = NNN(j) 15 68 < 10 38
Interestingly, our results reveal a few new physical effects on the carriers besides the
previously proposed [49] antiferromagnetic exchange with the local moment (Jmmjjj = 1752
meV in Tabel 4.1). First, the impurity potential contains a strong shift of the orbital en-
ergy (Tmmjjj = 2488 meV), even stronger than the exchange above. This reflects the distinct
atomic orbitals of Mn (the impurity) and Ga (the host) being integrated out. In fact, our
test shows that if one were to ignore just this parameter, the impurity level [red bands
in Figure 4.4(a)] would have dropped outside the band gap [c.f. Figure 4.4(b)], totally
destroying the physical characteristics of the system. Physically, this large orbital energy
shift of course induces a strong impurity scattering and a strong tendency toward Ander-
son localization [91], affecting the carrier mobility, the activation energy, and almost every
other essential physical aspect of a semiconductor, in addition to altering the effective mag-
netic coupling between Mn ions. Second, our results also show a strong exchange-assisted
hopping (Jm 6=m
′
jji′ = −633 meV and 800 meV in Tabel 4.1 close to the impurity site.) Again,
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Figure 4.4: The spin-majority band structure of Ga31MnN32 (a) with complete parameters,
(b) with the leading orbital energy shift Tmmjjj = 2488 meV removed, and (c) with the two
leading exchange-assisted parameters Jmm
′ 6=m
jjj = −633 and Jmm
′ 6=m
jji′ = 800 meV with i
′ =
NN(j) removed.
Figure 4.4(c) shows that ignoring these two terms leads to a much smaller spin-dependent
splitting of the impurity level. Therefore, they not only add to the above impurity effects
but also directly modify the magnetic exchange and ordering of Mn impurities. Both of
these two effects are very strong and comparable in strength to the exchange effect included
in previous studies, and thus will need to be further investigated in the future.
It is useful to remark that our approach of employing multiple pictures in understanding
different low-energy properties of a many-body system have been used in other strongly
correlated materials, for example, in the manganites and the cuprates. Specifically for
the cuprates, the Zhang-Rice singlet description [114] and Emery-Reiter three-spin polaron
description [120] are exactly effective d8 and d9 pictures, parallel to our d4 and d5. The
d8 approach integrates the oxygen degrees of freedom out, resulting in a reduced local
magnetic moment S = 0, similar to our effective d4 picture that absorbs implicitly the GaN
orbitals and has a smaller moment S = 2. On the other hand, the d9 picture integrates the
charge fluctuation involving the Cu orbitals out and results on doped holes propagating
in O orbitals that are correlated antiferromagnetically with the surrounding Cu S = 1/2
spins, similar to our effective d5 picture in which carriers live in effective N˜-sp3 WOs that
correlated antiferromagnetically with the Mn S = 5/2 spins. Naturally, the more complete
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d9 picture of cuprates and our d5 picture of (Ga,Mn)N cover a larger energy range than
the d8 and d4 pictures, respectively, and thus allow richer physical behaviors in general.
4.3 Summary
To summarize, by investigating the current debate on the Mn valence in Ga1−xMnxN, we
advocate three general points in correlated materials: 1) atomic or ionic valence is only
meaningful for high-energy properties but is not very relevant to the low-energy physical
properties; 2) it is often possible to derive multiple effective pictures by integrating out the
less relevant degrees of freedom; and 3) for challenging correlated systems, one thus should
take advantage of such flexibility and employ the most convenient picture for describing
the physical properties of interest. Specifically, we found the Mn valence of 2+, but with
a nonatomic spin of 4µB, illustrating the inadequacy of ionic valence in an atomic picture.
We then demonstrate the feasibility of an effective d4 picture (naturally with S = 4µB)
suitable for studying local instabilities and excitations. In addition, we derive an effective
d5 approach that can be used for future studies of long-range magnetic order, nonlocal
magnetic correlation, and other transport properties. Particularly, our d5 model demon-
strates a few novel physical effects beyond previous considerations in the field. Our results
clarify the intrinsic dual nature of the doped holes in the DMS and pave the way for future
realistic studies of the magnetism in these systems. Our study not only resolves one of
the outstanding key puzzles in the field, but also emphasizes the general need for multiple
effective pictures to describe the rich low-energy physics in many-body systems in general.
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Chapter 5
Disorder-Driven Localization in Diluted Mag-
netic Semiconductors
5.1 Introduction
Until relatively recently, the mean-field Zener model of Dietl was the accepted paradigm
for diluted magnetic semiconductors (DMS) systems [28, 33]. Here, a magnetic exchange
between localized Mn moments mediated by the valence band (VB) holes drives the mag-
netism. This mechanism is also known as the valence-band (VB) model. However, recent
experiments have now led to wide acceptance that the VB is nearly nonmagnetic and does
not overlap with the impurity band (IB) [121]. This gave rise to another model known as
the impurity-band (IB) model. This model, furthermore, is supported by evidence that
the magnetic properties of DMS are determined by the location of the chemical potential
in this distinct IB brought on by Mn doping, and even by the Anderson localization of the
IB carriers [122, 123, 124]. At the model level, however, some previous important studies
[125, 126] have reported a possible IB-VB crossover resulting from adjusting parameters
such as impurity and hole concentrations.
Despite the success on describing the transition of the carrier from IB-like to VB-like,
model-level studies did not describe the Anderson’s localization scenario that might hap-
pen in real materials. A direct probe of the IB states in (Ga,Mn)As by local tunneling
shows that the local density of states follows a log-normal distribution at the verge of the
localization transition [58] and the typical value of the distribution is vanishing. The fact
that DMS can undergo an Anderson localization transition makes DMS more challenging,
especially if we consider the competition between localization and magnetism in (Ga,Mn)As
which is still not well understood [123, 124].
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In this Chapter, we report our investigation of the Anderson localization transition
in DMS using a spin-fermion model within the typical medium theory (TMT) framework.
Using the typical density of states (TDOS) as an order parameter we find that the TDOS
vanishes below a critical doping concentration, indicating an Anderson localization tran-
sition. Furthermore, our findings demonstrate TMT as a powerful means to study the
Anderson localization in DMS.
5.2 Method
We use an extended spin-fermion Hamiltonian as described in Chapter 3:
H = −t
∑
ijσ
c†iσcjσ + V
∑
p
np − J
∑
p
mpS . (5.1)
Here we only use a simple kinetic energy term where i and j represent all sites and their
first-nearest neighbors, whereas the random potentials are the spin-independent (V ) and
spin-dependent (J) potentials where p represents impurity sites. np = np↑ + np↓ and
mp = np↑ − np↓, respectively, are the carrier density and polarization. Strictly speaking,
this is just a binary alloy model with different potentials for the up and down spins. The
non-magnetic potential, V , is added to incorporate a more realistic situation where the
presence of V in some materials is comparable to J , and thus plays an important role in
determining the VB-IB crossover [125, 126]. Our goal with this model is to study how
ferromagnetism competes with the Anderson’s localization in DMS.
In order to solve the Hamiltonian, we employ TMT as described in Section 3.3. TMT
is an extension of the coherent potential approximation (CPA) [127] in which the disor-
dered lattice is replaced by an impurity placed in an arithmetically averaged momentum-
independent effective medium. While the CPA has been successful in describing some
one-particle properties, such as the density of states (DOS) in disordered alloys [127], it
fails to describe the Anderson localization transition. This failure stems from the arithmetic
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average used to define the effective medium, which always favors the metallic state. In the
TMT, the arithmetic average DOS is replaced by the geometric average, or typical, DOS
[92, 128, 129] ρtyp = exp〈ln ρ〉, which vanishes at the localization transition. The impurity
Green function is calculated from the Hilbert transform of ρtyp: G(ω′) =
∫
dω ρtyp(ω)
ω′−ω , and
the host Green function is given by G−1 = G−1 + Σ, where Σ is the impurity self-energy.
Within the TMT, the ferromagnetic phase exists at zero temperature as long as the
effective polarization of the host Green function
meff = |〈ni,↑ − ni,↓〉| =
∣∣∣∣∣−∑
σ
σ
∫ ∞
EF
dω
pi
G ′′σ(ω)
∣∣∣∣∣ (5.2)
remains finite. Here,
G ′′σ = Γ
′′
σ(ω)
(ω − Γ′σ(w))2 + Γ′′σ(ω)2
. (5.3)
Despite the simplicity of this model, it can illustrate the competition between ferromag-
netism and localization. The imaginary part of the host Green function, G ′′σ, is propor-
tional to the imaginary part of the hybridization, Γ′′σ, between the impurity site and the
host, and Γ′′σ goes to zero at the Anderson localization transition [92]. This means that
the polarization vanishes when Γ′′σ(ω) = 0 for ω > EF where EF is the Fermi level. Thus,
even this simple model of DMS can describe the competition between magnetization and
localization.
5.3 Results and Discussion
Fig. 5.1 shows the average density of states (ADOS) calculated from CPA and hybridization
(Γ) from TMT for up (↑) and down (↓) spins at the ferromagnetic phase. Here, the
parameters we use are J = 0.85, V = 0.15 and percentage of dopants x = 0.100. As can
be seen, for these parameters, the IB only develops at one particular spin configuration,
namely, the spin down configuration. This is because the non-magnetic potential suppresses
the development of the IB at the spin up configuration. It is worth mentioning that at this
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Figure 5.1: Average density of state (ADOS) and hybridization (Γ) plots for the following
parameters V = 0.15, J = 0.85, and xc = 0.100. The inset shows the zoomed-in impurity-
band (IB) hybridization (Γ).
point due to an imbalance between the up and down densities of states, the system could
always have a ferromagnetic phase by adjusting the hole filling or the Fermi level to be at
the IB, although the transport properties of the system might change as it goes from the
IB to VB regimes. We also note that at these particular parameters the ADOS displays
the IB-VB crossover, while the hybridization from TMT (zoomed in the inset) indicates
that the system is still in the IB regime. Furthermore, in Fig. 5.2a (zoomed-in on the right
side) we see that Γ evolves rapidly as the doping concentration increases, whereas ADOS
barely changes. Finally, we find that Γ undergoes the IB-VB crossover at x = 0.117. From
this, we can say that although TMT and CPA can produce the IB-VB crossover, the TMT
estimates a higher doping for the IB-VB crossover to occur.
Next, as seen in Figure 5.2b (zoomed-in on the right side) Γ shrinks as we lower the
doping concentration and disappears below x = 0.093. Meanwhile, ADOS again barely
changes. The disappearance of Γ at IB indicates that the system undergoes Anderson’s
localization transition. As the hybridization disappears, the ferromagnetic phase is sup-
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(a) (b)
Figure 5.2: Average density of state (ADOS) and hybridization (Γ) of the down spin for
the same V and J parameters as Figure 5.1 but different values of doping, x. The left
sides show their normal size, whereas the right sides show the zoomed-in version around
the impurity band (IB). (a) The IB-VB crossover transition as we increase x. (b) The
Anderson transition as we change x from low to high value.
pressed since the carriers get trapped and are not able to mediate the interactions between
local spins to form long-range ferromagnetic order.
We can more clearly see this suppression in Fig. 5.3 which shows the effective polariza-
tion (dots) of the IB as a function of the doping (the red line is used as a guide to the eyes.)
The polarization linearly decreases as the doping decreases. Note, however, that the criti-
cal concentration for the insulator-ferromagnetic metal transition is strongly overestimated
when compared with experimental values, as expected from a mean field method.
5.4 Conclusion
To summarize, we have investigated the Anderson localization in DMS systems with a
simple spin-fermion model which was then solved using TMT. We observed the IB-VB
crossover in DMS as found in previous studies [125, 126]. Furthermore, by looking at
the evolution of the hybridization, we also observed the metal-insulator Anderson transi-
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tion which was never previously shown in any theoretical DMS studies. This demonstrates
the power of TMT to reveal Anderson localization in DMS even within only a simple model.
Figure 5.3: The polarization (meff) as a function of the doping concentration (x) (red line
is a guide to the eyes.)
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Chapter 6
First-Principles study of Ta2PdSe6
6.1 Introduction
Magnetoresistance is a phenomenon where the resistivity of a material changes when ex-
posed to an external magnetic field. This phenomenon was first discovered in nickel and
iron by W. Thomson in 1856 [59] when he was studying the effect of a magnetic field
on metals. Since then we know that magnetoresistance occurs naturally in many metals.
Furthermore, the mechanism behind magnetoresistance is not unique. There are several
mechanisms that can cause magnetoresistance in materials. In many normal metals, mag-
netoresistance is caused by the existence of different charge carrier types with each having a
different density and/or effective mass and/or scattering rate. The presence of a magnetic
field will affect each carrier type differently through the Lorentz force causing compensation
to the net current, and thus changing the apparent resistivity. Some other mechanisms are
current transfer through multi-layers materials as in giant magnetoresistance devices [1]
and double-exchange mechanism [60].
Recently, Liu and Mao [61] measured magnetoresistance on a sample of Ta2PdSe6.
Figures 6.1a & b show their experimental results [61]. In Figure 6.1a, the resistivity is
plotted as a function of temperature for different applied magnetic fields. As can be seen,
below certain temperatures the resistivities behave differently for different applied fields,
i.e. clear evidence of magnetoresistance in Ta2PdSe6. Furthermore, to see the size of the
magnetoresistance (MR) Figure 6.1b displaysMR as a function of the magnetic field (over
the resistivity). This figure shows clearly that below 20 K Ta2PdSe6 starts showing mag-
netoresistance that can go up to 26. More interestingly, it also shows that MR is roughly
proportional to H1.6.
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Figure 6.1: Experimental results of Ta2PdSe6 by Liu and Mao [61]. (a) Resistivity (ρ) Vs.
temperature (T ) for different external magnetic fields. (b) Magnetoresistance (MR) Vs.
external magnetic (H) field for different sample temperatures. Note that the dots on the
left corner describe data for 40 K, 60 K and 100 K that show no magnetoresistance.
In this Chapter, we are going to discuss the electronic structure of Ta2PdSe6 based
on first-principles calculations and also describe what may be the mechanism behind the
magnetoresistance of Ta2PdSe6. In order to do that we need the lattice parameters of
Ta2PdSe6 as inputs to the density functional theory (DFT) calculations. However, there
are not many experiments on Ta2PdSe6. Perhaps the earliest study on Ta2PdSe6 was
conducted by Keszler et al. [130]. According to their report Ta2PdSe6 has a monoclinic
structure (see Figure 6.2a) with α = β = 90° and γ = 130° in the C2/m space group. The
corresponding first Brillouin zone (BZ) is visualized in Figure 6.2b where a, Γ, c, and d
are some of its high-symmetry points. The lattice constants p, q, r, respectively are 23.55,
23.05, and 6.38 in Bohrs. These parameters are the ones we used as inputs for our DFT
calculations.
6.2 Methods
We used the DFT method to study the electronic structure of Ta2PdSe6 as implemented
in WIEN2K [76] with a basis set of LAPW (see Section 2.1.4 for details.) We first applied
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Figure 6.2: (a) Crystal structure of Ta2PdSe6 from two different perspectives. Red, yel-
low, and grey balls respectively represent palladium, selenium, and Tantalum. The lattice
parameters p, q, r, respectively, are 23.55, 23.05, and 6.38 in Bohr with α = β = 90°
and γ = 130°. (b) The first Brillouin zone of Ta2PdSe6 where dots represent all the
high-symmetry points. Four high-symmetry points a, Γ, d, and c are chosen for plotting
bandstructure.
the local-density approximation (LDA) potential into the calculation. Later on, to check
the robustness of the result we used the generalized gradient approximation of Perdew-
Burke-Ernzerhof for solids (PBESOL) [68], and modified Becke-Johnson potential (mBJ)
[69]. The last one was used to see if the nature of the band gap changed. As we know LDA
always underestimates the band gap in semiconductors, and thus it may happen that the
nature of a system is mistakenly identified with LDA. If Ta2PdSe6 is a semiconductor, the
use of mBJ will increase the band gap and thus help us reveal the true nature of Ta2PdSe6.
Hence, the result from the mBJ calculation would add more confidence in the results. The
self-consistent calculations were performed with a 14× 14× 4 k-mesh in the first BZ.
Furthermore, due to limited time we did not relax the system to get optimized struc-
ture of the system and did not investigate the low-energy states around the Fermi level
with the downfolding method [82]. These aspects might be used as motivations for future
studies to give a more comprehensive picture of Ta2PdSe6, especially its magnetoresistance
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mechanisms. As will be explained below, charge compensation is not enough to explain
experimental data and thus there might be more than one mechanisms behind Ta2PdSe6
magnetoresistance.
6.3 Results and Discussion
Figure 6.3a shows Ta2PdSe6 bandstructure from the LDA calculation. As can be seen along
the momentum (k)-path there exist two carrier pockets, hole and electron pockets. This
is an indication that Ta2PdSe6 is semimetallic. Furthermore, the semimetallic character of
Ta2PdSe6 can be verified more clearly by its density of states (DOS) which is plotted in
Figure 6.3b. At the Fermi energy (EF = 0 eV), the DOS is very small yet still finite; a sign
of the existence of carrier pockets. The partial DOS of Ta in the inset of Figure 6.3b shows
further that the states at the EF are dominated by Ta-d character.
Figure 6.3: Ta2PdSe6 electronic structure. (a) Bandstructure. A hole pocket can be seen
clearly around Γ and an electron pocket around d. (b) The total and partial density of
states (DOS). The inset shows the partial DOS of Ta and Ta-d around the Fermi energy
(EF = 0).
To get a picture of the pockets in the three-dimensional momentum-space, we plot the
Fermi surface (FS) in the first BZ (Figure 6.4a). As can be seen, two pockets are distant
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in the the space and never cross each other. Moreover, if we extend the plot beyond the
first BZ we can see that Ta2PdSe6 Fermi surface is essentially two-dimensional (2D), and
thus anisotropic. The size of the Fermi surface is also quite sizable which could mean a
semimetallic character against exchange-correlation potentials. We tested the robustness
of the semimetallic character of Ta2PdSe6 by changing the exchange-correlation potentials
to PBESOL and mBJ. The Fermi surface results of those two calculations are shown in
Figure 6.4b and Figure 6.4c, respectively. As we can see the two carrier pockets persist.
The Fermi surface obtained from PBESOL is essentially the same as the one from LDA.
What is different is the size of the small hole pocket around the Γ point which is smaller
in the PBESOL case. However, since its size is much smaller compared to the size of the
entire hole pocket, the difference will not qualitatively change the nature of the system.
Next, we compare the Fermi surface of mBJ and of LDA. We see that although the Fermi
surface shape changes significantly the two pockets persist in the mBJ calculation, and
thus it confirms the robustness of the semimetallic nature of Ta2PdSe6. Furthermore, since
our system is essentially semimetallic, we will henceforth only consider the LDA result for
further analysis.
As implied by the number of pockets in its electronic structures, Ta2PdSe6 has two types
of charge carrier, namely n and p-types (electrons and holes, respectively). To determine the
density of the electrons(holes) we integrate the band-decomposed DOS of the electron(hole)
Figure 6.4: Ta2PdSe6 Fermi surface of (a) LDA, (b) PBESOL, and (c) mBJ calculations.
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pocket from EF to the conduction(valence) band minimum(maximum). From the LDA
calculation, we got exactly the same electron and hole concentrations, n = p = 3.5 ×
1020 cm−3.
Having determined the nature of Ta2PdSe6 and its carrier densities, we now have a very
clear hint of what may become the mechanism behind the magnetoresistance of Ta2PdSe6.
In a two-band model the magnetoresistance (MR) is given by [132]
MR =
σσ′
(
σ
n
+ σ
′
p
)2 (
H
e
)2
(σ + σ′)2 + σ2σ′ 2
(
1
n
− 1
p
)2 (
H
e
)2 , (6.1)
where σ and σ′, respectively, are the conductivity of electrons and holes. Equation (6.1)
further says that when n = p, MR will be exactly linearly proportional to H2. This result
is pretty close to the experimental data (Figure 6.1b) although it is not really accurate.
Based on this result, we, therefore, propose that the charge compensation is the mechanism
responsible for the Ta2PdSe6 magnetoresistance. However, since this mechanism based on
two-band model is not so accurate to the experimental data, we believe there might be
some other mechanisms that drive Ta2PdSe6 magnetoresistance.
6.4 Conclusion
We have calculated the electronic structure of Ta2PdSe6 with the DFT method. According
to our DFT calculations Ta2PdSe6 is a semimetal and its semimetallic nature is robust
against several DFT exchange-correlation potentials. Furthermore, we also found that the
electron and hole densities are equal. This result implies that, following the two-band
model for magnetoresistance, the mechanism to explain the Ta2PdSe6 magnetoresistance
is the charge compensation. However, due to the magnetoresistance dependence on the
magnetic field obtained from the two-band model that is not exactly commensurate to its
experimental counterpart, we suggest that there might be some other mechanisms involved
behind Ta2PdSe6 magnetoresistance.
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Chapter 7
Summary and Outlook
We have investigated several issues on diluted magnetic semiconductors (DMS) and the
magnetoresistive material Ta2PdSe6 by means of first-principles and model Hamiltonian
methods. The first-principles method used in this work is the density-functional theory
with the LAPW basis set as implemented in the WIEN2K package [76], whereas the model
Hamiltonian implemented is a spin-fermion model which is solved within the dynamical
mean-field theory (DMFT) and the typical medium theory (TMT). The investigation is
very critical for further studies in spintronic materials.
In Chapter 4, we have resolved the Mn valence in (Ga,Mn)N. We found the Mn valence
is 2+ but with a non-atomic spin of 4µB, illustrating the inadequacy of ionic valence in an
atomic picture. We then demonstrated the feasibility of multiple pictures to describe the
low-energy physics of (Ga,Mn)N, namely the effective d4 and d5 pictures. The effective d4
picture (naturally with S = 4) is suitable for studying local instabilities and excitations,
whereas the effective d5 picture can be used for future studies of long-range magnetic order,
non-local magnetic correlation, and other transport properties. Our study not only resolves
one of the outstanding key puzzles in the field, but also emphasizes the general need for
multiple effective pictures to describe the rich low-energy physics in many-body systems in
general.
Furthermore, we expect that our d5 model will resolve important issues in (Ga,Mn)N
such as the magnetic ordering and the Anderson localization. We particularly show a few
novel physical effects beyond previous considerations in the field, such as a very huge local
potential that drives Anderson localization in DMS and spin-dependent hopping terms that
determine magnetic exchange and magnetic order in DMS. Moreover, our d5 model can also
be easily implemented for other III-V DMS with different dopants; i.e. for any III-V DMS
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we can derive a similar d5 Hamiltonian with the same first-principles procedures. With
these d5 Hamiltonians we can do a few things to deepen our understanding about III-V
DMS, for instance we can analyze how parameters of the d5 Hamiltonian change as the
host crystal and the dopant change. By doing that we can see which configuration of III-V
semiconductor and dopant provides the best environment for ferromagnetic order. Once
we have determined the Hamiltonian we can step further to solve the Hamiltonian with
man-body techniques. The solution will provide insights into ferromagnetism in III-V DMS
and thus a more general picture of III-V DMS.
As the first step to understanding Anderson localization in DMS, we discuss in Chapter
5 our investigation of this issue using a simple spin-fermion model which was then solved
using TMT. We observed the impurity band-valence band crossover in DMS as found in
previous studies [125, 126]. By looking at the evolution of the hybridization, we also ob-
served the metal-insulator Anderson localization transition which has never previously been
shown in any theoretical DMS studies. Furthermore, the existence of Anderson localization
has suppressed the ferromagnetic order in DMS. Our result agrees with previous studies
[58] that to escape the localization a DMS system should be doped at concentration greater
than a critical value. This demonstrates the power of TMT to reveal Anderson localization
in DMS even with only a simple model.
In the future, the study of Anderson localization in DMS can be much improved using
more sophisticated many-body methods like typical-medium dynamical cluster approxi-
mation (TMDCA) [133]. By using cluster approximations we hope to capture non-local
effects that may contribute to the localization. In addition to the use of more advanced
many-body methods, we can also use more realistic Hamiltonians like our d5 Hamilto-
nian to study Anderson localization. However, as most computational codes of many-body
methods are still incapable of handling multiorbital Hamiltonians, we have to first develop
these computational codes capable of processing multiorbital Hamiltonians. By using more
realistic Hamiltonians we expect that future theoretical studies can explain experimental
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results not only qualitatively but also quantitatively.
Finally, we also reported our study of Ta2PdSe6. This material has been shown exper-
imentally to have a quite large magnetoresistance [61]. By means of the DFT method, we
showed that Ta2PdSe6 is semimetallic with two kinds of carriers with the same density. By
connecting our finding to the two-band model of the magnetoresistance we propose that the
mechanism behind Ta2PdSe6 magnetoresistance is charge compensation. However, since
the result of the Ta2PdSe6 magnetoresistance dependence on magnetic field does not quite
agree with our result, there might be some other mechanisms besides charge compensation
that cannot be captured by present DFT calculations.
Nevertheless, we hope that our study can stimulate more theoretical and experimental
studies of Ta2PdSe6 to better understand its magnetoresistance and mechanisms behind it
and also perhaps to discover its potential applications for spintronics. Particularly, it would
be interesting to include some factors such as geometry optimization and spin-orbit coupling
in DFT calculations of Ta2PdSe6 and to see how these factors modify the present result.
Furthermore, to investigate some other mechanism involved in Ta2PdSe6 magnetoresistance
one may need to consider the downfolding method [81, 82] to get an effective Hamiltonian
that can be used to calculate the carrier densities and magnetoresistance more accurately.
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Appendix A
The Derivation of The Effective d5 Hamilto-
nian of (Ga,Mn)N
The following derivation is to illustrate how “high-energy” degrees of freedom in (Ga,Mn)N
are integrated out while the “low-energy” ones are retained to form the effective low-energy
potentials, i.e. the spin-independent and -dependent potentials. To this end we perform
2nd order perturbation theory on a simple model Hamiltonian consisting of 5 Mn-d orbitals
and 4 N-sp3 orbitals pointing towards the Mn. The resulting coupling constants of this
calculation should, of course, not be taken too literally. Instead, they serve the purpose
of providing the most relevant terms in the low-energy effective Hamiltonian, whose co-
efficients are to be determined from first-principles analysis, as shown in the manuscript.
Figure S1: Model of Mn-t2g orbitals in tetrahedral crystal field of surrounding N atoms
obtained from http://wwwchem.uwimona.edu.jm:1104/courses/CFT_Orbs.html.
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The Hamiltonian is given by:
Hbare =
∑
mm′σ
(
tmm
′
c†mσcm′σ + h.c.
)
+
∑
lσ
εln
d
lσ
+ U
∑
l
ndl↑n
d
l↓ + U
′ ∑
l<l′σσ′
ndlσn
d
l′σ′ − J
∑
l<l′σσ′
d†lσd
†
l′σ′dl′σdlσ′
+
∑
〈m,l〉σ
(
V〈m,l〉c†mσdlσ + h.c.
)
(A.1)
where,
m,m′ : indices of N-sp3 orbitals pointing toward Mn,
l, l′ : indices of Mn-d orbitals,
σ, σ′ : spin indices,
tmm
′
: (≡ t) N-sp3 to N-sp3 hopping parameter for m 6= m′,
tmm
′
: (≡ εm) on-site energy of N-sp3 orbitals for m = m′,
εl : on-site energy of Mn-d orbitals,
U : intra-orbital Coulomb interaction of the Mn-d orbitals,
U ′ : inter-orbital Coulomb interaction of the Mn-d orbitals,
J : Hund’s coupling of Mn-d orbitals,
V〈m,l〉 : hybridization parameter,
c†, c : creation and annihilation operators of N-sp3 electrons,
d†, d : creation and annihilation operators of Mn electrons,
n : c†c,
nd : d†d.
Moreover, due to the size of the Hund’s coupling J we assume that the spin of the eg
electrons is always aligned with one of the t2g electrons. Finally, we specifically deal with
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a system with only one doped hole.
Now consider the Hamiltonian (A.1) when the hybridization is turned off (V〈m,t2g〉 = 0).
In this particular situation we can group all states into two disconnected Hilbert spaces:
low- and high-energy subspaces. The low-energy Hilbert space contains a hole in the N-sp3
orbitals while the Mn-t2g and eg orbitals are half-filled and in the high-spin configuration
(S = 5
2
) with energy Ed5 = 3εm + 5εl +
5!
2!3!
(U ′ − J), where factor 3 comes from the
number of occupied N orbitals around Mn, the factor 5 counts the number of occupied Mn-
d orbitals, and the factor of 10 = 5!/(2! 3!) is the number of Mn-d orbitals pairs. Meanwhile,
the rest of the states are part of the high-energy Hilbert space; in particular the atomic d4
states with a hole localized on the Mn site and energy Ed4 = 4εm + 4εl + 6 (U ′ − J), where
the factor of 6 = 4!/(2! 2!) is the number of Mn-d pairs, belongs to the high-energy sector.
The energy difference between the high- (d4) and low-energy (d5) Hilbert spaces becomes
∆E = Ed4 −Ed5 = εm− εl− 4 (U ′ − J). When the hybridization is turned on (V〈m,t2g〉 6= 0)
the low- and high-energy states are mixed. The task is then to extract the change in the
low-energy Hilbert space due to the hybridization between d4 & d5 degrees of freedom.
The change in the energy of d5 to 2nd order in perturbation theory is given by1
〈β|∆|α〉 = 〈β|Vˆ |α〉 −
∑
µ
〈β|Vˆ |µ〉〈µ|Vˆ |α〉
∆E
, (A.2)
where
|α〉, |β〉 : states in the low-energy d5 Hilbert space,
|µ〉 : states in the high-energy d4 Hilbert space,
Vˆ : the hybridization operator =
∑
mlσ
(
V〈m,t2g〉c
†
mσdlσ + h.c.
)
,
∆E : energy difference between the high- (d4) and low-energy (d5) Hilbert space.
(A.3)
1K. Gottfried and T.-M. Yan, Quantum Mechanics: Fundamentals, 2nd ed., 2003.
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Furthermore, because the hybridization only connects the low-and high-energy terms the
first term in Eq. (A.2) vanishes.
We particularly want to integrate out the atomic d4 states (|µ〉 states) and keep the
effective d5 states (|α〉, |β〉). The d4 states are formed when the hole hops to the Mn-t2g
orbitals whereas the hole is located effectively in the N-sp3 orbitals for the d5 states. If
|mσ,ms〉 denote |α〉 and |β〉; i.e. representing orbital (m), and spin (σ) state of the hole
and the projected spin state of Mn (ms), we can group the different components of the
second term of Eq. (A.2) into four contributions, all of them involving virtual hopping to
Mn-t2g orbitals (virtually forming a d4 state):
(a) low-energy states in which the hole stays in the same N-sp3 orbital without exchanging
its spin with Mn; i.e. 〈β|∆|α〉 =
∑
µ
〈mσ,ms|Vˆ |µ〉〈µ|Vˆ |mσ,ms〉
∆E
,
(b) low-energy states in which the hole stays in the same N-sp3 orbital but exchanges its
spin with Mn; i.e. 〈β|∆|α〉 =
∑
µ
〈mσ′,m′s|Vˆ |µ〉〈µ|Vˆ |mσ,ms〉
∆E
,
(c) low-energy states in which the hole hops from one N-sp3 to another N-sp3 without spin
exchange; i.e.
〈β|∆|α〉 =
∑
µ
〈m′σ,ms|Vˆ |µ〉〈µ|Vˆ |mσ,ms〉
∆E
,
(d) low-energy states in which the hole hops from one N-sp3 to another N-sp3 with spin
exchange; i.e.
〈β|∆|α〉 =
∑
µ
〈m′σ′,m′s|Vˆ |µ〉〈µ|Vˆ |mσ,ms〉
∆E
.
Furthermore, we notice there are three possible Mn-t2g orbitals where the hole can hop
from an initial N-sp3 orbital to form a virtual d4 state (|µ〉). For (a) and (b) these three
possibilities give a factor of 3 to the calculation. However, they only give a factor of 1 for (c)
and (d) due to the opposite sign that some of the hybridization factors have. For instance,
Fig. SS1 shows that the hopping from N1-sp3 to N2-sp3 via dxz will have an opposite sign
of those via dxy and dyz, since the lobes pointing towards N1 and N2 are both positive for
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dxz, while they change sign for dxy and dyz.
〈N1sp3aσ′,m′s|Vˆ |d4xy〉〈d4xy|Vˆ |N2sp3bσ,ms〉 = −〈N1sp3aσ′,m′s|Vˆ |d4xz〉〈d4xz|Vˆ |N2sp3bσ,ms〉
= 〈N1sp3aσ′,m′s|Vˆ |d4yz〉〈d4yz|Vˆ |N2sp3bσ,ms〉,
(A.4)
where |d4ν〉 denotes a particular t2g orbital where the hole virtually hops into.
Next we show that by calculating some elements of
∆ = −
∑
µ
Vˆ |µ〉〈µ|Vˆ
∆E
, (A.5)
we can compactly express ∆ using the second-quantized form:
∆ =
∑
mm′σ
Tmm
′
c˜†mσ c˜m′σ +
∑
mm′
σσ′
Jmm
′
c˜†mστ σσ′ c˜m′σ′ · S + h.c. , (A.6)
Here S, τ σσ′ , and c˜†mσ (c˜mσ) are, respectively, the quantum Mn spin-
5
2
vector located at
the origin, the Pauli matrices, and the creation (annihilation) operator of quasiparticles.
Given the large moment of the Mn spin it can be approximated as being a classical vector
for practical applications. In order to fix the parameters of the effective Hamiltonian in Eq.
(A.6) in terms of the parameters of the bare Hamiltonian, we need to evaluate Eq. (A.5)
for four different pairs of |α〉 and |β〉.
A. To get Tmm and Jmm:
I. |α〉 = |β〉 = |mσ = 1
2
,ms =
5
2
〉:
Since Pauli’s principle does not allow two identical particles with the same spin to
be at the same site, applying Vˆ on |α〉 or |β〉 will result in zero, thus from Eq. (A.5)
we have 〈β|∆|α〉 = 0. Eq. (A.6), on the other hand, gives 〈β|∆|α〉 = Tmm+ 5
2
Jmm.
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II. |α〉 = |β〉 = |mσ = −1
2
,ms =
5
2
〉:
In this case, since the hole in a given N-sp3 orbital has opposite spin to the
ones in Mn-d, applying Vˆ on |α〉 or |β〉 will allow the hole to hop from the N-sp3
orbital to a particular Mn-d orbital and back to the same N-sp3 orbital. These
hopping processes, furthermore, interfere constructively giving rise to a factor of
3. Hence, Eq. (A.5) yields 〈β|∆|α〉 = −3
∣∣∣V〈m,t2g〉∣∣∣2
∆E
. Eq. (A.6), furthermore, gives
〈β|∆|α〉 = Tmm − 5
2
Jmm,
thus, from AI and AII we get Tmm = −3|V〈m,t2g〉|
2
2∆E
and Jmm =
3|V〈m,t2g〉|2
5∆E
.
B. To get Tm6=m′ and Jm 6=m′ (here, for instance, m = sp3N1 and m
′ = sp3N2):
I. |α〉 = |mσ = 1
2
,ms =
5
2
〉, |β〉 = |m′σ = 1
2
,ms =
5
2
〉:
For the same reason as in AI, applying Vˆ on |α〉 or |β〉 will result in zero, thus
from Eq. (A.5) we have 〈β|∆|α〉 = 0. Whereas, Eq. (A.6) gives 〈β|∆|α〉 =
Tm 6=m
′
+ 5
2
Jm 6=m
′ .
II. |α〉 = |mσ = −1
2
,ms =
5
2
〉, |β〉 = |m′σ = −1
2
,ms =
5
2
〉:
Like AII, applying Vˆ on |α〉 or |β〉 will make the hole to hop from a given N-
sp3 orbital to a particular Mn-d orbital but hop back to a different N-sp3 orbital.
However, unlike AII, some hopping processes, interfere destructively giving rise to
a factor of 1 instead of 3. Hence, Eq. (A.5) yields 〈β|∆|α〉 = −
(
V〈m,t2g〉·V〈t2g,m′〉
)
∆E
.
Whereas Eq. (A.6) gives 〈β|∆|α〉 = Tm6=m′ − 5
2
Jm6=m
′
Accordingly, from BI and BII we get Tm6=m′ = −
(
V〈m,t2g〉·V〈t2g,m′〉
)
2∆E
and Jm6=m′ =
(
V〈m,t2g〉·V〈t2g,m′〉
)
5∆E
.
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To summarize we have illustrated the effective low-energy d5 model, specifically, we
show within the 2nd order perturbation theory scheme how the spin-dependent and spin-
independent potentials intuitively emerge by virtually exchanging a hole between the d5
and d4 states.
61
Vita
Ryky Nelson was born and grew up in Jakarta, Indonesia. He completed his undergraduate
studies at University of Indonesia in August 2007, earning a Bachelor of Science in physics.
Currently, he is a candidate for the Ph.D. in physics which will be awarded in December
2015.
62
