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The generation of cortical dynamics in awake mammals is not yet fully understood. 
However, it is known that neurons leverage distinct organizational schemes to 
achieve behavior and cognitive function, and that this precise spatiotemporal 
organization may go awry in illness. In 2003, a form of scale-free synchrony termed 
“neuronal avalanches” was first observed by Beggs & Plenz in cultured cortical tissue 
and later confirmed in rodents, nonhuman primates, and humans. In this dissertation, 
we draw from monkey and rodent studies to demonstrate that neuronal avalanches 
capture key features of neural population activity and constitute a robust and stable 
(e.g. self-organized) indicator of balanced excitation and inhibition in cortical 
networks. We also show for the first time that neuronal avalanches and oscillations 
coexist in frontal cortex of nonhuman primates and identify the avalanche temporal 
  
shape as a biomarker predicated upon critical systems theory. Finally, we present 
progress towards characterizing altered avalanche dynamics in a developmental 
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Chapter 1: Introduction 
There is a need for a qualitative leap in the development of medical interventions for 
brain health. Traditional psychiatric and neurological approaches to diagnosis and 
treatment may limit patient prognosis, especially patients with mental illness (3). 
Although there have been significant advances in neurological treatments, for example 
the development of deep brain stimulation (DBS) to treat Parkinson’s disease (4), this 
progress has not been mirrored in treatment of psychiatric disorders (3). In order to 
innovate methods for restoring and maintaining a full spectrum of brain health, 
fundamental and translational neuroscience fields must join to develop integrated 
frameworks. A candidate integrated framework that will feature prominently in this 
dissertation is critical brain dynamics, which describes scale-free neuronal activity 
cascades in neocortex, the outermost region of the mammalian brain.  
Neocortex tissue has a laminar structure wherein six descending layers serve distinct 
circuit functions. It was observed by Beggs & Plenz in 2003 that neuronal cell 
populations in superficial layer II/III exhibit signatures of self-organized criticality, a 
type of collective behavior characterized by large fluctuations and high complexity. 
This seminal discovery provided the first experimental evidence for neuronal 
avalanches, which are spatiotemporal cascades of action potentials that propagate akin 
to a branching process (5). In cortex, balanced yet non-equilibrium cascades unfold on 
a vast, reticular terrain of excitatory (glutamatergic) and inhibitory (GABAergic) 
synaptic networks. In this highly clustered neural environment (1), information is 
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Here, we produce research characterizing neuronal avalanche dynamics in micro-scale 
(~500 μm2) and meso-scale (~4 mm2) neural populations in superficial layer II/III of 
awake mice and nonhuman primates. We combine avalanche analysis and network-
based approaches to interrogate neural population activity through the lens of critical 
systems theory, revealing how neuronal avalanches unfold in time. We conclude with 
preliminary results from a study on altered cortical dynamics in schizophrenia-model 
mice. Throughout this dissertation, special attention is paid to how avalanche measures 
may become transiently modulated in spontaneous activity or permanently distorted in 
disease. 
Figure 1.1: Illustration of a neuronal neighborhood in cortex. A slightly stylized neighborhood 
of excitatory pyramidal cells shown resting (blue) and spiking (white). Neuronal dendrites branch 
upwards towards superficial layers and axons project downwards to deliver impulses locally or 




1.1 Neuronal signaling in cortical layer II/III  
A single neuron is classically depicted as a spherical soma (the cell “body”) with 
branching dendrites (“ears”) extending upwards and a single axonal process (“voice”) 
extending downwards. Many morphological variations are possible: dendrites may 
cluster around the cell soma, and axons can project locally or to other brain areas. 
Regardless of morphology, the principle feature of a neuron is that it fires action 
potentials, or “spikes”, in which axonal “voices” transmit discrete electrochemical 
impulses to the dendritic “ears” of postsynaptic cells.  
In a typical spike event, dendritic ion channels are pre-synaptically driven to permit 
afflux of positive e.g. sodium ions, which are normally kept at a high chemical gradient 
by ATP-powered Na+/K+ pumps. This inward Na+ migration may raise the capacitance 
across the cell membrane from resting potential (~ -70 mV) to the spiking threshold (~ 
-50 mV), triggering a highly stereotyped kinetic process. Following sufficient 
excitatory postsynaptic potentials (ESPS), somatic voltage-gated channels open and the 
Na+ permeability increases by 500-fold. Sodium ions flood down the electrochemical 
gradient, ‘spiking’ the membrane potential to +30 mV and triggering the release of the 
action potential down the axonal segment. Once an action potential reaches the axon 
terminal, voltage-gated calcium channels open and locally increased [Ca2+]i allows 
neurotransmitter-bearing readily-releasable vesicles (RRVs) to release their contents 
into the synaptic cleft. Signaling molecules then diffuse ~20 nm to cross the cleft and 
bind to postsynaptic transmembrane receptors. Meanwhile, somatic ion channels open 




combined with active ion and proton pumps, returns the membrane potential to resting 
state within ~10 ms.  
Importantly, any single neuron will synaptically release only one type of 
neurotransmitter; however, a broad variety of receptors can cause differential effects 
on the postsynaptic cell. From the viewpoint of systems neuroscience, the most 
important distinction between neuronal cell types is the type of neurotransmitter 
released. This dissertation focuses on two important signaling agents: the excitatory 
neurotransmitter glutamate and the inhibitory transmitter γ-aminobutyric acid 
(GABA).  
1.2 Population dynamics and neuronal oscillations 
When considering the persuasiveness of a single synaptic impulse at influencing 
postsynaptic spike timing, the size of the synapse and its proximity to the base of the 
downstream axonal segment are important factors. Although most synapses are 
established on dendrites, the predominant GABAergic cell type, paravalbumin-
expressing (PV) interneurons, will characteristically synapse directly onto the cell 
soma of downstream pyramidal (PYR) excitatory cells. The proximity of these 
synapses to the axon hillock, where action potentials are generated, can effectively 
“short circuit” even an imminent PYR spike. This strategic location, combined with the 
fast-spiking nature of PV interneurons, makes this cell type particularly persuasive in 
cortical brain dynamics. Indeed, PV interneurons are known to synchronize broad 
excitatory cell populations on a ~2-3 ms time delay in the synergistic perpetuation of a 
30-50 Hz “gamma oscillation”. Via this and similar feedback mechanisms (6), 




different cells types have distinct roles in the propagation of precisely timed spiking 
patterns by neuronal ensembles (7).  
In mammals, there are multiple distinct physiological frequency bands essentially 
conserved across species (8). Spanning 0.5 - 130 Hz, these wave bands and their 
interactions (i.e. phase-amplitude coupling (9)) are associated with different cognitive 
states (i.e. slow delta waves during sleep (10)). In Macaque monkeys, nested theta-
gamma waves may co-occur during ongoing brain activity (11, 12), and beta and 
gamma waves were anti-correlated during an n-back memory task (13). While 
considerable research has been produced on the role of neuronal oscillations in sensory 
processing, behavior, and cognition, their generating mechanisms are to a great extent 
still unknown. 
The coordination of excitatory and inhibitory neurons is central to the temporal 
precision required for healthy brain function, and the intricate synaptic networks 
supporting precise temporal dynamics in the brain evolve throughout life. Certain 
periods during development are associated with pronounced vulnerability, and insults 
to e.g. neonatal brain may result in permanent deformation of cortical circuits. 
1.3 Conceptual dualisms for describing neural synchrony 
At the level of single cells, two simple methods for interpreting neuronal activity are 
rate coding, and alternatively, temporal coding. In a purely rate coding Poisson-spiking 
cell, it is not the precise moment that a cell spikes that matters, but rather how many 




observed in spike-timing dependent plasticity (STDP). Although these two concepts 
stand somewhat at odds, the brain has been shown to leverage both schemes (14).  
Emergent collective behaviors at the population level such as brain waves and neuronal 
avalanches can also be contrasted. In a neuronal oscillation, many cells regularly fire 
in concert within a specific frequency band to form a briefly deterministic activity 
pattern among participating cells (8, 15). This type of synchrony is distinct from 
neuronal avalanche dynamics. During avalanching, cells fire according to a stochastic 
domino-effect and cascades are organized into clusters displaying statistical signatures 
of self-organized criticality (16). In Chapter 3 we will find that large groups of neurons 
can flexibly switch between oscillations and avalanches, maintaining signatures of both 
(17, 18). 
Two prominent frameworks for describing the macroscopic organization of neuronal 
activity are ‘top-down’ and ‘bottom-up’ processes. A top-down approach centers the 
interaction of a subject and the environment in the context of goals and learned rules. 
In this framing, neurons coordinate for the purpose of achieving sensory integration 
and outputting appropriate behavioral actions. From the perspective of bottom-up 
control, brain cells coordinate because they are subject to a variety of spontaneous and 
evoked molecular forces serving to either promote or suppress the emission of action 
potentials. However, the top-down/bottom-up dichotomy has failed to explain some 
phenomena (19), and there is need for a neuroscientific framework capable of 
integrating goal-directed influences with physically salient signals, a framework which 




1.4 Neuronal avalanches and the awake state 
Neuronal avalanches were first discovered in cascades of cortical activity in 
organotypically cultured in vitro preparations (5). In the following years, avalanche 
dynamics were confirmed in anesthetized rodents (2, 16, 20) and cats (21), and in 
awake rodents (22) and nonhuman primates (2, 23). In humans, avalanches have been 
observed in many conditions including the awake state (24-26), anesthesia (27), and 
illness (28-31).  
Critical brain dynamics can be conceptualized on the following heuristic level: if the 
canonical definition of healthy cortical activity is critical dynamics, then the subcritical 
absorbing state (32) might be considered analogous to a coma, while supercritical 
cortical activity has been associated with the epileptic regime (28) (but see (33) for 
discussion of subcritical or near-critical dynamics as the healthy resting state of the 
brain). The current body of literature indicates that neural dynamics are transiently 
moved away from avalanche structure into other types of synchrony during evoked 
activity and behavior(13), then return to avalanching afterwards (23). We may therefore 
infer that the structure of spontaneous brain activity in healthy mammals is described 
by avalanches unfolding at or in close proximity to a phase transition. 
1.5 Quantifying neuronal avalanches 
There are certain common expressions for quantifying bursting events in critical 
systems. The magnitude or size, S, of an avalanche is defined as the number of 
activations occurring over the course of a single cascade, and the size probability 




𝑃𝑃(𝑆𝑆) =  𝑆𝑆−𝛼𝛼.         (1.1) 
The avalanche duration distribution follows the power law, 
𝑃𝑃(𝐿𝐿) =  𝐿𝐿−𝛽𝛽,          (1.2) 
where the lifetime L is equal to the total duration T of a cascade divided by the temporal 
resolution Δt, such that L = T/Δt. The time bin width Δt is empirically provided by the 
sampling frequency, the frame rate, or the average inter-event-interval <IEI> (34). 
The mean-size-per-duration distribution is described by yet another power law, 
〈𝑆𝑆〉(𝐿𝐿) =  𝐿𝐿
1
𝜎𝜎𝜎𝜎𝜎𝜎 ,         (1.3) 
where the critical exponent 1
𝜎𝜎𝜎𝜎𝜎𝜎
 captures how cascade magnitude scales with the 
temporal length of the burst of neural activations. We also find that the precise profile 
of activations over the course of a cascade, 𝑠𝑠(𝑡𝑡, 𝐿𝐿), is an interesting measure. Critical 
systems theory predicts that avalanche shapes are scale-invariant and thus obey the 
shape collapse function, 
〈𝑠𝑠〉(𝑡𝑡, 𝐿𝐿) =  𝐿𝐿1− 
1
𝜎𝜎𝜎𝜎𝜎𝜎  ∗  ℱ �𝑡𝑡
𝐿𝐿
� .       
 (1.4) 
ℱ represents the characteristic burst shape in time, the average of which is expected to 
be an inverted parabola (35). 
This final expression is derived from renormalization group theory, developed in part 
by Wilson (36) and Fisher (37). Renormalization is the process of “collapsing” 




behavior is scale-invariant then the mathematical description of the dynamics is known 
as the universality class. For neuronal avalanches, the universality class is thought to 
be directed percolation. In high dimensional (≥ 4D) systems such as the brain, this 
universality class is associated with the following critical exponent values: α = 3/2, β 
= 2, and 1
𝜎𝜎𝜎𝜎𝜎𝜎
 = 2  (38). Furthermore, critical systems theory predicts certain critical 




 . This relation and the above predictions 
(Equations 1 - 4) can be tested independently and against each other in both simulated 
and real brain. 
1.6 Modeling critical brain dynamics 
In the interest of developing a robust theoretical framework, as well as sparing 
unnecessary animal research, it is useful to study avalanching neuronal networks in 
silico. Critical phenomena in extended systems have classically been studied in 
physical and geophysical models such as the critical branching model (39), the Bak-
Tang-Wiesenfeld sandpile model (17), and the Ising model of ferromagnetism (40). 
Early descriptions of propagating neuronal activity as a critical branching process were 
explicitly published by Per Bak (41), and were complemented and further elaborated 
on by a series of model studies (42-45). In these models, the critical branching 
parameter, σ, defined as the average ratio of the number of descendants to ancestors 
within a cascade, captures the balance between stable propagation (σ=1), explosive 
activity (σ>1), and signal die-out (σ<1). The first experimental demonstration of 
cortical activity propagating in the form of a critical branching process, giving rise to 




dynamical and biophysical models have produced increasingly realistic neuronal 
avalanche dynamics. These include the Human Brain Project’s large-scale biophysical 
model (46), the Landau-Ginzburg model (32), and the critical oscillator (CROS) model 
(47). 
For empirical scientists, it is important to fit a robust statistical model to the distribution 
of real data (48) and thus refine the generation of simulated data with similar statistical 
qualities as measurements made in vivo or in vitro. With regard to the generalizability 
of neuronal avalanche research, we note that neuronal interactions determine the 
dynamics and universality class, not the features of individual cells. The broad range 
of avalanching systems found in nature suggests the possible utility of neuronal 
avalanche theory for research in other fields such as neuromorphic engineering and 
brain-computer interface development. 
1.7 Neurological and mental health applications 
When considering the many levels of neuronal dynamics, it is important to note that 
malfunction on any level may percolate to other scales, causing dynamical and/or 
structural maladaptations. In part, this intricacy represents an obstacle; disentangling 
the effects of some initial source of dysfunction is especially challenging in recurrent 
systems. However, such a broad spatiotemporal character may also afford many 
potential angles from which to probe the nature of a pathology, resulting in a richer 
description of healthy function and mechanisms of illness.  
A new neuroscientific framework which captures the brain’s complexity and chimeric 




states) could be advantageous for translational research. Neuronal avalanche research 
may provide additional and complementary measures of the effects of established 
pharmacological treatments which are not completely characterized in their 
mechanisms of action or full breadth of effect. Further, avalanche measures hold 
notable potential as new biomarkers with diagnostic and prognostic value; in Chapter 
3, we present avalanche shape trends as a candidate biomarker.  
New dynamical biomarkers may have considerable import for the science of mental 
health. For example, it is known that gamma waves are reduced in amplitude and 
coherence in the brains of people with schizophrenia (49). By identifying simultaneous 
changes in avalanche organization, it may be possible i) to implicate specific cell types 
or dynamical states as the source of pathology, and ii) to identify how those circuit 
components are rescued in treatment. A second example is the connection between 
epilepsy (29) and sleep deprivation (24, 28). Recent research on critical slowing down 
in the cortex of epileptic patients (50) has revealed that the loss of sleep-facilitated 
neuronal network normalization can render an already trending-towards-supercritical 
brain even more susceptible to system-wide events e.g. seizures (51). Other 
pathological conditions where neuronal avalanches have been investigated include 
premature (30) and hypoxic birth (31).  
1.8 Dissertation outline 
In this dissertation, we experimentally explore the applicability of critical systems 
theory to neural dynamics in cortex of monkeys and mice with implications for human 
neuroscience. Leveraging electrophysiology, calcium imaging and optogenetics, as 




observations that superficial cortex operates close to a critical state in a stable manner 
over days and weeks, and, importantly, we find that testing the scale-invariance of 
avalanche temporal shape reveals the precise structure of spontaneous neuronal 
oscillations across timescales. We also investigate whether brain disease can be 
characterized by aberrant excitation/inhibition balance and disorganized population 
synchrony, following up on a recent study in a rodent model of schizophrenia which 
found that population bursting showed deviations from critical dynamics (20). 
Ultimately, the results of this dissertation suggest that critical systems theory is likely 
to offer valuable improvements to traditional neuroscientific practice. 
 
In Chapter 2, cortical network structure and dynamics in vivo are investigated over long 
timescales e.g. many weeks. We establish that local field potentials in awake nonhuman 
primates display avalanche dynamics in a stable manner over up to 73 days despite 
fluctuating individual pairwise electrode correlations. We also implement a 
Normalized Count network reconstruction to remove the influence of common input 
and confirm previous findings of an integrative, clustered functional network upon 
which neuronal avalanches unfold.  
 
In Chapter 3, we build upon the Chapter 2 finding of stability of critical brain dynamics 
over time, leveraging our full nonhuman primate data volume to attain precise statistics 
on even large and rare cascades. Testing predictions from critical systems theory (35) 




renormalization shape collapse function to determine whether avalanches in vivo 
display scale-invariant profiles at timescales impacted by spontaneous oscillatory 
bursts.  
 
In Chapter 4, we present preliminary data towards detecting aberrant avalanche and 
network dynamics in a developmental mouse model for schizophrenia. This study, 
motivated by a need to identify the role of cell-type specific cortical circuit components 
in maintaining healthy brain activity, investigates the contribution of PV, SST, and VIP 
interneurons to coordination and synchrony among excitatory principle cells. By 
combining behavioral assays of episodic memory with multi-photon calcium imaging 
and optogenetic stimulation in PV-, SST-, and VIP-Cre transgenic mouse lines, we 
present initial findings pointing to impaired episodic memory and deviations from 
criticality in neuronal activity of PCP-treated mice. The eventual goal of this work is 
to characterize the breakdown of precisely coordinated activity in cortical layer II/III, 









Chapter 2: Stable avalanche dynamics and integrative network 
properties in nonhuman primates 
 
This Chapter is adapted from research in preparation for submission. Nonhuman 
primate data was collected by Dr. Shan Yu. 
 
The brain must balance stability over time with the need for flexibility and learning. 
Much research has focused on understanding how individual synapses and circuits 
change and evolve during cortical activity, yet little is known about which network and 
dynamical properties are preserved as required for stable functioning. In this Chapter, 
we specifically study “friendship networks” (characterized by high neighborhood 
overlap between strongly connected nodes), which have been observed in the 
functional connectivities of many complex networks including cortex. We identify 
several stable global network and activity characteristics in awake Macaque monkeys. 
These network properties were observed alongside robust avalanche dynamics despite 
fluctuating functional connections between cortical sites, suggesting that ongoing 
synaptic and functional reorganization preserves the connectivity balance and 
maintains avalanche dynamics. 
2.1  Introduction 
Neuronal networks must function robustly and reliably even while their internal 
configurations change to flexibly adapt to e.g. environmental challenges. Such changes 
in internal configurations are typically found at the synaptic level, i.e. individual 




composition. Research in invertebrates has established that those changes can often be 
profound yet maintain essential network dynamics, such as oscillations for digestive 
functioning (53). For mammals, and in particular within the cerebral cortex, this 
balance between stability and flexibility has been largely addressed in the context of 
neuronal spiking activity (for review see e.g. (54)), where it was found that activity 
remains heterogenous across the population and over time despite functional changes 
e.g. with respect to sensory tuning cures. The dynamical state that might give rise to 
such stable heterogeneity, however, is much less understood, nor is it known the extent 
to which configurational changes networks might be allowed while maintaining such 
heterogeneity. 
Heterogeneous activity in the form of neuronal avalanches has been the hallmark of 
ongoing (5, 22) and evoked brain activity (23, 55) in superficial layers of the cerebral 
cortex. Avalanches reflect spatiotemporal clusters of activity that exhibit power law 
distributions in cluster size and duration (22, 28) supporting the idea that the cortex 
operates close to a critical state (56-60). The scale-invariant hallmark of avalanches has 
been found to capture ongoing pyramidal neuron group activity in vivo at the 
microcircuit scale (22, 61) as well as neuronal activity in nonhuman primates at the 
mesoscopic level, i.e. the local field potential (LFP) (2, 16, 23, 55, 62). In human, 
similarly macroscopic activity was measured in electroencephalography (EEG; (24)), 
magnetoencephalography (MEG; (25)), and functional magnetic resonance imaging 
(fMRI; (63, 64)). While in vitro studies demonstrated the emergence of neuronal 
avalanches early during development when superficial layers develop (65, 66), the 




been quantified. Furthermore, avalanche dynamics have been found to exhibit a 
functional connectivity that is small-world, specifically with an integrative “friendship” 
organization, wherein nodes with strong connections are likely to have many common 
neighbors (1, 67).  
Here we examine the stability of neuronal avalanches and the underlying functional 
connectivity over many weeks in the brain of nonhuman primates. We quantify the 
power law distributions of avalanche dynamics and the entropy of the mixing of link 
distributions over time for both pairwise correlation networks and directed causal 
networks. We find that neuronal avalanche markers as well as functional connectivity 
in both prefrontal and premotor cortex of monkeys are highly stable over many weeks.  
2.2  Methods 
2.2.1  Animal procedures 
All animal procedures were conducted in accordance with NIH guidelines and were 
approved by the Animal Care and User Committee of the National Institute of Mental 
Health (NIMH; Protocol LSN-11). Three adult nonhuman primates (NHP; Macaca 
mulatta; 1 male, 2 females; 7–8 years old) received two chronic implantations of high-
density 96-microelectrode arrays (Blackrock Microsystems; 4×4 mm2; 400 µm 
interelectrode distance; 10×10 grid with corner grounds). To direct recordings towards 
superficial cortical layer II/III, electrode shanks of 0.6 mm length were used in 
prefrontal cortex (PF; n = 4), and shanks of 1 mm length were used for premotor cortex 




chair with no behavioral task given. Portions of this dataset have been analyzed 
previously (2, 24, 60).  
2.2.2  Local field potential recordings in awake monkeys 
Simultaneous and continuous extracellular recordings were obtained for 12 – 60 min 
per recording session (2 kHz sampling frequency), band-pass filtered between 1 – 100 
Hz (6th-order Butterworth filter) to obtain the local field potential (LFP), and notch-
filtered (60 Hz) to remove line noise. About 2 ± 1% of time periods were removed 
from functional electrodes due to artifacts introduced by e.g. vocalization, chewing, 
sudden movements. These artifacts were identified by threshold crossing (SD > 7) 
and excised (± 0.25 s). Arrays on average contained 86 ± 8 functional electrodes that 
exhibited 64 ± 50 µV of spontaneous LFP fluctuations (SD). Channels which had 
been removed from any recording were discounted for all recordings. Electrode LFPs 
were z-transformed and recording sessions for each array were analyzed individually. 
The current study represents a combined 26 hr of ongoing cortical LFP activity. 
2.2.3  Avalanche definition 
For each electrode in the array, absolute peak amplitudes and times of negative LFP 
(nLFP) threshold crossings (–2 s.d.) were extracted at the temporal resolution Δt (set 
to the average inter-event interval, <IEI> = ~3 ms) and combined into a matrix, i.e. 
raster, with rows representing electrodes and columns representing time steps. Based 
on a population time vector, obtained by summing nLFPs in the raster for each time 
step, avalanches were defined as spatiotemporal continuous activity on the array 




defined as the number of nLFPs participating. Scale invariance of S was visualized by 
plotting probability distributions P(S) in double-log coordinates.  
2.2.4  Avalanche statistical tests and slope estimates 
The maximum log-likelihood ratio (LLR) was calculated to test potential power law 
distributions against the alternatives of exponential or log-normal distribution models 
(16, 48). Slope estimations were based on the linear regression of log converted data 
excluding lower and higher cut-off regions. To determine α, we used the range of S = 
1 to 40, which excludes the distribution cut-off close to the total number of functional 
electrodes on the array (n = >70).  
2.2.5  Normalized Count network reconstruction 
To remove the influence of shared input to electrodes on the array which inflates the 
Pearson’s pairwise correlation, we conducted a network reconstruction. This 
nonparametric method, called the Normalized Count (NC) approach, began by setting 
uniform prior link probabilities, then finding the posterior probabilities for all nodes na 
which were active in the preceding time bin ∆t. The time bin width was set to the 
average inter-event interval <IEI>, ~3 ms. Pairwise shuffling was implemented to 
account for noise. Advantages of NC approach over comparable methods, such as 
Iterated Bayesian or Single Source methods, have been enumerated in (68) and include 
superior computational efficiency and accuracy of reconstruction in the presence of 
noise, which are important considerations for analysis of large LFP time series 




2.2.6  Network analysis 
Network analysis was conducted for each recording session individually. Pairwise 
correlation networks were pruned before clustering analysis and diagonal elements 
were removed. Rather than applying a strict minimum R threshold for pruning, which 
would leave our analysis vulnerable to inter-subject differences in electrode 
impedances, etc., we instead sequentially removed weakest links in 0.01 increments 
until a predefined sparsity of 40% was achieved. Weight bins were divided into 
deciles and quintiles for ease of visualization (Fig. 2.4, 2.5).  
The clustering coefficient CLij was defined as the ratio of common neighbors to all 
neighbors. In an integrative network, there is a positive correlation RCL between 
clustering CLij and weight wij such that strongly connected nodes are likely to share 
many common neighbors. Link-pruning analysis of excess clustering ΔC was 
controlled via degree sequence preserved randomization (DSPR) (1).  
2.2.7  Network link mixing and entropy analysis 
Fluctuations in link weights varied with time in both pairwise correlation and directed 
causal networks (Fig. 2.4). To visualize fluctuations in link strengths, links were 
grouped into quintiles and dispersion over days was shown as increasing overlap 
between colored-shaded areas. To determine whether link fluctuations were 
cumulative, we calculated the entropy of the distributions over successive recordings. 
Because all successive distributions were measured relative to Day 1, entropy measures 




2.3  Results 
Chronically implanted high-density microelectrode arrays were used to monitor 
ongoing local field potential activity (LFP; 1 – 100 Hz) in premotor (PM, n = 2 arrays) 
and prefrontal cortex (PF, n = 4 arrays) of three nonhuman primates (Macaca mulatta; 
K, V, N) sitting in a monkey chair. The animals were awake during the recording 
sessions but were not given any specific stimulus or task. About 4 ± 2 hr of activity 
were analyzed during 9 ± 7 recording sessions over the course of 5 ± 4 weeks (85 ± 8 
electrodes/array).  
2.3.1  Stability of average pairwise correlation over many weeks in prefrontal and 
premotor cortex  
We began by describing local field potential fluctuations (LFP, 1-100 Hz, Fig. 2.1A). 
We found 1/f scaling, a signature of temporal correlations, in the power frequency plot 
which also displayed oscillatory signatures characteristic of resting-state dynamics 
(Fig. 2.1B). We characterized array activity in terms of pairwise correlations and their 
distributions (Fig. 2.1C, D) and noted that the average correlation strength varied across 
arrays but was consistent over time within arrays (Fig. 2.1E, F). 
2.3.2  Stability of the power law in avalanche sizes over many weeks 
We next explored the distribution of neuronal avalanches, which reflect a critical 
balance between excitatory and inhibitory forces in the brain. Local array events were 
defined as sustained negative deflections in the LFP at each electrode (Fig. 2.2A). LFP 





Figure 2.1: Pairwise and higher order correlations are stable over weeks in cortical layer 
II/III populations of NHP.  A, In superficial cortex of nonhuman primate (NHP), two example 
electrode local field potential (LFP) traces (black, red) exhibit complex behavior, in this case 
transient global synchrony followed by a period of independent fluctuations. B, Power 
spectrum density (PSD) of the LFP with 1/f slope of -1 indicating the presence of broad 
temporal correlations (color coded, average of single electrode PSDs; broken line: 1/f). C, D, 
Normalized histogram of pairwise correlations between all functioning channels for each 
recording day (color bar) in two subjects (left: prefrontal recording in NHP K; right: premotor 
recordings in NHP N). E, F, The array-averaged correlation strength was stable over weeks in 


























































Figure 2.2: Signatures of neuronal avalanche dynamics are stable over weeks in cortical 
layer II/III populations of nonhuman primate. A, Ongoing single electrode LFP with 
negative threshold crossing (2SD; broken line) defines nLFP times and peaks (asterisks). B, 
Concatenating successive time bins with at least 1 nLFP defines nLFP clusters of size 14, 1, 
and 3 (gray) on a 32-electrode subsection of the array. C, D, Power law in nLFP cluster sizes 
identifies avalanche dynamics for all recordings in two subjects (Δt = ⟨IEI⟩). Broken line: power 
law with slope -3/2 Color bar: Recording day. Size distributions remain power laws for all 
days (LLR values > 0 significant; vs. exponential distribution. E, F, Stability in slope α as a 
function of time (color coded). 
 
which range from size 1 to system size, exhibited power laws demonstrating the 
presence of neuronal avalanches in all subjects, in both cortical areas, and on all 
recording days (Fig. 2.2C, D). Log-likelihood tests confirmed that for all recordings 
analyzed, avalanche size distributions were better fit by a truncated power law than an 


















































power law was associated with a consistent critical exponent α in line with theory (38) 
(Fig. 2.2E,F). 
2.3.3  Stability of integrative global network properties and stable entropy mixing 
over many weeks 
Next, we reconstructed functional networks using the Normalized Count method in 
order to reduce the influence of common input (Fig. 2.3). We found that functional 
network link strengths derived by this method distributed as an exponential over more 
than 3 orders of magnitude in link strength for a ~80 node network for all days (two 
subjects, Fig. 2.3A, B) and subjects (Fig. 2.3C, D). 
In an integrative network, there is a positive correlation RCL between CLij and wij such 
that strongly connected nodes are likely to share many common neighbors. Results of 
link-pruning analysis of excess clustering ΔC calculated via degree sequence preserved 
randomization (DSPR) (1) are shown in Figure 2.4. In cortical LFP networks, the 
clustering of common neighbors was high, and the clustering effect increased with link 
weight (Fig. 2.4A, B). Therefore, the correlation between excess clustering and link 
strength RCL was found to be strongly positive and stable over time (Fig. 2.4C, D). 
Pruning of weak links had negligible effect on the network structure as evidenced by a 
linear trend in the excess clustering until the vast majority (80-90%, Fig. 2.4E, solid 
lines) of the links were removed. In contrast, top-pruning (dotted lines) resulted in an 
immediate decrease in clustering in a manner characteristic of integrative networks. 
This result was found consistently in all recordings for all subjects. The integrative 
clustering motif was robust to weak-link-pruning, whereas the clustering ‘backbone’ 





Figure 2.3: Reconstructed link strength on the electrode array network consistently 
distributes as an exponential. In prefrontal (A, K-PF1) and premotor (Nom-PM, B) cortex of 
nonhuman primates, the Normalized Count reconstruction extracted directed link strengths 
from the MEA network that distributed exponentially on all recording days (color bar; all 
days). C, D, Normalized probability distribution trends were consistent across areas and 
subjects (color code; NHP-area). 
 
robustness to weak-link pruning, M, was larger than zero and was positively correlated 
with RCL as described previously for ongoing activity in nonhuman primates (1). 
In an extension of Figure 2.1C, D and Figure 2.3C, D, we show that pairwise 
correlations assigned to strength quintiles (Fig. 2.5A, B) showed mixing as increasing 
overlap between colored-shaded areas between Day 1 and the second recording, yet 
























































Figure 2.4: Link-clustering analysis reveals that integrative global network properties 
are stable over time. Clustering increased with link strength in all prefrontal (A) and 
premotor (B) cortical arrays (color coded; NHP-area). C, D, Analysis of cortical networks 
showed strongly positive RCL over all recording sessions for up to 73 days. E, F, Link-
pruning analysis of excess clustering ΔC calculated via degree sequence preserved 
randomization (DSPR) (1) showed that the integrative clustering motif was robust to weak-
link-pruning (solid lines; error bars denote mean ± SD over all recordings for an array), 
while the clustering ‘backbone’ of the network quickly degraded when strong links were 
pruned first (dotted lines; reverse weight rank on the lower axis; color coded). 




































































Figure 2.5: Network link weight fluctuation over days does not fundamentally alter 
weight distributions. A, Pairwise correlations assigned to strength quintiles (blue fill; 
weakest quintile; red fill; strongest quintile) for one sample prefrontal array (Ker-PF1, left) 
and one premotor array (Nom-PM, right) show fluctuation-driven dispersion over days as 
increased overlap between colored-shaded areas. B, Normalized Count (NC) reconstructed 
network link weights reveal the same trend. C, D, Both pairwise correlation (C) and NC 
reconstructed (D) networks show a trend of stability in the entropy of mixing across arrays 
and subjects (color code: NHP-area). 
 
2.5C, D). Normalized Count reconstructed network link weights revealed the same 
trend, and both pairwise correlation and NC reconstructed networks show a trend of 
stability in the entropy of mixing across arrays and subjects over days and weeks. This 
implies that although link weights fluctuated, they did not usually escape their weight 
rank, and fluctuations averaged to net zero as evidenced by a stable envelope of the 
distribution over all quintiles (c.f. Fig. 2.1C, D, Fig. 2.3C, D). 
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2.4  Discussion 
Our results demonstrate that cortical networks conform to a small-world, integrative 
clustering motif upon which neuronal avalanche dynamics are stable over weeks. 
Measurements were made with two 10x10 microelectrode arrays implanted in premotor 
and prefrontal cortical areas for a total of 6 data sets across 3 nonhuman primate 
subjects. Neuronal avalanche analysis consistently produced power law distributions 
in avalanche sizes, and clustering analysis of pairwise correlations and reconstructed 
networks established that functional networks were strongly integrative (RCL > 0) for 
all subjects and all arrays. Our findings are in line with previous research on network 
organization in cortex, including previous applications of the Normalized Count 
approach to neural populations (1). The stability of neuronal avalanches, link strength 
averages and distributions, and integrative network topology were demonstrated over 
time for both pairwise correlations and reconstructed causal networks. 
Correlation-based network approaches are known to introduce spurious links and 
inflated correlations strengths due to common drive. The Normalized Count (NC) 
reconstruction of the underlying causal network provides an efficient approach for 
analyzing long time series from small and large networks and is effective at removing 
correlations from common input (68). Applications of the NC approach have indicated 
that integrative and small-world network organization is present in both in vitro (68) 
and in vivo (1). Note that empirically, the NC algorithm is capable of up to 5 orders of 
magnitude (at least regarding node initiation frequency), and with different LFP 
threshold, filter bounds, etc., more orders of magnitude might be achieved which would 




Our analysis of weight bands demonstrated that individual link strengths do not show 
any particular trend over time. The entropy analysis showed dispersion of link weights 
for each band within a short period of time after initial experimental recordings and 
was stable thereafter. The initial dispersion might be attributed to the initialization of 
our measure but could also reflect instabilities during an early period of recovery from 
MEA-implantation surgery.  
In conclusion, we found that although the specific synaptic terrain of the cortex is 
dynamic, macroscopic network properties and emergent population dynamics are 
robustly observed over days and weeks. We suggest that balanced changes in functional 
connectivity do not affect information transmission properties associated with 
avalanche dynamics, and that ongoing variation in precise link structure is constrained 
by the homeostatic maintenance of global integrative network properties. This work 
has implications for studies of network properties of the brain in e.g. autism and other 





Chapter 3: Neuronal avalanche shapes reveal nested θ/γ-wave 
structure in resting monkeys 
This Chapter is adapted from an article in peer-review. Nonhuman primate data was 
collected by Dr. Shan Yu. 
 
The most common framework for understanding the temporal organization of brain 
activity is oscillations, or “brain waves”. In oscillations, distinct physiological 
frequencies emerge at well-defined temporal scales, dividing brain activity into time 
segments underlying cortex function. In this chapter we identify a fundamentally 
different temporal parsing of activity in cortex. Activity cascades are found in many 
complex systems. In the cortex, they arise in the form of neuronal avalanches which 
capture ongoing and evoked neuronal activities at many scales. The scale-invariant 
nature of avalanches suggests that the brain is in a critical state, yet predictions from 
critical theory on the temporal unfolding of avalanches have yet to be confirmed 
experimentally. In awake Macaque monkeys, we demonstrate the motif of an inverted 
parabola that governs the temporal unfolding of neuronal avalanches spanning up to 
hundreds of milliseconds. This symmetrical motif is scale-invariant, that is, it is not 
tied to time segments, and it exhibits a scaling exponent χ close to 2 in line with 
prediction from theory of critical systems, distinguishing generational models of 
neuronal avalanches from non-biological approaches. γ–oscillations transiently modify 
this parabola thereby providing a temporal segmentation to inherently scale-invariant, 
critical dynamics. Our results identify the co-existence of two principles of temporal 
organization in the brain, avalanches and oscillations, predictive of normal and 




3.1  Introduction 
Cascades are found in many complex systems. The spreading of information in social 
media (69), the tracking of infections during epidemics (70), and the propagation of 
neuronal activity in the brain (5) are prominent examples of how cascades and cascade 
failures (13, 71-73) provide insight into system function. In the brain, cascading activity 
has been identified in the form of neuronal avalanches by the presence of power laws 
in the distributions of cascade size and duration (5, 62). The scale-invariant nature of 
neuronal avalanches describes the firing of nerve cells (22, 74) and, at larger scales, 
captures neuronal population dynamics in zebrafish (75), nonhuman primates (23, 55, 
62), and humans (25, 28, 29, 63, 76, 77). This supports the idea that the brain might 
operate close to a critical state (78-81) where numerous aspects of information 
processing are optimized (29, 56-60, 82, 83). Yet, avalanche size and duration statistics 
do not provide insight into the process of cascading itself. This process can be more 
rigorously assessed by studying the temporal profile of avalanches, that is, how 
avalanches initiate locally, expand, and shrink in the brain as they evolve in time.  
Theory (35, 84-86) predicts that cascade profiles follow an inverted parabola in critical 
systems, but it is currently not known whether such a unique avalanche profile guides 
brain activity. Variable and asymmetric profiles have been reported for neuronal 
cultures (87, 88) and profiles seem to depend on avalanche duration in humans (29). 
Identifying the correct profile of neuronal avalanches should be of particular 
importance given recent findings that profiles predict recovery from brain insults (30, 





A second prediction from critical systems theory is that the avalanche parabola can be 
collapsed over many avalanche durations with a scaling exponent χ (note that this is 
not the susceptibility χ, but instead the critical scaling exponent also called 1/συz) 
larger than 1.5 (35, 84-86). Robust collapses, though, require a large amount of data to 
include long avalanches, which are rare. Equally challenging are recent reports that χ 
ranges between 1 – 1. 5 for rodent tissue in vitro (87, 88) and in vivo (61) as well as in 
human MEG (29), suggestive of non-critical dynamics (90). Scaling collapse was 
recently found for χ ≅ 2 in zebrafish whole brain activity (75), yet it is unknown 
whether this is the case in mammalian cortex. In the mammalian brain, profile estimates 
are in fact further challenged by the presence of prominent brain oscillations, such as 
gamma activity (γ; ~30 – 100 Hz) (8, 92, 93). Such oscillations establish temporal 
scales for neuronal dynamics that seem counterintuitive to a scale-invariant avalanche 
profile.  
Here we reliably identify avalanche profiles at several temporal resolutions, 1- 30 ms, 
using long-term recordings from awake nonhuman primates with high-density 
microelectrode arrays. By overcoming statistical and oscillation-induced constraints in 
profile collapse, we show that neuronal avalanches exhibit the profile of an inverted 
parabola with a scaling exponent χ ≅ 2 as predicted for critical dynamics. Our findings 
suggest a novel scale-invariant temporal motif that governs neuronal activity in cortex 




3.2  Methods 
3.2.1   Animal procedure 
All animal procedures were conducted in accordance with NIH guidelines and were 
approved by the Animal Care and User Committee of the National Institute of Mental 
Health (Protocol LSN-11). Three adult nonhuman primates (Macaca mulatta; 1 male, 
2 females; 7–8 years old) received two chronic implantations of high-density 96-
microelectrode arrays (Blackrock Microsystems; 4×4 mm2; 400 µm interelectrode 
distance; 10×10 grid with corner grounds). To direct recordings towards superficial 
cortical layer II/III, electrode shanks of 0.6 mm length were used in prefrontal cortex 
(PFC; n = 4), and shanks of 1 mm length where used for premotor cortex (PM; n = 2). 
During recording sessions monkeys sat head-fixed and alert in a monkey chair with no 
behavioral task given. Portions of this dataset have been analyzed previously (2, 60).  
3.2.2   Electrophysiological recordings and preprocessing 
Simultaneous and continuous extracellular recordings were obtained for 12 – 60 min 
per recording session (2 kHz sampling frequency), filtered between 1 – 100 Hz (6th-
order Butterworth filter) to obtain the LFP, and notch-filtered (60 Hz) to reduce line 
noise. About 7 ± 3% of time periods were removed from functional electrodes due to 
artifacts introduced by e.g. vocalization, chewing, sudden movements. These artifacts 
were identified by threshold crossing (SD > 7) and excised (± 0.25 s). Arrays on 
average contained 85 ± 8 functional electrodes that exhibited 64 ± 50 µV of 
spontaneous LFP fluctuations (SD). Electrode LFPs were z-transformed and recording 
sessions for each array were combined for further analysis. The current study represents 






















V-PF  167  6  2  91  2.5  25  
V-PM  208  7  2  91  5.3  35  
N-PF  135  7  8  89  9.9  35  
N-PM  122  4  6  71  6.0  35  
K-PF1  562  19  11  81  7.0  140  
K-PF2  118  4  1  91  9.2  115  
avg ± STD  219 ± 171  6 ± 6  8 ± 4  85 ± 8  7 ± 3  64 ± 50  
 
Table 3.1: Summary of nonhuman primate LFP recordings analyzed in the current study. 
Recording Time: Total duration of recordings concatenated over multiple recording sessions 
separated by up to several days. Recording Sessions: Number of resting-state recording 
sessions. Recording Span: Number of weeks over which the session data were collected. 
Working Electrodes: Number of electrodes showing adequate signal-to-noise ratio (<~7SD) 
out of 96 electrodes on the array. Cleaning reduction: Percentage of recording time removed 
due to artifacts caused by i.e. vocalization, sudden movements, chewing, etc. SD: Standard 
deviation of post-cleaning channel activity, averaged over all working electrodes. X: Monkey 
PM: Premotor cortex. PF: Prefrontal cortex. Monkey K had two arrays in PF, whereas monkeys 
N & V had 1 array in PM and PF each. 
 
3.2.3   Power spectrum analysis 
Single electrode periodograms (Mathworks; pwelch) were averaged for each array 
and  displayed in double-logarithmic coordinates. Intensity of prominent γ-oscillation 
was obtained for each electrode by subtracting a power-matched 1/f fit from the 
original periodogram and dividing the area under the resulting curve from ωpeak ± 1 




are at the lower region of the γ–band (93) and have also been identified as the β2 sub-
band in nonhuman primate PF and PM (13). 
3.2.4   Avalanche definition 
For each electrode in the array, absolute peak amplitude and time of negative LFP 
threshold crossings (–2 SD) were extracted at Δt = 0.5 ms and combined into a matrix, 
i.e. raster, with rows representing electrodes and columns representing time steps. 
Binary rasters were created by setting amplitude values to 1. Rasters at reduced 
temporal resolutions were obtained by concatenating columns and summing amplitude 
values. Based on a population time vector, obtained by summing nLFPs in the raster 
for each time step, avalanches were defined as spatiotemporal continuous activity in 
the population vector bracketed by at least one time bin of no activity. The size of an 
avalanche, S, was defined as the number of nLFPs participating. Multiple nLFPs at an 
electrode during an avalanche are rare (2) and were counted in size estimates. 
Avalanche lifetime, L, was defined as the number of successive time bins spanned by 
an avalanche in multiples of temporal resolution Δt. Avalanche duration, T, was 
expressed in absolute time as T = L * Δt. Scale invariance of S, L or T was visualized 
by plotting probability distributions P(S), P(L), and P(T) in log-log coordinates. For 
some analyses, Δt was set to the average inter-event interval (<IEI>) which was unique 
for each array (Table 3.2); for other analyses, Δt was explored as a parameter between 






 ⟨IEI⟩ (ms) Event Rate  
(Hz) 
⟨IEI⟩1-20 Hz  
(ms) 
V-PF  2.42  4.61  9.97  
V-PM  3.60  3.02  16.00  
N-PF  4.00  2.59  16.42  
N-PM  3.90  3.55  16.28  
K-PF1  3.52  2.96  13.32  
K-PF2  2.88  3.75  11.61  
avg ± STD  3.39 ± 0.62  3.37 ± 0.34  13.9 ± 2.7  
 
Table 3.2: Average nLFP event statistics on the array were similar across NHP and cortical 
area examined. LFP thresholded at -2SD. Average Inter-Event Interval (<IEI>): Average 
duration of silence between successive suprathreshold (< -2SD) nLFP events on the array 
binned at sampling frequency (2 kHz). Event Rate: Frequency at which suprathreshold nLFP 
events were detected. For legend see also Table 3.1. 
 
3.2.5   Statistical tests and slope estimates 
Maximum log-likelihood ratios (LLR) were calculated to test potential power law 
distributions against the alternatives of exponential distributions if not stated otherwise 
(16). As a control, we also tested against log-normal distributions. Significance of the 
LLR was determined according to previously published methods (16, 94) and 
confirmed LLR results. 
Estimations of initial slope were based on linear regression of log-converted data 
excluding higher cut-off effects. For α, we used the range of S = 1 to 40, which excludes 
the distribution cut-off close to the total number of functional electrodes on the array 




3.2.6   Collapse of the temporal profile of avalanches 
Avalanches were grouped by L in multiples of Δt and averaged to obtain the average 
temporal profile for a given lifetime, ⟨S⟩(t, L).  
〈𝑆𝑆〉(𝑡𝑡, 𝐿𝐿) ~ 𝐿𝐿 χ−1  ℱ �𝑡𝑡
𝐿𝐿
�       (3.1) 
The shape collapse function, shown in Equation 3.1, relates the mean profile for each 
lifetime L, ⟨S⟩(t, L), with a characteristic temporal profile 𝓕𝓕(t/L), and scaling factor,  
Lχ-1, that is independent of L. Normalized to fractional time unit t/L, amplitudes were 
then rescaled via Equation 3.1. To perform a local shape collapse, we plotted ⟨S⟩(t, L) 
from L-1 through L+1 for Lmin = 3Δt (to reduce finite size effects in shape caused by 
too few data points) through L = Lmax chosen based on the strength of our data set 
(>1,000 avalanches per L). The error of the collapse, ΔF, was quantified via a 
normalized mean squared error (NMSE) of height-normalized individual profiles to the 
combined normalized average of all collapsed profiles. Minimized collapse error was 
calculated by scanning through χ = 0.5 to 3 at resolution of 0.001 to find the collapse 
in avalanche waveform associated with the smallest ΔF via χcollapse. An ΔF > 1 was 
considered a failure in collapse. 
3.2.7   Parabolic fit 
For the parabolic fit we used the approach by Laurson (85) as follows: 






        (3.2) 
The parabolic fit error, ΔF, was quantified via a normalized mean squared error 




grained to match L. Comparison to a semicircle fit was conducted in the same manner, 
with the following substitution: 
𝑦𝑦 =  𝐴𝐴 ∗ �1 − �𝑡𝑡 𝑇𝑇� �
2
       (3.3) 
3.2.8   LFP waveforms 
To trace the oscillation origin of deviations from the parabolic shape motif, neuronal 
avalanche temporal profiles were compared to their corresponding LFP waveforms 
with sampling frequency 2 kHz. Waveforms were grouped by L and averaged. Single 
electrode averages were used to calculate the array average. 
3.3  Results 
3.3.1  Neuronal avalanches and oscillations co-exist in ongoing brain activity 
In order to study the temporal profile of neuronal avalanches, we must first address 
dominant dynamics that shape the temporal organization of brain activity. To this end, 
we study the cortex of nonhuman primates and demonstrate that neuronal avalanches 
co-exist with oscillations in the ongoing local field potential (LFP). Using chronically 
implanted high-density microelectrode arrays, the ongoing LFP (1 – 100 Hz) was 
recorded in premotor (PM, n = 2) and prefrontal cortex (PF, n = 4) of three nonhuman 
primates (Macaca mulatta; K, V, N) sitting in a monkey chair. The animals were awake 
during the recording sessions but were not engaged in behavioral tasks. About 4 ± 2 hr 
of activity were analyzed during 9 ± 7 recording sessions over the course of 5 ± 4 weeks 




Avalanches were identified first by extracting, for each electrode, negative LFP 
transients (nLFPs) exceeding a threshold of -2 standard deviations (Fig. 3.1A). nLFPs 
occurred at a rate of 3.4 ± 0.3 Hz per electrode and were separated on the array by an 
average inter-event interval ⟨IEI⟩ = 3.4 ± 0.6 ms (Table 3.2; n = 6 arrays). In line with 
experiments (5, 55) and theory (32), we then concatenated successive time bins with 
nLFPs on the array at temporal resolution ∆t = ⟨IEI⟩ into nLFP clusters (Fig. 3.1B). We 
found that nLFP cluster size, S, i.e. the number of nLFPs in each cluster, distributed as 
a power law with a slope α ≅ 3/2, the hallmark of neuronal avalanches (Fig. 3.1C; power 
law vs. exponential LLR>>104, p < 0.001). In contrast, the duration distribution of 
avalanches did not follow a power law and no duration slope β could be obtained at ∆t 
= ⟨IEI⟩ (LLR < 0; p > 0.1 (94) Fig. 3.1D). Instead, durations T, or, alternatively, 
lifetimes L = T/Δt, distributed shorter than expected and were closer to an exponential 
distribution. This suggested the presence of a secondary process affecting avalanche 
durations. Indeed, the average periodogram of the continuous LFP, besides having a 
1/f a decay with a ≅ 1 (95), indicated a prominent oscillation in the low γ-regime at 29.3 
± 1.7 Hz (92, 93) (n = 6 arrays; Fig. 3.1E). These oscillations, which we will refer to 
simply as γ-activity, were variable in peak frequency and intensity, spatially 
heterogeneous and differed significantly between arrays and areas (Fig. 3.1F; p < 
0.001, ANOVA, Fint = 133.6, Ffreq = 86.1).  
Theory (35, 84-86) predicts that the quotient of size and duration slopes, (β-1)/(α-1), 
provides the scaling exponent of avalanche profiles, χ. Yet, our initial results show that 
the slope β does not exist at the temporal resolution given by event occurrences. We 





Figure 3.1:  Neuronal avalanches and γ–oscillations co-exist during cortical resting 
activity of nonhuman primates. A, Ongoing single electrode LFP with negative threshold 
crossing (2SD; broken line) defines nLFP times and peaks (asterisks). B, Concatenating 
successive time bins with at least 1 nLFP defines nLFP clusters of size 4, 5 (gray) at temporal 
resolution ∆t on a 12-electrode array (schematics). C, Power law in nLFP cluster sizes identifies 
avalanche dynamics (∆t = ⟨IEI⟩). Broken line: power law with slope -3/2. Arrow: cut-off at ~90 
electrodes (2). D, Non-power law duration distributions of nLFP clusters at ∆t = ⟨IEI⟩. E, Power 
spectrum density (PSD) of the LFP with γ–activity peaks at 25 – 35 Hz. Average PSD per array 
(color coded) from single electrode PSDs. Broken line: 1/f. F, Peak frequency vs.1/f-corrected 





to the presence of γ -activity. Accordingly, we set out to identify temporal regimes for 
which both size and duration distributions of avalanches exhibit valid slopes and the 
influence of γ -activity is minimized.  
3.3.2  γ-activity affects avalanche duration and size-duration relationship 
To identify potential temporal domains that minimize interference of γ-oscillations 
with avalanche parameter estimates, we systematically assessed avalanche parameters 
for temporal resolutions Δt = 1 – 30 ms in steps of 0.5 ms. Previous work has shown 
that an increase in Δt retains the power law in avalanche size while systematically 
reducing the corresponding slope α (2, 5, 55, 96, 97). Here we extended this approach 
to avalanche duration in monkey. Indeed, distributions for size and duration 
systematically changed with increase in Δt (Figs. 3.2A, B). Power laws were maintained 
for size (Fig. 3.2C; LLR >> 103; vs. exponential; p << 0.005), with a steady shift in the 
cut-off and decrease in α (Fig. 3.2E). Importantly, whereas duration distributions failed 
the power law test for intermediate Δt as shown above (Figs. 3.2D&F, gray area), they 
exhibited distinct power laws at high and low temporal resolution (LLR >> 103; vs. 
exponential; p < 0.005). Similar results were obtained when testing against log-normal 
alternative distributions (Fig. 3.3).  
Theory and experiment link the average size of avalanches with given duration T, 
⟨S⟩(T), to the avalanche profile (35, 86). More specifically, the slope of ⟨S⟩(T), χslope, 
provides the scaling exponent for the collapse of avalanche profiles (Fig. 3.2G). This 





Figure 3.2: Systematic variation of temporal resolution identifies avalanche profile 




primate; N-PM) decrease in slope (upward arrow) with increase in ∆t and corresponding 
rightward shift in cut-off (downward arrow). B, Corresponding dependence of duration 
distribution on Δt. Note deformations (asterisks) at intermediate Δt. C, Size distributions 
remain power laws for all Δt (LLR values > 0 significant; vs. exponential distribution; all 
arrays; color coded). D, Corresponding summary for duration distributions, which lose power 
law form at intermediate Δt (LLR < 0; grey area; all arrays). E, Summary of decrease in slope 
α as a function of Δt. F, Summary of slope β, which plateaus at intermediate Δt (grey area 
taken from D). G, Mean-size per duration, ⟨S⟩(T), reveals deformations (asterisks) at 
intermediate Δt. H, χslope estimates are depressed at intermediate Δt. Red arrows: <IEI> for all 
arrays. Broken lines: power law with given slope as visual guide. 
 
whereas it approached 1 – 1.5 for intermediate Δt (Fig. 3.2H). These results 
demonstrate that the estimate of power law exponents and corresponding scaling 
relationships clearly depend on the temporal resolution of the analysis.  
As further controls, we estimated χslope for Δt = 30 – 100 ms in the 3 arrays that provided 
sufficient number of avalanches at such coarse resolution. As shown in Fig. 3.4, the 
size and duration distribution cut-offs were clearly identifiable by a transition to a 
scaling exponent of χslope = 1. This transition from the power law regime to the 
distribution cut-off demonstrates that uncorrelated activity in our data shifts to size-








Figure 3.3: Log-likelihood test of neuronal 
avalanche size and duration distributions for 
1–100 Hz LFP. A, Log-likelihood ratio 
comparing power law vs. log-normal 
distribution fits to the distributions of avalanche 
size (top) and avalanche duration (bottom) for 
decreasing temporal resolution and all arrays 
(for color code see Fig. 3.1). Note LLR of 
avalanche lifetime distributions reveals a range 
of Δt from 3–15 ms, for which most durations 
deviate from a power law (LLR < 0; p > 0.1) 
and where the power law slope β is accordingly 
ill-defined (grey area). 
 
 
3.3.3  The scale-invariant, inverted parabolic temporal profile of avalanches 
To further demonstrate the impact of γ-activity on profile estimates, we directly 
calculated avalanche profiles for different Δt. Critical theory predicts the avalanche 
profile to be an inverted parabola independent of duration T (35, 86, 98). As seen in 
Figure 3.5A, avalanche profiles largely follow an inverted-parabola at high and low Δt. 
However, the profile deviated from a parabola at intermediate Δt for which profiles 





Figure 3.4: Shift in ⟨S⟩(L) power law-cutoff shows creeping transition from critical to 
linear trend for overly coarse temporal resolutions. Mean size-per-lifetime, ⟨S⟩(L), at time 
resolutions Δt = 30, 50, 80, 100 ms in a subset of subjects (top left through bottom right, color 
coded). Black dotted lines: Visual guides of given power law slopes. Arrows: Elbows in ⟨S⟩(L) 
are associated with the transition to P(S) and P(L) power law cutoffs, where cluster size simply 





Figure 3.5: The inverted parabolic profile of neuronal avalanches is modulated by γ–
activity at intermediate Δt. A, Examples of temporal avalanche profiles (red: mean size-per-
timestep ± se; N-PM) at increasing Δt and corresponding underlying γ–oscillations in the LFP 
(Grey: inverted LFP of single electrode; black: mean ± sd of the array). B, Variable profiles 
are bracketed by parabolic shapes at low and high Δt for lifetimes L = 3, …, 11 (mean ± se; K-
PF1). C, Density plot of fit quality to an inverted parabola for all arrays and all profiles in the 
(L, Δt)– plane. Note compact regions of high deviations from a parabola surrounded by good 
parabolic fits. Rectangular regions in K-PF1 indicate profile ranges displayed in B. Broken 




avalanches grouped by lifetime L, we find scale-invariant profiles at high and low, but 
not intermediate Δt (Fig. 3.5B). We quantified this relationship for all 6 arrays in 
corresponding error density plots in the (L, Δt)-plane. Strongest systematic deviations 
from a parabola were uncovered for T = L * Δt ≅ 66 ms which spans ~2 γ-cycles at 30 
Hz (Fig. 3.5C; broken lines).  
The demonstration of regimes with good parabolic fits paved the way for identifying a 
scale-invariant temporal profile 𝓕𝓕(t/L) over a range of L (M & M; Equation 3.1). 
According to theory, 𝓕𝓕(t/L) can be obtained by scaling ⟨SL⟩ with Lχ-1, collapsing each 
profile. We therefore estimated 𝓕𝓕(t/L) directly by finding χcollapse, the estimate of χ that 
provided us with the lowest collapse error, ΔF, over an extended range of L and different 
Δt (Fig. 3.6). Example profiles for L = 3 to 11, their corresponding best collapse, 
χcollapse, as well as residual profile differences together demonstrate good collapse with 
χcollapse close to 2 at high and low, but not intermediate Δt (Fig. 3.6A-C). To further 
delineate the impact of γ-activity on profile collapse, we systematically identified non-
collapsible regions in the (L, Δt)–plane by plotting ΔF for the local collapse of (L–1, L, 
L+1) as a function of Δt (Fig. 3.6D). This collapse approach revealed a band of high ΔF 
for T = L x Δt ≅ 40 ms for all arrays, located at the transition from 1- to 2-peaked 
profiles. We note that the high ΔF band was solidly placed within the power law regime 
(broken line) and thus, does not indicate weak statistics due to e.g. a low number of 
avalanches as found beyond the cut-off regime (cf. Figs. 3.1, 3.2). The average collapse 
error, ⟨ΔF⟩, significantly correlated with γ-intensity across arrays, confirming that the 
band of high ΔF reflects γ-activity (Fig. 3.6E; p = 0.0054). χcollapse was close to 2 for 





Figure 3.6: Scaling collapse of the inverted parabolic profile of neuronal avalanches. A, 
Examples of the average temporal profile ⟨SL⟩(n) for avalanches of lifetime L = 3, …, 11 (color 
coded; mean ± se) at temporal resolution Δt = 1, 5, 15 and 30 ms (single nonhuman primate; 




by Lχ-1. χcollapse (χcoll) obtained from best parabolic collapse 𝓕𝓕(t/L) (dotted line; see Material and 
Methods). C, Profile collapse differences, ΔF, obtained by subtracting best collapse 𝓕𝓕(t/L) from 
normalized profiles, are largely symmetrical around profile peak. D, Density plot of collapse 
error for all 6 arrays ranked from low (left) to high γ–oscillation power (right). Collapse error 
obtained from profiles L-1, L, and L+1 for given Δt. Collapse failure visible for intermediate Δt 
before the cut-off in lifetime distribution (white border equals threshold for L with <1000 
avalanches indicating statistical cut-off regime). E, Average collapse error positively correlates 
with γ–intensity across arrays (p = 0.005; color code c.f. Fig. 3.1A). F, Summary of χcoll 
obtained as a function of Δt (Temporal profile collapse L3-5). χcoll is close to 2 outside γ–activity 
impact. G, A parabola consistently fits the temporal avalanche profile better than a semicircle. 
Error bars represent array mean ± sd. 
 
was significantly closer to a parabola than to a semicircle (Fig. 3.6G; ANOVA; p = 1.4 
* 10-6; F = 22.2), the latter being predicted for non-critical dynamics.  
If γ-activity is simply linearly superimposed on an otherwise scale-invariant avalanche 
background, bandpass filtering between 1 – 20 Hz which reduces γ-activity should not 
effect estimates of avalanche parameters. Bandpass filtering reduced the rate of nLFPs, 
yet a sufficient number of avalanches were obtained in n = 3 arrays (⟨IEI⟩ = 15.2 ± 1.6 
ms; n = 3; Fig. 3.7). To account for the longer ⟨IEI⟩, we extended our analysis for Δt 
up to 100 ms. Power laws for size distributions were maintained for all temporal 
resolutions (LLR >> 103; p < 0.005). However, duration distributions now failed the 
power law test for a new range of Δt = 8 – 25 ms, which is closer to the scale of β-








Figure 3.7: Reduction of γ–activity recovers power laws, scaling exponent, and parabolic 
profile at the scale of γ–oscillations, and shifts analogous influences on avalanche 
dynamics to β–activity. A, Avalanche size distributions, durations, and mean-size-per-
duration ⟨S⟩(T) as a function of Δt for data bandpass filtered between 1–20 Hz (Butterworth 6th 
order). Note presence of approximate power law in P(S), P(T) and ⟨S⟩(T) plot (cf. Fig. 1D). B, 
Smooth increase in size distribution slope, α, with increasing Δt up to 100 ms (left), but variable 
slope changes for duration distributions (middle) and ⟨S⟩(T) (right) at intermediate Δt are 
shifted to the right towards β–oscillations when γ power is reduced (red) (cf. Fig. 3.1E). Grey: 
1–100 Hz mean ± sd; average over 3 monkeys. Black: 1–20 Hz mean ± sd. Red arrows: ⟨IEI⟩ 
for 1-20 Hz. Black broken lines: Visual guides of theoretical power law slopes. C, Examples 
of continuous LFP waveforms. D, After removal of γ–oscillations, temporal profiles can be 
collapsed over a wide range of temporal resolutions Δt (cf. Fig. 3.3) revealing a new domain of 
reduced collapse which traces slower β–oscillations. E, Symmetrical difference of normalized 
profiles from best parabolic fit. F, Density plot of collapse error obtained from profiles L–1, L, 
and L+1 for given Δt. Region of collapse failure starts at large Δt before the cut-off in lifetime 
distributions. Broken lines: High collapse error ΔF for condition T = Lx Δt ≈ 100 ms. 
Rectangular regions in N-PM indicate profile ranges displayed in A, C, D, and E. 
 
previously affected at the scale of γ-activity improved (Fig. 3.7D, middle-left), while 
double-peaked profiles shifted to lower resolutions with profile collapse strongly 
affected for T = L * Δt ≅ 75 ms (broken line) equivalent to the transition from one to 
two β–cycles at 20 Hz (Fig. 3.7C–F). Importantly, profile collapse now consistently 
revealed χcollapse < 1.5 suggesting γ-activity to be an essential element for a critical 




simply arise from a secondary process superimposed onto neuronal avalanches, but 
instead is an inherent dynamical phenotype embedded in critical brain dynamics. 
3.4  Discussion 
The present work uncovers a scale-invariant temporal parabola in the organization of 
ongoing neuronal avalanches, a finding in line with expectation for critical dynamics. 
Previous work in in vitro preparations and in rodents reported nested θ/β/γ-oscillations 
(12, 34) embedded in avalanches. Simulations also suggested oscillations can emerge 
during avalanches (46, 47, 99, 100). However, it had yet to be determined whether 
cortical avalanches in the awake mammal exhibit a distinct temporal profile that is 
scale-invariant, nor had it been known how that profile might relate to the scale of an 
oscillation. Here we demonstrated the motif of an inverted parabola that guides the 
scale-invariant temporal evolution of neuronal avalanches in the propagation of 
ongoing cortical activity in vivo. This motif uncovers a specific constraint for ongoing 
cortical dynamics, that is, local events initiate spatial expansion that i) is similar at all 
scales and ii) collapses symmetrical in time. Thus, despite the temporal evolution of 
activity within an avalanche, the profile exhibits time reversal (85). 
This motif and its corresponding collapse is predicted by theory of critical systems (35, 
84-86, 98) which also states that the exponents of the power law distribution in size, α, 
and duration, β, relate to the collapse exponent as β−1
α−1
= χ (35). For neuronal 
avalanches, empirical (5) and simulated (33) slopes of α are close to an exponent of 3/2 
at Δt = ⟨IEI⟩. These empirical insights have been recently confirmed within the Landau-




also characteristic for a critical branching process in line with the well-established 
empirical finding of a critical branching parameter of 1 for neuronal avalanches (5). 
These insights would suggest a duration exponent β = 2 for avalanches with 
corresponding χ = 2, however, empirically obtained lifetime distributions have been 
difficult to analyze due to their typically narrow range in values. Our analysis identifies 
a new element affecting lifetime distributions by showing that β cannot be reliably 
determined at ⟨IEI⟩ in the presence of γ-oscillations, leading to a corresponding 
depression in χ. Importantly χ comes close to the value of 2 as expected for avalanche 
dynamics when the impact of the oscillation is reduced as is found at temporal 
resolutions too fine or too coarse to resolve multiple cycles.  
Scaling collapse of avalanche profiles has been suggested as an alternative to confirm 
avalanche dynamics instead of relying on power laws solely (87). While profiles utilize 
more information about avalanches than size or lifetime distributions, robust profile 
collapse covering long lifetimes requires corresponding orders of magnitude more data 
compared to distribution estimates. Our current analysis was based on ~3 million nLFP 
events per monkey with a corresponding high number of avalanches, which allowed us 
to reconstruct robust profiles even for long lifetimes, which are rare (>7×Δt; cf. Fig. 
3.2). This in turn enabled us to identify temporal resolutions of the parabolic motif with 
high collapse quality and to distinguish the modulating influence of γ–oscillations from 
profile variations due to reduced statistical power. We note that, by definition, 
avalanches start with the peak time of an nLFP, which synchronizes avalanches to the 




We demonstrate that, once γ–activity is removed, the variability in avalanche profile 
and corresponding changes in slope estimates shift to the scale of β–oscillations. This 
suggests that our approach might be valid to study the impact of even lower frequency 
oscillations on avalanche profiles, given that avalanches have been reported at much 
slower time scales in human fMRI (63). Scaling collapses have also been successfully 
employed to quantify the temporal organization of behavior (81).  
Our identification of a symmetrical (in time), parabolic profile for neuronal avalanches 
in vivo supports results in simulations of critical neural networks (87, 96) and identifies 
constraints for other generative models proposed for avalanche dynamics (89). Models 
fine-tuned to produce power laws for size and duration distributions via bi-stable 
dynamics combined with a locally expansive dynamical term (91) or purely external 
uncorrelated driving (90) reveal profiles that deviate from a symmetric parabola. The 
parabolic profile also differentiates neuronal avalanches from stochastic processes with 
no memory which typically display a semicircle motif (101). Specific graph-theoretical 
constructs such as a hierarchical topology (52) can also mimic scale-free size 
distributions but fail to produce an inverted parabola profile. Network and biophysical 
models have demonstrated avalanches to emerge with oscillations at a particular E/I 
balance or topology; however, the corresponding avalanche profile was not reported 
(46, 102, 103). Our findings support a recent report by di Santo et al. (32) which 
demonstrates the emergence of avalanches at a continuous 
synchronization/desynchronization phase transition in co-existence with neuronal 
oscillations. Their mesoscopic model is a variation of network dynamics originally 




exponents like those of a critical branching process, originally introduced to describe 
avalanche dynamics.  
It is well accepted that limited predictability is one of the major disadvantages of 
critical systems. Functionally, our findings support recent suggestions (104) that the 
co-existence of temporal scales based on oscillations in the presence of critical 
dynamics might allow the brain to combine functional benefits of criticality for 
information processing (29, 56-60, 82, 83, 105) with the necessity of temporally precise 
behavioral outcome or learning rules that require a particular temporal scale such as 
spike timing dependent plasticity. 
The precise profile of neuronal avalanches might be a suitable biomarker for 
pathological brain dynamics. In human preterm infants suffering from anoxia, 
asymmetric avalanche profiles in ongoing EEG activity became symmetrical upon 
recovery (30, 31), which is supported by our demonstration of a symmetric profile 
during normal activity. Conversely, γ–activity has been identified as a key marker in 
disease states such as schizophrenia (106). Our demonstration that γ–activity and 
avalanche profiles are non-trivially related supports the idea that mental disorders such 





Chapter 4: Neuronal avalanches in a developmental mouse 
model for schizophrenia 
 
This Chapter summarizes research in progress. S.R.M. collected the data with 
technical assistance from Samhita Sengupta. 
 
This chapter presents work in progress towards detecting aberrant neuronal avalanche 
dynamics in a developmental mouse model for schizophrenia. In the preceding 
Chapters, we established that the healthy neural state in mammalian cortex is 
characterized by scale-invariant dynamics balanced between excitatory (glutamatergic) 
and inhibitory (GABAergic) contributions to collective spiking activity. The present 
study is motivated by a need to elucidate the role of specific cell types in maintaining 
healthy brain activity in awake and behaving mice, specifically identifying the 
contribution of PV, SST, and VIP inhibitory populations to synchrony among 
excitatory principle cells. Previous research has pointed to GABAergic signaling 
dysfunction as a cause of positive and negative symptoms in schizophrenia, however, 
the specific population-level manifestations of disturbed neuronal activity patterns are 
unknown. A recent study implementing perinatal exposure to the NMDA receptor 
antagonist phencyclidine (PCP) to elicit schizophrenia-like symptomatology in rats 
revealed altered neuronal avalanche organization in adolescent, lightly-anesthetized 
animals (20). Observing neural activity while manipulating inhibitory cell ensembles 
may advance scientific understanding of disorganization and deficits exhibited by 
awake, adult mice treated perinatally with PCP.  




Cre transgenic mouse lines, we anticipate that neuronal avalanche analysis can reveal 
precise, cell type-specific contributions to network dysfunction. To date, we have 
conducted behavioral assays of episodic memory in a total of 20 juvenile and adult 
mice and conducted 19 2-photon imaging sessions across 5 adult mice expressing the 
YC2.60 genetically-encoded calcium indicator (GECI). Our preliminary results in 
saline- and PCP-treated wild-type and PV-Cre mice establish signatures of neuronal 
avalanche activity in anterior cingulate cortex (ACC) in cortical layer II/III during free 
ambulation on a mouse wheel. Next steps in this study include rescuing behavioral and 
neural phenotypes with acute administration of the antipsychotic D-serine, which 
enhances NMDA receptor functioning thereby compensating for the developmental 
PCP-induced receptor dysfunction. Further, we will perform optogenetic manipulation 
of interneurons via virally-expressed channelrhodopsin (hCHR2, depolarizing) or 
halorhodopsin (eNpHR3.0, hyperpolarizing) in PV-, SST-, and VIP-Cre transgenic 
animals. Our specific aims are to determine whether neuronal avalanche analysis may 
1) provide evidence in support of the validity of the perinatal PCP schizophrenia model, 
2) reveal new insight into the structure of pathological network dynamics observed via 
microscopy, and 3) present diagnostic and prognostic capacity in the study and 
treatment of schizophrenia. 
4.1  Introduction 
For a person with schizophrenia, daily life may be marked by sensory and perceptual 
exaggerations of reality (positive symptoms) such as psychosis, paranoia, and auditory 
hallucinations. Even more debilitating (107) and difficult to treat (108) are negative 




been associated with reduced cortical thickness in brain areas responsible for cognitive 
function (109). Despite the cost to society and decades of research (3), the etiology of 
schizophrenia has evaded comprehensive characterization. While it is known that 
certain genetic factors contribute to schizophrenia risk (110, 111), much is left to be 
learned about the effect of insults to developing brain. Nor is it precisely known how 
current pharmacological treatments mechanistically reduce the severity of 
schizophrenia symptoms. With an overall prevalence of about 1% of the global 
population (112), identifying circuit alterations underlying cortical dysfunction and 
impaired cognition in schizophrenia is an urgent topic for the neuroscientific and 
psychiatric research communities.  
To identify altered cortical dynamics, it is necessary to characterize the neurotypical 
state. Numerous findings suggest that the presence of critical brain dynamics indicates 
a healthy state of the brain (5, 22, 51, 55) at which gray matter functions are optimized 
(57, 59, 60). Pharmacological studies have shown that disrupting the 
excitation/inhibition (E/I) balance (28) or perturbing dopaminergic modulation of 
cortical circuits (113) can disrupt avalanche dynamics. It has also been shown that 
insults to cortical circuitry during vulnerable developmental periods can later result in 
ineffective or spurious cortical synchrony (114) and disorganized avalanche dynamics 
(20). Importantly, these distortions may underlie schizophrenic cognitive phenotypes.  
NMDA hypofunction has been implicated in rodent pathophysiology and altered 
behavioral and anatomical phenotypes in adolescence and adulthood following 
neonatal exposure to NMDA receptor antagonists, with possible differential effects in 




phencyclidine (PCP) is a commonly used agent for modeling schizophrenia in rodents, 
and a range of models are in current use. Acutely administered PCP is a typical model 
for psychosis, but this approach is limited by the confound of transient drug effects. An 
alternative method is subchronic drug administration: a 7-day course of PCP followed 
by a 7-day wash-out period. This allows residual drug and metabolites to leave the body 
and puts the animal into a withdrawal state analogous to mental illness. However, this 
approach lacks the developmental aspect central to the etiology of schizophrenia. A 
preferred method for approximating schizophrenia in rodents is prenatal or perinatal 
NMDAR antagonist exposure. The perinatal PCP model has been shown to produce a 
number of deficits including behavioral impairments, alterations in protein expression 
levels, and network dysfunction phenotypes that match trends seen in schizophrenia 
patients (116, 117). Another strength of the perinatal PCP disease model is that it is 
rescued by pharmacological treatments. Specifically, acutely administered D-serine 
(118) has been shown to rescue behavioral and neural phenotypes in rodents (20, 119). 
These studies on D-serine, an NMDA agonist with reduced serum levels in 
schizophrenia patients (118), present results supporting the hypothesis that increased 
excitatory activity may recruit GABAergic circuits to levels permitting healthy 
coordination of brain signals (120).  
In addition to glutamatergic dysfunction, altered brain activity in schizophrenia has also 
been attributed to impairments in GABAergic signaling among interneurons (121, 
122). This could contribute to two principle pathological conditions: hyperexcitability 
and disturbed network oscillations. Specific inhibitory cell types identified by marker 




(VIP) may make unique contributions to episodic memory (123), and GABAergic cell 
populations may exhibit distinct alterations in schizophrenia (124, 125). For example, 
PV cell dysfunction is associated with a loss of precise temporal coding (126). This 
may underly the finding that PCP-treated animals demonstrated impaired episodic 
memory and excess cortical bursting (20). However, the potential contributions of SST 
and VIP cells to the behavioral deficits and altered cortical dynamics seen in 
schizophrenia are currently not well understood.  
Here we present preliminary behavioral and cortical imaging results collected from 
male and female mice with perinatal exposure to PCP. Future steps include reversal of 
PCP-induced network alterations by treatment with established antipsychotics (e.g. D-
serine) as well as optogenetic re-balancing of cortical circuits. These techniques may 
reveal insight into circuit-level mechanisms of pharmacological treatments, and further 
validate disrupted avalanche dynamics as a disease phenotype. Indeed, avalanches are 
regulated by some of the same pathways implicated in perinatal PCP cortical 
dysfunction, including the superficial layers of the anterior cingulate cortex (ACC) 
studied here. We specifically hypothesize that optogenetic excitation of PV and SST, 
but not VIP, cell ensembles will improve signatures of healthy brain activity in the 
adult brain following perinatal PCP exposure.  
4.2  Methods 
4.2.1  Transgenic mouse lines 
All procedures were conducted in accordance with the NIH Animal Care and Use 





































          
Total 
Female 
(20) (20) (20) (20) (15) (10) (10) (10) (40) 
Total Male (20) (20) (20) (20) (15) (10) (10) (10) (40) 
          










(5) (5) (5) (10) 




































(5) (5) (5) (10) 
SST-Cre 
Female 
(5) (5) (10) (10) (8) (5) (5) (5) (10) 
SST-Cre 
Male 
(5) (5) (10) (10) (8) (5) (5) (5) (10) 
VIP-Cre 
Female 
(5) (5) (10) (10) (8) (5) (5) (5) (10) 
VIP-Cre 
Male 
(5) (5) (10) (10) (8) (5) (5) (5) (10) 
Table 4.1: Animal group sizes. Experimental group size N across treatment group, sex, and 
transgenic strain. Planned group sizes are shown in parentheses. 
 
background were purchased from Jackson Laboratory. Food and water were available 
ad libitum and animals were kept on a reverse light cycle (9pm - 9am). Mice were 




P40). Animals were single-housed following cranial surgery (P42 - P180). See Figure 
4.1A for a longitudinal experimental timeline.  
Animal group sizes N as described in Table 4.1 according to developmental stage, sex, 
drug treatment group, and transgenic line. Planned group sizes are shown in 
parentheses. At the completion of this work, we expect to recruit sufficient cohorts to 
satisfy ~10 animals per group as shown in Table 4.1. Currently, animal group size N 
for behavioral data is as follows: SAL group, 20 mice; PCP group, 15 mice; WT/Cre- 
group, 24 mice; PV-Cre+, 8 mice; SST-Cre+, 4 mice; VIP-Cre+, 4 mice. Group sizes 
for calcium imaging are especially low due in part to low GECI expression. To date we 
have imaged 4 PCP-treated mice and 1 SAL-treated mouse. 
4.2.2  Drug challenge 
Littermates were numbered via ear notch on P7 and randomly assigned to PCP or SAL 
treatment groups with minor intervention to ensure approximately equal sex 
representation across groups. On P7, 9, and 11, phencyclidine (PCP, Cayman 
Chemicals) was dissolved in sterile saline to a concentration of 1 mg/mL, filtered (0.02 
𝜇𝜇m) under aseptic laminar airflow, and administered subcutaneously (10 𝜇𝜇L/g aqueous 
PCP or pure saline) for a total dosage of 10 μg/g per day. 
4.2.3  Surgery 
Cranial windows for chronic imaging were installed as in (127). Briefly, mice of at 
least 7 weeks of age were anesthetized (isoflurane, 3% induction, 1-2% maintenance) 
on a Kopf surgical set-up and vital signs were monitored throughout surgery 




steroid (dexamethasone, 0.2 mg/kg) one hour before surgery (128), antimuscarinic 
(Atropine, 0.2 mg/kg) and analgesic (Ketoprofen, 5 mg/kg) immediately preceding 
surgery, and antibiotic (Baytril, 0.23%) via drinking water for two weeks post-surgery. 
Following aseptic preparation of the surgical site, the skull was cleared via blunt 
dissection, a head bar was affixed with metabond (Parkell) over medial associative 
cortex, and a 3 mm diameter craniotomy was drilled over the anterior cingulate cortex 
(ACC). We then stereotaxically injected (34 G microinjection needle; Hamilton) 250 
nL of virus (50 nL/min; 0.5:0.5 volume ratio when injecting multiple viruses) at 2-3 
sites within ACC to target layer II/III (+1.5 mm AP, +0.5 mm ML, -0.15 mm DV). 
Glass windows (two stacked 3 mm windows bonded to a 5 mm base) were secured to 
the skull with non-reflective metabond for chronic imaging, and animals were allowed 
to recover for at least 7 days before further experimentation. 
4.2.4  AAV virus 
For 2-photon calcium imaging, we used the FRET-based Yellow Chameleon GECI 
(YC2.60, 10^13 viruses/mL, UNC Vector Core), which has a 1.5 s decay constant and 
effective cell localization for ROI registration and motion correction (22).  
4.2.5  Novel object recognition test 
Behavioral testing was conducted at the NIH Rodent Behavioral Core in a dedicated 
lab area with dimmable lights. The Novel Object Recognition Test (NORT) is an 
established assay of visual episodic memory (129) analogous to delayed matching-to-
sample tests used in humans and primates (130). In rodents, NORT is a non-rewarded 
paradigm focused on spontaneous exploratory behavior. It is based on the principle that 




same object as well as a novel object, they will recognize the original object and spend 
more time exploring the unfamiliar, novel object. If their episodic memory is impaired, 
they will not maintain a memory of the original object during the delay period and will 
subsequently treat both objects as novel. Rats treated with PCP have been shown to 
exhibit impaired novel object recognition (131).  
Animals were habituated during adolescence to components of the behavioral 
experiment apparatus including the open behavioral box and paper transfer cups, as 
well as to the experimenters. Adolescent NOR testing took place between P25 and P40 
and adult NOR testing took place between P60 and P120. For three days preceding 
NOR testing, mice were habituated for one hour each day to a testing box containing 
two metal platforms. Group-housed mice were habituated with cage-mates on the first 
day of habituation and individually on the second and third days. On the day of testing, 
animals were given an additional 3 minute habituation, followed by two 7 minute trials 
(acquisition and retention) separated by a 1 hour interval during which they were 
returned to the home cage. During the acquisition trial, two identical objects were 
placed on platforms in the arena (A1 and A2). During the retention trial, a third identical 
object and a novel object were placed in the arena (A3 and B). All phases including 
habituation, acquisition, and retention were recorded for up to 6 boxes simultaneously 
via a multiplexed feed for behavioral analysis. Object exploration was defined as 
sniffing, licking, or touching an object. Exploration time for each object were scored 
digitally using TopScan software (TopView Behavior Analyzing System, CLEVER 
Sys, Inc.). 




pairs (red/yellow, blue/green, grey/black) with no natural significance (Fig. 4.1B, 
upper) were placed on standardized metal platforms (Fig. 4.1B, lower) to reliably 
position objects 8 cm away from the walls of the box in opposite corners. In each 
retention trial, the location of the novel versus the identical object was chosen 
randomly. Objects in the retention trial differed in both shape and color, and there was 
no overlap in objects seen by an individual animal at the adolescent and adult stage. 
Owing to the configurability of Lego-based object design and the standardization of 
object placement, the above approach represents an advance on traditional NORT 
protocols (132). 
4.2.6  Chronic 2-photon imaging 
Animals were habituated to a head-fixed position on a running wheel for 10 minutes 
two days before recording and for 20 minutes one day before recording. On the 
recording day, animals were lightly anesthetized (1.5% isoflurane for 3 minutes) to 
ease transfer to the wheel. Animals were allowed to recover for 15 minutes to minimize 
effects of residual isoflurane (22) and given water droplets to drink once every 0.5 – 1 
hr to protect against dehydration. Arousal was measured with pupil tracking and wheel 
speed. Neural activity was recorded on a custom ThorLabs 2-photon imaging rig 
equipped with a tunable laser (Fianium, 830 nm) and a mouse running wheel. Incident 
light was attenuated with a Pockels cell and routed through the objective (16x, 
Olympus). X-y rastered videos (600 x 600 𝜇𝜇m; 512 x 512 pixels; 30 fps) were collected 
in a single focal plane within layer II/III (150-250 𝜇𝜇m ventral) to monitor cellular 
activity. Emitted light from neuronally-expressed YC2.60 (520 nm rest; 540 nm active) 




mirrors and quantified by two photomultiplier tubes. Instrument signals was routed 
through a T9 board and synchronized (ThorSync) with simultaneously collected 
imaging data (ThorImage). 
4.2.7  ROI extraction and spike deconvolution 
YC2.60 FRET fluorescence amplitudes in the anti-correlated 520 nm and 540 nm 
wavebands were used to calculate the ratiometric time series ∆R/R for each pixel. 
Pyramidal cell somas were identified, neuropils were discarded, and motion artifacts 
were corrected with a custom image processing package (MATLAB). Spike 
deconvolution was performed with MLspike (133). 
4.2.8  Avalanche identification 
Neuronal avalanches were identified in each recording by grouping spikes from all 
ROIs into a time raster with temporal resolution ∆t = 33 ms. Activations were defined 
either as inferred spikes or as suprathreshold spike probabilities (Fig. 4.2B, red and 
green, respectively), where the spike probability threshold θ varied between 0.001 and 
0.01. Avalanches were defined as any series of consecutive time bins containing at least 
one activation flanked by time bins of silence on either side, and size was defined as 
the total number of spikes including reactivations, which are expected to be rare based 
on LFP analysis (2). Avalanche duration was defined as the number of time bins 
spanned by a cascade of consecutive activations. Size, duration, and mean-size-per-
duration distributions were plotted in double-log coordinates to highlight scale-
invariance (16). Avalanche size and duration power law slopes were tested against 
exponential and log-normal alternative distributions via the maximum log-likelihood 





4.3  Results 
The perinatal PCP model is an established method for creating schizophrenia-like 
symptoms in rodents as evidenced by behavioral deficits, altered synaptic structure, 
and neurodynamical deviations from neurotypicality (20). To date, 19 adolescent mice 
and adult mice have been scored on the Novel Object Recognition Test (NORT) 
behavioral assay of episodic memory. Of these, one SAL-treated mouse and 4 PCP-
treated mice expressing the FRET-based calcium indicator YC2.60 in superficial ACC 
were imaged while freely ambulating on a mouse wheel. Approximately 20 recordings 
of varying resolutions (300, 450, and 600 μm2) lasting between 5 and 11 minutes each 
were collected with between 50 and 200 ROIs identified per field of view. 
4.3.1  Preliminary results towards validation of the NORT memory assay 
Avalanches have been observed in the brain, specifically in cortex, which is crucially 
involved in memory formation. This part of the brain has also been implicated in the 
pathobiology of schizophrenia. The Novel Object Recognition Test (NORT) is a non-
rewarded paradigm focused on spontaneous exploratory behavior of rodents and 
requires memory traces of temporal order and object in place memory (Fig 4.1). Cohort 
sizes are currently insufficiently large to establish treatment group or sex differences.  
 
4.3.2  Signatures of fractal organization and neuronal avalanches in spiking activity  
Using two-photon imaging, we found dense labeling of cells expressing YC2.60 in 





Figure 4.1: Novel object recognition test of episodic memory in PCP-treated mice. A, 
Longitudinal experimental timeline for murine subjects showing drug treatments, surgery, 
adolescent behavioral testing, imaging, adult behavioral testing, drug rescue during behavior 
and imaging, optogenetic rescue during imaging, and histology. B, Metal standardized object 






TopScan visualization of 4 simultaneously recorded mice in individual plexiglass behavioral 
boxes. Colored square areas trace the floor of the box and circles span a 4 cm radius around 
objects. Mice are identified in white and tracked throughout the experiment. Lower: Animal 
location trace (pink) tracked over a 5 minute retention trial reveals that some mice explore the 
behavioral box and objects thoroughly (left boxes) while another mouse (bottom right box) 
exhibits signs of anxiety such as sitting in one spot, avoiding objects, and avoiding the open 
center of the box. 
 
ambulating animals yielded ratiometric ΔR/R signal traces for each region of interest 
(ROI; purported cell bodies) which were deconvolved via MLspike into either Boolean 
spike times or a continuous spike rate estimate (Fig. 4.2B).  
Tell-tale signatures of scale-free dynamics are evident in our preliminary data. We 
observe complex temporal organization, as shown in a ~2 minute snippet of ΔR/R 
fluorescence activity from a single ROI (Fig 4.3A; upper, blue) which exhibited ~5 
significant departures from baseline with the largest activity burst located in the middle. 
The spike rate estimate trace (lower, red) shows that each of the bursts visible above is 
actually composed of a series of smaller bursts. This self-similarity was less clearly 
observed in the binary spiking time series (green).  
We also observed self-similarity in the spatiotemporal patterning of the spiking raster 
for all cells in the field of view. Spike time rasters of drastically different durations 
(Fig. 4.4B; each a thin vertical slice of the raster above) exhibit statistically similar 
columnar (denoting spiking cascades e.g. avalanches) and horizontal (individual 





Figure 4.2: Two-photon imaging and spike deconvolution of neuronal activity in 
superficial ACC. A, Ratiometric YC2.60 GECI signal in layer II/III neural tissue of anterior 
cingulate cortex (ACC) shows dense labeling of cells. Shadows are due to light scattering by 
blood vessels. Blue dots indicate cell soma centers found via automatic region-of-interest (ROI) 
registration. B, Time series from a single ROI over a 11 minute recording in a freely ambulating 
animal. Ratiometric YC2.60 signal (top, blue) is first smoothed (top, pink) and then fit with a 
spike rate estimate (bottom, red) in MLspike. Alternatively, the ΔR/R signal was passed 
through MLspike deconvolution (top, black) to yield a binary spiking time series (green). 
 
We tested for power laws in cascade size distributions. In a collection of data over all 
imaged mice, the cascade size probability approximately traced a power law 
distribution (Fig. 4.4A). The measured P(S) slope of -1.47 is in good agreement with 
the expected critical exponent α = 1.5. The cascade lifetime distribution approximately 
conformed to a power law with a slope of -1.09 (Fig. 4.4B), which is in poor agreement 
with the critical lifetime exponent β = 2. The mean-size-per-lifetime measure 
distributed along a power law with slope 1.22 (Fig. 4.4C). This is in only moderate 








Figure 4.3: Preliminary evidence for self-similarity in the spatiotemporal organization of 
neuronal population activity. A, A ~2 minute snippet of the ROI activity shown in Fig. 4.2B. 
Ratiometric YC2.60 signal (top, blue) and smoothed (top, pink) signal show ~5 significant 
departures from baseline with the largest activity burst located in the center. The spike rate 
estimate (bottom, red) reveals that each burst visible above is actually composed of a series of 
smaller bursts. The center burst specifically appears to be made up of 5 distinct smaller bursts, 
echoing the structure of the larger scale. This fractal quality is less clearly observed in the 
deconvolved spiking time series (green). B, Spiking activity-time rasters of different durations 
(each a vertical slice of the raster above) exhibit similar columnar (denoting spiking cascades 
e.g. avalanches) and horizontal (individual bursting cell) structural qualities across 








Figure 4.4: Signatures of neuronal avalanches in freely moving SAL- and PCP-treated 
mice. A, In a collection of data over all imaged mice, the cascade size distribution 
approximately traces a power law distribution. The slope of -1.47 is in good agreement with 
the expected critical exponent α = -1.5. B, The cascade lifetime distribution approximately 
conforms to a power law with a slope of -1.09, which is in poor agreement with the critical 
lifetime exponent β = -2. C, The mean-size-per-lifetime distribution distribute along a power 
law with slope 1.22. This is in only moderate agreement with the theoretical expectation that 
1/συz = 2. A slope of 1 implies minimally complex independent dynamics while a slope of 2 






1/συz = 1 implies minimally complex independent dynamics, while a slope of 2 implies 
maximally complex e.g. critical dynamics (Fig. 4.4C, dotted lines).  
4.4  Discussion 
Cognitive function impairment is a primary and persistent manifestation in patients 
with schizophrenia (134). Previous research has pointed to GABAergic signaling 
dysfunction as a cause of positive and negative symptoms, but the specific population-
level manifestations of disturbed neuronal activity patterns are unknown. A recent 
study (20) implementing perinatal exposure to the NMDA receptor antagonist 
phencyclidine (PCP), a well-established method of eliciting schizophrenia-like 
symptomatology in rodents, revealed altered neuronal avalanche characteristics in 
adolescent rats. We propose that observing neural activity while manipulating 
inhibitory cell ensembles may reveal insight into the disorganized cortical dynamics 
and behavioral deficits exhibited by adult mice treated perinatally with PCP. Using 
two-photon calcium imaging and optogenetics in PV-Cre, SST-Cre, and VIP-Cre 
transgenic mouse lines, we hope to demonstrate that neuronal avalanche analysis can 
reveal precise, cell type-specific contributions to network dysfunction.  
In the preceding Chapters, we present the argument that the healthy neural state in 
mammalian cortex is scale-invariant dynamics characterized by a balance between 
excitatory (glutamatergic) and inhibitory (GABAergic) contributions to collective 
spiking activity. To characterize what is altered in cortical networks in a developmental 
mouse model for schizophrenia, we analyze neuronal population activity via 
multiphoton calcium imaging. We make a number of methodological advances on 




was done on rats, entailing a limited selection of transgenic Cre lines, as well as 
constraints around the developmental stage and behavioral state of the animal during 
imaging. Specifically, previous neuronal monitoring was conducted on lightly 
anesthetized adolescent rats whereas our work is conducted in and awake and behaving 
adult mice. This is an important aspect of our experimental design, as neuronal 
avalanches have been shown to be sensitive to anesthesia (22, 135). 
4.4.1   Distortion of neural circuits in schizophrenia 
Schizophrenia often manifests during adolescence, when the brain is still in maturation. 
This has led to the idea that schizophrenia might have a strong developmental 
component which should adequately be addressed in animal models for schizophrenia. 
It is for that reason that we focused here on the developmental PCP model in which the 
NMDA receptor is being affected early on. This receptor is implicated in controlling 
the structure and plasticity of developing brain circuitry. Exposure to NMDA receptor 
antagonist PCP in late fetal/early postnatal periods in rodent increases death of neurons 
by apoptosis (136), whereas acute administration of PCP in adulthood damages cortex 
via different cellular mechanisms, namely necrosis followed by gliosis (117, 137, 138). 
The expression of cytoskeleton proteins is also altered in a MK801 NMDAR antagonist 
study (139), an alteration which may cause disorganization of circuits in adulthood. 
Prenatal administration of MK801 decreased the PV neuron population in medial 
cortex, including ACC (140), which is also observed in schizophrenic patients (141). 
Another mechanism of prefrontal cortical dysfunction that is recapitulated in the PCP 
glutamatergic hypofunction model is a series of knock-on effects caused by reduced 




synthesis of GABA in cortex, which in adult patients is reduced by 50% in PV axons 
(110, 142). There is also a layer III pyramidal cell reduction of the GABAA receptor 
(143) that registers inputs from PV basket cells; this has been interpreted as a main 
mechanism in the pathological attenuation of gamma activity (106, 114). Reduced 
expression of the Kv9.3 potassium channel alpha-subunit (144), which serves to delay 
the fast EPSP decay in PV interneurons (145), might be yet another mechanism for 
reduced gamma power as it causes a loss of temporal precision in PV cells (7). 
Maturation studies point to vulnerable periods where interruptions to normal 
development could affect the number of PV chandelier cell synaptic terminals or the 
efficacy of PV basket cell terminals (146).  
From a circuit perspective, PV cells inhibit mostly each other and excitatory pyramidal 
cells (PYR), while SST cells inhibit PYR, PV, and VIP cells. SST cell receptors are 
also altered in schizophrenia (147). Currently it is not known how avalanche dynamics 
in cortex are affected by alterations in activity among these three GABAergic cell 
types. To underscore the complexity of these processes: a single interneuron might 
inhibit many dendrites on a given Pyr cell, or only those a single dendritic branch, or 
only innervate a small subregion of one branch. For example, in M1 a single dendritic 
process may receive excitatory inputs organized such that synapses associated with 
different motor skills cluster on different dendritic branches (148). Therefore, 
disinhibiting a specific dendritic branch or subregion may permit reorganization or 
refinement of one skill while leaving other learned motor processes undisturbed. This 
suggests that synaptic network malformations seen in schizophrenia may cause 





4.4.2   Future directions 
Recent research (20) has suggested that aberrant neural dynamics in schizophrenia may 
be detected by calculating the critical branching parameter, σ, defined as the average 
ratio of the number of descendants to ancestors within a cascade, which captures the 
balance between stable propagation (σ=1), explosive activity (σ>1, sometimes referred 
to as the epileptic regime), and signal die-out (σ<1). Altered spiking and avalanche 
dynamics in lightly-anaesthetized PCP-treated rats were detected by calculating σrepeat, 
a measure of repeat activations by individual ROIs within a single avalanche. We will 
explore this measure in data recorded from awake PCP-treated mice. 
We will also test the specific hypotheses that neural and behavioral deficits will be 
rescued by acute administration of D-serine (149), and that optogenetic stimulation of 
PV and SST interneurons using the depolarizing opsin NpHR (AAV-EF1aDIO-
eNpHR3.0-mCherry, UNC Vector Core) will alter or improve cortical activity without 
fully recovering neurotypical dynamics. The goal of our study is to characterize the 
breakdown of precisely coordinated neural activity in superficial cortex, the locus of 




Chapter 5: Summary and Discussion 
 
Since the discovery of neuronal avalanches by Beggs & Plenz in 2003, the critical brain 
hypothesis has gained increasing traction among researchers who study neural 
excitation/inhibition (E/I) balance and mesoscale cortical activity in health and disease. 
A current focus of investigation is the role of different cortical circuit components for 
maintaining, modulating, and leveraging the flexibility and information processing 
benefits associated with phase transition-adjacent dynamics. However, it remains to be 
seen whether the most promising predictions of critical systems theory are applicable 
to neuronal activity, and while there is an important role for theoretical and simulation-
based exploration of critical systems in the brain, the shortest path to translationally-
relevant knowledge is via experimentation in vivo. Awake and behaving rodent and 
nonhuman primate models of human disease permit the use of invasive techniques to 
precisely monitor electrophysiological and biophysical measures. In these animal 
models, recent development of light-mediated perturbation of excitable cells allow the 
experimenter to optogenetically manipulate activity in specific cell types to elucidate 
their influence on circuit function and avalanche organization. Using these techniques 
and avalanche analysis, progress can be made towards establishing a cohesive 
framework for understanding activity among cortical neurons. 
5.1   Summary 
By combining electrophysiology, calcium imaging and optogenetics, as well as 
behavioral testing and neural network analysis, we confirm previous findings that 
superficial cortex operates close to a critical state in a stable manner over days and 




and scaling relationships predicted from the theory of critical dynamics. We 
successfully integrated the apparent dichotomy of scale-independent avalanches with 
scale-dependent neuronal oscillations exemplified using beta/gamma-oscillations. We 
further propose that in an animal model for schizophrenia, a brain disease characterized 
by aberrant E/I balance and impaired cognition, measures of population activity may 
deviate from criticality. On the basis of these results and existing literature, we 
conclude that critical systems theory is likely to offer valuable insights and 
improvements to traditional neuroscientific practice with implications for translational 
and clinical research. 
 
In Chapter 2, we studied the stability of network structure and dynamics. We found that 
local field potentials in nonhuman primate displayed characteristic correlation 
networks and avalanche dynamics in a stable manner over days and weeks. The 
influence of common input to electrodes was removed via the Normalized Count 
network reconstruction (68), which permitted us to identify a stable integrative network 
organization that captured the essence of how avalanches unfold in space and time in 
the brain.  
 
In Chapter 3, we leveraged the full nonhuman primate data volume (>20 hr) to attain 
precise statistics on even large and rare cascades. Testing the prediction from critical 
systems theory that avalanche shapes should be scale-invariant (52), we applied the 




potentials. We discovered that avalanches in vivo obeyed the shape collapse at short 
and long timescales, yet failed to display scale-invariant profiles at intermediate 
timescales impacted by spontaneous synchronized oscillations. This entirely novel 
characterization of population coordination may represent a new biomarker for cortical 
synchrony along both the critical axis (E/I balance) as well as the power-frequency 
dimension with potential for capturing cross-frequency coupling. Finally, we showed 
that removing the dominant 30 Hz oscillation via a high-order bandpass filter 
simultaneously destroyed signatures of criticality, suggesting that avalanches and 
oscillations are not independent processes occurring orthogonally to each other (a 
simple superposition), but instead together define the healthy state of the mammalian 
brain. 
 
In Chapter 4, we presented preliminary data towards detecting aberrant avalanche and 
network dynamics in a developmental mouse model for schizophrenia. Combining 
behavioral assays of episodic memory with multi-photon calcium imaging and 
optogenetics in PV-, SST-, and VIP-Cre transgenic mouse lines, we presented initial 
work towards establishing impaired episodic memory and deviations from criticality in 
neuronal activity of PCP-treated mice. These results represent progress towards our 
specific aim of characterizing the inhibition-mediated breakdown of precisely 





5.2   Discussion 
5.2.1   Supporting evidence for critical brain dynamics 
Criticality in cortical dynamics seems both increasingly likely and increasingly 
important. The results presented in this dissertation demonstrate that over weeks in 
nonhuman primates, avalanche activity is stable, as is integrative network organization. 
We have also confirmed the prediction that temporal profile renormalization can apply 
to neural activity and, importantly, we find that oscillations are crucial in shaping 
neuronal avalanches. Further, we have shown progress towards characterizing 
aberrations of critical brain dynamics caused by disease. 
The current work supports the hypothesis that the brain operates close to a critical point 
balanced at a phase transition between global synchrony and purely Poisson 
independence, i.e. between explosive, invariably system-spanning cascades and 
dampened, inconsequential blips of activity. This finding has particular import in neural 
systems, which are information processing organs crucial for survival. Therefore, 
disorders of the brain may be better understood as the loss of precisely controlled, 
transient deviations from criticality. Indeed, evolution has selected for increased 
cognition (105, 150), and initial reports suggest that sustained deviations from 
criticality are principally observed in brain states associated with the loss of cognitive 
capacity, i.e. in pathology and non-alert states of consciousness (20, 22, 25, 28, 62, 65). 
Taken together, these data illustrate a system where avalanches are usually occurring, 
yet locally interrupted by oscillations. This can be considered advantageous in the 




will, when necessary, give way to the collective “strum” of a neuronal oscillation. 
Avalanching is conducive to the active maintenance of an optimally resonant network 
state (60) comprised of a near-threshold neuronal population (151). An avalanche 
“default mode” could permit incident oscillations to propagate in an energetically 
efficient manner and facilitate forgetting of irrelevant information (13). 
5.2.2   A role for theory 
When conducting research in a new field, it is necessary to make empirical observations 
so that our scientific designs and conclusions may be well-founded. Further 
experimental and theoretical work will produce a more precise framework for 
exploration of critical brain dynamics.  
For example, higher-order interactions in cortical activity could be captured by the 
“Dichotomized Gaussian” (DG) model which was shown to outperform the Ising model 
in prediction of both second- and third-order functional correlations (62). In this model, 
drift in the mean correlation strength results in a loss of avalanche organization. Tuning 
the average strength tunes the dynamics towards either subcritical or supercritical 
avalanche size distributions. The DG model is especially relevant to the Chapter 2 
investigation of critical dynamics on cortical functional networks because it offers a 
minimal model capturing both critical dynamics and correlations, while permitting 
manipulation of the critical branching parameter σ. This could be used to model how a 
miscalibrated homeostasis might cause the loss of scale-invariant dynamics (or a 




5.2.3   Unresolved questions 
Where does information live in the brain? Is it “hard-coded” in synaptic architecture? 
Or is information principally found in the ever-changing ensembles of electrical spikes 
propagated among neuronal populations?  
A common problem in schizophrenic patient care is that patient records often begin at 
hospital admission for acute psychosis without the context of measurements in 
prodromal or preclinical brain states, making it difficult to detect disease-specific 
signatures of brain activity. Could avalanche shapes be used to distinguish between 
healthy and disease states in general, or perhaps even between healthy and trending-
towards-unhealthy states in the same animal or subject? 
Could neuronal avalanche shapes be used as a new lens to understand brain activity 
across temporal scales? Will critical brain dynamics have relevance for the issue of 
how the brain filters out unattended information while accentuating salient signals (also 
known as the “binding problem”)? Could this problem be better understood through a 
theory of cortex inclusive of criticality? 
What will be the impact of technologies built upon the critical brain framework? Can 
scientists take inspiration from how the brain works when it comes to domains such as 
machine learning, neuromorphic engineering, and the development of brain-computer 
interface (BCI) technology?  
5.3   Directions for future work 
5.3.1   Translational research in neuronal avalanche shape analysis 




regard, neuronal avalanche research is advantaged; it so far does not require new types 
of tools. Instead, familiar data can be looked at with established methods and still 
produce new science. In this section we consider two possibilities for the incorporation 
of critical brain dynamics into psychiatric and neurological health care. 
Just as patients today may be fitted with EEG caps for real-time noninvasive monitoring 
of oscillatory signals, one possible scenario is that existing neural observation methods 
(EEG, MEG, ECoG) will be used to assess avalanche structures as a complementary 
technique. We anticipate that there may be characteristic deformations of avalanche 
organization associated with specific diseases (25), and that this developing technique 
will produce novel neurologically-based biomarkers (e.g. avalanche shape analysis) 
with both diagnostic and prognostic value.  
A second possibility is avalanche analysis as a complement for transcranial magnetic 
stimulation (TCMS), which could be considered a natural pairing. Akin to tests of 
critical slowing down (50), the purpose of TCMS is to provide a “kick” to a specific 
region of brain. As a system measure, avalanche analysis has already been shown to be 
effective for evaluating network excitability (susceptibility) in response to perturbation 
(28).  
5.3.2   Integrating paradigms 
How do we ask questions about the functioning of a system? Intellectual structures 
through which productive inquiry proceeds is essentially the definition of a scientific 
paradigm, a concept popularized by Thomas Kuhn (153). Kuhn described how 




comprised of a set of exemplary tools, methods, concepts and theories which become 
interrupted if and when “anomalies” are recognized to such an extent that new 
frameworks are constructed to explain new facts.  
Any given theory can be considered incomplete, so there is often a collection of 
anomalies (i.e. 1/f crackling noise, neuronal avalanches, inverted U-profiles, critical 
slowing down, diverging correlations, etc.) which can be brought together and 
explained within some new framework (e.g. critical brain dynamics) in an advance 
which is able to resolve new findings with what was previously known and expected.  
However, there has been some contention around whether the brain really is critical 
(90). Healthy skepticism is particularly crucial and appropriate at an early point along 
the development of a scientific framework. Some have said, “brain activity may 
resemble criticality, but it is not truly critical dynamics you are observing”, and this 
remains a possibility. How can experimentalists empirically respond to skeptics? 
Although there are many possible directions (see Chapter 3 re: parabolic vs semicircle 
shape motifs), one thing is clear: we in neuroscience should continue to explore the 
applicability of a deep body of physics under development for the better part of a 
century (17, 36, 154, 155).  
To articulate a paradigm for cortex inclusive of criticality, it will be necessary to resolve 
residual ambiguities and refine an integrated framework. Persuasive arguments will be 
developed if the new framework predicts phenomena previously unsuspected. This 
could include the identification of universal constants including, perhaps, those hinted 
at in the intrinsic log spacing of brain wave bands (156). There may also be the 




neural systems constrains the breadth of scale over which the physics in question 
applies. 
5.3.3   The search for the substrate of thought 
Scientists and philosophers have attempted to formulate the question of how the brain 
can house the mind. We suggest the question be asked in this way: “What is the 
substrate upon which thought unfolds?” Given the current work and related research, 
we would like to put forward the hypothesis that that substrate might be avalanches. 
The critical state may be a “dial tone” signaling readiness for communication, and 
neuronal avalanches may be the energetic medium through which other dynamical 
structures unfold and against which they can be distinguished.  
Unperturbed, critical dynamics represents a maximally variable network state in the 
presence of correlations among network components. Though seemingly stochastic on 
the microscale, critical phenomena reliably conform to distinct statistical trends over 
long observation times. However, these distinct tendencies currently do not offer 
predictive power per se (similar to how earthquakes cannot reliably be predicted). 
Therefore, signals that occur in a temporally reliable manner, e.g. neuronal oscillations, 
can be distinguished as salient against differently organized activity.  
Given that neuronal avalanches and oscillations co-exist and that their temporal 
domains are anti-correlated (c.f. Fig. 3.4G; frontal cortex of nonhuman primate), it may 
be possible to consider these two dynamics as computationally synergistic. We 
therefore propose that avalanche organization constitutes a fabric we call the critical 





Figure 5.1: Neuronal avalanche lifetime-probability-per-Δt and mean-size-per-lifetime-
per- Δt distributions in NHP reveal a “fabric” marked by wrinkles in time. Traditional 
power law measures of empirical brain data are explored across temporal scale. Characteristic 
“wrinkles” visible as pronounced topographical features were found in a monkey with strong 
30 Hz brain waves (top right, bottom right), but were missing in a monkey with weak 
oscillations (top left, bottom left). 
 
the triple-logarithmic 〈𝑆𝑆〉-per-L-per-Δt distribution (Fig. 5.1, bottom row). Just as 
power-frequency peaks of physiological oscillations will approximate a Gaussian 
shape only when plotted in log axes (c.f. Fig. 3.4E), the critical manifold similarly 




In the spirit of speculation, perhaps the brain itself leverages renormalization. This 
would allow neural systems to efficiently monitor deviations from a “pure” criticality 
which is complex but not meaningful (because critical dynamics emerges from the local 
interaction of network elements, i.e. only bottom-up influences). Instead, other 
organizational schemes such as rate codes, temporal codes, and network oscillations 
may impart somewhat-but-not-fully orthogonal structure onto the avalanching 
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