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Abstract. A simple and easily implemented algorithm is presented for obtaining random vari- 
ables from a truncated standard normal distribution. The algorithm is based on a generalization 
of Von Neumann’s rejection technique. The first-stage sampling in our algorithm is from the 
truncated logistic distribution. Another algorithm for obtaining random vectors from truncated 
bivariate normal distribution is presented. 
INTRODUCTION 
The inverse method for generating random normal variables was introduced by Muller [3]. 
He used a convenient approximation to the inverse function 
J 
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2 = F--‘(u), where u = _-!+W& 
-a3 fi 
Box and Muller [2] obtained exact normal random variables by means of a one-toone trans- 
formation of two II(0, 1) random variables. 
Tocher [5] gave an approximation technique for generating random variables from standard 
normal distribution. Marsaglia [l] presents an elegant application of rejection method for 
generating random variables from the tail of standard normal distribution. Tadikamalla and 
Johnson [4] gave an acceptance/rejection technique for generating random variables from 
the standard normal distribution by writing them in the form 
;r 
hx(z, e) = 
e 0 
6[1+e3]* ’ 
-co<z<oo 
which is the logistic distribution. It has been shown numerically that the optimal 0 is 
achieved by 8’ = 0.626657 for which t = 0.9196 and 
g(t) = (0*25)(1 + e-1.5957r)?e(-1;+1.59572) 
(1) 
In this paper we describe how to generate a random sample from a truncated normal and 
random vectors from truncated bivariate normal distributions. 
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GENERATING A DOUBLY TRUNCATED NORMAL VARIABLES 
Consider a doubly truncated standard normal density function fx(x), where 
1 z 
fx(x) = -e+, 
IIJZ;; 
a I x < b, 11 = o(b) - $(a) 
where 4(x) = /-“, e$dr. 
Let us use the acceptance/rejection method and rewrite fx(x) in the form 
(2) 
1 0 9196 A ifA>l 
- = c 0.9196, if A < 1. 
ifA> 
ifA < 1. 
where g(x) is given by (1) and 
hx(x) = 
es 
r,e* (1+ eq’ 
which is the truncated logistic density 
A=$ 
asxsb, I2 = H(b) - H(a) 
frunction, and 
1 
H(x) = (1 +e+) 
where we use the optimal 6’ = 0.626657 
To generate a random variable from the doubly truncated standard normal density func- 
tion given by (2) we apply the following algorithm. 
ALGORITHM I. 
(1) Set A = ,#$$$ 
(2) Generate independent Ui and Us from U(0, 1). 
(3) x = -0.626657 ln( & - 1) 
(4) If (A 2 1 and Us 5 Agl(z)) or (A < 1 and Uz 5 gr(x)), deliver S 
(5) Otherwise go to (2). 
GENERATING A DOUBLY TRUNCATED BIVARIATE NORMAL VARIABLES 
Consider a doubly truncated standard bivariate normal density function f~,,y~(yl, yz) 
where 
~u~,Y~(Y~,Yz) = 12njWe - [ 
Y, --zcYI lo+!2 
‘(‘-“) -1 , ai 5 yi 5 bi, i= 1,2 (3) 
where I = WI, bz 9 P) - +(b I,az,p) - 4(al,bz,p) ++(a~,az,~) and 
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4(hk,P) = l 
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which is the joint cumulative distribution of random variables X1, X2 having the joint stan- 
dardized bivariate normal density. 
Now let US rewrite the doubly truncated standard bivariate normal density function in 
the form ~Y,,Y,(Y~,Y~) = ~Y,(YI)~Y,IY,(Y~ 1~1) where 
fu,bl) = 7;si;‘*, al 5~1 I h, 11 = 6(h) - do. and 
a2 I YZ 5 b2, 
Using the fact that the conditional density of Yz given Yl is normal with expected value pY1 
and standard deviation dm, we can generate a random vector from a doubly tuncated 
standard bivariate normal density function (3) by using the following algorithm. 
ALGORITHM II. 
(1) Set Ai = cm?, i = 1,2. 
(2) Generate X1 from f,y, (21, Al) using Algorithm I, where f~_, (Zi, Ai) = he+ 
ai 5 xi < bi, i = 1,2. 
(3) Generate X2 from fx?(x2, AZ) using Algorithm I. 
(4) Set Yl = X1 and Y2 = pX1 + &7X2. 
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