Abstract. The following two theorems concerning affine Hensel schemes are proved.
In §3 we study Ker <j>. This allows us to prove Theorem A. Note that by [12, §6, Theorem 1], Theorem A implies Gruson's Theorem [13] .
The proof of Theorem B is given in §4, as a consequence of Theorem A. The authors wish to thank M. Hochster and D. Buchsbaum for some helpful discussions on the subject of this paper.
1. Preliminaries and main results. We recall some known facts concerning Henselian couples and Henselian schemes, and we state the main results of this paper, along with some corollaries.
A. Hensel couples and Henselization. A -» B such that fia) c b. 1.2 . An N-polynomial over the couple (A, a) is a monic polynomial a0 + axX + ' • • + X" G A [X] such that a0 G a, and a, is a unit modulo a.
The couple (A, a) is said to be a Hensel couple (shortly //-couple) if (i) a c rad A, (ii) every A/-polynomial has a root in a.
A
local ring A with maximal ideal m is Henselian if and only if (A, m) is a
Hensel couple [20, p. 76 , Proposition 3] .
For more details on Hensel couples we refer to [10] , [20] , [18] . Here we list some properties we shall use freely throughout this paper. See [10] for indications on the proofs. is bijective. This couple is called the Henselization of (A, a) and is denoted by h(A, a). We often write hA in place of B, and we call it the Henselization of A with respect to a. If C is an A -algebra we often write hC for the Henselization of C with respect to aC.
We summarize some properties of the Henselization we shall need later:
1.7. Let (A, a) be a couple. Then:
(i) h(A, a) exists and is unique up to canonical isomorphism.
(ii) hA/ahA = A/a and the a-adic completions of A and hA coincide.
(iii) h(A, a) is the direct limit of the set of all local etale (L.E.) neighborhoods of (A, a) (see [20, Theorem 2, Chapter XI] ). In particular hA is a direct limit of etale A -algebras, and depends only on Va .
(iv) hA is y4-flat, and is faithfully flat if and only if a c rad A.
(v) hA =h(Ax+a). Hence the kernel of the canonical map A -^>hA coincides with the kernel of A -* A, +a. Thus if a ¥= A and A is a domain, then A -^>hA is injective.
(vi) If A is noetheriah (resp. normal, regular, excellent) the same holds for hA. (vii) If (A, a) = lim (A,., qj, then h(A,q)= limA(v4,., qj.
(viii) If B is an /I-algebra, integral over B, then hB = B <8>AhA. In particular h(A/I) = (hA)/IhA for every ideal / c A.
B. Henselian schemes. 1.8. Let (A, a) be a Hensel couple and put X = Spec^4/a. For each/ G /I put Xj = D(f) n X, and S^(A^) =^4/-This defines a presheaf of rings over X, which is actually a sheaf (whence T(X, 6X) = A).
More generally to any A -module M one can associate the presheaf M defined by M(Xf) =hAj ®A M. It turns out that Af is a sheaf over X (the above claims are proved in [18, 7.1.3] ; another proof is sketched in [11] ).
1.9. The ringed space (X, 6X) is called the Henselian spectrum of (A, a) and is denoted by Sph(v4, a) or Sph A if a is understood. An affine Henselian scheme is a ringed space isomorphic to Sph(A,a) for some //"-couple (A, a). A Henselian scheme is defined accordingly, in the obvious way. An important example of Hensehan scheme is the Henselization of a scheme along a closed subscheme (see [17] , [11] , [18] ).
1.10. Let X = Sph(A, a) be an affine Henselian scheme. Then: (i) If x G X corresponds top G Spec A, then 6Xx =hAp (see 1.7(vii) ).
(ii) Sph(/1, a) depends only on Va (see 1.7(iii)).
(iii) The functor M h» M, from (A-modules) to (0^-modules), is exact and fully faithful, and commutes with direct limits. Hence M is always quasi-coherent, and is coherent if A is noetherian and M is finitely generated (apply 1.7(iv) and (vi)).
C. Main results of this paper and corollaries.
1.11. Theorem (Theorem A). Let X be an affine Hensel scheme, and let ^ be a quasi-coherent &x-module. Then (i) ?F = M where M = T(X, f), or equivalently (ii) ?F is generated by its global sections.
1.12. Theorem (Theorem B). Let X, <5 be as in 1.11. Then HP(X, <») = Ofor all /? > 0.
The proofs of 1.11 and 1.12 will be given in § §3 and 4 respectively. Here we give some corollaries.
Corollary.
If X = Sph(A,a) is an affine Henselian scheme, then the functor M h> M is an equivalence between the categories of A-modules and of quasi-coherent 6x-modules. If A is noetherian it induces an equivalence between the categories of finitely generated A-modules and of coherent 6x-modules.
Proof. Immediate from 1.11 and 1.10(iii).
1.14. Corollary. Let X = Sph(A,a) be an affine Henselian scheme, with A noetherian. Then any quasi-coherent 6x-module is the direct limit of the family of its coherent submodules.
Proof. Apply 1.13 and l.lO(iii).
1.15. Corollary. Let X be a Hensel scheme, and let 0 -»<% -» § -» % -> 0 be an exact sequence of 6x-modules. If any two of them are quasi-coherent, so is the third.
Proof. It follows from 1.11, by the same argument used for ordinary schemes (see [7, 1.4.7] ). 1.16 . Corollary.
Let X be a Henselian scheme, and let % be a quasi-coherent 6x-module. Let % be an affine covering of X. Then for allp > Owe have.
Hp(X, W) = //'(%, f) = Hp(X, f)
Proof. It follows from 1.12, by general facts on cohomology (see e.g. [6] ).
1.17. Remark. Theorems 1.11 and 1.12 are well known for ordinary schemes (see [7] , [9] ). Moreover they are true for coherent sheaves over a noetherian affine formal scheme ( [7, 10.10 .2] for 1.11; [15, Proposition 4.1] for 1.12). A general theory of quasi-coherent sheaves over a formal scheme is not known, and very likely it cannot be as well behaved as in the Henselian case.
Application of "Theorem B" to the equivalence of singularities is given by Roczen [21] .
D. Application to integral morphisms. An important fact in the theory of ordinary or formal schemes is that if X -» Y is an affine morphism, and Y is affine, then X is also affine. We shall prove this fact for a class of morphisms of Henselian schemes; so far we are not able to prove the general case.
We recall first some facts on morphisms of Henselian schemes. For details see [19] . (ii) integral (resp. finite) if it is adic and affine, and if moreover the covering of (i) can be chosen so that T(f'x(Uj), Qx) is integral (resp. finite) over T(Uj, 0V) for all i. Put C = © hAf. Then C is f.flat over A by 1.7(iv) , and by the above we have that B ®A C is integral over C, and hence B is integral over A. It follows that (B, aB) is an //-couple (see 1.4 ) and a direct computation shows that Sph(5, aB) = X. This completes the proof.
1.23. Remarks, (i) By the same proof as in 1.22(f) one can show that if /: X -» Y is a finite morphism of Henselian schemes and Y is locally noetherian, thenf^6x is coherent.
(ii) One is tempted to make the following three conjectures, which are probably equivalent to each other: Conjecture A. Let /: X -» Y be an affine morphism of Hensehan schemes. Then for any affine U c X,f~x(U) is affine. This is true for ordinary schemes [7, 9.1.10] and for locally noetherian formal schemes [7, 10.16.4] . Our method used in 1.22 does not apply, because fm6x is not quasi-coherent in general.
Conjecture B. Let A" be a Henselian scheme, and let 5 be an ideal of definition of X. If the usual scheme (X, 0^/5) is affine, then X is affine.
This conjecture is true for locally noetherian formal schemes (see [7, 10.6 .3 and
2.3.5]).
Conjecture C (Serre's criterion). A Hensel scheme X is affine if (and only if by 1.12) HX(X, <%) = 0 for every quasi-coherent sheaf of 0^--modules 9r.
When X is a locally noetherian formal scheme this follows from Conjecture B and Serre's criterion for ordinary schemes [8, 5.2.1].
2. The homomorphism hAf ®A hAf -*HAjg. In this section we prove some technical results which will be essential later. The most important are Theorems 2.4 and 2.5 below.
A. Flatness of the homomorphism hAs ®A hAT -*hAST. Let (A, a) be a couple. If B is an A -algebra, we denote by BZar the Zariskification of B with respect to aB, that is ^zar = Bi+aB-If ^Zar = B, B is said to be a Zariski ring. Moreover, if B is an A -algebra, we denote simply by hB the Henselization of B with respect to aB.
2.1. Proposition. Let (A, a) be an H-couple and let S,T <z A be multiplicative sets; then HAST is the Henselization of hAs ®A hAT; in particular the homomorphism hAs ®A hAT -+hAST is flat and (hAs ®A hAT)-Zax -*hAST is faithfully flat.
Before proving the above proposition we need the following. Then there is a canonical isomorphism (hAf ®A hAg)7jiS -HAfg.
2.5. Theorem. Let (A, a) be an H-couple and let figGA such that (/, g) = (1).
Then the canonical homomorphism hAf ®A hAg -+hAjg is surjective.
In this subsection we study absolutely integrally closed rings (AIC for short) and we reduce the proof of Theorems 2.4, 2.5 to the case when A is an AIC ring. whence f(X) = (X -bx/s)(X -b2/s) ■ ■ ■ (X -bjs).
2.8. Lemma. Let A be an AIC ring and qc A be an ideal such that A/a is connected. Then HA = A^.
Proof. By 2.7 Aj^ is an AIC ring and then we may assume a c rad A. By 1.2, it is sufficient to show that any AZ-polynomial F(X) has a root in a. For this it is sufficient to show that if f(X) = (X -ax) • • • (X -an) is the reduction of F mod a, then a, = 0 for some i.
We know that/(0) = 0 and hence II a, = 0. Moreover if s, = 11,^ a, we have that 2 Sj = f(0) is invertible. Lety0 be the first index such that sJa ¥= 0. Put e, = Sj and e2 = sJo+x + • • • +s". If e2 = 0 we have aJo = 0. Otherwise we have exe2 = 0 and ex + e2 invertible which implies that A/a is disconnected, a contradiction.
2.9. Lemma. Let A be a ring. Then there is a faithfully flat A-algebra B, integral over A, which is an AIC ring.
We will call such an A -algebra B a f.flat absolutely integral closure of A (f.flat A.I.closure for short). Proof. Put R = B ®A CZai. There is a natural homomorphism t: R -» (B ®A C)Zu. Since R is integral over C^, we have qR c rad(CZar)/? c rad R. Thus 1 + a(B ®A C) maps to invertible elements of R, so that we get a homomorphism (B ®A C)^ -> R, which is easily seen to be the inverse of t.
Proposition. Assume that Theorem 2.4 is true when A is an AIC domain.
Then it is true for any ring.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. Let (A, a) be an //-couple, and let/, g G A such that (/ g) = (1). Put R = (hAy ®A HAg). We want to show that RZai = hAfg provided this is true whenever A is an AIC domain. We do this in three steps.
Step 1. Assume A is a domain. Let K be the field of fractions of A and let B be the integral closure of A in K, the algebraic closure of K. Then B is an AIC domain and by assumption the conclusion holds for B. Let Q be the cokernel of <b: R -+hAfg. Since Henselization and Zariskification commute with integral base change (1.7(viii) and 2.10) we have Q ®A A = 0. On the other hand <b is faithfully flat by 2.6, so that Q is i?-flat [2, 1.3.5], and hence v4-flat. Thus Q -> Q ®A B is injective and Q = 0.
Step 2 Step 1 the result is true for each Aj and it is easy to see that it holds for A as well.
Step 3. General case. We have A = lim At where {v4,},e/ is the direct set of all finitely generated Z-subalgebras of A. Put Bt =h(Aj, a n Aj); since Henselization commutes with direct limits we have A = lim /?,. If a •/ + b • g = 1 we may assume that a, b, f g come from all 5,'s and the conclusion follows from Step 2, since everything involved commutes with direct limits.
2.12. Proposition. Assume that Theorem 2.5 is true when A is a fflat A.I. closure of a normal domain A', with f, g G A'. Then it is true for any ring.
Proof. As in the proof of 2.11 Steps 2 and 3 we reduce to the case when A is a normal domain. Let B be a f.flat A.I. closure of A and let Q be the cokernel of the homomorphism hAf ®A hAg -^>hAfg. Since Q ®A B = 0 by f.flatness we have Q = 0.
C. Connected components of affine schemes. In this subsection we prove some basic facts about connected components of affine schemes. The principal result is Proposition 2.18 which will be used later to reduce the proof of 2.4 and 2.5 to connected components. In the following we often identify affine schemes with the corresponding rings and we will talk of a connected component as a ring.
2.16. Lemma. Let (A, a) be an H-couple, and let f G A. Then Clearly (i) implies (ii), and since Henselization commutes with direct limits, we see that (i) and 2.14 imply (iii).
The following proposition is essential later. According to the notation of 2.18 we have As = \vmAf ,AT= lim Ag (see 2.14 and 2.16) and hence B = lim Bap. Moreover by 2.18 we have (s, t)B = B whenever s G S, t G T. Consider the map hAs X hAT^>hAs ®A hAT, where t = <bx -<b2 and <j>x: hAs -^>hAs ®A hAT, <j>2: hAT^>hAs ®A hAT are the canonical homomorphisms. We prove that t is surjective; in fact we know that hAs = (As)Zai = As+a, hAT = (^r)zar = -^T+a-^et s' = s + ax E. S + a, t' = t + a2 G T + a; since (s, t)B = B
and qB c rad B we can write 1 = as' + b • t' G B. Hence \/s' ■ t' = a/t' + b/s' with a/t' G hAT, b/s' G hAs. It follows that if R = image of hAs X hAT in hAST, R is also the image of hAs ®A hAT in hAST; hence R is ^4-flat by hypothesis. Finally if A is an AIC domain and hAST ^ 0 then both hAs and hAT are subrings of hAST; indeed by 2.1 we have hAST =h(HAs ®A hAT); on the other hand hAs ®A hAT is a ring of fractions of A by 2.8 and hence it is a domain. Thus hAs ®A hAT -^hAST is injective, and by flatness we have also that hAs -+hAs ®A hAT is injective, hence hAs -+hAST is injective. Thus B =hAs n hAT, and using 2.7 and 2.8, we easily see that B is an AIC domain.
Before proving the next proposition we need a lemma. D. Simply connected schemes. In this subsection we give some facts on simply connected schemes, which allow us to give a connectedness criterion (Proposition 2.23) which is essential later.
Definition.
A connected scheme X is simply connected if every etale covering Z -> A" with Z connected is an isomorphism. Recall that an etale covering is a finite etale morphism. is an //-couple there exists an etale covering A2ja'^ C such that C/qC ^ C. C is a normal ring [20, Proposition 2, p. 75] and since it has a finite number of minimal primes we can write C = Cx X ■ ■ ■ XC, with C, normal domains; but since C is connected, C is a normal domain. But C is integral over AZ&T which is an AIC domain, so that A^ =: C, and hence A/q^ C. The main result of this section is the following.
Proposition.
Let X = Spec A be an affine scheme and let C, D be connected components of U, V respectively, where X = U U V is an affine open covering. Then and E = FXTLF2. We show first that we may assume the following (a) wxnw2 = 0, (b) wx u w2 -u n v.
Clearly we may assume Wt, c U n V. Now E is closed in U n V and hence is compact. Thus we may assume that Wj is a finite union of open affine subsets of X. Then also W = W7, n W^ is a finite union of open affines and hence it is compact. Let now { c/} (resp. (Vj\) be the family of all the open-closed subsets of U (resp. V) containing C (resp. D). By 2.14 we have E = D,/^ n VJ and hence DU(W n (Uj n P,)) -0 But Ut n ^ is closed in U n K and hence W nUtr\ Vj = 0 for suitable /,/ Thus after replacing U, Fby C,, P} we may assume (a). By the same argument applied to T = U n V -Wx u W2 we see that we may assume (b) as well. Now we can construct Z. For this let Ux, U2 be two disjoint copies of U and Vx, V2 be two disjoint copies of V and glue them along the WjS as follows:
Ux and Vx along the image of Wx, Vx and U2 along the image of W2, U2 and F2 along the image of Wx, V2 and Ux along the image of W2.
This is possible because of (a) above. We obtain an Ar-scheme Z-»Ar. By (b) we have/"'({/) = UXUU2 andf~x(V) = VX\1V2; thus/is an etale covering of degree 2. Finally we have/-'(C) = C,HC2 and/"'(£>) = DX\1D2 where/: C, -h> C and/:
Dj -» /) are homeomorphisms. Thus C, and /), are connected; moreover C, n />, contains the image of Fx and then it is nonempty; likewise Dx n C2, D2 n C2 are not empty. Finally since X = C u D we have Z = C, U C2 u Dx u /?2 whence Z is connected. This proves (i).
To prove (ii) write A = R/I where R is an AIC domain. If C n D = 0 there is nothing to prove; otherwise C u D is connected, and hence by 2.14 and 2.7 we may assume that A is connected. Thus by 2.7 and 2.8 we may also assume that (R, I) is an //-couple. Let /', g' G R be liftings of /, g such that (/', g')R = R.
Then C, D lift canonically to connected components of hRf, and hRg, (see 2.24 below). Now we can apply 2.17 and 2.20 to find an AIC domain R' such that (/?', //?') is an //-couple, and Spec R'/IR' is canonically homeomorphic to C u D. The conclusion follows then by (i) and 2.22.
Observe that Proposition 2.23 can be proved, as pointed out by the referee, by using the Mayer-Vietoris sequence for the etale cohomology. This would replace the explicit construction of the etale cover in the previous proof.
E. Proof of Theorem 2.4. We need two more lemmas. Proof. By 2.4 passing to the direct limit we have (hAs ®A hAJ)7ja -hAST; on the other hand by 2.5 passing to the limit we have that hAs ®A hAT -*HAST is surjective. So we can apply 2.17 and prove, as in 2.27, that hAs ®A hAT is a Zariski ring. 3 . Proof of Theorem A. We need some preliminaries. Let (A, a) be an //-couple, and put X = Sph(A, a); let /" f2 G A, R =hAfi ®A hAfi, and R' -kAfJj. Let <b: R -» R' be the canonical homomorphism. Our aim is to study Ker <j>. (J)e/ '" * We say that e is represented by / and the fifs, and we write e ~ (/,, /). The proof of the following two lemmas is straightforward. If e, e' G R are idempotents we put as usual e' < e if and only if e' = e' ■ e (that is, if Re' is a direct factor of Re). (ii) Ife~ (fj, I), e' ~ (fy, /') then e' < e if and only if I' c /.
(iii) The set of the admissible idempotents contained in Ker <b is directed with respect to < .
3.4. Lemma. With the above notations, assume further that A is AIC and that either (i)/i = fi> or OO (.fufi)A = A. Then <j> induces an isomorphism R/ER -/?', where E is the set of admissible idempotents contained in Ker <b.
Proof. Observe first that </> is surjective: this is obvious in case (i) and follows from 2.5 in case (ii). Next we see that R' = R^'. tms follows from 1.7(v), the surjectivity of <b, and 2.1 in case (i), and by 2. Now we can prove Theorem 1.11. Recall that we are given an affine Hensel scheme A" = Sph(y4, a), and a quasi-coherent sheaf ?F over X, and we want to prove that ^ = M, where M = T(X, '3). We give the proof in several steps. By assumptions there is a covering X = Ay (J • • • U Ay such that T(Xp ?F) generates the sheaf ^/A}. for i = 1, . . . , n.
3.6.
Step 1. 77ie* conclusion is true if n = 2 and A is AIC. Proof. Put Af, = T(Xf, <?). We want to show that the canonical homomorphisms hAfi ®A M -» Mj are surjective. Put/ = /, and g = f2. Let r:hAfg®^Mx^hAJg®^M2 be the isomorphism of ^4yg-modules induced by the restriction of Af, and M2 to Xfg, and let ux be the composition of t with the canonical homomorphism A/, -V"/4yg 0*^, A/,. Let u2: M2 ->hAjg ®*A M2 be the canonical homomorphism.
Then we have the exact sequence of A -modules 0^ M-UMX X M2^hAJg ®>At M2
where t is induced by the restrictions, and u(mx, mj = ux(mj -u2(mj. Since hAf is A-f\at and A/, (resp. MJ is a module over hAj (resp. over hAg), tensoring the above exact sequence with hAf gives the exact sequence: Let T" be the covering {y n c/0 n £/" . . . , Y n t/0 n £/"} of the affine Hensel scheme Y n U0. Then we see that C = C-1(T", f/7n C/0) for/? > 0, so that
