On the uniqueness of Euclidean distance matrix completions  by Alfakih, Abdo Y.
Linear Algebra and its Applications 370 (2003) 1–14
www.elsevier.com/locate/laa
On the uniqueness of Euclidean distance
matrix completions
Abdo Y. Alfakih
Bell Laboratories, Lucent Technologies, Room 3J-310, 101 Crawfords Corner Road, Holmdel,
NJ 07733-3030, USA
Received 28 December 2001; accepted 18 December 2002
Submitted by R.A. Brualdi
Abstract
The Euclidean distance matrix completion problem (EDMCP) is the problem of determin-
ing whether or not a given partial matrix can be completed into a Euclidean distance matrix. In
this paper, we present necessary and sufficient conditions for a given solution of the EDMCP
to be unique.
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1. Introduction
All matrices considered in this paper are real. An n × n matrix D = (dij ) is said to
be a Euclidean distance matrix (EDM) iff there exist points p1, p2, . . . , pn in some
Euclidean space such that dij = ‖pi − pj‖2 for all i, j = 1, . . . , n. It immediately
follows that if D is EDM then D is symmetric with positive entries and with zero
diagonal. We say matrix A = (aij ) is symmetric partial if only some of its entries
are specified and aji is specified and equal to aij whenever aij is specified. The
unspecified entries of A are said to be free. Given an n × n symmetric partial matrix
A, an n × n matrix D is said to be a EDM completion of A iff D is EDM and
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dij = aij for all specified entries of A. The Euclidean distance matrix completion
problem (EDMCP) is the problem of determining whether or not there exists an
EDM completion for a given symmetric partial matrix A. To avoid trivialities, we
always assume that the diagonal entries of A are specified and equal to zero; and all
specified off-diagonal entries of A are positive.
Applications of EDMs and the EDMCP include among others, molecular confor-
mation theory, protein folding, and the statistical theory of multidimensional scaling
[5,11,16]. As a result, EDMs and the EDMCP have received a lot of attention in the
literature. For characterization and properties of EDMs see [6,8,10,19]. Theoretical
properties including graph theoretic conditions for existence of EDM completions
can be found in [4,12,13,15]. A classic paper on the closely related positive semi-
definite matrix completion problem is [9]. Algorithmic aspects of the EDMCP are
discussed in [3,17,20]. For a recent survey see [14].
Let A be a symmetric partial matrix and let D be a given EDM completion of
A. Such D can be obtained, for example, by using the algorithm discussed in [3]. In
this paper, we present necessary and sufficient conditions for D to be unique. These
conditions are given in terms of Gale transforms of the points pi that generate D.
1.1. Notation
We denote by Sn the space of n × n symmetric matrices. The inner product on
Sn is given by
〈A,B〉 := trace(AB).
Positive semidefiniteness (positive definiteness) of a symmetric matrix A is denoted
by A  0 (A  0). We denote by e the vector, of the appropriate dimension, of all
ones; and by Eij the symmetric matrix, of the appropriate dimension, with ones in
the (i, j)th and (j, i)th entries and zeros elsewhere. The n × n identity matrix will
be denoted by In. A ◦ B denotes the Hadamard i.e., the element-wise product of
matrices A and B. The diagonal of a matrix A will be denoted by diag A. Finally, the
null space of a matrix X is denoted byN(X).
2. Preliminaries
It is well known [6,8,19] that a symmetric n × n matrix D with zero diagonal is
EDM if and only if D is negative semidefinite on the subspace
M := {x ∈ n : eTx = 0}.
Let V be an n × (n − 1) matrix whose columns form an orthonormal basis of M;
that is, V satisfies:
V Te = 0, V TV = In−1. (1)
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Then the orthogonal projection on M , denoted by J , is given by J := VV T =
I − eeT/n. Hence, it follows that if D is a symmetric matrix with zero diagonal then
D is EDM iff B =T(D) := − 12JDJ  0. (2)
Let rank B = r . Then the points p1, p2, . . . , pn that generate D are given by the
rows of the n × r matrix P where B := PP T. P is called a realization of D in r .
Note that the centroid of the points pi , i = 1, . . . , n coincides with the origin since
Be = 0.
Let D be EDM and let
P :=


p1
T
p2
T
...
pn
T


be a realization of D in r . Assume that the points p1, p2, . . . , pn are not con-
tained in a proper hyperplane. Then P Te = 0 and rank P = r . Let r¯ = n − 1 − r .
For r¯  1, let  be an n × r¯ matrix, whose columns form a basis for the null space
of the (r + 1) × n matrix[
P T
eT
]
;
i.e.,
P T = 0, eT = 0, and  has full column rank. (3)
 is called a Gale matrix corresponding to D; and the ith row of , considered as
a vector in r¯ , is called a Gale transform of pi [7]. Gale transform is a well-known
technique used in the theory of polytopes. Three remarks are in order here. First, the
entries of  are rational whenever the entries of P are rational. Second, the columns
of  represent the affine dependence relations among the points p1, p2, . . . , pn, i.e.,
among the rows of P . Third,  is not unique. In fact, for any non-singular r¯ × r¯
matrix Q, Q satisfies (3); hence, Q is also a Gale matrix. We will exploit this
property to define a special Gale matrix Z which is more sparse than  and more
convenient for the purposes of this paper.
Let us write  in block form as
 =
[
1
2
]
,
where 1 is r¯ × r¯ and 2 is (r + 1) × r¯ . By relabeling the points p1, p2, . . . , pn, if
necessary, we can assume without loss of generality that 1 is non-singular. Then Z
is defined as
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Z := −11 =
[
Ir¯
2
−1
1
]
. (4)
Let ziT denote the ith row of Z; i.e.,
Z :=


z1
T
z2
T
...
zn
T

 .
Hence, zi , the Gale transforms of pi , for i = 1, . . . , r¯ is equal to the ith unit vector
in r¯ .
2.1. The set of EDM completions
In this section we characterize the set of EDM completions of a symmetric partial
matrix A given one EDM completion D1. As we remarked earlier, such D1 can
be obtained using, for example, the algorithm presented in [3]. This set of EDM
completions was first characterized in [1] in the context of realizations of weighted
graphs in Euclidean spaces. For completeness we present, next, the details of this
characterization.
It would be more convenient for the purposes of this paper to use the following
characterization of EDMs which is equivalent to (2). Let D be an n × n symmetric
matrix with zero diagonal. Then
D is EDM iff X =TV (D) := − 12V TDV  0. (5)
Note that X ∈Sn−1. It is not difficult to show that
D =KV (X) := diag(VXV T)eT + e diag(VXV T)T − 2VXV T. (6)
For a proof of (5) and (6) see [3]. Let D1 be an EDM completion of a given symmet-
ric partial matrix A and let X1 =TV (D1) and B1 =T(D1). Then (1) and (2) imply
that B1 = VX1V T and X1 = V TB1V . Hence, D1, B1 and X1 uniquely determine
each other. Note that rank X1 = rank B1 = rank P where B1 = PP T.
Let H = (hij ) be the 0–1 matrix where hij = 1 if aij is specified and hij = 0 if
aij is free. Let 2m¯ be the number of free entries in A. Recall that we always assume
that diag A is specified and equal to 0. Also we assume that A has at least two free
entries, i.e., m¯  1. Define the linear operator
A(X) := H ◦KV (X), (7)
where ◦ denotes the Hadamard product. Let D be any EDM completion of A. Then
X =TV (D)  0 and H ◦KV (X) = H ◦KV (X1) = H ◦ D1; that is, (X − X1) ∈
N(A). This follows since dij can differ from d1ij only if aij is free; i.e., hij = 0.
Let Eij ∈Sn be the matrix with ones in the (i, j)th and the (j, i)th entries and
zeros elsewhere. For each free entry aij and i < j , define the matrices Mk , k =
1, . . . , m¯, such that
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Mk := − 12V TEijV . (8)
Then it is easy to show that {Mk : k = 1, . . . , m¯} is a set of linearly independent
matrices, and that {Mk : k = 1, . . . , m¯} forms a basis forN(A). Thus,
N(A) =
{
B ∈Sn−1 : B =
m¯∑
k=1
ykM
k for some y ∈ m¯
}
. (9)
Therefore, the set of EDM completions is given by the following theorem.
Theorem 2.1 [1]. Given D1, an EDM completion of a given symmetric partial matrix
A, let
 :=
{
y ∈ m¯ : X(y) := X1 +
m¯∑
k=1
ykM
k  0
}
, (10)
where X1 =TV (D1) = − 12V TD1V . Then, {D : D =KV (X(y)), y ∈ } is the set
of all EDM completions of A.
Let Pn−1 denote the cone of positive semidefinite matrices of order n − 1. Then
clearly
{X(y) : y ∈ } = (X1 +N(A)) ∩Pn−1.
Note that  is a closed, convex, and generally non-polyhedral set. Since X1  0, the
origin is always contained in . For more on the properties of  see [1]. Therefore,
D1 is unique if and only if  is a singleton set; that is,  = {0}.
3. Main results
In this section we present the main results of the paper. Recall that if D1 is EDM
then X1 =TV (D1) = − 12V TD1V is a positive (n − 1) × (n − 1) matrix. First we
consider the case where X1 is non-singular.
Theorem 3.1. Given a partial symmetric matrix A, let D1 be an EDM completion
of A and let X1 =TV (D1). If X1 is non-singular, i.e., rank X1 = n − 1, then D1
is not unique.
Proof. If rank X1 = n − 1, then X1  0. Let y be any non-zero vector in m¯, then
X(y/λ) = X1 +∑m¯k=1 yk/λMk  0 for sufficiently large positive scalar λ. Hence,
y/λ ∈  and the result follows. 
Theorem 3.1 has a simple geometrical interpretation. If X1 is non-singular. Then
X1 is in the interior of Pn−1, the positive semidefinite cone of order n − 1. Hence,
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one can move a little bit in any direction taken from the null space of A and stay
within Pn−1. Therefore, in this case  is not a singleton. If X1 is singular then the
following theorem holds.
Theorem 3.2. Given a partial symmetric matrix A, let D1 be an EDM completion
of A and let X1 =TV (D1). If X1 is singular, i.e., r¯ = n − 1 − rank X1  1, let
U be an (n − 1) × r¯ matrix whose columns form an orthonormal basis forN(X1).
Then the following is a sufficient condition for  to be a singleton; i.e.,  = {0}:
∃ r¯ × r¯ matrix   0 such that 〈UUT,Mk〉 = 0 for k = 1, . . . , m¯.
(11)
Condition (11) is also necessary if the following condition holds:
rank(UTM(yˆ)U) = rank(M(yˆ)U), (12)
whereM(yˆ) = ∑m¯k=1 yˆkMk for some yˆ ∈ m¯, yˆ /= 0, such that UTM(yˆ)U is non-
zero positive semidefinite.
The proof of Theorem 3.2, which uses the notion of polarity in convexity theory,
is given in Section 4. A comment is in order here. As will be shown in Corollary 4.2,
there always exists a yˆ ∈ m¯, yˆ /= 0, such that UTM(yˆ)U is non-zero positive semi-
definite whenever condition (11) fails to hold. However, rank(UTM(yˆ)U) may or
may not be equal to rank(M(yˆ)U). A case where rank(UTM(yˆ)U) = rank(M(yˆ)U)
is given in the next corollary.
Corollary 3.1. If rank X1 = n − 2. Then condition (11) is both necessary and suf-
ficient for  to be a singleton.
Proof. If condition (11) fails to hold, then by Corollary 4.2, there exists a yˆ ∈
m¯ such that UTM(yˆ)U is non-zero positive semidefinite. If rank X1 = n − 2 then
r¯ = 1. This implies that UTM(yˆ)U is a positive scalar. Thus, rank UTM(yˆ)U =
rankM(yˆ)U trivially holds and the result follows. 
The next theorem is the main result of the paper. It is given in terms of Gale
transforms of points p1, p2, . . . , pn that generate D1; and it follows directly from
Theorems 2.1, 3.1 and 3.2 and Corollary 3.1.
Theorem 3.3. Let A be a given partial symmetric matrix and let D1 be an EDM
completion of A. Let X1 =TV (D1) and let r¯ be the nullity of X1, i.e., r¯ = n − 1 −
rank X1. Then:
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1. If r¯ = 0, then D1 is not unique.
2. If r¯  1, let Z be the Gale matrix corresponding to D1 defined in (4). Then
(a) If r¯ = 1, then the following condition is necessary and sufficient for D1 to be
unique:
(i) There exists a positive definite r¯ × r¯ matrix  such that ziTzj = 0 for
all i, j such that aij is free.
(b) If r¯  2, then condition (i) is sufficient for D1 to be unique. Condition (i) is
also necessary if the following condition holds:
rankZ(yˆ) = rank(V TE(yˆ)Z), (13)
where Z(yˆ) = ∑m¯k=1 yˆk(zizjT + zj ziT) and E(yˆ) = ∑m¯k=1 yˆkEij for some
yˆ ∈ m¯, yˆ /= 0, such thatZ(yˆ) is non-zero positive semidefinite.
Two comments are in order here. First, in Example 2, it will be shown that con-
dition (13) is essential to ensure the necessity of condition (i) in Theorem 3.3. Thus
the gap between sufficiency and necessity in Theorem 3.3 can not be closed. Second,
it is of great interest to investigate the problem of devising an algorithm for check-
ing whether or not a given EDM completion is unique using the characterization
presented in Theorem 3.3. Such an investigation will be the subject of a future paper.
Before proving Theorem 3.3, we present the following lemmas establishing the
relationship between the matrices U and Mk in Theorem 3.2 and the Gale matrix Z.
Lemma 3.1. Let D1 be a EDM and let X1 =TV (D1) as defined in (5). Then
N(X1) =N(P TV ),
where P is a realization of D1.
Proof. Since B1 =T(D1) = PP T, we have N(X1) =N(V TB1V ) =
N(V TPP TV ) =N(P TV ). 
The following lemma was first proved in [2]. We include the proof here for com-
pleteness.
Lemma 3.2. Let D1 be a EDM and let U be the matrix whose columns form an
orthonormal basis of the null space of X1 =TV (D1). Then VU is a Gale matrix;
i.e., V U = ZQ for some non-singular matrix Q.
Proof. It follows from Lemma 3.1 that P TVU = X1U = 0 and from the definition
of V in (1) that eTVU = 0. Hence, the columns of VU form an orthonormal basis
for the null space of[
P T
eT
]
.
Hence, VU is a Gale matrix and the result follows. 
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Proof of Theorem 3.3. That 〈UUT,Mk〉 = − 12 〈, UTV TEijVU〉 = − 12 〈QQT,
ZTEijZ〉 follows directly from (8) and Lemma 3.2. Hence, condition (11) is equiv-
alent to condition (i) in the theorem since Q is non-singular. Furthermore, condi-
tion (12) is equivalent to condition (13) since rank(UTM(yˆ)U) = rankZ(yˆ) and
rank(M(yˆ)U) = rank(V TE(yˆ)Z). 
4. Proof of Theorem 3.2
Let K be a cone inSn, we denote the closure of K and the interior of K by cl K
and int(K) respectively. The polar of K , denoted by K◦, is defined as
K◦ = {C ∈Sn : 〈C,X〉  0 for all X ∈ K}.
Then it immediately follows that K◦ is always a convex closed cone. The following
facts are well known [18].
Lemma 4.1. Let K be a cone inSn and letL be a subspace ofSn. Then:
1. (K◦)◦ = cl K,
2. (int(K))◦ = K◦,
3. L◦ =L⊥, whereL⊥ is the orthogonal complement ofL.
LetPn−1 denote the cone of positive semidefinite matrices inSn−1; i.e.,Pn−1 =
{A ∈Sn−1 : A  0}. Then it is also well known [21] thatPn−1 is closed andP◦n−1 =−Pn−1.
Let R(Pn−1, X1) and N(Pn−1, X1) denote respectively the radial cone and the
normal cone of Pn−1 at X1; that is,
R(Pn−1, X1) = {A ∈Sn−1 : A = λ(X − X1), λ  0, X  0},
N(Pn−1, X1) = {C ∈Sn−1 : 〈C,X1〉  〈C,X〉, ∀X  0}. (14)
Then it immediately follows that
N(Pn−1, X1) = (R(Pn−1, X1))◦,
(N(Pn−1, Xn−1))◦ = cl R(Pn−1, X1) = T (Pn−1, X1), (15)
where T (Pn−1, X1) is called the tangent cone of Pn−1 at X1. The following is a
technical lemma.
Lemma 4.2. Let A  0, and Y  0 and let 〈A, Y 〉 = 0. Then Y = UUT for some
  0 where U is the matrix whose columns form an orthonormal basis for the null
space of A.
Proof. Let W be the matrix whose columns form an orthonormal basis for the range
space of A and let U be the matrix whose columns form an orthonormal basis for
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the null space of A. Thus the matrix Q = [W U ] is orthogonal. Since both A and
Y are positive semidefinite, it is well known that 〈A, Y 〉 = 0 if and only if AY = 0.
But AY = 0 implies that diag(WTYW) = 0, and since WTYW  0, it also implies
that WTYW = 0. Furthermore, since
QTYQ =
[
WTYW WTYU
UTYW UTYU
]
 0,
it follows that WTYU = UTYW = 0. Let  = UTYU , then
Y = [W U ]
[
0 0
0 
] [
WT
UT
]
= UUT. 
The next lemma gives a characterization of the normal cone and the tangent cone
of Pn−1 at X1.
Lemma 4.3. Let U be the matrix whose columns form an orthonormal basis for
N(X1). Then
1. N(Pn−1, X1) =
{
C ∈Sn−1 : C = −UUT for all   0
}
,
2. T (Pn−1, X1) =
{
A ∈Sn−1 : UTAU  0
}
.
(16)
Proof. (1) Let C = −UUT for some  0. Then 〈C,X1 − X〉 = 〈, UTXU〉 
0 for all X  0. Hence, C ∈ N(Pn−1, X1). On the other hand, let C ∈ N(Pn−1, X1)
and consider the following semidefinite program
(P) µ = max
X
{〈C,X〉 : X  0}.
Then by the definition of N(Pn−1, X1) it follows that µ = 〈C,X1〉. Now the dual
semidefinite program is
(D) ν = min
Y
{〈0, Y 〉 : Y = −C and Y  0}.
Since Slater’s constraint qualification (i.e., the set of feasible solutions of (P) contains
an X  0) trivially holds for (P) (see e.g. [21]), by strong duality of semidefinite
programming it follows that C = −Y , 〈C,X1〉 = 0 for some Y  0. Using Lemma
4.2 we have C = −UUT for some   0.
(2) Follows immediately form part 1 and the definition of polar cone. 
Lemma 4.4. LetL = {A ∈Sn−1 : A =∑m¯k=1 ykMk for some y ∈ m¯}, where Mk
are defined in (8). Then
 = {0} if and only if L ∩ R(Pn−1, X1) = {0}.
Proof. Let  = {0} and assume that A ∈L ∩ R(Pn−1, X1) and A /= 0. Then there
exists y ∈ m¯, y /= 0 and λ > 0, X  0, X /= X1 such that A = ∑m¯k=1 ykMk =
λ(X − X1). Therefore, X1 +∑m¯k=1 yk/λMk  0. Hence y/λ ∈ , a contradiction.
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On the other hand, letL ∩ R(Pn−1, X1) = {0} and assume that there exists y ∈
, y /= 0. Therefore X = X1 +∑m¯k=1 ykMk  0. Hence, A = ∑m¯k=1 ykMk = X −
X1 /= 0 and A ∈L ∩ R(P, X1), a contradiction. 
Note that Theorem 3.1 follows also from Lemma 4.4 since if X1  0 then
R(Pn−1, X1) =Sn−1, henceL ∩ R(Pn−1, X1) =L.
Lemma 4.5. Let K be a cone inSn−1 and letL be a subspace ofSn−1. Then
L⊥ ∩ int(K◦) /= ∅ if and only if L ∩ cl K = {0}.
Proof. Let A ∈L⊥ ∩ int(K◦) and assume that there exists a non-zero matrix C ∈
L ∩ cl K . Then 〈A,C〉 = 0 since A ∈L⊥ and C ∈L. On the other hand, 〈A,C〉 <
0 since A ∈ int(K◦) and C /= 0, C ∈ cl K = (int(K◦))◦; hence a contradiction.
Now Let L⊥ ∩ int(K◦) = ∅, then by the separation theorem [18] there exists
Y /= 0 such that 〈Y,A〉 = 0 for all A ∈L⊥ and 〈Y,C〉  0 for all C ∈ int(K◦).
Therefore, Y ∈L and Y ∈ (int(K◦))◦ = (K◦)◦, hence Y ∈L ∩ cl K and the result
follows. 
Corollary 4.1. If condition (11) in Theorem 3.2 holds then  = {0}.
Proof. Follows from Lemma 4.5 by setting L = {A ∈Sn−1 : A = ∑m¯k=1 yˆkMk,
y ∈ m¯} and K = R(Pn−1, X1) since L ∩ cl K = {0} implies that L ∩ K =
{0}. 
Corollary 4.2. Condition (11) in Theorem 3.2 fails to hold if and only if there exists
yˆ ∈ m¯, yˆ /= 0 such that
UTM(yˆ)U is non-zero positive semidefinite,
whereM(yˆ) = ∑m¯k=1 yˆkMk .
Proof. Follows from Lemma 4.5 by settingL = {A ∈Sr¯ : A = ∑m¯k=1 yˆkUTMkU,
y ∈ m¯} and K = Pr¯ since Pr¯ is closed and Pr¯◦ = −Pr¯ . 
Lemma 4.6. Let there exists yˆ ∈ m¯, yˆ /= 0 such that
UTM(yˆ)U is non-zero positive semidefinite,
where M(yˆ) = ∑m¯k=1 yˆkMk . If N(UTM(yˆ)U) =N(M(yˆ)U), then there exists
α > 0 such that αyˆ ∈ .
Proof. Recall that U is the matrix whose columns form an orthonormal basis for
N(X1). Let W be the matrix whose columns form an orthonormal basis for the
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range space of X1 and let Q = [W U ]. Then X1 +M(αyˆ)  0 for some scalar α if
and only if QT(X1 +M(αyˆ))Q  0. But
QT(X1 +M(αyˆ))Q =
[
+ αWTM(yˆ)W αWTM(yˆ)U
αUTM(yˆ)W αUTM(yˆ)U
]
,
where  is the diagonal matrix of positive eigenvalues of X1. If UTM(yˆ)U  0,
then QT(X1 +M(αyˆ))Q  0 for sufficiently small α > 0; and hence αyˆ ∈  and
the result follows. Thus assume that UTM(yˆ)U is singular; and let U1, W1 be the
matrices whose columns form an orthonormal basis for the null space and the range
space of UTM(yˆ)U respectively. Let
Q1 =
[
Ir 0 0
0 W1 U1
]
,
where r = rank X1. Then
QT1Q
T(X1 +M(αyˆ))QQ1
=


+ αWTM(yˆ)W αWTM(yˆ)UW1 αWTM(yˆ)UU1
αWT1 U
TM(yˆ)W α1 0
αUT1 U
TM(yˆ)W 0 0

 ,
where 1 is the diagonal matrix of positive eigenvalues of UTM(yˆ)U . Note that
UTM(yˆ)U has at least one positive eigenvalue since it is not equal to zero. Now
WTM(yˆ)UU1 = UT1 UTM(yˆ)W = 0 since we assumed that N(UTM(yˆ)U) =
N(M(yˆ)U). Furthermore, for sufficiently small positive scalar α the submatrix[
+ αWTM(yˆ)W αWTM(yˆ)UW1
αWT1 U
TM(yˆ)W α1
]
is positive definite. Thus X1 +M(αyˆ)  0 and therefore αyˆ ∈  and the result fol-
lows. 
Lemma 4.7. For any matrix B and any symmetric matrix A, rank AB = rank BTAB
impliesN(BTAB) =N(AB).
Proof. Range BTAB ⊆ range BTA. But rank BTAB = rank BTA implies that
dim(range BTAB) = dim(range BTA). Thus range BTAB = range BTA. Hence
N(BTAB) =N(AB). 
Proof of Theorem 3.2. Sufficiency of condition (11) follows from Corollary 4.1 and
Theorem 2.1. Assume condition (12) holds, then necessity of condition (11) follows
from Corollary 4.2 and Lemmas 4.6 and 4.7. 
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We conclude the paper with the following two numerical examples.
5. Example 1
Let D1 be an EDM completion of the symmetric partial matrix A where
D1 =


0 5 10 10 5
5 0 1 5 4
10 1 0 4 5
10 5 4 0 1
5 4 5 1 0

 and A =


0 5 10 5
5 0 1 5
1 0 4 5
10 5 4 0 1
5 5 1 0

 .
Here the free entries of A are {(1, 3), (3, 1), (2, 5), (5, 2)}. A realization P of D1 in
the plane and Gale matrix Z are given, respectively, by
P =


−2 0
0 1
1 1
1 −1
0 −1

 and Z =


1 0
0 1
−1/2 −1
5/2 1
−3 −1

 .
Let
 =
[
2 −1
−1 3
]
.
Then it is easy to verify that is positive definite and z1Tz3 = z2Tz5 = 0. Hence,
D1 is unique.
Now suppose that a25 is specified and a25 = a52 = 4; and suppose that the free
entries of A are now {(1, 3), (3, 1), (1, 4), (4, 1)}. Then there exists no positive defi-
nite matrix  such that z1Tz3 = z1Tz4 = 0. Furthermore,(
z1z3
T + z3z1T)+ (z1z4T + z4z1T) = [4 00 0
]
 0
and
(E13 + E14)Z =


2 0
0 0
1 0
1 0
0 0

 .
Hence condition (13) holds since rank((z1z3T + z3z1T) + (z1z4T + z4z1T)) =
rank(V T(E13 + E14)Z) = 1. Thus in this case D1 is not unique. In fact it is straight-
forward to verify that D2 is an EDM completion of A where
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D2 =


0 5 2 2 5
5 0 1 5 4
2 1 0 4 5
2 5 4 0 1
5 4 5 1 0

 .
6. Example 2
This example shows that sufficiency and necessity in Theorem 3.3 need not be
equivalent for r¯  2 if condition (13) fails to hold. Let D1 be an EDM completion
of the symmetric partial matrix A where
D1 =


0 65 25 50 90
65 0 10 5 5
25 10 0 5 25
50 5 5 0 20
90 5 25 20 0

 and A =


0 25 50 90
0 10 5 5
25 10 0 25
50 5 0 20
90 5 25 20 0

 .
A realization P and the Gale matrix Z corresponding to D1 are
P =


−3 −5
1 2
0 −1
2 0
0 4

 , and Z =


1 0
0 1
−3 0
3/2 −1/2
1/2 −1/2

 .
Note that p2, p4 and p5 are collinear. In this case there does not exist a pos-
itive definite matrix  such that z1Tz2 = z3Tz4 = 0 since z2 + 2z4 = −z3 =
3z1 even though D1 is a unique EDM completion for A. Of course in this case
condition (13) does not hold. Rank ZT(E12 − 2/3E34)Z = rank
[6 0
0 0
]
= 1 while
rank V T(E12 − 23E34)Z = 2.
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