Abstract-One of the main problems when handling the real world problems is the uncertainty degree of input data. Uncertainty factor can be a result of random variables existence, incomplete or inaccurate data, and approximations instead of measurements or incomparability of data (resulting from varying measurement or observation conditions). Interval and fuzzy numbers generally use for representation of real data. There are two main innovations in this paper: I) Classification of real data using fisher discriminator (FD), and II) Quadratic programming of FD problem with fuzzy parameters has led us to a quadratic fuzzy objective function and quadratic fuzzy constraints, that is solved for the first time in this paper. The proposed Fuzzy FD (FFD) obtain new version of classifier with two new points. I) Three region of decision are given include class 1, class 2, outlier class. II) We can classify real data with given uncertainty degree. Experimental results are performed over and Power of the FFD is seen nicely.
I. INTRODUCTION
Pursuing of effective methods for real data analysis is considered with researchers recently. Progress in fuzzy mathematics encourage engineering and other scientist in application fields for presentation of real models. For example A. Bigand 2009 used interval-valued fuzzy sets for image filtering [1] . Interval-valued fuzzy sets make it possible to take into account the total uncertainty inherent to image processing, and particularly noise removal is considered. A. Salski 2007 [2] found ecological data as high uncertainty data and presented the extension and implementation of fuzzy data clustering method proposed by Yang and Liu 1999 [3] . R. Yang et al. [4] introduced a method for mapping high-dimensional heterogeneous fuzzy data to a crisp virtual value on a real axis, so that the classification problem in high dimensional heterogeneous fuzzy datum space is simplified to that in one dimensional crisp data space.
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within class scatter in linear transformation domain. FD includes quadratic programming with quadratic constraints. We study FD with fuzzy scatter matrix for within class and fuzzy covariance matrix for between class scatter. So, we must solve fuzzy quadratic programming with fuzzy quadratic constraint. Specifically, quadratic programming has been widely used in solving real problems and several efforts reported in literature developing efficient algorithms for solving this types of problems where crisp parameters are used [5, 6] . In 2007 S.T. Liu and R.T. Wang [7] solved the problem of quadratic programming for interval parameters by formulating a pair of two level mathematical programs to calculate the upper bound and lower bound of the objective values of the interval quadratic program. After that, in 2009 S.T. Liu [8] solved the same problem by the same method, for dealing with fuzzy parameters. But the main limitation of Liu's study is linearity assumption of constraints, something that is not confirmed in fisher problem. In the next sections we will represent our solution to quadratic objective functions and quadratic constraints with fuzzy parameters. Organization of this paper includes as follows, Section 2 pay to preliminaries. Section 3 appropriates to explanation of FFD and solving fuzzy quadratic programming problems. Section 4 shows experimental results of the presented work. Finally, section 5 concludes the paper.
II. PRELIMINARIES

A. Fisher Discriminator Algorithm
Fisher linear discriminator Finds linear transformation of predictor variables which provides a more accurate discrimination. Classes are separated nicely if we can find the direction to project data on so that (a) between classes variance is maximized (b) within class variance is minimized. 
III. THE PROPOSED FUZZY FISHER DISCRIMINATOR
The well-known FD and other conventional classifiers are based on precise description of input data. But what about analyzing real world problems? As we know, in most situations, the real world is too complicated to obtaining precise descriptions and fuzziness must be introduced in reasonable and reality based models. In real world problems input data can have different interpretations. For example, in Fig. 1 we plotted graphically some fuzzy numbers representation. Here, triangular fuzzy numbers that are more applicable and more common in literature, used in simulations but formulations are general.
Intuitively, if input data in a classification or clustering problem is fuzzy, then Therefore fisher objective function is a quadratic programming problem with quadratic constraint. As mentioned before since we are only interested in finding direction of discriminator line, we can fix denominator of fisher fraction to any number. In constraint part we use the inequality format because it can simplify subsequent results and also don't reduce generality of fisher optimization function. Additionally, b can be any negative fuzzy number which adds fuzziness to the right-hand side of the above constraint and is defined using B fuzzy set as follows ) 
and all
and at least one of these three membership functions must be equal to 
From the above relations, the largest and smallest values for U J α and L J α can be determined from the following two-level mathematical programming models: Obviously, this is a conventional quadratic programming problem with quadratic constraints and the optimal value of U J α will be the upper bound of the FFD objective value in the specified α level.
In the lower bound case, since inner and outer levels have the same optimization direction we can combine them and form a one level problem: This is a conventional quadratic programming problem with quadratic constraints and similarly, the optimal value of L J α will be the lower bound of the FFD objective value in the specified α level.
IV. EXPERIMENTAL RESULTS
In this section, we utilize the proposed FFD algorithm using different samples and as comparison purposes the well-known fisher discriminator is used. Here, for ease of evaluation 2-dimensional data is used, but obviously the presented algorithm in the previous section is general and can be used in the case of higher dimensional data. As mentioned earlier we use symmetric triangular fuzzy numbers and in the case of fisher discriminator the input data fuzziness is assumed to be zero.
Example 1:
As the first example, we aim to illustrating the solution method proposed in this paper for fuzzy quadratic objective functions with fuzzy quadratic constraints. Therefore for analysis simplification, completely separable data (shown in Fig. 2 ) was assumed. Here the train patterns are exactly separated and the linear fisher discriminator result is also depicted in this figure. In this case the normalized weight vector is:
. Now we want to consider fuzziness of input data. We use triangular fuzzy numbers with unit support range from each side. Table 1 lists the upper and lower bounds of normalized weight vectors yield using eleven distinct α-cuts of objective value: 0.0, 0.1, … , 1.0. The α-cut of J represents the possibility that the objective value will appear in the associated range.
The graphical representation of upper and lower bound discriminators in different α levels are provided in Fig. 3 Example2: As our second example, we want to study and compare efficiency of conventional fisher algorithm and our FFDA as encountering fuzzy input data classes with different certainty levels in train and test phases. We will use samples as shown in Fig. 5 with 200 patterns in each class (triangle and circle) and overlapping area between them. Similar to previous example, using represented data as train set, discriminator lines with distinct α values: 0.1, 0.4, 0.7 and 1.0 are presented in Fig. 6 .
In this case, as a suitable validation factor, classification error rate interval using different levels of fuzziness is defined below, and is listed in Table 2 . Lower and upper levels of each α-cut interval are obtained using (Fig. 6) . We must mention that error rates using crisp and non-fuzzy input data is 6.5%. and misclassified as triangle class using conventional fuzzy classifier. Whereas in our FFDA method a reasonable margin with respect to input space confidence value is created and samples in test phase is classified as triangle, circle and unclassifiable classes (spaces belongs to these triple classes for previous example and 40% certainty level is shown as Fig. 7) . Here we will call unclassifiable samples (samples lies in margin spaces) as outlier. It seems to be a good decision that when the uncertainty factor in input space is high and samples can range in a wide interval from their reported position, the algorithm don't confide on boundary samples and work on the basis of samples that their dependency to one class is certain. Now, one can design another classifier with appropriate parameters to classify outlier samples into one of triangle or circle classes. Finally, according to previous observations, we examine 200 test samples from each class with 40% certainty level and the results are listed as Table 3 . Lower misclassification in FFDA can be illustrated as attending fuzzy nature of real data.
V. CONCLUDING REMARKS
This paper solves quadratic programming problems with fuzzy parameters and quadratic fuzzy constraints and using this solution FFD classifier that is based on conventional FDA and suitable for real data that is usually imprecise, is introduced.
