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Optimal Control of Level Sets Generated by the
Normal Flow Equation
Angelo Alessandri, Patrizia Bagnerini, Roberto Cianci, Mauro Gaggero
Abstract The goal of this paper is the optimal control of level sets generated by the
normal flow equation. The problem consists in finding the normal velocity that min-
imizes a given performance index expressed by means of a costfunctional. In this
perspective, a sufficient condition of optimality requiring the solution of a system
of partial differential equations is derived. As in generalit is difficult to solve such
a system, an approximation scheme based on the extended Ritzmethod is proposed
to find suboptimal solutions. The control law is forced to take on a fixed structure
depending nonlinearly on a finite number of parameters to be suitably chosen. The
selection of the parameters is accomplished by using a gradient-based technique. To
this end, the adjoint equation is derived to compute the gradient of the cost func-
tional with respect to the parameters of the control law. Theeff ctiveness of the
proposed approach is shown by means of simulations.
Key words: level set methods, normal flow, optimal control, approximaton, ex-
tended Ritz method, adjoint equation
1 Introduction
Many engineering and scientific problems are characterizedby a number of differ-
ent regions interacting and depending on various factors, such as physical laws and
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geometry. A lot of examples exist in cross-disciplinary contexts, such as fluid dy-
namics, material science, computational biology, biomedicine, land protection, and
energy engineering. The literature presents a variety of methods to simulate front
propagation. Among the various alternatives, level set methods are widely used to
propagate fronts in two or three dimensional domains in manyfields, such as im-
age processing, computational fluid dynamics, detonation and deflagration waves,
seismic analysis, optimal path planning, and shape design [4, 5, 7, 13]. In level set
methods, the front is implicitly represented at each time bya certain level set (typ-
ically, the zero level) of a given function [18]. They have a number of advantages
over Lagrangian approaches. In fact, they rely on typical geometric quantities that
can be easily computed, such as the curvature or the normal tothe front. Further-
more, changes of topology are handled (the surfaces can merge, divide, etc.), and
the extension to three or more dimensions is straightforward.
The different level set methods depend on the choice of the velocity field in the
dynamic equation. Two examples used in many applications are the normal flow,
where the velocity field is along the normal direction to the front, and the mean
curvature flow, where the velocity is proportional to the curvature at each point
of the front. Based on the preliminary results of [1, 2], the aim of this work is to
optimally drive a moving front using the normal flow (NF) equation, in order to
overcome the computational difficulties that have prevented to attack this problem
up to now.
Though there exists a vast literature concerning the control of systems described
by partial differential equations (PDEs), very little has been done on the control of
level sets. The lack of contribution may be due to the difficulty in treating the prob-
lem, both theoretically and numerically, and to the poor awareness of the potential
application of the resulting control paradigm, which only in very recent times has
emerged to some extent. Among the few available results, in [10] a prey-predator
model inspired by biology is presented. The control of levelsets resulting from the
two-phase Stefan problem is the topic addressed in [8] and [11], where the solution
is searched for by using gradient-based methods.
In this context, the present work focuses on the optimal control of the normal flow
equation by regarding the speed as a control action. Unfortunately, finding a solution
to such a problem is almost impossible since it would requireto solve analytically a
system of PDEs. Thus, we rely on suitable finite-dimensionalapproximations based
on the extended Ritz method (ERIM) [15,16,21]. The ERIM can be applied to any
functional optimization problem, even in high-dimensional settings [22]. It is based
on the idea of constraining the control law to take on a fixed structure, where a fi-
nite number of free parameters can be suitably chosen. Then,t original problem
is turned into a mathematical programming one that consistsin optimizing the pa-
rameters. We exploit the ERIM to trade between complexity ofthe approximating
structure, performance, and computational effort required to solve optimal control
problems of fronts generated by level sets methods. The optimal parameters of the
control policies are chosen by means of gradient-descent methods that rely on either
a numerically-approximate gradient based on finite differences or the exact gradient
obtained by solving the related adjoint equations [1, 2]. Simulations show that the
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latter approach ensures great savings in the computationaltime as compared to the
former one with the same approximation accuracy. A similar use of adjoint meth-
ods to compute the gradient of cost functionals for the purpose of identification is
described in [19,20].
This paper is organized as follows. In Section 2, the problemof the optimal level
set control is formulated. The approximate solution methodbased on the ERIM is
described in Section 3. The adjoint equation for the computation of the gradient of
the cost functional is presented in Section 4. Simulation results are shown in Section
5. Conclusions are drawn in Section 6.
2 Optimal control of level set dynamics
Level set methods are based on a very intuitive idea. LetΩ ⊂ Rq and t ≥ 0 be a
space domain and the time, respectively. Consider a front orboundary in two or
three dimensions separating two regions (two phases). Suppose to move this front
with a know speed. Level set methods consist in considering the front represented
at each timet as the zero level set of a functionφ : Ω× [0,T]→R, whereT > 0 is a
given time horizon. The frontx(t,s) is then given at timet by the set of points such
thatφ(x(t,s), t) = 0, wheres is the arc-length parameter of the initial curvex(0,s)
(see Figure 1). Differentiating with respect tot, we obtain the Hamilton-Jacobi (HJ)
equation
φt(x, t)+v(x, t) ·∇φ(x, t) = 0 in Ω × [0,T], (1)
wherev(x, t) := ddt x(t,s), i.e., the Lagrangian material particle velocity, gives the
direction of propagation of the front at the pointx( ,s) and∇ denotes the spatial
gradient. Specifically, we focus on the choice of a velocityv(x, t) that is proportional
to the normal to the front, i.e.,v(x, t) = u∇φ(x, t)/|∇φ(x, t)|, whereu represents
the propagation speed. By replacing the expression ofv in (1), we obtain the NF
equation:
φt(x, t)+u|∇φ(x, t)|= 0 in Ω × [0,T]. (2)
Of course, we need to fix the initial conditionsφ0 : Ω →R, i.e.,φ(x,0) = φ0(x), for
all x∈Ω . Usually,φ0 is the signed distance to the initial front.
Based on the aforesaid, one can control the time evolution of(2) via a suitable
choice ofu, which plays the role of a control action. It can be chosen either as a
function of time or both of time and space. In the former case we haveu : [0,T]→
R, whereas in the latter we deal withu : Ω × [0,T]→ R. The level set control of
(2) consists in choosing eitheru(t) (space-independent policy) oru(x, t) (space-
dependent policy) in such a way to move the front associated with some level set of
φ(x, t) as desired.
From now on, let us denote the set-valued mapping associatedwi h the level
setl ∈ R of the functionφ by Γl : [0,T]⇒ C , whereΓl (t) := {x∈Ω : φ(x, t) = l}.
Moreover, we denote byU the set of admissible control functions like, for instance,
the set of measurable bounded functions. This set is made of the smooth functions




{x ∈ Ω : φ(x, t) = 0}
{x ∈ Ω : φ(x, t) = 0}
Fig. 1 Examples of fronts described by zero level sets.
t 7→ u(t) or (x, t) 7→ u(x, t) such that there exist solutions to the Cauchy problem
for (2) in a space denoted byF . The evolution of the level set over time may be
associated with a performance index depending either on theboundary or on the





with t0 ∈ [0,T], whereL andK are functionals defined onF ×U andF , respec-









whereḡ :R→R is a final penalty term. Since we search for the control actionu∈U




Following [9][Theorem 1, p. 6], the solution of (3) can be obtained by finding a
smooth-enoughV(t,φ) that solves the system of PDEs
{
Vt +Vφ φt +L(φ ,u◦)+u◦Vφ |∇φ |= 0
φt +u◦ |∇φ |= 0,
(4)
where
u◦ ∈ arg min
u∈U
(
L(φ ,u)+uVφ |∇φ |
)
.
Unfortunately, it is not easy to find the analytic solution of(4). This motivates
the use of numerical methods to search for an approximate solution to the level set
optimal control problem (3). From now on, with a little abuseof notation, we will
simply writeJ(φ ,u) instead ofJ(0,φ ,u).
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3 Approximate solutions with the Extended Ritz Method
We propose an approach based on the ERIM to find an approximatesolution to
problem (3). The basic idea consists in constraining the optimal control lawu◦(x, t)
to take on a fixed structure, denoted byγ, where a finite number of parameters
to be suitably tuned are inserted. This approach was originally proposed for the
optimal control of lumped parameter systems [15, 16]. Recently, it has been used
also for the optimal control of systems described by PDEs [3]. In this context, it
may be regarded as a compromise between the classical paradigms “discretize-then-
optimize” and “optimize-then-discretize” [17]. Thus, it appears well-suited also to






ciψ (·,κi)+b, ci ∈ R, b∈ R, κi ∈ Rl , (5)
whereψ(·,κi) is a parametrized basis function,is the overall number of basis
functions, and all the parameters are collected in the vector w:=(c,b,κ), where
κ :=(κ1,κ2, . . . ,κl ), with the dimension ofw equal toO(n) = n(1+ l) + 1. Most
of commonly-used approximating functions belongs to the class (5), such as feed-
forward neural networks, free-node splines, radial-basis-function networks with
adjustable centers and widths, and trigonometric polynomials with free frequen-
cies and phases. Approximating structures like (5) are known to be endowed with
better approximation capabilities than classical linear combinations of fixed ba-
sis functions, corresponding to the Ritz method of the calculus of variations (see,
e.g., [6,12]).
Here the goal is to approximate the mapping(x, t) 7→ u◦(x, t) that solves problem
(3) by imposing the control law
u(x, t) = γ(x, t,w) (6)
in the NF equation (2), wherew ∈ RO(n). Both φ andu are functions ofw, hence
also the cost functional depends onw. From now on, according to the context, we
will highlight the dependence ofJ either onφ andu or simply onw. Thus, problem
(3) reduces to find the optimal weightswo that minimize the cost functionalJ, i.e.,
wo ∈ arg min
w∈RO(n)
J(w). (7)
In the following, we will address the problem of finding a solution of (7). As
proposed in [1,2], we will use gradient-based methods to solve (7) subject to (2).
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4 Adjoint equation and optimization procedure
As discussed in the previous section, we need to compute an analytic form of the
gradient of the cost functionalJ with respect to the parametersw to solve (7) and
therefore find the optimal weights of the approximating function γ in (5). However,
due to the nonlinear dependence ofJ on the parameters, this is usually a difficult










whereh : R×R× [0,T]→R andh̄ : R→R, which we want to minimize subject to
the NF equation (2). Clearly, the use of (6) in (2) and (8) makes th cost functional
J depend onw both directly and indirectly since also the solution of (2) is affected
by w. To reduce the notational burden, from now on we will drop thedependence
onx andt and write explicitly the dependence onw. Moreover, letφ̃(w, w̃) :=φ(w+
w̃)−φ(w) ∈F , wherew̃∈ RO(n). Of course, ifw̃→ 0, alsoφ̃ tends to zero.
Since the problem is of functional type, we need to deal with the Fŕechet deriva-
tive of the cost functional along the direction(φ̃ , w̃). To this end, from (2) we have
φt(w+ w̃)+ γ(w+ w̃) |∇φ(w+ w̃)|= 0 (9a)
φt(w)+ γ(w) |∇φ(w)|= 0. (9b)
After replacingγ(w+ w̃) with a Taylor expansion of the first order centered inw





wherew̃ 7→ r0(w, w̃) is a remainder of order higher than one, it follows from (9) that
φ̃t + |∇φ |∇wγ w̃+ γ F · Φ̃ + r1 = 0, (10)
where, adopting the same notation proposed by [19], we letF :=(F1,F2) with
F1 :=φx/|∇φ |, F2 :=φy/|∇φ |, Φ̃ :=(φ̃x, φ̃y), andw̃ 7→ r1(w, w̃) accounts for all the
remainders of order higher than one.
To compute the derivative of the cost functional in(φ ,w) along the direction
(φ̃ , w̃), consider














h̄φ (φ) φ̃ dx+ r2, (11)
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Algorithm 1 Pseudo-code of the algorithm for the selection of the optimal weights
1: procedure OPTIMIZATION
2: Inputs:
3: equations (2), (12), (13), andN
4: Outputs:
5: vector of optimal parametersw◦
6: Main loop:
7: bestCost← ∞
8: for k from 1 to N do
9: generate a random initial choice ofwk
10: while (stopping criterion is not satisfied)o
11: solve the NF equation (2)
12: solve the adjoint equation (12)
13: compute the gradient (13)
14: perform a step of the descent algorithm by using the gradient(13) to updatewk
15: end while
16: compute the costJ(wk) corresponding towk






where we have highlighted the dependence ofu nw, andw̃ 7→ r2(w, w̃) is a remain-
der of order higher than one. The goal is to find the first-ordernecessary conditions
of optimality by using the first variation with (10) as a constraint. Introducing the
Lagrange multiplier(x, t) 7→ µ(x, t) and adding the product betweenµ(x, t) and (10)
to the right hand side of (11), after easy steps we obtain the adjoint equation
{
−µt = (µγF1)x+(µγF2)y−hφ (φ ,γ) in Ω × [0,T)
µ(x,T) =−h̄φ (φ(x,T)) in Ω .
(12)







hu(φ ,γ)+µ |∇φ |
)
∇wγ dxdt. (13)
When performing the search for the optimal weights, the initial guess ofw may
give rise to different final results due to local minima that may affect (7). In order to
mitigate this risk, one may consider multistart techniques, by randomly-chosingN
initial weights, as described in Algorithm 1, where we take as stopping criterion the
standard conditions for descent methods.
The approximation of the solution of the optimal control problem requires the
use of efficient numerical techniques for the solution of both the forward HJ equa-
tion and the backward adjoint equation. Clearly, the schemes for the forward and
backward equations cannot be the same, as the structure of thadjoint equation is
often very different from its counterpart in the forward system. It is known that the
8 Angelo Alessandri, Patrizia Bagnerini, Roberto Cianci, Mauro Gaggero
use of adjoint equations in the control of PDEs drastically decreases the computa-
tional time, but often at the cost of a considerable increasein the effort to stabilize
the adjoint equation. In our case, both (2) and (12) are of hyperbolic type. Therefore,
we have used high-order finite-difference schemes for hyperbolic PDEs. Moreover,
imposing the correct boundary conditions is not a trivial task for the adjoint equation
(12), since the source termhφ (φ ,γ(w)) may have a large variability for values ofw
far from the global optimum, thus creating spurious and non-physical reflections at
the boundary.
5 Simulation results
In this section, we present the numerical results in 2D and 3Dobtained in two dif-
ferent simulation examples. In the first one, the goal is inducing level sets to vanish
as fast as possible, whereas in the second one we want to tracka given reference
curve over time. For the sake of brevity, in the following we will refer to the two
examples with the terms “vanishing” and “tracking,” respectively.
All the simulations were performed on a personal computer with a 2.6 GHz In-
tel Xeon CPU with 64 GB of RAM. We used the routinefminconof the Matlab
Optimization Toolbox to compute the optimal values of the parameters. The NF
equation (2) and the adjoint equation (12) were solved numerically by using the
Matlab toolbox for HJ equations developed by Mitchell [14].In more details, we
used an upwind second-order essentially non-oscillatory (ENO) scheme [13, chap.
3] in space and a second-order total variation diminishing Runge-Kutta scheme in
time. It is worth noting that the convective flux terms in the adjoint equation (12)
depend explicitly onx. Since the Mitchell’s toolbox does not take into account this
dependency, we modified the numerical scheme by deriving theflux and adding a
source term.
In all the examples, we focused on the nonlinear approximating structure (5) for
the control law, using one-hidden-layer feedforward neural networks with sigmoidal
activation functions. As it will be detailed later on, we considered different values
for the numbern of basis functions, i.e., we chosen= 5, 10, 15, and 20.
As said, the first example deals with making level sets to vanish as fast as possi-
















whereĤ is a smooth approximation of the Heaviside step functionH(·) andτ is
a positive constant [19]. In all the simulations,τ was fixed equal to 10−2. We fo-
cused on two different shapes for the level sets, denoted as “shape 1” and “shape
2,” respectively. In both cases, the final time instantT was fixed to 1.5, the regular
grid was composed of 50×75 nodes, and the interval[0,T] was sampled with 50
subintervals of length∆ t = 0.03. We chose suitable lower and upper bounds for the



































level set - step 20
Fig. 2 Simulation results for the 2D “shape 1” vanishing example withn= 5 basis functions.






level set - step 1






level set - step 4






level set - step 8






level set - step 12






level set - step 15
Fig. 3 Simulation results for the 2D “shape 2” vanishing example withn= 5 basis functions.
control inputu(x, t), fixed to−0.5 and+0.5, respectively. Figures 2 and 3 show the
results at selected time steps. In the first case, the initialell pse vanishes at the time
step 20, whereas in the second one there is a change of topology of the front, with
the level set vanishing at the time step 15.
The second example concerns the tracking of a given referenccurve over time.
In other words, the goal is to find a control policyu(x, t) such that the zero level set
of the functionφ(x, t) tracks a reference frontφref(x, t). Likewise in [1, 2], we con-
sidered the following cost function measuring the differenc between the reference










whereĤ(·) is the previously-introduced approximation of the Heaviside step func-
tion. As in the vanishing example, in the 2D case we focused ontwo different
shapes, denoted again with a little abuse of notation as “shape 1” and “shape 2,”
respectively. In both cases, the final time instantT was fixed equal to 1.5, and a
sampling time∆ t = 0.03 was adopted. The mesh used for “shape 1” was a regular
grid made up by 75× 50 nodes, while for the “shape 2” we used 50× 50 nodes.
We constrainedu(x, t) to lie in the ranges[0,0.9] and[0,0.3] for the “shape 1” and
“shape 2,” respectively. Concerning the 3D case, we chose a final timeT equal to
1.5, a regular grid of 90×60×60, and a sampling time∆ t = 0.05. The lower and
upper bounds for the control inputs were chosen equal to 0 and0.2, respectively.
Figures 4, 5, and 6 show the results. Notice that a change of top logy occurs in the
2D “shape 2” example, as two ellipses join into a unique curve.
In both the vanishing and tracking examples, we applied the ERIM with different
numbers of basis functions, i.e.,n= 5, 10, 15, and 20, to find approximate solutions
by using both the exact adjoint-based gradient of the cost functionals and the gra-
dient obtained by means of finite-difference approximations. The accuracy of the
approximation was almost the same for all the considered cases, thus showing that
n= 5 or n= 10 are convenient choices since they ensure a sufficient accuracy with






































































level set - step 50






































































level set - step 50
Fig. 5 Simulation results for the 2D “shape 2” tracking example withn= 5 basis functions.
Fig. 6 Simulation results for the 3D tracking example withn= 5 basis functions.
quite simple approximating structures. Notice that the accura y of the solutions us-
ing either the adjoint-based gradient and the numerical approximate one is quite
similar. However, the use of the finite-difference gradientr quires much more com-
putational time. To this end, the simulation times in all theconsidered examples are
reported in Table 1. The time required to perform the simulations using the adjoint-
based gradient is about ten times lower than the corresponding time needed by the
finite-difference gradient.
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Table 1 Summary of the mean simulation times (in seconds).
n Adjoint-based gradient Finite-difference gradient


























Since the optimal control of fronts generated by NF level setm hods cannot be
solved analytically, an approach based on the ERIM has been dveloped to find
computationally-tractable approximate solutions. The optimization of the cost func-
tional has been performed subject to the NF dynamics as a constraint. The parame-
ters of the approximate controller have been selected by descent techniques requir-
ing the computation of the gradient of the cost functional with respect to the param-
eters of the control law, obtained by solving the related adjoint equations backwards
in time. The proposed approach enables to solve problems notyet a tacked because
of both theoretical and practical difficulties. As a future work, we plan to improve
the approach by reducing the optimization deficiency due to local minima trapping.
Another direction of research will be the investigation of acascade of dynamics
governed by PDEs connected to front propagation, i.e., one or more equations de-
scribing a physical phenomenon in addition to the normal flowone.
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