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Abstract
In this paper we study the privileged complexity function of the Thue-Morse word. We prove
a recursive formula describing this function, and using the formula we show that the function
is unbounded and that the values of the function have arbitrarily large gaps of zeros. This
demonstrates that the privileged complexity function of an infinite word can drastically differ
from its palindromic complexity function, even though there are relations between these func-
tions. Further we study the behavior of palindromes and privileged words in infinite words
and the relation between rich words and privileged words.
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1 Introduction
In this paper we continue the study of so-called privileged words. The study of privileged words
was initiated in the articles [KLS13] and [Pel13]. In [KLS13] privileged words were used as a tech-
nical tool in order to characterize aperiodic and minimal subshifts with bounded powers. This
new class of words has also interest in its own right. For example the paper [Pel13] characterized
Sturmian words using their privileged complexity function (the privileged complexity function
of a word counts the number of factors of given length that are privileged words).
Privileged words also appear in [FPZ13]. The authors of this paper consider the palindromic
length of a word, that is, the minimal number of palindromes needed to write a given word as
a concatenation of palindromes. The authors observe that some of their arguments need only
properties shared by both privileged words and palindromes, so results on the analogous priv-
ileged length of a word are obtained. Namely, it is proven that given an infinite k-power free
word w, for every positive integer P there exists a prefix of w which cannot be expressed as a
concatenation of at most P privileged words.
The motivation for defining privileged words comes from the theory of rich words [Gle+09].
Rich words are words containing maximal number of palindromes as factors, and they are char-
acterized by the fact that in a rich word every palindrome is a complete first return to a shorter
palindrome. By altering this condition slightly, we get the definition of privileged words: a word
is privileged if it is a complete first return to a shorter privileged word; the shortest privileged
words are the letters of the alphabet and the empty word. At first glance, privileged words have
nothing to do with palindromes. In general, this is indeed true, but there are some connections to
rich words. Namely in [KLS13] and [Pel13] it was observed that a word is rich if and only if its set
of palindromes coincides with its set of privileged words. Every position in a word introduces
exactly one new privileged factor and at most one new palindromic factor. This means that in
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a sense privileged factors which are not palindromes measure the palindromic defect of a word.
The palindromic defect of a word is the number of positions in the word that do not introduce a
new palindrome; rich words are the words with zero defect. Other than this connection to rich-
ness, privileged words have other similarities with palindromes. For instance a privileged prefix
of a privileged word occurs also as a suffix, just as a palindromic prefix of a palindrome occurs
also as a suffix.
In general privileged words behave differently from palindromes. In this paper we show that
the privileged complexity function of an infinite word may behave in a much more complex way
than its palindromic complexity function. We investigate the privileged complexity function At
of the Thue-Morse word t and prove that At is unbounded and that its values have arbitrarily
long gaps of zeros. In contrast it has been proven in [DZ00] and [All+03] that the palindromic
complexity function of fixed points of primitive morphisms is bounded. Also, as is easily seen,
for any palindromic complexity function two consecutive zeros would imply that the function
takes only finitely many nonzero values. To obtain the results we derive complete recursive
formulas for computing At. Various other kinds of complexity functions for the Thue-Morse
word have been considered in the past. Recently in [GMS13] Gocˇ, Mousavi and Shallit proved
that there exists a system of recurrences for the number of unbordered factors of given length in
the Thue-Morse word.
After defining the necessary notation and definitions, in Section 3 we conclude the study of
the function At initiated in [Pel13], and present the main results of this paper. We describe the
relations between different types of privileged factors in the Thue-Morse word, and give a recur-
sive formula for computing At. We study the asymptotic behavior of this function, and prove
that it is unbounded. We also verify a conjecture of [Pel13] stating that the values of the function
At contain arbitrarily long gaps of zeros.
In Section 4 we briefly study the privileged palindrome complexity function of the Thue-
Morse word, that is, the function counting the number of privileged factors which are also palin-
dromes. As in Section 3, we give a recursive formula for computing the values of this function,
and study its asymptotic behavior and gaps of zeros.
In the last section we compare palindromes and privileged words. First we further sharpen
the connection to palindromic richness mentioned above. Secondly we investigate when palin-
dromic factors can form a proper subset of privileged factors in a word (remember: in rich words
palindromes are exactly the privileged words).
2 Preliminaries
In this text, we let A denote a finite alphabet, which is a finite non-empty set of symbols. The
elements of A are called letters. A (finite) word over A is a sequence of letters. To the empty
sequence corresponds the empty word, denoted by ε. The set of all finite words over A is denoted
by A∗. The set of non-empty words over A is the set A+ := A∗ \ {ε}. A natural operation on
words is concatenation. Under this operation A∗ is a free monoid over A. The concatenation
of two words u and v is denoted by uv. The letters occurring in the word w form the alphabet
of w. From now on we assume that binary words are over the alphabet {0, 1}. Given a finite
word w = a1a2 · · · an of n letters, we say that the length of w, denoted by |w|, is equal to n. By
convention the length of the empty word is 0. The set of all words of length n over the alphabet
A is denoted by An. A word w is primitive if w is of the form zn if and only if n = 1. A word is
non-primitive if it is not primitive.
An infinite word w over A is a function from the natural numbers to A. We consider such a
function as a sequence indexed by the natural numbers with values in A. We write concisely
w = a1a2a3 · · · with ai ∈ A. The set of infinite words is denoted by A
ω . For an infinite word w
we write |w| = ∞. An infinite word w is said to be ultimately periodic if we can write it in the form
w = uvω = uvvv · · · for some words u, v ∈ A∗. If u = ε, then w is said to be periodic. An infinite
word which is not ultimately periodic is aperiodic.
A finite word u is a factor of the finite or infinite word w if we can write that w = zuv for some
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z ∈ A∗ and v ∈ A∗ ∪ Aω. If z = ε, then the factor u is called a prefix of w. If v = ε, then we
say that u is a suffix of w. If a word u is both a prefix and a suffix of w, then u is a border of w.
The set of factors of w is denoted by F(w). The set Fw(n) is defined to contain all factors of w of
length n. We call u a central factor of w if there exists a factorization w = xuy with |x| = |y|. If
w = a1a2 · · · an, then we let w[i, j] = ai · · · aj whenever the choices of positions i and jmake sense.
This notion is extended to infinite words in a natural way. An occurrence of u in w is a a position
i such that w[i, i+ |u| − 1] = u. If such a position exists, then we say that u occurs in w. By |w|u
we denote the number of occurrences of the factor u in the word w. If |w|u = 1, then we say that
u is unioccurrent in w. We say that a position i introduces a factor u if w[i − |u|+ 1, i] = u and u
is unioccurrent in w[1, i]. A complete first return to the word u is a word starting and ending with
u and containing exactly two occurrences of u (occurrences of u may overlap). A word which is
a complete first return to some word is called a complete return word. A complete return factor is a
factor of some word which is a complete return word.
An infinite word w is recurrent if each of its factors occurs in it infinitely often. The word w
is called uniformly recurrent if each factor u occurs in it infinitely often, and the gap between two
consecutive occurrences of u in w is bounded by a constant depending only on u. Equivalently w
is uniformly recurrent if for each factor u there exists an integer R such that every factor of w of
length R contains an occurrence of u.
Let A and B be two alphabets. Amorphism from A∗ to B+ is a mapping ϕ : A∗ → B+ such that
ϕ(uv) = ϕ(u)ϕ(v) for all words u, v ∈ A∗. A morphism ϕ : A∗ → A+ is said to be prolongable
on the letter a if ϕ(a) begins with letter a and |ϕ(a)| > 1. Then clearly ϕn(a) is a prefix of ϕn+1(a),
so we obtain a fixed point ϕω(a) := limn→∞ ϕn(a). A morphism ϕ : A∗ → A+ is primitive if there
exists n ≥ 1 such that for all a ∈ A the image ϕn(a) contains every letter of A at least once.
The word ∂i,j(u), where i + j ≤ |u|, is obtained from the word u by deleting i let-
ters from the beginning, and j letters from the end. Let ϕ be a morphism with fixed point
w = ϕω(a). We say that a factor u of w admits an interpretation s = (x0x1 · · · xn+1, i, j) by ϕ if
u = ∂i,j(ϕ(x0x1 · · · xn+1)) where xi are letters, 0 ≤ i < |ϕ(x0)| and 0 ≤ j < |ϕ(xn+1)|. The
word x0x1 · · · xn+1 is called the ancestor of the interpretation s. In this paper we are focused on
the Thue-Morse morphism, and in this particular case all sufficiently long factors of the fixed
point have a unique interpretation (this is demonstrated in Section 3). Thus it is convenient to
just talk about the interpretation and the ancestor of u by ϕ. In a factor u of w we often separate
images of letters by bars. For example if ϕ : 0 7→ 01, 1 7→ 10 is the Thue-Morse morphism, then
the word 01100 has ancestor 010, and we place bars as follows: 01|10|0. If a factor has a unique
interpretation, then there is only one way to place the bars in that factor, and conversely.
The reversal w˜ of w = a1a2 · · · an is the word w˜ = an · · · a2a1; notation w
∼ is also used for w˜. If
w˜ = w, then we say that w is a palindrome. By convention the empty word is a palindrome. The
set of palindromes of w is denoted by Pal (w). Moreover we define Palw(n) = Pal (w) ∩ Fw(n).
We say that a word w is closed under reversal if for each u ∈ F(w) it holds that u˜ ∈ F(w). It
is well-known that a finite word w contains at most |w| + 1 distinct palindromic factors (see
Proposition 2 of [DJP01]). Equality is attained if each position of w introduces exactly one new
palindrome. The (palindromic) defect D(w) of w is the number |w| + 1 − |Pal (w)|. The defect
measures the abundance of palindromes in w. IfD(w) = 0 (i.e., it contains the maximumpossible
number of distinct palindromes), then w is called rich. The defect for infinite word w is defined
as D(w) = sup{D(u) : u is a prefix of w}. The defect of a finite word w is equal to the number of
prefixes u of w such that u does not have a unioccurrent longest palindromic suffix. For a good
reference on defect and rich words see [Gle+09].
Privileged words were first defined in [KLS13] and further developed in [Pel13]. The set of
privileged words over the alphabet A, denoted by Pri (A), is defined inductively as follows:
− u ∈ Pri(A) if u is a complete first return to a shorter privileged word v ∈ Pri(A),
− the shortest privileged words are the letters of A and the empty word ε.
The set of privileged factors of a word w is denoted Pri (w). We define Priw(n) = Pri(w)∩Fw(n).
We set Aw(n) = |Priw(n)|. The function Aw is called the privileged complexity function of w. Next
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we list elementary properties of privilegedwords proved in [Pel13]. For completeness we provide
full proofs.
Lemma 2.1. Let w be a privileged word and u an arbitrary privileged prefix (respectively suffix) of w.
Then u is a suffix (respectively prefix) of w.
Proof. If |w| ≤ 1 or u = w, then the claim is clear. Suppose that |w| ≥ 2 and |u| < |w|. By
definitionw is a complete first return to a shorter privilegedword v. If |v| < |u|, then by induction
v is a suffix of u, and thus v would have at least three occurrences in w which is impossible. If
u = v, then the claim is clear. Finally assume that |v| > |u|. Then by induction u is a suffix of
v, and thus a suffix of w. The proof in the case that the roles of prefix and suffix are reversed is
symmetric.
Lemma 2.2. Let w be a privileged word, and u its longest proper privileged prefix (or suffix). Then w is a
complete first return to u.
Proof. If |w| ≤ 1, then there is nothing to prove. Suppose that |w| ≥ 2 and that w is a complete
first return to privileged word v. Now if |u| > |v|, then v is a prefix of u, and thus by Lemma 2.1
also a suffix of u. Hence w has at least three occurrences of v, a contradiction. Therefore |u| ≤ |v|,
and by the maximality of u, u = v, which proves the claim. The proof in the case that the roles of
prefix and suffix are reversed is symmetric.
Lemma 2.3. Every position in a word introduces exactly one new privileged factor.
Proof. It is sufficient to show that appending a new letter a to a word w introduces exactly one
new privileged factor. Since letters are privileged, the word wa has as a suffix a privileged word u
of maximal length. Assume on the contrary that u occurs in w. Then wa has as a suffix a complete
first return to u, denote it by v. By definition v is privileged. This contradicts the maximality of
u, so indeed u does not occur in w. Finally if appending a introduced another privileged factor,
say z, then by maximality of u, we would have that |z| < |u|. Thus z would be a suffix of u, and
by Lemma 2.1 z would be a prefix of u. Consequently z would occur already in w contradicting
the assumption that appending a introduced z.
3 The Privileged Complexity of the Thue-Morse Word
In this section we prove a recursive formula for the privileged complexity function of the Thue-
Morse word. Moreover we study the asymptotic behavior of the function and the occurrences of
zeros in its values.
Let t = 0110100110010110 · · · be the infinite Thue-Morse word (see Chapter 2 of [Lot83]). The
word t is a fixed point of the morphism ϕ and its square θ = ϕ2.
ϕ :
0 7→ 01
1 7→ 10
θ :
0 7→ 0110
1 7→ 1001
The word t has the following well-known property (an overlap is a factor of the form auaua where
a is a letter):
Theorem 3.1. The Thue-Morse word t does not contain overlaps, that is, it is overlap-free.
Proof. For a proof see e.g. Theorem 2.2.3 of [Lot83].
By this theorem the longest privileged proper border u of a privileged factor w of t cannot
overlap with itself in w, that is, |u| ≤ |w|/2. In what follows, we implicitly assume this fact.
Using overlap-freeness, by mere inspection we obtain the following:
Lemma 3.2. Every factor of t of length at least 4 admits a unique interpretation by ϕ. Every factor of t of
length at least 7 admits a unique interpretation by θ.
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Using this lemma we are able to prove the following important proposition:
Proposition 3.3. Let w, u ∈ F(t) be such that |w| ≥ |u| ≥ 2. Then |θ(w)|θ(u) = |w|u.
Proof. Clearly always |θ(w)|θ(u) ≥ |w|u. Say θ(u) occurs in θ(w), so θ(w) = αθ(u)β for some
words α and β. There must exist words λ and µ such that θ(λ) = α and θ(µ) = β, since otherwise
θ(u) would admit two interpretations by θ, which is impossible by Lemma 3.2 as |θ(u)| ≥ 8.
Hence w = λuµ. This proves that |θ(w)|θ(u) ≤ |w|u.
The following interesting result can be inferred from Theorem 4.3. in [BPS07].
Proposition 3.4. [BPS07]. Every factor except 0 and 1 in the Thue-Morse word has exactly 4 complete
returns.
Let E be the morphism defined by E(0) = 1 and E(1) = 0. As for every w ∈ F(t) also
E(w) ∈ F(t), we can focus primarily on factors beginning with 0. We let Priu(n) denote the set
Pri t(n) ∩ u · {0, 1}∗, and we set Au(n) = |Priu(n)|. As 111 is not a factor of t, the complete first
returns to 0 are 00, 010 and 0110. Clearly privileged factors beginning with letter 0 with length
greater than one can be divided into three groups depending on the first four letters of the word.
We have that
Pri0(n) = Pri00(n) ∪ Pri010(n) ∪ Pri0110(n)
for n > 1. Thus for the privileged complexity function At of the Thue-Morse word we have that
1
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At(n) = A00(n) + A010(n) + A0110(n)
for n > 1. Using overlap-freeness, we can easily see that Pri0(1) = {0},Pri0(2) = {00},Pri0(3) =
{010} and Pri0(4) = {0110}. Hence At(1) = At(2) = At(3) = At(4) = 2. Next we state the main
results of this paper.
Theorem 3.5. The privileged complexity function At of the Thue-Morse word satisfies
At(0) = 1,At(1) = At(2) = At(3) = At(4) = 2,
1
2
At(4n) = 3A00(n) + A010(n) + A010(n+ 1) + A0110(n+ 1) for n ≥ 2,
1
2
At(4n− 2) = A00(4(n− 1)) + A010(4n) + A0110(4n) for n ≥ 2,
At(2n+ 1) = 0 for n ≥ 2.
Theorem 3.5 is directly implied by Proposition 3.9 and the following theorem which allows
the computation of values of At.
Theorem 3.6. The functions A00(n),A010(n) and A0110(n) satisfy
A00(4n) = 2A00(n),
A00(4n− 2) = A0110(4n),
A0110(4n) = A00(n) + A010(n),
A0110(4n− 2) = A00(4(n− 1)),
A010(4n) = A010(n+ 1) + A0110(n+ 1),
A010(4n− 2) = A010(4n)
for all n ≥ 2.
Proof. The claim follows from Corollaries 3.17, 3.20 and 3.23 proven below.
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2-16 18-32 34-48 50-64 66-80 82-96 98-112 114-128
2 2 14 0 2 0 16 0
2 2 6 0 2 0 8 0
4 4 4 0 2 4 4 6
8 8 8 0 2 12 4 18
8 8 8 0 2 12 4 18
4 4 4 0 2 4 4 6
0 6 2 0 2 4 4 8
0 14 2 0 2 12 4 24
Table 1: Values At(n) for n = 2, 4, 6, 8, . . . , 128 (the even numbers from 2 to 128).
α1 = 00101100 β1 = 01011010 γ1 = 01100110
α2 = 00110100 β2 = 010110011010 γ2 = 011010010110
α3 = 001100 β3 = 010010 γ3 = 0110010110
α4 = 0010110100 β4 = 0100110010 γ4 = 0110100110
Table 2: The setR of all complete first returns to 00, 010 and 0110 in t.
Using the formulas of Theorems 3.5 and 3.6 values of At can be computed. See Table 1.
It is interesting to compare the privileged complexity with the palindromic complexity:
Theorem 3.7. [All+03; BBL08] The palindromic complexity function Pt(n) of the Thue-Morse word
satisfies
Pt(0) = 1,Pt(1) = Pt(2) = Pt(3) = Pt(4) = 2,
Pt(4n) = Pt(4n− 2) = Pt(n) + Pt(n+ 1) for n ≥ 2,
Pt(2n+ 1) = 0 for n ≥ 2.
In Table 2 we list the set R of all complete first returns to 00, 010 and 0110. These words are
needed later on. We leave it to the reader to verify that these words actually are factors of t. By
Proposition 3.4 the list is exhaustive (this fact is also easily verified directly).
Lemma 3.8. If w ∈ Pri0(n) with n > 4, then w begins with a word inR.
Proof. Since |w| > 4, the word w has proper prefix u where u is one of the words 00, 010 or 0110.
Since w is privileged, the word u is also a suffix of w, so w must have a complete first return to u
as a prefix. The claim follows.
We see that we have at least two privileged factors beginning with 0 of odd length, namely 0
and 010. It turns out that there are no more:
Proposition 3.9. [Pel13] At(2n+ 1) = 0 for n ≥ 2.
Proof. We may focus on privileged factors beginning with 0. Let w, |w| > 4, be a privileged
factor of t beginning with 0. Now w begins with one of the three privileged words 00, 010 or
0110. With respect to the morphism ϕ the bars must be placed as follows: 0|0, 01|0 or 0|10
and 01|10. Now if w begins with 00 (respectively 0110), then it also ends with 00 (respectively
0110), and by the placement of the bars we immediately see that w has even length. Assume
then that w begins with 010. As |w| > 4, by Lemma 3.8 w has as a prefix one of the words
β1 = 01|01|10|10, β2 = 01|01|10|01|10|10, β3 = 0|10|01|0 or β4 = 0|10|01|10|01|0 (bars with
respect to ϕ). If w begins with some βi, then it also ends with βi. From the placement of the bars
we see that |w| is necessarily even.
We frequently need complete information on short privileged factors. The next lemma pro-
vides this knowledge. In what follows, we assume the lemma to be known.
6
Lemma 3.10. Let w ∈ Pri0(n) with n ≤ 12. Then w ∈ {0, 010, 0110}∪R.
Proof. It was already remarked that if |w| ≤ 4, then w ∈ {0, 010, 0110}. If |w| > 4, then by
Lemma 3.8 the word w begins with a word in R. If w /∈ R, then as w is privileged, w must have
as a prefix a complete first return to some word in R. This prefix u cannot overlap with itself.
Since |w| ≤ 12, it thus follows that |u| ≤ 6. The words of minimal length in R have length 6, so
w = u2 and u ∈ {α3, β3}. However, both α
2
3 and β
2
3 contain a third power (that is, an overlap)
yielding a contradiction. Thus w ∈ R.
Next we characterize the different classes of privileged factors in the Thue-Morse word. In
what follows, we say that a word w is θ-invertible if there exists a word u such that θ(u) = w.
Recall the words αi, βi and γi from Table 2.
Lemma 3.11. Let w ∈ Pri00(n) for some n > 2. Then
(i) 4 | |w| ⇐⇒ 1w110 or 011w1 is a θ-invertible factor of t⇐⇒ w begins with α1 or α2,
(ii) 4 ∤ |w| ⇐⇒ 1w1 is a θ-invertible factor of t⇐⇒ w begins with α3 or α4.
Proof. By Lemma 3.2 all factors of t of length at least 7 admit a unique interpretation by θ, so
in α1, α2 and α4 there is a unique way to place bars: α1 = 001|0110|0, α2 = 0|0110|100 and α4 =
001|0110|100. For α3 there are potentially twoways to place bars: α3 = 001|100 and α3 = 0|0110|0.
However the latter is not possible as (0110)3 is not a factor of t.
(i) Assume that 4 | |w|. If w begins with α4, then it also ends with α4. From the placement of
the bars it can be seen that this is not possible; it would follow that 4 ∤ |w|. Similarly w cannot
begin with α3. Hence w must begin with α1 or α2. On the other hand if w begins with α1 or α2,
then 1w110 or 011w1 must be θ-invertible by the placement of the bars. Then clearly 4 | |w|.
(ii) Assume that 4 ∤ |w|. By (i) w has to begin with α3 or α4. In either case 1w1 is a θ-invertible
factor of t. The other direction is also clear: if w begins with α3 or α4, then by (i) it must be that
4 ∤ |w|.
Lemma 3.12. Let w ∈ Pri010(n) for some n ≥ 1. Then
(i) 4 | |w| ⇐⇒ 10w01 is a θ-invertible factor of t⇐⇒ w begins with β1 or β2,
(ii) 4 ∤ |w|, 2 | |w| ⇐⇒ 011w110 is a θ-invertible factor of t⇐⇒ w begins with β3 or β4,
(iii) 4 ∤ |w|, 2 ∤ |w| ⇐⇒ w = 010.
Proof. From Proposition 3.9 it follows that (iii) holds.
As in the previous proof, we know the placements of bars in the words β1, β2, β3 and β4:
β1 = 01|0110|10, β2 = 01|0110|0110|10, β3 = 0|1001|0 and β4 = 0|1001|1001|0.
(i) Assume that 4 | |w|. As in the previous proof, from the placement of the bars we see that
w cannot begin with β3 or β4, and hence it must start with β1 or β2. Thus 10w01 is θ-invertible.
Again the unique placement of the bars implies that the converse is also true.
(ii) By (i) it is enough to note that if w begins with β3 or β4, then 011w110 is θ-invertible.
Lemma 3.13. Let w ∈ Pri0110(n) for some n > 4. Then
(i) 4 | |w| ⇐⇒ w is a θ-invertible factor of t⇐⇒ w begins with γ1 or γ2,
(ii) 4 ∤ |w| ⇐⇒ 10w or w01 is a θ-invertible factor of t⇐⇒ w begins with γ3 or γ4.
Proof. The placement of bars is known: γ1 = 0110|0110, γ2 = 0110|1001|0110, γ3 = 01|1001|0110
and γ4 = 0110|1001|10. As in the two previous proofs, by looking at the placements of the bars
the claim straightforwardly follows.
The three previous lemmas allow us to prove the following useful result:
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Corollary 3.14. Let w ∈ Pri t(n) and u be its longest privileged proper prefix such that |u| > 4. Then
4 | |w| if and only if 4 | |u|.
Proof. Let S = {α1, α2, β1, β2, γ1, γ2}. Assume that 4 | |w|. The lemmas 3.11, 3.12 and 3.13 imply
that w begins with some v ∈ S . Since |u| > 4, it follows from Lemma 3.8 that u has as a prefix
a word in R. Since no word in the set R is a proper prefix of any word in R, it follows that u
begins with v. The same three lemmas now imply that 4 | |u|. On the other hand if 4 | |u|, then u
begins with a word in S . Consequently w begins with a word in S , so 4 | |w|.
Let us then define the following functions f1, g1 : {0, 1}
∗ → {0, 1}∗ : f1(w) = ∂1,3(θ(1w)) and
g1(w) = ∂3,1(θ(w1)).
Lemma 3.15. Let n ≥ 2. The function f1 is a bijection Pri00(n) → Pri α1(4n) and the function g1 is a
bijection Pri00(n) → Pri α2(4n).
Proof. We will first prove the claim for f1. If n = 2, then Pri00(2) = {00} and Pri α1(8) = {α1},
so the claim indeed holds. The latter part of this proof shows that if Priα1 (4n) 6= ∅, then also
Pri00(n) 6= ∅. Thus the claim holds also if n = 3, 4, 5, as then Pri00(n) = ∅. Assume that n > 5.
Let w ∈ Pri00(n), and let v be its longest privileged proper prefix. Note that now |v| ≥ 2. As v
begins with 00 it follows by induction that f1(v) ∈ Pri α1(t). As v is always preceded by the letter
1, w = vw′1v, and thus
f1(w) = ∂1,3(θ(1v)θ(w
′)θ(1v)) = ∂1,3(θ(1v))110θ(w
′)1∂1,3(θ(1v)) = f1(v)110θ(w
′)1 f1(v).
By Lemma 3.11 the factor f1(v) is always preceded by 1 and followed by 110. Thus if f1(v)would
occur more than twice in f1(w), then θ(v) = 1 f1(v)110 would occur more than twice in θ(w)
which is impossible by Proposition 3.3. Hence f1(w) is a complete first return to the privileged
word f1(v), and thus f1(w) ∈ Pri α1(4n).
Assume then that w ∈ Pri α1(4n). By Lemma 3.11 there exists z ∈ F t(n+ 1) such that θ(z) =
1w110. Write u = ∂1,0(z). Then f1(u) = w. Let v be the longest privileged proper prefix of w.
The assumption n > 5 implies that |v| > 4 (the maximum length of a word in R is 12), so by
Corollary 3.14 we have that 4 | |v|. Thus by induction there exists s ∈ Pri00(t) such that f1(s) = v.
Thus f1(u) = w = f1(s) · · · f1(s), and so u begins and ends with s. Now if s would occur more
than twice in u, then as s is always preceded by 1, f1(s) = v would occur more than twice in w
which is impossible. Thus u is a complete first return to s, so u ∈ Pri00(n).
Now the claim for the function g1 follows as f1(w)
∼ = g1(w˜) and α˜1 = α2.
Lemma 3.16. Let n ≥ 1. The function f2 : Pri00(4n− 2)→ Pri1001(4n), f2(w) = 1w1 is a bijection.
Proof. If n = 1, then Pri00(2) = {00} and Pri1001(4) = {1001}, so the claim holds. The cases
n = 2, 3 are also clear: Pri00(6) = {α3},Pri1001(8) = {E(γ1)},Pri00(10) = {α4} and Pri1001(12) =
{E(γ2)}; see Lemma 3.10. Assume that n > 3.
Let w ∈ Pri00(4n − 2). As the factor 00 is always preceded and followed by the letter 1,
1w1 ∈ F(t), and 1w1 begins and ends with 1001. Let v be the longest privileged proper prefix of
w. The assumption n > 3 implies that |v| > 4, so by Corollary 3.14 it holds that 4 ∤ |v|. Thus by
induction the word 1v1 is privileged. The word 1w1 is a complete first return to 1v1, as otherwise
w would contain more than two occurrences of v. Thus 1w1 ∈ Pri1001(4n).
Let then 1w1 ∈ Pri1001(4n). Again by applying Corollary 3.14 and induction to the longest
privileged proper prefix of 1w1 we get that w ∈ Pri00(4n− 2).
Corollary 3.17. A00(4n) = 2A00(n) and A00(4n− 2) = A0110(4n) for all n ≥ 2.
Proof. As the ranges of the functions f1 : Pri00(n) → Pri α1(4n) and gn : Pri00(n) → Pri α2 are
disjoint, the claim follows since by Lemma 3.11 Pri00(4n) = Priα1 (4n) ∪ Pri α2(4n). The other
equality follows directly from Lemma 3.16 as A1001(m) = A0110(m) for all m ≥ 4.
Lemma 3.18. Let n ≥ 2. The function f3 : Pri101(n+ 1) ∪ Pri1001(n+ 1) → Pri010(4n), f3(w) =
∂2,2(θ(w)) is a bijection.
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Proof. If n = 2, then Pri101(3) = {101},Pri1001(3) = ∅ and Pri010(8) = {β1}. If n = 3, then
Pri101(4) = ∅,Pri1001(4) = {1001} and Pri0110(12) = {β2}. We may assume that n > 3.
Let w ∈ Pri101(n + 1) ∪ Pri1001(n + 1), and v its longest privileged proper prefix. By in-
duction f3(v) ∈ Pri010(t). As v is a prefix and a suffix of w, f3(w) starts and ends with f3(v). By
Lemma 3.12 the word f3(v) is always preceded by 10 and followed by 01. Thus if f3(w) contained
more than two occurrences of f3(v), then Proposition 3.3 would imply that w contains more than
two occurrences of v which would be a contradiction. We conclude that f3(w) ∈ Pri010(4n).
Let then w ∈ Pri010(4n). By Lemma 3.12 there is such a word u that f3(u) = w. Let v be
the longest privileged proper prefix of w. By the assumption n > 3, we have that |v| > 4.
By Corollary 3.14 we can apply induction to obtain a word s ∈ Pri101(t) ∪ Pri1001(t) such that
f3(s) = v. Therefore f3(u) = w = f3(s) · · · f3(s). By Lemma 3.12 f3(s) is always preceded by
10 and followed by 01. Therefore u begins and ends with s. Now if u would contain a third
occurrence of s, then w would contain a third occurrence of v, which is not possible. Hence
u ∈ Pri101(n+ 1) ∪ Pri1001(n+ 1).
Lemma 3.19. Let n ≥ 2. The function f4 : Pri101(4n− 2)→ Pri010(4n), f4(w) = 0w0 is a bijection.
Proof. If n = 2, then Pri101(6) = {E(β3)} and Pri010(8) = {β1}. If n = 3, then Pri101(10) =
{E(β4)}, and Pri010(12) = {β2}. Thus it can be assumed that n > 3.
Let w ∈ Pri101(4n− 2), and v its longest privileged proper prefix. As n > 3, we have that
|v| > 4. By Corollary 3.14 and induction f4(v) ∈ Pri010(t). By Lemma 3.12 the factor f4(v) is
always preceded and followed by letter 0. Thus it can be written that f4(w) = f4(v) · · · f4(v). If
there was a third occurrence of f4(v) in f4(w), then in w there would be at least three occurrences
of v, which is false. Therefore f4(w) ∈ Pri010(4n).
Let 0w0 ∈ Pri010(4n). Again, by applying Corollary 3.14 and induction to the longest privi-
leged proper prefix of 0w0, we get that w ∈ Pri101(4n− 2).
Corollary 3.20. A010(4n) = A010(n+ 1) + A0110(n+ 1) and A010(4n− 2) = A010(4n) for all n ≥ 2.
Proof. This follows directly from Lemmas 3.18 and 3.19 as A101(n) = A010(n) and A1001(n) =
A0110(n) for all n ≥ 0.
Lemma 3.21. Let n ≥ 2. The function θ : Pri00(n) ∪ Pri010(n) → Pri0110(4n) is a bijection.
Proof. If n = 2, then Pri00(2) = {00},Pri010(2) = ∅ and Pri0110(8) = {γ1}. If n = 3, then
Pri00(3) = ∅,Pri010(3) = {010} and Pri0110(12) = {γ2}. By the argument at the end of the proof
if Pri0110(4n) 6= ∅, then Pri00(n) ∪ Pri010(n) 6= ∅. As Pri00(n) ∪ Pri010(n) = ∅ when n = 4, it
can be further assumed that n > 4.
Let w ∈ Pri00(n)∪Pri010(n), and v its longest privileged proper prefix. Now |v| ≥ 2 as n > 4.
Once again by induction θ(v) ∈ Pri0110(t). By Proposition 3.3 the word θ(w) must be a complete
first return to θ(v), that is, θ(w) ∈ Pri0110(4n).
Let w ∈ Pri0110(4n). By Lemma 3.13 there is u ∈ F t(n) such that θ(u) = w. Again by
Corollary 3.14 and induction there exists s ∈ Pri00(t) ∪ Pri010(t) such that θ(s) = v where v is
the longest privileged proper prefix of w. It follows that umust be a complete first return to s, so
u ∈ Pri00(n) ∪ Pri010(n).
Lemma 3.22. Let n ≥ 2. The function f4 : Pri11(4n)→ Pri0110(4n+ 2), f4(w) = 0w0 is a bijection.
Proof. If n = 2, then Pri11(8) = {E(α1), E(α2)} and Pri0110(10) = {γ3, γ4}. If n = 3, then
Pri11(12) = ∅ and Pri0110(14) = ∅. The latter set is empty because if w ∈ Pri0110(14), then w has
as a prefix and a suffix a word u which is a complete first return to 0110. Since |u| ≥ 8, these two
occurrences of u in w overlap. This is contradictory.
The rest of the proof is by induction along the lines of the proof of Lemma 3.16.
Corollary 3.23. A0110(4n) = A00(n) + A010(n) and A0110(4n− 2) = A00(4(n− 1)) for n ≥ 2.
Proof. The result follows from Lemmas 3.21 and 3.22 as A00(n) = A11(n) for all n ≥ 0.
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Proposition 3.9 and Corollaries 3.17, 3.20 and 3.23 together prove Theorem 3.5. In the follow-
ing we characterize the non-primitive privileged factors:
Proposition 3.24. The only non-primitive privileged factors of t beginning with 0 are 00, β3, γ1 and γ
2
2.
Proof. Let w be a non-primitive privileged factor of t beginning with 0. Since t is overlap-free, it
cannot contain third powers. Thus w = u2 for some privileged factor u. If |u| = 1, then w = 00.
If |u| > 1, then u cannot begin with 00 as otherwise w would have 04 as a central factor. Hence u
begins with 010 or 0110. If |u| = 3, 4, then w = β3, γ1. We may assume that |u| > 5. Then as |u| is
even, we have that 4 | |w|, so 4 | |u| by Corollary 3.14. By Lemma 3.12 if u begins with 010, then
u begins with β1 or β2, and so w has β
2
1 or β
2
2 as a central factor. This is, however, impossible as
neither β21 nor β
2
2 is a factor of t. Thus umust begin with 0110, and begin with γ1 or γ2. The word
γ1 is non-primitive, and thus γ
2
1 /∈ F(t). As γ2 is primitive, and γ
2
2 is not, we may assume that
u begins with γ2 and that u 6= γ2. Thus w has γ
2
2 = θ(010)
2 as a central factor. By Lemma 3.21
w = θ(v) where v is a privileged word beginning with 010. As (010)2 must be preceded by 011
and followed by 110, we have that w has θ(011010 · 010110) = θ2(010) as a central factor. As
010 cannot be preceded and followed by the same letter, we have that v ends with β1 and begins
with β2, or symmetrically v ends with β2 and begins with β1. Either case is impossible as v is
privileged.
Next we study the asymptotic behavior of the function At.
Proposition 3.25. lim sup
n→∞
At(n) = ∞ and lim inf
n→∞
At(n) = 0.
Proof. The fact that the inferior limit is 0 already follows from Proposition 3.9. We will prove that
when n ≥ 6,
At(2
n) =
{
3 · 2
1
2 (n−1), if n is odd,
0, if n is even,
which proves the claim.
As 2n−2 + 1 is odd, by Corollary 3.20 it holds for n > 3 that
A010(2
n) = A010(2
n−2 + 1) + A0110(2
n−2 + 1) = 0.
Thus by Theorem 3.5
1
2
At(2
n) = 3A00(2
n−2).
Now A00(2) = 1 and A00(4) = 0. By Corollary 3.17 A00(2
n) = 2A00(2
n−2), so for all n ≥ 1,
A00(2
n) =
{
2
1
2 (n−1), if n is odd,
0, if n is even,
proving the desired equality.
This result is very interesting. It can be proven that the palindromic complexity function of
a fixed point of a primitive morphism is bounded (see [DZ00; All+03]). So as the Thue-Morse
word is a fixed point of a primitive morphism, the above results demonstrate that in general the
palindromic complexity function and the privileged complexity function of an infinite word can
behave radically differently.
Our next aim is to show that there exist arbitrarily long gaps of zeros in the values of At. For
this we need several lemmas.
Let us define an integer sequence (an) as follows: a1 = 14 and an = 4(an−1 − 2) + 2(−1)
n
for n > 1. The first few terms of the sequence are 14, 50, 190, 754, 3006, . . . Note that an is always
even, and not divisible by 4.
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Lemma 3.26. If n is even, then A00(an− 2) = A010(an− 2) = 0 and A0110(an− 2) = 1. If n > 1 is odd,
then A00(an− 2) = A0110(an− 2) = 0 and A010(an− 2) = 1. Moreover if n > 1, then At(an− 2) = 2.
Proof. Using the formulas of Corollaries 3.17, 3.20 and 3.23 it is readily verified that the claim
holds for n = 2.
Let n > 1 be odd. Then an = 4(an−1 − 2) − 2. Using induction, Proposition 3.9 and the
formulas of Corollaries 3.17, 3.20 and 3.23 we get that
A00(an − 2) = 2A00(an−1 − 3) = 0,
A010(an − 2) = A010(an−1 − 2) + A0110(an−1 − 2) = A0110(an−1 − 2) = 1 and
A0110(an − 2) = A00(an−1 − 3) + A010(an−1 − 3) = 0.
Let n be even, so an = 4(an−1 − 2) + 2. Similarly as above
A00(an − 2) = 2A00(an−1 − 2) = 0,
A010(an − 2) = A010(an−1 − 1) + A0110(an−1 − 1) = 0 and
A0110(an − 2) = A00(an−1 − 2) + A010(an−1 − 2) = A010(an−1 − 2) = 1.
It clearly follows that At(an − 2) = 2 for n > 1.
By Lemma 3.10 it can be verified that At(12) = 4, so At(an − 2) 6= 0 for all n ≥ 1.
Lemma 3.27. At(2n + 2) = 2 for all even n 6= 2.
Proof. We will prove that A00(2
n + 2) = A0110(2
n + 2) = 0 and A010(2
n + 2) = 1. The claim
follows from this. This claim is readily verified when n = 0. Let then n > 2 be even. By the
formulas of Corollaries 3.17 and 3.23 we obtain that
A00(2
n + 2) = A0110(2
n + 4) = A00(2
n−2 + 1) + A010(2
n−2 + 1) = 0
as 2n−2 + 1 is odd and greater than 3 when n > 2 is even. Similarly using in addition
Corollary 3.20 we get by applying induction that
A010(2
n + 2) = A010(2
n + 4) = A010(2
n−2 + 2) + A0110(2
n−2 + 2) = 1 and
A0110(2
n + 2) = A00(2
n) = 0,
where the last equality was proven already in the proof of Proposition 3.25.
Finally we have proven enough lemmas in order to prove the following result:
Proposition 3.28. For all n ≥ 1 if an − 1 ≤ k ≤ 22(n+1) + 1, then At(k) = 0. Also for all n ≥ 1
At(an − 2) 6= 0 and At(22(n+1)+ 2) 6= 0.
Proof. By inspection it can be verified that indeed if a1 − 1 = 13 ≤ k ≤ 17 = 2
2(1+1)) + 1, then
At(k) = 0. Let n > 1. Assume that an ≤ k ≤ 22(n+1). If k is odd, then At(k) = 0. Suppose that k
is even. Assume that 4 divides k. Then it follows that an−1 − 1 ≤ k/4 ≤ 2
2n, so by the induction
hypothesis At(k/4) = 0. By Theorem 3.5
1
2
At(k) = 3A00(k/4) + A010(k/4) + A010(k/4+ 1) + A0110(k/4+ 1) = 0.
Assume that 4 does not divide k. Now an−1 − 1 ≤
k+2
4 ≤ 2
2n and an−1 − 2 ≤
k−2
4 ≤ 2
2n. Now
using the already familiar formulas we get
1
2
At(k) = A00(k− 2) + A010(k+ 2) + A0110(k+ 2)
= 2A00
(
k− 2
4
)
+ A010
(
k+ 2
4
+ 1
)
+ A0110
(
k+ 2
4
+ 1
)
+ A00
(
k+ 2
4
)
+ A010
(
k+ 2
4
)
= 2A00
(
k− 2
4
)
,
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where the last equality follows from the induction hypothesis. Now if k 6= an, then an−1 − 1 ≤
k−2
4 , so by the induction hypothesis At(k) = 0. If k = an, then
k−2
4 = an−1 − 2. Then however by
Lemma 3.26 A00(an−1 − 2) = 0, so also At(k) = 0.
The claim now follows as an − 1 and 22(n+1) + 1 are odd. Earlier it was proved that At(an −
2),At(22(n+1)+ 2) 6= 0.
Straightforwardly using induction it can be proved that for n ≥ 3 it holds that an < 22n+1 +
22n < 22(n+1), so in particular if for n ≥ 3 it holds that 22n+1 + 22n ≤ k ≤ 22(n+1), then At(k) = 0.
This verifies the following result which was conjectured in [Pel13]:
Corollary 3.29. There exists arbitrarily long (but not infinite) gaps of zeros in the values of the privileged
complexity function of the Thue-Morse word.
Corollary 3.29 raises a natural question: If the privileged complexity function of a word w
contains arbitrarily large gaps of zeros, does it follow that lim supn→∞ Aw(n) = ∞? It is con-
ceivable that the large gaps force large values of Aw(n) between the gaps. On the other hand the
gaps could occur so sparsely that Aw(n) is still bounded. The author was not able to answer this
question.
The privileged complexity function of the Thue-Morse word is complicated. Even though the
Thue-Morse morphism has really nice properties, finding the recursive formula for the function
is a long task. On the other hand without the nice properties of the morphism, the work may not
have been possible at all. Indeed if the morphism were not uniform, then it would have been
harder to calculate the length of the privileged factors. Other crucial property of the morphism is
its circularity: every image of a letter is uniquely determined by its first or last letter. The author
thinks that it could be possible to obtain results on the privileged complexity of fixed points of
primitive uniform circular morphisms other than Thue-Morse.
4 Privileged Palindrome Complexity
In this section wewill focus on the privileged palindrome complexity function of the Thue-Morse
word t. This function Bt counts the number of n-length factors of twhich are both privileged and
palindromic. The arguments given are similar to those of Section 3.
Similar to Section 3 we write Mu(n) = Pri t(n) ∩ Pal t(n) ∩ u · {0, 1}∗, and Bu(n) = |Mu(n)|.
Again it suffices to consider factors beginning with letter 0.
Lemma 4.1. Let w ∈ Pal(t). Then w ∈ Pal t(4n) for some n ≥ 1 if and only if w is ϕ-invertible (i.e.,
there exists a word u ∈ F(t) such that ϕ(u) = w).
Proof. The claim holds for all palindromes of length less than or equal to 4, they are:
0, 1, 00, 11, 010, 101, 0110 and 1001. Suppose that n ≥ 2.
Let w ∈ Pal t(4n) be a shortest palindrome that is not ϕ-invertible. Suppose first that w begins
with 00, that is, w = 001w′100. Now 1w′1 ∈ Pal (4(n− 1)), so by the minimality of |w| the word
1w′1 is ϕ-invertible. As w begins with 00, the word 1w′1 must have two interpretations by ϕ.
This is a contradiction with Lemma 3.2. Say w begins with 01 (the case where it begins with 10 is
symmetric), so it can be written that w = 01w′10. As w is not ϕ-invertible neither is w′ (otherwise
w would have two interpretations by ϕ) which is a contradiction with the minimality of |w|.
Suppose then that w is the shortest ϕ-invertible palindrome such that 4 ∤ |w|. It can be written
that w = 01w′10 (or symmetrically w = 10w′01), so w′ is a palindrome of length |w| − 4 which is
ϕ-invertible. This contradicts the choice of w.
Let us have a closer look at the function θ and the functions
f2 : w 7→ 1w1
f3 : w 7→ ∂2,2(θ(w))
f4 : w 7→ 0w0
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defined in Lemmas 3.16, 3.18 and 3.19. Obviously all functions preserve palindromes. By Lem-
mas 3.16, 3.18, 3.19, 3.21 and 3.22 the functions f2, f3, f4 and θ preserve privileged words. Hence
we have that the following functions are bijections:
f2 : M00(4n− 2)→ M1001(4n),w 7→ 1w1,
f3 : M101(n+ 1) ∪M1001(n+ 1)→ M010(4n),w 7→ ∂2,2(θ(w)),
f4 : M101(4n− 2) → M010(4n),w 7→ 0w0,
f4 : M11(4n)→ M0110(4n+ 2),w 7→ 0w0,
θ : M00(n) ∪M010(n) → M0110(4n),w 7→ θ(w).
We have thus proved the following formulas:
B00(4n− 2) = B0110(4n),
B010(4n− 2) = B010(4n),
B0110(4n− 2) = B00(4(n− 1)),
B010(4n) = B010(n+ 1) + B0110(n+ 1),
B0110(4n) = B00(n) + B010(n),
for n ≥ 2. We are still missing a formula for B00(4n). However M00(4n) = ∅ by Lemma 4.1, so
B00(4n) = 0. By putting together these formulas we get the following result:
Theorem 4.2. The privileged palindrome complexity function Bt of the Thue-Morse word satisfies
Bt(0) = 1,Bt(1) = Bt(2) = Bt(3) = Bt(4) = 2,
1
2
Bt(4n) = B00(n) + B010(n) + B010(n+ 1) + B0110(n+ 1) for n ≥ 2,
Bt(4n− 2) = Bt(4n) for n ≥ 2,
Bt(2n+ 1) = 0 for n ≥ 2.
As in the previous section for the function At, we study next the asymptotic behavior of the
function Bt and the occurrences of zeros in its values.
Let us define an integer sequence (bn) as follows: b1 = 6 and bn = 4bn−1 − 2 for n > 1. The
first few terms of the sequence are 6, 22, 86, 342, 1366, . . . Note that bn is always even, and not
divisible by 4.
Lemma 4.3. Bt(bn) = 4 for all n ≥ 1.
Proof. By inspection B00(6) = 1,B010(6) = 1 and B0110(6) = 0, so B(6) = 4. We will prove that
B00(bn) = 2 and B010(bn) = B0110(bn) = 0 for all n > 1. The claim follows from this. Now
B00(bn) = B0110(bn + 2) = B00(bn−1) + B010(bn−1)
B010(bn) = B010(bn + 2) = B010(bn−1 + 1) + B0110(bn−1 + 1),
B0110(bn) = B00(bn − 2) = B00(bn−1 − 1).
So the claim is indeed true.
Proposition 4.4. The function Bt takes values in {0, 1, 2, 4}, and the values 0, 2 and 4 are attained
infinitely often.
Proof. As Bt(0) = 1,Bt(1) = Bt(2) = Bt(3) = Bt(4) = 2, by Theorem 4.2 we need only to
consider the values Bt(4n). If n = 2, then Bt(8) = 4. Let n > 4 be even. Then by Theorem 4.2
1
2
Bt(4n) = B00(n) + B010(n).
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It suffices to prove that if B00(n) 6= 0 then B010(n) = 0. We are only interested in the case where
n is not divisible by 4, as otherwise B00(n) = 0. Now
B00(n) = B0110(n+ 2) = B00
(
n+ 2
4
)
+ B010
(
n+ 2
4
)
and
B010(n) = B010(n+ 2) = B010
(
n+ 2
4
+ 1
)
+ B0110
(
n+ 2
4
+ 1
)
.
Clearly if B00(n) 6= 0, then (n+ 2)/4 is even, and thus B010(n) = 0.
Let n be odd. Then
1
2
Bt(4n) = B010(n+ 1) + B0110(n+ 1).
Again it suffices to prove that if B010(n) 6= 0, then B0110(n) = 0. As B0110(n) = 0, when n is not
divisible by 4, we need to consider only the case where n is divisible by 4. Now
B010(n) = B010
(n
4
+ 1
)
+ B0110
(n
4
+ 1
)
and
B0110(n) = B00
(n
4
)
+ B010
(n
4
)
.
Obviously if B010(n) 6= 0, then n/4 is odd, and thus B0110(n) = 0.
By Lemma 4.3 the function Bt takes value 4 infinitely often. Moreover the arguments of Lem-
mas 3.26 and 3.27 work if the function At is replaced with the function Bt. Thus the value 2 is
also attained infinitely often.
Let us now consider the gaps of zeros in the values of Bt like we did for the function At in
Proposition 3.28. It is clear by Proposition 3.28 that if an − 1 ≤ k ≤ 22(n+1) + 1, then Bt(k) = 0.
The arguments of Lemmas 3.26 and 3.27 work if the function At is replaced with the function Bt
(in the proof of the latter lemma, the last equality follows now more easily as B00(4n) = 0 for all
n ≥ 1), so Bt(an − 2),Bt(22(n+1) + 2) 6= 0 for all n ≥ 1. Therefore the function Bt has the same
gaps as the function At described by Proposition 3.28, the gaps do not widen.
5 A Comparison of Palindromes and Privileged Words
In this section we compare the behavior of palindromes and privileged words and the behavior
of the respective complexity functions in general.
Let w be an infinite word. In [Pel13] and [KLS13] the following relation between the sets
Pal (w) and Pri (w) was proved:
Proposition 5.1. [Pel13; KLS13] A finite or infinite word w is rich if and only if Pri (w) = Pal(w).
First we strengthen this result a bit. Now if a word is rich, then from the previous proposition
it obviously follows that the palindromic and privileged complexity functions of w coincide.
Next we prove the surprising fact that the converse is also true. We start with a lemma which is
interesting in its own right.
Lemma 5.2. Let w be a finite or infinite word. If w is not rich, then there exists a shortest privileged
factor u which is not a palindrome. Moreover Palw(n) = Priw(n) for all n such that 0 ≤ n < |u| and
Palw(|u|) ( Priw(|u|).
Proof. If w is not rich, then there exists a position n such that no new palindrome in position n
is introduced. However position n introduces a new privileged factor, which thus cannot be a
palindrome. Hence there exists a shortest privileged factor u which is not a palindrome. By the
minimality of |u| it follows that Priw(n) ⊆ Palw(n) for all n such that 0 ≤ n < |u|. Let p, |p| > 1,
be a minimal length palindrome which is not privileged. Let q be the longest proper palindromic
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suffix of p. By minimality q is privileged. As p is not privileged, it has as a suffix a complete first
return to q, say v. As q is the longest palindromic suffix of p, v is not a palindrome. By minimality
of |u| we have that |p| > |v| ≥ |u|, so Palw(n) ⊆ Priw(n) for all n such that 0 ≤ n ≤ |u|.
Theorem 5.3. A finite or infinite word w is rich if and only if Pw(n) = Aw(n) for all n such that
0 ≤ n ≤ |w|.
Proof. The fact that the condition is necessary follows fromProposition 5.1. Assume that Pw(n) =
Aw(n) for all n such that 0 ≤ n ≤ |w|. If w is not rich, then by Lemma 5.2 there exists such n that
Palw(n) ( Priw(n), so Pw(n) < Aw(n), which is a contradiction. Therefore w is rich.
For instance, the Thue-Morse word has, as factors, the word 00101100which is privileged and
not palindromic, and the palindrome 00101100110100 which is not privileged. Thus for a word
w its possible that neither of the sets Pal(w) and Pri (w) is included in the other. By Lemma 5.2 it
follows that if Pri (w) ⊆ Pal (w), then Pri (w) = Pal (w), i.e., w is rich. Next it is natural to ask if
there are examples of infinite words w such that Pal (w) is properly contained in Pri (w). It turns
out that this is possible, but not in the case of uniformly recurrent words containing infinitely
many palindromes. We begin with a simple observation.
Lemma 5.4. Let w be a recurrent infinite word. If Pal (w) ( Pri (w), then w has infinite defect.
Proof. As Pal (w) ( Pri (w) there exists a privileged factor u which is not a palindrome. Consider
any factor v which is a complete first return to u in F(w) (such a factor exists as w is recurrent).
Let z be a prefix of w having v as a suffix. Let p be the longest palindromic suffix of z. By the
assumption Pal (w) ( Pri (w) the palindrome p is also privileged. If |p| > |u|, then p has u˜ as as
a prefix. Since p has a privileged suffix u, it also has u as a prefix, so u˜ = u, which is impossible.
Thus |p| < |u|, so p is actually the longest palindromic suffix of u. As z contains two occurrences
of u, it follows that the longest palindromic suffix of z is not unioccurrent. As w is recurrent, there
are infinitely many prefixes of w having v as a suffix. Thus w has infinite defect.
Next we define an infinite binary word κ = limn→∞ un as the limit of the sequence u0 =
00101100, un+1 = un0
nun. It is clear that κ is recurrent and aperiodic, and contains infinitely many
palindromes of the form 0n. The word κ is, however, not closed under reversal as (1011)∼ =
1101 is not a factor. We claim that Palκ(n) = {0n, 10n−21} for n ≥ 7. Let p ∈ Palκ(n) for
n ≥ 7, and m be minimal such that p occurs in um. As um−1 starts and ends with 00101100,
and 1101 is not a factor of κ, we conclude that p must be a central factor of um. There are thus
only two possibilities, 0m or 10m−21. By direct inspection the reader can verify that Palw(6) =
{06},Palw(5) = {05},Palw(4) = {0000, 0110} and Palw(3) = {000, 010, 101}. Thus we have
proved the following:
Lemma 5.5. There exists an infinite recurrent aperiodic binary word w having the following properties:
w is not closed under reversal, w contains infinitely many palindromes and Pal (w) ( Pri (w).
Now let us consider the Chacon word λ, the fixed point of the (non-primitive) morphism
0 7→ 0010, 1 7→ 1 [Fer95]. The word λ is aperiodic, and uniformly recurrent, as the letter 0 occurs
in bounded gaps. By a direct verification one can show that the word λ does not contain palin-
dromes of length 13 or 14. Therefore Pal λ(n) = ∅ for all n ≥ 13. There are total 23 palindromes
in λ. Using the same brute-force approach one can show that all palindromes in λ are privi-
leged. The Chacon word is not closed under reversal: for instance (100100)∼ = 001001 /∈ F(λ)
as 001001 cannot be properly factored over the set {0010, 1}. We have:
Lemma 5.6. There exists an infinite uniformly recurrent aperiodic binary word w having the following
properties: w is not closed under reversal, w contains finitely many palindromes and Pal (w) ( Pri (w).
Next we recall a construction of [Ber+09]. Consider the infinite word µ = limn→∞ un, the limit
of the sequence u0 = 01, un+1 = un23u˜n. The word µ is uniformly recurrent, aperiodic, closed
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under reversal and contains only finitely many palindromes, namely only the letters 0, 1, 2 and 3.
By applying the morphism
h :
0 7→ 101,
1 7→ 1001,
2 7→ 10001,
3 7→ 100001
to the word µ the authors obtain a uniformly recurrent aperiodic binary word which is closed
under reversal and contains only finitely many palindromes (the longest is of length 12). By
direct inspection it can be verified that each palindrome in h(µ) is privileged. Hence we have:
Lemma 5.7. There exists an infinite uniformly recurrent aperiodic binary word w having the following
properties: w is closed under reversal, w contains finitely many palindromes and Pal (w) ( Pri(w).
However it turns out that if a uniformly recurrentword contains infinitely many palindromes,
then the inclusion can not be proper. Note that such a word is necessarily closed under reversal.
Proposition 5.8. Let w be a uniformly recurrent word containing infinitely many palindromes. If
Pal (w) ⊆ Pri (w), then Pal (w) = Pri(w), that is, w is rich.
Proof. Assume on the contrary that Pal (w) ⊆ Pri (w) and that w is not rich. Then there exists
a privileged factor u which is not a palindrome. Since w is uniformly recurrent u is a factor of
some palindrome p. Clearly u cannot be a central factor of p. Thus there exists a central factor
q of p which begins with u and ends with u˜ (or q begins with u˜ and ends with u, but this case
is symmetric). It is immediate that q is a palindrome. Thus by the assumption q is privileged.
As q has as a prefix the privileged word u, the prefix u also occurs as a suffix of q. Hence u is a
palindrome, a contradiction.
Note that in the proof uniform recurrence was only needed to establish that u is a factor of
some palindrome. Thus to obtain the result it is only necessary to suppose that every privileged
factor occurs in some palindrome.
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