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Abstract
For a given amount m of mass, we study the class of materials which can be reached by homogenization distributing the
mass m on periodic structures of prescribed dimension k  n in Rn. Both in the scalar case of conductivity and in the vector-
valued case of elasticity, we find some bounds for the effective coefficients, depending on the mass m and the dimension
parameters k,n. In the scalar case we prove that such bounds are optimal, as they do describe the set of all materials reachable
by homogenization of structures of the type under consideration; in the vector-valued case we show that some of our estimates
are attained.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
Nous étudions la classe des matériaux qui peuvent être obtenus par homogénéisation en répartissant une masse fixée m sur
des structures périodiques de dimension k  n dans Rn. Des bornes sur le tenseur homogénéisé sont obtenues dans le cas de
l’équation de la conduction ainsi que dans le cas de l’élasticité linéaire. Dans le premier cas, ces bornes s’avèrent optimales du
fait qu’elles caractérisent entièrement l’ensemble des matrices effectives. Dans le cas de l’elasticité nous vérifions que certaines
de nos bornes sont atteintes.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
AMS classification: 74Q20; 74B05; 28A33
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1. Introduction
The description of the class of materials that can be reached by homogenization of structures of a given type is a key point
in many problems, for instance in shape optimization. Indeed, in this way, the search for an optimal shape can be relaxed over a
larger class of admissible choices, which allows one to study the asymptotic behaviour of minimizing sequences and to obtain
some fine properties of them like lamination, boundary layers, porosity, . . . .
The literature on this subject is very wide; we refer for instance to the lecture notes by Tartar [24], where the reader can find
a source of references as well as most of the available results. The framework which has been generally considered by authors
distinguishes the case of optimal bounds for homogenized conductors, where the state equation involves a scalar state (usually
the temperature of the system) from the case of optimal bounds in elasticity, where the state equation involves a vector-valued
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state (the elastic displacement). Moreover, the case of periodic mixtures of two phases has been mostly considered. Accordingly,
in the scalar case the conductivity coefficient is taken of the form
aε(x)=

α1, if
x
ε
∈E,
α2, if
x
ε
∈Rn \E,
(1.1)
where α1, α2 are two given positive numbers and E is a subset or Rn (n= 2,3 in the physical case) with a periodic structure.
The matrix Ahom of homogenized coefficients (also called effective conductivity) clearly depends on the inputs α1, α2,E,
and the class of all attainable matrices (when the set E varies) has been completely characterized through some inequalities
involving the eigenvalues of Ahom (see for instance [22]).
In the case of elasticity, the situation is more complicated because, even if the two initial materials are isotropic, each
phase involves two constants, the so-called Lamé constants. The elasticity coefficients then form a fourth-order tensor whose
associated quadratic form, over the space of symmetric n× n matrices, is
jε(x, z)=

α1
2
(tr z)2 + β1|z|2, if x
ε
∈E,
α2
2
(tr z)2 + β2|z|2, if x
ε
∈Rn \E.
(1.2)
Here the complete characterization of all quadratic forms which can be obtained by homogenization from jε , by letting the
set E vary, is not known and only some bounds on the limiting structures are available (see for instance [1,18,21,24]).
The point of view of the present paper is rather different from the previous ones: we do not assume that the initial
configuration is made by two phases, but we assume that only one material is present. On the other hand, we allow all kinds
of distributions of the material, of course always fulfilling the total mass constraint. In particular, we allow mass concentration
on sets of low dimension; this is in order to take into account the presence of possible reinforcement structures and similar
situations which often occur in applications. Our goal is to describe the class of limit problems which can be reached by
homogenization of low-dimensional structures, once the dimension k of the initial structures is prescribed. We will then have
the class of materials reachable by homogenization of network structures when k = 1, of honey-comb structures when k = 2
and so on.
The homogenization theory for thin structures has been studied in several papers [3,4,13–15], with a given geometry for the
initial structure in the unit cell. In order to deal with the related theory of bounds, we use a more flexible approach, recently
developed in [10,11].
The mathematical tool which allows us to describe the vatiational behaviour of low-dimensional structures and their
homogenization is the measure theory: indeed, following a method developed in [7–9], we may give a precise definition of
a mass distribution µ of dimension k; for instance, all positive smooth density functions a(x) over a smooth k-dimensional
manifold S provide a measure µ = a(x)Hk S of dimension k, where Hk denotes the k-dimensional Hausdorff measure
on Rn. The main properties of energies with respect to measures, as well as of the related homogenization theory, will be
recalled in Section 2.
Section 3 deals with the scalar case, which is simpler and allows a complete description of the class of effective conductivity
matrices when a constraint on the dimension of the initial configuration is imposed. As an example, if we take n= 3 and if the
initial material is assumed to be a homogeneous isotropic conductor, with conductivity coefficient say equal to 1, Figs. 1–3 show
the sets of attainable effective conductivity matrices, in terms of their eigenvalues λ1, λ2, λ3, when the dimensional constraint k
is taken equal to 1,2,3 respectively, and where m= 1 is the total mass of the structure per unit of volume.
Let us emphasize that it is impossible to deduce the bounds above for k < n− 1 from the usual n-dimensional bounds for
two-phase materials. Indeed, an easy calculation (see [4]) shows that, taking conductivity coefficients as in (1.1) with α1 → 0
and α2 →+∞, keeping the total mass constraint
∫
Y aε(x)dx =m, and applying the results of [25], only leads to the bounds
we find in the case k = n− 1. For instance, when n= 3, this would only give the bounds of Fig. 2.
The vector-valued case of elasticity is more difficult and only some of the bounds on the reachable fourth-order effective
tensors are available; in Section 4 we show some of these bounds. From the inequalities of Corollary 4.4 we obtain for instance
that in R3 a periodic array of k-dimensional structures (k = 1,2,3) made of an elastic material having Lamé constants α = 0
and β = 1 and whose mass per unit volume is equal to 1, provides a bound on the effective Lamé constants α and β given in
Fig. 4 below; the different grey levels correspond to the three possible choices of k.
It is interesting to redraw the set of Fig. 4 in terms of the effective bulk and shear moduli K and β (Fig. 5) and of the effective
Young modulus E and Poisson ratio ν (Fig. 6): the obtained bounds allow negative values for ν up to ν =−1 as Fig. 6 shows.
In fact, the construction of materials with negative Poisson ratio through homogenization of low-dimensional structures is not
only allowed by the bounds above, but can be actually performed (see [20] and references therein).
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Fig. 1. Fig. 2.
Fig. 3.
Fig. 4.
We finally stress that, similarly as in the scalar case, if one starts from the classical theory of bounds for a mixture of two
well-ordered isotropic materials, and let tend to zero both the coefficients of the weak one and the volume of the region occupied
by the strong one, then one recovers the bounds we obtain in the one-codimensional case k = n− 1.
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Fig. 5. Fig. 6.
2. Notation and preliminaries
In this section, we introduce some notation used throughout the paper, and we recall the basic facts about scalar and vector
homogenization of thin structures by measure-approach: for more details and the proofs of the results, we refer to [10,11].
Throughout the paper, Ω will denote a bounded open subset of Rn (n = 2,3 in the physical situations) with a Lipschitz
boundary. Let µ be a positive, Q-periodic Radon measure on Rn , whose periodicity cell Q is a polytope. Up to a translation,
we may assume without loss of generality that µ(∂Q)= 0. For every ε > 0, let µε be the ε-periodization of µ defined by
µε(B)=Ln(Q)εnµ
(
B
ε
)
for every Borel set B,
where Ln is the Lebesgue measure on Rn. It is easy to check that the sequence {µε} converges weakly* in the sense of measures
to mLn , being m := ∫Q dµ the mass of µ per unit-cell.
We want to study the homogenization problem associated to the sequence of measures µε both in the scalar case of heat
conduction and in the vector case of linear elasticity. Then we deal with the energy sequences
Fε(u) :=
∫
Ω
f (∇u)dµε, u ∈ C10(Ω) (2.1)
in the scalar case, where f is a positive definite symmetric quadratic form on Rn, and
Jε(u) :=
∫
Ω
j(eu)dµε, u ∈ C10
(
Ω;Rn) (2.2)
in the vector-valued case, where j is a positive definite symmetric quadratic form on the linear space Rn2sym of real n × n
symmetric matrices. Here and in the following, eu denotes as usual the symmetric part of ∇u, namely eu := (∇u+∇uT)/2.
We associate to the sequence {µε} the following notion of convergence for functions
uε → u iff uεµε ⇀ u ·mLn weakly* as measures,
which arises in a natural way by identifying functions with µε absolutely continuous measures.
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In the scalar case (2.1), we call homogenized functional of {Fε} the energy F hom obtained as the Γ -limit of Fε with respect
to the convergence defined above, that is (see the book [16] for an introduction to Γ -convergence)
F hom(u)= inf
{
lim inf
ε→0 Fε(uε) :uε → u
}
= inf
{
lim sup
ε→0
Fε(uε) :uε → u
}
.
In [10] it has been proved that the functional F hom can be represented in the integral form
F hom(u)=
∫
Ω
f hom
(∇u(x)) dx, u ∈H 10 (Ω), (2.3)
where the expression of the integrand f hom will be recalled in Theorem 2.1.
In the vector case (2.2), by the homogenized functional J hom associated to the sequence {Jε}, we do not simply mean the
Γ -limit of Jε . The reason is that, in some situations, such Γ -limit is not meaningful, as it may degenerate to zero even for very
simple thin structures. As shown in [11], this is due to the behaviour of orthogonal displacements to the support of µ. Therefore,
we are led to consider a sequence of measures {µδ} associated to δ-thick approximations of the structure underlying µ. More
precisely, for every δ > 0, let ρδ be a convolution kernel ρδ(x) := (1/δn)ρ(x/δ), where ρ is assumed to be a smooth, positive,
even function, with support compactly contained into Q, and such that
∫
Rn
ρ dx = 1. We set µδ := (ρδ ' µ)Ln, being ρδ ' µ
the smooth function ρδ 'µ(x) :=
∫
Rn
ρδ(x− y)dµ(y); in particular, we observe that the measures µδ converge weakly to µ as
δ→ 0+. We then introduce the sequence of energy functionals
Jδ,ε(u) :=
∫
Ω
j(eu)dµδ,ε, u ∈ C10
(
Ω;Rn) (2.4)
where µδ,ε is the ε-periodization of µδ . We finally set
J hom := Γ - lim
δ→0
(
Γ - lim
ε→0Jδ,ε
)
.
We stress that an analogous procedure in the scalar case would produce, under suitable connectedness assumptions on µ, the
same homogenized functional F hom, that is, Γ - limδ→0(Γ - limε→0Fδ,ε) = F hom. Indeed, as proved in [10, Section 6], the
passage to the limit with respect to ε (the periodicity parameter) and δ (the thickness parameter) is commutative in the scalar
setting, whereas it is not in the vector one (see [11, Section 5]).
In [11] it has been proved that the functional J hom can be represented in the integral form
J hom(u)=
∫
Ω
jhom
(∇u(x)) dx, u ∈H 10 (Ω;Rn), (2.5)
where the expression of the integrand jhom will be recalled in Theorem 2.3.
We now summarize the characterizations obtained in [10] and [11] for the limit functionals F hom and J hom introduced
above. To that aim, we have to recall the definitions of µ-tangential gradient and µ-tangential strain, and the related functional
spaces. Although such notions, as well as the subsequent homogenization results, can be stated more generally in relation to an
arbitrary exponent p > 1, in case the integrands f and j in (2.1)–(2.2) are convex functions satisfying p-growth conditions, we
prefer to assume since now p = 2, because the choice of f and j as quadratic forms will be kept throughout the paper.
The scalar case: characterization of F hom. For µ-a.e. x ∈Ω , the tangent space Tµ(x) to µ at x is defined by
Tµ(x) :=µ- ess
⋃{
Φ(x): Φ ∈Xµ
(
Ω;Rn)}, (2.6)
where the class Xµ(Ω;Rn) of tangent fields to µ is given by
Xµ
(
Ω;Rn) := {Φ ∈L2µ(Ω;Rn): div(Φµ) ∈ L2µ(Ω)}. (2.7)
The divergence operator in (2.7) is intended in the sense of distributions, that is,〈
div(Φµ),ψ
〉 := −∫
Ω
Φ · ∇ψ dµ ∀ψ ∈ C∞0 (Ω).
For more details on the properties of Tµ , we refer to [10] and references therein (in particular, see [12] for the meaning of the
µ-essential union). We just remark that Tµ coincides with the usual tangent space to S when µ is the Hausdorff measure Hk
over a k-dimensional Lipschitz manifold S in Rn .
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For every smooth function ψ on Ω , the µ-tangential gradient ∇µψ can be defined by PTµ(∇ψ), being PTµ the orthogonal
projector from Rn onto Tµ . The operator ∇µ :L2µ,loc(Rn)→ L2µ,loc(Rn;Rn), defined either on the space C∞0 (Ω) of compactly
supported smooth functions, or on the space C∞0 (Q) of Q-periodic smooth functions, turns out to be closable with respect to
the norms L2µ(Ω) and L2µ(Q), respectively. The domain of its unique closed extension gives in the former case the Banach
space H 10,µ(Ω) of µ-Sobolev functions vanishing at the boundary of Ω , and in the latter case the Banach space H
1
µ,0 of
µ-periodic Sobolev functions.
We also set H 1
µ,loc := {u ∈L2µ,loc(Rn): uψ ∈H 10,µ(Rn)∀ψ ∈ C∞0 (Rn)}.
Finally, according to [10], we say that the Q-periodic measure µ is strongly connected on Rn if the following Poincaré
inequality on “integer dilatations” of Q holds:
∃C > 0:
∫
kQ
|u|2 dµ Ck2
∫
kQ
|∇µu|2 dµ ∀k ∈N, ∀u ∈H 1µ,loc with
∫
kQ
udµ= 0. (2.8)
Theorem 2.1. Let µ be a Q-periodic measure strongly connected on Rn in the sense of (2.8). Then, Fε satisfy the following
equi-coercivity condition:
sup
ε
Fε(uε) <+∞ ⇒ sup
ε
∫
Ω
|uε |2 dµε <+∞.
Furthermore, setting
fµ(y, z) := inf
{
f (z+ ξ): ξ ∈ [Tµ(y)]⊥}, ∀(y, z) ∈Q×Rn, (2.9)
the sequence {Fε} Γ -converges to the functional F hom defined in (2.3) where the integrand f hom is defined, for every z ∈Rn ,
via the unit-cell problem
f hom(z) := inf
{∫
Q
f
(
z+∇u(y)) dµ: u ∈ C∞0 (Q)
}
= inf
{∫
Q
fµ
(
y,PTµ(y)z+∇µu(y)
)
dµ: u ∈H 1µ,0
}
. (2.10)
Remark 2.2. We say that µ is strongly connected on Q if (2.8) holds with k = 1, that is,
∃C > 0:
∫
Q
|u|2 dµ C
∫
Q
|∇µu|2 dµ ∀u ∈H 1µ,0 with
∫
Q
udµ= 0. (2.11)
If we replace assumption (2.8) by (2.11), the Γ -convergence statement in the second part of Theorem 2.1 remains true provided
the analysis is restricted to the sequences {uε} which are uniformly bounded in the L2µε (Ω)-norm, and the space H 10 (Ω) in (2.3)
is replaced by a suitable subspace containing C∞0 (Ω) (for more details, see [10, Remark 5.3]).
The vector case: characterization of J hom. Similarly to what done in the scalar case, for µ-a.e. x ∈Ω , we define the linear
space of matrices
Mµ(x) :=µ- ess
⋃{
Φ(x): Φ ∈Xµ
(
Ω,Rn
2
sym
)}
, (2.12)
where
Xµ
(
Ω,Rn
2
sym
) := {Φ ∈L2µ(Ω,Rn2sym): div(Φµ) ∈L2µ(Ω,Rn)}. (2.13)
The divergence operator in (2.13) is intended in the sense of distributions, that is,〈
div(Φµ),ψ
〉 := −∫
Ω
Φ · ∇ψ dµ ∀ψ ∈ C∞0
(
Ω;Rn).
For every smooth vector field ψ on Ω , the µ-tangential strain eµψ can be defined by PMµ(eψ), being PMµ the orthogonal
projector from Rn2sym onto Mµ. In particular, one can show that, if µ is the Lebesgue measure over an open subset of Rn , then
eµψ coincides with the usual strain tensor eψ , while, if µ is the Hausdorff measure Hk over a k-dimensional smooth manifold
in Rn, then eµψ = PTµ(eψ)PTµ .
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The operator eµ :L2µ,loc(R
n;Rn)→ L2
µ,loc(R
n,Rn
2
sym), defined either on the space C∞0 (Ω;Rn) of compactly supported
smooth fields on Ω , or on the space C∞0 (Q;Rn) of Q-periodic smooth fields, turns out to be closable with respect to the norms
L2µ(Ω;Rn) and L2µ(Q;Rn) respectively. The domain of its unique closed extension gives in the former case the Banach space
D10,µ(Ω;Rn) of µ-admissible displacements vanishing at the boundary of Ω , and in the latter case the Banach space D1µ,0 of
µ-admissible periodic displacements.
We also set
D1µ,loc :=
{
u ∈ L2µ,loc
(
Rn;Rn): uψ ∈D10,µ(Rn;Rn) ∀ψ ∈ C∞0 (Rn)}, and
D1µ
(
kQ;Rn) := {u ∈D1µ,loc: u is kQ-periodic} for k ∈N.
According to [11], we say that the Q-periodic measure µ is strongly fat on Rn if the following Poincaré–Korn inequality on
“integer dilatations” of Q holds:
∃C > 0:
∫
kQ
|u|2 dµ Ck2
∫
kQ
|eµu|2 dµ ∀k ∈N, ∀u ∈D1µ
(
kQ;Rn) with ∫
kQ
udµ= 0. (2.14)
Theorem 2.3. Let µ be a Q-periodic measure such that, for every δ > 0, µδ is strongly fat on Rn in the sense of (2.14) (recall
that µδ := (ρδ ' µ)Ln). Set
jµ(y, z) := inf
{
j (z+ ξ): ξ ∈ [Mµ(y)]⊥}, ∀(y, z) ∈Q×Rn2sym, (2.15)
and assume that the quadratic form
q(z) := inf
{∫
Q
j
(
z+ eu(y))dµ: u ∈ C∞0 (Q;Rn)
}
= inf
{∫
Q
jµ
(
y,PMµ(y)z+ eµu(y)
)
dµ: u ∈D1µ,0
}
, (2.16)
is positive-definite on Rn2sym. Then there holds Γ - limδ→0(Γ - limε→0 Jδ,ε)= J hom, where the effective integrand jhom in (2.5)
is given, for every z ∈Rn2sym, by jhom(z)= q(z).
Remark 2.4. We stress that, when jhom fails to be coercive, the homogenization formula (2.5) still holds in a weaker sense, in
particular for functions u belonging to C∞0 (Ω;Rn) (see [11, Remark 5.3]).
3. Optimal bounds in the scalar case
In this section, we investigate the optimal bounds for the effective matrix associated to f according to the homogenization
formula (2.10). Actually, we are able to give a complete characterization of the set of matrices attainable by homogenization
when µ varies in a suitable class of measures with prescribed mass and dimension.
Let A,Ahomµ ∈ Rn
2
sym represent the quadratic forms f and f hom in the canonical basis of Rn {e1, . . . , en}, that is, for
all z ∈Rn,
f (z)= 1
2
Az · z, f hom(z)= 1
2
Ahomµ z · z, (3.1)
where · stands for the Euclidean scalar product in Rn; we always suppose that A is positive definite.
We fix a dimension k ∈N ∩ [1, n], and a total mass m ∈R+ . Moreover, we let OA be the class of all n× n real matrices S
which are orthogonal with respect to A, in the sense that STS =A, and we define a family of polytopes in Rn by setting
QA :=
{
SY : Y = (0,1)n, S ∈OA
}
.
Then we introduce the class C(A, k,m) of all positive Radon measures µ on Rn such that, for some element Q ∈QA, it holds:
µ is Q-periodic; (3.2)
µ is strongly connected on Rn in the sense of (2.8); (3.3)
dimTµ = k µ-a.e.; (3.4)∫
Q
dµ=m. (3.5)
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We are going to find the bounds satisfied by Ahomµ when µ varies in the class C(A, k,m). Such bounds turn out to be optimal,
in the sense that they are attained for suitable µ ∈ C(A, k,m); in fact, a stronger result holds, namely each matrix in the convex
set described by the bounds is reachable by homogenization, in the sense that it equals Ahomµ for some µ ∈ C(A, k,m).
As a preliminary tool, we recall for the sake of completeness the following classic algebraic lemma.
Lemma 3.1. Let B and C be symmetric second-order tensors acting on a n-dimensional vector space V , and suppose that C is
positive definite on V , that is, Cv · v > 0 for all vectors v = 0. Then there is a basis {v1, . . . , vn} in V such that
vi ·Cvj = δij and B =
n∑
i=1
λiCvi ⊗Cvi,
where the real numbers {λ1, . . . , λn}, called the eigenvalues of B relative to C, are the roots of the characteristic equation
det(B − λC) = 0. Moreover, the transformation tensor L defined by Lvi = ei , i = 1, . . . , n (where {e1, . . . , en} is an
orthonormal basis relative to the canonical inner product in V ), is orthogonal with respect to C, i.e., LTL= C.
In the following, the spectrum of B relative to C, and the sum of the eigenvalues of B relative to C, will be denoted
respectively by σC(B) and trC(B).
We denote by Khom the closure of the set of matrices attainable by homogenization on the class C(A, k,m), that is
Khom := {Ahomµ : µ ∈ C(A, k,m)}. (3.6)
It can be verified that taking the adherence at right-hand side is equivalent to enlarge the class C(A, k,m), by allowing
measures µ which satisfy the weaker connectedness condition (2.11) instead of (2.8).
For every integer k, we denote by Mk the convex set of matrices
Mk :=
{
M ∈Rn2sym: σA(M)⊂ [0,1], trA(M) k
}
.
Theorem 3.2. With the notation above, the set Khom coincides with the class of matrices mMk .
Remark 3.3. (i) Theorem 3.2 still holds if we restrict the class C(A, k,m) to measures of the form µ = θHk S, with S
a smooth k-dimensional manifold, and θ a smooth strictly positive function. Nevertheless, the statement becomes false if one
would impose θ = 1 on S, which amounts to consider the subclass C˜ of all measures µ ∈ C(A, k,m) of the kind µ=Hk S.
Indeed, the set K˜hom := {Ahomµ : µ ∈ C˜} may by strictly contained into mMk : for instance, taking n = 2, k = 1, and m < 1,
K˜hom is reduced to the null matrix.
(ii) Since the dependence of the set Khom on the total mass parameter m is clearly linear, for simplicity in the following we
will always assume that m= 1.
(iii) The setMk can be identified to a convex region of Rn by representing on the coordinate axes the eigenvalues of Ahomµ
relative to A. In this sense, the Figs. 1–3 of the Introduction correspond respectively, for n= 3, to the cases k = 1,2,3.
Proof of Theorem 3.2. The proof will be achieved by showing separately the two inclusions Khom ⊆Mk and Mk ⊆Khom.
Proof of the inclusion Khom ⊆Mk . We first show that, for every µ ∈ C(A, k,1), all the eigenvalues λi of Ahomµ relative to A
according to Lemma 3.1 belong to [0,1]. By (2.10), and since f is by assumption positive definite, it is immediate that the λi
are nonnegative. In order to show that each λi is less than or equal to 1, we make use of the inequality f hom(z) f (z), which
follows from the first equality in (2.10) by taking u= 0. Thus
Ahomµ z · zAz · z ∀z ∈Rn, (3.7)
which gives, by Lemma 3.1, the desired inequalities λi  1. It remains to estimate the sum of λi , i.e., trA(Ahomµ ). To do this,
we make use of the inequality f hom(z)
∫
Q f (PTµz)dµ, which follows from the second inequality in (2.10) by taking u= 0
and then by noticing that (2.9) implies fµ  f . Thus
Ahomµ z · z
∫
Q
APTµz · PTµzdµ ∀z ∈Rn. (3.8)
By Lemma 3.1, there exists a basis {v1, . . . , vn} of Rn such that Avi · vj = δij , and Ahomµ vi = λiAvi . We denote by L the
transformation tensor such that Lvi = ei (which satisfies LTL=A). Writing PTµ = P for simplicity of notation, we find:
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trA
(
Ahomµ
) = n∑
i=1
λi =
n∑
i=1
λiAvi · vi =
n∑
i=1
Ahomµ vi · vi 
n∑
i=1
∫
Q
APvi · Pvi dµ=
∫
Q
n∑
i=1
PAPvi · vi dµ
=
∫
Q
n∑
i=1
PAPL−1ei ·L−1ei dµ=
∫
Q
n∑
i=1
(
L−1
)T
PAPL−1ei · ei dµ=
∫
Q
tr
[(
L−1
)T
PAPL−1
]
dµ
=
∫
Q
tr
[(
LTL
)−1
PAP
]
dµ=
∫
Q
tr
(
A−1PAP
)
dµ=
∫
Q
tr
(
PA−1PA
)
dµ

∫
Q
tr
(
A−1PA
)
dµ=
∫
Q
trP dµ= k,
where we have used, besides Lemma 3.1, the inequality (3.8), the fact that P is a projector onto a k-dimensional space, and that
tr(PX) tr(X) for every positive symmetric matrix X.
Proof of the inclusionMk ⊆Khom. Let us fix M ∈Mk , and let us prove that M belongs to Khom. For convenience, this will
be done in several steps.
Step 1 (Reduction to diagonal matrices). SetD the convex set of all diagonal matrices with eigenvalues (relative to the n×n
identity matrix I ) in the interval [0,1], and trace (still relative to I ) less than or equal to k. Let us prove that the thesis (i.e., the
inclusion Mk ⊆Khom) follows once we have shown that, for every D ∈D, there exists a measure µ such that
conditions (3.2)–(3.5) hold with Q= Y ; (3.9)
D = Ihomµ , being I the n× n identity matrix. (3.10)
Let M ∈Mk . By Lemma 3.1, M can be written as M = LTDL, with D ∈D, and L ∈OA . Suppose that, for such D, we can
find a measure µ satisfying (3.9) and (3.10). We consider the image µL of the measure µ by L, that is µL(E)= µ(L−1(E))
for every Borel set E of Rn and we set Q= L(Y ). Since by assumption µ is Y -periodic and L ∈OA, then µL is Q-periodic,
with Q ∈QA and satisfies µL(Q)= µ(Y )= 1. Therefore µL belongs to C(A, k,1).
Let us prove that AhomµL =M . We have:
Mz · z = LTDLz · z=DLz ·Lz= inf
u∈C∞0 (Y )
∫
Y
(Lz+∇u) · (Lz+∇u)dµ
= inf
u∈C∞0 (Y )
∫
Q
[
Lz+∇u(L−1(y))] · [Lz+∇u(L−1(y))]dµL(y)
= inf
u∈C∞0 (Y )
∫
Q
A
[
z+L−1∇u(L−1(y))] · [z+L−1∇u(L−1(y))]dµL(y)
= inf
u∈C∞0 (Y )
∫
Q
2j
[
z+L−1∇u(L−1(y))]dµL(y)= inf
v∈C∞0 (Q)
∫
Q
2j (z+∇v)dµL,
where we used successively (3.10), the relation LTL=A, and the notation v(y)= u(L−1(y)).
Step 2 (Reduction of mass). For every m > 0, we set Ihom(m) the class of matrices Ihomµ when µ varies in the set of
measures satisfying (3.2)–(3.3)–(3.4)–(3.5) with Q= Y . In particular, we set Ihom = Ihom(1). We claim that, for every γ > 0,
Ihom ⊆ Ihom(1+ γ ). (3.11)
Indeed, fix Ihomµ ∈ Ihom and γ > 0. To show that Ihomµ belongs to Ihom(1 + γ ), we consider the sequence µh := µ + νh ,
where νh are the µ-absolutely continuous measures given on the unit cell Y by
νh := γ
χB1/h(x0) +ωh
µ(B1/h(x0))+ ωh µ,
being χB1/h(x0) the indicatrix function of a ball of radius 1/h centered at a point x0 ∈ spt(µ), and {ωh} a sequence of positive
real numbers such that ωh = o(µ(B1/h(x0))) as h→+∞.
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It is easy to check that by construction each measure µh satisfies (3.2)–(3.3)–(3.4)–(3.5), with Q= Y and m= 1+ γ , and
that the sequence {µh} converges weakly to the sum of the measure µ plus (the periodization of) the Dirac mass δx0 at the
point x0. Moreover, let us show that
Ihomµ = lim
h
Ihomµh . (3.12)
Indeed, it is immediate that Ihomµ  lim infh Ihomµh . Conversely, for every z ∈Rn and every u ∈ C∞0 (Y ), we have by (2.10),
Ihomµh z · z
∫
Y
|z+∇u|2 dµh. (3.13)
Passing to the limsup as h→+∞, we obtain
lim sup
h
Ihomµh z · z inf
{∫
Y
|z+∇u|2 d(µ+ δx0): u ∈ C∞0 (Y )
}
 Ihomµ z · z,
where the former inequality follows from (3.13) since µh ⇀µ+ δx0 , and the latter inequality follows by relaxation, taking into
account that H 1,pµ+δx0 ,0 =H
1,p
µ,0 . Thus (3.12) holds, which shows that Ihomµ ∈ Ihom(1+ γ ), and achieves the proof of (3.11).
Step 3 (The set of matrices Ihom is star-shaped). Such property of Ihom follows straightforward from Step 2. Indeed, let
M ∈ Ihom, and t ∈ (0,1). In view of Remark 3.3(ii), the condition tM ∈ Ihom can be reformulated as M ∈ Ihom(1/t), which
is satisfied by (3.11) since 1/t > 1.
Step 4 (Extremality argument). Set Dk the convex set of diagonal matrices with eigenvalues in the closed interval [0,1],
and trace equal k. In view of Steps 1 and 3, to conclude the proof it is enough to show that Ihom contains Dk . Let Dextk be the
set of the extremal points of Dk . We have to show that Ihom contains the convex combinations of matrices in Dextk . It is easily
checked that Dextk i s given by the matrices in Dk with spectrum in the set {0,1}. Each of these matrices can be seen as the
projector onto a linear subspace of Rn of dimension k. We are thus reduced to show that Ihom contains all convex combinations
of such projectors.
Step 5 (Attainability of combinations of projectors). Let P be the class of measures
P :=
{
µ=
N∑
i=1
aiµi : µi =Hk Vi
}
,
where ai  0,
∑N
i=1 ai = 1, and Vi are k-dimensional subspaces of Rn of the kind Vi = span{ej1 , . . . , ejk }. Notice that the
measures µ in P are Y -periodic, have dimension k and mass 1 per unit cell, and are strongly connected on Y in the sense
of (2.11).
We claim that the map
P  µ → Ihomµ ∈Rn
2
sym
enjoys the following properties:
(i) it maps each µi into the orthogonal projector PVi from Rn onto Vi ;
(ii) it is linear, that is, Ihomµ =
∑N
i=1 aiIhomµi .
Let us prove (i). By the definition of µi , we have Tµi = Vi , so that PTµi = PVi . Thus, taking into account that Vi has the
form span{ej1 , . . . , ejk }, the Jensen’s inequality yields, for every z ∈Rn and every u ∈H 1µi ,0:∫
Y∩Vi
|PVi z+∇µi u|2 dHk 
∣∣∣∣∣
∫
Y∩Vi
(PVi z+∇µi u)dHk
∣∣∣∣∣
2
= PVi z · z=Diz · z.
On the other hand, taking u≡ 0, it follows that
Diz · z= PVi z · z= min
u∈H 1µ,0
{ ∫
Y∩Vi
|PVi z+∇µi u|2 dHk
}
= Ihomµi z · z.
Let us prove (ii). We have
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Ihomµ z · z = min
u∈H 1µ,0
{∫
Y
|PTµz+∇µu|2 dµ
}
= inf
u∈C∞0 (Y )
{
N∑
i=1
ai
∫
Y
|z+∇u|2 dµi
}

N∑
i=1
ai inf
u∈C∞0 (Y )
{∫
Y
|z+∇u|2 dµi
}
=
N∑
i=1
aiI
hom
µi
z · z.
To prove the converse inequality, we must find u ∈H 1µ,0, such that∫
Y
|PTµz+∇µu|2 dµ
N∑
i=1
aiI
hom
µi
z · z=
N∑
i=1
ai |PTµi z|
2.
If we choose u≡ 0, taking into account that PTµi = PT µ µi -a.e., the above inequality is obviously satisfied.
The validity of (i)–(ii) ensures that the convex combinations of projectors are attainable. In view of Step 4, this achieves the
proof. ✷
Remark 3.4. Through the inequalities (3.7) and (3.8) used during the proof of Theorem 3.2, one can easily find bounds on
the standard (that is, relative to the identity) eigenvalues and trace of Ahomµ . Of course, such bounds will coincide with those
satisfied by the elements of Mk if we choose the matrix A as a multiple of the identity. Actually, denoting by λ1  · · ·  λnµ
the eigenvalues of Ahomµ , and by λ1  · · · λk  · · · λn the eigenvalues of A, the resulting inequalities are:
λiµ  λi ∀i = 1, . . . , n; (3.14)
tr
(
Ahomµ
)

(
λ1 + · · · + λk). (3.15)
Indeed, (3.14) follows from (3.7) coupled with the Courant–Fischer–Weyl minimax principle for the eigenvalues of a symmetric
operator (see for instance [5, Corollary III.1.2]), which yields
λiµ =max
{
min
z∈W, |z|=1
(
Ahomµ z · z
)
: W i-dimensional subspace of Rn
}
,
and similarly for the λi . Thus, if in both sides of (3.7) we first pass to the infimum over the unit vectors z belonging to a fixed
i-dimensional subspace W of Rn, and then we pass to the supremum over W , we find (3.14).
On the other hand, (3.15) follows applying (3.8) with z = ei , summing over i = 1, . . . , n, and using the inequality
tr(PTµAPTµ)  (λ1 + · · · + λk), which holds, as PTµ is a projector onto a k-dimensional space, by the Cauchy interlacing
theorem (see for instance [5, Corollary III.1.5]).
Though conditions (3.14) and (3.15) are satisfied by all matrices attainable by homogenization, they are not sharp unless the
initial matrix A is a multiple of the identity. In fact, even in dimension 2, one can construct elementary examples of matrices
satisfying (3.14) and (3.15) but not belonging to the class Mk .
Remark 3.5. The inclusion mMk ⊆Khom can be localized in the following way: let m(x) ∈ L1(Ω), and let M :Ω → Rn2sym
be a Borel function such that M(x) ∈ m(x)Mk for a.e. x ∈ Ω . Then there exists a sequence of measures {µε} such that
µε ⇀m(x)Ln , dimTµε = k µε-a.e., and {Fε} Γ -converges to the functional F given by
F(u)=
∫
Ω
1
2
M(x)∇u · ∇udx, u ∈H 10 (Ω).
To prove this result, we start with a smooth M(x), and we define for every x a periodic measure µ(x, ·) ∈ C(A, k,m) such
that Ahom
µ(x,·) =M(x). Then we consider the sequence {µε} defined by µε(x) := µ(x,x/ε). The homogenization Theorem 2.1
obtained in [10] by a two-scale convergence technique can be easily adapted taking into account this slow dependence on x
of µ(x, ·), which provides a limit energy density characterized by
f hom(x, z)= inf
{∫
Q
f
(
z+∇u(y))µ(x,dy): u ∈ C∞0 (Q)
}
∀(x, z) ∈Ω ×Rn.
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4. Bounds in the vector case
Let B , Bhomµ be the fourth-order tensors which represent respectively, in the canonical basis of Rn
2
, the elastic energy
density j in (2.4), and the associated homogenized integrand jhom according to (2.16), that is, for all z ∈Rn2 ,
j (z)= 1
2
Bz · z, jhom(z)= 1
2
Bhomµ z · z, (4.1)
where · stands for the Euclidean scalar product in Rn2 . In particular, the following symmetry relations hold for the elasticity
tensor B ,
Bijhk = Bhkij = Bjihk = Bijkh,
which imply that B acts as a symmetric operator on Rn2sym, say B ∈Rn
4
sym.
We are going to investigate the bounds satisfied by the effective tensor Bhomµ when, for given h ∈ N ∩ [1, n(n+ 1)/2] and
m ∈R+, µ satisfies the following properties:
µ is Y -periodic; (4.2)
for every δ > 0, µδ is strongly fat on Rn in the sense of (2.14) with Q= Y ; (4.3)
dimMµ = h µ-a.e.; (4.4)∫
Y
dµ=m. (4.5)
We denote by C(h,m) the class of all measures µ satisfying the four conditions above, and we introduce the family of tensors
Khom := {Bhomµ : µ ∈ C(h,m)}.
For every µ ∈ C(h,m), by (4.2) and (4.3) we can apply the homogenization formula (2.5) (cf. Remark 2.2). Thus, arguing as in
the proof of Theorem 3.2, we obtain the inequalities
Bhomµ z · zmBz · z ∀z ∈Rn
2
sym, (4.6)
Bhomµ z · z
∫
Y
BPMµz · PMµzdµ ∀z ∈Rn
2
sym. (4.7)
Still arguing as in the proof of Theorem 3.2, denoting by σB(H) and trB(H) the spectrum and the trace of a fourth-order
tensor H both relative to B (according to Lemma 3.1 with V = Rn2sym), we deduce by (4.6) that σB(Bhomµ ) ⊂ [0,m], and
by (4.7) that
trB
(
Bhomµ
)

∫
Y
tr
(
B−1PMµBPMµ
)
dµ
∫
Y
tr(PMµ)dµ=
∫
Y
dim(Mµ)dµ=mh.
We then have, in analogy to the scalar case of Section 3, the bounds
σB(H)⊂ [0,m] and trB(H)mh ∀H ∈Khom.
However, differently from the scalar case, in the vector-valued case we can actually make a better estimate than (4.7), hence,
obtaining smaller bounds on the homogenized tensor Bhomµ . Indeed, by the homogenization formula (2.16) we have for every
z ∈Rn2sym:
jhom(z)
∫
Y
jµ
(
y,PMµ(y)z
)
dµ(y);
on the other hand, if we fix a selection w(y) of the multifunction y →Mµ(y)⊥ , by (2.15) we have for every t ∈R:
jµ
(
y,PMµ(y)
)
 j
(
PMµ(y)z+ tw(y)
)
. (4.8)
We optimize now with respect to t taking into account that the function j is a quadratic form, so that the quantity at the
right-hand side of (4.8) is
1
2
(
BPMz · PMz+ 2tBPMz ·w+ t2Bw ·w
)
,
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where for brevity we write PM for PMµ(y). The optimal t is then given by t =−BPMz ·w/Bw ·w which, substituted into (4.8),
implies the inequality
2jµ(y,PMz) BPMz · PMz− (BPMz ·w)
2
Bw ·w .
Finally, the bound for Bhomµ which improves both (4.6) and (4.7) is
Bhomµ z · z
∫
Y
[
BPMz · PMz− (BPMz ·w)
2
Bw ·w
]
dµ ∀z ∈Rn2sym, w(y) ∈Mµ(y)⊥. (4.9)
For measures µ such that
dim(Tµ)= k µ-a.e., Mµ =
{
PTµEPTµ : E ∈Rn
2
sym
} (4.10)
(for instance, when µ = Hk S, being S a smooth k-dimensional manifold in Rn), the equality h = k(k + 1)/2 holds. In
particular, for measures µ ∈ C(h,m) which satisfy (4.10), the projector PTµ(y)⊥ on the linear space Tµ(y)⊥ can be taken as
a selection w(y) in formula (4.9), which thus becomes
Bhomµ z · z
∫
Y
[
BPzP · PzP − (BPzP · P
⊥)2
BP⊥ · P⊥
]
dµ ∀z ∈Rn2sym, (4.11)
where for brevity we denoted by P and P⊥ the projectors onto Tµ(y) and Tµ(y)⊥ respectively. The inequality (4.11) between
quadratic forms will be used below in order to deduce the bounds satisfied by Bhomµ .
Remark 4.1. (i) It remains an open problem to establish whether the class of effective tensors actually coincides with the set of
tensors verifying (4.9).
(ii) As in the scalar case, since the dependence of the familyKhom on the total mass parameter m is linear, for simplicity we
will assume in the following that m= 1.
Let us now focus our attention on the following framework: we suppose that j (z) = (1/2)Bz · z is the elastic energy
of an isotropic material, and we look for the bounds satisfied by Bhomµ when µ is a measure in C(h,1) which satisfies in
addition (4.10).
More precisely, we fix from now on the stored energy function
j (z)= 1
2
Bz · z= β|z∗|2 + α
2
(trz)2, ∀z ∈Rn2 , (4.12)
where z∗ := (z+ zT)/2 is the symmetric part of z, and β,α are the Lamé constants.
In order that B is positive definite, we shall assume that both β and K := (2β)/n+ α, called, respectively, shear and bulk
moduli, are strictly positive. Indeed, the eigenvalues of B are 2β and 2β + nα, associated respectively to the eigenspaces of
deviators (the matrices with null trace, a space of dimension (n2 + n− 2)/2), and of spherical matrices (the multiples of the
identity, a space of dimension one). Note that α is allowed to be negative.
We also stress that, for n= 3, the positive definiteness of B can be equivalently obtained by requiring that E > 0 and that
−1 < ν < 1/2, being E the Young modulus (which represents the ratio between tensile stress and longitudinal strain), and ν
the Poisson’s ratio (i.e., the ratio between lateral contraction and longitudinal strain under pure tension). We recall that, in
dimension n = 3, the relations between the Lamé constants and the pair (E, ν) can be expressed by (see for instance [17,
Chapter X])
E = β(2β + 3α)
β + α , ν =
α
2(α + β) ;
in particular, the Poisson’s ratio ν turns out to be negative if and only if α < 0.
We let µ vary in the class C(k,1) of all positive Radon measures on Rn satisfying (4.2), (4.3), (4.5), and (4.10).
Correspondingly, we denote by λ1µ  · · · λn(n+1)/2µ the eigenvalues of Bhomµ on Rn
2
sym (relative to the identity), by tr(Bhomµ )
their sum, by trsph(Bhomµ ) the spherical trace of Bhomµ , and by trdev(Bhomµ ) the deviatoric trace of Bhomµ . Recall that, if
{e1, . . . , en} is the canonical basis of Rn , ers := (er ⊗ es)∗ and I is the n × n identity matrix, tr(Bhomµ ), trsph(Bhomµ ) and
trdev(Bhomµ ) can be easily computed as
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tr
(
Bhomµ
)= n∑
r,s=1
Bhomµ ers · ers,
trsph
(
Bhomµ
)= Bhomµ ( I√
n
)
·
(
I√
n
)
,
trdev
(
Bhomµ
)= tr(Bhomµ )− trsph(Bhomµ ).
Theorem 4.2. With the notation above, for every µ ∈ C(k,1), we have:
if α  0, {λ1µ, . . . , λn(n+1)/2−1µ }⊆ [0,2β], λn(n+1)/2µ ∈ [0,2β + nα],
if α  0, λ1µ ∈ [0,2β + nα],
{
λ2µ, . . . , λ
n(n+1)/2
µ
}⊆ [0,2β]; (4.13)
trsph
(
Bhomµ
)
 2kβ
n
· 2β + nα
2β + (n− k)α , (4.14)
trdev
(
Bhomµ
)
 kβ[(2β + nα)(nk+ n− 2)− nα(k
2 + k− 2)]
n[2β + (n− k)α] . (4.15)
Proof. By the variational definition (2.16) of jhom, it immediately follows that Bhomµ is positive semidefinite, so that the λ iµ
are nonnegative. The remaining inequalities in (4.13) can be deduced from (4.6), coupled with the variational characterization
for the eigenvalues of a symmetric operator already used, for the scalar case, in Remark 3.4. Indeed, if in both sides of (4.6) we
first pass to the infimum over the matrices z, with unitary norm, belonging to a fixed i-dimensional subspace W of Rn2sym, and
then we pass to the supremum over W , we infer by the minimax principle
λiµ  λi ∀i = 1, . . . ,
n(n+ 1)
2
,
where λ1  · · ·  λn(n+1)/2 are the eigenvalues of B on Rn2sym. The above inequalities can be rewritten as in (4.13) simply
taking into account that, if α  0, λ1 = · · · = λn(n+1)/2−1 = 2β and λn(n+1)/2 = 2β + nα, while, if α  0, λ1 = 2β + nα and
λ2 = · · · = λn(n+1)/2−1 = 2β .
In order to show (4.14), it is enough to apply (4.11), which gives
trsph
(
Bhomµ
)= Bhomµ ( I√
n
)
·
(
I√
n
)

∫
Y
[
BP · P − (BP · P
⊥)2
BP⊥ · P⊥
]
dµ. (4.16)
We have:
BP · P = α(tr(P ))2 + 2β|P |2 = αk2 + 2βk, (4.17)
BP · P⊥ = P ·BP⊥ = P · [α tr(P⊥)I + 2βP⊥]= α tr(P ) tr(P⊥)= αk(n− k), (4.18)
BP⊥ · P⊥ = α(tr(P⊥))2 + 2β∣∣P⊥∣∣2 = α(n− k)2 + 2β(n− k). (4.19)
Inserting (4.17), (4.18), (4.19) into (4.16), we find
trsph
(
Bhomµ
)
 1
n
[
αk2 + 2βk − [αk(n− k)]
2
α(n− k)2 + 2β(n− k)
]
= 2kβ
n
· 2β + nα
2β + (n− k)α . (4.20)
In order to prove (4.15), we observe that (4.11) implies
tr
(
Bhomµ
)= n∑
r,s=1
Bhomµ ers · ers dµ
n∑
r,s=1
∫
Y
[
BPersP · PersP − (BPersP · P
⊥)2
BP⊥ · P⊥
]
dµ. (4.21)
For fixed r and s, let us compute the integrand at the right-hand side of the above inequality. For brevity, set PTµ = P in the
remaining of the proof; moreover, we adopt the convention of repeated indices. We have
(P ersP )il = Pia (er ⊗ es + es ⊗ er )ab2 Pbl = Pia
(δraδsb + δsaδrb)
2
Pbl = PirPsl +PisPrl2 ;
tr(P ersP )= PirPsi + PisPri2 = PriPis = Prs ;
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|PersP |2 = 14 (PirPsl +PisPrl)(PirPsl +PisPrl)=
1
2
(
PrrPss + P 2rs
)
.
Therefore,
BPersP · PersP = β
(
PrrPss + P 2rs
)+ αP 2rs . (4.22)
On the other hand, we find
BPersP · P⊥ = PersP ·BP⊥ = PersP ·
[
α tr
(
P⊥
)
I + 2βP⊥]= α tr(P⊥) tr(P ersP )= α(n− k)Prs (4.23)
and
BP⊥ · P⊥ = α(tr(P⊥))2 + 2β∣∣P⊥∣∣2 = α(n− k)2 + 2β(n− k). (4.24)
Replacing now (4.22), (4.23), and (4.24) into (4.21), and then summing over r, s, we obtain
tr
(
Bhomµ
)

n∑
r,s=1
[
β
(
PrrPss + P 2rs
)+ αP 2rs − (α(n− k)Prs)2
α(n− k)2 + 2β(n− k)
]
= kβ · 2α+ (k+ 1)[2β + α(n− k)]
2β + α(n− k) . (4.25)
Denoting by Q the quadratic form at the right-hand side of (4.11), we finally obtain
trdev
(
Bhomµ
)
 trdev(Q)= tr(Q)− trsph(Q)
and from what already computed in (4.25) and (4.20) we get (4.15). ✷
Remark 4.3 (Vanishing volume limit). A classical approach when dealing with structures of vanishing volume (see [2]) consists
in considering elasticity coefficients as in (1.2), keeping the mass constraint, and letting α1, β1 → 0, whereas α2, β2 →+∞.
It is worth noticing that, performing this passage to the limit in the classical bounds for the the mixture of two linearly elastic
isotropic materials, which are available for instance in [19, Chapter 13], leads exactly to our relations (4.14)–(4.15) in the case
k = n− 1.
In the special case when the homogenized tensor too turns out to be isotropic, we can deduce from the above results some
bounds for the Lamé constants α and β of Bhomµ . Note that in this case the spherical trace of Bhomµ (which is given by the left
hand side of (4.27)), coincides with one of its eigenvalues.
Corollary 4.4. For every µ ∈ C(k,1) such that Bhomµ z= 2βz∗ + α(tr z)I , the constants β , α satisfy the estimates:
β  β, 2β + nα  (2β + nα), (4.26)
2β + nα  2kβ
n
· 2β + nα
2β + (n− k)α , (4.27)(
n2 + n− 2)β  kβ[(2β + nα)(nk+ n− 2)− nα(k2 + k− 2)]
n[2β + (n− k)α] . (4.28)
Remark 4.5. The bounds (4.26), (4.27) and (4.28), when n = 3, α = 0, and β = 1, are represented in Fig. 4 in terms of the
effective Lamé constants α and β , in Fig. 5 in terms of the effective shear and bulk moduli β and K , and in Fig. 6 in terms of the
effective Young modulus E and Poisson’s ratio ν. The three grey levels correspond respectively to the constraints k = 1,2,3:
notice that the reachable region dramatically shrinks as the dimension k decreases. In particular, quite small is the region
corresponding to the isotropic materials which can be obtained homogenizing a periodic array of one-dimensional bars made
of a linearly elastic isotropic material. However, homogenized structures with negative Poisson ratio are still allowed.
Let us finally show the attainability of (4.14) and (4.15) in physical situations.
Theorem 4.6. If n= 3 and k = 1 or k = 2, the bounds (4.14) and (4.15) are attained.
Proof. We recall that, if µ is the Hausdorff measure H1 or H2 over a one or two-dimensional smooth manifold in R3, the
explicit expression of the integrand jµ in (2.15) is known, and it is given by (see [7, Example 4.4])
jµ(y, z)=

β(3α + 2β)
2(α + β) |Pz
∗P |2, if k = 1,
β|Pz∗P |2 + αβ
α+ 2β
∣∣ tr(P z∗P)∣∣2, if k = 2, (4.29)
where as usual we set for brevity P = PTµ(y).
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Let us consider separately the cases k = 1 and k = 2.
Case k = 1. Let µ ∈ C(1,1) be the measure whose restriction to the unit cell is given by
µ Y :=
3∑
i=1
µi Y, µi Y := 13H
1 (〈ei 〉 ∩ Y ).
It is easily checked, arguing similarly as we did in the scalar case for the proof of Theorem 3.2 Step 4, that the corresponding
homogenized integrand is given by
jhom(z)=
3∑
i=1
1
3
jµi
(
PMµi
z∗
)= 1
3
β(3α + 2β)
2(α + β)
3∑
i=1
∣∣PMµi z∗∣∣2, ∀z ∈Rn2 .
Taking into account that PMµi z
∗ = zii ei ⊗ ei , a straightforward calculation shows that the associated tensor Bhomµ produces
the equalities in (4.14) and (4.15).
Case k = 2. Let µ ∈ C(2,1) be the measure whose restriction to the unit cell is given by
µ Y :=
3∑
i=1
µi Y, µi Y := 13H
2 (〈ei 〉⊥ ∩ Y ).
Similarly as above, the corresponding effective energy density is
jhom(z)=
3∑
i=1
1
3
jµi (PMµi
z)= 1
3
3∑
i=1
β
∣∣PMµi z∗∣∣2 + αβ(α+ 2β) ∣∣ tr(PMµi z∗)∣∣2, ∀z ∈Rn2 ,
where PMµi z
∗ =∑j,k =i z∗jk(ej ⊗ ek). It follows, by direct computation, that the associated tensor Bhomµ gives the equalities
in (4.14) and (4.15). ✷
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