Abstract. The spectral angle mapper (SAM) has been widely used in multispectral and hyperspectral image analysis to measure spectral similarity between substance signatures for material identification. It has been shown that the SAM is essentially the Euclidean distance when the spectral angle is small. Most recently, a stochastic measure, called the spectral information divergence (SID), has been suggested to model the spectrum of a hyperspectral image pixel as a probability distribution, so that spectral variations among spectral bands can be captured more effectively in a stochastic manner. This paper develops a new hyperspectral spectral discrimination measure, which combines the SID and the SAM into a mixed measure. More specifically, let r and rЈ denote two hyperspectral image pixel vectors with their corresponding spectra specified by s and sЈ. Then SAM(s,sЈ) measures the spectral angle between s and sЈ. Similarly, SID(s,sЈ) measures the information divergence between the probability distributions generated by s and sЈ. The proposed new measure, referred to as the SID-SAM mixed measure, can be implemented in two versions, given by SID(s,sЈ)ϫtan(SAM(s,sЈ)) and SID(s,sЈ)ϫsin(SAM(s,sЈ)), where tan and sin are the usual trigonometric functions. The spectral discriminability of such a mixed measure is greatly enhanced by multiplying the spectral abilities of the two measures. In order to demonstrate its utility, a comparative study is conducted among the SID-SAM mixed measure, the SID, and the SAM. Our experimental results have shown that the discriminatory ability of the (SID,SAM) mixed measure can be a significant improvement over the SID and SAM. © 2004 Society of Photo-Optical Instrumentation Engineers.
Introduction
A remotely sensed image is usually collected by a number of spectral channels, each of which produces its individual and separate, but coregistered image. As a result, it is actually an image cube with each image pixel represented by a column vector of which each component is a pixel of an image acquired by a particular spectral channel. With recent remote sensing instruments such as imaging spectrometers, hundreds of spectral channels can be used to detect many material substances that generally cannot be resolved by multispectral imaging sensors. Such images are generally referred to as hyperspectral images, as opposed to multispectral images, which are acquired by tens of spectral channels. With so many additional spectral channels used for data acquisition, a hyperspectral image pixel vector provides more spectral information than does a multispectral image pixel vector. In many situations, such spectral information is valuable or even crucial in data analysis.
In order to capture and characterize the spectral properties provided in a single pixel vector by hundreds of spectral channels, a new stochastic measure, called the spectral information measure ͑SIM͒, was introduced in Refs. [1] [2] [3] [4] . It models the spectrum of a pixel vector as a probability distribution so that the spectral properties of the pixel vector can be further characterized by its statistical moments of any order, such as the mean, variance, skewness, and kurtosis. More importantly, by virtue of the SIM, many concepts in information theory are readily applied to spectral characterization. For example, the self-information derived from the SIM can be used to describe the information provided by a particular spectral channel within a pixel vector. Using such self-information, a discrimination measure, called the spectral information divergence ͑SID͒, can be derived and used to measure the spectral similarity between two pixel vectors.
In the remote sensing community, the spectral angle mapper ͑SAM͒ has been widely used as a spectral similarity measure for material identification. It calculates the angle between two spectra and uses it as a measure of discrimination. Another popular spectral similarity measure, Euclidean distance ͑ED͒, has also been used to calculate the distance between two spectra as a spectral similarity measure. It is shown in Refs. 1 and 2 that when the angle is small, the SAM and ED yield very close results and they are essentially equivalent in terms of spectral discrimination. In contrast with the SID, the SAM and the ED are deterministic measures and consider a spectrum of a pixel vector as a vector rather than a probability distribution as modeled by the SIM. This paper develops a new measure that combines the SID and SAM to form a mixed measure, called the SID-SAM mixed measure, which takes advantages of strengths of both measures. It can be implemented in two versions, SID(s,sЈ)ϫtan(SAM(s,sЈ)) and SID(s,sЈ) ϫsin(SAM(s,sЈ)), where s and sЈ are the spectra of the two pixel vectors r and rЈ, and tan and sin are the tangent and sine trigonometric functions respectively. The SID-SAM mixed measure takes advantage of the strengths of both the SID and the SAM in spectral discriminability, in the sense that the spectral similarity and dissimilarity resulting from the mixed measure is considerably enhanced by multiplying the spectral abilities of the two measures. The reason for taking tangent or sine rather than cosine is to calculate the perpendicular distance between two vectors instead of the projection of one vector along the other vector. As a result, experimental results demonstrate that the simple SID-SAM mixed measure can be a significant improvement in discriminatory ability over the SID and the SAM.
The remainder of this paper is organized as follows. Section 2 briefly reviews the concept of spectral information measure developed in Refs. 1 and 2. Section 3 introduces three spectral discrimination measures: the SID, the SAM, and the proposed SID-SAM mixed measure. Section 4 describes some measures that can be used to evaluate the effectiveness of a spectral discrimination measure. Section 5 presents experimental results. Section 6 concludes with some remarks.
Spectral Information Measure
The spectral information measure ͑SIM͒ is a newly developed stochastic measure, 1 which considers the spectral band-to-band variability as a result of uncertainty incurred by randomness. It models the spectral values of each hyperspectral image pixel vector as a random variable with the probability distribution obtained by normalizing its spectral histogram to unity. With this interpretation, the SIM is a measure of the spectral variability of a single hyperspectral image pixel vector based on interband correlation. It not only can capture the randomness of interband spectral changes of a pixel vector, but also can generate high-order statistics of spectral variations. Therefore, the SIM can be considered as a single-pixel-based informationtheoretic measure.
For a given hyperspectral pixel vector r ϭ(r 1 ,r 2 ,...,r L ) T , each component r j represents a pixel in the band image B j , which is acquired by a certain wavelength j in a specific spectral range. Let s ϭ(s 1 ,s 2 ,...,s L )
T be the corresponding spectral signature ͑i.e., spectrum͒ of r, where s j represents the spectral signature of r j in the form of either radiance or reflectance val-
is a set of L wavelengths, each of which corresponds to a spectral band channel. Then r can be modeled as a random variable by defining an appro- priate probability space (⍀,⌺, P) associated with it, where ⍀ is a sample space, ⌺ is an event space, and P is a probability measure. In our case, ⍀ϭ͕ 1 , 2 ,..., L ͖ is the sample space, ⌺ is the power set of ⍀ ͑i.e., the set of all subsets of ⍀͒, and r( 1 )ϭs j .
In order to define a legitimate probability measure P for r, we first assume that all components s j associated with r are nonnegative. This is generally a valid assumption due to the nature of radiance or reflectance. With this assumption, we can normalize s j to the range of ͓0, 1͔ as follows,
Using Eq. ͑1͒, we can further define a probability measure P for r by P͕͑ j ͖͒ϭp j .
͑2͒
The probability vector pϭ(
T is the probability mass function of the probability measure P and is the desired probability distribution of the pixel vector r. By means of this probability interpretation, any pixel vector r ϭ(r 1 ,r 2 ,...,r L )
T can be viewed as a single information source with its statistics governed by pϭ(p 1 
T can be used to describe the spectral variability of a pixel vector and its statistics of any order ͑mean, variance, skewness, kurtosis, etc.͒. For instance, we can define its statistics of different orders, such as the mean (r)ϭ͚ lϭ1 L p l s l , vari-
T to define the self-information provided by a particular band, say band j, by
which describes how much information is yielded by the band image B j . The entropy of a hyperspectral image pixel vector r, denoted by H(r), is actually the mean of the self-information over all bands and can be calculated by
which measures the uncertainty resulting from the pixel vector r.
Spectral Discrimination Measures
In this section, three spectral discrimination measures are presented and used to measure the similarity between any two pixel vectors. Assume pixel vectors r and rЈ with their respective spectral signatures given by sϭ(
T .
Spectral Information Divergence 1
Let pϭ( p 1 ,p 2 ,...,p L ) T and qϭ(q 1 ,q 2 ,...,q L ) T be the two probability mass functions generated by s ϭ(s 1 ,s 2 ,...,s L )
T , the spectral signatures of r and rЈ, respectively. So the self-information provided by rЈ for band j is defined by Eq. ͑3͒ and given by
Using Eqs. ͑3͒ and ͑5͒, the discrepancy in the selfinformation of the band image B j in r relative to the selfinformation of B j in rЈ, denoted by D j (rʈrЈ), can be defined as
Averaging D j (rʈrЈ) in Eq. ͑6͒ over all the band images
with respect to r results in Fig. 2 Graphical plots of Tables 1 and 2 . 
where D(rʈrЈ) is the average discrepancy in the selfinformation of rЈ relative to that of r. In context of information theory, D(rʈrЈ) in Eq. ͑7͒ is called the relative entropy of rЈ with respect to r; it is also known as the Kullback-Leibler information measure, directed divergence, or cross entropy. 6 Similarly, we can also define the average discrepancy in the self-information of r relative to the self-information of rЈ by
Adding Eqs. ͑7͒ and ͑8͒ yields the spectral information divergence ͑SID͒, defined by SID͑r,rЈ͒ϭD͑rʈrЈ͒ϩD͑rЈʈr͒, ͑9͒
which can be used to measure the discrepancy between two pixel vectors r and rЈ in terms of their corresponding probability mass functions p and q. It should be noted that while SID(r,rЈ) is symmetric, D(rʈrЈ) is not. That is, SID(r,rЈ)ϭSID(rЈ,r) and D(rʈrЈ) D(rЈʈr).
Spectral Angle Mapper 7
The SAM measures spectral similarity by finding the angle between the spectral signatures s and sЈ of two pixel vectors, r and rЈ:
SID-SAM Mixed Measure
A new hyperspectral measure is introduced by combing the SID and SAM into a new measure, referred to as the SID-SAM mixed measure, which can be implemented in two versions. The first version is obtained by multiplying the SID by the tangent of the SAM between two spectral signatures s and sЈ and is given by SID͑TAN͒ϭSID͑s,sЈ͒ϫtan͑SAM͑s,sЈ͒͒. ͑11͒
The second version replaces the tangent function in Eq. ͑11͒ with the sine function and yields the following new measure: Fig. 4 Graphical plots of self-information values and entropies in Table 5 . Table 5 . 
͑12͒
which is the product of the SID and the sine of the SAM between two spectral signatures s and sЈ. By taking the product of two measures, the SAM and the SID, the spectral discriminability of the new SID-SAM mixed measure is increased considerably because it makes two similar spectral signatures even more similar and two dissimilar spectral signatures more distinct. However, if the cosine function is used to replace the sine function in Eq. ͑12͒, the spectral discriminability will be significantly reduced, because the cosine calculates the projection of one spectral signature along the other one instead of the projection of one spectral signature orthogonal to the other.
Measures of Spectral Discriminability
In this section, we briefly review three measures proposed in Refs. 1 and 2 that can be used to evaluate the effectiveness of a discrimination measure in terms of the spectral discriminatory probability and power.
Relative Spectral Discriminatory Probability (RSDPB)
Let ͕s k ͖ kϭ1 K be K spectral signatures specified by a given set ⌬, which can be considered as either a database or a spectral library. Also assume that t is any specific target spectral signature to be identified via ⌬. We define the spectral discriminatory probabilities of all s k 's in ⌬ with respect to t by
where ͚ iϭ1 K m(t,s i ) is a normalization constant determined by t and ⌬. The resulting probability vector
T is called relative spectral discriminatory probability ͑RSDPB͒ of ⌬ with respect to t, or the spectral discriminatory probability vector of ⌬ relative to t.
Using Eq. ͑13͒ we can identify t by selecting the member of ⌬ with the smallest relative spectral discriminability probability. If there is a tie, any tied member can be used for t.
Relative Spectral Discriminatory Entropy (RSDE)
Since p t,⌬ m ϭ(p t,⌬ m (1),p t,⌬ m (2),...,p t,⌬ m (K)) T given by Eq. ͑13͒ is the relative spectral discriminatory probability vector of t using a selective set of spectral signatures, ⌬ ϭ͕s k ͖ kϭ1 K , we can further define the relative spectral discriminatory entropy ͑RSDE͒ of the spectral signature t with respect to the set ⌬, denoted by H RSDE m (t,⌬), as follows:
Equation ͑14͒ provides a measure of the uncertainty of identifying t by using ⌬ϭ͕s k ͖ kϭ1
(t,⌬) may have a smaller chance of identifying t.
Relative Spectral Discriminatory Power (RSDPW)
Assume that m( , ) is any given hyperspectral measure such as the SID, SAM, or SID-SAM mixed measure. Let d Fig. 7 Spectra of P1, P2, P3, P4, and P5. Tables 6 and 7 . 
Fig. 8 Graphical plots of

Experiments
Two data sets were used for experiments. The first was the AVIRIS ͑Airborne Visible/Infrared Imaging Spectrometer͒ reflectance data shown in Fig. 1͑a͒ , consisting of five field reflectance spectra ͑blackbrush, creosote leaves, dry grass, red soil, and sagebrush͒ with a spectral coverage from 0.4 to 2.5 m. Only 158 bands were left after the water bands were removed. Using these five signatures, we calculated the discrimination values for four spectral measures: the SAM, the SID, the SID͑TAN͒, and the SID͑SIN͒. Table 1 tabulates the results for the SAM and the SID, where the values in the upper triangular matrix were generated by the SAM and the values in the lower triangular matrix were produced by the SID. Similarly, the values generated by the SID͑SIN͒ and the SID͑TAN͒ are tabulated in the upper and lower triangular matrices of Table 2 , respectively. It is difficult to see which measure is more effective, merely from a comparison between Table 1 and Table 2 . Thus, Fig. 2 also plots the values in Tables 1 and 2 for visual comparison. However, despite the fact that the SID͑TAN͒ and the SID͑SIN͒ yielded smaller values than those produced by the SAM and the SID, we cannot conclude that a larger spectral similarity value means better discriminatory power.
In order to remedy this diffuculty, we calculate the relative spectral discriminatory power defined by Eq. ͑15͒ using sagebrush as the reference signature d as shown in Fig.  1͑b͒ . We selected sagebrush for this purpose because sagebrush is very close to both blackbrush and creosote leaves, as shown in Tables 1 and 2 , and provides a good case to evaluate the effectiveness of a spectral measure. Tables 3  and 4 tabulate their results. As we can see from these two tables, the proposed SID͑TAN͒ and SID͑SIN͒ performed significantly better than the SID and the SAM. Figure 3 plots their RSDPW values, which also clearly indicate the superior performance of the SID͑TAN͒ and the SID͑SIN͒ to the SID and the SAM. For example, the spectral signatures of sagebrush, blackbrush, and creosote leaves are very Fig. 9 Graphical plots of RSDPB values in Table 8 . Fig. 10 Graphical plots of self-information values and entropies in Table 8 . close according to Fig. 1 . As expected, the spectral discrimination among these three is difficult. Apparently, based on our experiments, the SAM was the worst, with discriminatory power 1.892 805. The SID improved on the discriminatory power of the SAM by 2.5 times; for the SID-SAM mixed measure the discriminatory power was almost 5 times that of the SAM and twice that of the SID. It is worth noting that the RSDPW values between dry grass and red soil are very small among all the four measures. This is mainly because the sagebrush, which was selected as the reference signature, has a very distinct spectral signature from those of dry grass and red soil. As a result, the RSDPW values yielded by the four measures were relatively small, which implies that the discriminatory power between dry grass and sagebrush was nearly the same as that between red soil and sagebrush. These results also suggested that the dry grass and red soil have very distinct signatures from the signature of sagebrush. In order to further evaluate the ability of the mixed measures in discriminatory power against a reference signature, we used the same target signature used in Ref. 1, which is a mixed signature composed of 0.1055 blackbrush, 0.0292 creosote leaves, 0.0272 dry grass, 0.7588 red soil, and 0.0974 sagebrush. Table 5 tabulates the RSDPB and selfinformation values with their entropies for the signatures; the proposed SID-SAM mixed measures, SID͑SIN͒ and SID͑TAN͒, yielded the two smallest entropies. Plots of comparisons among these four measures are also shown in Figs. 4 and 5 , where the proposed SID͑SIN͒ and SID͑TAN͒ clearly have better spectral discriminability in identifying the target signature t as red soil, with smaller spectral discriminatory probabilities than those produced by the SID and the SAM.
The data in the second set to be used in the experiments are real HYDICE ͑Hyperspectral Digital Image Collection Experiment͒ data. A HYDICE image scene is shown in Fig.  6͑a͒ ͑band 80͒ with the ground truth map in Fig. 6͑b͒ . The spatial positions of these 15 panels are precisely located, with black ͑B͒ pixels indicating the panel center pixels of all the 15 panels, and white ͑W͒ pixels being panel pixels mixed with background pixels. In this case, a W pixel can be considered as a mixed pixel. The scene has size 64 ϫ64 pixels; the low-signal, high-noise bands ͑bands 1 to 3 and bands 202 to 210͒, and water vapor absorption bands ͑bands 101 to 112 and bands 137 to 153͒ have been removed. The 15 panels are arranged in a 5ϫ3 matrix. Each element in this matrix is a square panel and denoted by p i j with row indexed by iϭ1,...,5 and column indexed by j ϭ1,2,3. For each row iϭ1,...,5, the three panels p i1 ,p i2 ,p i3 were painted with the same material but have three different sizes. For each column jϭ1,2,3, the five panels p 1 j ,p 2 j ,p 3 j ,p 4 j ,p 5 j have the same size but were painted by five different materials. The sizes of the panels in the first, second, and third columns are 3mϫ3m, 2m ϫ2m, and 1mϫ1m, respectively. The 15 panels have five different materials and three different sizes. Figure 7 plots the five panel spectral signatures ͕Pi͖ iϭ1 5 obtained from Fig. 6͑b͒ , where the i'th panel signature, denoted by Pi, was generated by averaging all B pixels in row I and was used to represent target knowledge of the panels in row i. The 1.5-m spatial resolution of the image scene suggests that except for p 21 ,p 31 ,p 41 ,p 51 , which are two-pixel panels, all the rest of the 11 panels are single-pixel panels.
As with the AVIRIS data studied previously, we conducted similar experiments using these five panel signatures. Tables 6 and 7 tabulate spectral discrimination values of the SAM, the SID, the SID͑SIN͒, and the SID͑TAN͒; the values in the upper triangular matrices were generated by the SAM and the SID͑SIN͒, respectively, while the values in the lower triangular matrices were produced by the SID and the SID͑TAN͒, respectively. As expected, the values of the proposed SID͑SIN͒ and SID͑TAN͒ were also smaller than those produced by the SAM and the SID. In analogy with Fig. 2, Fig. 8 plots the values in Tables 6 and 7 for graphical comparison. Once again, we also calculated the RSDPB and self-information values among the five panel signatures and their entropies. The results are tabulated in Table 8 , with their corresponding graphical plots in Figs. 9 and 10. As shown in these tables and Fig. 9 , the proposed SID͑SIN͒ and SID͑TAN͒ again produced the smallest entropies. The RSDPW values of the four measures are tabulated in Tables 9 and 10 , and their corresponding graphical plots are in Fig. 11 , where the reference signature d was chosen to be the panel signature p 23 . As shown, the RS-DPW values of the proposed SID͑SIN͒ and SID͑TAN͒ yielded better discriminatory powers than did the SID and Tables 9 and 10 .
the SAM. The magnitude of the improved power is proportional to the dissimilarity between the signatures and the reference signature.
Conclusions
This paper presents a new hyperspectral discrimination measure, the SID-SAM mixed measure, which is a mixture of the widely used spectral angle mapper ͑SAM͒ and a recently developed information measure, the spectral information divergence ͑SID͒. Despite the fact that the SID-SAM mixed measure is obtained by simply multiplying the SID by the SAM, the improvement on the performance in spectral discriminability is remarkable, as demonstrated in experiments. As a result, two similar spectral signatures are made more similar, while two dissimilar spectral signatures become more distinct. This is because the measure combines the strengths of SAM and SID.
