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Abstract
Let K be a finite extension of the p-adic rationals Qp with ring of integers R. Let Cp3 denote the cyclic
group of order p3. In this paper we construct a new collection of Hopf orders in the group ring KCp3 . We
determine which of these Hopf orders are realizable as Galois groups.
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1. Introduction
Let p be a prime number and let n 1. Let K be a finite extension of the p-adic rationals Qp
containing ζn, a primitive pnth root of unity with ζpn = ζn−1. Let ord(a) be the valuation of a in
K normalized so that ord(π) = 1 where π is a parameter of K . Let R denote the ring of integers
of K and let ord(p) = e denote the ramification index of p in R. Put e′ = e/(p − 1).
Let Cpn denote the cyclic group of order pn generated by g, with character group Cˆpn , gen-
erated by γ . Let 〈 , 〉n : KCˆpn × KCpn → K denote the duality pairing defined by 〈γ,g〉n = ζn.
When there is no chance of confusion we will use the simpler notation 〈 , 〉.
The group algebra KCpn can be viewed as a K-Hopf algebra where the comultiplication
Δ : KCpn → KCpn ⊗ KCpn , counit  : KCpn → K , and coinverse σ : KCpn → KCpn maps are
defined respectively by g → g ⊗ g, g → 1, and g → g−1.
An R-order in KCpn is a subring H of KCpn which is a finitely generated R-module and
which satisfies H ⊗R K ∼= KCpn . The R-order H is an R-Hopf order in KCpn if Δ(H) ⊆ H ⊗H .
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H the structure of a Hopf algebra over R. The integral group ring RCpn is an easy example of an
R-Hopf order in KCpn .
The classification of Hopf orders in KCpn is complete for the cases n = 1,2. This is due to
the work of various authors: J. Tate and F. Oort [8], R. Larson [6], C. Greither [5], N. Byott [1],
R. Underwood [9], and R. Underwood and L. Childs [11].
The classification for n > 2 is an open problem however. In the case n = 3, large classes of
Hopf orders have been constructed: R. Underwood and L. Childs have identified collections of
triangular, cohomological, ILD, duality and formal group Hopf orders, see [10], [4], and [11].
Nevertheless, a complete classification remains elusive. We shall consider the case n = 3 in this
paper.
A Hopf order H ⊆ KCp3 is realizable as a Galois group if there exists a Galois extension L/K
with group Cp3 for which S =OL is an H -Galois algebra, cf. [5, Part II]. The realizable Hopf
orders constitute an important subclass of Hopf orders in KCp3 . Unfortunately, most of these
Hopf orders have yet to be found, cf. [11, §5]. And it is apparent that the complete classification
for n = 3 will not be achieved until these remaining Hopf orders are constructed.
The purpose of this paper is to construct realizable Hopf orders in KCp3 which are distinct
from all known realizable Hopf orders in KCp3 .
2. Duality Hopf orders in KCp3
Let g denote the image of g under the mapping KCp3 → KCp2 , gp2 → 1; let γ denote the
image of γ under the mapping KCˆp3 → KCˆp2 , γ p2 → 1. For an integer m, 0  m  e′, set
m′ = e′ −m, and for a unit u ∈ R, set u˜ = ζ−12 u−1. Let u, w be units in R and set
au =
p−1∑
l=0
ul
1
p
p−1∑
q=0
ζ
−lq
1 g
p2q and aw =
p−1∑
l=0
wl
1
p
p−1∑
q=0
ζ
−lq
1 g
pq.
Let
A(i, j, u) = R
[
gp
2 − 1
πi
,
gpau − 1
πj
]
and
A(j, k,w) = R
[
gp − 1
πj
,
gaw − 1
πk
]
be Hopf orders in KCp2 [3, §31].
By [9, Theorem 1.3.1], i  j  k. Moreover, e′  i, ord(1−u) i′ + (j/p) and ord(1−w)
j ′ + (k/p), cf. [11, §1]. It has been shown that all Hopf orders in KCp2 are of the form given
above (see [3, 31.13]).
We assume that j ′ >pi′, j + i′ > ord(1 − u˜) and j ′ + k > ord(1 −w).
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A(i, j, u)∗ = A(j ′, i′, u˜) = R
[
γ p − 1
πj
′ ,
γ au˜ − 1
πi
′
]
, au˜ ∈ K
〈
γ p
〉;
A(j, k,w)∗ = A(k′, j ′, w˜) = R
[
γ p
2 − 1
πk
′ ,
γ paw˜ − 1
πj
′
]
, aw˜ ∈ K
〈
γ p
2 〉
[11, Theorem 1.2].
We seek to extend the rank p2 Hopf order A(i, j, u) to obtain a Hopf order of rank p3. This
has always come down to selecting the “correct” element gb−1
πk
∈ KCp3 which maps to gaw−1πk
under the canonical surjection KCp3 → KCp2 .
For example, in the construction of the duality Hopf orders of [11, §3], one chooses elements
gavbw−1
πk
and γ axby−1
πi
′ so that the R-modules
H = R
[
gp
2 − 1
πi
,
gpau − 1
πj
,
gavbw − 1
πk
]
and
J = R
[
γ p
2 − 1
πk
′ ,
γ paw˜ − 1
πj
′ ,
γ axby − 1
πi
′
]
have the structure of R-algebras and satisfy the duality relation 〈J,H 〉 ⊆ R. Then both H and
J are Hopf orders in KCp3 , in fact, J = H ∗. Unfortunately, there are no realizable Hopf orders
obtained in this manner.
In this paper, we take a different approach. We shall choose generators so that H and J have
the structure of R-coalgebras which satisfy 〈J,H 〉 ⊆ R. Then once again, H and J = H ∗ are
Hopf orders. This method has the advantage that now some of the Hopf orders are realizable.
This “coalgebra” approach has been employed in the case p = 2 to obtain a new collection
of realizable Hopf orders in KC8, see [12]. We show how the construction works for arbitrary
primes in what follows.
Let
ιpm+n = 1
p2
p−1∑
a=0
p−1∑
b=0
ζ
−(pm+n)(pa+b)
2 γ
p(pa+b), m,n = 0, . . . , p − 1,
ρq = 1
p
p−1∑
n=0
ζ
−qn
1 γ
pn, 0 q  p − 1,
epm+n = 1
p2
p−1∑
a=0
p−1∑
b=0
ζ
−(pm+n)(pa+b)
2 g
p(pa+b),
denote the minimal idempotents for K〈γ p〉 ∼= KCp2 , K〈γ p〉 ∼= KCp and K〈gp〉 ∼= KCp2 , respec-
tively.
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τ =
p−1∑
m=0
p−1∑
n=0
spm+nιpm+n, spm = u˜m, τ ∈ K
〈
γ p
〉;
d =
p−1∑
q=0
s−11 spq+1ρq, d ∈ K
〈
γ p
〉
.
Let xpm+n, m,n = 0, . . . , p − 1, be indeterminates and set
x =
p−1∑
m=0
p−1∑
n=0
xpm+nepm+n, xpm = wm, x ∈ K
〈
gp
〉
.
We seek values for xpm+n, n > 0, so that〈(
γ p
2 − 1)q(γ paw˜ − 1)r (γ τ − 1)s, gx − 1〉3 = 0, (1)
for q, r, s = 0, . . . , p − 1.
One has
(
γ p
2 − 1)q(γ paw˜ − 1)r (γ τ − 1)s = p−1∑
m,n=0
(
ζ n1 − 1
)q(
ζ
pm+n
2 w˜
n − 1)r (γ spm+n − 1)sιpm+n,
and
〈
γ t ιpm+n, gepa+b
〉= { 1p ζ t3ζ−ma1 if n = 1, b = t ,
0 otherwise,
and thus (1) expands to
(ζ1 − 1)q
p−1∑
m=0
(
ζ
pm+1
2 w˜ − 1
)r s∑
t=0
(
s
t
)
(−1)s−t stpm+1
p−1∑
a=0
xpa+t
(
1
p
ζ t3ζ
−ma
1
)
= 0. (2)
For integers l, n = 0, . . . , p − 1, let
h
(n)
l =
1
p
p−1∑
q=0
ζ
−lq
1 s
n
pq+1.
Then (2) can be rewritten as
r∑
y=0
(
r
y
)
(−1)r−yζ y2 w˜y
s∑
n=0
(
s
n
)
(−1)s−nζ n3
p−1∑
l=0
xpl+nh(n)l−y = 0, (3)
where the subscripts on h(n) are read modulo p.l−y
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ζ n3 (h
(n)
0 xn + h(n)1 xp+n + · · · + h(n)p−1x(p−1)p+n) = 1,
ζ n3 w˜ζ2(h
(n)
p−1xn + h(n)0 xp+n + · · · + h(n)p−2x(p−1)p+n) = 1,
ζ n3 (w˜ζ2)
2(h(n)p−2xn + h(n)p−1xp+n + · · · + h(n)p−3x(p−1)p+n) = 1,
...
ζ n3 (w˜ζ2)
p−1(h(n)1 xn + h(n)2 xp+n + · · · + h(n)0 x(p−1)p+n) = 1.
(4)
It can be verified directly that the case s = 0 of (3) is equivalent to the case n = 0 in (4).
In matrix form (4) appears as
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
h
(n)
0 h
(n)
1 h
(n)
2 . . . h
(n)
p−1
h
(n)
p−1 h
(n)
0 h
(n)
1 . . . h
(n)
p−2
h
(n)
p−2 h
(n)
p−1 h
(n)
0 . . . h
(n)
p−3
...
...
...
h
(n)
1 h
(n)
2 h
(n)
3 . . . h
(n)
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
xn
xp+n
x2p+n
...
x(p−1)p+n
⎞⎟⎟⎟⎟⎟⎟⎠=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ζ−n3
wζ−n3
w2ζ−n3
...
wp−1ζ−n3
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (5)
Here the coefficient matrix is the circulant matrix
M(n) = circ(h(n)0 , h(n)1 , h(n)2 , . . . , h(n)p−1).
Note that the eigenvalues of M(n) are snpq+1 = 0, for 0  q  p − 1, with corresponding
eigenvectors (ζ lq1 ), 0  l  p − 1. Thus M(n) is invertible with inverse Θ(n) = (θ(n)m,l) for
m, l = 0, . . . , p − 1. Consequently, the matrix equations in (5) have unique solutions for m,n =
0, . . . , p − 1, n > 0, which we compute as
xpm+n = upm+n = ζ−n3
p−1∑
l=0
θ
(n)
m,lw
l
= ζ−n3
p−1∑
l=0
wl
p−1∑
q=0
(s1sp+1 . . . ŝqp+1 . . . s(p−1)p+1)n
p(s1sp+1 . . . s(p−1)p+1)n
ζ
q(m−l)
1
= ζ−n3
p−1∑
l=0
wl
1
p
p−1∑
q=0
s−nqp+1ζ
q(m−l)
1
= ζ−n3 s−n1
p−1∑
l=0
wl
1
p
p−1∑
q=0
ζ
qm
1 s
n
1 s
−n
qp+1ζ
−ql
1
= ζ−ns−n〈γ pmd−n, aw〉 .3 1 1
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x = b =
p−1∑
m=0
p−1∑
n=0
upm+nepm+n, upm = wm,
then (1) is satisfied.
Several important consequences of satisfying condition (1) now follow.
Lemma 2.1. The elements upm+n, m,n = 0, . . . , p−1, as defined in the previous text, satisfy the
following equations:
1
p
p−1∑
m=0
upm+nζ−rm1 = ζ−n3 s−npr+1
1
p
p−1∑
l=0
ζ−rl1 w
l,
for each r, n = 0, . . . , p − 1.
Proof. For r, n = 0,1, . . . , p − 1, one has
1
p
p−1∑
m=0
upm+nζ−rm1 =
1
p
p−1∑
m=0
(
ζ−n3
p−1∑
l=0
wl
1
p
p−1∑
q=0
s−nqp+1ζ
qm−ql
1
)
ζ−rm1
= ζ−n3
1
p
p−1∑
l=0
wl
1
p
p−1∑
q=0
p−1∑
m=0
s−nqp+1ζ
qm−ql
1 ζ
−rm
1 .
Now all of the terms on the right-hand side are 0 unless q = r . Thus the right-hand side is
ζ−n3 s
−n
pr+1
1
p
∑p−1
l=0 ζ
−rl
1 w
l
. 
Lemma 2.2. For s, t = 0, . . . , p − 1, 〈γ ps+t dt , b〉2 = wsζ−t3 s−t1 .
Proof. We have
〈
γ ps+t dt , b
〉
2 =
p−1∑
r=0
s−t1 s
t
pr+1ζ
sr
1
1
p
p−1∑
q=0
upq+t ζ−rq1
=
p−1∑
r=0
s−t1 s
t
pr+1ζ
sr
1
(
ζ−t3 s
−t
pr+1
1
p
p−1∑
q=0
ζ
−rq
1 w
q
)
by Lemma 2.1
=
p−1∑
r=0
ζ−t3 s
−t
1
1
p
p−1∑
q=0
ζ sr1 ζ
−rq
1 w
q
= wsζ−t3 s−t1 . 
4432 R.G. Underwood / Journal of Algebra 319 (2008) 4426–4455Lemma 2.3. For t = p, . . . ,2p − 2, s = 0, . . . , p − 1,〈
γ ps+t dt , b
〉
2 = ζ−(t−p)3 s−(t−p)1
〈
γ ps+pdp, aw
〉
1.
Proof. Put r = t − p. Then〈
γ ps+t dt , b
〉
2 =
〈
γ ps+p+rdp+r , b
〉
2
=
p−1∑
β=0
s
−(p+r)
1 s
p+r
pβ+1
1
p
[
up(s+1)+r + ζ−β1 up(s+2)+r + · · · + ζ−β(p−s−1)1 ur
+ ζ−β(p−s)1 up+r + · · · + ζ−β(p−1)1 ups+r
]
= s−r1
p−1∑
β=0
s
−p
1 s
p+r
pβ+1ζ
−β(p−s−1)
1
1
p
[
ur + ζ−β1 up+r + · · · + ζ−β(p−1)1 u(p−1)p+r
]
,
which by Lemma 2.1 equals,
ζ−r3 s
−r
1
p−1∑
β=0
s
−p
1 s
p
pβ+1ζ
β(s+1)
1
1
p
[
1 + ζ−β1 w + · · · + ζ−β(p−1)1 wp−1
]
= ζ−r3 s−r1
〈
γ p(s+1)dp, aw
〉
1 = ζ−(t−p)3 s−(t−p)1
〈
γ ps+pdp, aw
〉
1. 
Lemma 2.4. For s = 0, . . . , p − 1,
〈
γ ps+pdp, aw
〉
1 = ws
〈
γ pdp, aw
〉
1 +
1
p
p−1∑
l=0
ζ l1s
−p
1 s
p
lp+1
(
ζ ls1 −ws
) p−1∑
m=0
ζ−ml1 w
m.
Proof. 〈
γ p(s+1)dp, aw
〉
1 −ws
〈
γ pdp, aw
〉
1
=
p−1∑
l=0
ζ
l(s+1)
1 s
−p
1 s
p
pl+1
1
p
p−1∑
m=0
ζ−ml1 w
m − ws
p−1∑
l=0
ζ l1s
−p
1 s
p
pl+1
1
p
p−1∑
m=0
ζ−ml1 w
m
= 1
p
p−1∑
l=0
ζ l1s
−p
1 s
p
lp+1
(
ζ ls1 −ws
) p−1∑
m=0
ζ−ml1 w
m. 
Lemma 2.5. For t = p, . . . ,2p − 2, s = 0, . . . , p − 1,〈
γ ps+t dt , b
〉
2 = ζ−(t−p)3 s−(t−p)1 ws
〈
γ pdp, aw
〉
1
+ ζ−(t−p)3 s−(t−p)1
1
p
p−1∑
τ=0
ζ τ1 s
−p
1 s
p
τp+1
(
ζ τs1 −ws
) p−1∑
μ=0
ζ
−μτ
1 w
μ.
R.G. Underwood / Journal of Algebra 319 (2008) 4426–4455 4433Proof. Immediate from Lemmas 2.3 and 2.4. 
Now let
H = A(i, j, u)
[
gb − 1
πk
]
denote the R-module which is the A(i, j, u)-span of the set{
1,
gb − 1
πk
,
(
gb − 1
πk
)2
, . . . ,
(
gb − 1
πk
)p−1}
.
Lemma 2.6. Let H be an R-module as in the previous text. Assume that j ′ > pi′. Suppose
(a) A(j ′, i′, u˜) = R[ γ p−1
πj
′ ,
γ d−1
πi
′ ];
(b) ord(ζ2sp1 〈γ pdp, aw〉1 − 1) pi′ + k;
(c) ord(ζ3s1 − 1) i′ + kp2 .
Then H is an R-coalgebra.
Proof. Since H ⊆ KCp3 , the counit map ε : KCp3 → K induces a counit map on H .
We next show that the comultiplication Δ : KCp3 → KCp3 ⊗KCp3 induces a comultiplication
on H , that is, we show that Δ(H) ⊆ H ⊗ H .
Assuming that b is a unit of A(i, j, u), put ξ = gb−1
πk
. Since
Δ(ξ) = ξ ⊗ 1 + 1 ⊗ ξ + πkξ ⊗ ξ + Δ(gb)− gb ⊗ gb
πk
,
H is a coalgebra if and only if
Δ(gb)− gb ⊗ gb
πk
=
(
Δ(b)− b ⊗ b
πk
)
(g ⊗ g) ∈ H ⊗H.
Since b is a unit in A(i, j, u), g = (πkξ +1)b−1 is a unit in H . Thus H is a coalgebra if and only
if
Δ(b) − b ⊗ b
πk
∈ A(i, j, u) ⊗A(i, j, u). (6)
For integers l, m, n, q , put
Ω = (γ p − 1)l(γ d − 1)m ⊗ (γ p − 1)n(γ d − 1)q .
Let 〈〈 , 〉〉 : (KCˆp2 ⊗ KCˆp2)× (KCp2 ⊗ KCp2) → K denote the duality pairing. Now (6) holds
if and only if
ord
(〈〈
Ω,Δ(b) − b ⊗ b〉〉) (l + n)j ′ + (m + q)i′ + k, (7)
for l,m,n, q = 0, . . . , p − 1. We consider the following cases in (7).
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In this case,〈〈
Ω,Δ(b) − b ⊗ b〉〉= 〈〈Ω,Δ(b)〉〉− 〈〈Ω,b ⊗ b〉〉
= 〈(γ p − 1)l+n(γ d − 1)m+q, b〉
− 〈(γ p − 1)l (γ d − 1)m, b〉〈(γ p − 1)n(γ d − 1)q, b〉
= 0,
by Lemma 2.2.
Case 2. 0 l + n < p and p m + q  2p − 2.
Then〈〈
Ω,Δ(b) − b ⊗ b〉〉
=
l+n∑
s=0
p−1∑
t=0
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t 〈γ ps+t dt , b〉
+
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m+ q
t
)
(−1)l+n−s(−1)m+q−t 〈γ ps+t dt , b〉
−
l+n∑
s=0
p−1∑
t=0
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1
−
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m+ q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1
=
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t 〈γ ps+t dt , b〉
−
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m+ q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1
=
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t
[
ζ
−(t−p)
3 s
−(t−p)
1 w
s
〈
γ pdp, aw
〉
1
+ ζ−(t−p)3 s−(t−p)1
1
p
p−1∑
τ=0
ζ τ1 s
−p
1 s
p
τp+1
(
ζ τs1 − ws
) p−1∑
μ=0
ζ
−μτ
1 w
μ
]
−
l+n∑m+q∑(l + n
s
)(
m+ q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1 by Lemma 2.5s=0 t=p
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l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t ζ−(t−p)3 s−(t−p)1 ws
〈
γ pdp, aw
〉
+
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t ζ−(t−p)3 s−(t−p)1
× 1
p
p−1∑
τ=0
ζ τ1 s
−p
1 s
p
τp+1
(
ζ τs1 − ws
) p−1∑
μ=0
ζ
−μτ
1 w
μ
−
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1 .
Thus 〈〈Ω,Δ(b) − b ⊗ b〉〉 = M +N , where
M = (ζ2sp1 〈γ pdp, aw〉− 1) l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1 ,
and
N =
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t ζ−(t−p)3 s−(t−p)1
× 1
p
p−1∑
τ=0
ζ τ1 s
−p
1 s
p
τp+1
(
ζ τs1 − ws
) p−1∑
μ=0
ζ
−μτ
1 w
μ.
Case 2 will be established if we can show that
ord(M) (l + n)j ′ + (m+ q)i′ + k and ord(N) (l + n)j ′ + (m + q)i′ + k.
To do this we will use the relation(
m + q
t
)
=
(
m + q − p
t − p
)
+ pzm+q,t ,
where zm+q,t is an integer which depends on m+ q and t .
Now
M = (ζ2sp1 〈γ pdp, aw〉− 1)(w − 1)l+n m+q∑
t=p
(
m + q
t
)
(−1)m+q−t ζ−t3 s−t1
= (ζ2sp1 〈γ pdp, aw〉− 1)(w − 1)l+n m+q∑(m + q − pt − p
)
(−1)m+q−t ζ−t3 s−t1t=p
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t=p
zm+q,t (−1)m+q−t ζ−t3 s−t1
= M0 +M1,
where
M0 =
(
ζ2s
p
1
〈
γ pdp, aw
〉− 1)(w − 1)l+nζ−p3 s−p1 (ζ−13 s−11 − 1)m+q−p
and
M1 =
(
ζ2s
p
1
〈
γ pdp, aw
〉− 1)(w − 1)l+np m+q∑
t=p
zm+q,t (−1)m+q−t ζ−t3 s−t1 .
By conditions (b), (c) of Lemma 2.6 and the relation ord(1 −w) j ′ + (k/p),
ord(M0) pi′ + k + (l + n)
(
j ′ + k
p
)
+ (m + q − p)
(
i′ + k
p2
)
 (l + n)j ′ + (m + q)i′ + k.
Moreover,
ord(M1) pi′ + k + (l + n)
(
j ′ + k
p
)
+ e
 (l + n)j ′ + (2p − 1)i′ + k
 (l + n)j ′ + (m + q)i′ + k,
since e = (p − 1)e′  (p − 1)i′ and 2p − 1m+ q . Thus ord(M) (l + n)j ′ + (m+ q)i′ + k.
We next consider the expression for N , which as we recall is given as
N =
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m+ q
t
)
(−1)l+n−s(−1)m+q−t ζ−(t−p)3 s−(t−p)1
× 1
p
p−1∑
τ=0
ζ τ1 s
−p
1 s
p
τp+1
(
ζ τs1 −ws
) p−1∑
μ=0
ζ
−μτ
1 w
μ.
In the expression for N , for s  1,
(
ζ τs1 −ws
) p−1∑
μ=0
ζ
−μτ
1 w
μ = ζ τ1
(
1 − wp)(ζ τ(s−1)1 + ζ τ(s−2)1 w + · · · + ws−1),
and so,
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p
p
p−1∑
τ=0
ζ 2τ1 s
−p
1 s
p
τp+1
l+n∑
s=1
(
l + n
s
)
(−1)l+n−s(ζ τ(s−1)1 + ζ τ(s−2)1 w + · · · +ws−1)
×
m+q∑
t=p
(
m+ q
t
)
(−1)m+q−t ζ−(t−p)3 s−(t−p)1 .
Now,
m+q∑
t=p
(
m + q
t
)
(−1)m+q−t ζ−(t−p)3 s−(t−p)1
= (ζ−13 s−11 − 1)m+q−p + pm+q∑
t=p
zm+q,t (−1)m+q−t ζ−(t−p)3 s−(t−p)1 ,
and so,
N = (ζ−13 s−11 − 1)m+q−p 1 −wpp T
+ (1 − wp)m+q∑
t=p
zm+q,t (−1)m+q−t ζ−(t−p)3 s−(t−p)1 T ,
where
T =
p−1∑
τ=0
ζ 2τ1 s
−p
1 s
p
τp+1
l+n∑
s=1
(
l + n
s
)
(−1)l+n−s(ζ τ(s−1)1 + ζ τ(s−2)1 w + · · · + ws−1).
Now since ζ 2τ1 s
−p
1 s
p
τp+1 = 〈γ 2pdp, gp
2τ 〉,
T =
p−1∑
τ=0
l+n∑
s=1
(
l + n
s
)
(−1)l+n−s(ζ τ(s−1)1 + ζ τ(s−2)1 w + · · · +ws−1)〈γ 2pdp, gp2τ 〉.
We want to find a lower bound for ord(T ). To this end, we find coefficients Aη , η =
0, . . . , p − 1, for which
T =
p−1∑
η=0
Aη
〈
γ 2pdp,
(
gp
2 − 1)η〉.
The required Aη are the coefficients in the Taylor series expansion about the point 1 of the
polynomial in X,
p−1∑( l+n∑(l + n
s
)
(−1)l+n−s(ζ τ(s−1)1 + ζ τ(s−2)1 w + · · · +ws−1)
)
Xτ .τ=0 s=1
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Aη ≡
p−η−1∑
ι=0
(
p − η − 1
ι
)
(−1)p−1−ιQη+ι,
where
Qη+ι =
(
l + n
1
)
(−1)l+n−1 +
(
l + n
2
)
(−1)l+n−2(ζ η+ι1 +w)
+
(
l + n
3
)
(−1)l+n−3(ζ 2(η+ι)1 + ζ η+ι1 w +w2)
+ · · · −
(
l + n
l + n− 1
)(
ζ
(l+n−2)(η+ι)
1 + ζ (l+n−3)(η+ι)1 w + · · · + wl+n−2
)
+ (ζ (l+n−1)(η+ι)1 + ζ (l+n−2)(η+ι)1 w + · · · +wl+n−1)
= (−1)l+n−1[(1 − ζ η+ι1 )l+n−1 + (1 − ζ η+ι1 )l+n−2(1 −w)
+ · · · + (1 − ζ η+ι1 )(1 −w)l+n−2 + (1 −w)l+n−1].
We have
Aη ≡
l+n−1∑
h=0
(1 −w)h
p−η−1∑
ι=0
(
p − η − 1
ι
)
(−1)p−1−ι(1 − ζ η+ι1 )l+n−1−h
≡
l+n−1∑
h=0
(1 −w)h
l+n−1−h∑
t=0
(
l + n− 1 − h
t
)
(−1)t−ηζ ηt1
(
ζ t1 − 1
)p−1−η
mod p.
The second expression shows that the coefficient of (1 − w)h is divisible by (1 − ζ1)p−1−η
for all h, η, and is divisible by p if η l + n − 1, whereas the first shows that this coefficient is
divisible by (1 − ζ1)l+n−1−h for all h,η.
And so, for η = 0, . . . , p − 1,
ord(A0) (p − 1)e′,
ord(A1) (p − 2)e′,
...
ord(Ap−(l+n)) (l + n− 1)e′,
ord(Ap−(l+n−1)) (l + n− 2)e′ + ord(1 − w),
ord(Ap−(l+n−2)) (l + n− 3)e′ + 2 ord(1 −w),
...
ord(Ap−2) e′ + (l + n− 2)ord(1 − w),
ord(Ap−1) (l + n− 1)ord(1 − w).
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πpi
′ ∈ H(j ′). Also, γ p−1
πj
′ ∈ H(j ′), with
j ′ >pi′, and thus since g
p2−1
πj
∈ H(j),
ord
(〈
γ 2pdp,
(
gp
2 − 1)η〉) ηj + pi′,
for η = 1, . . . , p − 1. This formula together with the computations of the Aη above provide a
lower bound for ord(T ) and enable us to show that ord(N) (l +n)j ′ + (m+q)i′ + k. We write
N = N0 +N1,
with
N0 = p−1
(
ζ−13 s
−1
1 − 1
)m+q−p(1 −wp)p−1∑
η=0
Aη
〈
γ 2pdp,
(
gp
2 − 1)η〉
and
N1 =
(
1 − wp)m+q∑
t=p
zm+q,t (−1)m+q−t ζ−(t−p)3 s−(t−p)1
p−1∑
η=0
Aη
〈
γ 2pdp,
(
gp
2 − 1)η〉.
We claim that ord(N0)  (l + n)j ′ + (m + q)i′ + k. To this end, we show that each term in
N0 given by η for 0 η p − 1, has ord (l + n)j ′ + (m + q)i′ + k.
For η = 0 one has
ord
(
p−1
(
ζ−13 s
−1
1 − 1
)m+q−p(1 −wp)A0) (m + q − p)i′ + pj ′ + k
 (l + n)j ′ + (m+ q)i′ + k,
since l + n p − 1 and j ′ >pi′. And for each η = 1, . . . , p − (l + n),
ord
(
p−1
(
ζ−13 s
−1
1 − 1
)m+q−p(1 −wp)Aη〈γ 2pdp, (gp2 − 1)η〉)
 (m + q − p)i′ + pj ′ + k + ηj + pi′ + (p − 1 − η)e′ − e
 (l + n)j ′ + (m + q)i′ + k + (p − (l + n))j ′ + ηj + (p − 1 − η)e′ − e
 (l + n)j ′ + (m + q)i′ + k,
since 1 η p − (l + n).
Moreover, for η = p − (l + n)+ r , r = 1, . . . , l + n− 1, the term given by η in N0 has ord
(m + q − p)i′ + pj ′ + k + (l + n− r − 1)e′ + rj ′ + ηj + pi′ − e
 (m + q)i′ + k + (l + n)j ′ + (p − (l + n))j ′
+ (l + n− r − 1)e′ + (p − (l + n))j + rj + rj ′ − e
 (l + n)j ′ + (m + q)i′ + k,
since (l + n − r − 1)e′ + (p − (l + n))e′ + rj + rj ′ = e.
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Next, we consider the term N1. Again we show that each term given by η for 0 η  p − 1
has ord (l + n)j ′ + (m + q)i′ + k.
For η = 0, one has
ord
((
1 − wp)m+q∑
t=p
zm+q,t (−1)m+q−t ζ−(t−p)3 s−(t−p)1 A0
)
 pj ′ + k + e (l + n)j ′ + (m + q)i′ + k.
And for each η = 1, . . . , p − (l + n) in N1,
ord
((
1 − wp)m+q∑
t=p
zm+q,t (−1)m+q−t ζ−(t−p)3 s−(t−p)1 Aη
〈
γ 2pdp,
(
gp
2 − 1)η〉)
 pj ′ + k + (p − 1 − η)e′ + ηj + pi′  (p − 1)j ′ + j ′ + pi′ + k
 (l + n)j ′ + (m + q)i′ + k,
since p − 1 l + n, j ′ >pi′.
Moreover, for η = p − (l + n)+ r , r = 1, . . . , l + n− 1, the term given by η in N1 has ord
pj ′ + k + (l + n− r − 1)e′ + rj ′ + ηj + pi′
 (p − 1)j ′ + j ′ + pi′ + k
 (l + n)j ′ + (m + q)i′ + k.
And so, ord(N1) (l +n)j ′ + (m+ q)i′ + k. Hence ord(N) (l +n)j ′ + (m+ q)i′ + k, and
the proof of Case 2 of condition (7) is complete.
Case 3. p  l + n 2p − 2.
We observe that without the restriction to 0 s  p − 1, Lemma 2.2 yields〈
γ ps+t dt , b
〉
2 = ws
∗
ζ−t3 s
−t
1 ,
where s∗ ≡ s mod p and 0 s∗  p − 1.
Now if we also assume that 0m + q < p, then〈〈
Ω,Δ(b) − b ⊗ b〉〉
=
l+n∑
s=0
m+q∑
t=0
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t 〈γ ps+t dt , b〉
−
l+n∑m+q∑(l + n
s
)(
m+ q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1s=0 t=0
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l+n∑
s=0
m+q∑
t=0
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−tws∗ζ−t3 s−t1
−
l+n∑
s=0
m+q∑
t=0
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−twsζ−t3 s−t1
=
l+n∑
s=0
(
l + n
s
)
(−1)l+n−s(ws∗ −ws)m+q∑
t=0
(
m + q
t
)
(−1)m+q−t ζ−t3 s−t1 .
We have
l+n∑
s=0
(
l + n
s
)
(−1)l+n−s(ws∗ −ws)
=
p−1∑
s=0
(
l + n
s
)
(−1)l+n−s(ws∗ − ws)+ l+n∑
s=p
(
l + n
s
)
(−1)l+n−s(ws∗ − ws)
=
l+n∑
s=p
(
l + n
s
)
(−1)l+n−s(wσ −wp+σ ), s = p + σ, 0 σ  l + n− p,
=
l+n−p∑
σ=0
(
l + n
p + σ
)
(−1)l+n−p−σ (wσ − wp+σ )
= (1 −wp) l+n−p∑
σ=0
(
l + n
p + σ
)
(−1)l+n−p−σwσ
= (1 −wp) l+n−p∑
σ=0
(
l + n− p
σ
)
(−1)l+n−p−σwσ + pβ(1 −wp)
= (1 −wp)(w − 1)l+n−p + pβ(1 −wp),
for some element β ∈ R. Now since e (l + n − p)ord(1 −w),
ord
(
l+n∑
s=0
(
l + n
s
)
(−1)l+n−s(ws∗ −ws)) (l + n)(j ′ + k
p
)
 (l + n)j ′ + k,
since l + n p. Thus (7) holds.
Now suppose p m + q  2p − 2. Then
〈〈
Ω,Δ(b) − b ⊗ b〉〉
=
p−1∑(m + q
t
)
(−1)m+q−t ζ−t3 s−t1
l+n∑(l + n
s
)
(−1)l+n−s(ws∗ −ws)t=0 s=p
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m+q∑
t=p
(
m + q
t
)
(−1)m+q−t ζ−t3 s−t1
[
l+n∑
s=0
(
l + n
s
)
(−1)l+n−sζ2sp1
〈
γ ps
∗+pdp, aw
〉
−
l+n∑
s=0
(
l + n
s
)
(−1)l+n−sws
]
=
p−1∑
t=0
(
m + q
t
)
(−1)m+q−t ζ−t3 s−t1
l+n∑
s=p
(
l + n
s
)
(−1)l+n−s(ws∗ −ws)
+
m+q∑
t=p
(
m + q
t
)
(−1)m+q−t ζ−t3 s−t1
[
l+n∑
s=0
(
l + n
s
)
(−1)l+n−sζ2sp1
〈
γ ps
∗+pdp, aw
〉
+
l+n∑
s=p
(
l + n
s
)
(−1)l+n−s(ws∗ −ws)− l+n∑
s=p
(
l + n
s
)
(−1)l+n−s(ws∗ −ws)
−
l+n∑
s=0
(
l + n
s
)
(−1)l+n−sws
]
=
m+q∑
t=0
(
m+ q
t
)
(−1)m+q−t ζ−t3 s−t1
l+n∑
s=p
(
l + n
s
)
(−1)l+n−s(ws∗ − ws)
+
m+q∑
t=p
(
m + q
t
)
(−1)m+q−t ζ−t3 s−t1
[
l+n∑
s=0
(
l + n
s
)
(−1)l+n−sζ2sp1
〈
γ ps
∗+pdp, aw
〉
−
l+n∑
s=0
(
l + n
s
)
(−1)l+n−sws∗
]
.
To show that (7) holds its suffices to show that the term
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−t 〈γ ps∗+t dt , b〉
−
l+n∑
s=0
m+q∑
t=p
(
l + n
s
)(
m + q
t
)
(−1)l+n−s(−1)m+q−tws∗ζ−t3 s−t1
has ord (l + n)j ′ + (m + q)i′ + k.
We calculate as in Case 2, but in this case the expression (1 − w)l+n is replaced, for p 
l + n 2p − 2, by
l+n∑(l + n
s
)
(−1)sws∗ =
l+n∑(l + n
s
)
(−1)sws +
l+n∑(l + n
s
)
(−1)s(ws∗ −ws)s=0 s=0 s=p
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σ=0
(
l + n− p
σ
)
(−1)σwσ + pβ(1 −wp)
= (1 − w)l+n + (1 −wp)(1 −w)l+n−p + pβ(1 −wp), β ∈ R.
The condition (7) then follows.
Now the proof of Lemma 2.6 will be complete if we can show that b is a unit of A(i, j, u).
This amounts to showing that 〈
A(j ′, i′, u˜), b − 1〉2 ⊆ πR,
which is equivalent to 〈
R
[
γ p − 1
πj
′ ,
γ d − 1
πi
′
]
, b − 1
〉
⊆ πR,
by condition (a).
It suffices to show that
ord
(〈(
γ p − 1)l(γ d − 1)m, b − 1〉) lj ′ +mi′ + 1, (8)
for l,m = 0, . . . , p − 1. We have〈(
γ p − 1)l (γ d − 1)m, b − 1〉
=
l∑
α=0
m∑
β=0
(
l
α
)(
m
β
)
(−1)l−α(−1)m−β 〈γ pα+βdβ, b〉
=
l∑
α=0
m∑
β=0
(
l
α
)(
m
β
)
(−1)l−α(−1)m−βwαζ−β3 s−β1 by Lemma 2.2
= (w − 1)l(ζ−13 s−11 − 1)m.
Hence (8) follows by (c) and the condition ord(1 − w)  j ′ + (k/p). Thus b is a unit in
A(i, j, u). 
Now suppose H = A(i, j, u)[ gb−1
πk
] is a coalgebra as constructed by Lemma 2.6. Recall that
b =∑p−1m=0∑p−1n=0 upm+nepm+n, and set c =∑p−1m=0 u−11 upm+1fm, where fm are the minimal
idempotents in K〈gp〉 ∼= KCp . The quantities c and fm are the analogs in the dual situation
for d and ρq .
Let ypm+n, m,n = 0, . . . , p − 1, be indeterminates and set
y =
p−1∑
m=0
p−1∑
n=0
ypm+nιpm+n, ypm = u˜m.
The ypm+n are the analogs in the dual situation for xpm+n.
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for which 〈
γy − 1, (gp2 − 1)l(gpau − 1)m(gb − 1)t 〉= 0, (9)
for l,m, t = 0, . . . , p − 1, t > 0.
For integers l, n = 0, . . . , p − 1, define η(n)l as
η
(n)
l =
1
p
p−1∑
q=0
ζ
−lq
1 u
n
pq+1.
Then, finding quantities ypm+n which satisfy (9) is equivalent to solving the matrix equations
for n = 1,2,3, . . . , p − 1:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
η
(n)
0 η
(n)
1 η
(n)
2 . . . η
(n)
p−1
η
(n)
p−1 η
(n)
0 η
(n)
1 . . . η
(n)
p−2
η
(n)
p−2 η
(n)
p−1 η
(n)
0 . . . η
(n)
p−3
...
...
...
η
(n)
1 η
(n)
2 η
(n)
3 . . . η
(n)
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
yn
yp+n
y2p+n
...
y(p−1)p+n
⎞⎟⎟⎟⎟⎟⎟⎠=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ζ−n3
u˜ζ−n3
u˜2ζ−n3
...
u˜p−1ζ−n3
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (10)
Here the coefficient matrix is the circulant matrix
N(n) = circ(η(n)0 , η(n)1 , η(n)2 , . . . , η(n)p−1).
Let Φ(n) = (φ(n)m,l), m, l = 0, . . . , p − 1, denote the inverse of N(n). Then the matrix equations in
(10) have unique solutions:
ypm+n = vpm+n = ζ−n3
p−1∑
l=0
φ
(n)
m,l u˜
l
= ζ−n3 u−n1
〈
gpmc−n, au˜
〉
,
for m,n = 0, . . . , p − 1, n > 0. The evaluation of vpm+n is analogous to the computation of
upm+n preceding Lemma 2.1.
Thus if
y = β =
p−1∑
m=0
p−1∑
n=0
vpm+nιpm+n, vpm = u˜m,
then (9) is satisfied.
Let J = A(k′, j ′, w˜)[ γβ−1
πi
′ ] denote the R-module which is the A(k′, j ′, w˜)-span of the set{
1,
γβ − 1
i′ ,
(
γβ − 1
i′
)2
, . . . ,
(
γβ − 1
i′
)p−1}
.π π π
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p2i′, j  p2k > pk, and e′  i + j + k. Then the R-module J is an R-coalgebra.
Proof. We use Lemma 2.6. In this case, J is a coalgebra if j > pk,
A(j, k,w) = R
[
gp − 1
πj
,
gc − 1
πk
]
; (11)
ord
(
ζ2u
p
1
〈
gpcp, au˜
〉− 1) pk + i′; (12)
ord(ζ3u1 − 1) k + i
′
p2
. (13)
For (11) we show that c − aw ∈ πkH(j), where H(j) = R[ gp−1πj ]. To do this, observe that
c − aw =
p−1∑
n=0
(
u−11 upn+1 −wn
)
fn.
Thus by [5, Lemma I.3.2], c − aw ∈ πkH(j) if and only if
ord
(
m∑
n=0
(
m
n
)
(−1)n(u−11 upn+1 −wn)
)
mj ′ + k, (14)
for m = 1, . . . , p − 1. So (11) will follow by showing that (14) holds.
Note that for m = 1, . . . , p − 1,
(
γ p − 1
πj
′
)m
∈ A(j ′, i′, u˜) = A(i, j, u)∗,
thus
π−mj ′
(
γ ⊗
m∑
n=0
(
m
n
)
(−1)nγ pn
)
= π−mj ′
m∑
n=0
(
m
n
)
(−1)nγ ⊗ γ pn ∈ A(i, j, u)∗ ⊗A(i, j, u)∗.
Moreover, since H is a coalgebra,
π−k
(
Δ(b) − b ⊗ b) ∈ A(i, j, u)⊗ A(i, j, u).
Using the relation 〈γ pm+n, b〉 = upm+n, one now obtains
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(〈〈
m∑
n=0
(
m
n
)
(−1)nγ ⊗ γ pn, (Δ(b) − b ⊗ b)〉〉)
= ord
(
m∑
n=0
(
m
n
)
(−1)n(upn+1 − u1wn))
= ord
(
m∑
n=0
(
m
n
)
(−1)nu1
(
u−11 upn+1 −wn
))
= ord
(
m∑
n=0
(
m
n
)
(−1)n(u−11 upn+1 −wn)
)
mj ′ + k,
for m = 1, . . . , p − 1. Thus (11) holds.
For (12), we show that both
ord
(
ζ2u
p
1 − 1
)
 pk + i′ and ord(〈gpcp, au˜〉− 1) pk + i′.
From the solution of (5) we have u1 = ζ−13 s−11 〈d−1, aw〉, thus ζ3u1 = s−11 〈d−1, aw〉. By condi-
tion (c) of Lemma 2.6, ord(s−11 − 1) i′ + (k/p2), since ord(ζ3 − 1) = e′/p2  i′ + (k/p2) by
the condition k′  p2i′. Now ord(s−11 − 1) i′ + (k/p2) (i′/p)+ k since e′  i + j + k.
In addition, since we are assuming that j + i′ > ord(1 − u˜), au˜ − 1 ∈ πrH(j ′) where r =
ord(1− u˜)−j . Likewise, since j ′ +k > ord(1−w), aw −1 ∈ πtH(j) where t = ord(1−w)−j ′,
cf. [11, §1, p. 1123].
Now the condition i′ > r , together with (a) of Lemma 2.6 implies that d − 1 ∈ πrH(j ′), and
since d is a unit of H(j ′), d−1 − 1 ∈ πrH(j ′).
Therefore, 〈
d−1 − 1
πr
,
aw − 1
πt
〉
∈ R.
Noting that j ′ >pi′ guarantees ord(1 − u˜) i′ + (j/p), we now have
ord
(〈
d−1, aw
〉− 1) r + t
 ord(u˜ − 1)+ ord(1 −w)− e′
 i′ + j
p
+ j ′ + k
p
− e′
 i
′
p
+ k
since e′  i+j +k. Thus ord(ζ3u1 −1) (i′/p)+k and consequently, ord(ζ2up1 −1) i′ +pk.
Next we consider ord(〈gpcp, au˜〉 − 1). Since e′  i  pj , pj ′  e′. Thus ord(1 − wp) 
pj ′ + k  e′ which says that gpawp−1j ∈ H(j).π
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p−awp
πj
∈ H(j). To this end, we again use [5, Lemma I.3.2]. In this case, each
of the p − 1 iterated differences has ord
ord
(
u
−p
1 u
p
p+1 − wp
)
min
{
p ord
(
u−11 up+1 −w
)
, e + ord(u−11 up+1 − w)}
 pj ′ + pk
 (p − 1)j ′ + j,
since ord(u−11 up+1 − w) j ′ + k and e′  i + j + k.
Thus c
p−awp
πj
∈ H(j), and consequently, gpcp−1
πj
∈ H(j).
Now 〈 au˜−1
πr
,
gpcp−1
πj
〉 ∈ R. Hence,
ord
(〈
gpcp, au˜
〉− 1) ord(1 − u˜)
 j
p
+ i′
 i′ + pk,
since j  p2k. And so condition (12) holds.
Since ord(ζ3u1 − 1) (i′/p)+ k, condition (13) follows. 
We have the coalgebras H = A(i, j, u)[ gb−1
πk
] and J = A(k′, j ′, w˜)[ γβ−1
πi
′ ] as constructed
above by Lemmas 2.6 and 2.7.
Let
H ∗ = {h ∈ KCˆp3 ∣∣ 〈h,H 〉 ⊆ R}
denote the linear dual of H . Since H is a coalgebra, H ∗ is an algebra by [7, 1.2.2].
Lemma 2.8. Let H be the image of H under the mapping KCp3 → KCp2 , gp2 → 1. Then
KCˆp2 ∩ H ∗ = (H)∗ = A(j, k,w)∗ = A(k′, j ′, w˜).
Proof. We show that (H)∗ = KCˆp2 ∩ H ∗. Let α ∈ (H)∗. Then α ∈ KCˆp2 and 〈α,H 〉2 ⊆ R. Let
f ∈ H , and let f be the image of f under the mapping KCp3 → KCp2 . Then 〈α,f 〉3 = 〈α,f 〉2.
Hence
〈α,H 〉3 = 〈α,H 〉2 ⊆ R,
so that α ∈ H ∗. Hence α ∈ KCˆp2 ∩H ∗.
Now suppose α ∈ KCˆp2 ∩ H ∗. Then α ∈ KCˆp2 and 〈α,H 〉3 ⊆ R. Consequently, α ∈ (H)∗,
which shows that (H)∗ = KCˆp2 ∩ H ∗.
Since b = aw , H = A(j, k,w), which completes the proof of the lemma. 
Lemma 2.9. J ⊆ H ∗.
4448 R.G. Underwood / Journal of Algebra 319 (2008) 4426–4455Proof. Since H ∗ is an algebra, it suffices to show that A(k′, j ′, w˜) ⊆ H ∗ and γβ−1
πi
′ ∈ H ∗.
By Lemma 2.8, H ∗∩KCˆp2 = A(k′, j ′, w˜), thus A(k′, j ′, w˜) ⊆ H ∗. We claim that γβ−1πi′ ∈ H ∗.
But this amounts to showing that
〈γβ − 1,H 〉3 ⊆ πi′R.
Since γβ−1
πi
′ acts on A(i, j, u) as
γ au˜−1
πi
′ , it suffices to show that
ord
(〈
γβ − 1, (gp2 − 1)l(gpau − 1)m(gb − 1)t 〉)
 i′ + li +mj + tk, (15)
for l,m, t = 0, . . . , p − 1, t > 0.
But (15) is satisfied since (10) holds with y = β . 
Theorem 2.10. The coalgebras
H = A(i, j, u)
[
gb − 1
πk
]
and J = A(k′, j ′, w˜)
[
γβ − 1
πi
′
]
are dual Hopf orders in KCp3 .
Proof. We first show that the coalgebra J is a Hopf order. Since H ∗ is an algebra with H ∗ ∩
KCˆp2 = A(k′, j ′, w˜), γβ−1πi′ ∈ H ∗ satisfies a monic polynomial of degree p with coefficients in
A(k′, j ′, w˜). Thus J is an algebra as well as a coalgebra. The coinverse map of J can now
be defined as the composite σ of the iterated comultiplication and multiplication maps J →⊗p3−1
J → J . Hence, J is an R-Hopf order in KCp3 .
Observe that J ⊆ H ∗ implies H ⊆ J ∗. Since J ∗ ∩ KCp2 = A(i, j, u), gb−1πk satisfies a monic
polynomial of degree p with coefficients in A(i, j, u). Thus H is a Hopf order. A well-known
discriminant argument then shows that H ∗ = J , see [11, §4]. 
3. Realizable Hopf orders
The goal of this final section is to apply Theorem 2.10 to construct a Hopf order in KCp3
which is realizable as a Galois group. We shall use the following theorem of N. Byott [2].
Theorem 3.1 (Byott). Suppose H , J are dual Hopf orders in KCpn with J local. Then H is
realizable if and only if J is monogenic.
Let G(x,y) denote the Gauss sum of x and y, defined as
G(x,y) = 1
p
p−1∑
m=0
p−1∑
n=0
ζ−mn1 x
nym.
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and A(k′, j ′, w˜), respectively. Let s be a unit of R and put spm+n = snu˜m, for m,n =
0, . . . , p − 1. Let
τ =
p−1∑
m=0
p−1∑
n=0
spm+nιpm+n =
p−1∑
m=0
p−1∑
n=0
snu˜mιpm+n.
Let
b =
p−1∑
m=0
p−1∑
n=0
upm+nepm+n,
where upm+n = ζ−n3 s−nG(ζm1 u˜−n,w).
Suppose
β =
p−1∑
m=0
p−1∑
n=0
vpm+nιpm+n, vpm = u˜m,
satisfies 〈
γβ − 1, (gp2 − 1)l(gpau − 1)m(gb − 1)t 〉= 0,
for l,m, t = 0, . . . , p − 1, t > 0.
Additionally, suppose the following conditions are satisfied:
(i) ord(ζ2spG(u−p,w)− 1) pi′ + k;
(ii) ord(ζ3s − 1) i′ + kp2 ;
(iii) i  pj ;
(iv) j ′ >pi′;
(v) k′  p2i′;
(vi) j  p2k > pk;
(vii) e′  i + j + k.
Then H = A(i, j, u)[ gb−1
πk
] is a Hopf order in KCp3 with linear dual J = A(k′, j ′, w˜)[ γβ−1πi′ ].
If, in addition,
(viii) ord(1 − u) = i′ + j
p
;
(ix) ord(ζ3s − 1) = i′ + kp2 ,
then H is realizable as a Galois group.
Remark 3.3. Before we prove Theorem 3.2 we discuss how to choose the unit s so that conditions
(i)–(ix) are satisfied. Since the Hopf orders A(i, j, u) and A(j, k,w) are given, we can compute
the unit G(u−p,w). Now by [11, Proposition 2.3],
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(
G
(
u−p,w
)− 1)= ord(u−p − 1)+ ord(1 −w)− e′
 pi′ + j + j ′ + k
p
− e′
 pi′ + k
p
.
Assume that pi′ + k > ord(G(u−p,w) − 1). There exists a unit η ∈ R so that ord(ηG(u−p,
w)−1) pi′ + k. Let s = ζ−13 η
1
p
. If s ∈ R, then ord(ζ2sp −1) pi′ + (k/p), and (ii) will hold.
If s /∈ R, then one can replace K with finite field extension K(s) and proceed as above.
Concerning the conditions for realizability, one can choose the Hopf orders A(i, j, u) and
A(j, k,w) so that p divides j , p divides k, ord(1−u) = i′ + (j/p) and ord(1−w) = j ′ + (k/p).
Thus ord(G(u−p,w)− 1) = pi′ + (k/p), and hence ord(ζ3s − 1) = i′ + (k/p2).
We now prove Theorem 3.2.
Proof. Put h(n)l = 1p
∑p−1
q=0 ζ
−lq
1 s
nu˜qn, l, n = 0, . . . , p − 1. Then b satisfies the matrix equa-
tions of (5). Therefore, Lemma 2.6 can be applied to the R-module H to show that H is an
R-coalgebra.
Since d =∑p−1m=0 s−11 spm+1ρm =∑p−1m=0 s−1(su˜m)ρm = au˜, condition (a) of Lemma 2.6 fol-
lows immediately. Moreover, condition (b) of Lemma 2.6 is condition (i) above, and condition (c)
of Lemma 2.6 is (ii). Thus H is an R-coalgebra.
Since conditions (iii)–(vii) are the conditions of Lemma 2.7, Lemma 2.7 will apply to show
that J is an R-coalgebra. Thus by Theorem 2.10, H and J = H ∗ are Hopf orders in KCp3 .
We turn to the statement of the theorem regarding realizability. We claim that H ∗ is mono-
genic and is of the form H ∗ = R[ γβ−1
πi
′ ]. Certainly R[ γβ−1
πi
′ ] ⊆ H ∗, so it suffices to show that
H ∗ ⊆ R[ γβ−1
πi
′ ]. For this it suffices to show that each generator of H ∗ is in R[ γβ−1
πi
′ ].
By (iv), e′  pi′, and so R[ γ pβp−1
πpi
′ ] ⊆ R[ γβ−1
πi
′ ], so it suffices to show that
R
[
γ pβp − 1
πpi
′
]
= R
[
γ p
2 − 1
πk
′ ,
γ paw˜ − 1
πj
′
]
,
which follows if
disc
(
R
[
γ pβp − 1
πpi
′
])
= disc
(
R
[
γ p
2 − 1
πk
′ ,
γ paw˜ − 1
πj
′
])
.
We show that the discriminants above are equal. Note
disc
(
R
[
γ p
2 − 1
πk
′ ,
γ paw˜ − 1
πj
])
=
(
p2
π(p−1)(k′+j ′)
)p2
,
by [5, Lemma II.1.3a] and [6, §2]. Hence
ord
(
disc
(
R
[
γ p
2 − 1
k′ ,
γ paw˜ − 1
j ′
]))
= p2(p − 1)(k + j).π π
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disc
(
R
[
γ pβp − 1
πpi
′
])
= 1
πp
2(p2−1)pi′ disc
(
1, γ pβp − 1, (γ pβp − 1)2, . . . , (γ pβp − 1)p2−1)
= 1
πp
2(p2−1)pi′ disc
(
1, γ pβp,
(
γ pβp
)2
, . . . ,
(
γ pβp
)p2−1)
.
Now
(
γ pβp
)k = p2−1∑
pm+n=0
(
v
p
pm+nζ
pm+n
2
)k
ιpm+n,
for 0 k  p2 − 1, and so, ⎛⎜⎜⎜⎜⎝
1
γ pβp
(γ pβp)2
...
(γ pβp)p
2−1
⎞⎟⎟⎟⎟⎠= M
⎛⎜⎜⎜⎜⎝
ι0
ι1
ι2
...
ιp2−1
⎞⎟⎟⎟⎟⎠
where M is the p2 × p2 matrix whose number (pm + n+ 1) column for 0m,n p − 1, is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
v
p
pm+nζ
pm+n
2
(v
p
pm+nζ
pm+n
2 )
2
(v
p
pm+nζ
pm+n
2 )
3
...
(v
p
pm+nζ
pm+n
2 )
p2−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since M is Vandermonde,
det(M) =
∏
0pm+n<pm′+n′p2−1
(
v
p
pm′+n′ζ
pm′+n′
2 − vppm+nζpm+n2
)
.
Let us assume that
ord
(
v
p
pm′+n′ζ
pm′+n′
2 − vppm+nζpm+n2
)= pi′ + j for n′ = n, (16)
and
ord
(
v
p
pm′+n′ζ
pm′+n′
2 − vppm+nζpm+n2
)= pi′ + k for n′ = n. (17)
p
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ord
(
det(M)
)= (p2(p − 1)
2
)
(pi′ + j)+
(
p2(p2 − 1)
2
− p
2(p − 1)
2
)(
pi′ + (k/p)),
and since disc(ι0, ι1, . . . , ιp2−1) = R,
ord
(
disc
(
R
[
γ pβp − 1
πpi
′
]))
= p2(p − 1)(pi′ + j)+ (p2(p2 − 1)− p2(p − 1))(pi′ + (k/p))− p2(p2 − 1)pi′
= p2(p − 1)j + p2(p − 1)k
= ord
(
disc
(
R
[
γ p
2 − 1
πk
′ ,
γ paw˜ − 1
πj
′
]))
,
which establishes the realizability of H .
So the proof of Theorem 3.2 will be complete if we can show that (16) and (17) hold.
Considering (16) and recalling that the vpm+n are solutions to (10), for n′ = n,
ord
(
vpm′+n′ζpm
′+n′
3 − vpm+nζpm+n3
)
= ord(ζ−n3 u−n1 〈gpm′c−n, au˜〉ζpm′+n3 − ζ−n3 u−n1 〈gpmc−n, au˜〉ζpm+n3 )
= ord(ζm′2 〈gpm′c−n, au˜〉− ζm2 〈gpmc−n, au˜〉)
= ord(X + Y),
where
X = ζm′2
〈
gpm
′
c−n, au˜
〉− ζm′2 〈gpmc−n, au˜〉;
Y = ζm′2
〈
gpmc−n, au˜
〉− ζm2 〈gpmc−n, au˜〉.
Now
ord(X) = ord(〈(gpm′ − gpm)c−n, au˜〉)
= ord(〈(gpm′ − gpm)(c−n − 1), au˜〉+ 〈(gpm′ − gpm), au˜〉),
where
ord
(〈(
gpm
′ − gpm)(c−n − 1), au˜〉) j + ord(1 − w)− j ′ + ord(1 − u˜) − j
> ord(1 − u˜),
since (gpm′ − gpm)(c−n − 1) ∈ πj+tH(j) and au˜ − 1 ∈ πrH(j ′) with t = ord(1 − w) − j ′ > 0
and r = ord(1 − u˜)− j .
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ord
(〈(
gpm
′ − gpm), au˜〉)= ord(u˜m′ − u˜m)= ord(1 − u˜) = ord(1 − u)
since e′/p > i′ + (j/p) by condition (iv) and i′ + (j/p) = ord(1−u) by condition (viii). Hence,
ord(X) = ord(1 − u) = i′ + (j/p).
Now, since ord(Y ) = ord(ζm′2 −ζm2 ) = e′/p, ord(X+Y) = ord(1−u) = i′ + (j/p). It follows
that
ord
(
vpm′+n′ζpm
′+n′
3 − vpm+nζpm+n3
)= i′ + (j/p),
and consequently,
ord
(
v
p
pm′+n′ζ
pm′+n′
2 − vppm+nζpm+n2
)= pi′ + j.
Hence (16) holds.
We next consider (17), that is, the case n′ = n. We have
ord
(
vpm′+n′ζpm
′+n′
3 − vpm+nζpm+n3
)
= ord(ζm′2 u−n′1 〈gpm′c−n′ , au˜〉− ζm2 u−n′1 〈gpm′c−n′ , au˜〉
+ ζm2 u−n
′
1
〈
gpm
′
c−n′ , au˜
〉− ζm2 u−n1 〈gpmc−n, au˜〉)
= ord(W +Z),
where
W = (ζm′2 − ζm2 )u−n′1 〈gpm′c−n′ , au˜〉;
Z = ζm2 u−n
′
1
〈
gpm
′
c−n′ , au˜
〉− ζm2 u−n1 〈gpmc−n, au˜〉.
One has ord(W) = e′/p. To compute ord(Z) we first prove the following lemma, which is a
generalization of [11, Lemma 2.4].
Lemma 3.4. Suppose A(j, k,w) = R[ gp−1
πj
,
gx−1
πk
], where x =∑p−1m=0 xmfm for units xm ∈ R.
Then for n = 1, . . . , p − 1,
(i) 〈x−n, au˜〉 ≡ 〈x, au˜〉−n mod πi′+kR;
(ii) 〈gpnx−n, au˜〉 ≡ u˜n〈x−n, au˜〉 mod πi′+kR.
Proof. For (i), we prove the congruence for n = 1. The general case follows by induction. We
have 〈
x−1, au˜
〉〈x, au˜〉 − 1 = 〈x−1, au˜〉〈x, au˜〉 − 〈xx−1, au˜〉
= 〈〈x−1 ⊗ x, au˜ ⊗ au˜〉〉− 〈〈x−1 ⊗ x,Δ(au˜)〉〉
= 〈〈x−1 ⊗ x, au˜ ⊗ au˜ − Δ(au˜)〉〉.
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au˜ ⊗ au˜ − Δ(au˜) ∈ πi′+kH
(
j ′ + (k/p))⊗ H (j ′ + (k/p)).
Now since x − aw ∈ πkH(j), the mth iterated difference of the components of x − aw has
ord  mj ′ + k  mj ′ + (mk/p) = m(j ′ + (k/p)). Thus x − aw is actually in H(j − (k/p)).
Moreover, since ord(1 − w) j ′ + (k/p), aw ∈ H(j − (k/p)), so that x and x−1 are in H(j −
(k/p)). It follows that ord(〈x−1, au˜〉〈x, au˜〉 − 1) i′ + k, so that〈
x−1, au˜
〉≡ 〈x, au˜〉−1 mod πi′+kR.
For (ii) we prove the congruence for n = 1; induction then gives the result. We have
u˜
〈
x−1, au˜
〉− 〈gpx−1, au˜〉= 〈gp, au˜〉〈x−1, au˜〉− 〈gpx−1, au˜〉
= 〈〈gp ⊗ x−1, au˜ ⊗ au˜ −Δ(au˜)〉〉;
(ii) then follows since e′  j ′ + (k/p) implies that gp ∈ H(j − (k/p)). 
Now we compute ord(Z). Modulo πi′+kR,
Z ≡ u−n′1
〈
gpm
′
c−n′ , au˜
〉− u−n1 〈gpmc−n, au˜〉 since ord(ζm2 − 1)= (e′/p) > i′ + k
≡ u−n′1 u˜m
′ 〈
c−n′ , au˜
〉− u−n1 u˜m〈c−n, au˜〉 by Lemma 3.4(ii)
≡ u−n′1
〈
c−n′ , au˜
〉− u−n1 〈c−n, au˜〉 since ord(1 − u˜) i′ + (j/p) > i′ + k
≡ (u1〈c, au˜〉)−n′ − (u1〈c, au˜〉)−n by Lemma 3.4(i)
= (u1〈c, au˜〉)−n((u1〈c, au˜〉)n−n′ − 1).
So it suffices to compute ord(u1〈c, au˜〉 − 1). Note that b is the solution to (1) with τ as in the
statement of Theorem 3.2. Hence
〈γ τ − 1, gb − 1〉3 = ζ3u1s〈c, au˜〉 − 1 = 0,
and so by condition (ix) of Theorem 3.2, ord(Z) = ord(ζ3s − 1) = i′ + (k/p2).
It follows that
ord
(
vpm′+n′ζpm
′+n′
3 − vpm+nζpm+n3
)= i′ + k
p2
,
and
ord
(
v
p
pm′+n′ζ
pm′+n′
2 − vppm+nζpm+n2
)= pi′ + k
p
,
and so (17) holds.
The proof of Theorem 3.2 is now complete. 
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