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Abstract
The main result of this paper is a proof that, for any f ∈ L1[a, b], a sequence of its
orthogonal projections (P∆n(f)) onto splines of order k with arbitrary knots ∆n, con-
verges almost everywhere provided that the mesh diameter |∆n| tends to zero, namely
f ∈ L1[a, b] ⇒ P∆n(f, x)→ f(x) a.e. (|∆n| → 0) .
This extends the earlier result that, for f ∈ Lp, we have convergence P∆n(f)→ f in the
Lp-norm for 1 ≤ p ≤ ∞, where we interpret L∞ as the space of continuous functions.
1 Introduction
Let an interval [a, b] and k ∈ N be fixed. For a knot-sequence ∆n = (ti)
n+k
i=1 such that
ti ≤ ti+1, ti < ti+k,
t1 = · · · = tk = a, b = tn+1 = · · · = tn+k,
let (Ni)
n
i=1 be the sequence of L∞-normalized B-splines of order k on ∆n forming a
partition of unity, with the properties
suppNi = [ti, ti+k] , Ni ≥ 0 ,
∑
i
Ni ≡ 1 .
For each ∆n, we define then the space Sk(∆n) of splines of order k with knots ∆n as
the linear span of (Ni), namely
s ∈ Sk(∆n) ⇔ s =
n∑
i=1
ciNi , ci ∈ R ,
so that Sk(∆n) is the space of piecewise polynomial functions of degree ≤ k − 1, with
k − 1 −mi continuous derivatives at ti, wheremi is multiplicity of ti. Throughout the
paper, we use the following notations:
Ii := [ti, ti+1], hi := |Ii| := ti+1 − ti ,
Ei := [ti, ti+k], κi := |Ei| := ti+k − ti ,
where Ei is the support of the B-spline Ni. With conv(A,B) standing for the convex
hull of two sets A and B, we also set
Iij := conv(Ii, Ij) = [tmin(i,j), tmax(i,j)+1] ,
Eij := conv(Ei, Ej) = [tmin(i,j), tmax(i,j)+k] .
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Finally, |∆n| := maxi |Ii| is the mesh diameter of∆n.
Now, let P∆n be the orthoprojector onto Sk(∆n) with respect to the ordinary inner
product 〈f, g〉 =
∫ b
a
f(x)g(x) dx, i.e.,
〈P∆nf, s〉 = 〈f, s〉, ∀s ∈ Sk(∆n) ,
which is well-defined for f ∈ L1[a, b].
Some time ago, one of us proved [12] de Boor’s conjecture that the max-norm of
P∆n is bounded independently of the knot-sequence, i.e.,
sup
∆n
‖P∆n‖∞ < ck . (1.1)
This readily implies convergence of orthogonal spline projections in the Lp-norm,
f ∈ Lp[a, b] ⇒ P∆n(f)
Lp
→ f , 1 ≤ p ≤ ∞ , (1.2)
where we interpret L∞ as C, the space of continuous functions. In this paper, we
prove that the max-norm boundedness of P∆n implies also almost everywhere (a.e.)
convergence of orthogonal projections (P∆n(f))with arbitrary knots∆n provided that
the mesh diameter |∆n| tends to zero.
The main outcome of this article is the following statement.
Theorem 1.1 For any k ∈ N and any sequence of partitions (∆n) such that |∆n| → 0, we
have
f ∈ L1[a, b] ⇒ P∆n(f, x)→ f(x) a.e. (1.3)
The proof is based on a standard approach of verifying two conditions which imply
a.e. convergence for f ∈ L1:
1) there is a dense subset F of L1 such that P∆n(f, x)→ f(x) a.e. for f ∈ F ,
2) the maximal operator P ∗(f, x) := supn |P∆n(f, x)| is of the weak (1, 1)-type,
m{x ∈ [a, b] : P ∗(f, x) > t} <
ck
t
‖f‖1, (1.4)
with mA being the Lebesgue measure of A. The first condition is easy: by (1.2), a.e.
convergence (in fact, uniform convergence) takes place for continuous functions,
f ∈ C[a, b] ⇒ P∆n(f, x)→ f(x) uniformly in x. (1.5)
For the non-trivial part (1.4), we prove a stronger inequality of independent interest,
namely that
|P∆n(f, x)| ≤ ckM(f, x) , (1.6)
where M(f, x) is the Hardy–Littlewood maximal function. It satisfies a weak (1, 1)-
type inequality, hence (1.4) holds too.
The main technical tool which leads to (1.6) is a new estimate for the elements {aij}
of the inverse of the Gram matrix of the B-spline functions, which reads as follows.
Theorem 1.2 For any∆n, let {aij}ni,j=1 be the inverse of the B-spline Grammatrix {〈Ni, Nj〉}.
Then,
|aij | ≤ Kγ
|i−j|h−1ij , (1.7)
where
hij := max{hs : Is ⊂ Eij} ,
andK > 0 and γ ∈ (0, 1) are constants which depend only on k, but not on ∆n.
A pass from (1.7) to (1.6) proceeds as follows. Let K∆n be the Dirichlet kernel of the
operator P∆n , defined by the relation
P∆n(f, x) =
∫ b
a
K∆n(x, y)f(y) dy , ∀f ∈ L1[a, b].
Then, (1.7) implies the inequality
|K∆n(x, y)| ≤ C θ
|i−j||Iij |
−1, x ∈ Ii, y ∈ Ij , (1.8)
where C > 0 and θ ∈ (0, 1). Now, (1.6) is immediately obtained from (1.8).
With a bit more sophisticated arguments, though still standard ones, estimate (1.8)
onK∆n allows us also to prove convergence of P∆nf at Lebesgue points of f . The latter
forms a set of full measure, so we derive this refinement of Theorem 1.1 as a byproduct.
Estimate (1.7) is also useful in other applications, for instance in [10] it is applied to
obtain unconditionality of orthonormal spline bases with arbitrary knot-sequences in
Lp-spaces for 1 < p <∞.
We note that, previously, a.e. convergence of spline orthoprojections was studied
by Ciesielski [3] who established (1.3) for dyadic partitions with any k ∈ N, and by
Ciesielski–Kamont [5] who proved this result for any ∆n with k = 2, i.e., for linear
splines. Both papers used (1.7) as an intermediate step, however our proof of (1.7) for
all kwith arbitrary knots∆n is based on quite different arguments. Themain difference
is that the proof of (1.7) for linear splines in [5] does not rely on the mesh-independent
bound (1.1) for ‖P∆n‖∞, and can be used to get such a bound for linear splines, whereas
our proof depends on (1.1) in an essential manner.
The paper is organised as follows. In Sect. 2, we show how Theorem 1.2 leads to
(1.8) and the latter to (1.6). We complete then the proof of a.e. convergence of (P∆n(f))
using the scheme indicated above. In Sect. 3, as a byproduct, we show that (P∆n(f))
converges at Lebesgue points, thus characterizing the convergence set in a sense. The-
orem 1.2 is proved then in Sect. 4 based on Lemma 4.1, which lists several specific
properties of the inverse {aij} of the B-spline Gram matrix G0 := {〈Ni, Nj〉}. Those
properties are proved in the final Sect. 5, and they are based mostly on Demko’s the-
orem on the inverses of band matrices, which we apply to the rescaled Gram matrix
G := (〈Mi, Nj〉), whereMi :=
k
κi
Ni. The uniform bound ‖G
−1‖∞ < ck, being equiva-
lent to (1.1), plays a crucial role here.
2 Proof of Theorem 1.1
Here, we prove the weak-type inequality (1.4), then recall a simple proof of (1.5), and
as a result deduce the a.e. convergence for all f ∈ L1.
We begin with an estimate for the Dirichlet kernelK∆n .
Lemma 2.1 For any ∆n, the Dirichlet kernel K∆n satisfies the inequality
|K∆n(x, y)| ≤ C θ
|i−j||Iij |
−1, x ∈ Ii, y ∈ Ij , (2.1)
where C > 0 and θ ∈ (0, 1) are constants that depends only on k.
Proof. First note that, with the inverse {aℓm} of the B-spline Gram matrix {〈Nℓ, Nm〉},
the Dirichlet kernelK∆n can be written in the form
K∆n(x, y) =
n∑
ℓ,m=1
aℓmNℓ(x)Nm(y).
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For x ∈ Ii and y ∈ Ij , since suppNℓ = [tℓ, tℓ+k] and
∑
Nℓ(x)Nm(y) ≡ 1, we obtain
|K∆n(x, y)| ≤ max
i−k+1≤ℓ≤i
j−k+1≤m≤j
|aℓm| .
Next, we rewrite inequality (1.7) for aℓm in terms of Eℓm = [tmin(ℓ,m), tmax(ℓ,m)+k]: as
hℓm is the largest knot-interval in Eℓm, we have h
−1
ℓm ≤ (|ℓ −m|+ k)|Eℓm|
−1, hence for
any real number θ ∈ (γ, 1),
|aℓm| ≤ Kγ
|ℓ−m|(|ℓ−m|+ k)|Eℓm|
−1 ≤ C1θ
|ℓ−m||Eℓm|
−1,
where C1 depends on k and θ. Therefore,
|K∆n(x, y)| ≤ C1 max
i−k+1≤ℓ≤i
j−k+1≤m≤j
θ|ℓ−m||Eℓm|
−1 .
For indices ℓ and m in the above maximum, we have Iij ⊂ Eℓm, hence |Eℓm|−1 ≤
|Iij |−1, and also |ℓ − m| > |i − j| − k, hence θ|ℓ−m| ≤ θ−kθ|i−j|, and inequality (2.1)
follows. 
Definition 2.2 For an integrable f , the Hardy–Littlewoodmaximal function is defined
as
M(f, x) := sup
I∋x
|I|−1
∫
I
|f(t)| dt , (2.2)
with the supremum taken over all intervals I containing x. As is known [13, p. 5], it
satisfies the following weak-type inequality
m{x ∈ [a, b] : M(f, x) > t} ≤
5
t
‖f‖1 . (2.3)
Proposition 2.3 For any ∆n, we have
|P∆n(f, x)| ≤ ckM(f, x), x ∈ [a, b] . (2.4)
Proof. Let x ∈ [a, b], and let the index i be such that x ∈ Ii and |Ii| 6= 0. By definition of
the Dirichlet kernelK∆n ,
P∆n(f, x) =
∫ b
a
K∆n(x, y)f(y) dy ,
so using inequality (2.1) from the previous lemma, we obtain
|P∆n(f, x)| ≤
n∑
j=1
∫
Ij
|K∆n(x, y)||f(y)| dy ≤ C
n∑
j=1
θ|i−j|
|Iij |
∫
Ij
|f(y)| dy .
Since Ij ⊂ Iij and x ∈ Ii ⊂ Iij , the definition (2.2) of the maximal function implies∫
Ij
|f(y)| dy ≤
∫
Iij
|f(y)| dy ≤ |Iij |M(f, x). Hence,
|P∆n(f, x)| ≤ C
n∑
j=1
θ|i−j|M(f, x) ,
and (2.4) is proved. 
On combining (2.4) and (2.3), we obtain a weak-type inequality for P ∗.
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Corollary 2.4 For the maximal operator P ∗(f, x) := supn |P∆n(f, x)|, we have
m{x ∈ [a, b] : P ∗(f, x) > t} ≤
ck
t
‖f‖1 . (2.5)
The next statement is a straightforward corollary of (1.1); we give its proof for com-
pleteness.
Proposition 2.5 We have
f ∈ C[a, b] ⇒ P∆n(f, x)→ f(x) uniformly. (2.6)
Proof. Since P∆n is a linear projector and ‖P∆n‖∞ ≤ ck by (1.1), the Lebesgue inequal-
ity gives us
‖f − P∆nf‖∞ ≤ (ck + 1)E∆n(f) ,
where E∆n(f) is the error of the best approximation of f by splines from Sk(∆n) in the
uniform norm. It is known that
E∆n(f) ≤ ckωk(f, |∆n|) ,
where ωk(f, δ) is the k-th modulus of smoothness of f . Since ωk(f, δ)→ 0 as δ → 0, we
have the uniform convergence
‖f − P∆nf‖∞ → 0 (|∆n| → 0) ,
and that proves (2.6). 
Proof of Theorem 1.1. The derivation of the almost everywhere convergence of P∆nf
for f ∈ L1 from the weak-type inequality (2.5) and convergence on the dense subset
(2.6) follows a standard scheme which can be found in [8, pp. 3-4]. We present this
argument for completeness.
Let v ∈ L1[a, b]. We define
R(v, x) := lim sup
n→∞
P∆nv(x)− lim inf
n→∞
P∆nv(x)
and note that R(v, x) ≤ 2P ∗(v, x), therefore, by (2.5),
m{x ∈ [a, b] : R(v, x) > δ} ≤
2ck
δ
‖v‖1 . (2.7)
Also, for any continuous function g we have R(g, x) ≡ 0 by (2.6), and since P∆n is
linear,
R(f, x) ≤ R(f − g, x) +R(g, x) = R(f − g, x).
This implies, for a given f ∈ L1 and any g ∈ C,
m {x ∈ [a, b] : R(f, x) > δ} ≤ m {x ∈ [a, b] : R(f − g, x) > δ}
(2.7)
≤
2c
δ
‖f − g‖1 .
Letting ‖f − g‖1 → 0, we obtain, for every δ > 0,
m {x ∈ [a, b] : R(f, x) > δ} = 0 ,
so R(f, x) = 0 for almost all x ∈ [a, b]. This means that P∆nf converges almost every-
where. It remains to show that this limit equals f a.e., but this is obtained by replacing
R(f, x) by | lim
n→∞
Pnf(x)− f(x)| in the above argument. 
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3 Convergence of P∆n(f) at the Lebesgue points
Here, we show that the estimate (2.1) for the Dirichlet kernel implies convergence of
P∆n(f, x) at the Lebesgue points of f . Since by the classical Lebesgue differentiation
theorem the set of all Lebesgue points has the full measure, this gives a more precise
version of Theorem 1.1.
We use standard arguments similar to those used in [7, Chapter 1, Theorem 2.4] for
integral operators, or in [9, Chapter 5.4] for wavelet expansions.
Recall that a point x is said to be a Lebesgue point of f , if
lim
I∋x, |I|→0
|I|−1
∫
I
|f(x)− f(y)| dy = 0 ,
where the limit is taken over all intervals I containing the point x, as the diameter of I
tends to zero.
Theorem 3.1 Let x be a Lebesgue point of the integrable function f , and let (∆n) be a sequence
of partitions of [a, b] with |∆n| → 0. Then,
lim
n→∞
P∆n(f, x) = f(x).
Proof. Let x be a Lebesgue point of f . Since the spline space Sk(∆n) contains constant
functions, we have
∫ b
a K∆n(x, y) dy = 1 for any x ∈ [a, b], so we need to prove that
∫ b
a
K∆n(x, y)[f(x) − f(y)] dy → 0 (n→∞). (3.1)
For r > 0, set Br(x) := [x− r, x+ r] ∩ [a, b]. Now, given ε > 0, let δ be such that
|I|−1
∫
I
|f(x) − f(y)| dy < ε (3.2)
for all intervals I with I ⊂ B2δ(x) and I ∋ x . Further, with θ ∈ (0, 1) from inequality
(2.1), takem and N = N(m) such that
θm < εδ , (m+ 2)|∆n| < δ ∀n ≥ N ,
and consider any such∆n.
1) Let |x− y| > δ, and let x ∈ Ii and y ∈ Ij . Then |i− j| > m and |Iij | > δ, hence, by
inequality (2.1) for the Dirichlet kernelK∆n ,
|K∆n(x, y)| ≤ Cθ
mδ−1 ≤ Cε .
As a consequence,
∫
|x−y|>δ
|K∆n(x, y)||f(x) − f(y)| dy ≤ Cε
∫ b
a
|f(x)− f(y)| dy ≤ 2Cε‖f‖1 . (3.3)
2) Let |x − y| ≤ δ, i.e. y ∈ Bδ(x), and let x ∈ Ii. Note that if Ij ∩ Bδ(x) 6= ∅, then
Ij ⊂ B2δ(x), hence Iij ⊂ B2δ(x) as well, and again, by inequality (2.1),
∫
Bδ(x)
|K∆n(x, y)||f(x)− f(y)| dy ≤
∑
j:Ij∩Bδ(x) 6=∅
∫
Ij
|K∆n(x, y)||f(x) − f(y)| dy
≤ C
∑
j:Iij⊂B2δ(x)
θ|i−j|
(
|Iij |
−1
∫
Iij
|f(x)− f(y)| dy
)
.
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By (3.2), since x ∈ Iij ⊂ B2δ(x), the terms in the parentheses are all bounded by ε,
therefore ∫
|x−y|<δ
|K∆n(x, y)||f(x) − f(y)| dy ≤ Cε
∑
j
θ|i−j| ≤ C1ε . (3.4)
Combining estimates (3.3) and (3.4) for the integration over |x− y| > δ and |x− y| < δ,
respectively, we obtain (3.1), i.e. convergence of P∆n(f, x) to f(x) at Lebesgue points
of f , provided |∆n| → 0. 
4 Proof of Theorem 1.2
We will prove (1.7) for i ≤ j. This proves also the case i ≥ j, since hij = hji and
aij = aji.
So, for the entries {aij} of the inverse of the matrix {〈Ni, Nj〉}, we want to show
that
|aij | ≤ K γ
|i−j|h−1ij , (4.1)
where hij is the length of a largest subinterval of [ti, tj+k]. The proof is based on the
following lemma.
Lemma 4.1 For any ∆n, let {aij} be the inverse of the B-spline Gram matrix {〈Ni, Nj〉}.
Then
|ais| ≤ K1 γ
|i−s|(max{κi, κs})
−1 , (4.2)
|aij | ≤ K2 γ
|ℓ−j|
ℓ+k−2∑
µ=ℓ−(k−1)
|aiµ| , i+ k ≤ ℓ < j , (4.3)
|aiµ| ≤ K3 max
µ−(k−1)≤s≤µ−1
|ais| , i < µ , (4.4)
whereKi > 0 and γ ∈ (0, 1) are some constants that depend only on k.
Remark 4.2 All three estimates are known in a sense. Inequalities (4.2) and (4.3) fol-
low from Demko’s theorem [6] on inverses of band matrices and the fact [12] that the
inverse of the Gram matrix G = {(Mi, Nj)}ni,j=1 satisfies ‖G
−1‖∞ < ck. Actually, (4.2)
was explicitly given by Ciesielski [4], while (4.3) is a part of Demko’s proof. Inequality
(4.4) appeared in Shadrin’s manuscript [11], and it does not use the uniform bound-
edness of ‖G−1‖∞. As those estimates are scattered in the aforementioned papers, we
extract the relevant parts from them and present the proofs of (4.2)–(4.4) in Sect. 5.
Proof of Theorem 1.2. Let Iℓ be a largest subinterval of [ti, tj+k], i.e.,
hij = max {hs}
j+k−1
s=i = hℓ .
1) If Iℓ belongs to the support of Ni or that of Nj , then
max(κi, κj) ≥ hℓ = hij ,
and, by (4.2),
|aij | ≤ K1 γ
|i−j|(max{κi, κj})
−1 ≤ K1 γ
|i−j|h−1ij ,
so (4.1) is true.
2) Now, assume that Iℓ does not belong to the supports of either Ni or Nj , i.e.,
i+ k ≤ ℓ < j .
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Consider the B-splines (Ns)
ℓ
s=ℓ+1−k whose support [ts, ts+k] contains Iℓ = [tℓ, tℓ+1].
Then
κs ≥ hℓ = hij , ℓ− (k − 1) ≤ s ≤ ℓ .
Using estimate (4.2), we obtain for such s
|ais| ≤ K1 γ
|i−s|κ−1s ≤ K1 γ
|i−s|h−1ij ≤ K1 γ
−kγ|i−ℓ|h−1ij ,
i.e.,
max
ℓ−(k−1)≤s≤ℓ
|ais| ≤ C1 γ
|i−ℓ|h−1ij . (4.5)
3) From (4.3), we have
|aij | ≤ 2(k − 1)K2γ
|ℓ−j| max
ℓ−(k−1)≤µ≤ℓ+k−2
|aiµ| . (4.6)
Note that (4.4) bounds |aiµ| in terms of of the absolute values of the k − 1 coefficients
that precede it, hence by induction and with the understanding thatK3 > 1,
|ai,ℓ+r| ≤ K
r
3 max
ℓ−(k−1)≤s≤ℓ
|ais|, r = 1, 2, . . . ,
therefore
max
ℓ−(k−1)≤µ≤ℓ+k−2
|aiµ| ≤ K
k−2
3 max
ℓ−(k−1)≤s≤ℓ
|ais|. (4.7)
Combining (4.6), (4.7) and (4.5), gives
|aij | ≤ 2(k − 1)K2γ
|ℓ−j|Kk−23 C1γ
|i−ℓ|h−1ij = K γ
|i−j|h−1ij ,
and that proves (4.1), hence (1.7). 
5 Proof of Lemma 4.1
Here, we prove the three parts of Lemma 4.1 as Lemmas 5.5, 5.6 and 5.7, respectively.
The proof is based on certain properties of the Gram matrix G := {〈Mi, Nj〉}ni,j=1 and
its inverseG−1 =: {bij}ni,j=1. Here, (Mi) is the sequence of the L1-normalized B-splines
on ∆n,
Mi :=
k
κi
Ni ,
∫ ti+k
ti
Mi(t) dt = 1.
First, we note that G is a banded matrix with max-norm one, i.e.,
〈Mi, Nj〉 = 0 for |i− j| > k − 1, ‖G‖∞ = 1, (5.1)
where the latter equality holds due to the fact that
∑
j |〈Mi, Nj〉| = 〈Mi,
∑
j Nj〉 =
〈Mi, 1〉 = 1. A less obvious property is the boundedness of ‖G−1‖∞.
Theorem 5.1 (Shadrin [12]) For any ∆n, with G := {〈Mi, Nj〉}ni,j=1, we have
‖G−1‖∞ ≤ ck , (5.2)
where ck is a constant that depends only on k.
We recall that (5.2) is equivalent to (1.1), i.e., the ℓ∞-norm boundedness of the inverse
G−1 of the Gramian is equivalent to the L∞-norm boundedness of the orthogonal
spline projector P∆n , namely, with some constant dk (e.g., the same as in (5.15)), we
have
1
d2k
‖G−1‖∞ ≤ ‖P∆n‖∞ ≤ ‖G
−1‖∞ .
Next, we apply the following theorem to G.
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Theorem 5.2 (Demko [6]) Let A = (αij) be an r-banded matrix, i.e., αij = 0 for |i− j| > r,
and let ‖A‖p ≤ c′ and ‖A−1‖p ≤ c′′ for some p ∈ [1,∞]. Then the elements of the inverse
A−1 =: (α
(−1)
ij ) decay exponentially away from the diagonal, precisely
|α
(−1)
ij | ≤ Kγ
|i−j| ,
whereK > 0 and γ ∈ (0, 1) are constants that depend only on c′, c′′ and r.
We will need two corollaries of this result.
Corollary 5.3 For any ∆n, with G = {〈Mi, Nj〉}
n
i,j=1, and G
−1 =: {bij}
n
i,j=1, we have
|bij | ≤ K0γ
|i−j| , (5.3)
whereK0 > 0 and γ ∈ (0, 1) are constants that depend only on k.
Proof. Indeed, by (5.1)-(5.2), we may apply Demko’s theorem to the Gram matrix G,
with c′ = 1, c′′ = ck, r = k − 1, and p =∞, and that gives the statement. 
Corollary 5.4 For any ∆n, with G = {〈Mi, Nj〉}
n
i,j=1,
‖G‖1 < c1, ‖G
−1‖1 < c2 , (5.4)
where c1, c2 depend only on k.
Proof. It follows from (5.3) that ‖G−1‖1 = maxj
∑
i |bij | is bounded, whereas ‖G‖1 is
bounded since G is a (k − 1)-banded matrix with nonnegative entries 〈Mi, Nj〉 ≤ 1. 
Now we turn to the proof of Lemma 4.1 starting with inequality (4.2).
Lemma 5.5 (Property (4.2)) Let {aij} be the inverse of the B-spline Grammatrix {〈Ni, Nj〉}.
Then
|ais| ≤ K1 γ
|i−s|(max{κi, κs})
−1 . (5.5)
Proof. As we mentioned earlier, this estimate was proved by Ciesielski [4, Property 6].
Here are the arguments. The elements of the two inverses {aij} = G
−1
0 and {bij} = G
−1
are connected by the formula
aij = bij(k/κj) = bji(k/κi) . (5.6)
Indeed, the identity Ni = κiMi/k implies that the matrix G0 := {〈Ni, Nj〉} is related to
G = {〈Mi, Nj〉} in the form
G0 = DG, whereD = diag [κ1/k, . . . , κn/k] .
Hence, G−10 = G
−1D−1, and the first equality in (5.6) follows. The second equality is a
consequence of the symmetry of G0, as then G
−1
0 is symmetric too, i.e., aij = aji. Then,
in (5.6) we may use the estimate |bij | ≤ K0γ|i−j| from (5.3), and (5.5) follows. 
Lemma 5.6 (Property (4.3)) Let {aij} be the inverse of the B-spline Grammatrix {〈Ni, Nj〉}.
Then
|aij | ≤ K2 γ
|ℓ−j|
ℓ+k−2∑
µ=ℓ−(k−1)
|aiµ| , i+ k ≤ ℓ < j . (5.7)
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Proof. 1) Since aij = bji(k/κi) by (5.6), it is sufficient to establish the same inequality
for the elements bji of the matrix G
−1 = (bij):
|bji| ≤ K2 γ
|ℓ−j|
ℓ+k−2∑
µ=ℓ−(k−1)
|bµi| . (5.8)
We fix i with 1 ≤ i ≤ n, and to simplify notations we write bj := bji, omitting i in the
subscripts. So, the vector b = (b1, . . . , bn)
T is the i-th column of G−1, hence
Gb = ei . (5.9)
2) The following arguments just repeat those in the proof of Theorem 5.2 used by
Demko [6] and extended by deBoor [2].
Form > i, set
b(m) = (0, 0, . . . , 0, bm, bm+1, . . . bn)
T .
With r := k − 1, the Gram matrix G = {(Mi, Nj)}ni,j=1 is r-banded, and that together
with (5.9) implies
suppGb(m) ⊂ [m− r,m+ (r − 1)] .
It follows that Gb(m) and Gb(m+2r) have disjoint support, therefore
‖Gb(m)‖1 + ‖Gb
(m+2r)‖1 = ‖Gb
(m) −Gb(m+2r)‖1 .
This yields
‖G−1‖−11 ( ‖b
(m)‖1 + ‖b
(m+2r)‖1) ≤ ‖Gb
(m)‖1 + ‖Gb
(m+2r)‖1
= ‖Gb(m) −Gb(m+2r)‖1
≤ ‖G‖1 ‖b
(m) − b(m+2r)‖1
= ‖G‖1 ( ‖b
(m)‖1 − ‖b
(m+2r)‖1) ,
i.e.,
‖b(m)‖1 + ‖b
(m+2r)‖1 ≤ c3 ( ‖b
(m)‖1 − ‖b
(m+2r)‖1) , (5.10)
where c3 = ‖G‖1‖G−1‖1 ≥ 1. This gives
‖b(m+2r)‖1 ≤ γ0 ‖b
(m)‖1, γ0 =
c3 − 1
c3 + 1
< 1 ,
where γ0 depends only on k since so does c3 = c1c2 by (5.4).
It follows that, for any j,m such that i < m ≤ j ≤ n, we have
|bj| ≤ ‖b
(j)‖1 ≤ γ
⌊ j−m
2r
⌋
0 ‖b
(m)‖1 ≤ γ
−1
0 γ
|j−m|/2r
0 ‖b
(m)‖1
=: c4 γ
|j−m| ‖b(m)‖1 .
Applying (5.10) to the last line, we obtain
|bj| ≤ c4 γ
|j−m| c3 (‖b
(m)‖1 − ‖b
(m+2r)‖1) = c5 γ
|j−m|
m+2r−1∑
µ=m
|bµ| .
Takingm = ℓ− r = ℓ− (k − 1), we bring this inequality to the form (5.8) needed:
|bj | = c5 γ
k−1γ|j−ℓ|
ℓ+k−2∑
µ=ℓ−(k−1)
|bµ| .
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Lemma 5.7 (Property (4.4)) Let {aij} be the inverse of the B-spline Grammatrix {〈Ni, Nj〉}.
Then
|aim| ≤ K3 max
m−(k−1)≤s≤m−1
|ais| , m > i, (5.11)
i.e., the absolute value of a coefficient following aii can be bounded in terms of the absolute
values of the k − 1 coefficients directly preceding that coefficient.
Proof. This estimate appeared in [11, proof of Lemma 7.1]. To adjust that proof to our
notations, we note that the basis {N∗i } dual to the B-spline basis {Ni} is given by the
formula
N∗i =
n∑
j=1
aijNj .
Indeed, from the definition of aij , we have 〈N∗i , Nm〉 =
∑n
j=1 aij〈Nj , Nm〉 = δim.
1) We fix i, write aj := aij omitting the index i, and form > i, set
ψm−(k−1) :=
n∑
j=m−(k−1)
ajNj , ψm :=
n∑
j=m
ajNj . (5.12)
Then, since suppNj = [tj , tj+k], it follows that
ψm−(k−1)(x) = N
∗
i (x), x ∈ [tm, b] ,
Therefore, ψm−(k−1) is orthogonal to span {Nj}
n
j=m, in particular to ψm. This gives
‖ψm−(k−1)‖
2
L2[tm,b]
+ ‖ψm‖
2
L2[tm,b]
= ‖ψm−(k−1) − ψm‖
2
L2[tm,b]
. (5.13)
2) Further, we have
Em = [tm, tm+k] ⊂ [tm, b] ,
whereas the equality ψm−(k−1) − ψm =
∑m−1
j=m−(k−1) ajNj implies
supp (ψm−(k−1) − ψm) ∩ [tm, b] = [tm, tm+k−1] ⊂ Em .
Therefore, from (5.13), we conclude
‖ψm−(k−1)‖
2
L2(Em)
+ ‖ψm‖
2
L2(Em)
≤ ‖ψm−(k−1) − ψm‖
2
L2(Em)
. (5.14)
3) Now recall that, by a theorem of de Boor (see [1] or [7, Chapter 5, Lemma 4.1]),
there is a constant dk that depends only on k such that
d−2k |cm|
2 ≤ |Em|
−1‖
n∑
j=1
cjNj‖
2
L2(Em)
∀cj ∈ R . (5.15)
(This gives the upper bound dk for the B-spline basis condition number.) So, applying
this estimate to the left-hand side of (5.14), where we use (5.12), we derive
2 d−2k |am|
2 ≤ |Em|
−1
(
‖ψm−(k−1)‖
2
L2(Em)
+ ‖ψm‖
2
L2(Em)
)
(5.14)
≤ |Em|
−1 ‖ψm−(k−1) − ψm‖
2
L2(Em)
≤ ‖ψm−(k−1) − ψm‖
2
L∞(Em)
(5.12)
= ‖
m−1∑
j=m−(k−1)
ajNj‖
2
L∞(Em)
≤ max
m−(k−1)≤s≤m−1
|as|
2 ,
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i.e.,
|am| ≤ K3 max
m−(k−1)≤s≤m−1
|as|
2 ,
and that proves (5.11). 
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