Abstract. This paper introduces PandA, a software framework for Pairings and Arithmetic. It is designed to bring together advances in the efficient computation of cryptographic pairings and the development and implementation of pairing-based protocols. The intention behind the PandA framework is to give protocol designers and implementors easy access to a toolbox of all functions needed for implementing pairing-based cryptographic protocols, while making it possible to use state-of-the-art algorithms for pairing computation and group arithmetic. PandA offers an API in the C programming language and all arithmetic operations run in constant time to protect against timing attacks. The framework also makes it easy to consistently test and benchmark the lower level functions used in pairing-based protocols.
Introduction
Since the late 1990s and early 2000s, when Ohgishi, Sakai, Kasahara [46, 51, 52] and Joux [39, 40] presented the first constructive uses of cryptographic pairings, many pairing-based cryptographic protocols have been proposed. Early work such as the identity-based encryption scheme by Boneh and Franklin [18] and the short signature scheme by Boneh, Lynn and Shacham [19] , were followed by a flood of papers presenting more and more pairing-based schemes with exciting, new cryptographic functionalities. Examples include schemes for hierarchical identity-based encryption [38, 29] , attribute-based encryption [50] , systems for non-interactive zero-knowledge proofs [35, 34] , and randomizable proofs and anonymous credentials [10] .
In a highly related-but often somewhat independent-line of research, the performance of pairing computation was drastically improved. Milestones in this line of research were the construction of various families of pairing-friendly curves (for an overview, see [28] ), many optimizations for the pairing algorithm including denominator elimination in the Miller loop [7] , faster algorithms to compute the final exponentiation [56] , and the introduction of loop-shortening techniques [36] , that lead to the notion of optimal pairings [60] . Recently, several papers presented high-speed software that computes 128-bit secure pairings for various Intel and AMD processors [45, 17, 5, 43] , and for ARM processors with NEON support [53] . These efforts reduced the time required to compute a pairing at the 128-bit security level on current processors to below 0.5 ms.
Unfortunately, these advances in pairing performance do not immediately speed up pairing-based protocols. The reason is that protocols need much more than just fast pairings. They need fast arithmetic in all involved groups, fast hashing into elliptic-curve groups, fast multi-scalar multiplication (and multiexponentiation), or specific optimizations for computing products of pairings. This means that, even if authors of speed-record papers for pairing computation make their software available, this software is typically not "complete" from a protocol designer's point of view, and does not necessarily include these other operations; and it is often not easy to use when it comes to prototyping a new pairing-based protocol to evaluate its practical performance. Also, once a protocol implementation has settled for one pairing library, it typically requires a significant effort to switch to another software or library.
Furthermore, as Scott points out in [54] , which optimizations to the pairing computation or other arithmetic operations are most useful, strongly depends on the pairing-based protocol that is being implemented. Pairings are used in such protocols in different flavors, where in some scenarios pairing computation is the dominant cost in the overall protocol and in others the large number of nonpairing operations may be the bottleneck (see, for example, [48] ). If the protocol contains many more group exponentiations than it has pairing computations, in some cases it might even make sense to choose different pairing-friendly curves to allow faster group operations at the cost of a slightly more expensive pairing (see the ratios of group exponentiation and pairing costs in [20] ). In an implementation that has been tailored for high-speed pairings only, it is often difficult to account for such trade-offs. This paper introduces PandA, a software framework that intends to address the above concerns by making improvements in pairing (and more generally group-arithmetic) performance easily usable for protocol designers. The project
