Let R denote any of the following classes: upper (lower) semi-Fredholm operators, Fredholm operators, upper (lower) semi-Weyl operators, Weyl operators, upper (lower) semi-Browder operators, Browder operators. For a bounded linear operator T on a Banach space X we prove that T = T M ⊕ T N with T M ∈ R and T N quasinilpotent (nilpotent) if and only if T admits a generalized Kato decomposition (T is of Kato type) and 0 is not an interior point of the corresponding spectrum σ R (T ) = {λ ∈ C : T − λ / ∈ R}. In addition, we show that every non-isolated boundary point of the spectrum σ R (T ) belongs to the generalized Kato spectrum of T .
Introduction
Given a Banach space X and an operator T ∈ L(X), T is Drazin (generalized Drazin) invertible if and only if T is the direct sum of an invertible and a nilpotent (quasinilpotent) operator [18, 22, 19] . M. Berkani proved that T is B-Fredholm if and only if T = T 1 ⊕ T 2 with T 1 Fredholm and T 2 nilpotent [5, Theorem 2.7] . Very recently, pseudo B-Fredholm and pseudo B-Weyl operators were defined in a sense that T is pseudo B-Fredholm (pseudo BWeyl) if T = T 1 ⊕ T 2 , where T 1 is Fredholm (Weyl) and T 2 is quasinilpotent [8, 26] . In accordance with these observations it is natural to study various types of the direct sums. Namely, let R denote any of the following classes: upper (lower) semi-Fredholm operators, Fredholm operators, upper (lower) semi-Weyl operators, Weyl operators, upper (lower) semi-Browder operators, Browder operators, bounded below operators, surjective operators, invertible operators. The main objective of this article is to provide necessary and sufficient conditions for an operator T ∈ L(X) to be the direct sum of an operator T 1 ∈ R and a quasinilpotent (nilpotent) operator T 2 . We approach the problem by using mainly the gap theory and the advantage of our method lies in the fact that it enables us to investigate all cases (for all R mentioned above) at the same time.
We are also able to derive some recent results in a different way. Namely, P. Aiena and E. Rosas prove in [2] that if T ∈ L(X) is of Kato type, then T (T ′ ) has the SVEP at 0 if and only if the approximate point (surjective) spectrum of T does not cluster at 0. Q. Jiang and H. Zhong extend this result to the operators that admit a generalized Kato decomposition [14] . They show that if T admits a GKD, T (T ′ ) has the SVEP at 0 if and only if 0 is not an accumulation point of its approximate point (surjective) spectrum, and it is exactly when 0 is not an interior point of the approximate point (surjective) spectrum of T . We extend these results to the cases of the essential spectra. Namely, we show for every class R mentioned earlier that if T admits a GKD (T is of Kato type), 0 is not an accumulation point of the spectrum σ R (T ) = {λ ∈ C : T − λ / ∈ R} if and only if 0 is not an interior point of σ R (T ). In particular, if R ∈ {bounded below operators, surjective operators} we obtain the result of Q. Jiang and H. Zhong. What is more, for T ∈ L(X) it is proved that if 0 is a boundary point of σ R (T ), T admits a GKD (T is of Kato type) if and only if T is the direct sum of an operator that belongs to the class R and a quasinilpotent (nilpotent) operator. In the special case of invertible operators from this we derive the result of P. Aiena and E. Rosas (the result of Q. Jiang and H. Zhong) which says that if 0 is a boundary point of the spectrum of T ∈ L(X), then T is of Kato type (T admits a GKD) if and only if T is Drazin (generalized Drazin) invertible; see [2, Theorem 2.9] and [14, Theorem 3.8] . It is worth mentioning that this result of P. Aiena and E. Rosas is an improvement of an earlier result of M. Berkani which shows that if 0 is isolated in the spectrum of T , then T is a B-Weyl operator if and only if it is Drazin invertible [7, Theorem 4.2] .
In Section 2 we set up terminology and recall necessary facts. Our main results are established in Section 3. Given an operator T ∈ L(X), X is a Banach space, we prove that T = T M ⊕T N with T M ∈ R and T N quasinilpotent if and only if T admits a generalized Kato decomposition and 0 is not an interior point of σ R (T ). What is more, the condition that T admits a generalized Kato decomposition cannot be omitted and it will be demonstrated by an example. We also show that necessary and sufficient for T ∈ L(X) to be the direct sum T = T M ⊕ T N with T M ∈ R and T N quasinilpotent is that T admits a generalized Kato decomposition and that 0 is not an accumulation point of the spectrum σ R (T ). If R is the class of invertible operators the condition that T admits a GKD is unnecessary [19, Theorem 7.1] . If σ R (T ) is any of the essential spectra we demonstrate by an example that this condition can not be excluded. If R represents the class of bounded below or surjective operators, we are not sure whether this condition can be omitted and it is an open question. Also, it is possible to obtain some results related to the B-Fredholm and B-Weyl operators. In particular, an operator T is B-Fredholm (B-Weyl) if and only if it is of Kato type and if 0 is not an interior point of its Fredholm (Weyl spectrum).
In the fourth section some applications are presented. We prove that every boundary point of σ R (T ), where R is any of the classes mentioned above, which is also an accumulation point of σ R (T ) belongs to the generalized Kato spectrum. In particular, if R is the class of invertible operators we obtain [14, Corollary 3.6] . If T ∈ L(X), let σ gDR (T ) be the set of all λ ∈ C such that T −λ can not be represented as the direct sum of an operator from the class R and a quasinilpotent operator. We show that the connected hull of the spectrum σ gDR (T ) coincide with the connected hull of the generalized Kato spectrum for every class R. In particular, the connected hulls of the generalized Drazin spectrum and the generalized Kato spectrum are equal. Moreover, the connected hulls of the B-Fredholm, B-Weyl, Drazin and of the Kato type spectrum are equal.
Preliminaries
Let N (N 0 ) denote the set of all positive (non-negative) integers, and let C denote the set of all complex numbers. Let X be an infinite dimensional Banach space and let L(X) be the Banach algebra of all bounded linear operators acting on X. Given T ∈ L(X), we denote by N (T ), R(T ) and σ(T ), the kernel, the range and the spectrum of T , respectively. In addition, α(T ) and β(T ) will stand for nullity and defect of T . The space of bounded linear functionals on X is denoted by X ′ . If K ⊂ C, then ∂K is the boundary of K, acc K is the set of accumulation points of K, iso K = K \ acc K and int K is the set of interior points of K. The group of all invertible operators is denoted by L(X) −1 .
Recall that T is said to be nilpotent when T n = 0 for some n ∈ N, while T is quasinilpotent if T n 1/n → 0, that is T − λ ∈ L(X) −1 for all complex λ = 0. An operator T ∈ L(X) is bounded below if there exists some c > 0 such that c x ≤ T x for every x ∈ X. Let M(X) denote the set of all bounded below operators, and let Q(X) denote the set of all surjective operators. The approximate point spectrum of T ∈ L(X) is defined by σ ap (T ) = {λ ∈ C : T − λ is not bounded below} and the surjective spectrum is defined by
The set of upper semi-Fredholm operators (lower semi-Fredholm operators) is denoted by Φ + (X) (Φ − (X)). If T is upper or lower semi-Fredholm operator then the index of T is defined as ind(T ) = α(T ) − β(T ). An operator T is Fredholm if both α(T ) and β(T ) are finite. We will denote by Φ(X) the set of Fredholm operators. The sets of upper semi-Weyl, lower semi Weyl and Weyl operators are defined by W + (X) = {T ∈ Φ + (X) : ind(T ) ≤ 0}, W − (X) = {T ∈ Φ − (X) : ind(T ) ≥ 0} and W(X) = {T ∈ Φ(X) : ind(T ) = 0}, respectively. B-Fredholm and B-Weyl operators were introduced and studied by M. Berkani [5, 6, 7] . An operator T ∈ L(X) is said to be BFredholm (B-Weyl) if there is n ∈ N such that R(T n ) is closed and the restriction T n ∈ L(R(T n )) of T to R(T n ) is Fredholm (Weyl). The BFredholm and the B-Weyl spectrum of T are defined by
Recall that T ∈ L(X) is said to be Riesz operator, if T − λ ∈ Φ(X) for every non-zero λ ∈ C.
The ascent of T is defined as asc(T ) = inf{n ∈ N 0 : N (T n ) = N (T n+1 )}, and descent of T is defined as dsc(T ) = inf{n ∈ N 0 : R(T n ) = R(T n+1 )}, where the infimum over the empty set is taken to be infinity. An operator T ∈ L(X) is upper semi-Browder if T is upper semi-Fredholm and asc(T ) < ∞. If T ∈ L(X) is lower semi-Fredholm and dsc(T ) < ∞, then T is lower semi-Browder. Let B + (X) (B − (X)) denote the set of all upper (lower) semiBrowder operators. The set of Browder operators is defined by
and N are two closed T -invariant subspaces of X such that X = M ⊕ N , we say that T is completely reduced by the pair (M, N ) and it is denoted by (M, N ) ∈ Red(T ). In this case we write T = T M ⊕ T N and say that T is the direct sum of T M and T N .
An operator T ∈ L(X) is said to admit a generalized Kato decomposition, abbreviated as GKD, if there exists a pair (M, N ) ∈ Red(T ) such that T M is Kato and T N is quasinilpotent. A relevant case is obtained if we assume that T N is nilpotent. In this case T is said to be of Kato type. An operator is said to be essentially Kato if it admits a GKD (M, N ) such that N is finite-dimensional. If T is essentially Kato then T N is nilpotent, since every quasinilpotent operator on a finite dimensional space is nilpotent. The classes Φ + (X), Φ − (X), Φ(X), B + (X), B − (X), B(X), W + (X), W − (X) and W(X) belong to the class of essentially Kato operators [24, Theorem 16.21] . For T ∈ L(X), the Kato spectrum, the essentially Kato spectrum, the Kato type spectrum and the generalized Kato spectrum are defined by
respectively. Clearly,
It is easy to verify that
The analytical core of T , denoted by K(T ), is the set of all x ∈ X for which there exist c > 0 and a sequence (x n ) n in X satisfying
An operator T ∈ L(X) is said to be generalized Drazin invertible, if there exists B ∈ L(X) such that
The generalized Drazin spectrum of T ∈ L(X) is defined by σ gD (T ) = {λ ∈ C : T − λ is not generalized Drazin invertible}.
The equivalent conditions to the existence of generalized Drazin inverse of a bounded operator are collected in the following theorem.
Theorem 2.1 (see [19] , [23] , [25] , [20] , [11] ). Let T ∈ L(X). The following conditions are equivalent:
(ii) There exists a bounded projection P on X which commutes with T such that T + P is invertible and T P is quasinilpotent;
(iv) There is a bounded projection P on X such that R(P ) = H 0 (T ) and
) with at least one of the component spaces closed.
For a subspace M of X its annihilator M ⊥ is defined by
Let M and L be two subspaces of X and let
It is known that [24, corollary 10.10]
If M and L are closed subspaces of X, then [24, Theorem 10.8]
Therefore, for closed subspaces M and L of X, according to (2.2), (2.3) and (2.4), there is implication
We use the following notation.
The sets
and contain L(X) −1 (for the openness of the set of upper (lower) semi-Browder operators see [21, Satz 4] ). The spectra σ R i (T ) = {λ ∈ C : T − λ ∈ R i }, 1 ≤ i ≤ 12, are non-empty and compact subsets of C. We write
We consider the following classes of bounded linear operators:
If T N mentioned in this definition is nilpotent then it is said that T belongs to the class 
The reason for introducing these names is that all these classes generalize the class of generalized Drazin invertible operators and, as we will see, may be characterized in a similar way as the class of generalized Drazin invertible operators. We remark that pseudo B-Fredholm operators and generalized Drazin Fredholm operators coincide, as well as, pseudo B-Weyl operators and generalized Drazin Weyl operators.
The following technical lemma will be useful in the sequel.
The following statements hold: 
(ii): Follows from (i). (iii): Suppose that T ∈ W + (X) and that T N is Weyl. According to (i) it follows that T M ∈ Φ + (X) and ind(T M ) = ind(T M ) + ind(T N ) = ind(T ) ≤ 0. Thus T M is upper semi-Weyl. The cases i = 5 and i = 6 can be proved similarly.
Main results
We start with the result which is essential for our work. 
Proposition 3.1. Let T ∈ L(X). Then the following implications hold:
and hence R(T −λ) is closed. By [24, Corollary 10.10], (3.1), (3.2) and (2.5), for all |λ| < δ the following holds
Suppose now that 0 ∈ acc ρ Φ + (T ) (0 ∈ acc ρ Φ − (T )). Then there exists µ such that 0 < |µ| < δ and T − µ is upper semi-Fredholm (lower semiFredholm), and so from (3.
(ii): Suppose that T is Kato and 0 ∈ acc ρ W + (T ). Then there exists δ > 0 such that (3.2) and (3.3) hold for all |λ| < δ. Since 0 ∈ acc ρ W + (T ) , there exists µ such that 0 < |µ| < δ and T − µ is upper semi-Weyl. From (3. (iii): Let T be Kato and let 0 ∈ acc ρ ap (T ) (0 ∈ acc ρ su (T )). Dealing as in the previous part of the proof we find δ > 0 and µ ∈ C, 0 < |µ| < δ, such that (3.2) and (3.3) hold for all |λ| < δ and T − µ is bounded below (surjective). From (3.3) it follows that dimN (T ) = dimN (T − µ) = 0 (codim R(T ) = codim R(T −µ) = 0), and so T is bounded below (surjective).
(iv): Let T be Kato and let 0 ∈ acc ρ B + (T ) (0 ∈ acc ρ B − (T )). Then there exists δ > 0 such that (3.2) and (3.3) hold for all |λ| < δ. From 0 ∈ acc ρ B + (T ) (0 ∈ acc ρ B − (T )) it follows that there exists µ such that 0 < |µ| < δ and T − µ is upper semi-Browder (lower semi-Browder). Since T − µ is Kato, from [24, Lemma 20.9] it follows that T − µ is bounded below (surjective). Now, as in the previous part of the proof, we can conclude that T is bounded below (surjective).
. Now by applying Lemma 2.2 we obtain that T − λ ∈ R i for 0 < |λ| < ǫ, and so 0 ∈ acc σ R i (T ).
We now state the first main result.
The following conditions are equivalent:
(ii) T admits a GKD and 0 ∈ acc σ R i (T ); (iii) T admits a GKD and 0 / ∈ int σ R i (T ); (iv) There exists a projection P ∈ L(X) that commutes with T such that T + P ∈ R i and T P is quasinilpotent. 
(ii) =⇒ (iii): Clear.
(iii) =⇒ (i): Let i ∈ {1, 2, 3}. Assume that T admits a GKD and 0 / ∈ int σ R i (T ), that is 0 ∈ acc ρ R i (T ). Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is quasinilpotent, and also, because of 0 ∈ acc ρ R i (T ), according to Lema 2.2(i), it follows that 0 ∈ acc ρ R i (T M ). From Proposition 3.1(i) it follows that T M ∈ R i , and so T ∈ gDR i (X).
Suppose that T admits a GKD and 0 / ∈ int σ W + (T ), i.e. 0 ∈ acc ρ W + (T ). Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is quasinilpotent. We show that 0 ∈ acc ρ W + (T M ). Let ǫ > 0. From 0 ∈ acc ρ W + (T ) it follows that there exists λ ∈ C such that 0 < |λ| < ǫ and T − λ ∈ W + (X). As T N is quasinilpotent, T N − λ is invertible, and so, according to Lema 2.2(iii), we conclude that
. Therefore, 0 ∈ acc ρ W + (T M ) and from Proposition 3.1(ii) it follows that T M is upper semi-Weyl, and so T ∈ gDW + (X). The cases i = 5 and i = 6 can be proved similarly.
(i) =⇒ (iv): Suppose that there exists (M, N ) ∈ Red(T ) such that T M ∈ R i and T N is quasinilpotent. Let P ∈ L(X) be a projection such that N (P ) = M and R(P ) = N . Then T P = P T and every element x ∈ X may be represented as x = x 1 + x 2 , where x 1 ∈ M and x 2 ∈ N . Also,
since T N is quasinilpotent. We obtain H 0 (T P ) = X, so T P is quasinilpotent.
, where I N is identity on N , we have that (T + P ) M ∈ R i and (T + P ) N ∈ R i and hence, T + P ∈ R i by Lemma 2.2(i) and (ii).
(iv) =⇒ (i): Assume that there exists a projection P ∈ L(X) that commutes with T such that T + P ∈ R i and T P is quasinilpotent. Put
since T P is quasinilpotent. It follows that H 0 (T N ) = N and hence, T N is quasinilpotent. It remains to prove that T M ∈ R i . For i ∈ {1, 2, 3}, by Lemma 2.2(i) we deduce that T M = (T + P ) M ∈ R i . Set i = 4. Since T N is quasinilpotent, it follows that T N + I N is invertible, where I N is identity on N . From T + P ∈ W + (X) and the decomposition
according to Lemma 2.2(iii), we conclude that T M ∈ W + (M ). For i = 5 and i = 6 we apply similar consideration.
Q. Jiang and H. Zhong show in [14] that if T ∈ L(X) admits a GKD, σ ap (T ) (σ su (T )) does not cluster at 0 if and only if 0 is not an interior point of σ ap (T ) (σ su (T )). In Theorems 3.4 and 3.5 we obtain their result in a different way and also provide further conditions that are equivalent to the previous two.
Theorem 3.4. Let T ∈ L(X). The following conditions are equivalent: (i) H 0 (T ) is closed and there exists a closed subspace M of X such that (M, H 0 (T )) ∈ Red(T ) and T (M ) is closed; (ii) There exists (M, N ) ∈ Red(T ) such that T M is bounded below and T N is quasinilpotent, that is T ∈ gDM(X);
(iii) T admits a GKD and 0 / ∈ acc σ ap (T ); (iv) T admits a GKD and 0 / ∈ int σ ap (T ); (v) There exists a bounded projection P on X which commutes with T such that T + P is bounded below and T P is quasinilpotent; (vi) There exists (M, N ) ∈ Red(T ) such that T M is upper semi-Browder and T N is quasinilpotent, that is T ∈ gDB + (X); (vii) T admits a GKD and 0 / ∈ acc σ B + (T ); (viii) T admits a GKD and 0 / ∈ int σ B + (T ); (ix) There exists a bounded projection P on X which commutes with T such that T + P is upper semi-Browder and T P is quasinilpotent.
In
particular, if T satisfies any of the conditions (i)-(ix), then the subspace N in (ii) is uniquely determined and N = H 0 (T ).

Proof. (i) =⇒ (ii): Suppose that H 0 (T ) is closed and that there exists a closed T -invariant subspace
is a closed subspace in M , we conclude that T M is bounded below.
(
ii) =⇒ (i): Assume that there exists (M, N ) ∈ Red(T ) such that T M is bounded below and T N is quasinilpotent. Then (M, N ) is a GKD for T , and so from [1, Corollary 1.69] it follows that
Since T M is bounded below, we get that H 0 (T M ) = {0} and hence H 0 (T ) = N . Therefore, H 0 (T ) is closed and complemented with M , (M, H 0 (T )) ∈ Red(T ), and T (M ) is closed because T M is bounded below.
The implications (ii) =⇒ (iii) and (vi) =⇒ (vii) can be proved analogously to the proof of the implication (i) =⇒ (ii) in Theorem 3.3. The implications (iii) =⇒ (iv) and (vii) =⇒ (viii) are clear.
(viii) =⇒ (ii): Let T admit a GKD and let 0 / ∈ int σ B + (T ), i.e. 0 ∈ acc ρ B + (T ). There exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is quasinilpotent. From 0 ∈ acc ρ B + (T ) it follows that 0 ∈ acc ρ B + (T M ) according to Lemma 2.2(i). From Proposition 3.1(iv) it follows that T M is bounded below, and hence T ∈ gDM(X).
(iv) =⇒ (ii): This implication can be proved by using Proposition 3.1(iii), analogously to the proof of the implication (viii) =⇒ (ii).
(ii) =⇒ (vi): Follows from the fact that every bounded below operator is upper semi-Browder.
The equivalences (v) ⇐⇒ (ii) and (vi) ⇐⇒ (ix) can be proved analogously to the equivalence (i) ⇐⇒ (iv) in Theorem 3.3. (ii) There exists (M, N ) ∈ Red(T ) such that T M is surjective and T N is quasinilpotent, that is T ∈ gDQ(X); (iii) T admits a GKD and 0 / ∈ acc σ su (T ); (iv) T admits a GKD and 0 / ∈ int σ su (T ); (v) There exists a bounded projection P on X which commutes with T such that T + P is surjective and T P is quasinilpotent; (vi) There exists (M, N ) ∈ Red(T ) such that T M is lower semi-Browder and T N is quasinilpotent, that is T ∈ gDB − (X); (vii) T admits a GKD and 0 / ∈ acc σ B − (T ); (viii) T admits a GKD and 0 / ∈ int σ B − (T ); (ix) There exists a bounded projection P on X which commutes with T such that T + P is lower semi-Browder and T P is quasinilpotent.
particular, if T satisfies any of the conditions (i)-(ix), then the subspace M in (ii) is uniquely determined and M = K(T ).
Proof. (i) =⇒ (ii): Assume that K(T ) is closed and that there exists a closed T -invariant subspace
(ii) =⇒ (i): Suppose that there exists (M, N ) ∈ Red(T ) such that T M is surjective and T N is quasinilpotent. Then (M, N ) is a GKD for T and from [1, Theorem 1.41] we obtain that K(T ) = K(T M ). Since T M is surjective, it follows that K(T M ) = M , and so K(T ) = M and K(T ) is closed. Thus (K(T ), N ) ∈ Red(T ) and since T N is quasinilpotent, we have that
The rest of the proof is similar to the proofs of Theorems 3.4 and 3.3.
The equivalences (i)⇐⇒(ii) of Theorem 3.4 and Theorem 3.5 were proved recently, see Proposition 3.2 and Proposition 3.4 in [13] , but we emphasize that the authors permanently use term "left invertible" instead of "bounded below" and "right invertible" instead of "surjective". Also, the equivalences (i)⇐⇒(v) of the theorems mentioned above are established in [10] .
Remark 3.6. If T is generalized Drazin invertible, then from Theorem 2.1 and Theorem 3.4 it follows that T is generalized Drazin bounded below and in that case the closed subspace M of X which satisfies the condition (i) in Theorem 3.4, i.e. such that (M, H 0 (T )) ∈ Red(T ) and T (M ) is closed, is uniquely determined-we show that it must be equal to K(T ). In other words, the projection P which satisfies the condition (v) in Theorem 3.4 is uniquely determined-it is equal to the spectral idempotent of T corresponding to the set {0}. Indeed, from Theorem 3.4 it follows that T = T M ⊕ T H 0 (T ) , T M is bounded below and T H 0 (T ) is quasinilpotent. Since T is generalized Drazin invertible, we have that 0 / ∈ acc σ(T ), and hence, 0 / ∈ acc σ(T M ). T M is Kato since it is bounded below, and so by Proposition 3.1(i) we obtain that T M is invertible. Since T admits a GKD (M, H 0 (T )), from [1, Theorem 3.15] it follows that M = K(T ). The similar observation can be stated in the context of Theorem 3.5.
In the following theorem we give several necessary and sufficient conditions for T ∈ L(X) to be generalized Drazin invertible.
Theorem 3.7. Let T ∈ L(X). The following conditions are equivalent: (i) T is generalized Drazin invertible;
(ii) T admits a GKD and 0 / ∈ int σ(T );
(iii) T admits a GKD and 0 / ∈ int σ B (T );
(iv) T admits a GKD and 0 / ∈ acc σ B (T );
There exists a bounded projection P on X which commutes with T such that T + P is Browder and T P is quasinilpotent.
Proof. Similar to the proof of Theorem 3.4.
Analysis similar to that in the proof of Theorem 3.3 gives the following result.
Theorem 3.8. Let T ∈ L(X) and 1 ≤ i ≤ 12. The following conditions are equivalent:
(ii) T is of Kato type and 0 ∈ acc σ R i (T ); (iii) T is of Kato type and 0 / ∈ int σ R i (T ); (iv) There exists a projection P ∈ L(X) that commutes with T such that T + P ∈ R i and T P is nilpotent. Remark 3.10. We remark that
Indeed, as the index is locally constant, the set Φ + (X) \ W + (X) = {T ∈ Φ(X) : ind(T ) > 0} is open, which implies that the set
. Hence, 0 ∈ acc σ W + (T ) and T / ∈ gDW + (X) according to Theorem 3.3. Similarly for the remaining inclusions.
The next example shows that the inclusions gDW + (X) ⊂ gDΦ + (X), gDW − (X) ⊂ gDΦ − (X) and gDW(X) ⊂ gDΦ(X) can be proper.
Example 3.11. Let U and V be the forward and the backward unilateral shifts defined on ℓ p (N), (1 ≤ p < ∞), respectively. The operators U and V are Fredholm, ind(U ) = −1 and ind(V ) = 1. Therefore, U ∈ Φ − (X) \ W − (X) and V ∈ Φ + (X) \ W + (X), and also U, V ∈ Φ(X) \ W(X). Hence, according to Remark 3.10, U ∈ gDΦ − (X) \ gDW − (X), V ∈ gDΦ + (X) \ gDW + (X) and U, V ∈ gDΦ(X) \ gDW(X).
We also show that the inclusions gDM(X) ⊂ gDW + (X) and gDQ(X) ⊂ gDW − (X) can be proper.
Example 3.12. Let U and V be as in Example 3.11 and let T = U ⊕ V . Then, according to Lemma 2.2(i), T is Fredholm and ind(T ) = ind(U ) + ind(V ) = 0. Thus T is Weyl and hence, T is generalized Drazin Weyl. Since σ ap (U ) = σ su (V ) = ∂D and σ su (U ) = σ ap (V ) = D, where D = {λ ∈ C : |λ| ≤ 1}, it follows that σ ap (T ) = σ ap (U ) ∪ σ ap (V ) = D and σ su (T ) = σ su (U )∪σ su (V ) = D. Therefore, 0 ∈ acc σ ap (T ) and 0 ∈ acc σ su (T ) and from Theorems 3.4 and 3.5 it follows that T is neither generalized Drazin bounded below nor generalized Drazin surjective.
Applications
For T ∈ L(X) we define the spectra with respect to the sets gDR i , 1 ≤ i ≤ 12, in a classical way,
From Theorems 3.3, 3.4 and 3.5 it follows that
(4.1)
From Theorem 3.8 we conclude
From (4.1) it follows that if T ∈ L(X) has the property that
Consequently, if σ(T ) is at most countable or contained in a line, then σ gK (T ) = σ gD (T ). Every self-adjoint, as well as, unitary operator on a Hilbert space have the spectrum contained in a line. The spectrum of polynomially meromorphic operator [16] is at most countable.
The following statements hold:
consists of at most countably many isolated points.
Proof. (i): It is obvious.
(ii): It suffices to prove that σ gDR i (T ) is closed since it is bounded by the part (i). If λ 0 ∈ σ gDR i (T ), then T −λ 0 ∈ gDR i and by Proposition 3.2 there exists ǫ > 0 such that T − λ 0 − λ ∈ R i ⊂ gDR i for 0 < |λ| < ǫ.
It means that open disc of radius ǫ centered at λ 0 is contained in the complement of
Applying Proposition 3.2 we obtain that λ ∈ iso σ R i (T ), and hence σ R i (T ) \ σ gDR i (T ) consists of at most countably many isolated points.
Corollary 4.2. Let T ∈ L(X). Then the following inclusions hold:
Proof. Follows from the equivalences (iii) ⇐⇒ (vii) and (iv) ⇐⇒ (viii) in Theorems 3.4 and 3.5.
Remark 4.3. Let T ∈ L(X) be a Riesz operator with infinite spectrum. It was shown in [14] that T does not admit a GKD. It is interesting to note that the same follows from Corollary 4.2. Namely, σ B (T ) = {0} and so 0 ∈ acc σ B (T ), while 0 ∈ acc σ(T ). Therefore, 0 ∈ acc σ(T ) \ acc σ B (T ) and hence 0 ∈ σ gK (T ) by Corollary 4.2. According to Theorems 3.4 and 3.5 it follows that T is not generalized Drazin bounded below (surjective), while according to Theorem 3.3 it follows that T is not generalized Drazin upper (lower) semi-Fredholm. From σ(T ) = σ ap (T ) = σ su (T ) and
This shows that the condition that the operator admits a GKD in the statements (iv), (vii) and (viii) of Theorems 3.4 and 3.5, as well as in the statements (ii), (iii) and (iv) of Theorem 3.7 and also, in the statements (ii) and (iii) of Theorem 3.3, can not be omitted.
The following question is natural.
Question 4.4. Does an operator which does not admit a GKD and such that 0 is not an accumulation point of its approximate point (resp. surjective) spectrum exist? If the answer is affirmative, then it means that the condition that T admits a GKD in the statements (iii) of Theorems 3.4 and 3.5 can not be omitted.
K. Miloud Hocine et al. [13, Theorems 3.16, 3.17] mentioned that the sufficient condition for T to be a sum of a bounded below (surjective) operator and a quasinilpotent one, is that 0 ∈ iso σ ap (T ) (0 ∈ iso σ su (T )), but they did not give the proof. In [4, Propositions 3.5, 3.7] the authors proved that the condition that 0 ∈ iso σ ap (T ) (0 ∈ iso σ su (T )) implies that T admits a GKD, but their proof is incorrect. Namely, from the assumption 0 ∈ iso σ ap (T ) they conclude wrongly that T is Kato (by incorrect using [9, Thèoréme 2.1]), and from this fact they obtain that T is bounded below, what is a contradiction-this would mean that for arbitrary bounded linear operator T , iso σ ap (T ) = ∅, which, of course, is not true.
We give an alternative proof of the inclusion
from Q. Jiang and H. Zhong's paper [14] (see Corollary 3.6 and Theorem 3.8), which does not require any use of the single-valued extension property. What is more, we establish the inclusions of the same type for other spectra. 
Moreover,
Proof. From Theorems 3.7 and 2.1, the equivalence (iii)⇐⇒(iv) in Theorems 3.4 and 3.5 and the equivalence (ii)⇐⇒(iii) in Theorem 3.3 it foollows that if T − λ ∈ L(X) admits a GKD, then
Therefore, we have the inclusions
Suppose that λ ∈ ∂σ B + (T ) and T −λ admits a GKD. Then λ / ∈ int σ B + (T ) and from the equivalence (viii)⇐⇒(iii) in Theorem 3.4 we get that λ / ∈ acc σ ap (T ). Therefore, if λ ∈ ∂σ B + (T ) ∩ acc σ ap (T ), then T − λ does not admit a GKD, i.e. λ ∈ σ gK (T ). The remaining inclusions can be proved analogously.
From (4.3) it follows that
which implies that
and hence ∂σ R i (T ) \ σ gK (T ) consist of at most countably many points.
The connected hull of a compact subset K of the complex plane C, denoted by ηK, is the complement of the unbounded component of C \ K ([12, Definition 7.10.1]). Given a compact subset K of the plane, a hole of K is a bounded component of C \ K, and so a hole of K is a component of ηK \ K. Generally ([12, Theorem 7.10.3]), for compact subsets H, K ⊂ C,
Evidently, if K ⊆ C is finite, then ηK = K. Therefore, for compact subsets H, K ⊆ C, ηK = ηH =⇒ (H is finite ⇐⇒ K is finite), (4.5) and in that case H = K.
For λ 0 ∈ C we set K(λ 0 , ǫ) = {λ ∈ C : |λ − λ 0 | < ǫ}.
and
Proof. According to (4.4) it is sufficient to prove the inclusions
Suppose that λ 0 ∈ ∂σ gD (T ). Since σ gD (T ) is closed, it follows that
We prove that
Suppose on the contrary that λ 0 ∈ int σ(T ). Then there exists an ǫ > 0 such that K(λ 0 , ǫ) ⊂ σ(T ). This means that K(λ 0 , ǫ) ⊂ int σ(T ) and hence, K(λ 0 , ǫ) ⊂ σ gD (T ), which contradicts the fact that λ 0 ∈ ∂σ gD (T ). Now from (4.7) and (4.8), it follows that λ 0 ∈ σ gK (T ). The inclusions (ii)-(ix) can be proved similarly to the inclusion (i).
From (4.5) and (4.6) it follows that σ gK (T ) is finite if and only if σ gDR i (T ) is finite for any i ∈ {1, . . . , 12} and in that case σ gK (T ) = σ gDR i (T ) for all i ∈ {1, . . . , 12}. In particular, σ gK (T ) is finite if and only if σ gD (T ) is finite, and in that case σ gK (T ) = σ gD (T ). Moreover, σ gK (T ) = ∅ if and only if σ gDR i (T ) = ∅ for any i ∈ {1, . . . , 12}, that is, if and only if σ(T ) is a finite set. The Drazin spectrum of T ∈ L(X) is defined as σ D (T ) = {λ ∈ C : T − λ is not Drazin invertible}. The generalized Drazin resolvent set of T ∈ L(X) is defined by ρ gK (T ) = C\σ gK (T ). As a consequence of Theorem 4.6 we get Theorem 3 in [15] , which was proved by using the technique based on the single-valued extension property. Proof. Since ρ gK (T ) has only one component, it follows that σ gK (T ) has no holes, and so σ gK (T ) = ησ gK (T ). From (4.6) it follows that σ gD (T ) ⊃ σ gK (T ) = ησ gK (T ) = ησ gD (T ) ⊃ σ gD (T ) and hence σ gD (T ) = σ gK (T ). Proof. From ∂σ R i (T ) ⊂ acc σ R i (T ) it follows that ∂σ R i (T ) ∩ acc σ R i (T ) = ∂σ R i (T ), and so from (4.3) it follows that ∂σ R i (T ) ⊂ σ gK (T ). (4.11) follows from (4.10) and (4.4).
The Goldberg spectrum of T ∈ L(X) is defined by σ ec (T ) = {λ ∈ C : R(T − λ) is not closed}.
Obviously, σ ec (T ) ⊂ σ R i (T ) for 1 ≤ i ≤ 12. It is not difficult to see that if K ⊂ C is compact, then for λ ∈ ∂K there is equivalence: λ ∈ iso K ⇐⇒ λ ∈ iso ∂K, that is, λ ∈ acc K ⇐⇒ λ ∈ acc ∂K. Now, as consequences we get Theorem 3.12 and Corollary 3.13 in [14] , as well as Theorems 3.8 and 3.9 in [3] .
Corollary 4.12 ([14] , [3] ). Let T ∈ L(X) be an operator for which σ ap (T ) = ∂σ(T ) and every λ ∈ ∂σ(T ) is not isolated in σ(T ). Then σ ec (T ) ⊂ σ ap (T ) = σ gK (T ) = σ Kt (T ) = σ eK (T ) = σ K (T ). (4.17)
Proof. From σ ap (T ) = ∂σ(T ) and (4.15) it follows that σ ap (T ) = ∂σ ap (T ), while from (4.14) it follows that every λ ∈ ∂σ(T ) is not isolated in ∂σ(T ), i.e. in σ ap (T ). Now from Theorem 4.10 we get (4.17).
Corollary 4.13 ([14] , [3] ). Let T ∈ L(X) be an operator for which σ su (T ) = ∂σ(T ) and every λ ∈ ∂σ(T ) is not isolated in σ(T ). Then σ ec (T ) ⊂ σ su (T ) = σ gK (T ) = σ Kt (T ) = σ eK (T ) = σ K (T ).
Proof. Follows from (4.16), (4.14) and Theorem 4.10, analogously to the proof of Corollary 4.12.
