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Spectroscopy of Charge Carriers at Ionic Liquid/Semiconductor Interfaces
Timothy Luke Atallah
The interface of semiconductors plays an important role in all semiconductor devices - often
defining the device’s properties. Ionic liquids are typically employed as gating dielectrics to
achieve high charge densities at semiconductor surfaces. Such ionic liquid/semiconductor
interfaces are usually studied using electrical transport techniques, which often have the
drawback of requiring modeling to achieve an understanding of the species involved in the
devices at the ionic liquid/semiconductor interfaces. Through the use of infra-red and optical
spectroscopy this work seeks to uncover the nature of charge carriers surface of both organic
semiconductors, specifically rubrene, and two dimensional semiconductors, specifically mono-
layer MoS2, and how these charges interact in the presence of mobile ions. I show that for
rubrene infra-red spectroscopy reveals with the formation of an ionic liquid/rubrene inter-
face the rubrene surface becomes intrinsically hole doped. Additionally, that when rubrene is
gated the ionic liquid to achieve high charge densities in rubrene there is a saturation of the
conductive species resulting in a lowering of hole mobility. In the case of monolayer MoS2
photoluminescence spectroscopy shows that forming the ionic liquid/MoS2 interface results
in mobile ions screen the charged defects in the MoS2 increasing the photoluminescence
intensity.
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Chapter 1
Charges at Semiconductor Interfaces
1.1 Introduction
Understanding semiconductor interfaces lies at the heart of explaining almost all mod-
ern electronic devices. In particular, for a field effect transistor (FET) the interface between
a semiconductor and gating dielectric can govern the overall device electrical transport prop-
erties as the dielectric material (or lack thereof) may modify how charges move in the semi-
conductor. In this thesis I present my work in understanding two different questions that
arise in two distinct semiconductor interfaces respectively:
1. Why is there a negative transconductance for the transport of holes in a
rubrene/ionic liquid (IL) gated FETs?
2. Can we understand and mitigate charge-defect scattering in monolayer
MoS2 using ILs?
1
1.2 Charge Transport at the Surface of Rubrene
1.2.1 Introduction to Organic Semiconductors for FETs
Over the past decades significant interest has existed in developing organic semiconduc-
tors for technological applications. Organic semiconductors are potentially lucrative since
they typically require lower temperature processing (including printable),1 making them a
much more economical material than conventional inorganic semiconductors like Si for device
fabrication and they are highly functionalizable: organic chemists are capable of appending a
variety of functional groups to the organic semiconductor molecules potentially tuning their
structural and electronic properties for niche applications.
However, years of research and development on these semiconductors have shown that
the advantages of organic semiconductors come with severe drawbacks: devices typically
are much less efficient to be competitive with their well established conventional Si or GaAs
Figure 1.1: (a) A plot of the hole mobility, µ, as function of reciprocal temperature, 1T , of an organic
polymer, p3HT, popularly used in FETs and photovoltaics (the percentages correspond to how well packed
the polymer is on the film). At lower 1T (or higher T ) the mobility is higher, indicating a slow thermally-
activated mobility. Reprinted by permission from Macmillan Publishers Ltd: Nature, reference 2, copyright
1999. (b) A plot of the hole mobility as function of temperature for TIPS-Pentacene, an oligoacene derivative.
With high enough driving voltage, VD, the mobility increases as temperature is lowered suggesting a bandlike
transport mechanism. Reprinted by permission from Macmillan Publishers Ltd: Nature Materials, reference
3, copyright 2010.
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rivals. This is largely due to the disorder in solution processed organic semiconductor films re-
sulting in small crystalline domains with many domain boundaries limiting charge transport
(this is particularly true for polymers2) and the strong electron-phonon coupling resulting
in self-trapped charges (i.e. small polarons4 and Frenkel excitons) which require thermal
activation for transport (figure 1.1 (a)) limiting the electron/hole/exciton mobilities in such
materials. Furthermore, organic semiconductors at their interface are more vulnerable to
oxidative stresses (unlike Si which grows a native oxide to protect from more damage): this
further hampers their charge transport capabilities by introducing deeper traps for charges
to get stuck in.5
Fortunately, one class of organic semiconductors that emerged as a champion in produc-
ing high mobility FETs: the oligacenes. In particular pentacene3 and rubrene6 (a tetracene
derivative) proved to have hole mobilities rivaling that of amorphous Si, band-like transport
(i.e. thermally deactivated mobilities shown in figure 1.1 (b)) and some resistance to devel-
oping surface defects. Rubrene in particular is of interest due to the ease of synthesis, ease
of sizable crystal growth and robustness against oxidation.7
1.2.2 Rubrene
Taking a closer look at rubrene: the transport properties are dominated by the elec-
tronic bands made up of π orbitals. The π being the highest occupied molecular orbital
(HOMO) which hybridizes into the valence band (VB) and the π∗ the lowest unoccupied
molecular orbital (LUMO) which hybridizes into the conduction band (CB). The Van der
Waals crystal packing structure for rubrene forms a herringbone geometry with rubrene’s
tetracene backbone (Figure 1.2) in the crystal’s a and b directions meaning the intramolec-
ular π − π stacking are dominantly along these axes.8 Hence, the crystal growth is more
favorable along these axes. This is also convenient since the π − π stacking results in fa-
vorable charge delocalization along these axes. Therefore, a and b crystalline axes have the
3
Figure 1.2: (a) Centimeter sized rubrene crystal with a ruler for reference. (b) Rubrene crystalline stacking
as viewed down the a axis, the b can be seen as how the oligoacene backbone allowing for intramolecular
π − π orbital stacking indicating favorable delocalization of the electronic wavefunction along that axis. (c)
Rubrene crystalline stacking as viewed down the c axis showing the herringbone geometry. Both the a and
b show π − π orbital stacking explaining the high mobility in those directions. Reprinted from 9, with the
permission of AIP Publishing.
highest hole mobilities. Large crystals along the a and b directions makes fabricating efficient
FETs relatively straightforward not requiring any costly lithographic techniques.6
Rubrene Crystal Growth by Physical Vapor Transport
The rubrene source material was purchased from a vendor. Rubrene crystals were
grown by horizontal physical vapor transport. Thick (> 10 µm in thickness) crystals with
single-crystalline surfaces (seen as highly reflective with no visual defects under optical mi-
croscopy) were selected for subsequent device fabrication. For good quality crystals, the
maximum temperature in the furnace was Tmax ∼ 310 °C and flow rate of N2 carrier gas
fN2 = 100 mL·min
−1; for poor quality crystals, Tmax ∼ 350 °C, fN2 > 100 mL·min
−1.10
4
1.2.3 Rubrene Field Effect Transistors
Metal-Insulator-Semiconductors Capacitors
Since rubrene grows large (∼ 1 cm2 as seen in figure 1.2 (a)) and high purity crys-
tals, macroscopic single crystal FET fabrication is straightforward. These FETs can then
be used to study the intrinsic electrical transport at the surface of the crystal (or rather at the
rubrene/dielectric interface). FETs can be thought of being made of metal-insulator(dielectric)-
semiconductor (MIS) capacitor and an additional electrode. Once the semiconductor/dielectric
interface (called the “channel”) is charged, current can flow through the surface of a semi-
conductor behaving like a (ideally, neglecting any many-body effects) metal.11 By applying
a gating voltage, VG, across the insulator the semiconductor’s band alignment shifts to place
the Fermi energy, EF , either in the conduction band (CB), resulting in electron doping or
valence band (VB) resulting in hole doping. This is schematically shown in figure 1.3.






(VG − VT ) (1.1)
where, q, corresponds to the amount of charge injected, A, the area of the insulator/ semi-
conductor interface, C, the capacitance as defined by the dielectric and geometry, VG, the
applied gate voltage across the MIS and VT the threshold voltage corresponding to the energy

















































































































































Figure 1.3: A simplified MIS capacitor geometry (top) with an energy level diagram (bottom) corresponding
to the scenario in the geometry above with different applied gate voltages, VG. (a) VG = 0 V so the EF
is in the semiconductor gap. (b) VG < 0 V such that there is an electric field across the insulator and the
semiconductor vacuum energy, EV ac, as been raised by eVG (e is the fundamental electric charge) and now
EF < ECB so holes have been injected into the semiconductor’s interface. (c) Now VG > 0 V and the
semiconductor vacuum energy, EV ac, as been lowered by eVG (e is the fundamental electric charge) and now
EF > ECB so electrons have been injected into the semiconductor’s interface.
Field Effect Transistors
Adding one more electrode (typically called a drain) to the device turns a MIS into
FET as illustrated in figure 1.4. Now applying a gate voltage, VG, charges the semiconductor
interface giving a surface charge density, ∂q
∂A
, as defined above in the MIS by equation 1.1.
Then applying bias across the source and drain, VSD that accumulated charge density flows
at the dielectric/semiconductor interface as a current, ISD. Hence, semiconductor/dielectric




















*In the idealized MIS shown in figure 1.3 gives VT =
|EV B−ECB |
2e . Typically, due to the presence of sub-
gap defect states, imperfect metal/semiconductor or semiconductor/dielectric interfaces, Schottky barriers,
etc... practically this relation rarely holds true.
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Figure 1.4: A schematic of an FET showing a semiconductor with a channel length, L, gated with an
insulator with capacitance, C and thickness, d. The charge density in the channel is given by equation 1.1,
which relies on applying a voltage, VG, across the gate and source electrode. Current flows through the
semiconductor channel at the semiconductor/dielectric interface when a voltage, VSD, is applied across the
source and drain electrodes.
with R (G) being the resistance (conductance) of the channel. ρ (g) correspond to the
sheet resistivity (conductivity) and the W
L
the ratio of the channel length, L, to width, W .
We can show that g depends on the amount of charge in the channel,
∂C
∂A
(VG − VT ), and










(VG − VT )VSD (1.3)
Hence, there is a linear transfer (i.e. ISD vs VG) and output relationship (i.e. ISD vs
VSD) as seen in figure 1.5(b). Note that this only holds true if we have a uniform charge
density across our semiconductor/dielectric interface. This requires:
|VSD| << (VG − VT ) (1.4)
7
If this does not hold true, then the charge density in the channel may deplete faster than it
can be recovered by the gating voltage, eventually achieving a saturation regime. This results
in different transfer and output characteristics and equation 1.3 is no longer applicable.11
We will focus on measurements within the linear regime.
Charge-Carrier Mobility, µ













from which we can extract the much sought after, µ, i.e. the ratio drift velocity of a charge,
v, to the applied electric field,|E|:
v = µ |E| (1.6)
at the semiconductor/dielectric interface. Semi-classically, µ represents the averaging of





with e being the elemental charge, m∗ the effective mass and 〈τ〉 the average scattering time
convolving scattering with/into/out-of traps, grain boundaries, interfacial defects, impuri-
ties, phonons, etc... For highly crystalline and pure conventional inorganic semiconductor
materials like single crystalline Si, Ge, GaAs the effective mass is small (given by the curva-
ture of the valence/conduction band, the effective charge mass, m∗, is less than the electron
mass) and long scattering times (i.e. the charge does not run into phonons and defects often)
the mobility is very high (µ (300 K) > 103 cm2V−1s−1) producing faster and more efficient
8
electronic devices. Furthermore, reducing the material’s temperature, T , reduces the proba-
bility of scattering with phonon modes, increasing τph, (which typically is the limiting factor
in pure and crystalline materials as effective mass is mostly temperature invariant) which
results in an increase in mobility (i.e. ∂µ
∂T
< 0); this is a hallmark for “bandlike” transport.
For most thin film organic semiconductors this is not the case: the electron/hole-phonon
coupling is so strong that the charge distorts the lattice around it, self-trapping and localiz-
ing the charge into a (small) polaron.4,15 This gives a very low mobility (µ < 0.1 cm2V−1s−1)
as the m∗ is very large since the charge is carrying the lattice distortion with it (equiva-
lently the polaron dispersion curvature is very small) and the dominating form of charge
drift is governed by phonon scattering resulting in ionization out of these self-traps which is




The situation becomes more interesting in the case of highly crystalline organic semi-
conductors, like rubrene. Being an organic semiconductor, the electron-phonon coupling is
still very strong, however in the case of a pristine single crystal there is no scattering from
impurities, defects and grain boundaries to localize the charge, hence the Bloch wave may
exist for the electron density in rubrene. Indeed when using a air-gated single-crystal FET
(hence any scattering from the dielectric/rubrene interface is suppressed and the properties
are solely from the rubrene surface itself), the mobility is shown to be tens of cm2V−1s−1
and thermally deactivated, ∂µ
∂T
< 0 as seen in figure 1.5 (c). These are clear signs of band-
like transport in the organic semiconductor making it ideal for studying to understand why
rubrene possesses these properties for designing other viable organic semiconductors.
Bandlike refers to electron/hole transport that behaves like a delocalized electron/hole within a ma-





Figure 1.5: (a) An illustration of a air-gated single crystal rubrene FET made from a PDMS stamp. (b)
Transfer curves from an air-gated single crystal rubrene FET, current through the channel, ISD (also seen is
IDS or ID), as function of gating voltage, VG. The different curves correspond to different voltages across the
source and drain, VSD. The mobility, µ, derived from equation 1.3. Figures (a) and (b) reprinted from 16,
with the permission of John Wiley and Sons Publishing. (c) Rubrene’s mobility as function of temperature
showing bandlike transport with ∂µ∂T < 0 for T > 160 K. The different curves show the mobilities along
the different axes of rubrene with π − π stacking. Figure (c) adapted with permission from reference 7.
Copyrighted by the American Physical Society.
1.2.4 Ionic Liquid Gating
However, another problem remains in organic FETs: the voltages required to turn on
the FETs for viable commerical usage are too high (VSD & VG > 5 V) to achieve reasonable
currents. One way to achieve a high current, ISD, is with a high charge density, as shown




If we consider the MIS part of the FET to be a parallel plate capacitor (which often gives









where ε0 is the vacuum permittivity, εr is the relative permittivity and d the thickness of
the dielectric. So to achieve a large capacitance one could use a dielectric with a larger εr
or a smaller d. A typical way to get a very small d, is gating using an ionic liquid (IL)
dielectric. An ionic liquid is an ionic compound (i.e. a salt) that is a liquid (i.e. molten) at
room temperature. An example ionic liquid is shown in figure 1.6(a).
Figure 1.6: (a) An example of ionic liquid, [1-butyl-1-methyl pyrrolidinium][tris(pentafluoroethyl)tri-
fluorophosphat] or [P14][FAP]. As with most ionic liquids it is made up of two greasy organic ions, making
crystallization less favorable. A schematic diagram showing the electric double layer in a rubrene IL MIS
capacitor geometry resulting in the hole injection at the rubrene surface. The right side figure illustrates
the chemical potential energy (or electric potential) as function of location along the thickness of the MIS
capacitor. Reprinted figure (b) with permission from 17: Yu Xia, Wei Xie, P. Paul Ruden, and C. Daniel
Frisbie, Phys. Rev. Lett., 105, 036802, 2010. Copyright 2010 by the American Physical Society.
When a VG is applied across an IL they form an electric double layer (EDL) with
ions at the surface of the electrodes (metal or semiconductor) giving an effective dEDL ∼ 1
nm. The electric potential in an IL MIS structure as a result of a VG is illustrated in
figure 1.6(b) showing the voltage drop on the rubrene/anion interface from the EDL. This
results in a capacitance on the order of ∂CIL
∂A




= 12 nF/cm2, two order of magnitudes lower). Hence, by applying
VG = −2 V with an IL gate we can achieve a σ,IL = 1×1013 holes per cm2. By injecting such
high charge densities, people have been able to achieve insulator-to-metal transitions18,19 and
even insulator-to-superconductor20,21 transitions for the first time. IL gated organic polymer
FETs have successfully been fabricated and showed an effective high hole doping density with
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|VG| < 5 V.22–25 However, it was shown that one limitation of polymer semiconductors gated
with ILs is that the FETs showed extreme hysteretic behavior (figure: 1.7(a)) due to the
electrochemical mixing above certain VGs as schematically shown in figure 1.7(b).
26–28 In
order to overcome this problem in organic polymer FETs we turn to single crystal organic
FETs.
Figure 1.7: (a) The tranfer curve from a IL gated p3HT FET showing a hysteresis, the forward sweep in
the VG results in a sudden spike in current in the channel, attributed to the electrochemical mixing. (b) A
illustration of the electrochemical mixing. Figures reprinted with permission from reference 26. Copyright
2010 American Chemical Society.
1.3 Monolayer MoS2 - A 2D Semiconductor
1.3.1 Introduction to the Monolayer Semiconductor MoS2
With the discovery of graphene in the 2000s, two-dimensional (2D) electronic materials
have gained popularity with material scientists. The first class of 2D semiconductors were
the transition metal dichalcogenides (TMDCs), derived from a class of layered Van der Waals
materials. The TMDCs slipperiness makes them ideal lubricants, most commonly MoS2 is
used for this. Due to its 2D nature, monolayer MoS2 is effectively all an interface: a perfect
model system for studying semiconductor interfaces. Applying the scotch tape mechanical
exfoliation method developed for graphene, researchers were able to achieve few-layer and
monolayer MoS2 (as seen in figure 1.8(b)) since the Van der Waals forces weakly hold the
12
layers together. A monolayer of MoS2 consists of three atomic layers, the bottom and top a
hexagonal grid of sulfur atoms and the middle layer is an offset hexagonal grid of molybdenum
atoms as seen in figure 1.8(a).
Figure 1.8: (a) A high-resolution ADF-STEM image of freely suspended monolayer MoS2 on a TEM grid.
The bright spots are molybdenum atoms; the grey spots are two stacked sulphur atoms. The lattice is
composed of hexagonal rings alternating molybdenum and sulphur sites. A side illustration of the MoS2
structure are overlaid at the bottom. Figure adapted by permission from Macmillan Publishers Ltd: Nature
Materials, reference 29, copyright 2013. (b) An optical reflectance image of exfoliated MoS2 on SiO2 showing
monolayer and few layer structure. Figures adapted with permission from reference 30. Copyright 2010
American Chemical Society.
1.3.2 Monolayer MoS2 Electronic Band Structure
The seminal work of Mak et al. showed that by exfoliating MoS2 to a monolayer
the material went from a indirect to a direct semiconductor.31 This is attributed to the
fact that the valence band minimum at the Γ-point forms from the overlap of intralayer
chalcogenide pz orbitals (and Mo d orbitals), hence, in the absence of other layers to couple
with the Γ-point possesses an energy below the K-point. The K-point electronic valence
band energy relies on the interlayer coupling of the Mo d orbitals and is unaffected by
the reducing MoS2 to monolayer.
30 Figure 1.9(a) shows a density functional theory (DFT)
with generalized gradient approximation (GGA) calculation of how the band structure of
MoS2 changes when moving from bulk to monolayer, resulting in the lowering of the Γ-point
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energy. Experimentally this is observed by the sudden extreme photoluminescence (PL)
enhancement when moving from a bilayer to monolayer MoS2 as seen in figure 1.9(b).
Figure 1.9: (a) Calculated band structures of bulk MoS2, four layer MoS2, bilayer MoS2, and monolayer
MoS2. The solid arrows indicate the lowest energy transitions. Bulk MoS2 is characterized by an indirect
bandgap. With transitioning to monolayer thickness, the indirect bandgap becomes larger, while the direct
remains unchanged becoming the lowest energy gap. An optical reflectance image of exfoliated MoS2 on
SiO2 showing monolayer and few layer structure. Figures adapted with permission from reference 30. Copy-
right 2010 American Chemical Society. (b) Photoluminescence spectra of bilayer (green) and monolayer
(red) MoS2. The emergence of the bright peak at ∼ 1.89 eV suggest the transition to a direct bandgap
semiconductor at monolayer. The inset shows the PL quantum yield as function of layer thickness: showing
many orders of magnitude increase as result of decreasing the number of layers of MoS2. Reprinted figure
(b) with permission from 31: Kin Fai Mak, Changgu Lee, James Hone, Jie Shan, and Tony F. Heinz, Phys.
Rev. Lett., 105, 136805, 2010. Copyright 2010 by the American Physical Society.
1.3.3 Monolayer MoS2: High Excitonic Binding Energy and Large
Rashba Split
High Excitonic Binding Energy
Another unique electronic effect as a result of MoS2 being reduced to a monolayer is
the large excitonic binding energy observed.32 Figure 1.10(a) shows the ionization potential
of the excitonic state significantly lower than the conduction band (CB) minimum. Typ-
ically in inorganic materials the dielectric screening of the excitonic potential (which can
by approximated as a hydrogenic species in the material with a dielectric constant of ε) is
very large. This results in a very small binding energy (a few meV, much lower than room
14
temperature thermal energy). However, due to the majority of the excitonic field lines in a
monolayer MoS2 existing outside the material, the dielectric screening is dominated by the
substrate and capping material - with free standing MoS2 this is simply the permittivity of
free space, ε0 as illustrated in figure 1.10(b).
Figure 1.10: (a) The ionization potentials of the electronic states within monolayer MoS2 and the corre-
sponding optical transitions. The dotted line below the conduction band (CB) is the excitonic state with
lower energy due to the excitonic binding energy. The two valence bands exist as a result of a Rashba split
due to spin orbit coupling. Figure reprinted from reference 33 under the Creative Commons Attribution
3.0 Unported License. (b) An illustration of an exciton in MoS2 showing the field lines which mostly exist
outside the monolayer in a dielectric ε0. (c) An absorption spectrum of monolayer MoS2 showing the two
exciton transitions (A and B) corresponding to the different Rashba bands. Reprinted by permission from
Macmillan Publishers Ltd: Nature Materials, reference 34, copyright 2013.
Large Rashba Split
Figure 1.10(a) also illustrates the lower energy valence band (VB) having two sub-
bands resulting from a Rasbha split in the MoS2 band structure from the spin-orbit coupling
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to the electronic states and the absence of inversion symmetry in the monolayer.35 This is
experimentally observed by the presence of a higher energy peak (typically referred to as the
B-exciton in the literature and seen in figure 1.10(a)) in the PL spectra and absorption (shown
in figure 1.10(c)) and the circularly polarized light selection rules.34 This has generated
interest in a new paradigm of (opto-)electronic devices based on spin, called spintronics or
valleytronics.35
Figure 1.11: The procedure of mechanically exfoliating a material using scotch tape: (a) & (b) Scotch tape
is used to pick up a few layers of the layered material then (c) the scotch tape with the layer material is
pressed against a new substrate and (d) a monolayer from that material is left behind. Figure reprinted from
reference 36, ©of The Royal Swedish Academy of Sciences. Reproduced by permission of IOP Publishing.
All rights reserved.
1.3.4 Production of Monolayer Semiconductor MoS2
While achieving 2D electronic materials has been of interest to scientists for a long
time, fabricating large enough crystals to investigate has been a large barrier to the pursuit
of such studies. The work of Novoselov and Gaim on mechanically exfoliated graphene
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monolayers opened the door to research on large (i.e. > 1 µm2) single crystals of 2D
materials.37 However, a practical limitation to exfoliation is the limited yield of 2D samples
and still prohibitively small sizes for commercial application. To overcome this, chemical
vapor deposition (CVD) has been developed in order to produce wafer scale amounts of
monolayer MoS2 making the prospect of 2D devices much more commercially viable.
29
Mechanical Exfoliation
The typical scotch-tape mechanical exfoliation process is illustrated above in figure 1.11.
Bulk MoS2 is stuck on a piece of scotch tape which is then repeatedly folded and unfolded
resulting thin flakes on the tape’s adhesive surface. Then the tape is pressed onto cleaned
Si:SiO2 substrates. After mild rubbing, the tape is peeled from the substrate, yielding some
monolayer MoS2 flakes. The size of single layers ranged from 1 to 10 µms.
31 An example of
exfoliated MoS2 is shown in 1.8(b).
Chemical Vapor Deposition
Figure 1.12: (a) An illustration showing one method of CVD growth of MoS2 in which a furnace with a
carrier gas takes the S and Mo and deposits them on the substrate in a cooler area to form the monolayer
MoS2. (b) A schematic of the hypothesized mechanism of the CVD method in (a). Figures (a) and (b)
reprinted from 38, with the permission of John Wiley and Sons Publishing. (c) An optical microscope image
of a CVD grown MoS2 monolayer. Figure reprinted by permission from Macmillan Publishers Ltd: Nature
Materials, reference 29, copyright 2013.
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CVD growth of monolayer MoS2 has been developed for growing both wafer sized
polycrystalline films and large monolayer single crystal triangular flakes.29 An illustration
of the setup is shown in figure 1.12(a). Figure 1.12(b) shows the proposed mechanism of
the CVD process.38 Cleaned Si:SiO2 substrates were placed at the center of a furnace beside
a MoO3-covered silicon substrate. ∼ 1 g of sublimated sulfur was placed at the opening
of the furnace where the sulfur reached an approximate maximum temperature of 600°C.
The center of the furnace was heated to 550°C over a period of 30 min (20°C/min) with a
nitrogen flow rate of 200 sccm. The furnace was then heated to 850°C at a slower pace of ∼
5°C /min. After sitting at this temperature for 10-15 minutes, the furnace was allowed to
cool naturally back to room temperature yielding the monolayer MoS2 triangular flakes as
seen in figure 1.12(c).
Figure 1.13: (a) An illustration of an HfO2 top gated MoS2 FET. (b) shows the corresponding FET transfer
curves at room temperature in the saturation regime. Figures reprinted by permission from Macmillan
Publishers Ltd: Nature Nanotechnology, reference 39, copyright 2011.
1.3.5 Monolayer Semiconductor MoS2 FETs
Monolayer MoS2 has shown promising uses in the fields of (opto-)electronics,
40–42 pho-
tonics,43 spintronics,35 sensors,44,45 catalysis46,47 and energy storage.48 FETs are of particular
interest as they show the charging and transport properties of MoS2. Figure 1.13(a) shows
a schematic of HfO2 gated monlayer MoS2 FET and (b) shows the corresponding transport
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properties.39 The mobility does show the bandlike behavior ( ∂µ
∂T
< 0) as expected; however
the mobility is typically only hundreds of cm2V−1s−1 at room temperature. This is far lower
than the predicted mobility of thousands of cm2V−1s−1. It is thought that the mobility is
limited by the contact resistance made to the MoS2 channel as well as the extensive number
of defects found in the material (to be discussed in a later chapter). Mitigating defects
and improving the mobility of 2D TMDCs is one of the biggest challenges that needs to be
addressed in the fabrication of 2D semiconductor devices.
Figure 1.14: (a) Plot of an IL gated few layer MoS2 FET sheet resistance as a function of temperature
showing a transition to superconductivity at around T = 10 K. (b) Illustration of the IL top gated MoS2
FET used to achieve superconductivity seen in (a). (c) Schematic of the electric double layer at the IL/MoS2
interface and the corresponding electric potential within the MoS2 resulting in a high enough charge density
to achieve superconductivity. Figures reprinted by permission from Macmillan Publishers Ltd: Nature
Physics, reference 49, copyright 2015.
IL Gated Superconducting MoS2
As with rubrene, IL was used as a gating dielectric in order to achieve high charge
densities within MoS2. Recent work by several research groups has shown that using an
IL gate (the FET is schematically shown in 1.14(b)) superconductivity can be achieved in
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monolayer MoS2 as displayed in the plot in figure 1.14(a).
49–51 This is due to the electric
double layer formed at IL/MoS2 interface as illustrated in figure 1.14(c).
The ability for IL to form an electric double layer at the MoS2 surface lends itself to the
hypothesis that it may be able to passivate existing charges at the surface - mitigating their
trapping effects. An idea shown to work in rubrene by Lee et al. using a dipolar liquid.52
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Chapter 2
Negative Transconductance in Ionic
Liquid Gated Rubrene Field Effect
Transistors
As mentioned previously single crystal rubrene shows relatively high mobilites (> 10
cm2 V−1 s−1)and bandlike transport. To overcome the high applied voltages needed in an
organic FET, using an IL dielectric with rubrene is an appropriate strategy. Furthermore,
being a well ordered single crystalline semiconductor, electrochemical mixing with the IL
is less favorable. However, when implementing the IL gated rubrene FET unconventional
behavior is observed:
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Figure 2.1: The left axis corresponds to the sheet conductance, σS , as a function of gate voltage, VG, over
three consecutive sweeps for a rubrene IL gated at T = 225 K. Both forward and reverse sweeps are shown.
The right axis and red open circles shows the hole density, p, as a function of VG. Figure reprinted from 53,
with the permission of John Wiley and Sons Publishing.
2.1 Negative Transconductance: Decreasing Mobility
With Increasing Charge Density
Figure 2.1 clearly shows the unusual behavior of the IL gated rubrene FET: the con-
ducitivity, σs in figure 2.1(a) drops when a more negative gate voltage is applied below
VG = −0.1 V, so even though this results in an increasing hole density at the IL/rubrene
interface. This suggests that as the density of holes increases the charges move more slowly.
Of course this is extremely unfavorable for the commercial viability of the IL gated rubrene
FET. In order to mitigate such FET behavior it is necessary to understand why this happens.
The hypothesis made by Xia et al. and then by Xie et al. was that beyond some
threshold charge density, the holes start to become localized in rubrene leading to two types
of conductive channels, one fast bandlike channel and another slow, thermally-activated
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hopping channel.17,53,54 As the hole density increases the holes localize and the hopping
channel becomes more dominant resulting in a decreasing conductance. The second peak
in the mobility was attributed to an optimal hole density which favors site-to-site hopping.
High densities result in too few sites for the holes to hop to since so many are filled at
high densities which then results in a drop in the conductance again (i.e. this is a basic
two dimensional percolation model). They showed that qualitatively this model showed a
similar behavior as was observed in the IL gated rubrene FETs. However, they were unable
to confirm this hypothesis using electrical transport methods - direct evidence for the nature
of the carriers was still missing and is required to test the model. IR spectroscopy is able to
access directly the nature of the charge carriers in the rubrene at the IL interface.
2.2 Ionic Liquid Gated Rubrene Devices
2.2.1 PDMS Stamps IL Rubrene FETs
Fabricating IL gated single crystal rubrene FETs is similar to the method used for air
gated FETs, except the air gap is filled with an IL dielectric. A master pattern is made on
a substrate using photolithography and wet polydimethylsiloxane (PDMS) is poured onto
the patterned substrate and allowed to dry. The dry PDMS is then removed possessing
raised pads of height, d, corresponding to the distance from the gate electrode and the
semiconductor. The pads are separated by a distance, L, corresponding to the FET channel
length. Then, 2 nm of Ti (or Cr, as a sticking layer) followed by up to 15 nm of Au are
deposited on the PDMS to serve as Ohmic contacts to the semiconductor. The rubrene
single crystal is then laminated on the top of the two raised pads completing the air gap
FET as shown in figure 1.5 (a). Finally, a drop of IL is placed in the gap between the raised
pads next to the rubrene crystal and the IL is drawn under the crystal by capillary action
completing the IL gated rubrene FET. A top down image of the device is shown in figure
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2.2(a) and (b) shows a cross-sectional schematic of the IL gated rubrene FET.17
Figure 2.2: (a) An optical microscope image of a PDMS stamp IL gated rubrene FET from reference 55.
Figure (a) reprinted from 55, with the permission of John Wiley and Sons Publishing. (b) A schematic
showing the cross-section of the PDMS stamp IL gated rubrene FET. Reprinted figure (b) with permission
from 17: Yu Xia, Wei Xie, P. Paul Ruden, and C. Daniel Frisbie, Phys. Rev. Lett., 105, 036802, 2010.
Copyright 2010 by the American Physical Society.
2.2.2 Ion Gel Gated Rubrene MIS Capacitors
While an FET can be used to study the charging of the IL/rubrene interface, a MIS
capacitor geometry is also sufficient. Employing a side-gated geometry with a ion gel (IG)
instead of an IL allows for the elimination of the Fabry-Pérot interference in the gap which
the IL exists.
Ion Gel
An IG typically is fabricated as a polymer electrolyte film, with charged side-chains
on a polymer mixed with mobile counter-ions (shown in figure 2.3(a)).56 Hence, due to the
mobile ions the IG has a similar high dielectric constant as an IL, with the added benefit of
having control over the shape of the dielectric (i.e. removing the disadvantages of having a
liquid). However, some IG developed are simply IL intercalated in a polymer matrix (shown
in figure 2.3(b)). This is analogous to a sponge which can hold the IL but inhibit its liquid-
like behavior by constraining it to its solid polymer shape. These IGs can be “cut-and-stuck”
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onto any location.57
Figure 2.3: (a) A comparison of ionic liquids and ion gels showing how the strengths of ILs are possessed
by IGs. Figure adapted with permission from reference 56. Copyright 2005 American Chemical Society. (b)
an example of a ion gel which is a mixture of a fluoropolymer and an IL.57
Ion Gel Preparation:57 Poly(vinylidene fluoride-co-hexafluoropropylene) (PVDF-HFP)
(Mn = 130000 g·mol−1 and Mw = 400000 g·mol−1) and 1-ethyl-3-methylimidazolium bis
(trifluoromethylsulfonyl)amide were codissolved in acetone at 60 °C in a 1:4:6 mass ratio
of the respective components. The warm solution was spun at 1200 rpm for 1 min onto a
2 cm × 2 cm glass slide made rough by sanding. The composition of the resultant film is
likely different from the original solution. The coated slide was then baked in a vacuum
overnight at ∼ 70 °C and stored in a glovebox before being used in the device fabrication.
The resulting ion-gel was smooth on one side (for contacting rubrene) and rough on the
other side (to avoid interference artifacts in optical spectroscopy).
IG Side Gated Rubrene MIS Capacitors
Capacitor Fabrication: (Illustrated below in figure 2.4.) Previously selected rubrene
crystals grown by physical vapor transport were masked and partially metalized with 40 nm
of Au (Base pressure ≤ 5 × 106 Torr and deposition rate ∼ 1 Å · s−1), leaving part of the
rubrene (001) crystal surface exposed. The rubrene crystal was then glued or taped on a
glass or silicon substrate covered with 100 nm of Au (with a 3 nm adhesion layer of Cr) as
the other electrode for the capacitor and a back mirror for IR spectroscopy. A 1 mil Au wire
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Figure 2.4: The fabrication scheme used to make IG gated rubrene MIS capacitors for IR spectroscopy
measurement. First the rubrene single crystals are grown using a physical vapor transport method. Then
gold electrodes are deposited onto part of the crystal, leaving the other part blank as a channel. The rubrene
with the gold electrodes is glued to a substrate with a gold film on as a gate electrode and mirror for IR
reflectance measurements. Finally, the electrodes are contacted with gold wire and an ion gel is laminated
on top.58
was then adhered to the Au on the rubrene crystal via graphite or silver conductive paste
(Ted Pella) and another wire was adhered to the gold-covered substrate by conductive paste.
A piece of the rough ion gel was cut from the roughened slide using a scalpel and laminated
on both the gold substrate and bare rubrene crystalline surface using tweezers. The gold was
covered with graphite conductive paste for the graphite capacitor electrode. A microscope
image of a completed MIS device is illustrated below in figure 2.5(a).
MIS Capacitor Effective Circuit: During the measurement the fabricated IG gated
rubrene MIS capacitor was put in series with a known high resistance, R, and the electrical
measurements were made with a Keithley 6517A Electrometer. Using the current flowing
through the circuit as function of time, IG (t), (shown in figure 2.5(c)) the contact resistance,
RC and the leakage resistance, RL were extracted given the following equations derived from
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Figure 2.5: (a) An optical microscope image of a IG gated rubrene MIS capacitor, IG is roughened to
minimize any Fabry-Pérot interference in the IR spectrum. (b) The equivalent circuit of the electrical
connections made to the IG gated rubrene MIS capacitor, with a known resistor, R, in series and accounting
for contact resistance, RC , and leakage current in RL as well as the capacitance, C. (c) The capacitor charging
current as function time (on the left axis) and the corresponding applied voltage, Vapplied as function time.
Figure (b) and (c) reprinted with permission from reference 58. Copyright 2015 American Chemical Society.
basic electrical circuit theory:12
RC =
(
Vg − VR (t = 0 s)









Hence, the RC ∼ 2 MΩ, effectively negligible compared to RL > 0.2 GΩ. We can
also extract the capacitance C from the figure 2.5(c) which shows a IG (t) over several cycles
of charging and discharging the capacitor with sharp steps in the gate voltage. We obtain
the total injected charge density, ∆σE, from the charging and discharging parts of the I/V
curve as ∆σE = (1/A)
∫
I (t) dt, where A is the interface area between rubrene and ion-gel
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Figure 2.6: (a) Plot of contact resistance, RC , as function of applied voltage, Vg, obtained from initial
charging and discharging potential drops, VR (t = 0 s), across a known resistor, R, and calculated using
equation 2.1. (b) Plot of contact resistance, RL, as function of applied voltage, Vg, obtained from final
charging and discharging potential drops, VR (t→∞), across a known resistor, R and calculated using
equation 2.2. Figures reprinted with permission from the supplementary material of reference 58. Copyright
2015 American Chemical Society.
and I (t) is the current. As we show below in Figure 3.5, a plot of ∆σE versus Vg shows a




Charge Saturation and Intrinsic
Doping in Electrolyte-Gated Organic
Semiconductors
58 As mentioned previously Frisbie and co-workers demonstrated negative transcon-
ductance in IL gated rubrene at a doping level of 1013 holes per cm2.17,53,54 These authors
attributed the anomalous transport behavior to carrier localization at high doping densities,
but the physical nature of the interface remains unclear. Hence, we turn to IR spectroscopy
to uncover details at the IL/rubrene interface.
Specifically charge-modulated Fourier transform infrared (CM-FTIR) spectroscopy59–61
is ideal to uncover the nature of electrolyte-gated doping of organic semiconductors at the
model interface between single-crystal rubrene and ion gel (IG). FTIR spectroscopy has been
used before to great success in unveiling the band-like transport and low effective mass of
holes injected into single crystal rubrene at lower charge densities (∼ 1012 holes per cm2)
with SiO2, parylene, or poly(para-xylylene) as dielectrics.
59–61 IR spectroscopy is sensitive
to the unique signatures for bandlike transport (the Drude peak)59 or thermally activated
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transport for localized polaronic species in the semiconductor15 as well as sensitivity to
vibronic coupling to the charged species.28
It is natural to apply CM-FTIR to study rubrene at a higher doping density enabled
by electrolyte gating. The ability to optically monitor charge (hole) density in the organic
semiconductor, in conjunction with electrical measurements, allows us to make two discov-
eries. First, we show that a high surface hole density (∼ 2× 1013 cm−2), as measured from
the free-carrier like hole absorbance in CM-FTIR spectroscopy, is formed in the organic
semiconductor upon formation of the ion-gel/rubrene interface, in the absence of gate bias.
Applying a positive gate voltage, Vappl > 0 V, we extract the free-carrier like holes introduced
by this intrinsic doping. Second, we find that with an increasingly negative applied voltage,
the change in surface free-carrier like hole density measured by optical absorption, ∆σIR,
reaches a plateau at ∼ 3 × 1013 holes cm2, while the injected total charge density deter-
mined electrically, ∆σE, continues to rise linearly. This saturation in the free-hole density
on the rubrene crystal correlates well with the drop in conductance observed in transport
measurements.17,53
3.1 Charge-Modulated Fourier-Transform Infra-Red Mi-
crospectroscopy
The devices were fabricated from single crystals of rubrene as described in the previous
chapter. In the CM-FTIR spectroscopic experiments, we apply a voltage between the two
metallic contacts and measure the charging and discharging characteristics of the capacitor
by electrical methods, while simultaneously measuring the IR absorbance spectra of the ion-
gel/rubrene structure. Figure 3.1(a) shows the sample design and the experimental setup,
and Figure 3.1(b) shows the equivalent electrical circuit. Because the leakage resistance (RL)
through the device is 1− 2 orders of magnitude higher than other resistances in the circuit,
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Figure 3.1: (a) Sample setup for the CM-FTIR experiment: A 40 nm Au thin film is deposited onto
part of a rubrene crystal via a shadow-mask. The sample is glued and spaced from a gold electrode/mirror
substrate (100 nm Au on glass). A piece of ion-gel is placed on top of the exposed rubrene [001] surface, and
part of the ion-gel is electrically contacted to the Au mirror with or without graphite paste. The device is
connected with gold wires to a Keithley 6517a voltage source and electrometer. IR light is focused onto the
device and, after reflection from the Au mirror, repasses through the device and directed to the detector.
(b) The equivalent circuit of the device. The applied gate voltage, Vappl, is from the Keithley 6517a, which
also gives total current. A known resistor, R = 11 MΩ, is used in series with the ion-gel/rubrene capacitor.
Quantitative modeling of the device gives a leakage resistance through the capacitor of RL = 1.0−0.2 GΩ (for
Vappl = −0.1 to −0.8 V) and a negligible contact resistance of RC ∼ 2 MΩ (SM1). (c) Molecular structures
of the ion gel and of rubrene. The ionic liquid consists of 1-ethyl-3-methylimidazolium (EMIM) cations
and bis(trifluoromethylsulfonyl)amide (TFSI) anions. The polymer matrix is poly(vinylidene fluoride-co-
hexafluoropropylene) (PVDF-HFP). (d) The upper, blue graph shows the current, ((Vappl − Vg)/R), flowing
through R for two charging (Vappl = −0.2 V) and discharging (Vappl = 0 V) cycles. The lower, red graph
shows the applied voltage, Vappl, of the corresponding cycles. The light red shade corresponds to when an
CM-FTIR spectrum, T (−0.2 V), is acquired after charging, while the gray shade corresponds to when an
CM-FTIR spectrum, T0, is acquired after discharging. Figures reprinted with permission from reference 58.
Copyright 2015 American Chemical Society.
we have Vg ≈ Vappl in the steady-state and there are negligible electrochemical effects, i.e., no
charge transfer between the rubrene and IG. Figure 3.1(c) illustrates the molecular structure
of the ion-gel and rubrene.
A Nicolet 6700 FTIR with a KBr beam splitter and Everglo IR light source coupled to a
Continuum IR microscope in reflection mode with a MCT-A detector and a Reflectochromat
15× objective was used. Sample was kept in a home-built, actively nitrogen-purged cell
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with a KBr window. The FTIR was controlled using OMNIC 9 software with an in-house
written Omnic Macro to interface with the Keithley Labview executable to allow for charge
modulation measurements.
In order to resolve the change in Mid-IR absorption induced by charging the rubrene
a charge modulation technique was employed. All spectra obtained, TVg (ω), are an average
of 4 spectra taken in under 1 s (within the limits of the instrument response time). FTIR
spectra, T0 V (ω), were obtained after waiting 3 s with Vg = 0 V to make sure the device was
completely discharged (shown in figure 3.1(d) by the grey bar), and then a known, fixed bias
was applied, Vapplied, for 3 s (shown in figure 3.1(d) by the red bar) to ensure the rubrene was
completely charged before obtaining another spectrum, TVg (ω). This yields a total charging
and discharging period, TCMS ∼ 8 s. A change in optical density ∆OD due to charging was
obtained for this pair of spectra by:
∆OD = 1− T (Vg)
T0
(3.1)




∼ 0.1 Hz and an averaged ∆OD is obtained:
























− 〈∆OD (ω, Vg)〉
)2
(3.3)
To account for any drift in the baseline of the system response such that 〈∆OD (ω →∞, Vg)〉 6=
0 (shown in figure 3.3), a constant, K, was subtracted from 〈∆OD (ω, Vg)〉:
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Figure 3.2: A schematic of the charge modulated Fourier transform IR spectroscopy on the IG gated
rubrene capacitor, showing the acquisition of the IR spectrum when no gating bias is applied and then the
acquisition after charge injection when a electromotive force, E = Vapplied is applied. The repetition of the
process at 0.1 Hz.58
〈∆OD (ω, Vg)〉corrected = 〈∆OD (ω, Vg)〉 −K (3.4)
Figure 3.3: Plot of change in optical density, ∆OD, as a result of charging at Vg = −0.5 V function
of wavenumber. The blue dots show the raw data and the red dots show the corrected data with C =
−4.3× 10−4. Figures reprinted with permission from the supplementary material of reference 58. Copyright
2015 American Chemical Society.
K was obtained by fitting the spectrum 〈∆OD (ω, Vg)〉 (neglecting areas with vibrational
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where A and K were allowed to vary as free parameters to the fit. K took values on the order
≤ |10−4| and could be positive or negative and show no correlation with Vg. Henceforth,
〈∆OD (ω, Vg)〉corrected is represented by ∆OD (ω, Vg).
For negative applied bias (Vg < 0 V), we see an induced absorption (∆OD > 0) over a
wide spectral range, with a magnitude that increases with decreasing wavenumber. This is
an optical signature qualitatively consistent with Drude absorption (∝ 1/ω2, where ω is the
light frequency) of free carries, as observed and analyzed previously for free-carrier like holes
in rubrene gated with other gate-dielectrics.59–61 Due to the limited spectroscopic window
here, we do not attempt to fit the broad spectral feature (rising ∆OD with decreasing
ω) to the Drude equation, but only to quantify the hole intensity from the absorbance.
With increasingly negative bias, the IR absorption increases, in proportion to the amount of
injected holes.62
For positive bias, we expect the rubrene to be depleted of holes and hence the IR
spectrum to remain unchanged with respect to Vg = 0. On the contrary, we find that this
bias regime exhibits bleaching, which precisely mirrors the induced-absorption features seen
for Vg < 0 V. This bleaching shows that free-carrier like holes are already present in the
rubrene at Vg = 0, and gradually get expelled as we increase the bias voltage. To trace the
density of mobile holes at the rubrene surface as a function of bias voltage, we integrate
∆OD over the spectral range of the broad peak. For each spectrum (i.e., each value of Vg),
this integral gives a scalar that is proportional to the density of optically accessible holes,
∆σIR ∝
∫
∆OD (ω) dω. Since we know the total amount of charge injected into the device
from the concurrent electrical measurement, we can calibrate ∆σIR to ∆σE in the low-bias
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Figure 3.4: IR absorption spectrum at difference applied voltage across the rubrene capacitor, Vg: from
bottom to top, Vg = 0.9 V to Vg = −0.8 V. All spectra are referenced to that at Vg = 0 V. The broad spec-
tral feature, which increases with decreasing wavenumber, is assigned to free-hole absorption in crystalline
rubrene. The sharp peaks on top of the broad feature are vibrational peaks of the ion-gel and rubrene. We
note the presence of extraneous features at 3600 cm−1 (broad) and below 1600 cm−1 and then at 2500 cm−1
that correspond to atmospheric fluctuations in water and CO2, respectively. The very low signal-to-noise
ratio at just above 3000 cm−1 corresponds to C-H stretches in the rubrene and ion gel absorbing all of the
photons of that energy range. Figure reprinted with permission from reference 58. Copyright 2015 American
Chemical Society.
regime (−0.2 V < Vg < 0.2 V), where both data sets are linear in Vg. The resulting ∆σIR
versus Vg is plotted in Figure 3.5a,b, along with the corresponding ∆σE versus Vg, for two
different samples. These devices were made with different materials for the electrical contact
to the IG, but nonetheless show similar results.
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Figure 3.5: Surface charge density in rubrene, ∆σ, as a function of gate bias, Vg for a device with (a)
graphite and (b) gold contact to the ion gel. The solid black circles are derived from the spectroscopic
signature of free-holes in rubrene, ∆σIR, and the solid gray curves are sigmoidal fits as guides for the
eye. The red dots are obtained from electrical charging/discharging measurements, ∆σE and are used to
calibrate the spectroscopy data (SI, section 3). Error bars are the standard error of the mean determined by
the averaging of charge modulation measurements. Inset in panel b shows spectroscopic ∆σ obtained for a
device fabricated from a rough rubrene crystal, and the blue curve is a sigmoidal fit as a guide for the eye.
(c) Conductance, G, defined as the drain current, Id (V g), divided by the source-drain voltage, Vsd = −0.1
V, of a rubrene [EMIM][TFSI] gated transistor as fabricated in reference 17. The device turns on when
Vg > 0 V due to the intrinsic doping of free charge carriers seen spectroscopically. The drop in conductance
when V g < −0.5 V corresponds to the saturation of free charge carriers observed in the CM spectra. Figures
reprinted with permission from reference 58. Copyright 2015 American Chemical Society.
3.2 Results and Discussion
In both samples, we see ∆σIR < 0 for Vg > 0 V, that is, holes getting removed from the
rubrene as the bias voltage increases from zero. The depletion only saturates for Vg > 0.9
V, which marks the point where (nearly) all delocalized holes have been expelled from the
rubrene. This corresponds to a density of ∼ 2 × 1013 mobile holes per cm2 present at the
rubrene surface at Vg = 0 V.
We note that ∆σIR also saturates for strongly negative bias, Vg < −0.5 V, whereas
the total amount of injected charge ∆σE (determined from the electrical data) remains
linear in Vg over a wider range. The broad IR absorbance feature (Figure 3.4) through the
semiconductor selectively probes the density of mobile and delocalized carriers. Thus, the
36
excess injection/extraction of charge beyond the saturation points in ∆σIR is attributed to
population and depletion of more localized sites, such as deep traps or small polarons, as
discussed further below.
The intrinsic (zero-bias) doping at the rubrene interface is orders of magnitude higher
than any residual doping in the bare crystal, and appears upon the formation of the semiconductor/ion-
gel interface. This phenomenon is also observed in transport measurement, which shows
conductivity through electrolyte-gated single-crystal rubrene transistors also in the absence
of applied gate voltage.17,53 An example of such a measurement is shown in Figure 3.5c. This
kind of intrinsic doping has not been observed in rubrene devices gated with conventional
dielectrics (without mobile ions).16,63,64 We conclude that there is a thermodynamic driving
force for capacitive charging of the organic semiconductor/ion-gel interface. Upon forming
the rubrene/ion-gel interface, the holes can latch to the surface of rubrene to stabilize the an-
ions on the ion-gel side. This is followed by additional hole injection from the metal electrode
(contacting rubrene) to reach a thermodynamic equilibrium. The opposite situation, i.e., the
accumulation of electrons at the rubrene surface to stabilize cations in the electrolyte, does
not occur because rubrene is predominantly a hole conductor. Holes move through rubrene
with little trapping and a high mobility (µh > 1 cm
2 V−1 s−1), while electron mobility is low
(µe < 1 cm
2 V−1 s−1) and is easily trapped. As such, there is a thermodynamic penalty for
the electrons to detrap and reach the interface. Furthermore, injecting electrons into rubrene
from the Au electrode is also unlikely due to a large energetic offset between the rubrene
conduction band and the Au Fermi level.65,66
Support for this interpretation can be found in the work of Podzorov and co-workers
who demonstrated the spontaneous accumulation of mobile holes and the healing of hole
traps at the crystalline interfaces between organic semiconductors, including rubrene, and
an inert polymer containing polar groups with large local dipole moment.52 In their case,
the intrinsically doped holes are stabilized by the local dipoles on the polymer chain, and
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the time profile of this doping process reflects the relaxation dynamics of the polymer chain.
Further support for this intrinsic doping mechanism emerges from a comparison be-
tween devices made from optimized rubrene single crystals with smooth surfaces (Figure
3.5a,b, main panels) and crystals with rough surfaces (Figure 3.5b, inset). We obtain the
latter by growing rubrene single crystals at temperatures and flow rates higher than those
at optimal conditions.67 Under these conditions, layer-by-layer growth in the rubrene a-b
plane is less favorable, resulting in a rough crystalline surface topology with steps in the c-
crystalline direction. The device with rough rubrene shows no intrinsic doping: the ∆σRoughIR
versus Vg curve shows an onset of injected hole density at Vg = 0 V. Since the hole mobility
along the c-direction is much lower than that along the a-b plane and is nearly the same as
electron mobility,9 the transport of holes along the rough rubrene crystalline surface must
overcome a large number of energy barriers due to steps along the c-direction. As a result,
holes are now inhibited like electrons from reaching the rubrene/IG interface. Thus, an
electric double layer cannot form without gate bias.
Having discussed the origin of the intrinsic doping, we now address the differences
between ∆σE and ∆σIR for |V g| > 0.5 V, as seen in figure 3.5a,b. While spectroscopic
measurements reveal saturation in ∆σIR at both the positive and negative extremes of Vg,
the electrical data indicate a linear dependence of ∆σE on Vg in the gate bias range inves-
tigated. To explain this, it is important to note that the broad IR absorbance measures
mobile carriers, while the electrical measurement counts the total charge. Hence, we con-
clude that holes injected at Vg < −0.5 V occupy states that are too localized to be detected
in the IR absorption. A related phenomenon is seen in measurements of electrical transport
through transistor devices (Figure 3.5c), where the drain-source conductance shows a de-
crease under moderately to strongly negative gating. Previous publications have attributed
this conductance drop to trapping by anion clusters forming at larger applied biases, a model
that is consistent with our data.17,53 In the positive saturation regime, Vg > 0.5 V, where
38
the IR spectroscopy tells us that the rubrene is depleted of mobile holes, the linear relation
between Vg and ∆σE still persists. This indicates further extraction of localized holes, e.g.,
from deep traps, which are IR-invisible and do not contribute to transport (Figure 3.5c).
Although transport measurements have generally shown the rubrene-electrolyte interface
to be robust,53 we cannot rule out electrochemical contributions to the capacitor charging
current.68
In summary, we carry out combined spectroscopy and electrical measurements on
a model electrolyte gated organic semiconductor interface: single crystal rubrene/ion-gel.
We unambiguously show the presence of a high density of intrinsic doping at the organic
semiconductor/ion-gel interface. We explain this intrinsic doping as resulting from a ther-
modynamic driving force. Spectroscopic measurements also reveal the saturation of free-hole
like carrier density at the rubrene/ion-gel interface at Vg < −0.5 V, which is commensurate
with the negative transconductance seen in transistor measurements.
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Chapter 4
Defects in Monolayer MoS2
As mentioned previously, one major limitation to the viability of MoS2 as a commercial
material is the prevalence of defects within the material.69–71 Also, this limits our ability to
study its intrinsic properties as a 2D semiconductor. Hence, devices typically have room
temperature mobilities on the order of hundreds cm2V−1s−1 39 and PL quantum yields on
the of only ∼ 0.1 %.72 Mid-gap states which serve as trapping and scattering sites (i.e. τ in
equation 1.7 becomes short) for moving charges and excitons are prevalent in MoS2.
Figure 4.1: (a) An STM image of a MoS2 surface showing sulphur missing in the lattice, the white circles
emphasizing a few sites. Figure adapted from reference 71 under the Creative Commons Attribution 4.0
International License. (b) A schematic showing sulfur (yellow spheres) vacancies in MoS2, the sulfur site




A major source of defects in MoS2 is known to the be the sulfur vacancies. During the
growth of the material it’s not uncommon for sulfur sites to not be completely filled. This is
clearly observed in the scanning tunneling microscopy of the monolayer MoS2 shown figure
4.1 (a).71
Removing the sulfurs monolayer lattice results in dangling bonds on the molybdenum
and locally positive charged sites. The Mo4+ is no longer completely charge balanced with two
S2−s which causes this local positive charge (illustrated in figure 4.1 (b)).71,73 The electrons
from the Mo dangling bonds without a sulfur to bond with are capable of being thermally
excited to the CB being in a shallow electron trap state. This raises the MoS2 Fermi energy
closer to the conduction band making the MoS2 typically intrinsically an n-doped material.
This can be seen in MoS2 FET transfer curves in figure 1.13 (b) in which the threshold
voltage is dramatically shifted to the negative voltages, showing that even ungated MoS2
has conductive electrons.39
Trion Quasiparticle
This excess electron density results in a rather special many-body effect within MoS2
optical properties: namely the formation of the trion species. A trion illustrated in figure
4.2 (b) is a quasiparticle made up of an exciton interacting with an additional charge, in
the case of MoS2, an electron.
34,74 Typically, the charge density required to observe such a
species is extremely high; however, since monolayer MoS2 is a 2D semiconductor the excess
electrons are only located on the 2D plane so the excitons formed after an optical excitation
will encounter a very high density of excess electrons, instead of diffusing freely in the bulk.
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The PL from the trion quasiparticle (labeled as A− in figure figure 4.2 (a)) is slightly red
shifted from the excitonic PL due to the additional binding energy of the three particle
interaction (instead of just the two particle excitonic interaction). The presence of the trion
within the PL is indicative of a rather defective MoS2 sample with many sulfur vacancies
and excess electrons. This results in MoS2 samples with very low PL quantum yields (i.e.
very dim PL) since there are many non-radiative recombination channels.
Figure 4.2: Figures adapted from reference 34 (a) A PL spectrum when the MoS2 is gated at different
voltages. There is a blue shift and a brightening of the PL as spectrum moves from being dominated by the
trion, A−, peak to the excition, A, peak due to the removal of electrons by the gating voltage. (b) shows an
illustration of top: an A exciton, showing strong interaction between the electron and the hole and bottom:
an A− trion with two electrons and a hole and resulting in an increased binding energy in comparison to the
exciton.
4.2 Uncharged Defects
Another major source of defects that hamper device performance are the uncharged
defects.75 These types of defects have haunted the semiconductor community since it’s in-
ception as they are ubiquitous and can be difficult to characterize. In the case of MoS2 these
can be a result of wrinkles or bubbles in the monolayer or local stretching/compression in
the lattice altering the band structure creating local minima.76 Another possible uncharged
defect is an atomic substitution within the lattice, such as a oxygen atom (also a chalcogenide
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with a common oxidation state of −2) replacing or filling a vacant sulfur site hence remain-
ing neutral but potentially leaving a mid-gap state.77–79 Finally, since monolayer MoS2 is
effectively entirely an interface, it is subject to any structural or electrostatic inhomogeneity
from its substrate strongly modulating its electronic properties.
4.3 Defect Mitigation Methods Through Surface/Interface
Treatment
Hence, in order to make the material more functional in electrical devices and access
MoS2’s intrinsic properties, many strategies have been employed to limit the effects traps by
chemically treating the interface or protecting it. In the following section I go through a few
illustrating the key points in what is required for treating monolayer MoS2.
4.3.1 Hexagonal Boronitride Encapsulation
One of the most common methods used to protect monolayer TMDCs is by encapsu-
lation in hexagonal boronitride (hBN). hBN also being a layered Van der Waals material,
but an insulator meshes well with the 2D paradigm as it can be easily exfoliated on to
MoS2 monolayer. Hence, by placing a monolayer of MoS2 sandwiched (illustrated in 4.3 (a))
between hBN the MoS2 PL and transport
81 properties have been shown to improve dramat-
ically. The monolayer is no longer in contact with the heterogeneous SiO2 and compressed
between the hBN forcing it to keep a flat structure. Figure 4.3 (b) shows the reflectivity and
the PL at T = 4 K showing a sharp line width, suppression of trap PL and a much higher
quantum yield.80,82
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Figure 4.3: (a) Top: an optical microscope image of a hBN encapsulate MoS2 monolayer on a SiO2
substrate. Bottom: an illustration of the cross-section of the hBN encapsulated MoS2 sample. (b) The PL
spectrum of encapsulated MoS2 (blue) and bare MoS2 (black) on SiO2 at 4 K as well as the reflectivity of the
encapsulated MoS2 (red). Encapsulation results in negligible homogeneous broadening and much brighter
excitonic PL intensity while diminished broad low energy trap emission implying a much higher sample
quality. Figures adapted from reference 80.
4.3.2 Self-Assembled Monolayers
Another method to deal with the substrate inhomogeneity is to grow a self-assembled
monolayer (SAM) on the substrate. By placing on SiO2 a monolayer of organic molecules
with fatty tails the monolayer TMDC is protected. Figure 4.4 shows the comparison of the
PL of MoSe2 when placed on a SiO2 substrate without a SAM (a) and with a SAM (b): the
trion peak was suppressed significantly and the homogeneous linewidth the of the peak also
narrowed.82
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Figure 4.4: (a) 4 K PL spectrum of bare MoSe2 on SiO2 and (b) MoSe2 with a SAM covered SiO2. Sample
quality has improved showing narrower peaks and a suppression of the trion emission. Figures reproduced
from reference 82 by permission of IOP Publishing. All rights reserved.
4.3.3 Oxygen Treatment
One method developed to deal with the sulfur vacancies in MoS2 is that of treating
the monolayer with oxygen. Figure 4.5(a) shows how an O2 molecule may sit favorably at a
sulfur vacancy site with an effective hole transfer to the O2 stabilizing the site and potentially
screen the positive charge. Figure 4.5(b) shows how the PL intensity increases as a result of
employing an oxygen plasma as well as a blue shift to the excitonic peak location away from
the trion species.73
Figure 4.5: (a) Top: a schematic of an O2 molecule sitting a sulfur vacancy site, bottom: (b) a close up of
the chemisorption of the O2 molecule at the sulphure vacancy and the localization of the hole wavefunction on
the O2. The enhanced PL spectra of MoS2 as function of O2 plasma irradiation time showing a brightening
and blue shift corresponding to the quenching of the trion, meaning removal of excess electrons. Figures
reprinted with permission from reference 73. Copyright 2016 American Chemical Society.
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4.3.4 Super Acid Treatment
Work by Amani et al. shows that by rinsing an exfoliated monolayer MoS2 they were
able to increase the PL quantum yield from ≤ 1 % to almost 100 %.72,83 This over two orders
of magnitude increase is shown by the images in figure 4.6.
Figure 4.6: Figures showing the PL image of monolayer MoS2 before and after treatment with the H[TFSI]
superacid resulting in over two orders of magnitude enhancement of PL - brightening the image significantly.
Adapted from 72. Reprinted with permission from AAAS.
What is of interest in the use of the super acid is that the anion component, bis(trifluoro-
methylsulfonyl)amide [TFSI], is also a common anion in an IL.17 Hence, what seems to be
happening is that anions are localizing on the positively charged sulfur vacancies and pas-
sivating them. Furthermore, the protons in the super acid is likely then reduced by the
MoS2 to evolve H2 gas, a process known to occur in highly defective MoS2 with lots of sulfur
vacancies (illustrated in figure 4.7).84
Figure 4.7: Schematic of the catalytic reduction of protons by the sulfur vacancies in MoS2. Figures
reprinted with permission from reference 84. Copyright 2016 American Chemical Society.
A general mechanism of treating charged defects at interfaces through electrostatic screening
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needs to be explored to confirm this hypothesis.
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Chapter 5
Electrostatic Screening of Charged
Defects in Monolayer MoS2
85 As mentioned previously monolayer transition-metal dichalcogenides (TMDCs)30,31
show promise as model systems for two-dimensional (2D) physics and for nanoscale electronic,
optoelectronic, and photonic devices.35,40,42,43,86–88 However, the prevalence of defects69–71
that serve as uncontrolled dopants, charge carrier traps, and non-radiative recombination
centers stand as a major barrier to studying intrinsic 2D physics and for the realization
of efficient monolayer devices.89–92 While optimizing the growth process of 2D materials
reduces atomic defects, other defects may form as a result of exfoliation, device fabrication,
and chemical/thermal damage. Furthermore, a monolayer TMDC effectively functions as an
interface making its electronic properties highly sensitive to its local environment, such as
chemical, topological, and electrostatic inhomogeneity on the supporting substrate surface.
Several strategies have been employed to mitigate or reduce traps in TMDC monolayers,
including super-acid treatments,72,83,93 molecular oxygen adsorption,73 substrate selection
or passivation,94 and encapsulation in hexagonal boron nitride.81,82,95 Here we demonstrate
a simple and reversible approach to reduce nonradiative trap centers in monolayer MoS2.
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Figure 5.1: (a) Optical microscope image of CVD MoS2 flakes (dark triangles) with Au metal contacts
(bright strips) on a SiO2/Si substrate. Scale bar (red): 10 µm. The inset shows schematically the sample
after contact with an ionic liquid; (b) Molecular formula of the ionic liquid and atomic model for a TMDC
monolayer. Figures reprinted with permission from reference 85. Copyright 2017 American Chemical Society.
We find that charged defects in MoS2 monolayers can be electrostatically passivated by
contact with ionic liquids (ILs). ILs are extensively used as gate dielectrics because the high
capacitance from the interfactial electric double layer formation enables very high charge
injection densities (> 1014 cm−2) at low gating voltages.1,20,96 Notably, high density doping
from IL gating has led to the demonstration of superconductivity in TMDCs.49–51 However,
electrostatic interaction also spontaneously occurs between the mobile ions in an IL and
charges on a semiconductor surface.58 Here we show that such interactions can reduce doping
and increase photoluminescence (PL) intensity by up to two orders of magnitude in TMDC
monolayers. We interpret these findings as the screening of charged trap sites in the TMDC
monolayer by mobile anions in the IL, an effect which is similar to the “healing” of surface
defects on organic semiconductors by local polar bonds in perfluoropolyether (PFPE).52
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5.1 IL/Monolayer MoS2 MIS Capacitor Fabrication
The samples used in the present study consist of monolayers of MoS2 from chemical
vapor depositions (CVD) or exfoliation. Typically, we chose monolayer TMDC flakes with
lateral dimensions of ∼ 10 µm either grown or exfoliated onto SiO2/Si substrates. Through e-
beam lithography we introduced Ti/Al/Au contacts (see optical microscope image in figure
5.1a). For larger samples we painted graphite (TEDPELLA) electrodes onto the MoS2
flakes. To form the TMDC/IL interface, we deposited a small drop of an IL on the sample
and then covered the sample with a glass coverslip. We performed all PL measurements at
room temperature in a dry N2 atmosphere or in vacuum on a home-built epi-fluorescence
microscope, with the excitation light from CW lasers emitting 532 nm or 514 nm and at
power densities of 4 kW·cm−2. We measured PL far (> 1 µm) from the electrodes to avoid
quenching by the Au/graphite.
5.2 IL/Monolayer MoS2 MIS Capacitor Photolumines-
cence Microspectroscopy
We carried out photoluminescence measurements using home-built far-field epi-fluor-
escence microscope set-ups (Olympus IX73 or Nikon TE300 inverted microscopes). We
mounted all samples in either a N2-gas-filled cell or evacuated cryostat for optical mea-
surements. The excitation light used was either a 532 nm commercial frequency doubled
YAG laser (MDL-III-532-200mW) or an Argon ion laser operating at 514.5 nm (CVI Melles-
Griot). The light was focused onto the sample surface by a 40×, NA 0.60 objective with
a correction collar (Olympus LUCPLFLN40X or Nikon CFISPLFLELWD40X). The laser
spot size was focused to spot size of 0.7 µm diameter. The emission from each monolayer
was collected by the same objective and focused into a spectrograph (Princeton Instrument
50
Acton SP2300i with a 300 mm−1 grating or Princeton Instruments Acton 300i with a 150
mm−1 grating) and detected by a CCD camera (charge-coupled device; PyLoN 400 or PI-
Photon). The instrument resolution was ∼ 0.4 nm. All measurements were carried out at
room temperature.
5.3 Results and Discussion
The PL yield from MoS2 monolayers are known to be low, typically < 1%, and vary
greatly depending on sample preparation.30,31,72,94 figure 5.2 shows representative PL spectra
(dashed curves) from different monolayer MoS2 flakes on the SiO2 surface. We find that
the PL intensity from these CVD samples vary by as much as one-order of magnitude from
sample to sample (dashed curves in figure 5.2a-c). Each PL spectrum features a main exciton
peak at 1.89 eV and a lower energy shoulder at ∼ 1.85 eV which is attributed to trions.34
After applying an IL to each monolayer MoS2 flake, we find that the PL intensity from the
exciton peak for each spectrum (solid curves in figures 5.2a, 5.2b or 5.2c) increases by one to
two orders of magnitude while the trion peak is no longer resolved relative to the dominant
exciton peak. Within experimental uncertainty, there is little change to the exciton peak
position before and after contact with IL. The removal of electrons from the MoS2 monolayer
has been shown to induce a small red-shift in the exciton PL peak,34 while the increased
dielectric screening by IL is expected to induce a blue-shift.97 For the sample in figure 5.2d,
the apparent “blue” shift with IL simply results from the fact that the lower-energy trion
emission dominates before IL contact, while the exciton emission dominates after IL.
The PL enhancement effect requires a grounded metal contact to the TMDC monolayer.
As shown in figure 5.2d for one CVD MoS2 flake, in the absence of a metal contact, the PL
increases only slightly (∼ 40%) upon contact with an IL (red dashed → red solid curve),
while the same sample shows an order of magnitude increase in PL intensity when grounded
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Figure 5.2: Photoluminescence (PL) spectra from MoS2 monolayers in the absence (dashed) and presence
(solid) of an ionic liquid for three different samples (a-c). Note the different scaling factors for the solid
curves: (a) x 0.01, (b) x 0.015, and (c) x 0.05. (d) PL spectra from two monolayer MoS2 flakes on the same
sample, one with (blue) and one without (red) Au electrode contact. The dashed and solid curves represent
the absence and presence, respectively, of ionic liquids. Figures reprinted with permission from reference 85.
Copyright 2017 American Chemical Society.
(blue dashed → blue solid curve). As we discuss in detail below, the necessity of electrical
grounding for the enhancement of PL intensity is consistent with the electrostatic screening
of charged defects by the high dielectric environment of an IL.
We quantitatively establish the correlation between the enhancement factor (γ) in PL
intensity (by IL) and the brightness of the sample for the CVD MoS2 monolayer samples,
such as those in figure 5.2. Here, we define γ as the ratio of the PL intensity in the presence
and absence of an ionic liquid. figure 5.3 plots γ versus the PL intensity in the absence of an
ionic liquid, I0ex, from the CVD MoS2 monolayer samples investigated here. The enhancement
factor, γ, rises monotonically with I0ex. The data point near the origin (triangle) is the average
value of measurements from a dim sample with pre-treated PL intensity approximately two-
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Figure 5.3: The enhancement factor (γ)in exciton intensity by the presence of an ionic liquid as a function
of the original exciton PL intensity (I0ex) of MoS2 monolayers. The solid circles are data points and the
dashed line is an exponential fit which serves as a guide to the eye. Figure reprinted with permission from
reference 85. Copyright 2017 American Chemical Society.
orders of magnitude lower than those from the bright samples (circles); the enhancement
factor from this dim sample was γ ≈ 1.5.
We test the reversibility of the PL enhancement effect by rinsing off and re-applying
the IL. As shown in figure 5.4 for a monolayer MoS2 flake with Au electrode contact, the
PL spectrum (blue dashed curve) initially shows low intensity, then is enhanced with the
addition of IL (blue solid curve). The PL intensity is reset to the initial level when we rinse
off the IL (red dashed curve) and is enhanced again when we reapply an IL to the MoS2
monolayer (red solid curve). Within experimental uncertainty (±20%) in PL intensity from
measurement to measurement, we conclude that the enhancement of the PL intensity by an
IL is reversible.
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Figure 5.4: Reversible effect of PL enhancement from a CVD MoS2 monolayer flake with an Au electrode
contact. The blue spectra are from MoS2 monolayers in the absence (dashed) and presence (solid) of an
ionic liquid. The red spectra show the PL spectra after removing the IL (dashed) and reapplying the IL
(solid). Figures reprinted with permission from reference 85. Copyright 2017 American Chemical Society.
The observed enhancement of the PL intensity by an IL and the reversibility of this
effect suggest an electrostatic origin, distinct from irreversible chemical treatments. Among
a number of defects identified in monolayer MoS2, the dominant kind is the S-vacancy, which
may lead to n-type doping and a positively charged site.69–71 The latter is shown in figure 5.5a
as a localized positive charge (red) with a delocalized electron (blue) in the MoS2 monolayer
(green). Upon treatment, the IL screens the localized charges, as schematically represented
by the binding of anions in the IL to the trapped positive charge in MoS2. The chemical
potential of the electron in the MoS2 monolayer is increased by such screening and this leads
to a depletion of electrons (i.e., majority carrier from n-type doping) from the conduction
band (figure 5.5b) into ground. This is consistent with the disappearance of the trion peak
in PL spectra after the MoS2 monolayer contacts the IL and the need of electrode contact
(figure 5.2). Both positively-charged and neutral traps located within the bandgap can serve
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as non-radiative recombination centers via Auger-type of mechanisms, as proposed by Wang
et al.91 The positively-charged traps can be reversibly passivated by ionic liquids, leading
to the enhancement in PL yield, but the charge-neutral traps cannot. Examples of charge-
neutral traps may include anti-sites and O-S substitutions.77–79,98 The co-existence of both
neutral and charged traps for non-radiative recombination can explain the observed strong
correlation between γ and I0ex as seen in figure 5.3. The concentrations of both types of traps
are likely correlated, i.e., both increase with increasing defect density. Since electrostatic
passivation by an IL only passivates the charged traps, the enhancement factor correlates
inversely with the neutral trap density or total defect density. This is responsible for the
positive correlation of γ with I0ex, figure 5.3.
The observed PL enhancement by an IL and the proposed electrostatic passivation
mechanism are consistent with previous reports of PL enhancement in MoS2 monolayer by
oxygen adsorption or super-acid treatment. Nan et al. reported PL intensity enhancement
by as large as 103 when defective MoS2 monolayers were treated with oxygen and suggested
that the adsorption of oxygen to S-vacancy sites is responsible.73 Since the chemisorbed
oxygen atoms/molecules should be in a partially reduced state (negatively charged), there
can be an electrostatic contribution to the passivation of positively charged traps. Javey
and coworkers reported the enhancement in PL efficiency to as large as unity when MoS2
monolayers were treated with a superacid, bis(trifluoromethane) sulfonimide (TFSI).72,83,93
TFSI is a common anion in ionic liquids. We posit that the reduction of TFSI by electrons in
the n-type MoS2 leads to hydrogen (gas) evolution, resulting in TFSI anions that passivate
positively charged defects/traps. In fact, several studies show that S-vacancies provide active
sites in MoS2 catalysts to evolve hydrogen gas.
84,99,100
In summary, we demonstrate the effective screening and passivation of charged defects
in monolayer MoS2, leading to an increase in the photoluminescence yield by up to two-orders
of magnitude. We show a correlation between the enhancement of photoluminescence yield
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Figure 5.5: Schematic illustration of the electrostatic passivation of positively charged defects in MoS2
monolayer (green) when it is contacted with an IL (blue). (a) Initially, the grounded MoS2 monolayer is
not in contact with the IL and so has local sulfur vacancies (shown by +) resulting in n-type doping with
delocalized electrons (shown by −). (b) After contacting with an IL, the anions screen the positive charge
traps and the excess electrons in MoS2 move to the ground. Figures reprinted with permission from reference
85. Copyright 2017 American Chemical Society.
with the brightness of the MoS2 monolayer sample and suggest the presence of both charged
and neutral non-radiative recombination centers. The former can be passivated by ionic
liquid, but the latter cannot. Electrostatic screening can be used as a means to passivate
56





Spectroscopy is a powerful method to uncover the underlying electronic properties in
semiconductor materials relevant for device application and complements well the electrical
transport measurements to understand the underlying physical species at dielectric/semiconductor
interfaces:
In the case of the ionic liquid/rubrene interface we see that ionic liquid can passively
hole dope the rubrene due to the high hole mobility relative to the electron mobility in
rubrene and that even though the electrical measurements show increasing hole injection
into the rubrene surface, the IR spectroscopy shows there is a saturation of mobile charge
carriers in the surface which is responsible for the lowering of mobility even though the
charge density ostensibly increases.
In the case of the ionic liquid/MoS2 interface PL spectroscopy reveals that there is
an enhancement in the PL intensity as result of the ionic liquid as well as a suppression in
the trion emission due to the electrostatic screening of the positive sulfur sites using the IL
dielectric, without even applying a voltage.
The ionic liquid/semiconductor interface while useful for devices in order to achieve
high charge densities within the semiconductor also show effects without any applied volt-
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ages due to the interacts of the ionic liquid with the electrical species at the interface of
semiconductors. It is important to consider these effects when employing an ionic liquid as
gating dielectric as it may not function as a conventional dielectric like SiO2 as a result.
Though these effects may not be detrimental as shown in the case of MoS2.
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