The multiplicative update (MU) algorithm has been extensively used to estimate the basis and coefficient matrices in nonnegative matrix factorization (NMF) problems under a wide range of divergences and regularizers. However, theoretical convergence guarantees have only been derived for a few special divergences without regularization. In this work, we provide a conceptually simple, self-contained, and unified proof for the convergence of the MU algorithm applied on NMF with a wide range of divergences and regularizers. Our main result shows the sequence of iterates (i.e., pairs of basis and coefficient matrices) produced by the MU algorithm converges to the set of stationary points of the nonconvex NMF optimization problem. Our proof strategy has the potential to open up new avenues for analyzing similar problems in machine learning and signal processing.
I. INTRODUCTION
N ONNEGATIVE Matrix Factorization (NMF) has been a popular dimensionality reduction technique in recent years, due to its non-subtractive and parts-based interpretation on the learned basis [2] . In the general formulation of NMF, given a nonnegative matrix V ∈ R F×N + , one seeks to find a nonnegative basis matrix W ∈ R F×K + and a nonnegative coefficient matrix H ∈ R K×N + such that V ≈ WH. To find such pair of matrices, a popular approach is to solve the optimization problem min W ≥0,H ≥0
Manuscript received June 7, 2017; revised August 22, 2017 and September 18, 2017; accepted September 18, 2017. Date of publication September 28, 2017 ; date of current version November 13, 2017. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Olivier Lezoray. This work was supported in part by the National University of Singapore Young Investigator Award under Grant R-263-000-B37-133. An abridged version of this paper was presented at the 2017 IEEE International Conference on Acoustics, Speech and Signal Processing [1] . where D(· ·) denotes the divergence (or distance) between two nonnegative matrices and W ≥ 0 (and H ≥ 0) denotes entrywise inequality. In the NMF literature, many algorithms have been proposed to solve (1) , including multiplicative updates (MU) [3] - [6] , block principal pivoting (BPP) [7] , projected gradient descent (PGD) [8] and the alternating direction method of multipliers (ADMM) [9] - [11] . However, some algorithms only solve (1) for certain divergences D(· ·). For example, the BPP algorithm is only applicable to the squared-Frobenius loss V − WH 2 F . Among all the algorithms, the MU algorithm has arguably the widest applicability-it has been used to solve (1) when D(· ·) belongs to the family of α-divergence [12] , β-divergence [5] , γ-divergence [13] , etc.
Despite the popularity of the MU algorithm, its convergence properties have not been studied systematically when the divergence is not the standard squared-Frobenius loss and when there are regularizers on W and H. To describe this problem precisely, let {(W t , H t )} ∞ t=1 be the sequence of pairs of basis and coefficient matrices generated by the MU algorithm, where t ≥ 1 denotes the iteration index. Many previous works [3] , [5] , [12] showed that the sequence of (nonnegative) objective values { (W t , H t )} ∞ t=1 in the MU algorithm is nonincreasing and hence the algorithm converges. However, the convergence of objective values does not imply the convergence of {(W t , H t )} ∞ t=1 , whose limit points (assuming they exist) serve as natural candidates for the output of the MU algorithm. The limit points of {(W t , H t )} ∞ t=1 tend to be empirically appealing, i.e., they represent each column of V (i.e., a data sample) as a linear combination of K nonnegative basis vectors in a meaningful manner [2] , [14] . As such, the convergence properties of {(W t , H t )} ∞ t=1 , and especially the optimality of its limit points, are of theoretical and practical importance.
A. Related Works
Due to the nonconvex nature of (1), algorithms that guarantee to converge to the global minima of (1) are in general out-of-reach. Indeed, [15] has shown that (1) is NP-hard. To ameliorate this situation, a line of works in which structural assumptions on the data matrix V-such as the separability [16] assumptions [17] -has emerged. Under such an assumption, polynomial-time algorithms [17] - [20] have been proposed to find W and H such that WH exactly equals V. However, for many applications in signal processing and machine learning, This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ the data matrix V does not strictly satisfy the aforementioned assumptions. In such scenarios, exact (nonnegative) factorization of V is generally infeasible.
As a result, given a general nonnegative matrix V, many works [3] - [10] only aim to reduce (or preserve) the function value of (·, ·) at each iteration t, hoping that the sequence {(W t , H t )} ∞ t=1 will converge to a limit point that is "reasonably good". To understand the theoretical convergence properties of this sequence, many works have been conducted [21] - [27] . In particular, for the MU algorithm, some representative works include [21] - [24] . When the divergence D(V WH) = 1 2 V − WH 2 F , Lin [21] and Gillis and Glineur [22] modified the algorithm originally proposed in [3] (in different ways), and proved the convergence of the modified algorithms to the set of stationary points 1 of (1). However, it is unclear that whether their approaches can be easily generalized to other divergences, e.g., the (generalized) Kullback-Leibler (KL) divergence. To overcome this restriction, the authors of [23] and [24] modified the nonnegativity constraints on W and H in (1) to W ≥ and H ≥ , for some > 0. Accordingly, they developed algorithms for this "positive matrix factorization" problem [28] with a wider class of divergences (including the β-divergences) and showed that their algorithms converge to the stationary points of the new problem. However, the convergence analyses in [23] and [24] are not applicable to the MU algorithms for the canonical NMF problem (in which W and H are allowed to have zero entries), which is of interest in many applications. In another related work [29] , the authors analyzed the stability of local minima of (1) under the MU algorithm, where D(· ·) belongs to the class of β-divergences. However, the stability analysis therein does not yield definite answers on whether (and when) the MU algorithm converges to any local minimum (or even stationary point) of (·, ·) if the algorithm is started at an arbitrary (feasible) starting point.
B. Motivations and Main Contributions
In this work, we analyze the convergence of the MU algorithm for regularized NMF problems with a general class of divergences, termed h-divergences (see Definition 1) in a unified manner. The set of h-divergences includes many important classes of divergences, including (but not limited to) α(α = 0), β, γ, α-β and Rényi divergences. For each class of divergences, the corresponding MU algorithm has been proposed in the literature [5] , [12] , [13] , [30] , but without convergence guarantees. In addition, we also include regularizers on W and H in the objective function. The purpose of including regularizers are twofold: (i) convenience of mathematical analysis and (ii) increased generality of problem setting. Although many MU algorithms have been proposed for NMF problems with various regularizers [31] - [34] , thus far, the convergence analyses of these algorithms are still lacking. The absence of theoretical convergence guarantees for the MU algorithms in the abovementioned cases thus becomes a major motivation of our work. 1 See Definition 5 for the definition of convergence of a sequence to a set.
Our contributions consist of two parts. First, we develop a unified MU algorithm for the NMF problem (1) with any (weighted) h-divergence and 1,1 (and Tikhonov) regularizers on W and H. Our algorithm subsumes many existing algorithms in previous works [3] - [6] as special cases. From our update rules, we discover that minimizing D(V WH) with the 1,1 regularization on W and H corresponds to a stability-preserving heuristic commonly employed in implementing the MU algorithms. (See Remark 10 for details.) Therefore, this justifies the need to incorporate 1,1 regularization into the NMF objective. Second, we conduct a novel convergence analysis for this unified MU algorithm, by making innovative use of the recently-proposed block majorization-minimization framework [35] - [37] . Our results show that the sequence of iterates {(W t , H t )} ∞ t=1 generated from our MU algorithm has at least one limit point and any limit point of this sequence is a stationary point of (1). Thus, for the first time, it is shown that the host of MU algorithms for the regularized NMF problems [31] - [34] enjoys theoretical convergence guarantees. 2
C. Notations
In this paper we use R + , R ++ and N to denote the set of nonnegative real numbers, positive real numbers and natural numbers (excluding zero) respectively. For n ∈ N, we define [n] {1, 2, . . . , n}. For any set X , we denote its interior and boundary by int X and bd X respectively. We use boldface capital letters, boldface lowercase letters and plain lowercase letters to denote matrices, vectors and scalars respectively. For a vector x, we denote its i-th entry, 1 and 2 norms as x i , x 1 and x 2 respectively. For a matrix X, we denote its (i, j)-th entry as x ij and its 1,1 norm as X 1,1 ij |x i,j |. In addition, for a scalar δ ∈ R, we use X = δ and X ≥ δ to denote entrywise equality and inequality. For matrices X and Y, we use X Y and X, Y to denote their Hadamard product and Frobenius inner product respectively. We use c = to denote equality up to additive constants. In this work, technical lemmas (whose indices begin with 'T') will appear in Appendix D.
II. PROBLEM FORMULATION

A. Definition of h-Divergences
Before introducing the notion of h-divergences, we first define an important function
where for any t ∈ R, the domain of σ, denoted by Ξ t , is given by the natural domain of σ → h(σ, t).
where ' c =' omits constants that are independent of V and μ p , ν pij , ζ p and ξ p are all real constants independent of V. 3 In addition, {ζ p } P p=1 are distinct and for any i ∈ [F ] and j ∈ [N ], there exists p ∈ [P ] such that ν p ij = 0.
Remark 1 (Scope of h-divergences): By choosing the constants μ p , ν pij , ζ p and ξ p in different ways, we obtain different h-divergences. The h-divergences subsume many important classes of divergences, including the families of α (α = 0), β, γ, α-β and Rényi divergences [5] , [6] , [12] , [13] , [30] . In particular, some important instances in the h-divergences include the Hellinger, Itakura-Saito (IS), KL and squared-Frobenius divergences. Each instance can be obtained by appropriately choosing the constants
for an example of how (3) yields the KL divergence with an appropriate set of parameters.
Remark 2 (Separable h-divergences): When μ p = ξ p = 1,
We term such a divergence as a separable h-divergence. In particular, any member in the classes of α-(for α = 0) or βdivergences is separable. For example, taking P = 2, ν 1ij = −v ij , ζ 1 = 0, ν 2ij = 1 and ζ 2 = 1, we obtain the KL divergence, which belongs to both classes (α-and β-divergences).
Remark 3 (Weighted h-divergences):
For some special instances in the class of h-divergences, such as squared Euclidean distance and KL divergence, a weighted version has been proposed and studied in the literature [38] - [42] . Based on Definition 1, we can also define weighted h-divergences, which subsume the aforementioned weighted divergences as special cases. Given a nonnegative matrix
Comparing (5) to (3), we observe that the only changes are the constants {ν pij } pij . These constants are independent of V. Therefore, our algorithms and convergence analysis developed for the h-divergences are also applicable to their weighted counterparts. Indeed, the weighted h-divergences in (5) are more general than h-divergences in (3), since by choosing M such that m ij = 1 for any i and j, we recover (3) from (5). 3 Note that ν p ij may depend on V.
B. Optimization Problem
For convenience, first define two functions φ 1 (·) · 1,1 and φ 2 (·) · 2 F . The first and second functions are known as the 1,1 and Tikhonov regularizers respectively. Accordingly, for any V ∈ R F×N + , define the regularized objective function
The optimization problem in this work can be stated succinctly as
Remark 4 (Explanations for the elastic-net regularization): The above regularizers involving φ 1 (·) and φ 2 (·) are collectively known as the elastic-net regularizer [43] in the literature. Both 1,1 and Tikhonov regularizers have been widely employed in the NMF literature. Specifically, the 1,1 regularizer promotes element-wise sparsity on the basis matrix W and coefficient matrix H [31] , thereby enhancing the interpretability of both basis vectors and the conic combination model in NMF. The Tikhonov regularizer promotes smoothness on W and H and also prevents overfitting [44] .
Remark 5 (Positivity of λ 1 and λ 1 ): We require both λ 1 and λ 1 to be positive for both convenience of analysis and numerical stability. Specifically, the inclusion of 1,1 regularization on W and H ensures that both W → (W, H) and H → (W, H) coercive, a property that we will leverage in our analysis. In addition, as will be shown in Proposition 2, the positivity of λ 1 and λ 1 prevents the denominators in the multiplicative update rules of W and H from being arbitrarily close to zero, thereby ensuring that the updates in the MU algorithm are numerically stable.
III. ALGORITHMS
In this section we first define the notions of surrogate functions and first-order surrogate functions. Next, we present a general framework for deriving the MU algorithm for the problem (7), based on majorization-minimization [6] . This framework is sufficient for our convergence analysis. However, as side contributions, we also present a systematic procedure to construct first-order surrogate functions of (W, H) → (W, H) for W (resp. H) and to derive the specific multiplicative update rules for W (resp. H). Finally, we discuss how to apply these techniques to the family of α-divergences and how to extend the techniques to the dual KL divergence.
A. First-Order Surrogate Functions
Before defining the first-order surrogate function, we first introduce the notion of directional derivative. Many functions (including our objective function in (6)) have well-defined directional derivatives on the boundary of some closed convex set, although they may not be differentiable on this boundary. Definition 2 (Directional derivative; [45] ): Let X be a Hilbert space and K ⊆ X be a closed convex set. Consider a function f :
Definition 3: Given n finite-dimensional real Euclidean
, let X i be a closed and convex set in X i . Define X n i=1 X i . For any x ∈ X , denote its n-block form as (x 1 , . . . , x n ), where for any i ∈ [n], x i ∈ X i denotes the i-th block of x. Consider a directionally differentiable function f : X → R. For any i ∈ [n], a first-order surrogate function of (x 1 , . . . , x n ) → f (x 1 , . . . , x n ) for x i , denoted as F i (·|·) : X i × X → R, satisfies the following five properties:
If F i (·|·) only satisfies properties (P1) to (P3), then it is called a surrogate function of f for x i . Note that in general, (first-order) surrogate functions may not be unique.
Remark 6 (Implications of properties (P1) to (P5)): From (P5), we know that if a minimizer of F i (·| x) over X i exists, then it is unique. For now, let us denote it as x * i . From both (P1) and (P2), we can deduce that f ( x 1 , . . . , x * i , . . . , x n ) ≤ f ( x). In addition, (P3) ensures that minimizing x i → F i (x i | x) over X i yields a multiplicative update for the i-th block x i . Finally, (P4) ensures that for any x ∈ X and i ∈ [n], the directional derivative of F i (·| x) agrees with that of f i (·| x) at x i . This property will be leveraged in our convergence analysis.
Remark 7 (Constant difference):
With a slight abuse of terminology, we shall term any function
by a constant that is independent of x i . This is because such a constant difference does not affect the minimizer(s) of F i (·| x) or F i (·| x) over X i or their gradients w.r.t. x i . Consequently, it does not affect the resulting multiplicative updates for x i or the convergence analysis in Section IV.
B. General Framework for Multiplicative Updates
The general framework for deriving the MU algorithm for (7) is shown in Algorithm 1, where G 1 (·|·) and G 2 (·|·) denote the first-order surrogate functions of (W, H) → (W, H) for W and H respectively. As will be shown in Proposition 2, the minimization steps in (8) and (9) indeed result in multiplicative updates for W and H respectively. 4 Note that the directional derivatives are taken w.r.t. the first arguments of F i (·|·) and f i (·|·).
Algorithm 1: General Framework for Multiplicative Updates.
Input: Data matrix V ∈ R F×N , latent dimension K, regularization weights λ 1 , λ 1 > 0 and λ 2 , λ 2 ≥ 0, maximum number of iterations t max
H t+1 := arg min
End Output: Basis matrix W t m a x and coefficient matrix H t m a x
C. Construction of First-Order Surrogate Functions
We only focus on constructing a first-order surrogate function of (W, H) → (W, H) for W, and when D(V ·) is a separable h-divergence. By symmetry between W and H, such a surrogate function for H can be easily obtained (by taking transposition). The construction method for the non-separable h-divergence is detailed in Remark 8. Z ( W, H) and S + and S − to be the sums of positive and unsigned negative terms in ∇ W D(V W H) W = W respectively (cf. [3] ). 5 Accordingly, define a function
Then for any separable h-divergence D(V ·), there exist real numbers ϑ 1 < ϑ 2 such that G 1 (·|·) is a first-order surrogate function of (W, H) → (W, H) with respect to the variable W.
Proof: See Appendix A.
Remark 8 (First-order surrogate functions for non-separable h-divergences):
Since h(·, t) is either convex or concave for t ∈ R (cf. Lemma T-1), D(V ·) in (3) is a difference-of-convex function [46] . Therefore, by using either Jensen's inequality or a first-order Taylor expansion, any non-separable h-divergence can be easily converted to a separable one. (Such conversion techniques are common in the NMF literature [5] , [6] , [47] .) As a result, we can construct first-order surrogate functions for non-separable h-divergences using Proposition 1.
Remark 9 (Connections to existing surrogate functions): When λ 1 = λ 2 = 0, the function G 1 (·| Z) in (10) subsumes the surrogate functions proposed for many families of divergences 5 Note that the decomposition of ∇ W D(V W H) W = W into the positive and negative terms is not unique. However, Proposition 1 (and hence Proposition 2) holds for any of such decompositions. as special cases (cf. [5] , [6] , [12] , [13] , [30] ). In Proposition 1, we extend these surrogate functions to the setting where the 1,1 and Tikhonov regularizations exist. More importantly, we show that G 1 (·| Z) not only satisfies properties (P1) to (P3), but also (P4) and (P5). The additional properties (P4) and (P5) are vital for our convergence analysis. However, they have not been proved in any of the abovementioned works. In contrast, we show these two properties indeed hold for G 1 (·| Z) , leading to the main contribution of this paper, a convergence theorem for the MU algorithm for NMF.
D. Derivation of Multiplicative Updates
Based on Proposition 1, by setting ∇ W G 1 (W| Z) to zero, we obtain the multiplicative update for W.
Proposition 2: Let V, D(V ·), ϑ 1 , ϑ 2 , S + and S − be given as in Proposition 1. For any t ≥ 0, let W (resp. H) denote the basis (resp. coefficient) matrix at iteration t, and W (resp. H) denote the basis (resp. coefficient) matrix at iteration t + 1. For
, the multiplicative update corresponding to (8) in Algorithm 1 admits the form
Remark 10 (Numerical Stability): In (11), the presence of λ 1 > 0 ensures numerical stability, i.e., it prevents the denominator of the multiplicative factor to be arbitrarily small (which may lead to numerical overflow). As a popular heuristic (e.g., [30] ), a small positive number is usually added to this denominator artificially. Here we establish the connection between this artificially added small number and the 1 regularization for h-divergences, thereby theoretically justifying this heuristic. 6 Remark 11 (Positivity of W): As shown in [6] , both matrices S + and S − are entry-wise positive, i.e., S + , S − ∈ R F×K ++ . Therefore, if W ∈ R F×K ++ in (11), then W ∈ R F×K ++ . Since the initial basis matrix W 0 ∈ R F×K ++ in Algorithm 1, for any finite index t ∈ N, W t will be entry-wise positive. Similar arguments apply to H t . Therefore, the positivity requirements on ( W, H) in Proposition 1 can be satisfied at any finite iteration. Note that this does not prevent any limit point of {(W t , H t )} ∞ t=1 from having zero entries.
Remark 12 (Avoiding numerical zero-locking): In practice, because of finite machine precision, some entries of W t and H t may be numerically zero (i.e., fall below the machine precision) for some finite t ∈ N. Since the MU algorithm cannot modify the zero entries, it may be stuck at some non-stationary points in practice. (See [48] for numerical evidence.) We provide two practical solutions for this issue. For the sake of discussion, suppose W t ij = 0. The first solution can be found in [49, Section 5.2] . Specifically, we first check the sign of the (i, j)-th entry of ∇ W (W, H t )| W =W t . If it is negative, then we can set W t ij to a (predefined) small positive value. The other solution to use a small lower bound (e.g., machine precision) on the entries of W and H [22] , [50] . This prevents any entry of W t or H t from being arbitrarily close to zero. When the MU algorithm terminates, any entries that are close to this lower bound can be set to zero to recover the sparsity pattern of W or H.
E. A Concrete Example
As the first-order surrogate function (10) in Proposition 1 and the multiplicative update rule (11) in Proposition 2 may seem abstract, as a concrete example, we apply them to the family of α-divergences (α = 0). See Appendix B for details.
F. Extension to the Dual KL Divergence
When α = 0, the corresponding α-divergence is called the (generalized) dual KL divergence. Strictly speaking, it does not belong to the class of h-divergences. However, equipped with a few more algebraic manipulations based on several technical definitions, we can also construct a first-order surrogate function and derive a multiplicative update in the form of (10) and (11) respectively. See Appendix C for details. Consequently, the result of our convergence analysis (i.e., Theorem 1) also applies to this case.
IV. CONVERGENCE ANALYSIS
A. Preliminaries
We first define important concepts and quantities that will be used in our convergence analysis in Section IV-B.
Definition 4 (Stationary points of constrained optimization problems): Given a finite-dimensional real Euclidean space X , a directionally differentiable function g : X → R and a closed convex set K ⊆ X , x 0 ∈ K is a stationary point of the constrained optimization problem min x∈K g(x) if and only if g (x 0 ; x − x 0 ) ≥ 0, for all x ∈ K.
Define
. With a slight abuse of notation, we write (X) (W, H). We also define X [W T H], 1 W, H) is a stationary point of (7) if and only if (X; X − X) ≥ 0, for any X ∈ R K×(F +N ) + . In particular, this is true if
Definition 5 (Convergence of a sequence to a set): Given a finite-dimensional real Euclidean space X with norm · , a sequence {x n } ∞ n =1 in X is said to converge to a set A ⊆ X , denoted as x n → A, if lim n →∞ inf a∈A x n − a = 0.
B. Main Result
Theorem 1: For any V ∈ R F×N + , K ∈ N, λ 1 , λ 1 > 0 and λ 2 , λ 2 ≥ 0, the sequence of iterates {(W t , H t )} ∞ t=1 generated by Algorithm 1 converges to the set of stationary points of (7) .
Proof: Since it is known that x n → A (cf. Definition 5) if and only if every limit point of {x n } ∞ n =1 lies in A, it suffices to show every limit point of {(W t , H t )} ∞ t=1 is a stationary point of (7) . Since λ 1 , λ 1 > 0, (W, H) → (W, H) is jointly coercive [51] in (W, H) . In addition, the continuous differentiability of h(·, t) implies the joint continuous differentiability of (W, H) → (W, H) in (W, H). Hence the sub-level set
is compact.
t=1 has at least one limit point. Pick any such limit point and denote it asZ (W,H). We also define
Note that the subsequence of {Z t } ∞ t=1 with even indices, i.e.,
Hence, there exists a subsequence {Z t j } ∞ j =1 that converges toZ ∈ S 0 and {t j } ∞ j =1 are all even. Moreover, there exists a subsequence of the sequence
, such that Z t j i −1 converges to (possibly) some other limit point Z (W ,H ) as i → ∞. Next we showZ =Z . By the update rule (9), we have
Thus for any i ∈ N,
By (P2), we also have for any i ∈ N,
Taking i → ∞ on both sides of (17) and (18), we have
by the joint continuity of G 2 (·|·) in both arguments in (P3). ThusH ∈ arg min
Taking H =H in (19) , we have
Since { (Z t )} ∞ t=1 converges (to a unique limit point), we have (Z) = (Z ). This implies that (Z) = G 2 (H|Z ). Then for any H ∈ R K×N + , G 2 (H |Z ) = (Z ) = (Z) = G 2 (H|Z ) ≤ G 2 (H|Z ). (22) This implies thatH ∈ arg min
Combining (20) and (23), by the strictly convexity of G 2 (·|Z ) in (P5),H =H . By symmetry, we can showW =W , hence Z =Z . Thus (22) becomes
By the convexity of G 2 (·|Z), we have
Define 1 (·|H) : W → (W,H) and 2 (·|W) : H → (W, H) . From the first-order property of G 2 (·|Z) in (P4), we have
Similarly, we also have
The variational inequalities (26) and (27) together show that (W,H) is a stationary point of (7) . Remark 13: We now provide some intuitions of the proof. We first use the positivity of λ 1 and λ 1 to assert that (W, H) → (W, H) is coercive and hence that S 0 is compact. This allows us to extract convergent subsequences. The most crucial step (24) states that at an arbitrary limit point of {Z t } ∞ t=1 , denoted asZ = (W,H),H serves as a minimizer of G 2 (·|Z) over R K×N + . By symmetry,W also serves as a minimizer of G 1 (·|Z) over R F×K + . In the single-block case, this idea is fairly intuitive. However, to prove (24) in the double-block case, we consider two
In each sequence, only W or H is updated. Then we show these two sequences converge to the same limit point. This implies the Gauss-Seidel minimization procedure [52, Section 7.3] in the double-block case is essentially the same as the minimization in the single-block case. The claim then follows.
V. CONCLUSION AND FUTURE WORK
In this work, we present a unified MU algorithm for (weighted) h-divergences with 1,1 and Tikhonov regularization and analyze its convergence (to stationary points).
In the future, we plan to investigate further the convergence properties of the MU algorithm. Specifically, we would like to understand whether it is able to converge to second-order stationary points [53] with high probability when initialized randomly. This question is motivated by some recent works which have shown that for low-rank matrix factorization problems [54] , under mild conditions, all the second-order stationary points are local minima. For these problems, the local minima have been shown to possess strong theoretical properties [55] . Empirically, it is oftentimes observed that the MU algorithm will converge to the local minima under random initialization. We believe that a theoretical understanding of this phenomenon would be meaningful.
APPENDIX A PROOF OF PROPOSITION 1
We first show that G 1 (·|·) is a surrogate function of (W, H) → (W, H) for W by decomposing G 1 (·|·) into two functions G 1 (·|·) and G 1 (·|·), where
Define constants {ζ p } P p=1 such that ζ p 1 if ζ p ∈ (0, 1) and ζ p ζ p otherwise, for any p ∈ [P ]. Accordingly, define ζ min min{ζ p } P p=1 and ζ max max{ζ p } P p=1 .
When ϑ 1 = ζ min and ϑ 2 = ζ max , Yang and Oja [6] showed that G 1 (·|·) is a surrogate function of (W, H) → D(V WH) for W. By Lemmas T-1 and T-2T-2, G 1 (·|·) is a surrogate function for any ϑ 2 ≥ ζ max . Define a new function
so that W → G 1 (W| Z) and W → G 1 (W| Z) differs by a constant that is independent of W. By Lemma T-2T-2, to show G 1 (·|·) is is a first-order surrogate function of (W, H) → (W, H) for W, it suffices to show G 1 (·|·) is a surrogate function of (W, H) → 2 i=1 λ i φ i (W) + 2 j =1 λ j φ j (H) for W, with ϑ 2 ≥ ζ max . First, note that
where sgn(λ 2 ) equals 0 if λ 2 = 0 and equals 1 if λ 2 > 0, and in (33) we use the monotonicity of h(σ, ·) for any σ > 0 in Lemma T-1. Since h(1, t) = 0 for any t > 0, by choosing ϑ 2 = max{ζ max , 1, 2 sgn(λ 2 )}, we see that G 1 (·|·) satisfies properties (P1) and (P2). In addition, by (43) 
This implies W → G 1 (W| Z) is strictly convex on R F×K ++ . Since W → G 1 (W| Z) is continuous and convex on R F×K + , it is strictly convex on R F×K + . This proves (P5).
APPENDIX B FIRST-ORDER SURROGATE FUNCTIONS AND MULTIPLICATIVE UPDATES FOR THE α-DIVERGENCES (α = 0)
Definition 6 (α-divergences): Given any matrix V ∈ R F×N ++ , the α-divergences D alp α (V ·) : R F×N ++ → R, is defined as
To construct the first-order surrogate function G alp,α 
where for any (i, j) ∈ [F ] × [N ], q ij v ij /( W H) ij . In addition, from Definition 6, we can also observe the values of ζ 1 and ζ 2 (see Definition 1), hence deduce from (30) that (ζ max , ζ min ) = (1, 1 − α), α > 0 (1 − α, 1), α < 0 .
By choosing ϑ 1 = ζ min and ϑ 2 = max{ζ max , 1, 2 sgn(λ 2 )} as in Appendix A, we can obtain G alp,α 1 (·|·) per (10) in Proposition 1. Additionally, the multiplicative update in (11) in the case of α-divergences becomes 
APPENDIX C FIRST-ORDER SURROGATE FUNCTIONS AND MULTIPLICATIVE UPDATES FOR THE DUAL KL DIVERGENCE
In [13] , a surrogate function of (W, H) → D(V WH) for W, when D(V ·) is the dual KL divergence, is given by 
However, this surrogate function cannot be expressed as (28) with an appropriate choice of parameters, hence it cannot be directly used to derive the first-order surrogate function for (6) . Therefore consider a majorant for G alp,0
