Abstract. The application of ACO-based algorithms in data mining is growing over the last few years and several supervised and unsupervised learning algorithms have been developed using this bio-inspired approach. Most recent works concerning unsupervised learning have been focused on clustering, where ACO-based techniques have showed a great potential. At the same time, new clustering techniques that seek the continuity of data, specially focused on spectral-based approaches in opposition to classical centroid-based approaches, have attracted an increasing research interest-an area still under study by ACO clustering techniques. This work presents a hybrid spectral-based ACO clustering algorithm inspired by the ACO Clustering (ACOC) algorithm. The proposed approach combines ACOC with the spectral Laplacian to generate a new search space for the algorithm in order to obtain more promising solutions. The new algorithm, called SACOC, has been compared against well-known algorithms (K-means and Spectral Clustering) and with ACOC. The experiments measure the accuracy of the algorithm for both synthetic datasets and realworld datasets extracted from the UCI Machine Learning Repository.
Introduction
Unsupervised data mining techniques compose a complex field, where several different approaches have been tested in order to obtain similar or even better results to supervised techniques. The main difference between these two techniques is that supervised techniques have the label (target) information, which is used during the model generation, providing a more accurate model-the accuracy of the model is determined by comparing the prediction with the label information. Unsupervised techniques, instead, are totally blind in respect to the label information. An advantage of unsupervised techniques is that they can deal with a huge quantity of (unlabeled) data without a feedback of their performance.
Unsupervised techniques have been studied from different perspectives. Over the last few years, bio-inspired techniques are the most representatives, usually based on evolutionary algorithms or swarm intelligence that mimic a natural behaviour-e.g., the evolutionary process in genetic algorithm, collective behaviour in ant colony optimization. This work has been focused on the latter, which is becoming a promising field for unsupervised techniques. ACO algorithms are based on the foraging behaviour of ant colonies when they try to find the optimal path between their nest and a food source. Based on this idea, researchers have created several optimization algorithms in data mining, which have been focused on the path optimization process followed by the ants to create solutions for hard optimization problems [10, 14, 15] .
The work presented in this paper is focused on the application of ACO in the unsupervised learning task of clustering, where the goal is to group (cluster) similar data points in the same group and, at the same time, maximise the difference between different clusters. It has been inspired by the Spectral Clustering (SC) algorithm [12] and the ACO-based Clustering algorithm (ACOC), proposed by Kao and Cheng [6] . ACOC is a centroid-based clustering algorithm, which tries to optimize the centroid (central point) position of each cluster. Following this idea, we focused the proposed algorithm on addressing a spectral-based approach. Inspired by other clustering algorithms [11, 13] , we reformulated the original ACOC algorithm to create a spectral-based algorithm. Spectral-based clustering algorithms are usually good to define continuity-based clusters. They usually work with similarity graph amongst the data instances, which can be obtained as a Gram matrix of a kernel or a distance measure, and they study the spectrum of the graph in order to find the best cluster discrimination. In order to check the performance of the proposed algorithm, we have compared it against well-known clustering algorithms SC (Spectral Clustering) and [12] and K-means [9] , as well as the original ACOC algorithm, in synthetic and real-world datasets.
The rest of the paper is structured as follows: Section 2 introduces the related work, Section 3 presents the new algorithm, Section 4 presents the computational results on synthetic and real-world datasets, and, finally, the last section discusses the conclusions and future work.
Related Work
Ant Colony Optimization (ACO) has become a promising field for data mining problems. In this context, ACO algorithms combine the ants foraging behaviour to generate patterns that describe the data according to a supervised or unsupervised learning
