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ABSTRACT Customer retention is a major issue for various service-based organizations particularly
telecom industry, wherein predictive models for observing the behavior of customers are one of the great
instruments in customer retention process and inferring the future behavior of the customers. However, the
performances of predictive models are greatly affected when the real-world data set is highly imbalanced.
A data set is called imbalanced if the samples size from one class is very much smaller or larger than the
other classes. The most commonly used technique is over/under sampling for handling the class-imbalance
problem (CIP) in various domains. In this paper, we survey six well-known sampling techniques and compare
the performances of these key techniques, i.e., mega-trend diffusion function (MTDF), synthetic minority
oversampling technique, adaptive synthetic sampling approach, couples top-N reverse k-nearest neigh-
bor, majority weighted minority oversampling technique, and immune centroids oversampling technique.
Moreover, this paper also reveals the evaluation of four rules-generation algorithms (the learning from
example module, version 2 (LEM2), covering, exhaustive, and genetic algorithms) using publicly available
data sets. The empirical results demonstrate that the overall predictive performance of MTDF and rules-
generation based on genetic algorithms performed the best as compared with the rest of the evaluated
oversampling methods and rule-generation algorithms.
INDEX TERMS SMOTE, ADASYN, mega trend diffusion function, class imbalance, rough set, customer
churn, mRMR. ICOTE, MWMOTE, TRkNN.
I. INTRODUCTION
In many subscription-based service industries such as
telecommunications companies, are constantly striving to
recognize customers that are looking to switch providers (i.e.,
Customer churn). Reducing churn is extremely important in
competitive markets since acquiring new customers in such
markets is very difficult (attracting non-subscribers can cost
up to six times more than what it costs to retain the current
customers by taking active steps to discourage churn behavior
[1]). Churn-prone industries such as the telecommunication
industry typically maintain customer relationship manage-
ment (CRM) databases that are rich in unseen knowledge and
certain patterns that may be exploited for acquiring customer
information on time for intelligent decision-making practice
of an industry [2].
However, knowledge discovery in such rich CRM
databases, which typically contains thousands or millions of
customers’ information, is a challenging and difficult task.
Therefore, many industries have to inescapably depend on
prediction models for customer churn if they want to remain
in the competitive market [1]. As a consequence, several
competitive industries have implemented a wide range of sta-
tistical and intelligent machine learning (ML) techniques to
develop predictive models that deal with customer churn [2].
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Unfortunately, the performance of ML techniques is
considerably affected by the CIP. The problem of imbal-
anced dataset appears when the proportion of majority
class has a higher ratio than minority class [3], [4].
The skewed distribution (imbalanced) of data in the dataset
poses challenges for machine learning and data mining algo-
rithms [3], [5]. This is an area of research focusing on skewed
class distribution where minority class is targeted for classi-
fication [6]. Consider a dataset where the imbalance ratio is
1:99 (i.e., where 99% of the instances belong to the majority
class, and 1% belongs to the minority class). A classifier
may achieve the accuracy up to 99% just by ignoring that
1% of minority class instances—however, adopting such
an approach will result in the failure to correctly classify
any instances of the class of interest (often the minority
class).
It is well known that churn is a rare object in service-
based industries, and that misclassification is more costly for
rare objects or events in the case of imbalance datasets [7].
Traditional approaches, therefore, can provide mislead-
ing results on the class-imbalanced dataset—a situation
that is highly significant and one that occurs in many
domains [3], [6]. For instance, there are a significant num-
ber of real-world applications that are suffering from the
class imbalance problem (e.g., medical and fault diagnosis,
anomaly detection, face recognition, telecommunication, the
web & email classification, ecology, biology and financial
services [3], [4], [6], [85], [86]).
Sampling is a commonly used technique for handling
the CIP in various domains. Broadly speaking, sampling
can be categorized into oversampling and undersampling.
A large number of studies focused on handling the class
imbalance problem have been reported in literature [2], [4].
These studies can be grouped into the following approaches
based on their dealing with class imbalance issue: (i) the
internal-level: construct or update the existing methods to
emphasize the significance of the minority class and (ii)
the external level: adding data in preprocessing stage where
the distribution of class is resampled in order to reduce
the influence of imbalanced distribution of class in the
classification process. The internal level approach is fur-
ther divided into two groups [5]. Firstly, the cost-sensitive
approach, which falls between internal and external level
approaches, is based on reducing incorrect classification
costs for minority class leading to reduction of the over-
all cost for both internal and external level approaches.
Secondly, the ensemble/boosting approach, which adopts
the use of multiple classifiers to follow the similar idea
adopted by the internal approach. In this study, we have used
six well-known advanced oversampling techniques—namely,
Mega-trend Diffusion Function (MTDF), Synthetic Minority
Oversampling Technique (SMOTE), Adaptive Synthetic
Sampling approach (ADASYN), Majority Weighted Minor-
ity Oversampling Technique (MWMOTE), Immune cen-
troids oversampling technique (ICOTE) and Couples Top-N
Reverse k-Nearest Neighbor (TRkNN).
SMOTE [6] is commonly used as a benchmark for over-
sampling algorithm [7], [8]. ADASYN is also an important
oversampling technique which improves the learning about
the samples distribution in an efficient way [9]. MTDF was
first proposed by Li et al. [10] and reported improved per-
formance of classifying imbalanced medical datasets [11].
CUBE is also another advanced oversampling technique [12]
but we have not considered this approach since as noted
by Japkowicz [13], CUBE oversampling technique does not
increase the predictive performance of the classifier. The
above-mentioned oversampling approaches are used to han-
dle the imbalanced dataset and improve the performance
of predictive models for customer churn, particularly in
the telecommunication sector. Rough Set Theory (RST) is
applied to the four different rule-generation algorithms—
(i) Learning from Example Module, version 2 (LEM2),
(ii) Genetic (Gen), (iii) Covering (Cov) and (iv) Exhaustive
(Exh) algorithms—in this study to observe the behavior of
customer churn and all experiments are applied on the pub-
licly available dataset. It is specified here that this paper is
an extended version of our previous work [14], and makes
the following contributions: (i) more datasets are employed
to obtained more generalized results for the selected over-
sampling techniques and the rules-generation algorithms,
(ii) another well-known oversampling technique—namely,
ADASYN—is also used (iii) detailed analysis and discus-
sion on the performance of targeted oversampling tech-
niques (namely, ADASYN, MTDF, SMOTE, MWMOTE,
ICOTE and TRkNN) followed by the rules-generation algo-
rithms—namely, Gen, Cov, LEM2 and Exh, and (iv) detailed
performance evaluation—in terms of the balance accuracy,
the imbalance ratio, the area under the curve (AUC) and
the McNemar’s statistical test—is performed to validate the
results and avoid any biases. Many comparative studies [2],
[7], [11], [15], [16] have already been carried out on the
comparison of oversampling and undersampling methods for
handling the CIP; however, the proposed study differs from
the previous studies in that in addition to evaluating six over-
sampling techniques (SMOTE, ADASYN, MTDF, ICOTE,
MWMOTE and TRkNN), we also compare the performance
of four rules-generation algorithms (Exh, Gen, Cov and
LEM2). The proposed study is also focused on considering
the following research questions (RQ):
• RQ1: What is the list of attributes that is highly symp-
tomatic in the targeted data set for prediction of customer
churn?
• RQ2: Which of the oversampling technique (e.g.
SMOTE, MTDF, ADASYN, ICOTE, MWMOTE and
TRkNN) is more suitable for creating synthetically sam-
ples that not only handle the CIP in a dataset of the
telecommunication sector but also improves the classi-
fication performance.
• RQ3:Which of the rule-generation algorithm (Exh, Gen,
Cov & LEM2) is more suitable using RST based classi-
fication for customer churn prediction in the imbalanced
dataset.
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Remaining paper is organized as follows: the next section
presents the existing work of class imbalance and approaches
to handle the CIP. The background study and evaluation mea-
sures are explored in section III. The experiments are detailed
in section IV. The section V explains the results followed by
section VI that concludes the paper.
II. HANDLING THE CLASS-IMBALANCE PROBLEM
A. CLASS IMBALANCE PROBLEM (CIP)
In this section, firstly it is explained that the CIP in the context
of classification followed by techniques used in handling the
CIP in a dataset and its relationship to potential domains.
This section also contains a brief literature review on class
imbalance/skewed distribution of samples in datasets.
Prior to the overview of handling CIP, first, there is a need
to address the notion of classification. The aim of classifi-
cation is to train the classifier on some dataset, making it
capable to correctly classify the unknown classes of unseen
objects [4], [17]. If the samples in the dataset are not balanced,
there is a great chance that the classification task will result
in misleading results.
CIP exists in many real-world classifications includ-
ing Social Network Services [18]–[22], Banks & Finan-
cial Services [16], [23]–[26], Credit Card Account
Services [27], [28], Online Gaming Services [29], [30],
Human Resource Management [31]–[33], Discussion &
Answer forums [34], Fault Prediction &Diagnosis [11], [35],
User’s profile personalization [36], Wireless Networks
[37], [38], 5G future network [39] and Insurance & Subscrip-
tion Services [40]–[42]. Considering the scenario of class
imbalance in any application domain, almost all the objects
belong to specific class (majority class) and far less number
of objects are assigned to other class (minority class) [26].
The classification problems observation shows that training
the classifier using conventional classification techniques
results on higher performance, but it tends to classify all
the samples data into the majority class; usually, which is
often not the desired goal of the classification study [26].
In contrast, research studies [43], [44] show that latest
machine learning techniques result in low performance due
to dealing with large imbalanced datasets. Also, the class
imbalance may cause classification approaches to pass from
difficulties in learning, which eventually results in poor
classification performance [15]. Therefore, learning from
imbalanced class data has received a tremendous amount of
attention from the machine learning and data mining research
community [45]. The following figures illustrate difficulties
in imbalanced datasets such as figure 1 (a) describes the
overlapping problem & small disjoints in figure 1(b).
1) APPROACHES FOR HANDLING THE CIP
Handling the CIP is one of the most important approaches
for dealing with rarity in sampling. The basic idea of
handling CIP is to reduce the majority class or increase
the minority class samples by altering the samples in the
FIGURE 1. When overlapping occurs then hard to induce the
discriminative rules [see figure 1 (a)] while the figure 1 (b) reflects
the existence of small disjoints that increases the complexity due
to unbalanced instances.
dataset distribution. Following are the threemajor approaches
used for handling CIP:
• The basic samplingmethod for under/over-sampling:
The basic sampling method for under/over-sampling
is usually referred to a manual approach which is the
simplest form to deal with the undersampling or over-
sampling in datasets [2]. In this method, some of the
samples from the majority class are either eliminated or
the samples of minority class are duplicated to balance
the data distribution in the dataset. However, this method
for undersampling has a drawback [46], i.e., it discards
potentially important samples (lack of data) in majority
class and thus can receive low classifier’s performance.
On the other hand, oversampling replicates data in the
dataset. This does not degrade the classifier’s perfor-
mance but can usually takemore time to train a classifier.
• The advanced sampling method for under/over-
sampling: The advanced sampling methods may
involve some data mining or statistical approach to cut
the samples or combine the undersampling and over-
sampling techniques [2]. There are many intelligence
techniques which are used for handling CIP such as
SMOTE [6], ADASYN [9], MTDF [10], etc.
• Random undersampling/oversampling technique: In
this technique, randomly removed samples from the
majority class are combinedwith theminority class sam-
ples. While in random oversampling technique, the sam-
ples are replicated for random times and combined them
with the samples population of the majority class [26].
Classification techniques usually produce a better per-
formance when the samples of both classes are nearly
equally distributed in the dataset.
Figure 2(a) depicts the examples of random ignorance of the
majority class sample while figure 2(b) replicate the minority
class samples.
B. METHODS FOR DEALING WITH CIP
The methods for dealing with the CIP, as discussed in
the introduction section, can be classified into two groups
depending on how these methods are used, for either under-
sampling or oversampling, are the following:
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FIGURE 2. (a) Reflects the randomly removes the instances from majority
class. Figure 2(b) illustrate oversampling method by replicating the
instances of minority class to balance the dataset.
• Internal (algorithm level) approaches: In this
approach, the concept is to resample the data through
existing classification algorithms in order to rebalance
the class distribution [4], [5]. Where the oversampling
approach increases the minority class by bias data, while
eliminating examples from the majority class is done
through undersampling approach. The algorithm level
methods are more dependent on problem & require
special knowledge of targeted classifier(s) along with
domain knowledge [4], [47]. This method is further
divided into two groups [5]. Firstly, cost-sensitive learn-
ing, which is based on reducing the misclassification
costs for minority class, and on reducing the total cost
errors of both classes. Secondly, ensemble or boosting
method is based onmultiple sets of classifiers (ensemble
technique) to handle the CIP [4].
• External (data level) approach: In this approach,
a preprocessing step is involved in order to reduce the
effect of imbalanced class distribution in the classifica-
tion process. There is no need to have special knowl-
edge of classifiers and domain. Therefore, data level
approach is usually more versatile. The objective of
this approach is to rebalance the skewed distribution of
samples by resampling the data space [48]. Resampling
method is used to rebalance the distribution of the class
data [4], [5], [47], and therefore avoids the modification
of the learning algorithm.
The data level approaches are usually considered to prepro-
cess the data before training the classifier and then include
into learning algorithms [4], [49]. On the other hand, cost-
sensitive and internal levelmethods are depended on the prob-
lem and require special knowledge of targeted classifier along
with the domain. Similarly, the cost-sensitive technique has
a major problem of defining misclassification costs, which
are not usually known/available in the data space [50]. The
comparison between oversampling and undersampling has
already been performed [2] with the conclusion that over-
sampling performs best as compared to undersampling for
handling CIP. It is also reported that undersampling tech-
nique has a major problem of losing classifier’s performance
when some potential samples are discarded from the majority
class [46]. Due to these motives, our objective is to deeply
review the state-of-the-art data level methods to address
binary CIP. The data level method have following advantages:
(i) it is independent of the obligation to train the classifier;
(ii) it is usually used in preprocessing data stage of other
methods (i.e. ensemble-based approach, cost-sensitive level);
and (iii) it can be easily incorporated into other methods
(i.e. internal methods) [51].
C. TECHNIQUES FOR HANDLING CIP
Kubat et al. [52] have addressed the CIP by applying under-
sampling technique for the majority class and kept the orig-
inal instances of the minority class. They applied geometric
mean (related to ROC Curve) for performance evaluation of
classifiers. Burez and Van den Poel [2] reported that ran-
dom undersampling can improve the prediction accuracy as
compared to the boosting techniques but did not help them
in their experiments. However, by randomly oversampling
or resampling the minority class may result in over-fitting.
Chawla et al. [6] introduced a novel SMOTE considered as
widespread technique for oversampling. SMOTE produces
new minority observations based on weighted mean/average
of the k-nearest neighbor giving positive observations.
It reduces the samples inconsistency and creates a correlation
between objects of the minority class. The SMOTE oversam-
pling technique is experimentally evaluated on a variety of
datasets with various levels of imbalance and different sizes
of data. SMOTE with C4.5 and Ripper algorithms, outper-
formed as compared to Ripper’s Loss Ratio and Naïve Bayes
[6], [45]. Verbeke et al. [15] illustrated an oversampling
technique by simply copying the minority class data and
adding it to the training set. They reported that just over-
sampling the minority class by same data (i.e. copied sam-
ples) did not show significant improvement in performance
of the classifier. Therefore, they have suggested using more
appropriate oversampling methods (i.e. SMOTE). On the
other hand, Jo and Japkowicz [3] showed that the deci-
sion tree C4.5 and Backpropagation Neural Network (BNN)
algorithms both degrade the performance of classifiers on
small and complex dataset due to class imbalance. They
have proposed to use the cluster-based oversampling for
a small and complex dataset with class imbalance dataset.
Ling and Li [53] have combined oversampling with under-
sampling of minority and majority classes respectively. They
performed different experiments such as undersampling the
data in majority class followed by oversampling the data in
minority class and finally combining the oversampled with
under-sampled data. The conclusive results did not show
significant improvement. Tang et al. [54], used support vector
machine (SVM) and granular computing for handling CIP
through undersampling technique. They have removed the
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noisy data (e.g., redundant data or irrelevant data) from the
dataset while keeping only those samples that have maximum
relevant information. They investigated that undersampling
can significantly increase the classification performance, but
it was also observed that random undersampling might not
provide highly accurate classification. On the other hand,
Wu and Chang [55] performed an experiment showing results
weak performance of SVM on the dataset that suffered from
CIP. Foster Probost [56] empirically observed that during
classification process with imbalanced data the number of
instances of minority class are usually very less. Therefore,
the trained classifiers can accurately recognize the objects of
majority class instead of minority class. The reason is that the
minority class cannot contribute more as compared to major-
ity class. Due to this reason, the misclassification of instances
that belong to minority class cannot be reduced in CIP.
Batista et al. [48] introduced a comparative investigation
of various sampling schema (i.e., Edited Nearest Neighbor
rule or ENN and SMOTE) to balance the training-set. They
removed the redundant or irrelevant data from the training
process, which improved the mean number of induced rules
and increased the performance of SMOTE+ENN. In con-
nection to this work, another sampling technique was pro-
posed by Guo and Viktor [57] for handling CIP. He modified
the existing procedure of DataBoost which performed much
better than SMOTEBoost [49].
He et al. [9] introduced ADASYN oversampling algorithm
which was an extension of the SMOTE algorithm. They
reported that ADASYN algorithm can self-decide the number
of artificial data samples that are required to be produced
for minority class. They also investigated that ADASYN not
only provided a balanced data distribution but also forced
the learning algorithm to focus on complex samples in the
dataset. On the other hand, SMOTE algorithm [6], gener-
ated alike numbers of artificial data for minority class while
DataBoost-IM [57] algorithm has generated various weigh-
tage for changedminority class samples to compensate for the
distribution of skewed data. However, in their study, they have
shown that ADASYN has produced more efficient results
than SMOTE and DataBoost-IM.
III. BACKGROUND: OVERSAMPLING TECHNIQUES
AND EVALUATION METRICS
This section presents a study of six well-known oversampling
techniques (i.e., MTDF, SMOTE, ADASYN, MWMOTE,
TRkNN and ICOTE), feature selection algorithm (i.e.,
mRMR) and Rough Set Theory (RST).
A. MEGA-TREND-DIFFUSION FUNCTION (MTDF)
Li et al. [10] introduced the MTDF, procedure to facilitate
the estimation of domain samples systematically. It generates
artificial data to balance the dataset. In their work, MTDF
is applied for oversampling in order to address the CIP for
customer churn prediction in the targeted domain. Due to
insufficient data, small samples size or imbalance distribu-
tion of class samples provides imprecise information [10].
Therefore,MTDF apply amutual diffusion function to diffuse
the data. Let hset , is diffusion coefficient set, i.e.
hset = Sˆ2x /n (1)
Sˆ
2
x
=
n∑
i=1
(Xi − X )2/n− 1 (2)
Where equation (2) is sample set variance and n is represent-
ing the size of sample. If the set of the sample is variant,
then, i.e., uset = min+max2 , The lower and upper boundaries
of diffused sample are;
a = uset −
√
−2× Sˆ2x /NL × ln(ϕ(a)) (3)
b = uset +
√
−2× Sˆ2x /NU × ln(ϕ(b)) (4)
Let SkewL = NL(NL+NU ) and SkewU = NU(NL+NU ) are the
left and right skewness magnitudes of
√−2× h× ln(ϕ(a))
in order to characterize the asymmetric diffusion. In pro-
pose study the diffusion function is used and accordingly
revised as:
a = uset − SkewL ×
√
−2× Sˆ 2
x
/NL × ln(ϕ(a) (5)
b = uset − SkewU ×
√
−2× Sˆ 2
x
/NU × ln(ϕ(b) (6)
Besides these it is important to note that if the variance
of any features for a target class is zero, then the value of
NU and NLwill be zero. Under such conditions equations
(5) and (6) are not used. However, they propose that either
equation (7) or (8) can be used.
a = min
5
(7)
b = max × 5. (8)
B. SMOTE
To overcome the issue of over-fitting and extend the decision
area of the minority class samples, a novel technique SMOTE
‘‘Synthetic Minority Oversampling TEchnique’’ was intro-
duced by Chawla [45], This technique produces artificial
samples by using the feature space rather than data space.
It is used for oversampling of minority class by creating
the artificial data instead of using replacement or random-
ized sampling techniques. It was the first technique which
introduced new samples in the learning dataset to enhance
the data space and counter the scarcity in the distribution of
samples [45]. The oversampling technique is a standard pro-
cedure in the classification of imbalance data (e.g., minority
class) [7]. It has received incredible effort from the researcher
of machine learning domain in a recent decade. The pseudo
code of the SMOTE algorithm and detail can be found in [45].
C. mRMR
Peng et al. [58], introduced Minimal Redundancy Maximal
Relevance (mRMR) technique for attributes selection as per
the procedure of themaximal statistical dependency criterion.
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mRMR algorithm not only minimizes the features space by
increasing the mutual dissimilarity with the class but also
extracts more appropriate features subset. The set S in term of
relevance of attributes for class c is expressed by the average
value of MI between each attribute fi and c as shown in
equation (9):
D(S, c) = 1|s|
∑
fi∈S
I (fi; c) (9)
The redundancy of all attributes in the set=S is the mean
value of mutual information between the attributes (features)
fi and fj.
R(S) = 1|S|2
∑
fi∈S
I (fi : fj) (10)
The mRMR criterion is a group of two measures given
in equations (9) and (10), which can be defined as follows
(i.e., equation (11)):
mRMR= S
max
 1|S|∑
fi∈S
I (fi, c)− 1|s|2
∑
fi,fj∈S
I (fi, fj)
 (11)
The equation above may then be expressed as an optimiza-
tion problem:
mMRM = max
x ∈ {0, 1}n
⌊∑n
i=1 cixi∑n
i−1 xi
−
∑n
j=1 aijxixj
(
∑n
i=1 xi)2
⌋
. (12)
D. MWMOTE
Barua et al. [59] have presented a new method for efficiently
handling the CIP, called MWMOTE. MWMOTE first identi-
fies the difficult to learn important minority class samples and
assigns them weightage based on Euclidean distance from
the nearest larger class samples. For in-depth study, read the
original work of Barua et al. [59].
E. TRkNN
TRkNN originally proposed by Tsai and Yu [60] in 2016 to
overcome the CIP and improve the accuracy rate in predicting
the samples of majority and minority classes. TRkNN algo-
rithm also solves the issue of noisy and borderline sample
in CIP. The advantage of TRkNN is to avoid the production
of unnecessary minority examples. For in-depth study, read
the original work of Tsai and Yu [60].
F. ICOTE
Ai et al. [61] introduced another oversampling technique
‘‘ICOTE’’ in 2015 to improve the performance of classifi-
cation in CIP. ICOTE is based on an immune network and it
produces a set of immune centroids to broaden the decision
space of the minority class. In this algorithm, the immune
network is used to produce artificial samples on clusters
with the high data densities and these immune centroids are
considered synthetic examples in order to resolve the CIP. For
in-depth study, read the original work of Ai et al. [61].
G. ROUGH SET THEORY (RST)
RST [62] was initially proposed by Pawlak in 1982, which
is used as a mathematical tool in order to address ambiguity.
RST philosophy is centered on the assumption that there is
information (knowledge, data) associated with all instances
in the universe of discourse. RST has a precise idea of rough
set approximation (i.e., LB=lower bound and UB=upper
bound), and the boundary region (BR). The BR separates the
LB fromUB (i.e. boundary-line). For example, those samples
that may not be classifiedwith certainty aremembers of either
the LB or UB. It is difficult to characterize the borderline
samples due to unavailability of clear knowledge about these
elements. Therefore, any rough concept is replaced by either
LB or UB approximation of vague concept [58]–[60]. Mathe-
matically, the concepts of LB,UB and BR have been defined
as; let X ⊆ U and B is an equivalence relation (i.e. the
partition of the universe set U to create new subset of interest
from U which has the same value of outcome attribute) in
information system or IS = (U ,B) of non-empty finite set
U and B, where U is the universe of objects and B is a set
which contains features. Then LB = ⋃Y ∈ U/B : Y ⊆ X
is a LB approximation and an exact member of X while
UB = ⋃Y ∈ U/B : Y ⋂X 6= φ is UB approximation that
can be an element of X . BR = UB − LB in the boundary
region. The detail study can be found at [62]–[65].
H. RULES GENERATION
Decision rules are often denoted as ‘‘IF C then D’’
where D represents the decision feature and C is the
set of conditional attributes in the decision table [63].
Given two unary predicate formulae are α(χ ) and β(χ ),
where χ executes over a finite set U . Łukasiewicz defined
this in 1913 as: i.e. card‖α(χ )‖card(U ) , assign to α(χ ) where
‖α(χ )‖ = {χU : χ}satisfies α while the fractional
value is assigned to implication α(x) => β(x) is then
card(|α(χ )β(χ )|)
card(|α(χ )|) with assumption that ||α(x)|| 6= φ. The deci-
sion rules can easily be built by overlaying the reduct
sets over the IS. Mathematically, it can be represented as:
(ai1 = v1)∧ ..............∧ (aik = vk) => d = vd , where
1 ≤ ij ≺ .......... ≺ ik ≤ m, vi ∈ Vai; for simplicity it
can be represented in IF-ELSE statement as ‘‘IF C then D’’
whereC is set of conditions andD is decision part. To retrieve
the decision rules, the following well-known rule-generation
algorithms are used [65]:
• Exhaustive Algorithm (Exh): It takes subsets of
attributes incrementally and then returns reduced set and
minimal decision rules. The generated decision rules
are those rules, which have minimal descriptors in the
conditional attributes. It requires more focus due to the
extensive computations needed in the case of large and
complex Boolean reasoning method [66].
• Genetic Algorithm (Gen): This method depends on
order-based genetic algorithm combined with a heuris-
tic. It is applied to minimize the computational cost in
complex and large IS [64], [67].
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• Covering Algorithm (Cov): It is the modified
implementation of the Learning from Example Module,
version 1 (LEM1) algorithm and deployed in the Rough
Set Exploration System (RSES) as a rule-generation
method. It was presented by Jerzy Grzymala [68].
• RSES LEM2 Algorithm (LEM2): It is a divide-
and-conquer based method which coupled with the
RST approximation and it depends on the local cover-
ing determination of every instance from the decision
attribute [68], [69].
I. EVALUATION MEASURES
It may not be possible to construct classifier that could per-
fectly classify all the objects of the validation set [2], [42].
To evaluate the classification performance, we calculate the
count of TP (e.g., True Positive), FN (e.g., False Negative),
FP(e.g., False Positive) and TN (e.g., True Negative). The FP
value is part of N or negative but incorrectly classified as P
or positive. The FN result actually belongs to P. it can be
formulate as P = FN + TP but when incorrectly classified
the instances will then belongs to N . Mathematically it can
be expressed as: N = FP + TN . The following evaluations
measures are used for performance validation of the proposed
approach.
• Regular Accuracy (RA): It is a measure that calculates
the classifier’s overall accuracy. It is formulated as:
RA = TN + TP
N + P (13)
• Sensitivity (Recall): It is the proportion of those cases
which are correctly classified as true positive, and
calculated as:
Recall = TP
P
(14)
• Precision: It is fraction of the predicted positive
instances that characterized as correctly churned.
Formally, it can be expressed as;
Precision = TP
TP+ FP (15)
• F-Measure: It is based on the harmonic mean between
both the precision and recall. The high F-measure value
represents that both precision and recall are reasonably
high. It can also be considered as the weighted-average
of recall and precision.
F .Measure = 2× Recall × Precision
Recall + Precision (16)
• Coverage: The ratio of classified objects that are recog-
nized by a classifier from the class to the total number
of instances in the class. Where C is a classifier, A is a
decision table, Match A (C) is a subset of objects in A
that is classified by classifier C.
Coverage A(C) = |Match A(C)|||A|| (17)
• Mutual Information (MI): It measures the information
regarding how much the attribute’s value pays to creat-
ing the right decision in classification. It is computing
the MI between the predicted churn label (i.e., yˆ) and
actual churn (i.e., y). The MI between predicted and
actual churn label is as following:
I
(
Yˆ ,Y
)
=∑1yˆ=0∑1y=0 p (yˆ) (y) log p(yˆ,y)p(yˆ)p(y) (18)
• Imbalanced Ratio (IR): The imbalance ratio can be
expressed as the fraction of a number of samples in the
majority class to the number of samples in the minority
class [70]. It can be formulated as;
IR = Number of negative class instances
Number of positive class instances
(19)
• Area Under Curve (AUC): It is the fraction of total
area that lies under the ROC graph. The ROC is used
to compute an overall measure of quality while AUC
provides a single value for performance evaluation of
classifier. It can also be used as evaluation measure for
the imbalanced datasets. The AUCmeasure is computed
as [5], [51]:
AUC = TPrate + TNrate
2
(20)
• BalancedAccuracy (CBA):The use of Balanced Accu-
racy is not widespread in the class imbalance literature,
likely because of the aforementioned shortcoming, This
study would use balanced accuracy for 2×2 confusion
table. i,j ∈ G, where G denotes the set of all possible
class labels.
CBA =
∑k
i
cij
max(ci,cj)
k
. (21)
IV. EVALUATION SETUP
In this section, an experimental environment is established for
the propose approach. mRMR algorithm is used for select-
ing more suitable attributes subset. six well-known over-
sampling techniques—SMOTE, ADASYN, MTDF, ICOTE,
MWMOTE and TRkNN—have been used to address the CIP
using publicly available datasets. Finally, a more appropriate
approach for customer churn prediction is proposed. Classi-
fication tasks, and trade-off among the four rules-generation
algorithms, are performed using RST.
A. DATASET
In the proposed study, we have used publicly available dataset
related to telecom-sector. These datasets can be obtained from
URLs (i.e.,given in table 1). Figures 3 present the original
distribution of class samples & sample sizes in datasets. The
vertical bar represent the instances of non-churn class and
horizontal bars used for the instances of churn class in four
datasets. It is clear from the figure 3 that CIP exists in the
available dataset.
Table 1 illustrates the description of the imbalanced
datasets used in this empirical study. For each dataset,
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FIGURE 3. Original class sample distribution, where the vertically
striped-bars represent the samples of the Non-Churn (NC) class while
horizontally striped-bars represent the samples of the churn (C) class.
TABLE 1. Summary description of imbalanced datasets.
dataset source, the number of instances (#Ins), the number of
attributes (#Att), class name of each class (pos and neg where
‘‘pos’’ represent the minority class while ‘‘neg’’ represent
the majority class), the percentage of instances in each class
(%Pos, %Neg) and imbalance ratio (IR) is shown.
Table 1, also shows the obtained IRs for different datasets:
from highly imbalanced ratio value to low imbalanced
dataset. The IR 2.77 is the lowest and 12.75 is the highest
value, which shows that dataset 4 is low imbalanced dataset
while dataset 3 is a highly imbalanced dataset.
B. FEATURES/ATTRIBUTES SELECTION &
DATASET PREPARATION
For attributes selection, we used mRMR method [58]. The
following attributes were selected for preparation of final
datasets as shown in Table 2, also reports to RQ1.
To focus on the CIP using available datasets, SMOTE,
MTDF, ADASYN, MWMOTE, ICOTE and TRkNN meth-
ods are used to generate artificial samples in minority class.
SMOTE algorithm is used using the Weka toolkit [75] and
MTDF is used manually while ADASYN technique [9],
TRkNN [60], ICOTE [61]and MWMOTE [59] are applied
using MATLAB Code. Table 3 reflects the ranges of each
feature based on obtained values for ‘‘a’’ and ‘‘b’’ after apply-
ing MTDF. The artificial samples are produced for ‘‘churn’’
based on ranges of ‘‘a’’ and ‘‘b’’ while the churn and non-
churn class size was equal to each other. It was investigated
that MTDF method produces values between 0 and 5 range
for both features ‘‘VMail_Plan’’ and ‘‘Intl_Plan”, but it is
observed that the required values for these features were in
the range between 0 and 1. Therefore, normalization process
was applied by using a standardized function to obtained the
required values [76].
Once the range of individual attributes (i.e., a and b) is
defined by using MTDF, the next step is to generate the
artificial samples using the above mentioned oversampling
technique. Then prepare the decision tables to apply the
base-classifier (i.e., rough set theory). Tables 4, 5, 6 and 7
represent the prepared decision tables for dataset 1, 2, 3
and 4 respectively.
These tables contain objects, attributes with condition
that needs to be fulfilled and the decision attributes. For
each experiment (i.e. original population extended byMTDF,
SMOTE, ADASYN, MWMOTE, ICOTE and TRkNN over-
sampling techniques) the same structure of decision tables
with four different datasets were used.
The cut and discretization process is an important approach
to reduce the dataset horizontally in order to handle the large
data efficiently. It is a common approach used in the RST
where the attributes that contain continuous values are split
TABLE 2. Feature subset extracted through mRMR.
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TABLE 3. The a and b values of MTDF function for each attribute.
TABLE 4. Attributes for the decision table using dataset 1.
TABLE 5. Attributes for the decision table using dataset 2.
TABLE 6. Attributes for the decision table using dataset 3.
into a finite number of intervals [47]. The cut and discretiza-
tion processes were carefully accomplished on the prepared
decision table. These cuts on the decision table were made
at every iteration to minimize the number of cuts to the data.
This was done in light of the recommendation in study [65].
For example, the cuts of attribute ‘‘Day_Min’’ in dataset 1
were grouped after discretization process as listed in Table 8.
The first field denotes the groups that are represented by
numeric numbers for simplicity purpose and listed in ascend-
ing order. The second column represents the intervals that are
obtained after the discretization process. The third column is
TABLE 7. Attributes for the decision table using dataset 4.
TABLE 8. Cuts distribution of attribute Day_Min.
the count of the attribute’s values that fall into certain groups
while the last column is the percentage of variable’s value
in each interval. It is clear from table 8 that the range of
Day_Min has been changed from the continuous nature into
14 different intervals or groups after cut and discretization
process.
C. TRAINING AND VALIDATION SETS
In data mining, training and validation is an extremely impor-
tant step. Once the training process is finished, then the
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validation step is to be performed to confirm the performance
of the predictive models on known and unknown objects [77].
To perform the validation process, the following procedure is
applied: (i) some of the data is excluded from the training
set that is used for the learning process of the classifier,
(ii) when the training process is finished, and the classifier
is to be considered as trained, the excluded samples can be
included to validate the results of the trained classifier on
unseen data samples. This procedure is known as the cross-
validation process. The K-fold cross-validation is applied in
the proposed study to avoid bias during the validation of
methods.
V. RESULTS AND DISCUSSION
In this section, the four rules-generation algorithms using
RST on dataset 1, 2, 3, and 4 that were expanded usingMTDF,
SMOTE, ADASYN, ICOTE,MWMOTE and TRkNN to han-
dle the CIP were considered. Tables 9, 10, 11 and 12 reflect
the performance of classifiers through evaluation measures.
The following tables 9, 10, 11 and 12 clearly shows the per-
formance of various oversampling techniques (i.e., MTDF,
SMOTE, ADASYN, MWMOTE, ICOTE and TRkNN) on
publically available telecommunication’s dataset by apply-
ing classification process based on rough set theory and
four rules generation algorithms (i.e., Gen, Exh, Cov and
LEM2). It can be observed (i.e., as given tables 9-12) that the
Cov and LEM2 rules generation algorithms have achieved
maximum performances as compared to Gen and Exh algo-
rithms but these two (i.e. Cov & LEM2) have not been cov-
ered all the instances available in the dataset. Therefore, all
the underlined values corresponding to targeted oversampling
techniques are ignored from further analysis in this study
while the bold values reflect the best performed techniques
in our empirical environment.
To report RQ2 and RQ3, the results reflect in Tables 9, 10,
11, and 12 were thoroughly analyzed to cover each relevant
detail. It is observed that both algorithms (e.g., Cov & LEM2)
shown higher accuracy, but do not deliver full coverage (e.g.,
the underlined values does not seem to follow from full
coverage). The coverage of a learning algorithm is the number
of samples or instances that can be learned by that algorithm
from samples of a given size for given accuracy [78].
On the other hand, both algorithms (i.e. Exh and Gen)
have covered all instances in given datasets (i.e. Dataset 1,
2, 3 & 4). It can be observed in Figure 4 that both the Cov
and LEM2 algorithms achieved higher accuracy as compared
to Exh and Gen algorithms but these results seem not to
follow the full objects coverage. So these results (i.e. not fully
covering the dataset objects) were ignored and not shown
in Figures 5 (a), (b), (c) and (d) for datasets 1, 2, 3 and 4
respectively. Figure 5 describes the performance of oversam-
pling algorithms (e.g., MTDF, SMOTE, ADASYN, ICOTE,
TABLE 9. Performance evaluation of classifier for dataset 1.
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TABLE 10. Performance evaluation of classifier for dataset 2.
MWMOTE and TRkNN) on the datasets that were prepared
and balanced by using the same algorithms. It is observed
from the results that Gen and Exh algorithms have performed
better as compared to the rest of the other two. Although,
Gen and Exh algorithms have achieved alike performance;
however, the Gen algorithm has acquired more accuracies
0.929, 0.862, 0.982 and 0.813 with 100% objects coverage
on dataset 1, 2, 3, and 4 respectively.
The following acronyms have been used in Figures 4- 6:
Gen_M: Genertic Algorithm & MTDF (dataset oversampled
with MTDF).
Exh_S: Exhaustive Algorithm & SMOTE (dataset oversam-
pled with SMOTE).
Gen_S: Genertic Algorithm & SMOTE (dataset oversam-
pled with SMOTE).
Exh_A: Exhaustive Algorithm & ADASYN (dataset over-
sampled with ADASYN).
Gen_A: Genetic Algorithm & ADASYN (dataset oversam-
pled with ADASYN).
Exh_M: Exhaustive Algorithm & MTDF (dataset oversam-
pled with MTDF)
Gen_I: Genetic Algorithm & ICOTE (dataset oversampled
with ICOTE)
Exh_I: Exhaustive Algorithm & ICOTE (dataset oversam-
pled with ICOTE)
Gen_W: Genetic Algorithms &MWMOTE (dataset oversam-
pled with MWMOTE)
Exh_W: Exhaustive Algorithm & MWMOTE (dataset over-
sampled with MWMOTE)
Gen_T: Genetic Algorithms & TRkNN (dataset oversampled
with TRkNN)
Exh_T: Exhaustive Algorithm & TRkNN (dataset oversam-
pled with TRkNN)
The F-Measure and MI can give the best result. The
MI value of Gen_M is larger than other targeted algo-
rithms. It describes the correct ranking through MI mea-
sure between the projected and positive churn in all datasets
(e.g., datasets 1, 2, 3 & 4).
A. COMPARISON BETWEEN BINARY CLASS IMBALANCE
ACCURACY AND CLASS BALANCE ACCURACY (CBA)
The balanced accuracy, which accounts for the recall over
each class, has the weakest ability to discriminate between
confusion matrix inputs. It is the ability of CBA measure
to account for rows and column sum simultaneously that
allows it to discriminate between all other measures (i.e.
Regular Accuracy, F-Measure, Mutual Information, Preci-
sion, and Recall). CBA’s ability to detect changes in the false
negative and false positive counts separates it from overall
regular accuracy. Therefore, table 13 shows the overall reg-
ular accuracy followed by the AUC results (+ for standard
deviation). The comparison of the CBA and regular accu-
racy for the binary class imbalance is shown in Table 13,
where each table represent the results of each dataset
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TABLE 11. Performance evaluation of classifier for dataset 3.
(i.e. datasets 1, 2, 3 & 4) respectively. The bold values in
each table represent the best-performing method. it can be
observed in the tables 13 that both Gen_M (genetic algorithm
applied on oversampled dataset using MTDF) and Exh_M
(exhaustive algorithm applied on oversampled dataset using
MTDF) performed better as compared to the rest of the tech-
niques. It is also investigated that out of these two techniques
(i.e. Gen_M and Exh_M) the Gen_M have achieved overall
much better results.
The AUC can be used as evaluation measure to evaluate the
performance of classifiers. It is observed that the best samples
distribution for training set tends to be very balanced class
samples distribution [48]. The CIP significantly decreases the
performance of imbalanced datasets. It might be projected
that the AUC decreases for the very imbalanced dataset.
The results obtained for AUC from experiments are shown
in figure 6. As stated earlier, these results were calculated
through 10-fold cross validation and AUCs were obtained
from the over-sampled dataset by applying target algorithms.
However, here only two algorithms (i.e. the Genetic and
Exhaustive) have been shown because these two algorithms
provided full coverage during classification of the validation
set instances (e.g. shown in figure 4).
B. SIMULATION RESULTS
Tables 9, 10, 11, 12 and 13 summarize the results of SMOTE,
ADASYN, MTDF, MWMOTE, ICOTE and TRkNN
algorithms on four publically available telecommunication
related datasets. Each result is the average of the 10 inde-
pendent executions of classifiers and selected the best result
of each targeted algorithms for this study. In tables 9—12
precision, recall also included as evaluation measures of
different techniques but these evaluations are also used as
input for other evaluation measures (i.e., F-measure). The
bold-face values in the recall column of each technique
in all datasets (e.g., Tables 9—12) have misclassify many
majority class samples as minority. Hence, in spite of the
higher recall, these targeted techniques reduce the F-measure
and AUC because the erroneous generation of the synthetic
minority class samples falls inside the majority class region.
The probability of wrongly classified minority class sam-
ples thus providing improve precision and decrease recall.
Unlike recall and precision, the overall simulation results are
based on F-measure, AUC and CBA. The AUC values are
shown in figure 6 which illustrate a comparison of selected
algorithms. It is observed that the performances of SMOTE,
ADASYN and ICOTE algorithms are closed to each other
and these algorithms have achieved a performance higher
than TRkNN algorithm and lower than the performance
of MTDF. It is also investigated that the performance of
SMOTE, ADASYN and ICOTE have much better results
than MWMOTE where the dataset have less categorical
values attributes but low performance obtainedwhere the data
have too many categorical values in attributes as compare
to MWMOTE. It is also investigated that MWMOTE can
VOLUME 4, 2016 7951
A. Amin et al.: Comparing Oversampling Techniques to Handle the CIP: A Customer Churn Prediction Case Study
TABLE 12. Performance evaluation of classifier for dataset 4.
outperform on such dataset which has much more categorical
values attributes in a dataset. on the other hand, SMOTE have
not performed better (e.g., obtained AUC values 0.92, 0.46,
0.69 and 0.57 on dataset 1, 2, 3 and 4 respectively) due to
over-generalization and variance because SMOTE assign the
same number of synthetic samples for every genuine minority
samples without considering to the samples in neighbored
while over generalization is major drawback of the SMOTE
algorithm [79]. Similarly, ICOTE also uses the generalization
procedure and create a larger cluster during the learning
process of a classification [61]. To get this over generalization
issue, ADASYN algorithm, which is based on adaptive sam-
pling method [8], [9] was applied. ADASYN uses a weighted
distribution for minority class samples and reducing the bias
in generated synthetic samples [79]. ADASYNalgorithm also
has not been sufficiently achieved higher performance (e.g.,
average performance based on obtained AUC values 0.92,
0.85, 0.93 and 0.80 on dataset 1, 2, 3 and 4 respectively),
due to interpolation between minority class samples and their
random same class neighbors for producing the artificial
samples. According to Dhurjad and Banait [79] sometime
both algorithms (i.e., ADASYN and SMOTE) become inap-
propriate and cannot provide the required amount of useful
synthetic minority class samples. Finally, it is summarized
from all the simulation results given in tables 9—13 based
on various evaluation measures (detailed given in section III)
that MTDF have better performed as a whole as compared to
TABLE 13. Comparison between regular accuracy & class balance
accuracy.
the rest of applied oversampling techniques (e.g., SMOTE,
ADASYN, MWMOTE, ICOTE and TRkNN) on the targeted
domain datasets (i.e., Tables 1 and 2). It is also observed
aboutMTDF that it can solve the issue of CIP of small dataset
very efficiently. However, the other oversampling techniques
needed a considerable number of samples during the learning
process to approximate the real function. Consequently, the
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FIGURE 4. Coverage of objects and Accuracy of techniques on all datasets
(1-4), where (a), (b), (c) and (d) represents the accuracy and coverage of
selected algorithms on dataset 1,2, 3 and 4 respectively. List of algorithms
is given on x-axis while y-axis reflects the number of samples (instances).
existing number of samples of used datasets have created
difficulty when using small datasets for average performed
(i.e., SMOTE, ADASYN and ICOTE) and worst performed
(MWMOTE and TRkNN) algorithms in this study. In order
to completely cover the information gap in datasets (e.g.,
Tables 1 and 2) and avoid the over estimation of samples,
MTDF more appropriately substituted the required samples
with the help of both data trend estimation and mega dif-
fusion [80]. On the other hand, MTDF is based on normal
distribution which is a compulsory condition in the statistical
data-analysis [11]. Therefore, MTDF is best techniques for
FIGURE 5. The positive predictive value (precision) and sensitivity (recall)
followed by F-measure (the weighted harmonic mean of precision and
recall) evaluate the classifiers’ performance on dataset (1-4) where (a),
(b), (c) and (d) reflects the preciseness and robustness the targeted
algorithms. F-measure reaches its worst value at 0 & best value at 1.
more systematically estimating the existing samples or data
in the dataset.
C. STATISTICAL TEST
In order to compare different classifiers and algorithms, this
study supports our comparative assumptions through statisti-
cal evidence. For this work, a non-parametric test was used to
provide statistical comparisons of some classifiers according
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FIGURE 6. Comparison of selected algorithms based on AUC values.
to recommendation suggested by [4], [70], and [81]. The
reasons why this study uses a nonparametric statistical test
as follows [81], [82]: (i) these tests can handle both nor-
mally and non-normally distributed data while parametric
test, usually apply on normally distributed data only, (ii) non-
parametric test are guaranteed the reliability of the parametric
test, and (iii) parametric tests are more closed to reject the
null-hypothesis than the non-parametric tests unless their
assumptions are violated. Therefore, Demsar [81] recom-
mended using the non-parametric tests than using parametric
test. These tests may not be satisfied causing the statisti-
cal analysis to lose its credibility. Furthermore, McNemar’s
test [83] was applied to evaluate the classifiers’ performance
by comparing the results of best-performing algorithms (e.g.
Gen_M, Gen_S, Gen_A, Gen_I, Gen_W and Gen_T).
Under the H0 (e.g., null hypothesis), different algorithms
should have the same error rate, which means that classifier
A = Classifier B. McNemar’s test is based on the chi statistic
distribution χ2 test for goodness-of-fit that compares the dis-
tribution of the counts expected under the H0 to the observed
values. it is sufficed that to reject the H0 in favor of the
hypothesis that the multiple algorithms have different perfor-
mance when trained on the targeted data set. McNemar’s Test
value can be calculated using the following formula given in
equation (22) [83], [84]:
M = (|n01 − n10|)
2
n01 − n10 > χ
2
1,α (22)
The probability for the quantity of M is larger than
χ21,0.95 = 3.841459 is less than 0.05 for 95% confidence
test with 1 degree of freedom [84]. If the null hypothesis that
the debate had no effect were true then Gen_M = Gen_S =
Gen_A and so on, as chi statistic χ2 where the degree of
freedom is 1. In case the H0 is correct, then the probability
that this quantity is greater than the χ21,0.95 = 3.841459 is less
than 0.05 for 95% confidence test [84].McNemar’s Test value
can be calculated using a formula (i.e. equation (22)). We
can reject the H0, as these classifiers have the same error rate
which may also consider in favor of the null hypothesis that
these algorithms have different performance when trained on
the same datasets (e.g. dataset 1, 2, 3 and 4). Table 14 reflects
the performance of classifiers.
TABLE 14. p-value (P), M values obtained from McNemar’s test.
‘‘M’’ values is greater than chi statistic χ2 = 3.841459
reflecting to reject the null hypothesis with 95% confidence
and 1 degree of freedom while ‘‘P’’ values is lower than 0.05
indicating that the performance difference between classifiers
is statistically significant. The overall best average perfor-
mance between the classifiers is shown in bold.
D. THREATS TO VALIDITY
• Open source tools and public dataset: To investigate
the performance of the proposed solution, this study
has used four publicly available datasets from different
sources related to the telecom sector. Also open source
tools for evaluation and classification process were used;
therefore, the results may not be generalizable to closed-
source tools or proprietary data, which may lead to
variance in performance.
• Distribution of artificial samples: this study has also
applied the randomization of artificial samples to avoid
the biases in the distribution of samples population
over the decision classes through the adoption of the
following steps: (i) producing a unique number, used
as sequence for each class label using a rand-between
statistical function, then (ii) sorting function is used to
arrange the generated values, (iii) finally, the normal-
ization procedure using standardized statistical func-
tion particularly on ‘‘VMail_Message and Intl_Plan”.
Applying different function or method for normalization
may not lead to consistent results.
• Evaluation methods: our work has used K-fold cross
validation to avoid biases in the proposed work. Apply-
ing other validation methods (e.g., hold-out validation
method) might not provide the same results. Different
splits may also yield different performances.
VI. CONCLUSION AND FUTURE WORK
This study has addressed the class imbalance problem (CIP)
and has focused on comparing the performance of six
oversampling solutions for dealing with CIP—Mega-trend
Diffusion Function (MTDF), Synthetic Minority Oversam-
pling Technique (SMOTE), Adaptive Synthetic Sampling
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approach (ADASYN), Majority Weighted Minority Over-
sampling Technique (MWMOTE), immune centroids over-
sampling technique (ICOTE) and Couples Top-N Reverse
k-Nearest Neighbor (TRkNN)—on four publicly available
datasets for the telecommunications sector. We examined the
performance of these oversampling techniques with four (4)
different rules-generation algorithms based on the Rough Set
Theory (RST) classification approach—i.e., Learning from
Example Module, version 2 (LEM2), Covering, Exhaustive
and Genetic algorithms. The experiments performed show
that the Genetic algorithm using MTDF for oversampling
yielded the best performance in dealing with the CIP. Future
studies might delineate more specific issues such as an
extension to address themulti-class learning problems instead
of considering only two class problem, analyzing time com-
plexity of targeted oversampling techniques (i.e. applied in
proposed study). This will further help in investigating the
performances of the over-sampling techniques not only on
two-class but also multi-class problems. Moreover, another
natural extension of this study is to analyze the Receiver
operating characteristic (ROC) curves obtained from the
two-class & multi-class classifiers. This might provide us
with a deeper understanding of the behavior of balancing
and data preparation of large imbalanced datasets. Finally,
it is also important to investigate the nature of the outliers
before oversampling because none of the methods consider
removing outliers before oversampling.
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