Abstract. Let H be an infinite-dimensional Hilbert space of density character m. By representing H as a module over an appropriate Clifford algebra, it is proved that H possesses a family {A α } α∈m of proper closed nonzero subspaces such that
Introduction and Notation
Let us begin with some notation. Let C 1 and C 2 be nonempty subsets of a Banach space (X, · ). The distance between C 1 and C 2 , denoted d(C 1 , C 2 ), is defined as follows:
For a closed subspace A of X, its unit sphere, denoted S A is the set {a ∈ A : a = 1}.
A decomposition of X into the Banach space direct sum X = A ⊕ B of two nonzero closed subspaces A and B will be called a splitting of X, denoted (A, B). For a given family {(A γ , B γ ) : γ ∈ Γ} of splittings of X, a convenient measure of the extent to which the splittings in this family differ from one another is afforded by the quantity
If δ > 0, then the unit spheres of all the subspaces occurring in the splittings are separated from each other by a distance δ. Such a family of splittings will be said to be well-separated.
This paper proves the existence of infinite well-separated families of splittings for certain Banach spaces. First the case of an infinite-dimensional Hilbert space H is considered; here it is more natural to consider only orthogonal splittings (i.e. orthogonal decompositions) of H. It is proved that if H has density character m then there exists a family of orthogonal splittings of H of cardinality m for which δ = 2 − √ 2, which is best possible. The Hilbert space argument is then generalized to prove that if X is an arbitrary nonzero Banach space then c 0 (X) and p (X) (1 ≤ p ≤ ∞) admit infinite well-separated families of contractively complemented splittings. The main idea in the proof is to represent H (or p (X)) as a module over an appropriate infinite-dimensional Clifford algebra. The existence of the required splittings is then a consequence of algebraic identities in the Clifford algebra. The proof is self-contained and presupposes only an acquaintance with the terminology of elementary abstract algebra.
The Banach space notation and terminology employed throughout are standard. Let us only recall that the space p (X) (1 ≤ p ≤ ∞) is the space of sequences x n (x n ∈ X) equipped with the norm
The space c 0 (X) is the subspace of ∞ (X) whose elements consist of sequences which tend to zero in norm.
The proofs are valid for both real and complex Banach spaces: the underlying field of scalars (either R or C) will be denoted by F.
Splittings of Hilbert Spaces
Let H be a separable infinite-dimensional Hilbert space. For 2 ≤ n ≤ ∞, define δ n as follows:
where the supremum is taken over all n-tuples {A j } 0≤j<n of proper closed nonzero subspaces of H. Clearly, {δ n } n≥1 is a decreasing sequence of non-negative numbers with 0 ≤ δ ∞ ≤ lim δ n .
We prove below (Theorem 3) that δ n = 2 − √ 2 for all 2 ≤ n ≤ ∞.
Proposition 1. Let A be a subspace of H and let P be the orthogonal projection onto
with equality if and only
Proof. (a) Let a = P x and a = (I − P)x. Then 1 = x 2 = a 2 + a 2 , and so max( a , a ) ≥ 1/ √ 2. Without loss of generality, we shall assume that a
The distance y − a is minimized when y = a/ a ; in this case, y − a = 1 − a , and so 
Let {e n } be an orthonormal basis for H, let A be the closed linear span of the orthonormal sequence {e 2n } n≥1 , and let B be the closed linear span of the orthonormal sequence {(1/ √ 2)(e 2n + e 2n−1 )}. It follows from Proposition 1 that
and also that this pair of splittings is the best possible in the sense that the constant 2 − √ 2 cannot be improved (i.e., increased). This proves that δ 2 = 2 − √ 2. In fact, (3) determines A and B uniquely up to an isomorphism of H, as the following result shows.
Corollary 2. Suppose that H is a separable infinite-dimensional Hilbert space. Let A and B be closed subspaces of H which satisfy (3). Then there exist orthonormal bases {e
Proof. Let P be the orthogonal projection of H onto A and let Q = I − P . Let {g n } be an orthonormal basis for B. Then, from Proposition 1 and (3), it follows that {e n } and {f n } are orthonormal sequences in A and A ⊥ , where e n = (
Let us show that {e n } is in fact an orthonormal basis of A. So suppose that e ∈ A and that e, e n = 0 for all n. Then e, P (y) = 0 for all y ∈ B. From Proposition 1 and (3) we have e = y + z where y ∈ B, z ∈ B ⊥ , and y = z = (1/ √ 2) e . Hence e = P (e) = P (y) + P (z), and so
Thus e = 0, which implies that {e n } is an orthonormal basis of A. Similarly {f n } is an orthonormal basis of A ⊥ . Note that g n = (1/ √ 2)(e n + f n ) and recall that {g n } is an orthonormal basis of B. 
Proof. We begin our construction by defining a group G which is generated by an element −1 and by the sequence of symbols {e n } n≥1 satisfying the generating relations:
The element −1 belongs to the center of G and we define for any g ∈ G:
Multiplication among the e n 's is defined to be anti-commutative:
e m e n = −e n e m (n = m).
The elements of G consist of finite strings of the generators. For any finite subset I ⊂ N, let e I = e n 1 e n 2 · · · e n k , where I = {n 1 , n 2 , . . . , n k } and 1 ≤ n 1 < n 2 < · · · < n k , and let e I = 1 for I = ∅. Finally, setting W = {e I : I is a finite subset of N}, we can list the group elements thus:
Consider the collection C of all finite sums of the form w∈W λ w w, where λ w ∈ F. Next define scalar multiplication on G \ W = {−w : w ∈ W } as one would expect:
Then C becomes an algebra over F with multiplication defined in the obvious way using the group multiplication of G and the distributive law. In fact, if we denote by V the inner product space over F which has orthonormal basis {e n }, then C is the universal Clifford algebra associated to V . We refer the reader to [3] for a discussion of Clifford algebras and for a proof of the associativity of the algebra multiplication. Let the symbols x and y be the generators of a free left-module over C, which we shall denote by M . It follows that every m ∈ M is uniquely expressible in the form c is in fact an isomorphism of H as it is the linear extension of a sign-changing permutation of the orthonormal basis Ξ. We may now regard H as a left C-module by extending the action of (4) to the whole of C by linearity. Let A n be the norm-closed left C-submodule generated by the element x + e n y. One sees easily that
is an orthonormal basis for A n , and that x + e n y √ 2 + 1 + e m e n 2
x − e n y √ 2 .
Then, for w ∈ W , we have
x + e n y √ 2 + w(1 + e m e n ) 2
Note that in this form, the vector (wx + (we m )y)/ √ 2 is written as the sum of vectors from A n and A ⊥ n , and so it is easy to compute its projection onto A n :
First observe that from (5)
which proves that P n maps each member of Ξ m onto a vector of norm 1/ √ 2. Now let us show that P n maps Ξ m onto an orthogonal sequence; that is, that
Replacing w by w in (5), we get
The four vectors occurring on the right-hand side of (5) and the four on the right-hand side of (6) belong to the orthonormal basis Ξ of H. If these sets of basis vectors are disjoint then clearly the inner product is zero. These sets of basis vectors will be disjoint unless (7) w = ± we m e n or w = ± w e m e n .
It remains to show that the inner product is zero if one of the two conditions of (7) holds. Without loss of generality, let us assume that w = we m e n . In this case, we have w x−(w e m e n ) x + (w e n ) y + (w e m ) y = (we m e n ) x − (we m e n e m e n ) x + (we m e n e n ) y + (we m e n e m ) y = (we m e n ) x − (we m (−e m e n )e n ) x + (we m (−1)) y + (we m (−e m e n ) y = (we m e n ) x + (w(−1)(−1))x − (we m ) y − (w(−1)e n ) y = (we m e n ) x + wx − (we m ) y + (we n ) y, and it follows from (6) that
Computing the inner product, we get
Thus, P n maps Ξ m onto an orthogonal sequence of vectors in A n , which completes the
The proof of Theorem 3 readily extends to non-separable Hilbert spaces to yield the result stated in the abstract (or a paraphrase thereof).
Theorem 4. Let Γ be an infinite set. Then there exists a family
Proof. The proof is analogous to the proof of Theorem 3, with the modification that the group G is now generated by the (possibly uncountable) set {e γ } γ∈Γ . We construct the Clifford algebra C that is associated to the inner product space which has {e γ } γ∈Γ as an orthonormal basis. Next we define the C-module M and the Hilbert space H, as in the proof of Theorem 3, and one sees that H has an orthonormal spanning set of the same cardinality as Γ. Then we define a collection of subspaces A γ (γ ∈ Γ), as in the proof of Theorem 3. The distance calculations are identical.
Remark 5. Obviously, the cardinality of Γ is the largest possible cardinality of any wellseparated family of splittings of 2 (Γ).
Splittings of Banach Spaces
Recall that there exists an infinite-dimensional Banach space X [1] which is hereditarily indecomposable; that is, X has the property that no closed subspace of X can be expressed as a direct sum of two further infinite-dimensional closed subspaces. Let X = A 1 ⊕ B 1 and X = A 2 ⊕ B 2 be a pair of splittings of X such that both A 1 and A 2 are infinitedimensional. Since X is indecomposable both B 1 and B 2 are finite-dimensional, whence A 1 ∩ A 2 is nonzero, and in particular d(S A 1 , S A 2 ) = 0. This shows that Theorem 3 cannot be extended to the category of Banach spaces simply by replacing orthogonal projections by bounded projections.
However, we are able to modify our construction in order to obtain a result for p (X), when X is an arbitrary nonzero Banach space. Regarding X and M as vector spaces over F, we may form the vector space tensor product X ⊗ M . A typical element of X ⊗ M may be expressed uniquely as a finite sum of the form:
We now equip X ⊗ M with the norm
Taking the completion of | · | p we obtain, for p < ∞, a Banach space X p that is isometrically isomorphic to p (X), and, for p = ∞, a space X 0 ∞ that is isometrically isomorphic to c 0 (X). The elements of X p have the unique representation given by (8) when the sums are allowed to be infinite.
Similarly, one defines the space X ∞ , which is isometrically isomorphic to ∞ (X), in the obvious fashion.
The action of the Clifford algebra C on M extends to X ⊗ M by means of the following definition:
Extending this action to X p (by continuity) turns these Banach spaces into C-modules for which each w ∈ W acts as an isometric isomorphism of X p . We can now define, for each n ≥ 1, a pair of complementary subspaces in X p . Let A n consist of all vectors a ∈ X p of the form a = 
The same result holds for X 0 ∞ . Proof. We give the proof only for p < ∞. Fix m, n ∈ N. Consider the projection P n on X p given by
when a is represented (uniquely) as:
Clearly A n is the range of P n , and P n is contractive by convexity of the norm in X. The complementary projection Q n = I − P n is also contractive and has range B n . Suppose that m = n. Observe that W can be expressed as the disjoint union W = W 1 ∪ W 2 , in which each w ∈ W 1 corresponds to a unique element w = ±we m e n in W 2 . Thus each a ∈ A m can be written uniquely in the form a = Since X p is isometrically isomorphic to p (X), we obtain the following theorem:
Corollary 11. Let K be an infinite compact metric space. Then C(K) admits an infinite well-separated family of splittings.
Proof. This follows from Theorem 7 since C(K) is linearly isomorphic to c 0 (C(K)) whenever K is an infinite compact metric space (see e.g. [4] ).
