We focus on shaping the long-term spatiotemporal dynamics of transport-reaction processes which can be described by semi-linear partial differential equations (PDEs). The dynamic shaping problem is addressed via error dynamics regulation between the governing PDE and a target PDE which describes the desired spatiotemporal behavior. A model order reduction methodology is utilized to construct the required reduced order models (ROMs) for governing and target dynamics via Galerkin's method. We subtract the governing from the target ROMs to obtain reduced offset dynamics error. Then an output feedback sliding mode control structure is synthesized to stabilize the reduced error dynamics and correspondingly synchronize the system and the target spatiotemporal behaviors. A Luenberger-type dynamic observer is applied to estimate the states of the governing ROM required by the sliding mode controller. The proposed approach is applied to address the thermal spatiotemporal dynamic shaping problem in a tubular chemical reactor.
Introduction
Recently there has been an increasing focus on modeling and control of distributed parameter systems (DPSs) in chemical process and advanced material production industries. Such type of systems frequently arise in a wide range of chemical processes, e.g., fixed and fluidized bed reactors, polymerization and crystallization processes, chemical vapor deposition systems and semiconductor manufacturing processes, due to the existence of diffusion, dispersion and convection mechanisms [1, 21, 44, 53, 62] . It is imperative to tightly control these processes so that there are zero product quality excursions, even when the process objectives dynamically change which is a usual occurrence in such industrial applications. While DPSs can be mathematically described by partial differential equations (PDEs) and the control problem is a difficult task due to the spatial distribution of the system states [17, 21, 25, 42, 51, 58] , it becomes even more complicated in the case of chemical DPSs where chemical reactions take place leading to nonlinearities in the governing equation.
Focusing on transport-reaction processes with significant diffusive mechanisms and their mathematical description, we note that they can be described by semi-linear dissipative PDEs whose infinite-dimensional representation in an appropriate functional subspace can be partitioned into two subsystems; slow (and possibly unstable) and fast (and stable), with a time scale dynamic separation [21] . Considering such property, model order reduction (MOR) methodologies have been extensively used in modeling and control of chemical DPSs [7, 10, 11, 12, 16, 21, 26, 28, 35] . Galerkin's method is one of the typical approaches to implement MOR. The required basis functions in such approach can only be computed analytically if and only if the spatial differential operator is linear and the process operates over regular domains. Statistical approaches can be employed as an alternative solution to compute the empirical basis functions of a general class of DPSs from an ensemble of solution profiles. Proper orthogonal decomposition is one of the commonly used statistical techniques to find the optimal set of empirical basis functions for a representative set of solution data which has been widely applied in model reduction, optimization and control of DPSs [2, 5, 6, 36, 55] where geometric and Lyapunov based approaches have been used.
Sliding mode control is a variable structure nonlinear control method which changes the nonlinear system dynamics by applying a discontinuous control signal [41, 56] . The sliding mode controller forces the system dynamics to slide along the boundaries of the system normal behavior called "sliding surface" [27, 63] . The discontinuous nature of the controller structure causes insensitivity to parameter variations and complete disturbance rejection [13] . Sliding mode optimization and controller designs have been applied in a wide range of chemical, mechanical and electrical systems [14, 15, 30, 35, 50] .
To implement the model-reduced controller design for DPSs we need an accurate estimation of the states of the governing reduced order models (ROMs). Static observer designs which were widely employed to estimate such desired states [21, 26, 64] , require the number of measurement sensors that must be supernumerary to the number of ROM states. One of the solutions to circumvent such requirement is applying dynamic observers which theoretically need only one measurement sensor [4, 5, 8] . While dynamic observer synthesis has reached an extensive maturity for lumped parameter systems described by ordinary differential equations (ODEs) [33, 37, 38, 39, 40, 49, 59, 61] , the synthesis problem remains challenging for DPSs [24, 32, 57, 65, 66] .
In this paper we consider the spatiotemporal dynamic shaping of transport-reaction processes via MOR. The dynamic shaping problem is addressed by regulating the error dynamics between the governing PDE and a desired spatiotemporal dynamics which are described by a target PDE with the same spatial differential operator. The governing target PDEs are discretized by applying Galerkin's method to obtain ROMs in the form of low-dimensional modal ODEs when the required dominant basis functions are computed analytically by solving the eigenproblem of the linear part of the spatial differential operator.
The error dynamics between the governing and target systems is derived by subtracting the ROMs in the form of low-dimensional ODEs which describe the spatiotemporal error dynamics. Then an output feedback control structure is synthesized to stabilize the error dynamics. The control structure is considered as a combination of a Lyapunov-based sliding mode controller [41, 56] and a Luenberger-type dynamic observer to estimate the system modes.
The remainder of the paper is organized as follows; a mathematical description of the studied class of semi-linear DPSs and their properties are presented in Section 2. Section 3 presents a short description of the used MOR method. The spatiotemporal dynamic shaping problem is addressed via an output feedback sliding mode control structure synthesis in Section 4. Finally, the proposed dynamic shaping method is successfully illustrated on thermal dynamic shaping inside a tubular chemical reactor described by a semi-linear PDE in Section 5.
Preliminaries

Problem formulation
To formulate the spatiotemporal dynamic shaping problem we consider a 1D transport-reaction process which can be described by a semi-linear PDE, . . , ∂ n−1 X ∂z n−1 : vector of linear homogeneous boundary conditions, X 0 (z) : initial spatial profile of the system state.
The dissipative PDE of (1) is linearly dominant, i.e., the spatial differential operator is purely linear and the nonlinearity only appears as a Lipschitz function in the system dynamics. Such equation arises in the majority of transport-reaction processes in the chemical process industries [21, 53] , where the linear term of A n (z)X(z,t) indicates the transport (diffusion, dispersion and convection) component and the nonlinear term of F z, X(z,t) expresses the reaction dynamics.
Remark 1. According to the Lipschitz property of the nonlinear function of F z, X(z,t) which makes it to be sufficiently smooth, the Picard-Lindelöf theorem can be applied to guarantee the existence and uniqueness of the solution [60] .
System representation
The studied DPS which is described by the PDE of (1), can be represented in the abstract infinite-
by defining the functional state of x(t) ∈ W,
the linear differential operator,
the nonlinear function, f x(t) = F z, X(·,t) , and the manipulated input operator,
in an appropriate Sobolev subspace of W,
equipped with the following inner product and norm,
where H and G are elements of W, and H T denotes the transpose. Note that the inner product weighting function, r(z), is considered to be 1 to simplify the analysis.
Assumption 1. We assume that the DPS described by the PDE of (1) and its infinite-dimensional representation, (2) , is approximately observable and controllable [25] .
Model order reduction via Galerkin's method
The infinite-dimensional functional representation of (2) can be projected into an infinite set of ODEs of the system vectorized eigenmodes using standard Galerkin's method. The required eigenfunctions to discretize the states of the Sobolev subspace are the solution of the following eigenproblem,
for i = 1, . . . , ∞, where λ i and φ i denote the i th eigenvalue and its corresponding orthogonal eigenfunction, respectively. Note that the resulting countable set of eigenfunctions is a strong generator of the defined Sobolev subspace, i.e., W span{φ i } ∞ i=1 . To apply Galerkin's method we also require defining the adjoint eigenfunctions which satisfy the orthonormal property,
where φ * i ∈ W indicates the i th adjoint eigenfunction and δ i j the Kronecker delta. 
denotes the real part and σ is a small positive number. According to such separation the eigenspectrum and corresponding Sobolev subspace, W span{φ i } ∞ i=1 , can be partitioned into the following subsets and subspaces;
1. finite subset of first m eigenvalues, Λ s (A) {λ 1 , λ 2 , . . . , λ m }, which are slow and possibly unstable, and its corresponding slow Sobolev subspace, W s span{φ i } m i=1 , 2. complement infinite subset of the remainder eigenvalues, Λ f (A) {λ m+1 , λ m+2 , . . . }, which are fast and stable, and its corresponding fast Sobolev subspace,
Parameter σ needs to be a small positive number to ensure a proper separation between the finite dimensional slow and possibly unstable, and infinite dimensional fast and stable subsystems. A common value used in transport-reaction processes dynamics area is σ 0.1. The condition of small σ in Assumption 2 is satisfied by the majority of transport-reaction processes [1, 20, 44, 47, 62] . The small value for σ is not generally satisfied for 1. Convection-reaction processes described by first-order hyperbolic PDEs where the eigenvalues cluster along vertical (or nearly vertical), asymptotes in the complex plane (see Chapter 2 in [21] for more details).
2. Diffusion-reaction processes described by parabolic PDEs for which the spatial coordinate is defined in the infinite domain, where wavy behavior is usually exhibited as the result of continuous eigenspectrum (see [21, 48] for more details).
In such cases, a modal separation in the system dynamics can be enforced by appropriate controller design [21, 22, 23] .
Taking advantage of Assumption 2, the Galerkin integral projectors can be defined,
to project the infinite-dimensional system representation of (2) to partitioned sets of ODEs of the vectorized slow and fast eigenmodes,
where
and diag{·} denotes the diagonal matrix with diagonal elements. Then the partitioned infinite dimensional ODEs of (6) can be approximated bẏ
after a short period of time, t b , when x f → 0, by applying singular perturbation analysis [5, 7, 9, 21] and considering Tykhonov's theorem for solution convergence of systems that consist of slow and fast subsystems [46] . The time-scale separation between slow and fast dynamics of the DPS modeled by PDEs ensures that a controller which exponentially stabilizes the closed-loop finite dimensional approximation also exponentially stabilizes the closed-loop infinite-dimensional system [21] .
Remark 2. We may replace the approximate observability and controllability assumption of the infinitedimensional system of (2) formally addressed in Assumption 1, by observability and controllability of the system approximation (slow subsystem) of (7) [25] when the fast subsystem in (6) is exponentially stable and the control input is bounded and changes at a rate that is in the slow time-scale.
Remark 3. A lower bound for the relaxation time, t b , required by the fast dynamics of the system to relax, can be identified by singular perturbation analysis [5, 9, 21] .
Spatiotemporal dynamic shaping using sliding mode controller designs
Dynamic shaping error formulation
To address the spatiotemporal dynamic shaping problem of the DPSs described by PDE system of (1), we consider a desired spatiotemporal dynamics described by a target PDE with the same spatial differential operator, ∂ ∂t
According to same spatial differential operator and boundary conditions, both the system and target PDEs have the same set of dominant eigenfunctions which can be applied to approximate the spatiotemporal states as follows,
Note that such approximations are quite accurate after a short relaxation time when the fast dynamics stabilize. Then the spatiotemporal dynamic shaping error with respect to slow system dynamics can be formulated by
where e(t) = x s (t) − x ds (t) indicates the vector of modal errors.
By applying MOR via Galerkin projection as it was discussed in Section 3, we can discretize the target PDE to the following set of ODEs,
which describes the slow modal dynamics of the desired spatiotemporal behavior. The modal tracking error dynamics can then be derived by subtracting the ODEs of (7) and (11),
where e 0 = x 0 −x d0 . Thus the spatiotemporal dynamic shaping problem of the transport-reaction processes described by (1) can be addressed via error dynamics regulation of the low-dimensional ODEs of (12).
Remark 4. Note that the fast dynamics must be exponentially stable for the specific method to be applicable even for unstable target PDEs.
Remark 5. We may directly apply the proposed MOR to the PDE of the spatiotemporal dynamic shaping offset which is formulated by subtracting the governing PDE of (1) from the target of (8). Such alternative approach results to the same modal tracking error dynamics as (12) .
In theory, we can reshape the system to any desired spatiotemporal response, in essence by canceling out the original dynamics of the system and replacing them with the intended dynamics of target.
There are some considerations with allowable original and target dynamics. The target spatiotemporal dynamics must be bounded to avoid possible issues that arise in designing controller structures with unbounded actions. Since in the proposed control approach the desired spatiotemporal behavior described by the target PDE must have the same spatial differential operator and boundary conditions as the process PDE, the nonlinear functions of F and F are the only sources of differences in the governing and target dynamics. The most important restriction of the proposed approach is choosing a bounded target nonlinear functions F and a stable target PDE. In addition, the locations of the actuators must satisfy the controllability requirements of error dynamics. Even when bounded, F should not be introducing an oscillatory behavior in the target system with frequency that falls in the separation gap of the slow and fast dynamics; otherwise it will introduce a model reduction error that can also affect the tracking of the desired spatiotemporal dynamics.
Sliding mode controller design
Consider the nonlinear dynamical modal error system of (12),
where e = [e 1 , e 2 , . . . , e m ] T ∈ R m and u = [u 1 , u 2 , . . . , u l ] T ∈ R l . The objective is designing an outputfeedback control law, u(t), which regulates the error dynamics at the origin. By stabilizing the error, such regulator enforces the system dominant eigenmodes to follow the target eigenmodes. According to the dynamical modal error system dimension, we require at least m manipulated inputs (i.e. l ≥ m) to stabilize the tracking error and force the system spatiotemporal dynamics to follow target dynamics with a general nonlinear term [31, 34] .
To reach such objective a sliding mode control approach is applied. The controller synthesis includes two steps: (1) Choosing a manifold (reduced-order subspace), also known as sliding surface, which describes the desired dynamic behavior. (2) Designing the feedback control law which forces the tracking error trajectory to confine to the sliding surface and slides along it [27, 63] . Thus the problem of dynamic modal response shaping a →ã is equivalent to "approaching to the sliding surface and remaining on it".
The time-varying sliding surface, S(t), is defined by the scalar equation of s(e) = 0 which must guarantee the system control objective in regulating the tracking error dynamics,
The switching function of s(e) is a distance measurement which indicates how far the system eigenmodes are from the target eigenmodes. It can be simply defined as the following proportional-integral form,
where Π = diag{π i } m i=1 . To assure the stability of sliding mode dynamic, the diagonal components of Π must have negative real parts, i.e, Re(π i ) < 0 for i = 1, . . . , m. The places of such components in the left half-plane determine the performance of the sliding mode controller in stabilizing the tracking error dynamics.
Due to the discontinuous nature of the resulting sliding mode control action, the existence and uniqueness of the closed-loop system solution can not be verified by the Picard-Lindelöf theorem [60] . Such switching discontinuous closed-loop dynamics must be analyzed using Filippov theorem [29, 67] which states the resulting closed-loop system that slides along s(e) = 0, can be approximated by a smooth dynamics which is described usingṡ
under a continuous control design [41, 56] . To formulate the sliding mode controller design we consider the Lyapunov function in the quadratic form of
By considering the above Lyapunov function, the asymptotic stability can be obtained bẏ
Then using Filippov's construction of the equivalent dynamics, the control action can be computed by considering the smooth dynamics ofṡ = 0, whicḣ
As a result the equivalent control law takes the following form
In order to satisfy the sliding condition we consider the control law as
where η > 0 and sign(·) denotes the sign function. Then we obtaiṅ
whereV (s) < 0 andV (0) = 0, thus the closed-loop system is locally asymptotically stable in the Lyapunov sense [41, 56] .
Remark 7. The control law of (19) was derived by Lyapunov direct method which is a typical controller design approach for general nonlinear systems [41, 56] . First we introduced a Lyapunov function candidate in the form of (15) . Using Fillippov's construction of the equivalent dynamics we found an equivalent controller formula for which the time derivative of the Lyapunov function candidate is equal to zero. Then we obtained the control law by subtracting a positive term which contains a tuning parameter from the equivalent control formula to obtain the negative sign for Lyapunov candidate time derivative which guarantees the closed-loop process stability.
Remark 8. The positive controller tuning parameter of η allows a certain degree of flexibility in spatiotemporal dynamic shaping of the studied transport-reaction process. Large values of η force the Lyapunov function time derivative,V , to be more negative and therefore generate a faster transient response at the cost of larger control action.
Remark 9. In practice, implementation of the sliding mode controller with the discontinuous nonlinearity in the form of sign(·), presents the chattering phenomenon ("zig-zag" motion) due to fast switching fluctuations across the sliding surface. Chattering which involves high control activity is undesirable in practice. Such high activities may excite high frequency dynamics neglected in the process modeling step [41, 56] .
Dynamic observer design
For the desired spatiotemporal dynamics which is described by (8) and approximated by the slow dynamics of (11) we have access to the dominant eigenmodes, x ds . However, to compute the tracking error vectors, e, and implement the control law of (19) , we need to estimate the values of the system dominant eigenmodes of x s . For such estimation purpose, a Luenberger-type dynamic observer is synthesized based on the system ROM,ẋ
andx s denotes the estimated dominant eigenmodes of the system, Θ presents the dynamic observer gain matrix and ω = [ω 1 ω 2 · · · ω p ] T is the vector of locations of continuous measurements, y. The modal observation error dynamics can then be formulated as followṡ
where the vector of observation error is defined by e o = x s −x s . Assuming the principle of separation between control and observation holds [3, 19] , we consider the observation Lyapunov function (OLF) in the standard quadratic form
where P is a symmetric positive definite matrix with a bounded norm, P ≤ K 1 . The time derivative of the OLF is obtained as followṡ 
Then the dynamic observer gain matrix, Θ, must be identified subject toV o < 0 which indicates the observation stability. Due to the Lipschitz property of the nonlinear function of F in the DPS of (1) and bounded nature of the eigenfunctions and their adjoints, the nonlinear function of f s in the system approximation of (7) is also Lipschitz continuous,
where K 2 denotes the Lipschitz upper bound gain. From (24) and (25) and using Cauchy-Schwarz inequality we obtain that
where K = K 1 K 2 .
By applying the inequality of (26), we conclude that if 
where Y and Z are the symmetric positive definite weighting matrices. From the inequality of (29) we
where U = PΘ. Then we reduce the degrees of freedom in the inequality by setting U = C T Z −T ,
Using the Schur Complement Lemma we represent the inequality of (31) in the following standard form [18] ,   
The observer gain matrix can be computed by minimizing the trace of P −1 subject to the LMI constraint of (32),
A detailed discussion on the LMI-constrained optimization problem can be found in [54] .
Application to thermal dynamic shaping in a tubular reactor
In this section, we illustrate the effectiveness of the proposed output feedback sliding mode control on spatiotemporal dynamic shaping of a typical transport-reaction process example. In the first part we present the mathematical model of the thermal dynamics in a tubular chemical reactor. The desired spatiotemporal behavior is described in the second part. Then the tailored MOR and control structure are presented for the specific dynamic shaping problem in the third part of this section. Finally, the closedloop simulation results are provided to assess the system performance under the proposed output feedback sliding mode control structure.
System description
We consider a tubular chemical flow reactor [21] where an irreversible exothermic reaction of the zero-th order takes place. As presented in Figure 1 , a limited set of l cooling jackets are employed as the manipulated inputs to remove the heat from the reactor and manage the thermal energy along the reactor length as time evolves. The spatiotemporal thermal dynamics in the presence of temperature-dependent reaction rate is derived from the energy balance which takes the form of the following dissipative PDE,
where T : temperature of the fluid inside the reactor, We reformulate the PDE set of (34) in dimensionless form and homogenize the left boundary condition to employ the proposed MOR. To homogenize the boundary condition we induce the non-homogeneous part in the PDE by standard Dirac function. The resulting dimensionless PDE takes the following form,
A typical diffusion-convection-reaction process with the same spatial differential operator is considered as the target PDE which describes the desired spatiotemporal dynamics,
Remark 10. The time-varying target PDE of (36) which is set by choosing the bounded time-varying nonlinear term, presents a permanent oscillatory behavior in spatiotemporal thermal dynamics of the tubular reactor.
Model order reduction and output feedback control structure
For MOR of the system and target PDEs we require the eigenfunctions which must be computed by solving the following eigenproblem of the system and target spatial differential operator, 1 Pe
where i = 1, 2, . . . , ∞. The solution of above eigenvalue-eigenfunction problem takes the following form [21, 43, 45] ,
The resulting eigenfunctions are not self-adjoint because the spatial differential operator of 1 Pe
non-self-adjoint; then to apply the Galerkin projection we must define the adjoint eigenfunctions
which satisfy the orthonormal property of (4). By considering the set of m dominant eigenfunctions of
] T , we approximate the system and desired dimensionless temperatures
where σ = |λ 1 | |λ m+1 | has a small positive value. Then by employing Galerkin's method, the ROMs of the system and target PDEs take the following modal forms,
for k = 1, 2, . . . , m. Then the above ROMs can be summarized in the following abstract formṡ
By considering the modal error as e = a −ã, the error dynamics can be formulated bẏ
Then the sliding mode controller and dynamics observer structures take the following form
where the dynamic observer gain matrix, Θ, can be computed using the LMI-constrained optimization problem described in Section 4.3.
Simulation results
To simulate the system we set the following typical values for the process parameters: Pe = 5, γ = 3, B t = 0.4, B c = 0.5 andT f = 0. The dominant eigenvalues of the system are presented in Table 1 . We can easily recognize an order of magnitude separation between the 3 dominant eigenvalues and the remainder, σ = Re(|λ 1 |) Re(|λ 4 |) = 0.093. The corresponding dominant eigenfunctions and their adjoints are presented in Figure 2 .
When considering the first three dominant eigenfunctions to discretize the system and desired PDEs, To implement the proposed sliding mode controller we set η = 0.5 for the controller parameter which guarantees the closed-loop system stability and performance. The spatiotemporal profile of the dimensionless reactor temperature and the temporal profile of its spatial L 2 -norm is illustrated in Figure 7 for the entire process operation. The spatiotemporal profile of the shaping error and its L 2 -norm are also presented in Figure 8 . Note that the controller was only active during the closed-loop process operation oft c = (8, 12] . We observe that the shaping error converges to zero and the system follows the desired spatiotemporal behavior under the proposed control approach.
The required control actions to stabilize the shaping error are shown in Figure 9 . The zero control actions in the period oft o = (0, 8) illustrate the open-loop process operation. A sharp initial change in the control action is observed when the controller is activated att = 8, but that is expected since this is a static controller design and there is significant offset from the desired behavior. We don't observe any significant chattering in the temporal profile of the control actions. An oscillatory behavior is observed in the controller signals due to the permanent oscillatory behavior of the target spatiotemporal dynamics.
Finally, the temporal profile of the estimated dominant eigenmodes and the modal errors are presented in Figure 10 which illustrates the effectiveness of the sliding mode controller in regulating the shaping error and tracking the desired spatiotemporal dynamics.
Conclusion
The spatiotemporal dynamic shaping of semi-linear distributed parameter systems was investigated by regulating the error dynamics between the reduced order models (ROMs) of governing and target partial differential equations (PDEs). The required ROMs were derived by applying Galerkin projection to the describing PDEs. The spatiotemporal error dynamics between the governing and target ROMs were stabilized using a sliding mode controller design combined with a Luenberger-type dynamic observer to estimate the required states. The effectiveness of the proposed control structure was illustrated on thermal dynamic shaping of a tubular flow reactor. 
