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Abstract
The complexity and dynamics of the Internet is driv-
ing the demand for scalable and eﬃcient network sim-
ulation. Parallel and distributed network simulation
techniques make it possible to utilize the power of mul-
tiple processors or clusters of workstations to simulate
large-scale networks eﬃciently. However, synchroniza-
tion overheads inherent in parallel and distributed sim-
ulations limit the eﬃciency and scalability of these sim-
ulations.
We developed a novel distributed network simula-
tion framework and synchronization approach which
achieved better eﬃciency than conventional approaches.
In this framework, BGP networks are partitioned into
domains of Autonomous Systems (ASes), and simula-
tion time is divided into intervals. Each domain is sim-
ulated independently of and concurrently with the oth-
ers over the same time interval. At the end of each
interval, packet delays and drop rates for each inter-
domain ﬂow are exchanged between domain simulators.
The simulators iterate over the same time interval un-
til the exchanged information converges to the value
within a prescribed precision before progress to the next
time interval. This approach allows the parallelization
with infrequent synchronization, and achieves signiﬁ-
cant simulation speedups. In this paper, we focus on
the design of distributed BGP network simulation in
Genesis in which many BGP ASes can be assigned to a
single Genesis domain. We also report our experimen-
tal results that measure Genesis distributed eﬃciency
in large scale BGP network simulations.
1 INTRODUCTION
In simulating large-scale networks at the packet level,
a major diﬃculty is the enormous computational power
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needed to execute all events that packets undergo in
the network [2]. Conventional simulation techniques re-
quire tight synchronization for each individual event
that crosses the processor boundary [1]. The inher-
ent characteristics of network simulations are the small
granularity of events (individual packet transitions in
a network) and high frequency of events that cross the
boundaries of parallel simulations. These two factors
severely limit parallel eﬃciency of the network simula-
tion execution under the traditional protocols [1].
Another diﬃculty in network simulation is the large
memory size required by large-scale network simula-
tions. With the emerging requirements of simulating
larger and more complicated networks, the memory size
becomes a bottleneck. When network conﬁguration
and routing information is centralized, large memory
is needed to construct the simulated network. As a re-
sult, simulations of large scale BGP networks were hin-
dered by the large memory size required to construct
and store inter-domain routing information. Hence, we
believe that to simulate truly large networks, the com-
prehensive, distributed memory approach needs to be
developed.
We have described the details of our novel approach
to scalability and eﬃciency of parallel network simula-
tion in Genesis in [8, 9]. Genesis combines simulation
and modeling in a single execution. It decomposes a
network into parts, called domains, and simulation time
into intervals, and simulates each network partition in-
dependently and concurrently over one interval. After
each time interval, ﬂow delays and packet drop rates
observed by each domain simulator are exchanged with
others. Each domain simulator will model the traﬃc
external to its own domain based on the ﬂow data re-
ceived from other domains. Link proxies are used in
Genesis to represent the external traﬃc paths. Domain
simulators iterate over the same time interval until they
reach a global convergence with controllable precision.
An execution scheme is shown in Figure 1 that illus-
trates also synchronization between the repeated itera-tions over the same time interval and use of checkpoints
for the domain simulators [9].
Figure 1: Genesis Execution Scheme
In this paper, we focus on the design of distributed
BGP network simulation in Genesis. In particular, we
describe the system extension that allows the user to
assign many BGP ASes to a single Genesis domain.
To measure the system eﬃciency, we partitioned large
scale BGP networks into simulation domains and dis-
tributively constructed them in cluster of simulators.
Our experimental results showed that Genesis achieved
higher distributed eﬃciency in large scale BGP network
simulations than SSFNet.
2 BGP SYNCHRONIZATION MECH-
ANISMS IN GENESIS
Genesis uses coarse granularity synchronization to
simulate network traﬃc, e.g., TCP or UDP ﬂows. This
is achieved by having parallel simulators loosely coop-
erating with each other. They simulate partitioned net-
work concurrently with and independently of each other
in one iteration. They exchange data only during the
checkpoints executed between iterations. In addition,
individual packets are not stored or exchanged among
parallel simulators. Instead, each data ﬂow is sum-
marized based on some pre-deﬁned metrics, and only
the summarized traﬃc information is exchanged among
parallel simulators. This approach avoids frequent syn-
chronization of parallel simulators. We have shown that
it achieved signiﬁcant speed-up for TCP or UDP traf-
ﬁc simulations. The total execution time could be de-
creased by an order of magnitude or more [8]. Our pri-
mary application was the use of the on-line simulation
for network management [12].
For distributed simulation of BGP protocol, Genesis
embeds an event-level synchronization mechanism into
its coarse granularity synchronization framework. This
work was done using our previous development of Gen-
esis based on SSFNet [6], which was reported in [11].
In Genesis, to simulate a network running BGP pro-
tocol for inter-AS (Autonomous System) routing, with
background TCP or UDP traﬃc, the network is decom-
posed along the boundaries of AS domains. Each par-
allel simulator simulates one AS domain, and loosely
cooperates with other simulators. When there are BGP
update messages that need to be delivered to neigh-
bor AS domains, the BGP event-level synchronization
mechanism in Genesis guarantees that these messages
will be delivered in the correct time-stamp order.
In addition, to support more ﬂexible network parti-
tioning in BGP networks, we extended our system to
support BGP AS grouping. By providing a mapping
scheme to Genesis, multiple BGP ASes can be grouped
into one Genesis domain and assigned to one simula-
tor. This made it possible to apply diﬀerent partition-
ing schemes to the same BGP network model.
3 GENESIS BGP SIMULATION DE-
SIGN OVERVIEW
In the simulation systems which use only event-level
synchronization based on either conservative or opti-
mistic protocol, the correct order of event delivery is
guaranteed by the protocol. The price, however is fre-
quent synchronization.
In Genesis, we take advantage of high granularity
synchronization for TCP and UDP traﬃc, and at the
same time synchronize BGP update messages by doing
extra rollbacks, to reﬂect the actual routing dynamics
in the network.
In Genesis, simulators are running independently of
each other within one iteration. To simulate BGP
routers separately from the Genesis domain in each
parallel AS domain simulator, and to make them pro-
duce BGP update messages for its neighbor domains,
we introduced proxy BGP neighbor routers. Those are
routers mirroring their counterparts which are simu-
lated by other simulators. The proxy BGP routers do
not perform the full routing functionality of BGP. In-
stead, they maintain the BGP sessions and collect the
BGP update messages on behalf of their counterpart
routers.
At the synchronization point in Genesis, the BGP
update messages collected in the proxy BGP routers, if
there are any, are forwarded to the corresponding des-
tination AS domain simulators through a component
called BGP agent. These update messages are deliv-
ered to the BGP agent in the destination AS domain
through the connections among BGP agents, and aredistributed there to the BGP routers which are the des-
tinations of these messages.
This framework enables the system to exchange real
BGP message data among Genesis simulators. But this
is not a full solution yet. Within the independent simu-
lation of one iteration in Genesis, the BGP routers pro-
duce update messages for their neighbors, but do not
receive update messages from their neighbors in other
AS domains. Had they received these update messages,
as it happens in an event-level synchronization simula-
tion system, they would have probably produced dif-
ferent update messages. In addition, the routing might
also have been changed. To simulate BGP protocol cor-
rectly, these BGP updates need to be executed in their
correct time-stamp order in each BGP router. Genesis
achieved this event-level synchronization for BGP up-
dates by doing extra rollbacks.
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Figure 2: Synchronization for BGP Update Messages
During the Genesis checkpoint after one time inter-
val, the BGP agent in each AS domain collects BGP
update messages from other BGP agents. If it receives
some update messages for the previous interval, it will
force the AS domain simulator to rollback to the start
time of the previous interval. Then, it inserts all the
received update messages into its future event list. Its
domain simulator will reiterate the time interval again,
and will “receive” these update messages at the correct
simulation time and will react to them correspondingly.
The BGP messages produced in the current reiteration
might be diﬀerent from those seen during a previous
iteration. Hence, the rollback process might continue
in domain simulators until all of them reach a global
convergence (the update messages in subsequent roll-
back iterations are the same for each domain). Figure 2
shows the ﬂowchart of rollback in the BGP agent. High
cost of checkpointing the network state makes it imprac-
tical to introduce separate rollbacks for BGP activities.
Hence, the UDP/TCP traﬃc checkpoints are used for
all rollbacks in Genesis.
3.1 Grouping Multiple ASes in One Gene-
sis Domain
The initial design of distributed BGP simulation
in Genesis supported partitioning the network on the
boundary of AS domains. As a result, each distributed
Genesis simulator simulated one AS domain. The BGP
AS domain IDs could be used as the identiﬁer of Gen-
esis simulators and used to route BGP messages to the
corresponding destination simulator.
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Figure 3: BGP Message Forwarding with AS Grouping
To support more ﬂexible network partitioning and
study the eﬀects of diﬀerent partitioning schemes, Gen-
esis was extended to support AS domain grouping in
distributed simulators. A BGP update message sent to
a BGP peer router is routed through two layers to reach
the destination. The ﬁrst layer is a mapping between
BGP ASes and Genesis domains. This can be done by
specifying a grouping factor (e.g., N BGP ASes per do-
main) when each group has the same number of ASes,
or by providing a mapping ﬁle when the grouping is not
even. This grouping information is shared by all domain
simulators and is used to forward any BGP update mes-
sages to the domain which contains the corresponding
destination BGP router. The second layer contains a
message classiﬁer in each domain. It holds a list of all
the BGP routers in the ASes in that domain. The classi-
ﬁer ﬁrst identiﬁes the destination BGP router address ofeach received BGP messages, and then it forwards the
messages to its destination. Figure 3 shows the BGP
message forwarding in the AS grouping scenario.
4 SIMULATION WITH
DISTRIBUTED MEMORY
Simulations of large-scale networks require large
memory size. This requirement can become a bottle-
neck of scalability when the size or the complexity of
the network increases. For example, ns2 uses central-
ized memory during simulation, which makes it suscep-
tible to the memory size limitation. For example, [4]
reports that in a simulation of a network of a dumbbell
topology with large number of connections, ns2 failed to
simulate more than 10000 connections. The failure was
caused by ns2’s attempt to use virtual memory when
swapping was turned oﬀ. This particular problem can
be solved by using machines with larger dedicated or
shared memory. Yet, we believe that the only perma-
nent solution to the simulation memory bottleneck is to
develop the distributed memory approach.
Proxy Host
Proxy Host
Proxy Host
Inter-domain traffic
Inter-domain traffic
AS Domain Simulator
Host
Proxy Host
Proxy Link
Figure 4: Proxy Hosts and Inter-domain Traﬃc
To fully distribute the simulation of BGP network,
traﬃc proxies are introduced in each domain. They
work on behalf of their counterparts in the remote do-
mains by sending or receiving TCP or UDP data pack-
ets as well as acknowledgment packets according to the
produced feedbacks. To simulate inter-domain ﬂows,
partial ﬂows are constructed between local hosts and
proxy hosts. Thus, in the simulation of one AS domain,
the simulator just simulates one part of an inter-domain
traﬃc by using proxy hosts and proxy links, as shown
in Figure 4.
The actual traﬃc path between local hosts and re-
mote hosts must be decided by inter-AS routing. For
example, inter-AS routing changes can cause remote
inbound traﬃc to enter the current AS domain from
diﬀerent entry points, thus routing the ﬂow through a
diﬀerent path inside the domain.
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Figure 5: Remote Traﬃc Path Construction with Proxy
Switch
The diﬃcult part of remote traﬃc path construction
was to decide how to connect proxy hosts to the current
AS domain. We designed a structure which connected
remote traﬃc hosts to a proxy switch, instead of con-
necting them to any entry point directly, as shown in
Figure 5. When a packet sent by a proxy host reaches
the proxy switch, the proxy switch will lookup an inter-
nal mapping from ﬂow id to the current inter-AS rout-
ing table, and will forward this packet via the correct
inbound link to one of the BGP routers on the domain
boundary. If the inter-AS routing is changed by some
BGP activities later, the proxy switch will automatically
adjust its internal mapping, and the packets with the
same ﬂow id will be forwarded to a diﬀerent inbound
link.
In a fully distributed simulation (the network model
is constructed distributively) which supports dynamic
routing, global routing decisions need to be computed
distributively as well. The support of distributed BGP
simulation made this distributed computation possible.
On the other hand, fully distributed network construc-
tion signiﬁcantly reduced the memory requirement on
each individual computer, which facilitated the simula-
tion of very large BGP network models.
5 PERFORMANCE EVALUATION
5.1 Campus Network Simulation Model
To test the performance and scalability of the Gene-
sis and to compare them to those of SSFNet, we use a
modiﬁed version of the baseline model deﬁned by the
DARPA NMS community [5]. The topology of this
model can be visualized as a ring of nodes, where each
node (representing an AS domain shown in Figure 6)
is connected to one node preceding it and another one
succeeding it. We refer to each node or AS domain as
the “campus network”. Each of the campus networks issimilar to the others and consists of four subnetworks.
In addition, there are two additional routers not con-
tained in the subnetwork, as shown in the diagram.
Figure 6: One campus network
The subnetwork labeled Net 0 consists of three
routers in a ring, connected by links with 5ms delay
and 2Gbps bandwidth. Router 0 in this subnetwork
acts as a BGP border router and connects to other cam-
pus networks. Subnetwork 1 consists of 4 UDP servers.
Subnetwork 2 contains seven routers with links to the
LAN networks as shown in the diagram. Each of the
LAN networks has one router and four diﬀerent LAN’s
consisting of 42 hosts. The ﬁrst three LAN’s have 10
hosts each and the fourth LAN has 12 hosts. Each of
the hosts is conﬁgured to run as a UDP Client. Subnet-
work 3 is similar to Subnetwork 2. Internal links and
LAN’s have the same property as Subnetwork 2.
The traﬃc that is being exchanged in the model is
generated by all the clients in one domain choosing a
server randomly from the Subnetwork 1 in the domain
that is a successor to the current one in the ring.
This individual campus network model was the same
as the one we used in [10]. However, in the experiments
in this paper, we set the traﬃc send-rate at the higher
rate of 0.02 second per packet. In addition, we reduced
the total simulation time from 400 seconds to 100 sec-
onds, while keeping the traﬃc time as 60 seconds. As
a result, the network was loaded with higher traﬃc in-
tensity throughout the simulation and the communica-
tion overheads during each checkpoint became compar-
atively smaller. These settings were used to facilitate
our study of the performance impacts of diﬀerent types
of traﬃc, local or remote, on the simulation.
In our network model, we connected 24 such cam-
pus networks in a ring as described above. We grouped
every N adjacent campus networks into one Genesis
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Figure 7: Grouping adjacent campus networks
domain and assigned it to one distributed simulator, as
shown in Figure 7. N was assigned the following se-
quence of values: 1, 2, 3, 6, 12 and 24, thus the number
of domains was, correspondingly 24, 12, 8, 4, 2 and 1.
Our experiments of Genesis were run on Sun
UltraSPARC-III, 750MHz dual-cpu machines, which
were interconnected by a 100Mbit Ethernet. Each Gen-
esis domain simulator was assigned to one processor.
5.2 Campus Network Experimental Re-
sults
In order to compare the simulation performance of
Genesis and SSFNet, we ﬁrst did some experiments un-
der SSFNet on the same campus network model. We
ran a set of simulations on a Sun UltraSPARC-II 4-
CPU machine, and varied the number of processors in
these SSFNet parallel simulations setting it to 1, 2, 3
and 4. Ring size of 6 campus networks was used for the
1, 2 and 3 processors simulations, while ring size of 4
campus network was used for 1 and 4 processors simu-
lations. We always assigned adjacent campus networks
to the same processor. Thus, by varying the number of
processors, we varied the percentage of remote traﬃc (in
this case, traﬃc exchanged between parallel processors)
as well.
Table 1: SSFNet Parallel Eﬃciency A
Network Parti- Remote Speedup Distributed
Size(CN) tions Traﬃc Eﬃciency
6 1 0% N/A N/A
6 2 50% 1.78 89%
6 3 75% 1.68 56%
4 4 100% 2.1 53%
Table 1 shows the experimental results that demon-
strate that when the percentage of remote traﬃc in-
creased, the parallel eﬃciency of ssfnet decreased. The
parallel eﬃciency dropped to just above 50% when thepercentages of remote traﬃc was close to 100%. Be-
cause all links between two campus networks were the
same, the lookahead was the same when the partition-
ing were diﬀerent in these simulations. However, larger
amount of events (packets) needed to be exchanged and
synchronized among processors introduced high over-
heads in the parallel simulation.
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Figure 8: SSFNet Parallel Simulation Speedups
The parallel simulation performance of SSFNet was
also reported in [7], where experiments were done on
Sun enterprise server with up to 12 processors. A
similar ring of campus network model was used while
the size of an individual campus network was smaller.
We included the reported results for the simulations in
which each campus network exchanged traﬃc only with
its neighboring network in Figure 8. We computed the
parallel eﬃciencies of those experiments based on these
results and showed them in Table 2.
Table 2: SSFNet Parallel Eﬃciency B
Network Parti- Remote Speedup Distributed
Size(CN) tions Traﬃc Eﬃciency
4 4 100% 2.7 67.4%
6 6 100% 4.0 66.7%
8 8 100% 4.5 56.2%
10 10 100% 5.7 57.0%
12 12 100% 6.1 50.8%
The results in Table 2 shows that when the number
of processors increased, the parallel eﬃciencies dropped
not very signiﬁcantly, from above 60% to about 50%.
Because in these simulation, each campus network was
simulated by one processor and only exchanged traﬃc
with its neighboring network, the remote traﬃc percent-
ages were 100%. The amount of remote traﬃc and the
overheads for each processor to handle remote events
Table 3: Distributed Eﬃciency in Genesis Distributed
Simulation
Network Remote Packet-hop Speedup Distri-
Size(CN) Traﬃc Diﬀerence buted
/Domains Eﬃc.
24/ 1 0% N/A N/A N/A
24/ 4 28.6% 3.8% 4.15 104%
24/ 8 50.0% 3.2% 7.73 96.7%
24/12 66.7% 4.0% 11.0 91.7%
24/24 100% 5.0% 19.8 82.6%
from other processors were about the same. Also the
lookahead was the same because the link delays between
campus network did not change. However, with more
parallel processors, the overheads of global synchroniza-
tion increased. From these results, we observed that in
the simulations with high percentage of remote traﬃc,
the parallel eﬃciency of SSFNet was only about 50% to
60%.
Another set of experiments were done under Genesis.
24 campus networks (CN) were connected in a ring, as
described in the previous section. We grouped N ad-
jacent CNs into one Genesis domain, and constructed
each domain distributively in Genesis domain simula-
tors. N was varied as we set it to 24, 6, 3, 2 and 1.
Because each campus network exchanged traﬃc only
with its adjacent networks, when we changed the group-
ing scheme, the percentage of remote traﬃc (traﬃc ex-
changed between distributed domains) in the simula-
tion also changed. We compared the results of diﬀerent
grouping schemes with the non-distributed simulation
(24 CNs simulated in one simulator) and computed the
eﬃciencies.
Table 3 shows the experimental results. From these
results, we observed that when the percentage of re-
mote traﬃc increased from about 28% to 100%, the
distributed eﬃciency dropped slightly. Even with 100%
remote traﬃc, the distributed eﬃciency was still above
80%. In addition, the error of the total packet hops was
within 5% compared to non-distributed, accurate sim-
ulation. Genesis showed better performance in these
experiments than SSFNet.
We attributed this advantage of Genesis to its coarse
granularity synchronization approach. Unlike conven-
tional event-level synchronizations in which each indi-
vidual remote packet (event) need to be exchanged and
synchronized, Genesis aggregated these simulation data
and reduced both of the amount of data exchange and
frequency of synchronization. As the result, higher per-
centage of remote traﬃc did not introduce signiﬁcantsynchronization overheads in Genesis, as they usually
did in other conventional simulation systems.
5.3 Distributed UDP Flooding in U.S.
Backbone Network Model
In order to study the performance of Genesis with
large scale, real-world network models, we selected the
U.S. backbone network model introduced in [3]. This
model was a large scale BGP network topology consist-
ing of 8 national-level ISP networks. The full topology
included 9828 backbone routers and 787 BGP speakers.
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Figure 9: Network Model of Three ISP’s
Due to our hardware limitation, we selected three
ISPs to construct a subset of this U.S. backbone net-
work topology for our experiment. The selected ISP’s
were Sprintlink with 465 backbone routers and 56 BGP
speakers, Exodus with 211 backbone routers and 32
BGP speakers and Abovenet with 244 backbone routers
and 39 BGP speakers. We connected them as a clique,
as shown in Figure 9. We distributively constructed
each of these ISP BGP networks into one Genesis do-
main and assigned each of them to one distributed sim-
ulator.
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Figure 10: Distributed UDP Flooding Simulation
We simulated distributed UDP ﬂooding in this net-
work model under Genesis. Distributed UDP ﬂood-
ing simulation was used in network security research to
study of the eﬀectiveness of diﬀerent protection tech-
niques. The “distributed” here means that the UDP
ﬂood is generated from distributed nodes in the net-
work being simulated, and it can be simulated by se-
quential simulation systems. However, to simulate it
in large-scale network models, e.g. the Internet, paral-
lel and distributed simulation provides a more scalable
solution. Yet, thanks to its distributed traﬃc pattern
and high traﬃc intensity, it usually introduces high syn-
chronization overhead in parallel and distributed simu-
lations.
We designed our experiment to demonstrate the per-
formance of Genesis in a simulation with burst-out dis-
tributed UDP ﬂooding. The network model introduced
in [3] is a “bare-boned” network which consists of only
routers. We introduced UDP clients and servers into
the network and attached them to diﬀerent routers to
generate UDP traﬃc. At the ﬁrst stage of the simu-
lation, each of the three ISP networks had only back-
ground traﬃc within each ISP network. At simulation
time 40 second, we randomly selected 20 distributed
hosts in each ISP network to generate high intensity
UDP traﬃc (15Mb/sec) that ﬂooded the other two ISP
networks, and selected one host in each ISP networks
as the victims of these attacks. These burst-out ﬂood-
ing traﬃc increased the percentage of remote traﬃc in
the network to over 90%. We monitored the packet-hop
rate changes during the simulation. Higher packet-hop
rate represents higher simulation eﬃciency, and lower
packet-hop rate represents higher synchronization over-
heads in the simulation.
0
10
20
30
40
50
60
70
80
21 24 27 30 33 36 39 42 42 45 48 51 54 57 60 63 66
Simulation Time (sec)
T
r
a
f
f
i
c
 
P
a
c
k
e
t
 
S
i
m
u
l
a
t
i
o
n
 
R
a
t
e
 
(
k
 
h
o
p
/
s
e
c
)
Figure 11: Simulation Rate
Figure 11 shows the experimental results. We ob-
served that when the distributed UDP ﬂooding burst
out, the packet-hop rate dropped signiﬁcantly. Thiswas because initially, during the synchronization, Gen-
esis rolled back the simulation for the iteration in which
the burst happened, to adjust each distributed simula-
tor for this network traﬃc change [9]. After the Gene-
sis simulation converged on this change in the network,
it proceeded without this rollback. In this stage, be-
cause of the distributed UDP ﬂooding traﬃc ﬂowing
from one distributed simulator to another, the percent-
age of remote traﬃc in the simulation increased from 0%
to over 90%. Usually this change would introduce sig-
niﬁcant synchronization overhead, as we showed above
in SSFNet simulations. One way to measure the net-
work simulation eﬃciency and overhead is to measure
the packet-hop rate in the simulation. The higher the
packet-hop rate, the less synchronization overhead in
the simulation. We compared the packet-hop rates in
Genesis before and after we introduced distributed UDP
ﬂooding into the simulation, and observed that after the
rollback, the packet-hop rate raised back to above 90%
of the rate before the ﬂooding. Genesis was able to sim-
ulate very high percentage of remote traﬃc with very
little extra synchronization overhead.
6 CONCLUSIONS
In this paper, we demonstrated that Genesis worked
eﬃciently in distributed network simulations. Our ex-
perimental results showed that in SSFNet parallel simu-
lations, when each single campus network was assigned
to one processor, the parallel eﬃciency was limited in
the range from 50% to 60% when up to 12 processors
were used. The synchronization overheads increased
signiﬁcantly when the degree of parallelism increased.
In contrast, Genesis achieved better distributed eﬃ-
ciency at about 80% when each single campus network
was assigned to one distributed simulator and up to
24 processors were used, thanks to its coarse granu-
larity synchronization approach which did not require
exchanging and synchronizing each individual remote
packet. Genesis signiﬁcantly reduced the synchroniza-
tion overheadsand was more scalable in distributed sim-
ulations.
In addition, because of its aggregation of the simula-
tion information being exchanged, Genesis reduced both
the amount and frequency of data exchanges among dis-
tributed simulators. Our experimental results showed
that when the network partitioning scheme was changed
and the percentage of remote events in the distributed
simulation was increased, Genesis consistently achieved
high distributed eﬃciency at above 80%. It does not re-
quire changes of synchronization algorithm for diﬀerent
network topologies, network channel latencies or net-
work partition schemes to achieve good performance.
Thanks to this approach, Genesis became a very gen-
eral system for distributed network simulation.
With the support of ﬂexible partitioning of BGP net-
works, and distributed simulation of large scale, real
world network models, study of the performance and
stability of BGP and defensive techniques against ﬂood-
ing and worm attacks will be directions of our future
research.
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