Stitching Panoramas from Photos by Pospíšil, Lukáš
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA
SKLA´DA´NI´ PANORAMAT Z FOTOGRAFII´
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE LUKA´Sˇ POSPI´SˇIL
AUTHOR
BRNO 2011
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA
SKLA´DA´NI´ PANORAMAT Z FOTOGRAFII´
STITCHING PANORAMAS FROM PHOTOS
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE LUKA´Sˇ POSPI´SˇIL
AUTHOR




Hlavnı´ na´plnı´ te´to pra´ce je porovna´nı´ algoritmu˚ pro vy´pocˇet homografie. Konkre´tneˇ jsou porovna´-
va´ny algoritmy RANSAC, LO-RANSAC a PROSAC. Samotne´ skla´da´nı´ panoramat je bra´no pouze
jako prostrˇedek pro porovna´nı´. Ale i prˇesto jsou v te´to pra´ci uvedeny za´kladnı´ algoritmy pouzˇı´vane´
prˇi skla´da´nı´ panoramat.
Abstract
The main purpose of this paper is a comparison of the algorithms for computing homography. It
compares RANSAC, LO-RANSAC and PROSAC algoritms. Stiching panoramas is used just for
their comparison, however the basic algoritms for stitching panoramas are mentioned.
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Prˇi tvorbeˇ panoramaticky´ch fotografiı´ existuje neˇkolik postupu˚, jak je mozˇne´ tyto snı´mky vytvorˇit.
Nejjednodusˇsˇı´ zpu˚sob je orˇez beˇzˇne´ fotografie. Mu˚zˇeme take´ pouzˇı´t specia´lnı´ panoramaticky´ fo-
toapara´t, ale jeho porˇı´zenı´ je finacˇneˇ na´kladne´. Nejrozsˇı´rˇeneˇjsˇı´m zpu˚sobem je tvorba panoramat
slozˇenı´m z vı´ce fotografiı´. K tomuto postupu nenı´ potrˇeba zˇa´dny´ specia´lnı´ prˇı´stroj a za´rovenˇ ne-
docha´zı´ ke snı´zˇenı´ rozlisˇenı´ vy´sledne´ho snı´mku, jak je tomu u tvorby pomocı´ orˇezu fotografie.
V dnesˇnı´ dobeˇ nenı´ proble´m zı´skat software pro tvorbu panorama. Cela´ rˇada z nich je dokonce
k dispozici zdarma (naprˇı´klad Microsoft Image Composite Editor). Jak se cˇtena´rˇ sa´m prˇesveˇdcˇı´,
algoritmy, ktere´ se prˇi tvorbeˇ panoramat pouzˇı´vajı´, nejsou slozˇite´.
V te´to pra´ci jsem se rozhodl podrobneˇji prozkoumat cˇa´st procesu skla´da´nı´ panoramat, ktera´ rˇesˇı´
problematiku vy´pocˇtu homografie a nejvı´ce ovlivnˇuje vzhled vy´sledne´ho panorama. Pro rˇesˇenı´ te´to
problematiky se pouzˇı´va´ algoritmus RANSAC a jeho modifikace. Ve sve´ pra´ci bych chteˇl prove´st
srovna´nı´ neˇkolika teˇchto algoritmu˚. Z tohoto hlediska je v te´to pra´ci skla´da´nı´ panoramat bra´no jako
prostrˇedek pro porovna´nı´ algoritmu˚.
Pra´ce je rozdeˇlena do peˇti kapitol (vcˇetneˇ u´vodu). V druhe´ kapitole zı´ska´ cˇtena´rˇ znalosti potrˇebne´
k porozumeˇnı´ te´to problematiky a rovneˇzˇ se sezna´mı´ s algoritmy pro vy´pocˇet homografie, ktere´
jsem si vybral pro srovna´nı´. Trˇetı´ kapitola je veˇnova´na na´vrhu programu. Zde se cˇtena´rˇ dozvı´
na´vaznosti jednotlivy´ch algoritmu˚, ktere´ byly prˇedstaveny v druhe´ kapitole. Cˇtvrta´ kapitola je
veˇnova´na porovna´nı´ algoritmu˚ pro vy´pocˇet homografie a jsou zde uvedeny i nedostatky programu,
ktere´ byly beˇhem testova´nı´ objeveny. Poslednı´ kapitolou je za´veˇr cele´ pra´ce.




Po prˇecˇtenı´ te´to kapitoly cˇtena´rˇ zı´ska´ teoreticky podklad k problematice skla´da´nı´ panoramat.
Pod pojmem panorama si kazˇdy´ prˇedstavı´ minima´lneˇ dveˇ na sebe napojene´ fotografie. A pra´veˇ
vy´pocˇet napojenı´ fotografiı´ je na´plnı´ te´to pra´ce. V pocˇı´tacˇove´ grafice plnı´ homografie roli napojenı´.
Pro vy´pocˇet homografie potrˇebuje zna´t jake´ body si odpovı´dajı´ v jednotlivy´ch fotografiı´ch. Ale jeli-
kozˇ nejsme schopni urcˇit tyto korespondence, je zde potrˇeba vyuzˇı´t specia´lnı´ch algoritmu, ktere´ na´m
urcˇı´ jake´ body si odpovı´dajı´. Z hlediska tvorby korespondencı´ (odpovı´dajı´cı´ch si bodu˚) je potrˇeba
ve fotografiı´ch zvolit body, ktere´ jsou neˇjaky´m zpu˚sobem vy´znamne´. A tvorbu korespondencı´ na´m
usnadnı´ pokud zı´ska´me popis vlastnosti teˇchto bodu˚, ktere´ mu˚zˇeme porovna´vat. A pra´veˇ principy
vyuzˇı´vane´ v teˇchto situacı´ jsou uvedeny v te´to kapitole.
2.1 SIFT
SIFT je zkratka z anglicke´ho Scale Invariant Feature Tranform. Na rozdı´l od prˇedchozı´ch metod pro
detekci vy´znamny´ch bodu˚ jsou body nalezene´ neza´visle´ na meˇrˇı´tku, rotaci a cˇa´stecˇneˇ na zmeˇna´ch
osveˇtlenı´ a noveˇ zava´dı´ popis vy´znamny´ch bodu˚ pomocı´ deskriptoru˚. Prˇi tvorbeˇ te´to kapitoly jsem
vycha´zel z literatury [7] a [11].
Princip cele´ metody je na´sledujı´cı´:
1. Vytvorˇenı´ scale-space reprezentace a nalezenı´ loka´lnı´ch extre´mu
2. Odstraneˇnı´ nestabilnı´ch vy´znamny´ch bodu˚
3. Prˇirˇazenı´ orientace
4. Vytvorˇenı´ deskriptoru˚
2.1.1 Vytvorˇenı´ scale-space reprezentace a nalezenı´ loka´lnı´ch extre´mu˚
Scale-space je meˇrˇı´tkoveˇ neza´visla´ reprezentace pu˚vodnı´ho obra´zku. Scale-space vytvorˇı´me tak, zˇe
z pu˚vodnı´ho obra´zku vytvorˇı´me sadu stejny´ch obra´zku˚ jen v ru˚zny´ch meˇrˇı´tka´ch a provedeme kon-
voluci s Gaussovy´m ja´drem (zı´ska´me rozmazane´ obra´zky). Rozmaza´nı´ obra´zku v jednom meˇrˇı´tku
pomocı´ Gaussova ja´dra je opakova´no neˇkolikra´t. Sada teˇchto rozmazany´ch obra´zku˚ (v jednom
meˇrˇı´tku) se nazy´va´ okta´va. Scale-space reprezentace je tvorˇena n okta´vy, kde n je pocˇet meˇrˇı´tek.
Kdyzˇ ma´me vytvorˇene´ okta´vy, tak scale-space zı´ska´me odecˇtenı´m dvou po sobeˇ jdoucı´ch vrstev
(rozdı´l Gausovy´ch funnkcı´, zna´zorneˇno na obra´zku 2.1).
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Obra´zek 2.1: Vytvorˇenı´ space-scale pomocı´ rozdı´lu Gausovy´ch funkcı´. Zdroj:[11]
Po vytvorˇenı´ scale-space mu˚zˇeme zacˇı´t s hleda´nı´m kandida´tu˚ vy´znamny´ch bodu˚. Kandida´ti
vy´znamny´ch bodu˚ lezˇı´ v loka´lnı´ch extre´mech scale-space. Kazˇdy´ bod je otestova´n se svy´mi osmi
sousedy ve vrstveˇ a dalsˇı´mi osmna´cti body, s ktery´mi sousedı´ ve vedlejsˇı´ch vrstva´ch. Kandida´t tedy
nemu˚zˇe lezˇet na prvnı´ ani poslednı´ vrstveˇ okta´vy a je testova´n ze svy´mi dvaceti sˇesti sousedy. Bod
je prohla´sˇen za kandida´ta, pokud je veˇtsˇı´ nebo mensˇı´ nezˇ vsˇichni jeho sousedi. U teˇchto bodu˚ si
zapamatujeme jeho lokaci (pozici a meˇrˇı´tko, v ktere´m se nacha´zı´).
2.1.2 Odstraneˇnı´ nestabilnı´ch vy´znamny´ch bodu˚
Z kandida´tu˚ vy´znamny´ch bodu˚ potrˇebujeme odstranit nestabilnı´ body, protozˇe rozdı´l Gaussovi
funkce ma´ silnou odezvu pode´l hran. Tyto sˇpatneˇ predikovane´ body majı´ velkou hlavnı´ krˇivost
kolmo na hranu a malou pode´l hrany. Hlavnı´ krˇivost lze vypocˇı´tat z Hessianovi maticeH.
H = Dxx Dxy
Dxy Dyy
Podle nı´zˇe uvedene´ nerovnice 2.1 pozna´me, zda bod zachovat, nebo ho ze skupiny vy´znamny´ch bodu˚
odstranit. Pokud nerovnice neplatı´, bod je z mnozˇiny odstraneˇn. Hodnota r byla experimenta´lneˇ






kde Tr(H) = Dxx +Dxy a Det(H) = DxxDxy − (D2xy).
2.1.3 Prˇirˇazenı´ orientace
Aby bylo mozˇne´ zajistit neza´vislost na rotaci a meˇrˇı´tku obra´zku, kazˇde´mu vy´znamne´mu bodu je
prˇirˇazena orientace a meˇrˇı´tko. Pro vsˇechny body obra´zkuL je vypocˇı´ta´na velikost gradientum(x, y)
a orientace θ(x, y).
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2
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θ(x, y) = tan−1
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
Z gradientu˚ okolı´ vy´znamne´ho bodu je vytvorˇen orientovany´ histogram, ktery´ ma´ 36 binu˚. Nejvysˇsˇı´
vrchol histogramu je prohla´sˇen za orientaci vy´znamne´ho bodu.
2.1.4 Vytvorˇenı´ deskriptoru
Pro kazˇdy´ vy´znamny´ bod musı´ by´t vytvorˇen jedinecˇny´ deskriptor. Na Obra´zku 2.2 je naznacˇeno,
jak z gradientu okolı´ vy´znamne´ho bodu je zı´ska´n deskriptor. Vektory v maly´ch cˇtvercı´ch oznacˇujı´
orientaci a velikost gradientu v dane´m bodeˇ. Z teˇchto vektoru˚ je pak vytvorˇen orientovany´ histogram,
ktery´ ma´ 8 binu˚. Vektory jsou prˇirˇazeny binu, ktery´ je nejblı´zˇe jejich u´hlu. Pokud nejsou u´hly binu
a vektoru u´plneˇ stejne´, je pomocı´ dalsˇı´ch vy´pocˇtu˚ urcˇena velikost vektoru ve smeˇru binu.
Obra´zek 2.2: Vytvorˇenı´ deskriptoru. Zdroj:[11]
Deskriptor vy´znamne´ho bodu bude vektor s n prvky (nebo bod v n dimenzı´ch).
n = m ∗m ∗ k
kde:
m je pocˇet podcˇtvercu˚ v cˇtvercove´ oblasti deskriptoru vy´znamne´ho bodu pode´l jedne´ strany
k je pocˇet binu˚ v orientovane´m histogramu
Lowe aDavid prˇi experimentech dosa´hli nejlepsˇı´ch vy´sledku˚ pouzˇitı´m 4×4 deskriptoru vytvorˇene´ho
z okolı´ 16×16. Jako poslednı´ krok se prova´dı´ na deskriptoru normalizace kvu˚li cˇa´stecˇne´ neza´vislosti
na sveˇtelny´ch zmeˇna´ch.
2.2 SURF
SURF je zkratka z anglicke´ho Speeded Up Robust Features. Tuto metodu v roce 2006 publikoval
Herbert Bay [4]. Autorˇi prˇi tvorbeˇ te´to metody vycha´zeli z metody SIFT a snazˇili se o jejı´ zdoko-
nalenı´. Vy´zkum te´to metody probı´hal experimenta´lneˇ. Mozˇnosti pro zlepsˇenı´ (u´spory vy´pocˇetnı´ho
cˇasu) videˇli autorˇi hlavneˇ ve fa´zi tvorby scale-space reprezentace a da´le take´ v zjednodusˇenı´ deskrip-
toru. Stejneˇ jako SIFT, tak i SUFR je detektor neza´visly´ na meˇrˇı´tku, rotaci, zmeˇna´ch osveˇtlenı´ a
kontrastu. Prˇi tvorbeˇ te´to kapitoly jsem vycha´zel z literatury [4].
Princip metody je obdobny´ jako u metody SIFT:
1. Vytvorˇenı´ scale-space reprezentace, v ktere´ se na´sledneˇ hledajı´ vy´znacˇne´ body
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2. Prˇirˇazenı´ orientace nalezeny´m bodu˚m a jejich popis deskriptorem.
Tento detektor vyuzˇı´va´ aproximace Hessianovi matice, cozˇ vede k vyuzˇitı´ konceptu integra´lnı´ch
obrazcu˚.
2.2.1 Integra´lnı´ obrazce
Vy´hoda integra´lnı´ch obrazcu˚ spocˇı´va´ ve velmi rychly´ch vy´pocˇtech konvolucı´ s obde´lnı´kovy´mi
filtry. Integra´lnı´ obraz vytvorˇı´me tak, zˇe pro kazˇdy´ bod zdrojove´ho obra´zku vypocˇı´ta´me jeho
hodnotu integra´lu od pocˇa´tku po tento bod. Vzorec pro vy´pocˇet integra´lu obde´lnı´kove´ oblasti
je
∑
= A − B − C + D (obra´zek 2.3).
Obra´zek 2.3: Pouzˇitı´ integra´lnı´ch obrazcu˚. Zdroj: [4]
2.2.2 Detekce bodu˚ Hessianovou matici
Detektor je zalozˇen na Hessianoveˇ matici, pro jejı´ dobrou vy´konnost a prˇesnost. Detekujeme skvr-
nove´ struktury v mı´stech, kde je determinant maxima´lnı´.
Hessianova maticeH(x, σ) v bodeˇ x = (x, y) a meˇrˇı´tku σ je definova´na :
H(x, σ) = Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)
,
kde Lxx(x, σ) je konvoluce druhe´ Gausovi funkce ∂
2
∂x2
g(σ) s obra´zkem I v bode x a podobneˇ
Lxy(x, σ) a Lyy(x, σ).
U detektoru SIFT se autorˇi snazˇili o co nejlepsˇı´ aproximaci, ale experimenta´lneˇ bylo zjisˇteˇno,
zˇe i prˇi velmi neprˇesne´ aproximaci (obde´lnı´kovy´mi filtry) bylo dosazˇeno kvalitnı´ch vy´sledku˚.
Obra´zek 2.4: Prvnı´ dva filtry zleva jsou aproximace pro druhou derivaci Gaussovy funkce podle
y (Lyy) a xy (Lxy), derivace podle x je otocˇeny´ filtr pro derivaci podle y o 90 ◦. Dalsˇı´ dva filtry
jsou pro vy´pocˇet odezvy Haarovy´ch vlnek ve smeˇru x a y. Zdroj: [4]
9 × 9 obde´lnı´kove´ filtry na obra´zku 2.4 (prvnı´ dva) jsou aproximace Gausse s σ = 1, 2 a
reprezentuje nejmensˇı´ meˇrˇı´tko pro vy´pocˇet skvrnovy´ch map odezev. Budeme je oznacˇovat Dxx,
Dyy a Dxy.
det(Happrox) = DxxDyy − (wDxy)2 (2.2)
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Relativnı´ va´ha w vy´stupu filtru˚ je pouzˇita k vyva´zˇenı´ Hessianova determinantu. To je potrˇeba pro
zachova´nı´ energie mezi Gausovy´m ja´drem a aproximovany´m Gaussovym ja´drem,
w =
|Lxy(1, 2)|F |Dyy(9)|F
|Lyy(1, 2)|F |Dxy(9)|F = 0, 912 . . . ' 0, 9 , (2.3)
kde |x|F je Forbeniova forma.
2.2.3 Scale-space reprezentace a lokalizace vy´znamny´ch bodu˚
Dı´ky pouzˇitı´ obde´lnı´kovy´ch filtru˚ (obra´zek 2.4) a integra´lnı´ch obrazcu˚ mu˚zˇeme pouzˇı´t filtr prˇı´mo
na origina´lnı´ obra´zek, dokonce i paralelneˇ. Proto je scale-space vytvorˇen pomocı´ zveˇtsˇujı´cı´ho se
filtru.
Scale-space je rozdeˇlen do okta´v (stejneˇ jako u metody SIFT). Okta´va reprezentuje sadu odezev
filtru˚ zı´skany´ch konvolucı´ stejne´ho obra´zku s filtrem, ktery´ je postupneˇ zveˇtsˇova´n. Konstrukce
scale-space zacˇı´na´ pouzˇitı´m filtru 9 × 9 a na´sledneˇ filtry 15 × 15, 21 × 21 a 27 × 27. Obdobneˇ
zı´ska´me dalsˇı´ okta´vy. Pro kazˇdou novou okta´vu mu˚zˇeme zveˇtsˇit krok zveˇtsˇenı´ filtru na dvojna´sobek
(z 6 na 12 na 24 na 48). Vy´znamne´ body jsou pak stejneˇ jako u metody SIFT nalezeny v loka´lnı´ch
maximech.
2.2.4 Orientace bodu a deskriptor
Abychom zajistili neza´vislost na rotaci, potrˇebujeme stejneˇ jako u metody SIFT zı´skat orientaci
vy´znamne´ho bodu. Proto nejdrˇı´ve v kruhove´m okolı´ vy´znamne´ho bodu o polomeˇru 6s vypocˇı´ta´me
odezvy Haarovy´ch vlnek (obra´zek 2.4, prava´ cˇa´st) ve smeˇru x (budeme znacˇit dx) a y (budeme
znacˇit dy), kde s je meˇrˇı´tko, ve ktere´m byl bod nalezen. Pro vy´pocˇet mu˚zˇe opeˇt vyuzˇı´t integra´lnı´
obrazce.
Obra´zek 2.5: Tvorba deskriptoru. Zdroj: [4]
Orientace je ustanovena jako suma vsˇech orientacı´ v oke´nku o velikosti 60 ◦. Toto oke´nko se
posunuje azˇ je ohodnoceno cele´ okolı´ vy´znamne´ho bodu a nejveˇtsˇı´ orientace (vektor) je prohla´sˇena
za orientaci bodu.
Prˇi konstrukci deskriptorumusı´me nejdrˇı´ve sestrojit cˇtvercove´ okno se strˇedem v bodeˇ, u ktere´ho
chceme zjistit deskriptor a natocˇit toto pole podle orientace (obra´zek 2.5). Velikost okna je 20s.
Toto okno da´le rozdeˇlı´me pravidelneˇ na mensˇı´ 4 × 4 cˇtvercove´ podoblasti. V teˇchto podoblastech
vypocˇteme odezvu Haarovy´ch vlnek pro 5 bodu˚.






∑ |dx|,∑ |dy|). Velikost SURF deskriptoru je tedy 4*16 = 64.
Odezvy Haarovy´ch vlnek jsou neza´visle´ vu˚cˇi zmeˇna´m osveˇtlenı´ a kontrastu, tudı´zˇ i metoda.
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2.3 RANSAC
RANSAC je zkratka z anglicke´ho RANdomSample Consensus [2]. Tutometodu poprve´ publikovali
Dischler aBolles v roce 1981[2]. Jedna´ se o velmi staroumetodu, ale i prˇesto je velmi cˇasto vyuzˇı´va´na
v pocˇı´tacˇove´m videˇnı´ (naprˇ. skla´danı´ panoramaticky´ch fotek, detekce objektu, . . . ). RANSAC je
iterativnı´ metoda pro vy´pocˇet parametru˚ matematicke´ho modelu ze zkoumany´ch dat. Prˇi tvorbeˇ te´to
kapitoly jsem vycha´zel z literatury [2].
Za´kladnı´ prˇedpoklad je takovy´, zˇe vstupnı´ data obsahujı´ inliers (body, ktere´ popisujı´ na´mi hledany´
model) a outliers (body, ktere´ nepopisujı´ na´mi hledany´ model a znemozˇnˇujı´ na´m prˇı´my´ vy´pocˇet
parametru˚ modelu). Na za´kladeˇ na´hodne´ho vy´beˇru minima´lnı´ho pocˇtu bodu˚ potrˇebne´ho k sestavenı´
hledane´ho modelu z vstupnı´ch dat zı´ska´va´me ohodnocenı´, jak model sestaveny´ z teˇchto bodu˚
odpovı´da´ hledane´mu modelu (jaka´ je kvalita teˇchto parametru˚ modelu). Nejle´pe ohodnoceny´ model
beˇhem iteracı´ je na´mi hledany´ (v kazˇde´ iteraci zı´ska´me ohodnoceny´model, ktery´ zahodı´me pokudma´
horsˇı´ ohodnocenı´ nezˇ aktua´lneˇ nejlepsˇı´ model, nebo jı´m nahradı´me sta´vajı´cı´). Pocˇet iteracı´, kolikra´t
budeme muset vypocˇı´tat model z na´hodny´ch vzorku˚, abychom dosa´hli urcˇite´ pravdeˇpodobnosti
spra´vnosti modelu, je definova´n rovnicı´ 2.6.
Obra´zek 2.6: Detekce prˇı´mky algoritmem RANSAC. Zdroj: [10]
Prˇı´klad pouzˇitı´ RANSACu naleznete na obra´zku 2.6. Na tomto obra´zku je algoritmus pouzˇit
pro detekci prˇı´mky ve zdrojovy´ch datech. Obra´zek je vy´sledkem nejlepsˇı´ iterace algoritmu. Prˇı´mka
byla nalezena na za´kladeˇ vy´pocˇtu z cˇerveny´ch bodu˚. Zeleneˇ zvy´razneˇne´ body jsou prohla´sˇeny
za inliers a cˇerne´ body za outliers. Okolı´ prˇı´mky je ohranicˇeno modrou prˇerusˇovanou cˇa´rou a uda´va´
na´m hranici pro urcˇenı´ inliers a outliers. Velikost te´to oblasti je volena dle rˇesˇene´ problematiky.
Ohodnocenı´ lze take´ rozsˇı´rˇit o soucˇet vzda´lenostı´ inliers. V prˇı´padeˇ modelu, ktere´ jsou ohodnoceny
stejny´m pocˇtem inliers, ma´me jistotu, zˇe bude zvolena lepsˇı´ z nich.
8





while iterations < k
maybeInliers := n // na´hodneˇ vybrane´ body z vstupnı´ch dat
maybeModel := model // parametry k maybeInliers
consensusSet := maybeInliers
for vsˇechny body z data not in maybeInliers
if bod odpovı´da´ maybeModelu s chybou mensˇı´ nezˇ t
prˇidej bod do consensusSet
if pocˇet prvku˚ v consensusSet je > d
// testujeme, jak dobry´ je novy´ model
betterModel := model // parametry odpovı´dajı´ vsˇem bodu˚m v consensusSet
thisError := a //meˇrˇı´, jak moc betterModel sedı´ s teˇmito body
if thisError < bestError





return bestModel, bestConsensusSet, bestError
Hodnoty parametru˚ t a d jsou zı´ska´va´ny specificky podle aplikace a mnozˇiny dat. Parametr k
(pocˇet iteracı´) mu˚zˇe by´t zı´ska´n z teoreticky´ch vy´sledku˚. At’p je pravdeˇpodobnost, zˇe algoritmus
RANSAC v neˇjake´ iteraci vybral pouze inliers ze vstupnı´ch dat, kde vybereme n bodu˚, z ktery´ch
vypocˇı´ta´me parametry modelu. Necht’w je pravdeˇpodobnost, zˇe pokazˇde´ je vybra´n inlier, kdyzˇ je
vybra´n jeden bod.
w =
pocet inliers v datech
pocet bodu v datech
(2.4)
Prˇedpokla´dejme, zˇe n bodu˚ potrˇebny´ch pro urcˇenı´ modelu je vybra´no neza´visle. Pravdeˇpodob-
nost wn, zˇe vsˇechny body n jsou inliers a 1 − wn pravdeˇpodobnost, zˇe alesponˇ jeden z bodu˚ je
outlier. Pak pravdeˇpodobnost, zˇe algoritmus nikdy nevybere n bodu˚, ktere´ jsou inliers je 1− p.
1− p = (1− wn)k (2.5)
Pocˇet iteracı´ k potrˇebny´ch k nalezenı´ modelu je:
k =
log (1− p)
log (1− wn) (2.6)
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2.4 Loka´lneˇ optimalizovany´ RANSAC (LO-RANSAC)
RANSAC je popula´rnı´, protozˇe je jednoduchy´ a pracuje dobrˇe v praxi. Algoritmus tak funguje,
protozˇe o vstupnı´ch datech nic neprˇedpokla´da´me a nemusı´ by´t splneˇne´ zˇa´dne´ (nerealisticke´) pod-
mı´nky pro u´speˇch algoritmu. Experimenta´lneˇ vsˇak bylo zjisˇteˇno, zˇe RANSAC beˇzˇı´ de´le, nezˇ by
teoreticky meˇl. To je da´no prˇedpokladem, ktery´ v praxi nenı´ pravdivy´: prˇedpokla´da´ se model s para-
metry pocˇı´tany´mi ze vzorku, ktery´ nenı´ kontaminovany´ outliers. LO-RANSAC vyuzˇı´va´ skutecˇnosti,
zˇe modelova´ hypote´za z nekontaminovane´ho minima´lnı´ho vzorku je te´meˇrˇ vzˇdy dostatecˇneˇ blı´zka´
prˇesne´mu rˇesˇenı´ a pouzˇitı´ loka´lnı´ho optimalizacˇnı´ho kroku na urcˇite´ modely vytva´rˇı´ algoritmus,
ktery´ je te´meˇrˇ stejneˇ efektivnı´, jak prˇedpokla´da´ teorie. Tento prˇı´stup zvysˇuje pocˇet nalezeny´ch
inliers a urychluje RANSAC, protozˇe umozˇnˇuje drˇı´veˇjsˇı´ ukoncˇenı´, ale take´ vracı´ kvalitneˇjsˇı´ modely.
Tato kapitola byla vytvorˇena prˇekladem literatury [6].
2.4.1 Algoritmus
Struktura algoritmu je velmi jednoducha´. Opakovaneˇ se na´hodneˇ vybı´rajı´ vzorky ze vstupnı´ch dat a
parametry modelu jsou vypocˇı´ta´ny z teˇchto vzorku˚. Velikost na´hodny´ch vzorku˚ je nejmensˇı´ mozˇna´
pro urcˇenı´ parametru˚ modelu. Ve druhe´m kroku je urcˇena kvalita parametru˚ modelu na za´kladeˇ
kompletnı´ skupiny hodnot (ohodnocenı´ podle pocˇtu bodu˚, ktere´ odpovı´dajı´ modelu). Proces je
ukoncˇen, pokud je pravdeˇpodobnost nalezenı´ lepsˇı´homodelumala´, tzn. pravdeˇpodobnost η chybeˇjı´cı´
sady inliers o velikosti I v ra´mci k vzorku spadne pod prahovou hodnotu
η = (1− PI)k. (2.7)
Princip algoritmu [6]:
Opakuj, dokud je pravdeˇpodobnost nalezenı´ lepsˇı´ho rˇesˇenı´ mensˇı´ nezˇ prahova´ hodnota (rovnice
2.7).
1. Vyber si na´hodny´ vzoreku minima´lnı´ho pocˇtu datovy´ch bodu˚ Sm.
2. Odhadni parametry modelu, ktere´ odpovı´dajı´ minima´lnı´ skupineˇ.
3. Spocˇı´tej pocˇet inliers Ik (datovy´ch bodu˚ s chybou mensˇı´ nezˇ prahova´ hodnota θ).
4. Pokud nastalo nove´ maximum (Ik > Ij , pro vsˇechna j < k), proved’ loka´lnı´ optimalizaci.
Ulozˇ nejlepsˇı´ model.












N − j ≈ ε
m , (2.8)
kde ε je cˇa´st inliers ε = I/N . Mnozˇstvı´ vzorku˚, ktere´ musı´ byt vybra´ny k zajisˇteˇnı´ η je
k = log (η)/ log (1− PI). (2.9)
Z rovnic 2.7 a 2.8 je patrne´, zˇe ukoncˇovacı´ krite´rium zalozˇene´ na pravdeˇpodobnosti η prˇed-
pokla´da´, zˇe vy´beˇr jednoho na´hodne´ho vzorku, ktery´ nenı´ kontaminova´n outliers, je na´sledova´n
nalezenı´m cele´ sady inliers o velikosti I . Tento prˇedpoklad nenı´ cˇasto platny´, protozˇe jsou inliers
rozrusˇeny sˇumem. Protozˇe RANSAC generuje hypote´zy z minima´lnı´ch sad, vliv sˇumu nelze za-
nedbat, a proto je nalezena odpovı´dajı´cı´ sada o velikosti mensˇı´ nezˇ I . Z toho vyply´va´ navy´sˇenı´
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pocˇtu vzorku˚, se ktery´mi algoritmus pracuje. Navrzˇena´ modifikace zvysˇuje pocˇet inliers nalezeny´ch
blı´zko optima´lnı´mu I . Toho je dosazˇeno pouzˇitı´m loka´lnı´ optimalizace zatı´m nejlepsˇı´ch vzorku˚.
Mnozˇstvı´ konzistentnı´ch datovy´ch bodu˚ s modelem z na´hodneˇ vybrane´ho vzorku mu˚zˇe by´t povazˇo-
va´no za na´hodnou promeˇnnou s nezna´mou (nebo velmi komplikovanou) funkcı´ hustoty. Tato funkce
hustoty je stejna´ pro vsˇechny vzorky, takzˇe pravdeˇpodobnost, zˇe k-ty´ vzorek bude zatı´m nejlepsˇı´ je










dx+ 1 = log k + 1.
2.4.2 Loka´lneˇ optimalizacˇnı´ metody
Tato podkapitola je doslovny´m prˇekladem z literatury [6].
Vy´beˇr teˇchto metod je ovlivneˇn dveˇma pozorova´nı´mi, ktere´ jsou uvedeny da´le.
1. Standardnı´. Beˇzˇna´ implementace RANSAC bez mı´stnı´ optimalizace.
2. Jednoducha´.Vezme vsˇechny datove´ body s chybou mensˇı´ nezˇ θ a pouzˇije linea´rnı´ algoritmus
pro odhad novy´ch parametru˚ modelu.
3. Iterativnı´.Vezme vsˇechny datove´ body s chyboumensˇı´ nezˇK ·θ a pouzˇije linea´rnı´ algoritmus
pro vy´pocˇet novy´ch parametru˚ modelu. Snı´zˇı´ pra´h a iteruje, dokud je pra´h θ.
4. Vnitrˇnı´ RANSAC. Je pouzˇita nova´ vzorkovacı´ procedura. Vzorky jsou vybra´ny pouze z Ik
datovy´ch bodu˚, ktere´ se shodujı´ s prˇedpokla´dany´m modelem k-te´ho kroku RANSACu. Nove´
modely jsou verifikova´ny proti cele´ sadeˇ datovy´ch bodu˚. Protozˇe vzorkova´nı´ beˇzˇı´ na inliers
datech, nenı´ du˚vod mı´t minima´lnı´ velikost vzorku. Na druhe´ straneˇ se velikost vzorku stanovı´
tak, aby se minimalizovala chyba odhadu parametru˚ modelu. V experimentech autoru˚ metody
je velikost vzorku˚ nastavena na min(Ik/2, 14) pro epipola´rnı´ geometrii a na min(Ik/2, 12)
v prˇı´padeˇ odhadu homografie. V jejich experimentech je pocˇet opakova´nı´ nastaven na 10.
5. Vnitrˇnı´ RANSAC s iteracı´. Tato metoda je stejna´ jako prˇedchozı´ s tı´m rozdı´lem, zˇe kazˇdy´
vzorek vnitrˇnı´ho RANSACu je zpracova´n metodou 3.
Loka´lnı´ optimalizace jsou zalozˇeny na na´sledujı´cı´ch pozorova´nı´ch:
1. Velikost vzorku
Cˇı´m me´neˇ informacı´ (datovy´ch bodu˚) je pouzˇito k odhadu parametru˚ modelu za prˇı´tomnosti
sˇumu, tı´m je model me´neˇ prˇesny´. RANSAC vybı´ra´ minima´lnı´ vzorky, protozˇe kazˇdy´ dalsˇı´
bod exponencia´lneˇ snizˇuje pravdeˇpodobnost vzorku bez odlehly´ch bodu˚. Pravdeˇpodobnost je
εm, kdem je velikost vzorku (pocˇet datovy´ch bodu˚, ktere´ jsou v neˇm zahrnuty).
2. Iterativnı´ sche´ma
Jak je zna´mo z literatury o robustnı´ statistice, pseudo-robustnı´ algoritmy, ktere´ nejdrˇı´ve
odhadnou parametry modelu ze vsˇech dat minima´lneˇ cˇtvercovou minimalizacı´, pote´ odeberou
datove´ body s nejveˇtsˇı´ chybou (nebo zbytkove´) a iterativneˇ tento proces opakujı´. Toto vsˇak
nevede k prˇesny´m odhadu˚m.Mu˚zˇe by´t snadno uka´za´no, zˇe jediny´ datovy´ bod, ktery´ lezˇı´ mimo
(tzv. bod vlivu) doka´zˇe u´plneˇ znicˇit odhadovane´ parametry modelu. Bod vlivu ma´ veˇtsˇı´ va´hu
nezˇ veˇtsˇina inliers s minimalizacı´ metodou nejmensˇı´ch cˇtvercu˚. Tento algoritmus funguje
dobrˇe jen tehdy, pokud nejsou outliers prˇevazˇujı´cı´, takzˇe prˇevazˇujı´cı´ inliers majı´ veˇtsˇı´ vliv
na metodu nejmensˇı´ch cˇtvercu˚.
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V loka´lnı´ optimalizacˇnı´ metodeˇ 3 nejsou zˇa´dne´ body vlivu, protozˇe kazˇdy´ datovy´ bod ma´
chybu mensˇı´ nezˇK · θ prˇı´slusˇejı´cı´ vzorkovane´mu modelu.
2.5 PROSAC
PROSAC je zkratka z anglicke´ho PROgressive SAmple Consensus [2]. Tato metoda dosahuje vel-
ky´ch vy´pocˇetnı´ch u´spor oproti RANSACu dı´ky linea´rnı´mu serˇazenı´ mnozˇiny U (mnozˇina prˇedbeˇzˇ-
ny´ch prˇirˇazenı´ bodu˚, vstupnı´ data). Prvky v mnozˇineˇ U jsou serˇazeny na za´kladeˇ funkce podobnosti
q(·). Toto ohodnocenı´ jizˇ zna´me z prˇedchozı´ho kroku, kdyzˇ jsme vytva´rˇeli prˇedbeˇzˇne´ prˇirˇazenı´
bodu˚. Jako funkce q(·) se beˇzˇneˇ pouzˇı´va´ korelace intenzit v okolı´ vy´znamne´ho bodu˚, Mahalanobis
vzda´lenost nemeˇnny´ch deskriptoru˚, nebo podı´l vzda´lenostı´ v SIFT prostoru prvnı´ho k druhe´mu nej-
blizˇsˇı´mu sousedovi. Vzorky jsou na´hodneˇ vybı´ra´ny z postupneˇ zveˇtsˇujı´cı´ se mnozˇiny prˇedbeˇzˇny´ch
prˇirˇazenı´. Zlepsˇenı´ vy´konu spocˇı´va´ v prˇedpokladu, zˇe prˇedbeˇzˇne´ prˇirˇazenı´ s veˇtsˇı´ podobnostı´ jsou
vı´ce pravdeˇpodobneˇji inliers.
Tato kapitola byla vytvorˇena prˇekladem literatury [5].
2.5.1 Algoritmus
Struktura algoritmu PROSAC je podobna´ algoritmu RANSAC. Opeˇt jsou na´hodneˇ vybı´ra´ny vzorky,
ale narozdı´l od algoritmu RANSAC nejsou vybı´ra´ny ze vsˇech dat, ale z podmnozˇiny tvorˇene´ nejle´pe
ohodnoceny´mi prvky a jak jizˇ bylo rˇecˇeno, tato mnozˇina se postupneˇ zveˇtsˇuje (prvky, ktere´ jsou
pravdeˇpodobneˇji inliers jsou vybra´ny drˇı´ve). Pro u´speˇch algoritmumusı´ byt vyrˇesˇeny dva proble´my:
ru˚st funkce n = g(t), ktery´ definuje mnozˇinu Un tvorˇenou n nejle´pe ohodnoceny´mi prˇirˇazenı´mi,
ktere´ jsou vybra´ny po t krocı´ch. A ukoncˇujı´cı´ krite´rium, ktere´ zajisˇt’uje podobnost k algoritmu
RANSAC v optimaliteˇ zı´skane´ho rˇesˇenı´. VzorkyM jsou vybı´ra´ny z podmnozˇiny datovy´ch bodu˚
M ⊂ UN , |M| = m, kde m je velikost vzorku. Jako kvalitu vzorku pak oznacˇujeme nejmensˇı´
kvalitu z bodu˚ ve vzorku q(M) = min q(ui), ui ∈M.
Princip algoritmu [5]:
t := 0, n := m, n∗ := N
Opakuj dokud je nalezeno rˇesˇenı´ vyhovujı´cı´ rovnicı´m 2.16 a 2.19.
1. Volba hypote´zy generova´nı´ mnozˇiny
t := t+ 1
if (t ≥ T ′n) & (n < n∗) then n := n+ 1 (viz. rovnice 2.12)
2. Semi-na´hodny´ vzorekMt o velikostim
if T ′n < t then
Vzorek obsahujem− 1 bodu˚ vybrany´ch z Un−1 na´hodneˇ a un
else
Vy´beˇrm bodu˚ z Un na´hodneˇ
3. Odhad parametru˚ modelu
Vypocˇti parametry modelu pt z vzorkuMt
4. Verifikace modelu
Najı´t podporu modelu s parametry pt
Pokud je to mozˇne´, zvolit ukoncˇovacı´ delku n∗
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2.5.2 Ru˚st funkce a vy´beˇr vzorku
Vycha´zı´me z prˇedpokladu, zˇe pravdeˇpodobnost P{ui} (prˇirˇazenı´ ui je spra´vne´) a funkce podobnosti
q(uj) majı´ urcˇitou spojitost. Konkre´tneˇ prˇedpokla´da´me monoto´nnost
i < j ⇒ q(M(i)) ≥ q(M(j)). (2.10)
Strategie vy´beˇru vzorku. Obrazovy´ standard RANSAC vybı´ra´ TN vzorku˚ o velikosti m z N
datovy´ch bodu˚. {Mi}TNi=1 oznacˇuje sled vzorku˚ {Mi} ⊂ UN , ktere´ jsou rovnomeˇrneˇ vybra´ny
metodou RANSAC a {M(i)}TNi=1 je stejny´ sled vzorku˚ serˇazeny´ch sestupneˇ podle kvality vzorku,
i < j ⇒ q(M(i)) ≥ q(M(j)). Pokud jsou tedy vzorky bra´ny v porˇadı´M(i), tak jsou nejdrˇı´ve
vybra´ny vzorky, ktere´ jsou pravdeˇpodobneˇ nekontaminovane´. Po TN vzorcı´ch jsou vybra´ny vsˇechny
vzorky jako u metody RANSAC {Mi}TNi=1.








) = TN m−1∏
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Ma´me Tn vzorku˚, ktere´ obsahujı´ pouze datove´ body z Un a Tn+1 vzorku˚, ktere´ obsahujı´
pouze datove´ body z Un+1. Protozˇe Un+1 = Un ∪ {un+1}, existuje Tn+1 − Tn vzorku˚, ktere´ se
skla´dajı´ z datove´ho bodu un+1 am− 1 datovy´ch bodu˚ vybrany´ch z Un. Takzˇe procedura, ktera´ pro
n = m. . .N vybı´ra´ Tn+1 − Tn vzorku˚, ktere´ se skla´dajı´ z datove´ho bodu un+1 a m − 1 na´hodneˇ
vybrany´ch datovy´ch bodu˚ z Un. Tato procedura efektivneˇ generuje vzorkyM(i).
Hodnoty Tn nemusı´ by´t typu integer, definujeme T ′m = 1 a
T ′n+1 = T
′
n + [Tn+1 − Tn]. (2.12)
Ru˚st funkce je pak definova´n jako
g(t) = min{n : T ′n ≥ t}. (2.13)
2.5.3 Ukoncˇovacı´ krite´rium
AlgoritmusPROSACse ukoncˇı´, pokud pocˇet inliers In∗ vmnozˇineˇUn∗ splnˇuje na´sledujı´cı´ podmı´nky
[5]:
• nena´hodnost - pravdeˇpodobnost, zˇe In∗ z n∗ datovy´ch bodu˚ jsou pravdeˇpodobne´ inliers
jake´hokoli chybne´ho modelu, je mensˇı´ nezˇ Ψ (beˇzˇneˇ nastaveno na 5%)
• maxima´lnost - pravdeˇpodobnost, zˇe existuje rˇesˇenı´, ktere´ ma´ vı´ce nezˇ In∗ inliers v mnozˇineˇ
Un∗ a nebylo nalezeno po k vzorcı´ch je mensˇı´ nezˇ η0 (beˇzˇneˇ nastaveno na 5%)
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Ze vsˇech teˇchto rˇesˇenı´ vybereme to, ktere´ ukoncˇenı´ algoritmu zpu˚sobı´ jako prvnı´.
Podmı´nka nena´hodnosti zabra´nı´ algoritmu vybrat rˇesˇenı´ na za´kladeˇ outliers, ktere´ by mumohly
odpovı´dat. Omezenı´ je beˇzˇneˇ kontrolova´no dodatecˇneˇ. Rozdeˇlenı´ kardinalit mnozˇin na´hodny´ch
inliers je binomicke´







kde β je pravdeˇpodobnost, zˇe nespra´vny´ model vypocˇı´tany´ z na´hodne´ho vzorku, ktery´ obsahuje
outliers, je podporova´n prˇirˇazenı´m, ktere´ nenı´ zahrnuto ve vzorku.
β nastavujeme pesimisticky na za´kladeˇ geometrie a pokud je potrˇeba,mu˚zˇe by´t odhadβ uprˇesneˇn
beˇhem vy´beˇru vzorku˚ metody PROSAC.
Pro kazˇde´ n je minima´lnı´ pocˇet inliers Iminn vypocˇı´ta´n, takzˇe pravdeˇpodobnost, zˇe je velikost
takove´ podpory na´hodna´, je mensˇı´ nezˇ Ψ
Iminn = min{j :
n∑
i=j
PRn (i) < Ψ}. (2.15)
Nena´hodne´ rˇesˇenı´ nalezene´ v mnozˇineˇ Un musı´ splnˇovat
In∗ ≥ Iminn∗ . (2.16)
Podmı´nkamaxima´lnosti definujeminima´lnı´ pocˇet nutny´ch vzorku˚ pro oveˇrˇenı´ spra´vnosti rˇesˇenı´
a je to jedina´ ukoncˇujı´cı´ podmı´nka algoritmu RANSAC.
Pro hypotetickou genera´torovou mnozˇinu Un ma´ pravdeˇpodobnost PIn , zˇe nekontaminovany´











n− j ≈ ε
m
n , (2.17)
kde In je pocˇet inliers v Un a εn = In/n je cˇa´st inliers. Pravdeˇpodobnost η, zˇe na´m chybı´ mnozˇina
inliers o velikosti In z mnozˇiny Un po k vzorcı´ch, pokud g(k) ≤ n, je rovna
η = (1− PIn)k. (2.18)
Pocˇet vzorku˚, ktery´ musı´ by´t vybra´n, aby bylo zajisˇteˇno, zˇe pravdeˇpodobnost η klesne pod zadany´
pra´h η0 je
kn∗(η0) ≥ log (η0)/ log (1− PI∗n). (2.19)
Ukoncˇovacı´ de´lka n∗ je zvolena tak, aby minimalizovala kn∗(η0), ktere´ za´visı´ na In∗ ≥ Iminn∗ .
2.6 Geometricke´ transformace
Geometricke´ transformace jsou jednı´m z nejdu˚lezˇiteˇjsˇı´ch a nejpouzˇı´vaneˇjsˇı´ch na´stroju˚ modernı´
pocˇı´tacˇove´ grafiky. Pojmu geometricke´ transformace rozumı´me jako na´stroji pro zmeˇnu pozice
bodu. Prˇi tvorbeˇ te´to kapitoly jsem vycha´zel z literatury [9].
Prˇi pouzˇı´vanı´ transformacı´ se vyuzˇı´va´ homogennı´ch sourˇadnic. Homogennı´ sourˇadnice rozsˇirˇujı´
popis bodu o jednu dimenzi a to z toho du˚vodu, aby bylo mozˇne´ sjednotit operace posunu, otocˇenı´,
zmeˇny meˇrˇı´tka a zkosenı´. Homogennı´ sourˇadnice bodu ve 2D tedy budou A(x, y, w), kde w na-
zy´va´me vahou bodu a v prˇı´padeˇ linea´rnı´ch transformacı´ je veˇtsˇinou w = 1. Linea´rnı´ transformace
jsou vsˇechny za´kladnı´ transformace (nı´zˇe uvedene´).
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1. Posunutı´ - posune bod ve smeˇru os x a y o dx a dy. Nove´ sourˇadnice pak zı´ska´me podle
vztahu:
x′ = x+ dx, y′ = y + dy





2. Ota´cˇenı´ - otocˇı´ bod o u´hel α se strˇedem ota´cˇenı´ v pocˇa´tku sourˇadne´ho syste´mu. Nove´
sourˇadnice pak zı´ska´me podle vztahu:
x′ = x · cosα− y · sinα, y′ = x · sinα+ y · cosα
a transformacˇnı´ matice ma´ tvar:
T =
cosα sinα 0
− sinα cosα 0
0 0 1
3. Zmeˇna meˇrˇı´tka - zmeˇnı´ meˇrˇı´tka bodu ve smeˇru os x a y podle faktoru˚ zmeˇny meˇrˇı´tka Sx
a Sy. Pro faktor zmeˇny meˇrˇı´tka S platı´: S > 1 zveˇtsˇenı´, 0 < S < 1 zmensˇenı´ a S < 0
prˇevra´cenı´ (zrcadlenı´).
Nove´ sourˇadnice pak zı´ska´me podle vztahu:
x′ = x · Sx, y′ = y · Sy





4. Zkosenı´ - zkosı´ bod ve smeˇru os x a y podle faktoru˚ zkosenı´ Shx a Shy. Nove´ sourˇadnice pak
zı´ska´me podle vztahu:
x′ = x+ Shx · y, y′ = y + Shy · x





V praxi veˇtsˇinou nestacˇı´ pouzˇitı´ jedne´ transformace, ale potrˇebujeme aplikovat sadu trans-
formacı´. Proto postupny´m slozˇenı´m (na´sobenı´m) jednotlivy´ch za´kladnı´ch transformacı´ dostaneme
jednu vy´slednou transformaci. Prˇi skla´da´nı´ (na´sobenı´) transformacˇnı´ch matic je du˚lezˇite´ dodrzˇet
jejich porˇadı´. Prˇehozenı´ porˇadı´ by vedlo k zı´skanı´ jine´ vy´sledne´ transformace nezˇ potrˇebujeme.
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2.7 Homografie
Tato kapitola byla prˇevzata z literatury [8].
Homografie je mapova´nı´ bodu˚ z jedno obrazu do druhe´ho (vyjadrˇuje transformaci mezi obrazy).
V 2D je homografie definova´na jako matice H o rozmeˇrech 3 × 3, ktera´ spojuje body p v jednom
obrazu s body p′ v druhe´m obraze.
wp′ = Hp
Kdew je parametr meˇrˇı´tka. Homografie ma´ pouze 8 stupnˇu˚ volnosti, takzˇe mu˚zˇe by´t zı´ska´na pomocı´












kde eliminacı´ w zı´ska´me dveˇ rovnice.
h11x+ h12y + h13 − h31xx′ − hh32yx′ − x′ = 0
h21x+ h22y + h23 − h31xy′ − hh32yy′ − y′ = 0
Jelikozˇ lze kazˇde´ korespondence popsat dveˇmi rovnicemi, tak ze cˇtyrˇ korespondencı´ zı´ska´me
linea´rnı´ syste´m o osmi rovnicı´ch s osmi promeˇnny´mi. Tento linea´rnı´ syste´m pak mu˚zˇeme zapsat
jako Ah = 0, kde prˇedpokla´da´me n korespondenci, A je matice 2n× 9 zı´skana´:
A =
x1 y1 1 0 0 0 −x1x′1 −y1x′1 −x′1
0 0 0 x1 y1 1 −x1x′1 −y1y′1 −y′1
x2 y2 1 0 0 0 −x2x′2 −y2x′2 −x′2










xn yn 1 0 0 0 −xnx′n −ynx′n −x′n
0 0 0 xn yn 1 −xnx′n −yny′n −y′n
ah je vektor 9×1 osahujı´cı´ vsˇechny prvky homografieH . Nynı´mu˚zˇeme jednodusˇe zı´skat homografii
H pouzˇitı´m SVD (Singular Value Decomposition, vı´ce informacı´ o te´to problematice naleznete




Jak bylo naznacˇeno v u´vodu, program je zameˇrˇen na porovna´nı´ algoritmu˚ pro vy´pocˇet homografiı´.
Z tohoto du˚vodu je program znacˇneˇ limitova´n (viz uzˇivatelsky´ manua´l). Panoramata jsou skla´da´na
pouze ze dvou zdrojovy´ch fotografiı´ a vy´sledne´ panorama je vytvorˇeno pouhy´m nakopı´rova´nı´m fo-
tografiı´ prˇes sebe. V programech prˇı´mo pro skla´da´nı´ panoramat se tato problematika rˇesˇı´ zcela jiny´m
zpu˚sobem, ale pro potrˇeby te´to pra´ce tento prˇı´stup zcela postacˇuje. Po samostatne´m spojenı´ jsou
profesiona´lnı´mi programy na´sledneˇ provedeny dalsˇı´ u´pravy panorama (naprˇ. blending, mapova´nı´
na va´lec, . . . ).
Program je napsa´n v jazyce C/C++ s vyuzˇitı´m knihovny OpenCV. Program nenı´ implementova´n
objektoveˇ, pouze vyuzˇı´va´ neˇktere´ funkce ze za´kladnı´ch trˇı´d C++. Knihovna OpenCV je zameˇrˇena´
na pocˇı´tacˇove´ videˇnı´ a zpracova´nı´ obrazu. Tudı´zˇ velmi usnadnˇuje pra´ci s fotografiemi a neˇktere´
algoritmy jsou jizˇ jejı´ soucˇa´stı´. Program byl testova´n na verzi OpenCV 2.1.
3.1 Na´vrh programu
Za´kladnı´m prˇedpokladem prˇi skla´da´nı´ panoramat je, zˇe zdrojove´ fotografie majı´ cˇa´st snı´mane´ sce´ny
spolecˇnou (z cˇa´sti se prˇekry´vajı´). A z te´to mysˇlenky vycha´zı´ i program. Ve zdrojovy´ch fotografiı´ch
se nejdrˇı´ve nadetekuje neˇkolik bodu˚ a z teˇchto bodu˚ hleda´me takove´, ktere´ jsou pro obeˇ fotografie
spolecˇne´. Kdyzˇ nalezneme tyto spolecˇne´ body, prove´st spojenı´ fotografiı´ je jizˇ velmi jednoduche´.
Tyto body se dajı´ na sebe (transformujı´) a zı´ska´me hledane´ panorama. Z te´to za´kladnı´ mysˇlenky
odvodı´me jednotlive´ kroky, ktere´ musı´ program postupneˇ prove´st:
1. Nacˇı´st zdrojove´ fotografie
2. Nale´zt vy´znamne´ body ve zdrojovy´ch fotografiı´ch
3. Urcˇit korespondence mezi fotografiemi
4. Vypocˇı´tat homografii mezi fotografiemi
5. Vypocˇı´tat velikost panorama a pozici jednotlivy´ch fotografiı´
6. Nakopı´rovat fotografie do panorama
7. Prove´st u´pravy panorama (tento krok v pra´ci nerˇesˇı´m)
Program pro automaticke´ skla´da´nı´ panorama by meˇl mı´t uvedenou skladbu. Vy´sledne´ panorama je
ovlivneˇno vsˇemi teˇmito kroky. Nejveˇtsˇı´ vliv na vy´sledek majı´ body 2 a 4.
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Bez dobrˇe nadetekovany´ch bodu˚ nemu˚zˇe program v dalsˇı´ch krocı´ch poda´vat dobre´ vy´sledky.
Tento fakt potvrzuje i neusta´ly´ vy´voj v oblasti detekce bodu˚. Prvotnı´ algoritmy jako Moravcu˚v
rohovy´ detektor, byly vylepsˇeny a nahrazeny jiny´mi. V dnesˇnı´ dobeˇ jsou velmi pouzˇı´vane´ algo-
ritmy SIFT a SURF. Je du˚lezˇite´ dodat, zˇe algoritmy pro detekci vy´znamny´ch bodu˚ jsou v oblasti
pocˇı´tacˇove´ho videˇnı´ velmi du˚lezˇite´, a proto lze v budoucnosti ocˇeka´vat dalsˇı´ nove´ algoritmy.
Druhy´m velmi du˚lezˇity´m krokem je vy´pocˇet homografie. Zde se vyuzˇı´va´ algoritmu RANSAC
a jeho modifikacı´. Bez teˇchto algoritmu˚ by automaticke´ genera´tory panoramat jen teˇzˇko fungovaly.
V te´to pra´ci byl cˇtena´rˇ sezna´men s trˇemi algoritmy, ale existuje velke´ mnozˇstvı´ dalsˇı´ch (naprˇ.[6]
MLESAC, R-RANSAC, NAPSAC, . . . ). Tyto algoritmy doka´zˇou eliminovat i nedostatk prˇi fa´zi
urcˇova´nı´ korespondencı´ za cenu delsˇı´ho vy´pocˇetnı´ho cˇasu.
3.2 Nacˇtenı´ fotografiı´
Fotografie jsou nacˇteny pomoci funkce cvLoadImage z knihovny OpenCV. Obra´zky jsou nacˇ-
teny dvakra´t. Jednou jsou nacˇteny barevneˇ (trˇi barevne´ kana´ly) a jsou pouzˇity jako zdrojove´ snı´mky
do panorama. Podruhe´ jsou nacˇteny ve stupnı´ch sˇedi, protozˇe prˇi detekci vy´znamny´ch bodu˚ vyuzˇı´-
va´m funkci z knihovny OpenCV, ktera´ to vyzˇaduje. Funkce cvLoadImage podporuje tyto forma´ty
obra´zku˚: BMP, DIB, JPEG, JPG, JPE, PNG, PBM, PGM, PPM, SR, RAS, TIFF, TIF. Program tedy
podporuje pouze zdrojove´ fotografie v teˇchto forma´tech.
3.3 Detekce vy´znamny´ch bodu˚
Jako detektor vy´znamny´ch bodu˚ jsem zvolil robustnı´ algoritmus SURF. Z kapitoly 2.2 vı´me, zˇe tento
algoritmus nezjistı´ pouze pozice vy´znamny´ch bodu˚, ale take´ na´m tyto body popisuje pomocı´ deskrip-
toru˚, cozˇ na´m velmi usnadnˇuje pra´ci ve fa´zi hleda´nı´ korespondencı´. U algoritmu SURF jsem vyuzˇil
jeho implementaci v knihovneˇ OpenCV, funkce cvExtractSURF. Jak bylo zmı´neˇno v kapitole
3.2, tato funkce vyzˇaduje fotografii, ve ktere´ chceme nadetekovat vy´znamne´ body, ve stupnici sˇedi.
Tento fakt na´m ovsˇem nevadı´, protozˇe vy´znamne´ body budou mı´t v barevne´m obra´zku pozici u´plneˇ
stejnou. Prˇı´klad nadetekovany´ch vy´znamny´ch bodu˚ najdeme na obra´zku 3.1.
Obra´zek 3.1: Detekce vy´znamny´ch bodu˚ pomocı´ algoritmu SURF (1287 a 1044 bodu˚)
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3.4 Urcˇenı´ korespondencı´ mezi fotografiemi
Kdyzˇ zı´ska´me nadetekovane´ vy´znamne´ body a jejich popis pomocı´ deskriptoru˚, ma´me vsˇe potrˇebne´
k urcˇenı´ korespondencı´ mezi fotografiemi. Je du˚lezˇite´ dodat, zˇe nasˇı´m u´kolem v tomto kroku nenı´
urcˇit pouze spra´vne´ korespondence (cozˇ by bylo nemozˇne´), ale pouze urcˇit prˇedpoklad jake´ body si
budou odpovı´dat. Zı´ska´memnozˇinu korespondencı´, mezi ktery´mi budou i nespra´vne´ korespondence,
protozˇe se jedna´ pouze o odhad.
Ve sve´m programu ma´m problematiku korespondencı´ velmi zjednodusˇenou dı´ky faktu, zˇe pro-
gram vyzˇaduje zadat zdrojove´ fotografie jak na sebe budou navazovat, prˇicˇemzˇ je panorama slozˇeno
pouze ze dvou fotografiı´. Odpada´ tedy proble´m urcˇenı´, ktere´ fotografie na sebe navazujı´. Vy´sledne´
panorama budu tvorˇit namapova´nı´m prave´ fotografie do leve´. Mnozˇina korespondencı´ se proto
da´ zmensˇit pouze na korespondence bodu˚ z prave´ fotografie do bodu˚ v leve´ fotografii. Samotny´
princip hleda´nı´ korespondencı´ je takovy´, zˇe vezmu vsˇechny nadetekovane´ vy´znamne´ body v prave´
fotografie a na za´kladeˇ porovna´nı´ deskriptoru˚ urcˇı´m, ktery´ bod z leve´ fotografie je mu nejvı´ce po-
dobny´. Pro zmensˇenı´ mnozˇiny (na´sledne´ urychlenı´ algoritmu pro vy´pocˇet homografie) jsou vyrˇazeny
korespondence, ktere´ majı´ podobnost deskriptoru mensˇı´ nezˇ prˇeddefinovana´ hodnota.
Funkce findPairs, naiveNearestNeighbor a compareSURFDescriptors obsa-
hujı´ implementaci te´to cˇa´sti. Tyto funkce jsem prˇevzal z uka´zkovy´ch prˇı´kladu˚ knihovny OpenCV
(find obj.cpp). Prˇı´klad mnozˇiny prˇedpokla´dany´ch korespondencı´ mu˚zˇeme videˇt na obra´zku
3.2 a 3.3.
3.5 Vy´pocˇet homografie
Vy´pocˇet homografie je jedna z nejdu˚lezˇiteˇjsˇı´ cˇa´stı´ cele´ho programu. Homografie ma´ nejveˇtsˇı´ dopad
na vzhled vy´sledne´ho panorama. Samozrˇejmeˇ tyto algoritmy vyzˇadujı´ dobra´ vstupnı´ data (nadeteko-
vane´ vy´znamne´ body, z ktery´ch jsou na´sledneˇ urcˇeny prˇedpokla´dane´ korespondence). Homografie
na´m uda´va´, jak jsou fotky mezi sebou propojeny a jak na sebe navazujı´. Pokud fotky nejsou spra´vneˇ
prolozˇeny, nepomu˚zˇe na´m ani nejlepsˇı´ program na u´pravu fotografiı´. Fina´lnı´ u´pravy panorama se
dajı´ udeˇlat dodatecˇneˇ v libovolne´m programu urcˇene´mu na u´pravu fotek.
U vy´pocˇtu homografie se setka´va´me se za´sadnı´m proble´mem, protozˇe ze vstupnı´ch dat nevı´me,
ktere´ korespondence jsou spra´vne´ (popisujı´ na´mi hledanou homografii), a ktere´ jsou sˇpatne´. Na za´-
kladeˇ porovna´nı´ deskriptoru˚ bodu˚ nemu˚zˇeme jednoznacˇneˇ urcˇit, zda jsou tyto body shodne´, nebo jen
velmi podobne´ (i prˇes sofistikovany´ vy´pocˇet deskriptoru u algoritmu SURF to nelze na sto procent
urcˇit). Tento proble´m se rˇesˇı´ pomocı´ algoritmu RANSAC a jeho modifikacı´.
Ve sve´m programu jsem implementoval trˇi takove´to algoritmy: RANSAC, loka´lneˇ optimalizo-
vany´ RANSAC a PROSAC. Pro prˇipomenutı´ si dovolı´m shrnout, jak tyto algoritmy pracujı´.
Na za´kladeˇ na´hodne´ho vy´beˇru minima´lnı´ho pocˇtu korespondencı´ (z kapitoly 2.7 vı´me, zˇe se
jedna´ o 4 korespondence) se vypocˇte homografie. Tento krok je neˇkolikra´t opakova´n a vy´sledkem
je nejle´pe ohodnocena´ homografie.
Homografie ohodnocuji podle pocˇtu inliers, ktere´ jim odpovı´dajı´ a celkove´ vzda´lenosti teˇchto
inliers. Ohodnocenı´ pouze na za´kladeˇ inliers nenı´ dostacˇujı´cı´. Mu˚zˇe nastat situace, zˇe bude na-
lezeno stejneˇ inliers jako v dosavadnı´ nejle´pe ohodnocene´ homografii. V tomto prˇı´padeˇ je po-
rovna´va´na celkova´ vzda´lenost vsˇech inliers (jako inliers jsou prohla´sˇeny vsˇechny korespondence,
u ktery´ch je euklidovska´ vzda´lenost transformovane´ho bodu a odpovı´dajı´cı´ho bodu mensˇı´ nezˇ prˇed-
nastavena´ hodnota). Jako genera´tor na´hodny´ch cˇı´sel vyuzˇı´va´m pseudona´hodny´ genera´tor, ktery´
je inicializova´n podle cˇasu, aby nedocha´zelo k vy´beˇru stejny´ch vzorku˚. U na´hodneˇ vybrany´ch
korespondencı´ je du˚lezˇite´ prova´deˇt kontrolu, aby na´hodneˇ nebyla vybra´na zˇa´dna´ korespondence
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Obra´zek 3.2: Prˇedpokla´dane´ korespondence. Zeleneˇ jsou zvy´razneˇny inliers korespondence zı´skane´
algoritmem LO-RANSAC. Algoritmus RANSAC pracuje v tomto ohledu stejneˇ a urcˇil by stejne´
inliers (74 inliers).
Obra´zek 3.3: Prˇedpokla´dane´ korespondence. Zeleneˇ jsou zvy´razneˇny inliers korespondence zı´skane´
algoritmem PROSAC (94 inliers). Body, z ktery´ch byla vypocˇı´ta´na homografie, jsou zvy´razneˇny
modrˇe.
vı´ce jak jednou v ra´mci jednoho vzorku. Pro samotny´ vy´pocˇet homografie vyuzˇı´va´m funkci
cvGetPerspectiveTransform z knihovny OpenCV.
U loka´lneˇ optimalizovane´ho RANSACu jsem zvolil jednoduchou loka´lnı´ optimalizaci. Pro vy´-
pocˇet homografie z vı´ce jak cˇtyrˇ korespondencı´ vyuzˇı´va´m funkcicvFindHomography z knihovny
OpenCV. Tento algoritmus se bude z hlediska provedeny´ch iteracı´ a nalezeny´ch inliers chovat stejneˇ
jako RANSAC, ale dı´ky prˇepocˇtu homografie prˇes vsˇechny nalezene´ inliers, bude vy´sledna´ homo-
grafie prˇesneˇjsˇı´.
U vy´pocˇtu homografie bymohl nastat jesˇteˇ dalsˇı´ proble´m. Pokud by v na´hodneˇ vybrane´m vzorku
lezˇely trˇi body na jedne´ prˇı´mce. Ale z na´sledujı´cı´ch dvou du˚vodu˚ jsem tento proble´m nerˇesˇil:
1. Ohodnocenı´ homografie vypocˇtene´ z tohoto vzorku bude horsˇı´ nezˇ ze spra´vneˇ zvolene´ho
vzorku
2. U algoritmu PROSAC by mohlo dojı´t k zacyklenı´ v prˇı´padeˇ, kdy mnozˇinu pro na´hodny´ vy´beˇr
tvorˇı´ pouze cˇtyrˇi prvky a trˇi prvky by lezˇely na prˇı´mce
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3.6 Vy´sledne´ panorama
Poslednı´ cˇa´st, ktera´ zby´va´ prˇed dokoncˇenı´m, je vy´pocˇet rozmeˇru˚ panorama a samotne´ spojenı´ fotek.
Jelikozˇ spolu tyto dveˇ cˇasti u´zce souvisı´, spojil jsem je do jedne´ kapitoly.
Vy´pocˇet rozmeˇru panorama na´m znacˇneˇ usnadnˇuje fakt, zˇe jsou fotografie zada´ny postupneˇ a
transformujeme pravou fotografii do leve´ (zmı´neˇno jizˇ v kapitole 3.5). Z prˇedchozı´ho kroku zna´me
homografii a pouze zjistı´me pozice, kam se transformujı´ rohy prave´ fotografie. Sˇı´rˇka je rovna veˇtsˇı´
hodnoteˇ x z prave´ho hornı´ho a prave´ho dolnı´ho rohu. Vy´sˇka je urcˇena obdobneˇ. Vypocˇte se y
sourˇadnice hornı´ch a dolnı´ch rohu˚ prave´ fotografie. Pozice hornı´ch rohu˚ na´s zajı´majı´ i z dalsˇı´ho
du˚vodu. Pokud je sourˇadnice y hornı´ch rohu˚ za´porna´, je prˇed nakopı´rova´nı´m fotografiı´ do panorama
potrˇeba prove´st transformaci pro posun po ose y (stejneˇ tak i pravou fotografii). Tento postup je
implementova´n ve funkcı´ch sizeFinal a getMoveM. Pro na´sobenı´ matic je vyuzˇita funkce
cvMatMul z knihovny OpenCV.
Vy´sledne´ panorama je vytvorˇeno aplikova´nı´m homografie na pravy´ obra´zek (pomocı´ funkce
cvWarpPerspective z knihovny OpenCV). Pokud je potrˇeba prove´st i transformaci po ose y,
vy´slednou transformacˇnı´ matici zı´ska´me vyna´sobenı´m matice pro posun po ose y a homografie.
Levy´ obra´zek je prˇı´mo nakopı´rova´n od pocˇa´tku panorama. Pokud byla aplikova´na transformace
po ose y, nakopı´ruje se obra´zek s prˇı´slusˇny´m posunem.
Obra´zek 3.4: Panorama, u ktere´ho pro vy´pocˇet homografie byl vyuzˇit algoritmus RANSAC
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Obra´zek 3.5: Panorama, u ktere´ho pro vy´pocˇet homografie byl vyuzˇit algoritmus LO-RANSAC





Algoritmy RANSAC, LO-RANSAC a PROSAC budu porovna´vat z hlediska pocˇtu nalezeny´ch
inliers, iteracı´ potrˇebny´ch k urcˇenı´ homografie, cˇasu potrˇebny´ch k urcˇenı´ homografie a kvality
homgrafie (jak kvalitneˇ jsou na sebe fotografie napojeny).
Drˇı´ve nezˇ se dostaneme ke konkre´tnı´m hodnota´m, provedu rozbor, jake´ hodnoty mu˚zˇeme ocˇe-
ka´vat. RANSAC a LO-RANSAC s jednoduchou loka´lnı´ optimalizacı´ (da´le pouze LO-RANSAC) by
meˇly poda´vat stejne´ vy´sledky v pocˇtu iteracı´ algoritmu a nalezeny´ch inliers. Z hlediska porovna´vanı´
teˇchto velicˇin jsou algoritmy totozˇne´. Hodnoty nemohou by´t prˇesneˇ stejne´, protozˇe se jedna´ o algo-
ritmy zalozˇene´ na na´hodne´m vy´beˇru, ale tyto vy´sledne´ hodnoty by se meˇly lisˇit pouze minima´lneˇ.
Vy´pocˇetnı´ cˇas algoritmu LO-RANSAC by meˇl by´t delsˇı´ nezˇ u algoritmu RANSAC (prova´dı´ se
navı´c loka´lnı´ optimalizace). U porovna´nı´ RANSACu a PROSACu z hlediska cˇasove´ na´rocˇnosti
nenı´ mozˇne´ prove´st zˇa´dne´ predikce. Algoritmus RANSAC je me´neˇ slozˇity´ (kratsˇı´ vy´pocˇetnı´ cˇas),
ale algoritmus PROSAC by meˇl prova´deˇt me´neˇ vy´pocˇetnı´ch iteracı´. Prˇednosti LO-RANSACu je
jednoznacˇneˇ kvalita vy´sledne´ho napojenı´ fotografiı´. Zde ocˇeka´va´m lepsˇı´ vy´sledky nezˇ u zby´vajı´-
cı´ch dvou algoritmu˚. PROSAC by meˇl dosahovat nejmensˇı´ch cˇı´sel v pocˇtu iteracı´. Z hlediska pocˇtu
nalezeny´ch inliers ma´ lepsˇı´ teoreticke´ prˇedpoklady algoritmus PROSAC. Zde ovsˇem mu˚zˇe nastat
proble´m vysoke´ho ohodnocenı´ podobny´ch bodu˚, ktere´ si ovsˇem neodpovı´dajı´ a mu˚zˇe dojı´t k horsˇı´
homografii vlivem te´to korespondence (tento bodmu˚zˇe by´t na´hodneˇ vybra´n neˇkolikra´t, u PROSACu
se mnozˇina prˇedbeˇzˇny´ch korespondencı´ rozru˚sta´ postupneˇ). Dı´ky vyuzˇitı´ kvalitnı´ho detektoru vy´-
znamny´ch bodu˚ SURF, ktery´ popisuje body velmi kvalitneˇ, je tato mozˇnost mensˇı´ nezˇ prˇi vyuzˇitı´
starsˇı´ch detektoru˚. PROSAC by mohl i z hlediska pocˇtu˚ inliers poda´vat nejlepsˇı´ vy´sledky.
Protozˇe jsou algoritmy zalozˇene´ na na´hodne´m vy´beˇru, je trˇeba testova´nı´ prove´st neˇkolikra´t.
Tı´mto krokem cˇa´stecˇneˇ eliminujeme extre´mnı´ vy´chylky. Hodnoty v tabulce 4.1 jsou pru˚meˇrna´ cˇı´sla
z padesa´ti provedeny´ch experimentu˚. Testy byly prova´deˇny se zdrojovy´mi fotografiemi z obra´zku
3.1. Graficke´ zna´zorneˇnı´ experimentu˚ nalezneme v grafech na obra´zku 4.1 (graf pro LO-RANSAC
by vypadal te´meˇrˇ stejneˇ jako u RANSACu, protozˇe z hlediska porovna´vany´ch velicˇin se chova´
stejneˇ).
algoritmus inliers iteracı´ vy´pocˇetnı´ cˇas
RANSAC 83,88 37,16 4,44735 ms
LO-RANSAC 82,82 35,56 7,90502 ms
PROSAC 93,90 18,02 3,30688 ms
Tabulka 4.1: Vy´sledky experimentu˚.
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Obra´zek 4.1: Graficke´ zna´zorneˇnı´ experimentu˚
Obra´zek 4.1 na´m potvrzuje teoreticke´ tvrzenı´, zˇe PROSAC v nejhorsˇı´m prˇı´padeˇ dosahuje stej-
ny´ch vy´sledku˚ jako RANSAC (podobnost prolozˇeny´ch krˇivek). Body, ktery´mi krˇivka nenı´ prolozˇena
u algoritmu PROSAC, jsou dokumentacı´ lepsˇı´ch vy´sledku˚ nezˇ dosahuje RANSAC (zpu˚sobeno
ukoncˇujı´cı´m krite´riem na za´kladeˇ kvality modelu). Beˇhem testova´nı´ tato situace nastala sedmkra´t
(body v grafu se prˇekry´vajı´, a proto se zda´, zˇe tato situace nastala pouze trˇikra´t).
U porovna´nı´ algoritmu˚ z hlediska kvality homografie nelze meˇrˇit zˇa´dnou velicˇinu na za´kladeˇ
ktere´ bychom rozhodli o lepsˇı´m vy´sledku. Toto vyhodnocenı´ bylo provedeno na za´kladeˇ pohledu
na panorama a sledova´nı´m, ktery´ algoritmus poda´val nejstabilneˇjsˇı´ vy´sledky. Jako nejlepsˇı´ algorit-
mus v tomto smeˇru jsem vyhodnotil LO-RANSAC. Prˇı´klad, jak se lisˇı´ panorama zı´skane´ pomocı´
algoritmu RANSAC (PROSAC, by ze stejny´ch zdrojovy´ch bodu˚ provedl stejne´ spojenı´ fotografiı´)
a algoritmu LO-RANSAC nalezneme na obra´zcı´ch 4.2 a 4.3 (v poprˇedı´ u obra´zku 4.2 mu˚zˇeme
videˇt neprˇesne´ napojenı´, ktere´ LO-RANSAC odstranil). Prˇi tvorbeˇ teˇchto panoramat byly algoritmy
prohla´sˇeny stejne´ korespondence jako inliers. Algoritmus PROSAC poda´val stabilneˇjsˇı´ vy´sledky
nezˇ algoritmus RANSAC. Proto by mohl algoritmus PROSAC s jednoduchou loka´lnı´ optimalizacı´
poda´vat velmi zajı´mave´ vy´sledky.
Obra´zek 4.2: Panorama vytvorˇene´ pomocı´ algoritmu RANSAC
Shrnuti algoritmu se nacha´zı´ v kapitole 4.4.
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Obra´zek 4.3: Panorama vytvorˇene´ pomocı´ algoritmu LO-RANSAC
4.2 Ukoncˇujı´cı´ kriterium algoritmu RANSAC
Ukoncˇujı´cı´ krite´rium algoritmu RANSAC (pocˇet iteracı´) je definova´no rovnicı´ 2.6. Parametr p je
jediny´, ktery´ mu˚zˇeme ovlivnit. Rozhodl jsem se tedy prove´st neˇkolik testu˚ a zjistit, jaky´ ma´ tento
parametr vliv na vy´sledne´ panorama.
Prˇi testovanı´ jsem sledoval pocˇet nalezeny´ch inliers a napojenı´ fotografiı´ na sebe (kvalitu
vy´sledny´ch homografiı´). Hodnocenı´ napojenı´ fotografiı´ bylo urcˇova´no zkouma´nı´m panorama, kde
jsem si urcˇil hranicˇnı´ napojenı´ fotografiı´ (drobne´ nedostatky v napojenı´ fotografiı´ jsou prˇehlı´zˇeny).
Prˇı´klad hranicˇnı´ho panorama, ktere´ je prohla´sˇeno za dobre´, naleznete na obra´zku 4.4. Hodnoty
v tabulce 4.2 ve sloupci inliers jsou pru˚meˇrna´ cˇı´sla z padesa´ti testu˚.






Tabulka 4.2: Vy´sledky experimentu˚. Hodnoty ve sloupci dobry´ch panoramat uda´vajı´ pocˇet, kolik
panoramat z padesa´ti bylo prohla´sˇeno za dobre´.
Na za´kladeˇ hodnot v tabulce mu˚zˇeme prove´st na´sledujı´cı´ za´veˇry:
Ve vı´ce jak polovineˇ prˇı´padu˚ je spra´vna´ homografie vypocˇı´ta´na beˇhem prvnı´ch neˇkolika iteracı´
(v me´m prˇı´padeˇ se jednalo o deset a me´neˇ iteracı´). Velmi zajı´mave´ je, zˇe po snı´zˇenı´ parametru p
na hodnotu 0,75 dojde k nejrazantneˇjsˇı´mu poklesu dobry´ch panoramat. Je to zpu˚sobeno poklesem
provedeny´ch iteracı´ na´hodny´ch vy´beˇru˚ skoro na polovinu. Ve sloupci inliers jsem ocˇeka´val veˇtsˇı´
rozdı´ly hodnot. Tyto hodnoty potvrzujı´, jak je du˚lezˇite´ rozlozˇenı´ inliers korespondencı´ po co nejveˇtsˇı´
oblasti prˇekry´vajı´cı´ch se cˇa´stı´ fotografiı´.
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Obra´zek 4.4: Hranicˇnı´ panorama prohla´sˇene´ za dobre´
4.3 Nedostatky programu
Prˇi testova´nı´ jsem se take´ setkal se situacı´, kde panorama s me´neˇ korespondencemi prohla´sˇeny´mi
za inliers dosa´hla lepsˇı´ho vy´sledne´ho napojenı´ nezˇ panorama s vı´ce korespondencemi prohla´sˇeny´mi
za inliers. Na obra´zcı´ch 4.5 a 4.6 mu˚zˇeme videˇt du˚vod, procˇ tomu tak je. Homografii odpovı´da´
vı´ce inliers, ale vsˇechny jsou nadetekova´ny pouze v dolnı´ cˇa´sti fotografiı´ (obra´zek 4.6). Pokud je
homografie ohodnocena vı´ce inliers, neznamena´ to jesˇteˇ, zˇe vy´sledna´ homografie provede lepsˇı´
spojenı´ fotografiı´. Tento proble´m by sˇlo vyrˇesˇit vybı´ra´nı´m zdrojovy´ch bodu˚ pro vy´pocˇet homografie
z ru˚zny´ch oblastı´ spolecˇne´ cˇa´sti fotografiı´. V programu jsem ale tuto problematiku nerˇesˇil.
Obra´zek 4.5: Prˇedbeˇzˇne´ korespondence, 80 inliers (zvy´razneˇno zeleneˇ)
Prˇi testovanı´ s ru˚zny´mi zdrojovy´mi fotografiemi jsem narazil na proble´m u jedne´ dvojice.
S teˇmito fotografiemi program vykazuje velmi sˇpatne´ vy´sledky. Docha´zı´ k cˇaste´mu vy´pocˇtu ne-
vhodny´ch homografiı´, cozˇ ma´ za na´sledek nevhodne´ napojenı´ fotografiı´. Uka´zku takove´hoto napo-
jenı´ nalezneme na obra´zku 4.7. V neˇktery´ch prˇı´padech docha´zı´ k vy´pocˇtu tak sˇpatne´ homografie,
zˇe od urcˇite´ pozice se pravy´ hornı´ roh zacˇne mapovat u´plneˇ mimo panorama (dojde k roztrzˇenı´
zdrojove´ fotografie, obra´zek 4.8). Tyto chyby budou pravdeˇpodobneˇ zpu˚sobeny nevhodny´mi zdro-
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Obra´zek 4.6: Prˇedbeˇzˇne´ korespondence, 90 inliers (zvy´razneˇno zeleneˇ)
jovy´mi fotografiemi. Fotografie byly porˇı´zeny sˇirokou´hly´m objektivem z velmi blı´zke´ vzda´lenosti.
V poprˇedı´ dosˇlo k velke´mu perspektivnı´mu zkreslenı´ u´tesu, zatı´mco v pozadı´ skoro k zˇa´dne´mu.
U obou zdrojovy´ch fotografiı´ nenı´ nalezeno mnoho vy´znacˇny´ch bodu˚ ve ska´le v pozadı´. V cˇa´sti, kde
se fotografie prˇekry´vajı´ je tedy pouze pa´r korespondencı´. Podobna´ situace nasta´va´ v prˇekry´vajı´cı´ se
cˇa´sti v poprˇedı´ (male´ mnozˇstvı´ korespondencı´ v te´to oblasti). Nejveˇtsˇı´ cˇa´st korespondencı´ je v male´
oblasti (okolı´ ”dra´pu“ ska´ly). Kdyzˇ secˇteme tyto nedostatky, dostaneme pravdeˇpodobneˇ prˇı´cˇinu,
procˇ u teˇchto fotografiı´ docha´zı´ k vy´pocˇtu chybny´ch homografiı´.
Obra´zek 4.7: Chybneˇ vytvorˇene´ panorama
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Obra´zek 4.8: Chybna´ transformace prave´ fotografie, pravy´ hornı´ roh je odtrzˇen od panorama. Tento
snı´mek nenı´ vy´stupem programu, ale byl vytvorˇen specia´lneˇ ve fa´zi hleda´nı´ prˇı´cˇiny chyby.
4.4 Shrnutı´ algoritmu˚
RANSAC je velmi stary´ algoritmus (poprve´ prˇedstaven roku 1981 [2]). Z hlediska porovna´nı´ se
zbyly´mi dveˇmi algoritmy neprˇina´sˇı´ zˇa´dne´ vy´hody, ale oba algoritmy z neˇho vycha´zı´. Proto se jedna´
o velmi du˚lezˇity´ algoritmus.
LO-RANSAC (s jednoduchou optimalizacı´) umozˇnˇuje zprˇesneˇnı´ vy´sledne´ homografie a to ma´
za na´sledek lepsˇı´ napojenı´ fotografiı´ na sebe. Toto zprˇesneˇnı´ ma´ za na´sledek delsˇı´ vy´pocˇetnı´ cˇas.
V my´ch testech se konkre´tneˇ jednalo skoro o dvojna´sobny´ cˇas nezˇ jaky´ potrˇeboval algoritmus
RANSAC. Je trˇeba dodat, zˇe i prˇes toto cˇasove´ navy´sˇenı´ se vy´pocˇet pohybuje v desı´tka´ch ms.
PROSAC je vy´pocˇetneˇ nejme´neˇ na´rocˇny´ algoritmus a to i dı´ky nejmensˇı´mu pocˇtu iteracı´ na´-





S ohledem na sta´le zveˇtsˇujı´cı´ se popularitu fotografovanı´ na cele´m sveˇteˇ, tedy i odveˇtvı´ tvorby
panoramaticky´ch fotografiı´, povazˇuji te´ma te´to pra´ce za velice zajı´mave´. A jelikozˇ se tı´mto oborem
fotografie sa´m zaby´va´m, pra´ce pro meˇ byla velmi prˇı´nosna´.
Hlavnı´ na´plnı´ te´to pra´ce nebylo skla´da´nı´ panoramat jako celek, ale pouze jedna cˇa´st tohoto
postupu (vy´pocˇet homografie). V te´to problematice jsem si zvolil trˇi algoritmy, ktere´ se zde vyuzˇı´vajı´
a provedl jsem jejich porovnanı´ z ru˚zny´ch hledisek. Z hlediska problematiky skla´da´nı´ panoramat je
program znacˇneˇ limitova´n, ale pro porovna´nı´ zvoleny´ch algoritmu˚ plneˇ postacˇuje.
Pro detekci bodu˚ jsem vyuzˇil algoritmus SURF, ktery´ kromeˇ vy´znamny´ch bodu˚ take´ poskytuje
popisy teˇchto bodu˚ (deskriptory). Dı´ky tomuto faktu se zjednodusˇuje i tvorba vstupnı´ch dat pro al-
goritmy na vy´pocˇet homografie, kde vyuzˇı´va´m porovnanı´ deskriptoru˚ pro urcˇenı´ korespondencı´.
Implementace tohoto detektoru je soucˇa´stı´ knihovny OpenCV.
U vy´pocˇtu homografiemeˇ z porovna´vany´ch algoritmu˚ nejvı´ce zaujal algoritmus PROSAC, ktery´
je velmi nena´rocˇny´ na vy´pocˇetnı´ cˇas a poda´va´ kvalitnı´ vy´sledky. Jesˇteˇ zajı´maveˇjsˇı´ch vy´sledku˚ by
tento algoritmus mohl poda´vat ve spojenı´ s jednoduchou loka´lnı´ optimalizacı´.
V ra´mci pokracˇova´nı´ pra´ce v budoucnosti se nabı´zejı´ dva smeˇry:
1. Rozsˇı´rˇit pra´ci o dalsˇı´ algoritmy pro vy´pocˇet homografie, kde existuje mnoho dalsˇı´ch zajı´ma-
vy´ch algoritmu˚.
2. Prove´st zdokonalenı´ ve smeˇru skla´da´nı´ panoramat. Znamenalo by to hlavneˇ tvorˇenı´ panoramat
z vı´ce nezˇ dvou fotografiı´ a zrusˇenı´ aktua´lnı´ho prˇedpokladu zada´va´nı´ zdrojovy´ch fotografiı´
v porˇadı´ jak na sebe navazujı´. Da´le take´ vyuzˇitı´ specia´lnı´ho algoritmu pro zobrazenı´ prˇekry´-
vajı´cı´ch se cˇa´sti fotografiı´.
Vy´hodou rozsˇı´rˇenı´ pra´ce ve smeˇru dokonalejsˇı´ho genera´toru panoramat, je rˇesˇenı´ novy´ch proble-
matik. Proto shleda´va´m toto rozsˇı´rˇenı´ za zajı´maveˇjsˇı´ a prˇı´nosneˇjsˇı´.
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Pro spra´vny´ chod programu je potrˇeba knihovna OpenCV 2.1. Na´vod na instalaci te´to knihovny
nalezneme naprˇı´klad v literaturˇe [1]. Navrzˇeny´ program je konzolova´ aplikace. Program se spousˇtı´
s na´sledujı´cı´mi parametry:
bp -RANSAC/-LORANSAC/-PROSAC <left image> <right image> [<panorama name>]
kde:
-RANSAC/-LORANSAC/-PROSAC urcˇuje jaky´ algoritmus chceme pouzˇı´t pro vy´pocˇet ho-
mografie
<left image> je na´zev leve´ zdrojove´ fotografie vcˇetneˇ prˇı´pony (prˇı´padneˇ cesta)
<right image> je na´zev prave´ zdrojove´ fotografie vcˇetneˇ prˇı´pony (prˇı´padneˇ cesta)
[<panorama name>] je nepovinny´ parametr s na´zvem vy´sledne´ho panorama bez prˇı´pony,
pokud tento parametr nenı´ zada´n, panorama se ulozˇı´ s na´zvem panorama
Program podporuje skla´da´nı´ panoramat pouze ze dvou zdrojovy´ch fotografiı´, ktere´ je potrˇeba
zadat v porˇadı´ jak na sebe navazujı´.
V prˇı´padeˇ, zˇe nejsou zada´ny spra´vne´ zdrojove´ fotografie (neexistujı´cı´, nenavazujı´cı´ fotografie,
prˇı´padneˇ jsou zada´ny´ ve sˇpatne´m porˇadı´), program vypı´sˇe na´poveˇdu pro spra´vne´ spusˇteˇnı´ a ukoncˇı´
se. Vy´stupem programu je pocˇet nalezeny´ch inliers, pocˇet iteracı´ algoritmu pro vy´pocˇet homografie,
cˇas vypocˇtu algoritmu a v nove´m okneˇ se zobrazı´ vy´sledne´ panorama, ktere´ se take´ ulozˇı´ ve stejne´m




Struktura CD je na´sledujı´cı´:
/documentation programova´ dokumentace
/latex zdrojove´ soubory pro LATEX
/openCV instalacˇnı´ soubory knihovny openCV
/program spustitelny´ program a testovacı´ obra´zky
/source zdrojove´ soubory programu
/text pra´ce ve forma´tu pdf
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