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KANSEN EN RISICO'S 
OVER DE FUNDAMENTEN VAN STATISTISCHE UITSPRAKEN DOOR ACCOUNTANTS . 
De rol van statistische methoden in de accountancy is in de laatste 
decennia stormachtig gegroeid. Dit weerspiegelt de evolutie in het 
beroep, waarin steeds meer de nadruk komt te liggen op globale 
controle van systemen die weinig fouten bevatten. De ontwikkeling 
geeft twee fasen te zien. In de eerste fase werden volledige 
controles vervangen door steekproeven. De meer recente ontwikkeling 
is de inbreng van oordelen over de kwaliteit van de te controleren 
boekhouding. Op veel plaatsen geschiedt dit door middel van de 
"risicoanalyse". Hierbij wordt gestreefd naar een laag risico, 
gedefinieerd als de kans dat er ergens een fout gemaakt is die er in 
de loop van de daarop volgende interne en externe controlerondes 
niet uitgehaald is of wordt. De externe accountant neemt in dit 
proces de laatste ronde(s) voor zijn rekening. Acht hij , voor hij 
aan zijn controle begint, de kans gering is dat er een 
(substantiële) fout aanwezig is dan kan hij volstaan met kleine 
steekproeven. Met name van Amerikaanse zijde is de risicoanalyse 
sterk gepropageerd; met de grote internationale fusies is ook in 
Europa, waar men zich aanvankelijk nogal kritisch opstelde, de 
risicoanalyse gemeen goed geworden. 
De risicoanalyse als middel om de steekproefcontrole terug te 
dringen heeft echter zo zijn eigen risico's. Er worden kansen 
vermenigvuldigd die nogal een uiteenlopend karakter hebben. De 
subjectieve inschatting van de situatie met concrete kansuitspraken 
wordt weinig ondersteund door onderzoek, wat ze wel erg subjectief 
maakt. En tenslotte is de risicoanalyse een grove vorm van 
statistische analyse waar alternatieven voor beschikbaar zijn. Deze 
alternatieven zijn varianten van een fundamentele richting binnen de 
statistiek: de Bayesiaanse statistiek. 
Dit artikel belicht de verschillende mogelijkheden en de 
verschillende vragen die met behulp van de diverse methoden worden 
beantwoord, iets waarover nogal wat misverstanden bestaan. In het 
bijzonder wordt gepleit voor het vervangen van de risicoanalyse door 
de Bayesiaanse aanpak, met daarbij een voorkeur voor de Empirisch 
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Bayesiaanse variant die het subjectieve element zoveel mogelijk 
poogt terug te dringen. 
Klassieke versus Bayesiaanse statistiek. 
Weinig accountants zijn zich vermoedelijk bewust van de fundamentele 
keuze die met het aanvaarden van de risicoanalyse gemaakt wordt in 
een strijd over de grondbeginselen van de statistiek die al 
tweehonderd jaar gaande is: de strijd tussen de "Klassieke 
statistici" en de "Bayesianen", in omgekeerde volgorde aan te duiden 
als de rekkelijken en de preciezen. Felle debatten kenmerken deze 
fundamentele strijd, die rond 1960 leek beslist in het voordeel der 
klassieken maar sindsdien weer geheel open is komen te liggen. Ik 
geef een korte karakterisering van de standpunten, toegespitst op 
het probleem van de accountant die een oordeel moet vormen op basis 
van een steekproef, al dan niet aangevuld met andere informatie. 
De klassieke statistiek claimt objectieve uitspraken te doen. De 
mogelijkheden daartoe zijn beperkt. Maar onder niet al te sterke 
veronderstellingen is het mogelijk om te zeggen "als het 
f outenpercentage in de populatie x of hoger is, is de kans dat k of 
meer fouten gevonden worden p procent". In de typerende klassieke 
opzet wordt een bepaald (hoog) foutenniveau gekozen waarbij men met 
een bepaalde zekerheid -bijvoorbeeld 95% kans- zal afkeuren. De 
bijbehorende uitspraak is dat een kans op een "fout van de eerste 
soort", ten onrechte goedkeuren, hoogstens 5% is. Deze zekerheid kan 
men krijgen door de steekproef voldoende groot te kiezen. 
De enige manier waarop het begrip "kans" is in deze opzet voorkomt 
vloeit voort uit de steekproeftrekking: bij een gegeven 
foutenpercentage in de populatie is de kansverdeling van het aantal 
fouten in de steekproef bekend. Een uitspraak over "de kans dat de 
populatie meer dan k fouten bevat", iets wat men graag zou willen 
weten, is in deze opzet niet te geven, het echte foutenpercentage is 
immers onbekend. 
De Bayesiaanse statistiek heeft het wel over de kansen op de 
verschillende mogelijke toestanden van de waarheid (het 
foutenpercentage). Bayesianen hanteren dan ook een ander kansbegrip. 
Zij gaan ervan uit dat in iedere analyse begonnen kan worden met een 
idee - dat zeer vaag kan zijn - over de mogelijke toestanden, de 
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"prior" of voorverdeling. Het centrale leerstuk in de Bayesiaanse 
opzet is de herziening van deze kansen bij het beschikbaar komen van 
(statistische) informatie. Dat gebeurt met de regel van Bayes, die 
dus een leerproces weergeeft. De moeilijkheid schuilt alleen in het 
specificeren van de kansen in de eerste stap. 
In de accountantscontrole bijv. moeten voor het trekken van 
steekproeven "prior" kansen worden toegekend aan de 
foutenpercentages die kunnen optreden. Een zekere mate van 
subjectiviteit is daarbij onvermijdbaar. Bij grote steekproeven is 
dat geen probleem: de eindoordelen worden vrijwel geheel bepaald 
door de dominante statistische informatie. Maar bij kleine 
steekproeven is de subjectieve inschatting van belang. "Klassieke" 
statistici veroordelen in het bijzonder dit subjectieve element. 
Is men echter eenmaal bereid een vorm van subjectiviteit toe te 
laten, dan ontstaat een uiterst overzichtelijk systeem om informatie 
te gebruiken en beslissingen onder onzekerheid te onderbouwen. 
Zoveel eleganter en flexibeler dan de klassieke opzet dat steeds 
meer van 's werelds beste statistici "bekeerd" worden. Berger(1986) 
geeft een imposant overzicht van de argumenten voor de Bayesiaanse 
aanpak. Zellner(1988) formuleert een aantal fundamentele uitdagingen 
waar de klassieken volgens hem geen weerwoord op hebben. 
Binnen de Bayesiaanse statistiek bestaan verschillende scholen, die 
verschillen in de wijze waarop de voorinformatie wordt gebruikt. 
Subjectieve voorverdelingen achten de "subjectivisten" volstrekt 
gerechtvaardigd en onvermijdbaar. Zij achten de mens in staat 
concrete kansuitspraken te doen. Dit wordt bevestigd door het feit 
dat mensen bereid zijn weddenschappen af te sluiten, niet alleen 
over dingen die nog moeten plaatsvinden, maar ook over zaken die 
alleen door gebrek aan informatie onbekend zijn (je kunt 
bijvoorbeeld weddenschappen afsluiten op de leeftijd van een 
voorbijganger). Hiertegenover staat een uitgebreide literatuur die 
aantoont dat mensen in vele situaties kansen slecht inschatten. 
Niet informatieve voorverdelingen worden gehanteerd door een andere 
school die vindt dat de subjectiviteit een zo klein mogelijke rol 
moet spelen. Het eindresultaat van een analyse, een soort gemiddelde 
van de voorinformatie en de steekproefinformatie, moet onder alle 
omstandigheden vrijwel geheel door de laatste bepaald worden. Het 
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blijkt mogelijk vanuit dit uitgangspunt vele resultaten van de 
klassieke statistiek te reconstrueren, zij het met gewijzigde 
interpretatie: steekproeven geven nu plotseling wel de kansverdeling 
van het foutenpercentage in de populatie. Box en Tiao (1973) is het 
standaardwerk op dit gebied. Het interpretatieverschil levert 
boeiende discussies op. Sommige Bayesianen gaan zo ver te stellen 
dat de klassieke statistiek haar rechtvaardiging grotendeels 
ontleent aan het feit dat vele van de gedane uitspraken een 
Bayesiaanse interpretatie hebben, (zie de Vos(1989b). 
Conservatieve voorverdelingen gebruiken subjectieve kansen maar 
schatten deze bewust ongunstig in. Doet men dit bijvoorbeeld bij een 
foutenfractie, dan is een uitspraak als "de kans dat de 
foutenfractie , gegeven de steekproefinformatie, boven de x% ligt, 
is p" ook conservatief: de kans is vrijwel zeker kleiner dan p. 
Accountants blijken geneigd te zijn kansen conservatief in te 
schatten, blijkens een studie van Tomassini e.a (1982). Misschien is 
dit te wijten aan de training middels de klassieke statistiek die 
zich concentreert op kansen op een fout van de eerste soort die 
hoogstens p mogen zijn. Echte Bayesianen stellen dat het beter is 
eerlijk weer te geven wat je denkt te weten: het is de enige 
mogelijkheid om een verantwoorde kosten-baten analyse te maken. 
Daarbij moet aangetekend worden dat de Bayesiaanse statistiek de 
mogelijkheid biedt om onzekerheid over in te schatten kansen, wat 
het motief achter de conservatieve voorverdeling is, expliciet vorm 
te geven. 
Empirisch gefundeerde voorverdelingen zijn het terrein van de 
empirisch Bayesiaanse statistiek. Hierin wordt het uitgangsoordeel 
gebaseerd op empirische informatie uit vele gelijksoortige 
situaties. Accountancy is bij uitstek een geschikt 
toepassingsgebied: een groot accountantskantoor is in staat 
materiaal te verzamelen over de bevindingen in vele controles; deze 
"kennisbank" kan de basis vormen voor verantwoorde kansuitspraken. 
Morris(1983) vermeldt diverse succesvolle toepassingen van een 
dergelijke aanpak. Expertsystemen als in de medische diagnostiek 
zijn empirisch Bayesiaans te noemen. 
De bezwaren die klassieke statistici hebben tegen het subjectieve 
karakter van de Bayesiaanse werkwijze gaat veel minder op te *en de 
empirisch Bayesiaanse variant. Het kansbegrip ligt ook wat anders. 
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De van te voren ingeschatte kans om bij een bedrij f een fout te 
vinden heeft nu - in de meest eenvoudige opzet - de interpretatie: 
"als ik een willekeurig bedrijf uitzoek, hoe groot is dan de kans 
dat ik een bedrijf kies waar een bepaald foutenpercentage 
voorkomt?". Deze kans kan voorts gerelateerd worden aan kenmerken 
van het bedrijf en/of de soort populatie, mits - en daar ligt het 
verschil met de subjectieve benadering - dit gesteund wordt door 
evaluatie van de informatie in de kennisbank. 
Optimale strategieën 
De verschillende scholen binnen de Bayesiaanse statistiek liggen in 
eikaars verlengde. Mengsels van verschillende soorten voorinformatie 
zijn zeer wel denkbaar. Koppeling van informatie is een 
wezenskenmerk van de Bayesiaanse opzet. Het is mogelijk om 
voorzichtige, empirisch ondersteunde uitspraken te doen waarin 
subjectieve kennis van de accountant een rol speelt. Het is zelfs 
mogelijk om de subjectieve oordelen te betrekken in empirisch 
onderzoek naar de waarde van de informatiebronnen. Een uitgebreide 
literatuur beschrijft talloze aspecten van de mogelijkheden om 
Bayesiaans tot kansuitspraken en daarop gebaseerde acties te komen. 
Een overtuigende verhandeling die (zonder veel wiskunde) aangeeft 
hoe de Bayesiaanse aanpak de basis is voor het beslissen onder 
onzekerheid is Lindley(1985). 
Het wezenskenmerk van iedere Bayesiaanse analyse is dat de meest 
relevante vraag beantwoord wordt: wat is de kansverdeling van het 
foutenpercentage in een populatie, gegeven de voorinformatie en de 
steekproefuitkomsten. Alleen op basis van deze kansverdeling kunnen 
beslissingen worden genomen die nut en kosten optimaal afwegen. 
In een wat minder formeel statistisch kader wordt de afweging van 
nut en kosten als fundament van de controle bepleit door Metzer 
(1989). Lindley(1985) bepleit iets dergelijks, het "maximaliseren 
van het verwachte nut" als basis voor ieder beslissingsprobleem. Om 
dit te kunnen doen moet nut (een verzamelnaam voor kosten, baten en 
risico's die op een gelijke noemer moeten gebracht) worden toegekend 
aan iedere mogelijke eindtoestand van het beslissingsproces, waarbij 
ook de kosten om er te komen (steekproeven trekken) meegenomen 
moeten worden. 
Uiteraard moeten kosten worden toegekend aan het goedkeuren van 
populaties met veel fouten (hogere kosten naarmate de fout ernstiger 
is) en aan het verzamelen en bewerken van informatie. Maar ook de 
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consequenties van afkeuren moeten in kaart gebracht. Men moet hier 
denken aan totaaltellingen, met het risico dat die achteraf niet 
nodig waren. Mooiere schema's ontstaan door de mogelijkheid van een 
tweede steekproefronderonde in te lassen. In de Vos (1989a) worden 
voorbeelden gegeven van optimale strategieën. Het ontwikkelen van 
software die dit alles aankan is een relatief kleine moeite. 
Het summum van de mogelijkheden ontstaat bij de Empirisch 
Bayesiaanse analyse. Hier is het zelfs mogelijk om een afweging te 
maken tussen de kosten van uitbreiding van de centrale kennisbank en 
de baten die dit met zich meebrengt doordat de controles per 
individueel bedrijf kunnen worden ingekrompen. 
Risicoanalyse: verschillen met Baves 
De risicoanalyse gaat, evenals de Bayesiaanse analyse, uit van een 
subjectieve inschatting van de omstandigheden. Via beide analyses 
kan men hetzelfde bereiken: een verantwoording om na een betere 
interne controle met een minder uitgebreide externe controle te 
volstaan. Er zijn echter belangrijke verschillen: 
-De risicoanalyse beperkt zich meestal tot een eenvoudige 
dichotomie: er is een onacceptabele fout of niet. Dit is een typisch 
uitvloeisel van de klassieke statistische benadering waarin altijd 
een bepaald foutenniveau moet worden gekozen. In realistische 
controlesituaties zijn echter verdere nuanceringen aan te brengen: 
het percentage fouten kan vele waarden aannemen. En het is duidelijk 
dat goedkeuren ernstiger is naarmate het aantal fouten groter is. 
Ook Metzer(1989) brengt dit argument naar voren. Hij pleit voor een 
vorm van risicoanalyse die wel onderscheid maakt naar de ernst van 
fouten. In beginsel is dit mogelijk, het lijkt echter lastig uit te 
voeren. 
-Het risico is een ander begrip dan de kans op een fout gegeven de 
informatie. Met name in een genuanceerde beschrijving van de 
situatie lopen deze makkelijk te verwarren begrippen behoorlijk 
uiteen. In een afzonderlijke paragraaf zullen wij dit toelichten, 
met als eindoordeel een sterke voorkeur voor het Bayesiaanse 
kansbegrip als basis om al of niet goed te keuren. 
-De lijnen waarlangs de oordelen worden gevormd lopen anders. De 
risicoanalyse is geheel subjectief, waarbij het subjectieve oordeel 
op een vrij specifieke manier wordt opgebouwd. Hierover handelt de 
volgende paragraaf. 
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Verschillen in benadering van de werkelijkheid 
In de risicoanalyse wordt de kans op het aantreffen van een fout in 
opeenvolgende stappen opgebouwd. De kans dat er in het begin van een 
proces fouten worden gemaakt wordt ingeschat, evenals de kans dat 
deze fouten vervolgens gecorrigeerd worden, met name bij de interne 
controle of bij een cijferanalyse. Om de kans op fouten in de 
boekhouding van een bedrijf langs deze weg in te kunnen schatten 
moet men wel een zeer scherp beeld hebben van het hele proces, zeker 
wanneer ook de intensiteit van de fouten wordt meegenomen. Over de 
kans op fouten in de beginfase weten we weinig, anders dan 
bijvoorbeeld bij technische processen waar de risicoanalyse veel 
toegepast wordt om de kans op ongelukken te berekenen. Over de kans 
dat gemaakte fouten worden opgespoord is ook niet veel bekend. En 
het zwakste punt is de veronderstelling dat de kansen waarmee de 
gemaakte fout in een van de volgende fasen gecorrigeerd wordt 
onafhankelijk zijn. Afhankelijkheden leiden tot onderschatting van 
de risico's, zoals het risico van kernrampen altijd onderschat 
wordt. Tenslotte zijn de soorten fouten zijn zeer divers, variërend 
van verschrijvingen tot fraude en van vele kleine foutjes tot één 
grote. De kans dat een fout hersteld wordt varieert per type fout en 
per type controle. Kortom: een goede toepassing van de risicoanalyse 
vergt meer kennis van het proces dan verondersteld mag worden. 
In de Bayesiaanse analyse is het "vooroordeel" meer neutraal 
geformuleerd: het is gebaseerd op informatie die uiteen kan lopen 
van een puur subjectief oordeel tot empirisch onderbouwde 
kansuitspraken. Gezien de onoverzichtelijke problematiek verdient de 
laatste mogelijkheid de voorkeur. De gebruikte informatie kan 
daarbij bestaan uit objectief meetbare feiten als het aantal in het 
verleden gevonden fouten, het gebruikte boekhoudsysteem etcetera. In 
de empirisch Bayesiaanse opzet zal men bij verschillende bedrijven 
deze grootheden meten en ze relateren aan het aantal gevonden fouten 
om zo tot min of meer objectieve kansen te komen. 
Er is een interessant verschil tussen de subjectieve aanpak in de 
risico- en de Bayesiaanse analyse enerzijds en de empirisch 
Bayesiaanse aanpak anderzijds. Er bestaan systemen die de kans op 
fouten aan de hand van empirisch materiaal vaststelllen. Dat vergt, 
om de zaak berekenbaar te houden, een keuze van de informatie waarop 
men zich wil baseren. Deze keuze bepaalt over wat voor kansen men 
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het heeft en hoe men ze moet meten. Opvallend is dat in empirische 
systemen de reductie van de informatie heel ver pleegt te gaan: als 
men de kans op fouten relateert aan een tiental kenmerken is het 
maximum wel zo'n beetje gehaald. 
De subjectieve aanpak daarentegen vertrouwt meer op het vermogen van 
de menselijke hersenen om uit een heleboel ongestructureerde 
informatie tot kansuitspraken te komen. Illustratief is de 
beschrijving van een controlesituatie in Tomassini e.a (1982): een 
halve pagina met vele uiteenlopende details. 
Hoe de expert zoveel informatie in een kans- (of risico-) oordeel 
omzet is onduidelijk. De recente inzichten in het rekenen van de 
hersenen, nagebootst met neuronale netwerken (Kohonen, 1988) laten 
zien hoe leerprocessen verlopen waarin herkenning van een situatie 
gebaseerd wordt op associatie van zeer veel kenmerken. 
Spraakherkenning is een kenmerkend voorbeeld, een gebied waarop ook 
grote vorderingen geboekt zijn (door Kohonen) in het nabootsen per 
computer met behulp van een neuronaal netwerk. Het is uit de 
ervaringen met neuronale netwerken - zij het nogal speculatief -
mogelijk om aan te geven onder welke omstandigheden een expert goed 
kan functioneren in verhouding tot een computerpakket. Wanneer 
complexe informatie geassocieerd moet worden met een oordeel en de 
expert heeft ruime ervaring met de correcte koppeling tussen beide, 
dan kan voorlopig geen computersysteem daar tegen op. Toegespitst de 
accountant (de expert): zijn subjectieve kansinschatting (het 
oordeel) wanneer hij geconfronteerd wordt met complexe informatie 
(de gang van zaken in een bedrijf, de soort mensen op de diverse 
posten etc.) kan uiterst waardevol zijn, mits zijn ervaring 
gebaseerd is op associatie van de informatie met het juiste oordeel. 
Maar in dit laatste punt schuilt een groot probleem. Anders dan bij 
bijvoorbeeld huisartsen die regelmatig te horen krijgen of hun 
diagnose juist Was, ontbreekt de terugkoppeling bij accountants 
grotendeels. De meeste fouten worden nooit ontdekt, zeker wanneer 
men zich tot kleine steekproven beperkt. Bovendien verandert de 
context nogal snel, wat in de loop van het leven opgebouwde 
expertise snel doet verouderen. Het is ook uit onderzoek gebleken 
dat verschillende accountants in dezelfde situatie nogal 
uiteenlopende inschattingen geven. 
Deze fundamentele belemmering in de vorming van expertise maakt het 
gewenst om op zijn minst objectieve elementen bij de kansuitspraken 
te betrekken. Dat lukt alleen binnen sterk vereenvoudigde weergaven 
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van de werkelijkheid: kansuitspraken, gebaseerd op beperkte, goed 
meetbare informatie. Steekproefuitkomsten in combinatie met 
kenmerken van het bedrijf, de soort post en vroegere uitkomsten voor 
hetzelfde bedrijf zijn hier de aangewezen bronnen. De belangrijkste 
manier om wezenlijke vorderingen te boeken zonder uitbreiding van de 
steekproefgrootten schuilt in de systematische evaluatie van de 
resultaten voor vele bedrijven. Dit is de empirisch Bayesiaanse 
benadering, een mogelijkheid om expertise op te bouwen uit 
steekproefresultaten, zonder de terugkoppeling met kennis van de 
foutenfractie voor individuele bedrijven. Deze benadering zal in de 
volgende paragraaf met een voorbeeld worden geïllustreerd. 
Verschillende vragen 
Niet alleen worden er verschillende kansbegrippen gehanteerd in de 
diverse analyses, er worden ook verschillende vragen beantwoord. 
Hierover bestaan nogal wat misverstanden. Beschouwen we eerst de 
situatie waarin het alleen gaat over de vraag of een grote fout al 
of niet gevonden wordt. Het gaat om de volgende mogelijke 
gebeurtenissen: 
F Er is een (grote) fout. 
D De fout wordt ontdekt. 
Er zijn nu drie kansbegrippen in omloop: 
KLASSIEK: Beschouwt de kans op een fout van de eerste soort: 
Niets vinden terwijl er een fout is. 
Notatie: P(-D|F) 
BAYES: Beschouwt de kans op een fout als er niets gevonden is: 
Notatie: P(F|-D) - P(F).P(-D|F) / P(-D) 
met P(-D) = P(F).P(-D|F) + l-P(F) 
Hierin is de eerste gelijkheid is de stelling van Bayes. 
P(F) is de prior kans op een fout. Om deze te bepalen zijn er twee 
mo ge1ij kheden: 
P(F) Subjectief: Bayesiaans 
P(F) uit reeks bevindingen: Empirisch Bayesiaans 
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Voorbeeld empirisch Bayesiaans: 
Het meest eenvoudige voorbeeld, waarin het alleen gaat over het al 
of niet voorkomen van een fout in een populatie, en de fout in een 
enkele post schuilt is: 
In 1000 bedrijven worden uit vergelijkbare populaties van elk 1000 
posten steekproeven van 50 getrokken; in k gevallen wordt een fout 
gevonden. De kans om een fout te vinden wanneer men 5% van de 
populatie onderzoekt is P(F)/20. De schatting daarvan is k/1000, de 
fractie gevallen waarin een fout gevonden is. De schatting van P(F) 
is dus k/50. Dit is wat men weet van de kans op een fout bij een 
willekeurig bedrijf voor de steekproefinformatie bekend is. 
RISICOANALYSE: Beschouwt het risico: 
De kans dat er een fout is en die wordt niet gevonden. 
Notatie P(F*-D) = P(F).P(-D|F) 
De drie begrippen worden, met name door de toepassers, veelvuldig 
door elkaar gehaald. Pollard en Richardson (1987) geven onthutsende 
voorbeelden uit psychologie-artikelen. Als het onder onderzoekers al 
zo droevig gesteld is, moet het bij praktijkmensen helemaal erg 
zijn. Ik ken daar ook voorbeelden te over van. Echt vreemd is het 
niet omdat men eigenlijk wil weten wat de kans op een fout is, maar 
helaas beantwoordt de klassieke statistiek deze vraag niet. 
De directe verwarring tussen de klassieke P(-D|F) en P(F|-D) is zeer 
pijnlijk. Een klassieke procedure met een kans op een fout van de 
eerste soort (goedkeuren terwijl fout) van 5% betekent Idatfniet' er 
bij goedkeuren de kans op een fout 5% is. De kans op een fout is 
over het algemeen vele malen kleiner, zeker in 
accountancytoepassingen, immers meestal is er geen fout, en het 
klassieke antwoord heeft het over goedkeuren terwijl er wel een fout 
is. 
De tweede, lastiger, verwarring betreft het verschil tussen het 
risico en de Bayesiaanse "kans dat er een fout is wannneer niets is 
gevonden. Het verschil blijkt direct uit de formules: de 
risicoanalyse laat het delen door de kans dat er geen fout gevonden 
wordt achterwege. In de meeste situaties is deze kans bijna één 
zodat het risico iets groter is dan de kans. Naar zal blijken is dit 
geringe verschil echter typerend voor de situatie waarin alleen 
gekeken wordt naar "al of niet fout" en kunnen grote verschillen 
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ontstaan wanneer onderscheid wordt gemaakt naar de intensiteit van 
de fout. Daarbij zal duidelijk worden dat het Bayesiaanse kansbegrip 
de voorkeur verdient: het evalueert precies wat men over een bedrijf 
weet, gegeven de steekproefuitkomsten, terwijl het risico aangeeft 
hoe een methode gemiddeld over alle bedrijven uitpakt. Het verschil 
is het best duidelijk te maken met een wat absurd voorbeeld: stel 
men heeft een situatie waarin het risico klein is, maar vindt 
(bijvoorbeeld door een te grote steekproef te trekken) per ongeluk 
een grote fout. In de risicoanalyse zou men dit kunnen negeren, het 
risico van een methode die dit voorschrijft is klein. Maar de kans 
op een fout gegeven de informatie is één! 
Onderscheid naar omvang van de fout 
Wanneer niet simpelweg situaties met en zonder fout onderscheiden 
worden maar het doel is om een volledig beeld te krijgen van de 
mogelijke foutenpercentages in de populatie, dan komt de Bayesiaanse 
benadering pas goed tot haar recht. 
Net als in de eenvoudige situatie is het nodig de kansen op de 
mogelijke toestanden in te schatten voor de steekproef getrokken 
wordt. Dat is lastig, maar in principe verschilt het niet van het 
specificeren van de kans op een fout van een bepaalde omvang; het 
moet nu alleen voor alle mogelijkheden gedaan worden. In Bayesiaanse 
termen krijgt men zo de "voorverdeling" van het aantal fouten. De 
regel van Bayes geeft aan hoe de steekproefinformatie verwerkt moet 
worden, leidend tot de "naverdeling" van het aantal fouten. 
In tabel 1 is een voorbeeld uitgewerkt. Hierin gaan we uit van een 
grote populatie en we onderscheiden toestanden met verschillende 
percentages fouten (afgerond op hele getallen). De kans op 0% fouten 
is op 0.7 gesteld, de kans op 1% fouten 0.1 etc. Hierbij kan men 
zich het beste indenken dat men met een groot aantal populaties te 
maken heeft waarvan zeventig procent van de populaties geen fout 
bevat, tien procent 1% fouten etc, terwijl men geen verdere 
aanwijzingen heeft met welke populatie men te maken heeft. 
We beginnen met een eenvoudige opzet van het beslissingsprobleem: we 
nemen aan dat 4% of meer fouten tot afkeuring moet leiden. De a 
priori kans hierop is 0.1 geschat (4, 5, 6 of 7% fout). Bij 
goedkeuren zonder steekproef te trekken is de kans dat het 
goedkeuren ten onrechte geschiedt dus 10%. Trekt men nu steekproeven 
ter grootte 100 en beperkt men zich tot het al of niet correct zijn 
van een of meer elementen uit de steekprooef dan zal het aantal 
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gevonden fouten vrijwel Poisson verdeeld zijn, met een parameter die 
afhangt van het feitelijk foutenpercentage. De eerste tabel geeft de 
kansen: bij 1% fouten is de kans om 0 fouten te vinden 0.37, om 1 
fout te vinden 0,37, 2 fouten 0.18 etc. De regel van Bayes geeft 
direct de kansen dat men in een van de populaties met 0%,1%,2% etc 
fouten zit gegeven het aantal gevonden fouten: definiëren we 
ditmaal: 
F het percentage fouten in de populatie 
D het aantal in de steekpoef gevonden fouten 
P(F) de voorkennis over de kansverdeling van F, dan geldt 
P(F|D) = P(F).P(D|F)/P(D) 
met P(D) de kans om in een steekproef uit een willekeurige populatie 
D fouten te vinden, vermeld onder tabel B en te berekenen als 
P(D)=SF P(F).P(D|F) 
We kunnen nu de werkwijze van de Bayesiaanse methode en de 
risicoanalyse vergelijken. 
A. Werkwijze risicoanalyse 
Vraag: bij welke uitkomst van de steekproef kan worden goedgekeurd 
opdat het risico dat F > 4% en er toch goedgekeurd wordt kleiner is 
dan 2,5%? Met D geven we nu het aantal gevonden fouten aan. 
Antwoord: 
P(F>4%) =0.1 
P(D<2|F>4%) < P(D<2|F=4%) = 0.238 
De laatste regel geeft aan dat het risico geëvalueerd wordt in de 
situatie waarin de kans op ten onrechte goedkeuren het grootst is 
(bij 4% fouten). Het risico blijkt 0.0238 (2.38%) te zijn wanneer 
goedkeuring volgt bij 0,1 of 2 fouten. Keurt men alleen goed bij 0 
of 1 fout dan is het risico 0.009. 
Zou men het risico evalueren als de kans dat F>4% én D<2 met 
inbegrip van het feit dat voor F=5,6 of 7% de kans op D<2 kleiner is 
dan voor F=4% dan is het risico slechts 0.011, dus 1.1%. Dit is 
echter in de risicoanalyse niet gebruikelijk, men vermijdt het 
specificeren van complete kansverdelingen voor F. 
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B.Werkwijze volgens Bayes: 
Het risico is gemakkelijk te verwarren met de kans dat het mis is, 
dus P(F>4%|D). Echter de tabel laat zien dat als er twee fouten 
gevonden zijn deze kans maar liefst 14.7% is. En bij één gevonden 
fout nog altijd 5.3%. Het is dus zeer onterecht om beide begrippen 
te verwarren! 
Het kan verrassend lijken dat beide benaderingen nu zoveel verschil 
maken. Splitsen wij de populaties naar het aantal fouten in de 
steekproef dan wordt duidelijk hoe het zit: 
D P(D) P(F>4|D) Bijdrage risico 
0 .747 .001 .007 
1 .061 .053 .003 
2 .051 .147 .001 
Het totale risico bij goedkeuren als D<2 is .011 (de boven vermelde 
alternatieve berekening). De gevallen met D=2 dragen hier weinig aan 
bij omdat ze vrij zeldzaam zijn, slechts 5.1% van alle gevallen. De 
vraag is wat men moet doen als men toch met zo'n geval te maken 
heeft. Mag men zich beroepen op het feit dat het goedkeuren van deze 
gevallen het risico nauwelijks vergroot? Het antwoord is nee. 
Kosten-baten overwegingen rechtvaardigen het beperkt houden van de 
controles, wat automatisch betekent dat een bedrij f waar iets 
ernstig fout is een redelijke kans heeft dat dit niet opgemerkt 
wordt. Maar als compensatie moet men op zijn minst, zodra de 
steekproefuitkomst aanwijzingen geeft dat er iets aan de hand kan 
zijn, doorzoeken. De kosten-baten overwegingen zijn veranderd door 
de uitkomst en er is geen zinnig argument om dit te negeren. 
Onderscheid men ook soorten fouten, dan wordt het contrast tussen de 
Bayesiaanse- en de risicoanalyse nog sterker. Stel men onderscheid 
naast "normale" fouten ook fraude. Fraude is zeldzaam -denken en 
hopen wij- en draagt dus weinig bij aan het risico, maar het is wel 
ernstig. Fraude is voorts verbonden met vrij specifieke vormen van 
informatie. Stuit men toevallig op resultaten die op fraude zouden 
kunnen wijzen dan is het zaak door te zoeken. In een Bayesiaanse 
analyse die de gevolgen van een specifieke vorm van fraude in de 
mogelijkheden heeft opgenomen zal dit tot uitdrukking komen. 
De verdere uitwerking van het kosten-baten vraagstuk is binnen de 
Bayesiaanse analyse buitengewoon elegant, (zie de Vos(1989a hst.2)). 
Basis zijn de kosten van goedkeuren bij ieder mogelijk 
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foutenpercentage. Hiermee kunnen de verwachte kosten van diverse 
mogelijke acties worden geminimaliseerd: goedkeuren, nieuwe 
steekproeven trekken, andere informatie verzamelen, alles is af te 
wegen. 
In de risicoanalyse is een kosten-baten afweging beperkt mogelijk. 
Slechts wanneer men kan volhouden dat kosten zijn toe te kennen aan 
situaties waarin F>4 zonder onderscheid naar F=4, F*=5 enzovoort zijn 
er Bayesiaanse interpretaties van de oplossing die de risicoanalyse 
geeft. Maar dan nog gaat het meer om een analogie dan een 
gelijkheid: in wezen beantwoordt de risicoanalyse een andere vraag. 
Conclusies 
De overgang van steekproefcontroles gebaseerd op de kans fouten te 
ontdekken zo deze er zijn naar steekproefcontroles die een afweging 
van kosten en baten impliceren is een logische ontwikkeling. Dat 
hiervoor de risicoanalyse is gebruikt in plaats van de Bayesiaanse 
statistiek is te betreuren. De risicoanalyse beantwoordt niet de 
meest geëigende vragen en maakt weinig onderscheid naar 
verschillende mogelijkheden. 
Subjectieve inschatting van de foutenkansen speelt een grote rol in 
de risicoanalyse. De opzet van de analyse kan leiden tot overmatig 
optimisme. De Bayesiaanse opzet is meer flexibel. Bovendien bestaat 
er daar naast een subjectieve variant de mogelijkheid om de 
inschattingen van kansen te baseren op empirisch materiaal. Deze 
empirisch Bayesiaanse analyse lijkt zeer geschikt voor 
accountantskantoren, zij compenseert de kleinere steekproefgrootten 
door evaluatie van materiaal over vele bedrijven. 
De beperkte steekproefcontrole heeft maar een beperkte kans om 
fouten te vinden zo deze er zijn. Dat is niet erg zolang men uit de 
resultaten over vele bedrijven kan afleiden dat fouten zeldzaam 
zijn. Misschien nog belangrijker is dat men kan evalueren wat voor 
soort fouten hoe vaak voorkomen. Weet men dat, dan kan men veel 
gerichter gaan zoeken. Voor sommige typen fouten is combinatie met 
andere wijzen van controleren zoals analytische rekenschema's de 
aangewezen weg. Kennis van mogelijke fouten is ook daarbij 
essentieel (de Vos (1987). 
De Bayesiaanse benadering biedt ook nog een kader om de netelige 
problemen rond de evaluatie van steekproeven waarbij sommige posten 
geheel en sommige gedeeltelijk fout zijn bevredigender aan te 
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pakken. Alternatieven voor "monetary unit sampling" als het Cox-
Snell model, komen binnen een Bayesiaans kader pas goed tot hun 
recht (zie Neter en Godfrey(1985)). Regressiemodellen, waarbij 
rekening gehouden wordt met positieve en negatieve fouten (Kleinen 
c.s, (1989) blijken ook pas bevredigend te interpreteren vanuit een 
Bayesiaanse invalshoek (de Vos(1989b). 
Eigenlijk biedt de Bayesiaanse invalshoek mogelijkheden voor een 
groot aantal nieuwe invalshoeken. Hierbij kan minder te besteed 
worden aan steekproeven en meer aan intelligentere vormen van 
controle. Uitdagender vormen ook. Bij het exploreren van deze 
mogelijkheden kan de empirisch Bayesiaanse weg bewandeld worden: 
eerst een kennisbank opbouwen, vervolgens die procedures op grote 
schaal ondernemen waarvan blijkt dat ze succes hebben. Systematisch 
bijhouden van het succes van diverse benaderingen is een eerste 
vereiste voor een statistische rechtvaardiging van de 
accountantspraktijk. En wel een klassieke rechtvaardiging van een 
Bayesiaanse werkwijze. 
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