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Abst ract - -Mak ing  use of the connection between quadrature formulas on the unit circle and 
the interval [-1, 1] recently established in [1], explicit expressions for the nodes and the weights of 
the Gaussian formulas associated with rational modifications ofthe Chebyshev weight functions, are 
given. Some illustrative numerical examples are also presented. (~ 2006 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Given the integral Iw(f) = f+~ f(x)w(x)dx, where w(x) is a weight function, by an n-point 
quadrature formula, we mean a weighted combination of n values of f(x) i.e., an expression 
n n In(f) = ~-]~j=l Aj f (x j ) .  Certainly, the choice of the nodes {xj}j=_ 1 and the weights or coefficients 
{Aj}j~=I results fundamental in order that In(f) provides us with a good estimation of I~(f). 
One of the most commonly used strategies is the so-called "maximum exactness principle" [2], 
which consists of determining {xj}~= 1 and {Aj}j~=I so that I~(f) = In(f) for any f in a subspace 
of dimension as large as possible. When considering the space H of polynomials, the well-known 
Gaussian or Gauss-Christoffel formulas arise. In this case I~(f) = In(f), V f  C H2n-1, the 
subspace of polynomials of degree 2n - 1 at most. Here, orthogonal polynomials with respect 
to a~(x) play a crucial role. Indeed, let {pn}~ ° be the sequence of orthonormal polynomials for 
w(x), then the nodes of the n-point Gaussian formula are the zeros of pn(x) and the weights 
are the n th Christoffel numbers, i.e., Aj n-1  p2[X ~-1 = (~-~j=l j~ jH > 0, j = 1 , . . . ,n .  (For an excellent 
survey on this topic see [3] and references therein.) In the past decades, Gaussian formulas have 
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become a fruitful field of research because of its relation with other topics like continued fractions 
and Pad~ approximants ( ee e.g., [4]). On the other side, it is known they provide excellent 
numerical results when dealing with sufficiently smooth integrands. However, the presence of 
singularities near [-1, 1] used to make convergence extremely slow. In order to overcome this 
drawback, rational functions with prescribed poles more general than polynomials (all the poles 
at infinity), have been tried (see e.g., [5-7]). Thus, the main aim of this work is the explicit 
construction of quadrature formulas In(f)  exactly integrating certain rational functions when f 
possesses a finite number of poles near but outside [-1, 1] and w(x) = 1 /v~-  x 2. 
The paper is organized as follows. In Section 2, some preliminary results are given. Connections 
between the unit circle and the interval [-1, 1] are presented in Section 3. The main results of 
the paper are given in Section 4. Finally, in Section 5, several numerical examples are carried 
out in order to exhibit the effectiveness of our formulas. 
2. PREL IMINARY RESULTS 
In this section, some of the most usual techniques to construct quadrature formulas based upon 
rational functions will be briefly exposed. 
In this respect, we have the following lemma first. 
LEMMA 2.1. Let Q(x) be a polynomial of fixed degree so that Q(x) > 0, Vx E [-1,1]. For each 
natural number n, set 
{ } n2n- i  = f (z) ; -~-~,  p ~ H2n-1 .
Then, the following two statements are equivalent. 
(i) There exist n distinct nodes x l , . . .  ,x,~ on ( -1,  1) and positive numbers A1, . . . ,  An such 
that 
n 
In (f) = ZA j / (x j )  = I~ (f), Vf e 7~2n-I. 
j=l 
(ii) {xj}j~___l are the zeros of the n th orthogonal polynomial with respect to w(x)/Q(x) and 
Aj = ~jQ(xj) ,  where {Aj}jn___l are the n th Christoffel numbers for the weight w(x)/Q(x). 
From this lemma, we see that obtaining quadrature formulas which are exact for certain sub- 
spaces of rational functions with prescribed poles, is intimately related to orthogonal polynomials 
with respect o varying weights. For an alternative approach, based upon orthogonal rational 
functions, see e.g., [8]. 
Thus, assume now a --- {ak}~ ° is a sequence of not necessarily distinct points in C \ [-1, 1] and 
define for n _> 1, 
tt Zn  
wn (z) = H (1 - ~'~'z),  an (z) = CJn (z-----)' (2.1) 
k-1  
and u0 = 1. 
Set 
p (z) } 
£n = Span {u0,.. . ,un} = f (x) = w-~'~' p E Hn and 
oo 
£= U£n. 
n~0 
oo Observe that {L:n}n=0 represents a sequence of nested subspaces so that dim(/:,,) -- n + 1 and 
that when all the Otk collapse at the point of infinity, then L:n = Hn. Furthermore, for each n, L:~ 
is a Haar space on [-1,11. According to [7] (see also [9]), we will make use of the following two 
approaches, by assuming that for each n = 1, 2 , . . . ,  Wn(X) > 0, Vx E [-1, 1] or equivalently, if
some ak are complex, they must appear in conjugate pairs. 
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2.1. Rational Gaussian Approach 
Coefficients B1,..., Bn and nodes t l , . . .  ,tn such that ti ~ tj if i 5~ j and {t i}~l  C ( -1 ,  1) are 
to be determined so that 
12 (f) = ~ Bj f  (tj) = Iw (f) , V f e/:2n-l, (2.2) 
j= l  
n Making use of Lemma 2.1, we see that {tj}j= 1 are the zeros of the n th orthogonal polyno- 
mial with respect o w(x)/w2}2-1(x) and Bj = w2}2-1(tj),kj > O, j = 1 ..... n. {£j}jn__ 1 are the 
Christoffel numbers for the weight w(x)/w2n_ 1 (x). 
2.2. Orthogonal Rational Approach 
Let {~}2(z)}n~=o be an orthonormal basis for £ obtained from {Un}~. It is known [8] that 
for each n, ~n(Z) has n distinct zeros T1 . . . . .  T}2 on ( -1 ,  1). Since dim(/:}2_1) --- n there exist 
Cx, . . . ,  C,~, such that 
}2 
I~ (f) = ~ c j f  (~j), V y ~ Cn-a. 
j= l  
. 7"  re Furthermore, it is known [8] that I3(f) is exact in £}2 • £}2-1 Again, by Lemma 2.1, { j}j=~ 
are the zeros of the n th orthogonal polynomial with respect o #n(x) = w(x)/w}2(x)w}2_ l(x) and 
_-- . - n n th  Cj = ~yw,~(~-j)w}2_l(~-j) > 0, j 1, .. ,n. {AJ}j=I are the Christoffel numbers for #n(x). 
On the sequel, we shall be interested in the computation of integrals of the form, 
f_: l f (x)  , , 1~m-~W ( X ) dx, 
where f(x) is smooth enough on [-1, 1] and Pro(x) is a polynomial of fixed degree m such that 
Pro(x) > 0, Vx ~ [-1, 1]. Let a l , . . . ,  am be the zeros (not necessarily distinct) of Pro(x) and 
consider the sequence a = {ak}~ C C \ [-1, 1] such that ak = oc for k > m. 
Then, for n _> (m + 1)/2, one has 
£2}2_l = {f (x)  = P(x) P(x) } 
w2n-1 (x) -Pm (x-------))' P E II2n-1 • (2.3) 
On the other hand, for n > m + 1, 
P(x) P(x) PEH2}2-1}. 
f~n " 1~.n_1 : f (X) : ¢d}2 (X) O2n_l (X ) -~- p2m (X) , 
In short, along with the classical polynomial Gaussian formula (PGF), for n > m + 1, we will 
deal with the following quadratures. 
2.2.1. Rational Gaussian fo rmula  (RGF)  
I2 (Y) = ~ B~y (tj) = I~ ( / ) ,  
j= l  
Vf  E £2}2-1, 
where {tj }3n= 1 are zeros of the n th orthogonal polynomial with respect o w(x)/Pm(x) and Bj = 
Pm(tj)Aj. {Aj}jnl are the n th Christoffel numbers for w(x)/Pm(x). 
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2.2.2. Rat iona l  o r thogona l  formula  (ROF)  
n 
13( f )=Ec j f (T j )= I~( f  ), V fELn ' f - .n -1 .  
j=l 
where now {rj}jn__x are the zeros of the n th orthogonal polynomial with respect o w(x) /p2(x )  
and Cj = ~jP2m(~-j) > 0. {Aj}j=,- n are the n th Christoffel numbers for w(x) /p2(x ) .  
Thus, we see that we have to compute Gaussian quadrature formulas for rational modifications 
of a given weight function w(x). This will be done by passing to the unit circle and taking 
advantage of the connection between quadrature formulas on the unit circle and the interval 
[-1, 1] obtained by the two first authors in [1]. 
3. QUADRATURES ON THE UNIT  CIRCLE:  
SZEGO FORMULAS 
In this section, we shall be now concerned with the estimation of weighted integrals over the 
unit circle, i.e., 
ia ( f )  = f (e i°) a (0) dO, (3.1) 
7T 
where a(O) is a weight function on [-Tr, 7r] which will be assumed 27r-periodic and f is a function 
defined on the unit circle, denoted on the sequel by T = {z E C: Izl = 1}. Also, for p and q non- 
negative integers we denote by A p,q the linear space of all Laurent polynomials (L-polynomials) 
or functions of the form L(z) = ~q=-v  ~jzJ ,  aj  E C. 
The introduction of such these functions is motivated by the fact that any continuous function 
on T can be uniformly approximated by Laurent polynomials. Therefore, if we propose quadrature 
formulas like 
n 
L (f) = oj f  (zj) (3.2) 
j= l  
n to estimate (3.1) with nodes {z¢}j= 1 on "2, it seems quite natural trying to determine the 2n 
parameters in (3.2) by imposing that ],~(f) exactly integrates • ( f )  for f in a subspace of L- 
polynomials of dimension as large as possible (observe that dim (A_p,q) = p + q + 1). Thus, the 
so-called Szeg5 quadrature formulas arise, as the analogous on the unit circle to the Gaussian 
formulas for intervals on the real line. Here, orthogonal polynomials on the unit circle, which are 
usually called Szeg6 polynomials, play an essential role. Indeed, let {pn}~ be the monic sequence 
of Szeg6 polynomials, then, it is known [10, p. 184] that the zeros of pn (z) are of modulus less than 
one, hence, they can not be used to construct a formula like (3.2). In this respect, Jones, Nj/~stad 
and Thron introduce the following family of polynomials called para-orthogonal polynomials [11], 
Bn (z, r) = p~ (z) + Tp~ (Z) , T e V, (3.3) 
where p~(z) = znpn(1/2). 
In [11], the following was proved. 
THEOREM 3.1. Let Bn(z,  r) the polynomial of degree n as de/~ned in (3.3). Then, the following 
holds. 
(i) Bn(z,  T) has exactly n distinct zeros on T. 
(ii) Let z l , .  . . , Zn the zeros of Bn(z, T), then there exist positive numbers al, . . . , an such that 
the quadrature formula, 
n 
i .  ( / )  = (zj), 
j= l  
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satisaes IN(Y) = L(Y), v y e Lx-~-l~,n_l. 
(iii) There cannot exist a quadrature formula of the form (3.2) with nodes on T that is exact 
either on A_n,n_ 1 or on A_(n_l),n. 
in ( f )  as given in Theorem 3.1, is called an n-point Szeg6 quadrature formula and one can find 
in [12] the following characterization theorem for Szegfi quadrature formulas. 
n THEOREM 3.2. In(f)  = ~ j= l  aJf(zi) represents an n-point Szeg6 quadrature formula if and 
only if, 
(i) In(f)  = In(f) for 311 f E A p,q, with p and q arbitrary nonnegative integers uch that 
p+q=n-1 ;  
(ii) The nodes {zj} are the zeros for Bn(z,T) = pn(z) + rp~(z) with T, a complex number 
on T .  
Now, starting from a weight function w(x) on the interval [-1, 1], we can define a weight 
function a(O) on f - r ,  It] by means of 
a (0) = w (cos 0) t sin 01, (3.4) 
giving rise to a parallelism between orthogonal polynomials on the real line and on the unit 
circle (Szeg6 polynomials) which has been extensively elaborated for years (see e.g., [13, p. 294]). 
Furthermore, there exists a close connection between both quadrature processes as displayed in 
the following [1]. 
n THEOREM 3.3. Let In(f)  = ~ j= l  Ajf(xj)  be the n-point Gauss formula for w(x) o11 [-1, 1]. Let 
xy = cos 8j and define 2n 2,~ {zj}j= 1 and {aj}j= 1 by means of 
eiO~ , Zj ~j  
/ (j = 1 , . . . ,n ) ,  (3.5) 
= A~, 
Zn+ j = e -iOn, ~rn+ j )kj, 
*¢  
2n Then,/2n(F) = ~-]j=l aiF(zJ) coincides with the 2n-point Szeg6 quadrature formula for a(O) = 
~(cos 0)[ sin 0[ when taking as nodes the zeros of B2n(Z, 1). 
Conversely, let ]2n(F) 2n = ~j=l  ajF(zj)  be the 2n-point Szegd formula for a(O) = w(cos 0)[ sin 0E. 
where w( x ) is a weight function on [-1,11, and the nodes are the zeros of B2n(z, 1). Set z~+j = 5j 
and zj = e iOj, j = 1 . . . .  ,n. Then, when taking xj = cos0j, j = 1, . . .  ,n, the formula I,~(f) = 
~-]j~=1 ajf (z j )  coincides with the n-point Gauss formula for w(x) on [-1, 1]. 
Since we are interested in computing Gaussian quadrature formulas for certain rational modi- 
fications of a given weight function, i.e., for weight functions of the form, 
#(x) = P (x ) '  x • [-1,11, (3.6) 
where P(x) is a polynomial such that P(x) > 0, for all x in [-1, 1], for the corresponding weight 
function on [-~r, zr] one has, 
a (0) = p (cos O) lsin 01 w (cos O) [sin OI 
= P(cosO) ' 0 • [-Tr, x]. (3.7) 
Consider now the Joukowsky transform, i.e., 
1 ( 1 )  
x= 5 z+ = ~(z ) ,  
so that for z = e i°, x = cos8 = ~(z). Set z = qo-l(x) = x + x /~ - 1, where the branch of the 
root is taken such that [z[ < 1. 
We see that P(cos 0) in (3.7) represents a positive trigonometric polynomial. Hence, making use 
of the classical Fej~r-Riesz theorem on the representation of positive trigonometric polynomials 
(compare Theorems 1.2.1 and 1.2.2 in Szeg6's book [13] with [14]), one can readily deduce the 
following. 
424 L. DARUIS et al. 
LEMMA 3.4. Let P(x) be a monic polynomial satisfying P(x) > 0, Vx 6 [-1, 1]. Assume 
P(z )  k k = 1-Ij---l( x - °L~PJ3J , ~-~j=lPJ = m with v~j ~. [-1,1]. Then, P(cosO) = (i/A)[h(z)[ 2, where 
h(z) k = ~j=l(z - aj)PJ, (z = e~°), with aj = ~v-l(aj), such that 0 < lajl < 1, j = 1 .. . .  ,k and 
A 2 m k = Hi--1 lajl p~. 
In the subsequent sections, we will restrict our attention to a particular case of the so-called 
Chebyshev weight functions, i.e., 
w(x)=(1-x )~( l  +x) ~, c~,~6{=hl} .  (3.8) 
4.  AN APPL ICAT ION TO THE 
CHEBYSHEV WEIGHT FUNCTIONS 
As it is well known, rational modifications of the Chebyshev weight functions (3.8) give nee to 
the so-called Bernstein-Szeg6 weight functions #(x) of the form, 
# (x) = (1 -  x)a (l + x)~ { 1} 
Pm(x) , X6( -1 ,1 ) ,  a,f~6 :t:~ . (4.1) 
Pro(x) is a polynomial of degree m, m arbitrary, which is positive on [-1, 1]. Orthogonal poly- 
nomials and quadrature formulas for the weights (4.1) have been extensively studied during the 
last forty years (see e.g., [13-15]). 
Here, we will concentrate on the particular case a = f~ = -1 /2  (Chebyshev weight function of 
the first kind). 
From Theorem 3.3 and Lemma 3.4 our aim will be computing Szeg6 quadrature formulas for 
the weight function over the unit circle, 
1 e~O, (4.2) 
(0) - Ih (z)I - - - - - -~ '  z = 
where h is a polynomial of degree m with all its zeros in the open unit disk. 
REMARK 4.1. Szeg6 quadrature formulas for the Chebyshev weight functions a(8) = (1 - 
cosS) a+W2 (1 + cos8) ~+W2, a ,~ e {+l/2}were studied in [16] (see also [17]). In order to 
compute Gaussian quadrature for the remaining Bernstein-Szeg6 weight functions, via the unit 
circle, the next step would be to compute Szeg5 quadrature formulas for 
a(8) = (1 - cosS)a+l/2(1 + cos 8) z+l/2 
Ih(z)12 
with c~,~ 6 {:kl/2} and (~,f~) ~ ( -1 /2 , -1 /2 )  and h(z) as in (4.2). 
THEOREM 4.2. Let h(z) be a monic polynondal of degree m with all its zeros in the open unit 
k disk. Write h(z) = 1-Ij=l(Z - aj)pJ with Pl + ' "  +Pk = m and set 
1 e i0, [-Tr, ~r] (4.3) 
a (8) = 2- lh  (z) 12' z = 0 ~ 
For n > m, let In(f) = ~-~j=ln aif(zj  ) the n-point Szeg6 formula for (4.2) corresponding" to a 
certain parameter ~- 6 T. Then, 
(i) the nodes z l , . . . ,  z~ are the roots of z~-mh(z) + rh*(z) = O; 
(ii) the coefficients aj are given by 
1 
aj = k . (4.4) 
Ih (zj)'2 [ n -  m + i=l~'~pi ( (1 -  ]a~12) / lzj -a~12) ]
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PROOF. For n > m the orthonormal polynomials with respect to (4.2) are given by ~n(z) = 
zn-mh(z) .  Thus, for 7- e V, we have S, (z ,  7-) = qon(z) + 7-~*(z) = zn-mh(z)  + h*(z). Thus, (i) 
trivially follows by Theorem 3.2. 
Concerning the coefficients a i by (i) in Theorem 3.2, we see that In ( f )  is exact in A p,q with p 
and q arbitrary nonnegative integers with p + q = n - 1. Taking p = 0 (q = n - 1), then 
In( f )  = Ia(Ln(f ,  e~°)), where Ln(f ,  z) is the polynomial of degree n - 1 at most interpolating J"
at the nodes zl . . . . .  z~. By the Lagrange formula, it follows (z = e ~°) 
1 f ;  Bn(z,7-)dO 
crj = ~ 7r Btn(Z j ,7 - ) ( z -z j )h (z )h (z )  
_ 1 fT Bn ( z ,7 - )  dz  j = 1 , . . . ,n .  
27riS~(zi,7-) ( z - z j )h (z )h (z )  z '  
In order to compute these coefficients, we will first assume that all the zeros of h(z) are simple, 
m i.e., h(z) = ~ i= l (z  - aj), 0 < [aj[ < 1, j = 1, . . .  ,m. Then, by using the residue theorem, it 
follows 
-7- x-~ h (zj) 1 a .m-  
o ' j  = 
B~n(Zj,r) h(z i )  ( z i _a j )h , (a i )  3 " 2_., 
j= l  
Let l j(z) = h(z) / (z  - aj)h'(ai)  and define fm- l ( z )  = z m-1. Then, we know that the polyno- 
m mial Pro-1 (z) = ~-']d--1 lj (z)fro-1 (aj) is the polynomial of degree at most m-  1 which interpolates 
the function fro-1 at the nodes {aj}~= 1. Therefore, Pm- l ( fm- l ,Z )  = f~- l ( z )  = z m-1. Thus, 
we have the following, 
--7-Z? -1 
~J = h (~)  B" (zj, ~) 
On the other hand, it is easy to see that 
B~ (zj, 7-) = (n - m) n -m- I -  z~-mh, z i n (zj) + • (zj) + 7-h*' 
Also, we have 
-h* ' (z )  ~ -~j h'(z) 1 and = - - 
= zZa,  
j= l  j= l  
Then, 
B~(z j ,v )=z~_mh(z j )  n -m+ _ 
zj i= 1 z aj 
7-h* (zj) 1 "a jz"  
j= l  
Since zj is a zero of Bn(z,'r), z ; -mh(z j )  = -7"h*(zj) and consequently, 
B'(z,,7-) = z;- ' - lh(z j)  n-m+  3.--_! 
~=1 Iz3 -a j l2 /  " 
Since zj E T, then h(zj) = z~h*(z j )  and we have the following, 
- -TZ? -  1 
~rj = 
--1" 
426 L. DArtuxs et al. 
1 
1 
i (z )l n -m÷ 
j= l  
Consider now the general case where h(z) has multiple zeros. We define the following polyno- 
mial with given simple zeros at,j with laz,31 < 1, 
k Pl k 
h(z) _- I I  1-I ( z -o , , , ) ,  = m 
/=1 j=l j=l 
The corresponding coefficients of the Szeg6 quadrature formula with respect o the weight func- 
tion, 
1 
are given by 
1 £ Zk-l~3n (Z, r) 
where [3n(z,r) = zn-kh(z)  + "c[~*(z) is the n th para-orthogonal polynomial and {z3}~=1 are its 
zeros. 
Let al,j ---* at, Vl -- 1,. . . ,p~, (1 < l < k). Then , / )~(z , r )  ~ B~(z,T)  = zn-kh(z)  +Th*(z)  
m uniformly on C, where h(z) = I-Ij=l(z - aj) p~. By Hurwitz's theorem, [18, p. 152], the n simple 
zeros {~j}jn t of [3n(Z,'r) will approach the n simple zeros {zj}j~=l of B~(z,T) .  Then, since we 
also have that 
zk-l [~n (z, ~) zk-l B~ (z, r) 
( z -~ j )h (z )h* (z )  ~ - ( z -z j )h (z )h* (z ) '  unif°rmly °n ~2' 
it finally follows 
1 
5j - -~ a3 = 
,h (zj)12 In -  m+ i__~lp i ( (1 - ,ad2) / , z ,  - a~12)l" 
REMARK 4.3. Theorem 4.2 was proved in [12] for the case h(z) = (z - al)(Z - a2) with al 4 a2. 
On the other hand, when ai = 0, i = 1 . . . .  , k, then a(O) = 1/2r  and a very known result (see 
[2, p. 72]) is now recovered: aj = 1/n, j = 1 , . . . ,  n. 
Now, we are in a position to state the main result of this section. 
k X k THEOREM 4.4. Let Pro(x) = I-[j=1( - a j )  p~ be a positive polynomial in [-1, 1] with }-~j=l PJ = 
m and aj f[ [-1, 1]. Set h(z) k = IJ j=l(Z - aj) p~ with a3 = ~- l (ay)  such that 0 < ]aj[ < 1. j = 
n A 1 . . . .  , k. Let I,~(f) = ~-~j=1 j f (x j )  be the n-point Gauss formula for pro(x) = 1/Pm(x)v/1 - x 2 
with n >_ m/2.  Then, 
(i) xj = N(zj), j = 1, . . .  ,n. {z j} jn l  are n of the 2n roots of the equation z2n-mh(z) + 
h*(z) = 0 which appear on the unit circle in conjugate pairs. 
(ii) 
2zrA 
Aj = k , j= l , . . . ,n ,  
,h(zj)l 2 (2n-m 4- i=1 ~ Pi ( (1 - la j l  2) / I z j -a j l2 ) )  
with A > 0 given by A 2 m k = l-lj=~ la~l ~. 
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In the rest of the section, we obtain estimations of the error for the n-point Gauss formula 
given in Theorem 4.4. Let us suppose in general, a weight function ~v(x) on [-1, 1]. Making the 
change of variable x = cos/7 = (1/2) (z + z -  1) with z = e ~°, 0 e [-Tr, r], we can write 
/? z~ ( i )  = Y (x) ~ (z) ex = i~ iF) = F (e ~°) ~, (0) dO, 
1 Ir 
where F(e i°) = (1/2)f((e i° + e-~°)/2) and a(O) = w(cos 0) 1 sin 0 I. 
n Let In(f)  --- ~ j= l  A j f (x j )  be the n-point Gauss formula for w(x), then by Theorem a.a, one 
can readily write En(f)  = I~o(f) - In(f)  = ]~,(F) - ]2n(F) = E2n(F, 1), where ]2n(F) is the 
2n-point Szeg5 formula with ~- = 1 for F(e ~°) = (1/2)f((e ~° + e- '° ) /2) .  
Now assume that f is an analytic function in a region V containing [-1,  1]. Then, the function 
F(z) = (1/2)f((1/2)(z + l / z ) )  is analytic in a region V'  containing T and such that 0 ¢ V'. Let 
F ~ be any union of Jordan curves such that F ~ C V ~, then, by [12] it follows 
1 
Idz l  , (4.5) 
where x~(z) = [a((e ~° + z)/(e ~° - z)) (Herglotz-Riesz transform) and 
~(~)  = h~ \~o _ z ) '  
with z ¢f T. Take now w(x) = l/x/1 -x2Pm(x) ,  Pro(x) > O, Vx • [-1, 1], with Pro(X) as in 
Theorem 2. Then, we have, (up to a multiplicative factor) a(O) = 1/27rih(z)[ 2, z = e ~°, with h(z) 
as in Theorem 2. 
By an argument similar to that of Theorem 4.2, and proceeding as in [17], we can deduce (take 
into account hat F~(z) - F2~(z) = (2z2n/B2n(z, 7-)) f~ (x-(2n-1)B2n(x, 7-)/(z - z))a(O) dO, x = 
e ~°, for z ¢ "F [12]), 2z 2'~ 
h*(z) B2~(z, 1)' I z [< l ,  
~ (~) - i~  (z) = -2z m 
h (z) B2n (z, 1)' Iz[ > 1. 
t To find estimations of [-F~(z) - -~2,~(z)[, we will take F' = F~ O F1/n, R > 1, where for r > 0. 
r '={z•C:  I z l=r} .  
On one hand, we can write S2n(Z, 1) = 1-I2n__l(z - zj), with [zj[ = 1, (1 _< j _< 2n). Then, 
2n ( (R  - 1) 2n , if [Zl = R, 
IBm. (z, t)l > I ]  Ilzl - Izjll = / (R - 1) ~" 
j=l R2 n , if [z[ = 1/R. 
On the other hand, let } {aj}j=l, as in Theorem 4.2, then, there holds for [z[ = R, 
k 
[h(z)[ > Y I  (R - [a j l )  "j = C(R) .  (4.6) 
j~-I  
If now Iz[ = 1/R, then [h*(z)] > C(R) /R  m. Thus, 
it, $,,(z)-P2n(z) Idzl= fr ~ P,,(z)-P2,~(z) Idzl+ frl/,, P,,(z)-P2,~(z) Idzl 
4~r (R + i/R) R m 
c (R)(R - 1 )  ~"  " 
In short, by using (4.5) we can obtain the following upper bound 
L }) (R + Ign(:)l= ~.(F )~ <2~ max ~ :~•r '  
- c (R) (R - 1) ~ = ~ (n). (4.7) 
with A as in Lemma 3.4 and C(R) given by (4.6). 
REMARK 4.5. Certainly, (4.7) is meaningful when R > 2. 
428 L. DARUIS et hi. 
5. NUMERICAL  EXAMPLES 
In this section, some numerical computations will be carried out in order to illustrate the 
effectiveness of our quadratures. Thus, set 
; f(x) j_l g(x) 1 
1 Pm(x)v / -1  - x 2 = 1 ~ - -x2 ~" Iw(g)' 03(X) : ~ 
where Pro(x) is a polynomial of degree m, positive in [-1, 1]. For the sake of completeness, it 
will be convenient to briefly collect the three quadrature formulas to be used. Namely, we have 
the following. 
(i) Polynomial Gaussian formula (PGF) 
n 
11 (g) = Z Ajg (xj) = Iw (Rln (g, .)), 
j= l  
?2 Rl(g,x) E IIn-1 such that Rl(g, xj) = g(xj), j = 1,... ,n. {xj}j= 1 are the zeros of the 
n th Chebyshev polynomial of the first kind. 
(ii) Rational Gaussian formula (RGF) 
n 
I~ (g) = ~ B~g (tj) = I~ (R~ (g,)), 
j= l  
R2(g,x)  e En-1 such  that  R2(g, xj)  = g(x j ) ,  j = 1 , . . .  ,n .  {xj}j~__l a re  the  zeros  o f  the  
n th o r thogona l  po lynomia l  w i th  respect  to  1/(Pm(x)x/1 - x2) .  
( i i i )  Rat iona l  o r thogona l  fo rmula  (ROF)  
n 
z~ (g) = ~ cjg (~) = i~ (R~ (g,)), 
5----1 
R3(g,x) E £.n-1 such that 
R3(g, xj)  -- g(xj),  j = 1 , . . . ,n .  
{x j  }jn= 1 are  the  zeros  o f  the  n th o r thogona l  po lynomia l  w i th  respect  to  1 / (P2  m ( x ) ~ ) .  
EXAMPLE 1. 
f_ l exp(x) dx. 1 (X 2 + 0.01) q'l - x 2 
Table 1. 
3 
4 
5 
6 
7 
8 
PGF  RGF ROF CR (n) 
7.583476e -I- 001 4.595499e -- 004 4.542289e -- 002 3.688e - 001 (R  = 9.8) 
1.930363e + 001 2.041012e - 006 3.770437e - 004 3.220e - 003 (R = 13.6) 
3.629862e ÷ 001 5.649098e - 009 1.673451e - 006 1.526e - 005 (R = 17.5) 
1.442158e q- 001 1.080024e - 011 4.630358e - 009 4.501e - 008 (R = 21.4) 
2.042414e -t- 001 1.421085e - 014 8.789413e - 012 9.014e - 011 (R  = 25.3) 
1.047285e -t- 001 7.815970e - 014 2.629008e - 013 1.303e - 013 (R -- 29.2) 
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Figure 1. Polynomial Gaussian interpolation. 
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Figure 2. Rational Gaussian interpolation. 
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Figure 3. Rational orthogonal interpolation. 
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The entr ies appear ing in columns 2, 3, and 4 of Table 1 represent he  absolute error for the 
corresponding quadratures.  In column 5, we have also included the error bound (4.7) for the 
RGF.  
EXAMPLE 2. 
_ /_1 sin (8x) 1 sin (8x) dx = 
1 ((X "Jr 0.5) 2 -[- 0.04) (1.1 -- X) X/1 -- X 2 1 P3 (x) 
Here we show, in F igures 1-3, the graphics of the function, 
dx. 
sin(Sx) 
g(x)  = p3(x )  ' 
along with its interpolants R~)(g, x), i = 1, 2, 3, respectively. The numerical results are similar 
to those in Example 1. 
From the examples above it can be readily observed that the RGF and ROF give better esults 
than the PGF. 
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