In this paper, the reproducing kernel method is applied to solve firstorder, periodic boundary value problems of Volterra integrodifferential equations. The analytical solution is represented in the form of convergent series with easily computable components. The solution methodology is based on generating the orthogonal basis from the obtained kernel function in the space W 2 2 [0, 1]. The n-term approximation is obtained and proved to converge to the analytical solution. Numerical examples are given to demonstrate the computation efficiency of the presented method. Results obtained by the method is very simple and effective.
Introduction
Boundary value problems for differential equations play an important role in applied mathematics and physics such as elasticity, electromagnetic and fluid dynamics. However, there have been lots efforts in giving exact as well as approximate solution relating different kinds of problems in integrodifferential equations. Solving a problem means solving a set of ordinary, partial, integral or either integrodifferential equations. Integrodifferential equations are usually difficult to solve analytically so it is required to obtain an efficient approximate analytical solution. Therefore, these problems have attracted considerable attention over the last two decades [1-5, 22, 25, 32] .
The purpose of this paper is to extend the application of the reproducing kernel method in the space W 2 2 [0, 1] for obtaining approximate analytical solution for first-order, periodic boundary value problems of Volterra integrodifferential equation. We consider the following equation v (t) + αv(t) = F (t, v (t) , T v(t)), 0 ≤ t ≤ 1,
subject to the periodic boundary condition
where α is real finite constants, T v(t) = Reproducing kernel theory has important application in numerical analysis, differential equations, integral equations, probability and statistics, and so on [6] [7] [8] [9] . Recently, using the RKHS method, Geng, Abu Arqub, and others discussed, to name but a few, two-point BVP [23, 24] , fuzzy differential equations [26] , and system of equations [20, 21] . The applications of other versions for linear and nonlinear problems can be found in [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [27] [28] [29] [30] [31] and references therein. The reminder of the paper is organized as follows: several reproducing kernel spaces are described in Section 2. In Section 3, a complete normal orthogonal system and some essential results are introduced. Also, a method for the existence of solutions for boundary value problems (1) and (2) based on reproducing kernel space is described. In Section 4, some numerical examples are given to show that our method is effective and highly accurate. The conclusions of this paper are introduced in the last section. Definition 2.2 A Hilbert spaces H of functions on a set Ω is called a reproducing kernel Hilbert spaces if there exists a reproducing kernel K of H.
Remark 2.1
The reproducing kernel of a Hilbert space is unique, and the existence of a reproducing kernel is due to the Riesz Representation Theorem. The reproducing kernel K of a Hilbert space H completely determines the space H. Every sequence of functions {h n } ∞ n=1 which converges strongly to a function h in H, converges also in the pointwise sense. Indeed, this convergence is uniform on every subset on Ω on which x → K(x, x) is bounded.
Next, we first construct the space W 
and the norm u W 2 2 is denoted by
, where
The space W 
Proof. By Eq. (3), we have
Through several integrations by parts for Eq. (5), then
x (y) dy.
and since
If
. The characteristic equation of Eq. (9) is given by λ 4 = 0, then we can obtain the characteristic values λ = 0 (a 4 multiple roots). Hence, K x (y) can be written as in Eq. (4). On the other hand, for Eq. (9), let K x (y) satisfies
Integrating Eq. (9) from x − ε to x + ε with respect to y and let ε → 0, we have the jump degree of K (3) x (y) at y = x given by
Applying Eqs. (6), (8), (10), (11), the unknown coefficient of Eq. (4) can be obtained by using Mathematica software package such that
Hence, the reproducing kerenel function K x (y) is given by
Corollary 2.1 The reproducing kernel K x (y) is symmetric, unique, and
Proof. By the reproducing property, we have
for each x and y. Now, let K 1 x (y) and K 2 x (y) be all the reproducing kernels of the space W 
The reproducing kernel Hilbert space
W 1 2 [0, 1] The inner product space W 1 2 [0, 1] is defined as W 1 2 [0, 1] = {u(t) : u(t) is absolutely continuous real valued function on [0, 1] and u ∈ L 2 [0, 1]}. The inner product in W 1 2 [0, 1] is given by u, v W 1 2 = 1 0 (u (t) v (t) + u (t) v (t)) dt,[0, 1] , clearly that W 1 2 [0, 1] ⊃ W 2 2 [0, 1] for any u(x) ∈ W 2 2 [0, 1] and ||u|| W 1 2 ≤ ||u|| W 2 2 .
Introduction into a linear operator
After homogenization of the initial conditions, then boundary value problems (1) and (2) can be converted into the following form
where 
, where M i , i = 0, 1, are positive constants.
Similarly
(i = 0, 1).
An Orthogonal Basis
Now, we construct an orthogonal function system of W 
is dense on [0, 1], therefore, Lu (x) = 0. It follows that u (x) = 0 from the existence of L −1 . So, the proof of the Theorem is complete.
where β ik are orthogonalization coefficients given as:
.., and
The structure of the next two theorems are as follows: Firstly, we will give the representation of the exact solution of boundary value problems (1) and (2) in the space W 2 2 [0, 1]. After that, the convergence of approximate solution u n (x) to the analytic solution will be proved. (1) and (2) is unique, then this solution satisfies the form:
Proof. Applying Theorem 3.1, it is easy to see that
is the complete orthonormal basis of W 
. Moreover, W 
Remark 3.1 If Equation (1) is linear, then the analytical solution can be obtained directly from Equation (14) . In the case of Equation (1) is nonlinear, the approximate solution can be obtained using the following iterative method: according to Equation (14) , the representation of the solution of IDE (1) can
A iψ i (x), where
In fact, A i , i = 1, 2, ..., n.are unknown, we will approximate A i using known B i . For a numerical computations, we define initial function u 0 (x 1 ), put u 0 (x 1 ) = u (x 1 ), and define the n-term approximation to u (x) by:
where the coefficients B i , i = 1, ..., n are given by
In the iteration process of Equation (15), we can guarantee that the approximation u n (x) satisfies the boundary conditions of Equations (1) and (2). 
where M ≥ 0 is positive constant. Hence, if u n (x) − u (x) W 2 → 0 as n → ∞, then the approximate solution u n (x) converge uniformly to exact solution u (x). (2) and r n (x) is the difference between the approximate solution u n (x) and the exact solution u (x). Then, r n (x) is monotone decreasing in the sense of the norm of W 
and ||r n−1 (x)||
. Consequently, the difference r n (x) is monotone decreasing in the sense of · W 2
2
. So, the proof of the theorem is complete.
The approximate solution u N n (x) can be obtained by taking finitely many terms in the series representation of u n (x) and
Numerical Examples
To illustrate the accuracy and applicability of this method for first-order IDE of Volterra type we take some examples in this section. Results obtained are compared with the exact solution of each example and are found to be in good agreement with each other. In the process of computation, all the symbolic and numerical computations performed by using Mathematica 7.0 software package. Example 4.1 Consider the linear Volterra integrodifferential equation
Using reproducing kernel space method, taking
.., n, the relative errors
between the approximate solution u n (x) and exact solution u(x) and numerical results at some selected grid points for n = 101 are summarized in Table 1 . The exact solution is u (x) = e x(x−1) . Example 4.2 Consider the nonlinear Volterra integrodifferential equation
where
The numerical results at some selected grid points, taking
, i = 1, 2, ..., n, for n = 101 are summarized in Table 2 . , i = 1, 2, ..., n, the numerical results at some selected grid points for n = 101 are summarized in Table 3 . 
Conclusion
In this paper,we construct a reproducing kernel space in which each function satisfies boundary value conditions of considered problems. In this space, a numerical algorithm is presented for solving fourth-order intergodifferential equation of Volterra type. The analytical solution is given with series form in W 
