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CONSTRUCTING COLIMITS BY GLUING VECTOR BUNDLES
DANIEL SCHA¨PPI
Abstract. As already observed by Gabriel, coherent sheaves on schemes ob-
tained by gluing affine open subsets can be described by a simple gluing con-
struction. An example due to Ferrand shows that this fails in general for
pushouts along closed immersions, though the gluing construction still works
for flat coherent sheaves.
We show that by further restricting this gluing construction to vector bun-
dles, we can construct pushouts along arbitrary morphisms (and more general
colimits) of certain algebraic stacks called Adams stacks. The proof of this
fact uses generalized Tannaka duality and a variant of Deligne’s argument for
the existence of fiber functors which works in arbitrary characteristic.
We use this version of Deligne’s existence theorem for fiber functors as a
novel way of recognizing stacks which have atlases. It differs considerably from
Artin’s algebraicity results and their generalizations: rather than studying
conditions on the functor of points which ensure the existence of an atlas, our
theorem identifies conditions on the category of quasi-coherent sheaves of the
stack which imply that an atlas exists.
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1. Introduction
1.1. Overview. Gluing constructions are central to modern algebraic geometry:
general schemes are obtained by gluing open affine subschemes along their intersec-
tions. This construction is a special case of a colimit. However, in most categories
arising in algebraic geometry general colimits rarely exist. Results in the litera-
ture on pushouts of schemes [Fer03] and of algebraic stacks [Ryd11] have restrictive
hypotheses on the morphisms involved. More importantly, there are examples of
diagrams which do not have a colimit in the category of schemes (see for example
MathOverflow http://mathoverflow.net/questions/9961).
From a categorical perspective, it is often convenient to work in a category
where arbitrary colimits of small diagrams exist, that is, in a cocomplete category.
Examples of such arising in algebraic geometry are the category of all sheaves
(respectively the 2-category of all stacks) for the various Grothendieck topologies on
the category of (affine) schemes. The drawback of these categories is that they also
contain objects that are quite “far removed” from geometry. From this perspective
it would be preferable to have a category of algebraic spaces or algebraic stacks
which is cocomplete.
Moreover, colimits of general schemes often exhibit rather pathological behaviour
(for example, the affine plane with double origin, or the scheme without closed
points constructed in [Sch05]). For practical purposes it would be desireable to
have a category of “nice” algebraic spaces or stacks (for example stacks satisfying
some separation axioms).
The main result of our paper is that the 2-category of Adams stacks has all
(bicategorical) colimits. Recall that an Adams stack over a commutative ring R
is a stack on the fpqc-site of affine schemes over R which is quasi-compact, has
an affine diagonal, and which has the resolution property : all finitely presentable
quasi-coherent sheaves are quotients of vector bundles. These are precisely the
stacks associated to Adams Hopf algebroids (see [Sch12, Theorem 1.3.1]).
In general, Adams stacks need not be Artin stacks. The reason is simply that,
for Adams stacks, there are no finiteness conditions imposed on the source and
target morphisms of the corresponding affine groupoids. Thus various examples
arising in algebraic topology, such as the moduli stack of formal groups, are Adams
stacks but not Artin stacks. Using the language of Adams Hopf algebroids and their
comodules (instead of stacks and their categories of quasi-coherent sheaves), these
have been studied extensively by algebraic topologists, see for example [Ada74,
Lan76, GH00, Hov04].
On the other hand, certainly not every Artin stack is an Adams stack. Firstly,
all Adams stacks are assumed to be quasi-compact and to have an affine diagonal.
Moreover, as Burt Totaro pointed out, there is a quasi-compact Artin stack with
affine diagonal which does not have the resolution property. Namely, the stack
constructed in [EHKV01, Example 3.12] does not have the resolution property by
[Tot04, Theorem 1.1].
The main result of our paper is the following. We prove it in §5.6.
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Theorem 1.1.1. Let R be a commutative ring. The 2-category AS of Adams
stacks over R has all bicategorical limits and colimits.
This shows that the class of all Adams stacks is more convenient to work with
than the class of all Artin stacks.
One immediate consequence of the above result is that for almost any reasonable
stack X on the fpqc-site AffR, there exists an Adams stack X
′ together with a
morphism X → X ′ which is universal among morphisms to Adams stacks (see
Theorem 5.6.5 for details). The only assumption on X we need to make is a set-
theoretical size restriction: one has to be able to describe X using a set of data
(rather than a proper class).
We illustrate with a few examples the type of construction made possible by
Theorem 1.1.1. One way to construct a new Adams stack from an existing one is
by pinching substacks: given a closed substack Z ⊆ X, we can form the pushout
Z

// X

∗ // X +Z ∗
in the 2-category of Adams stacks, which we denote by X/Z since it is obtained by
formally identifying all the points of Z.
Another construction we can perform is that of formally adding automorphisms
to a given point of an Adams stack X (over R). If G is a flat affine group scheme
over R such that the classifying stack BG of principal G-bundles is an Adams stack
(for example, G = GLn, or G is flat and R is a Dedekind ring), then the pushout
∗ x //

X

BG // X +∗BG
formally adds the affine group scheme G to the automorphism group of the point x
of X. We can also form pushouts among arbitrary morphisms, for example, we can
form the pushout of the fold map ∇ : X+X → X along itself, thereby obtaining an
Adams stack X  Aut with a universal property dual to that of the inertia stack:
giving a morphism from X  Aut to Y amounts to giving a morphism f : X → Y
together with an automorphsim ϕ : f ⇒ f .
Note that even though all Adams stack are assumed to be quasi-compact, The-
orem 1.1.1 implies that the 2-category of Adams stacks has infinite coproducts.
Our existence proof for colimits of Adams stacks is rather indirect. In a sequel
we will give a more detailed analysis of the construction, which will allow us to
identify a number of colimit diagrams in the 2-category of Adams stacks. This will
extend some recent results due to Bhatt [Bha14] about colimits of algebraic spaces
to Adams stacks.
1.2. Method of proof. To prove Theorem 1.1.1, we use the Tannaka duality
results for Adams stacks established in [Sch12, Sch14a, Sch14b]. One of the main
results of these papers is that the 2-category of weakly Tannakian categories (see
Definition 5.1.2) and right exact symmetric strong monoidal functors between them
is contravariantly equivalent to the 2-category of Adams stacks. Thus, in order to
prove Theorem 1.1.1, it suffices to show that the category of weakly Tannakian
categories is bicategorically complete and cocomplete. In fact, we will prove the
following slightly more general theorem. Recall that we call a symmetric monoidal
R-linear category with finite colimits right exact symmetric monoidal if the functors
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given by tensoring with a fixed object are right exact. We denote the category
of right exact symmetric monoidal categories and right exact symmetric strong
monoidal functors between them by RM . The following theorem is a consequence
of Theorem 5.6.4 (where the construction of the coreflection mentioned below is
made explicit).
Theorem 1.2.1. The inclusion of the full sub-2-category of RM consisting of
weakly Tannakian categories has a right biadjoint. In particular, the 2-category of
weakly Tannakian categories has all bicategorical limits, and it is closed under all
bicategorical colimits in RM .
This theorem also provides a more conceptual explanation for previous results
of the author, namely [Sch14a, Theorem 6.6] (which states that weakly Tannakian
categories are closed under finite coproducts in RM ), [Sch14b, Theorem 4.2] (clo-
sure of weakly Tannakian categories under bicategorical pushouts), and [Sch14b,
Theorem 6.11] (closure under arbitrary bicategorical colimits if R is a Q-algebra).
Similar techniques can be used to generalize a well-known construction for Tan-
nakian categories to the weakly Tannakian case. Given a weakly Tannakian cate-
gory A and a set S of objects with duals in A , we can form the weakly Tannakian
category “generated” by S. The key difference to the Tannakian case is that this
might not be a subcategory of A . Instead it is merely equipped with a universal
morphism to A (see Proposition 5.5.6 for details).
The main difficulty in the construction of the universal weakly Tannakian cate-
gory of Theorem 1.2.1 lies in the construction of a fiber functor, that is, a faithful
and exact symmetric strong monoidal functor to a category of modules over a com-
mutative R-algebra. The existence of such a functor is part of the definition of a
weakly Tannakian category. Note that fiber functors correspond to fpqc-atlases of
the stack associated to the weakly Tannakian category in question. To establish
the existence of such a functor in the case of our universal construction, we use
a variant of Deligne’s argument for the existence of fiber functors for Tannakian
categories in characteristic zero. Our variant works independently of the character-
istic of the ground field (or ring), though the characterization is less tractable (see
Theorem 5.3.10). Nevertheless, it suffices to prove Theorem 1.1.1.
Using this new result we can also generalize one of the main results of [Sch14b]
which characterizes weakly Tannakian categories intrinsically in the case where R
is a Q-algebra. More precisely, we can show that one of the conditions of [Sch14b,
Theorem 1.4] is implied by the others. Recall that the rank of an object V with a
dual in a symmetric monoidal R-linear category A is by definition the trace of the
identity of V , that is, the composite
O // V ⊗ V ∨ ∼= V ∨ ⊗ V // O
of the evaluation and the coevaluation in the endomorphism ring of the unit object
O of A . We write rkV for the rank of V . The k-th exterior power ΛkV of V is
given by the splitting of the idempotent
1
k!
∑
σ∈Σk
sgn(σ)σ : V ⊗k → V ⊗k
(where σ denotes the automorphism of V ⊗k given by permuting the factors of the
k-fold tensor product of V ).
Finally, we call a finitely cocomplete R-linear category ind-abelian if its category
of ind-objects is abelian. All abelian categories are ind-abelian. An example of
an ind-abelian category which is not abelian is given by the category of finitely
presentable modules over a non-coherent ring. There is also an intrinsic character-
ization of ind-abelian categories, see [Sch14a, §1].
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Theorem 1.2.2. Let R be a Q-algebra, and let A be a right exact symmetric
monoidal R-linear category. Then A is weakly Tannakian (that is, it is equivalent
to the category of finitely presentable quasi-coherent sheaves on an Adams stack
over R) if and only if the following conditions hold:
(i) The category A is ind-abelian;
(ii) For every object A ∈ A there exists an object V ∈ A with a dual and an
epimorphism V → A;
(iii) If V ∈ A has a dual and rk(V ) = 0, then V ∼= 0;
(iv) For all objects V ∈ A with a dual there exists a number k ∈ N such that
Λk(V ) ∼= 0.
One of the main difficulties we encounter in proving Theorem 1.2.1 is that we need
to generalize various concepts from algebraic geometry (for example, locally free
objects and locally split epimorphisms) to arbitrary right exact symmetric monoidal
categories. In other words, we need to find definitions of these concepts which
only use the structure present in a right exact symmetric monoidal category, and
which coincide with the usual definition in the case where the symmetric monoidal
category is the category of finitely presentable quasi-coherent sheaves of an Adams
stack. Then we need to check that the weakly Tannakian categories corresponding
to certain classifying stacks have a (dual) universal property among all right exact
symmetric monoidal categories. For example, in §4 we will develop the theory
of torsors for general symmetric monoidal categories in order to establish that
QCoh(BGLd) classifies “locally free objects” in very general symmetric monoidal
categories.
Finally, to check that our construction has the desired universal property, we use
a recent result of Tonini which—suitably interpreted, see §3—gives a “generators
and relations” presentation of the category of quasi-coherent sheaves of an Adams
stacks purely in terms of vector bundles. We will prove a slightly different version
of Tonini’s result which closely follows the proof of a similar result in [Bha14,
§3.1] for categories of quasi-coherent sheaves on algebraic spaces. This gives us
sufficient control over symmetric monoidal functors out of such symmetric monoidal
categories to establish the universal property of the coreflection of Theorem 1.2.1.
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2. Categorical background
2.1. Tensor categories. Throughout we fix a commutative ring R. Unless stated
otherwise, the categories and functors we consider are R-linear. This means that
the hom-sets between two objects C, C ′ of a category C—which we denote by
C (C,C ′)—are endowed with the structure of an R-module and that composition of
morphisms is R-bilinear. Functors between R-linear categories are called R-linear
if they preserve the R-module structure.
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An R-linear symmetric monoidal category is a category C equipped with an
R-bilinear functor
⊗ : C × C → C ,
a unit object O ∈ C (which we also denote by OC if there is a potential for confu-
sion), and natural isomorphisms
α : (C⊗C ′)⊗C ′′ ∼= C⊗(C ′⊗C ′′), σ : C⊗C ′ ∼= C ′⊗C and C⊗O ∼= C ∼= O⊗C
for all objects C,C ′, C ′′ ∈ C . These are subject to axioms which ensure that any
two morphisms built from these isomorphisms which induce the same permutation
on objects coincide (see [ML63, Theorem 4.2]). In particular, we often get a non-
trivial action of the symmetric group Σn on n letters on the n-fold tensor product
X⊗n of an object X ∈ C . The main example to keep in mind is the category of
quasi-coherent sheaves on a scheme or stack X over R, where O is the sheaf of rings
OX , considered as a sheaf of modules over itself.
A symmetric monoidal functor F : C → D is an R-linear functor F : C → D
equipped with natural transformations
ϕFC,C′ : FC ⊗ FC ′ → F (C ⊗ C ′) and ϕF0 : OD → F OC
subject to compatibility conditions. The functor F is called symmetric strong
monoidal if ϕFC,C′ and ϕ
F
0 are isomorphisms. If f : X → Y is a morphism of
quasi-compact quasi-separated schemes, then f∗ : QCoh(Y )→ QCoh(X) is sym-
metric strong monoidal and the direct image functor f∗ : QCoh(X)→ QCoh(Y )
is always symmetric monoidal, but rarely strong. A natural transformation between
symmetric monoidal functors F,G is called symmetric monoidal if it is compatible
with the structure morphisms ϕF , ϕF0 and ϕ
G, ϕG0 .
A symmetric monoidal category is called closed if the functors C ⊗ − : C → C
have a right adjoint for all C ∈ C . In this case we usually write [C,−] or [C,−]C
for the right adjoint, and we call [C,C ′] the internal hom of C .
An R-linear category is called cocomplete if it has colimits of all small diagrams
(that is, diagrams whose indexing category has a set of objects rather than a proper
class). A tensor category is a symmetric monoidal closed category which is also co-
complete. A tensor functor is a symmetric strong monoidal functor which also
has a right adjoint. Any such right adjoint inherits a unique structure of a sym-
metric monoidal functor in such a way that the unit and counit become symmet-
ric monoidal natural transformations (this is a very general fact about categories
equipped with algebraic structure, see [Kel74]). Note that this definition of tensor
category differs slightly from the one used in [Sch14b], where we also assumed that
the tensor category is locally finitely presentable (see below). The reason for this
discrepancy is that the results of §4 hold at this level of generality. Examples of
tensor categories which are not locally finitely presentable are given by categories
of quasi-coherent sheaves on schemes and stacks which are not quasi-compact. We
do not consider such objects in this article, but §4 suggests that some of our results
could be extended to this context.
A commutative algebra A in a symmetric monoidal category C over R consists
of an object A ∈ C , a unit η : O → A and a multiplication µ : A ⊗ A → A such
that various diagrams expressing the fact that µ is a commutative multiplication
and η is a unit commute. An A-module in C is an object M ∈ C with an action
α : A⊗M →M which is compatible with η and µ. The category of A-modules in C
is denoted by CA. If C has coequalizers and tensoring with an object in C preserves
them, then CA is again a symmetric monoidal category over R, with tensor product
given by the usual coequalizer involving the two A-actions.
The “free A-module functor” A ⊗ − : C → CA is a symmetric strong monoidal
functor: it is left adjoint to the forgetful functor U : CA → C . We often write this
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as functor as (−)A : C → CA and we call MA the base change of M ∈ C . Given a
morphism f : M → N in C where N is the underlying object of an A-module (N,α),
the corresponding morphism of A-modules MA → N is given by the composite
A⊗M A⊗f // A⊗N α // N
in C .
2.2. Locally finitely presentable categories. An object C of an R-linear cate-
gory C is called finitely presentable if the R-linear functor
C (C,−) : C →ModR
preserves filtered colimits. For example, the finitely presentable objects in ModR
are precisely the finitely presentable R-modules. We denote the full subcategory of
C consisting of the finitely presentable objects by Cfp.
An R-linear category is called locally finitely presentable (lfp for short) if it is
cocomplete and there is a set G ⊆ Cfp of finitely presentable objects which is a
strong generator (that is, C (G, f) is an isomorphism for all G ∈ G if and only if f
is an isomorphism). An important fact about lfp categories that we will frequently
use is that filtered colimits in an lfp category are exact (that is, they commute with
finite limits, see [GU71, Korollar 7.12]). In particular, an lfp abelian category is
also a Grothendieck abelian category. There are many other technical conveniences
of lfp categories. For example, a functor between lfp categories has a right adjoint
if and only if it preserves all small colimits (such functors are called cocontinuous).
An lfp tensor category is a tensor category which is also locally finitely pre-
sentable in a compatible way. More precisely, we ask that the unit object of an
lfp tensor category is finitely presentable, and that C ⊗ C ′ is locally presentable
if both C and C ′ are. Note that if C is an lfp tensor category and A ∈ C is a
commutative algebra, then the category CA of A-modules in C is an lfp tensor
category as well. The images of the finitely presentable objects in C under the
base change functor (−)A : C → CA give the desired generator of CA consisting of
finitely presentable objects. Moreover, CA is abelian if C is since limits and colimits
in CA are computed as in C .
From the fact that filtered colimits commute with finite limits in the cate-
gory ModR of R-modules it follows that Cfp is always closed under finite col-
imits in C . In particular, if C is an lfp tensor category, then Cfp is a right exact
symmetric monoidal category as defined in the introduction, that is, the func-
tor C ⊗ − : Cfp → Cfp is right exact. Conversely, if A is right exact symmet-
ric monoidal, then its category Ind(A ) of ind-objects (equivalently, the category
Lex[A op,ModR] of R-linear functors A op →ModR which send finite colimits to
finite limits) is an lfp tensor category with the Day convolution tensor product (see
§3.2 below). However, not every tensor functor between lfp tensor categories arises
from a right exact symmetric monoidal functors between the respective subcate-
gories of finitely presentable objects. The reason is that a general tensor functor
need not preserve finitely presentable objects.
3. Quasi-coherent sheaves as a universal cocompletion
3.1. Overview. In this section we prove a slight generalization of a recent result
of Tonini about the category of quasi-coherent sheaves on an Adams stack. In
order to state it, we need to introduce some notation. Given a full subcategory
A of an R-linear category C and a set Σ of colimit diagrams in A , we write
LexΣ[A op,ModR] for the category of R-linear presheaves which send the colimit
diagrams in Σ to limit diagrams. If the colimits in Σ are preserved by the inclusion
8 DANIEL SCHA¨PPI
K : A → C (that is, they consist of colimits in C which happen to lie in A ), then
we can define a functor
HomA (K,−) : C → LexΣ[A op,ModR]
which sends an object C ∈ C to the presheaf C (K−, C).
Now let X be an Adams stack over R. We are mainly interested in the case
where C = QCoh(X) is the category of quasi-coherent sheaves on X and A is a
generator of C . In [Ton14], Tonini proved several variants of the following theorem.
Theorem 3.1.1 (Tonini). Let X be an Adams over R, and let A ⊆ QCohfp(X)
be a subcategory of finitely presentable quasi-coherent sheaves on X which generates
QCoh(X). Let Σ be the set of right exact sequences in QCoh(X) whose entries
all lie in A and write K : A → QCoh(X) for the inclusion. Then
HomA (K,−) : QCoh(X)→ LexΣ[A op,ModR]
is an equivalence of categories.
Up to a minor additional assumption on the generator A (closure under certain
kernels, for example), this follows from [Ton14, Theorem 3.18 and Proposition 3.26].
The main case of interest for us is where the category A is the category VBc(X)
of vector bundles of constant rank. Note that Tonini proved much more general
results, for stacks that need not be quasi-compact and for generators that need not
consist of finitely presentable quasi-coherent sheaves. As we will see in §3.3 below,
in the case of Adams stacks, his arguments can be slightly generalized.
If A contains the unit and is closed under taking tensor products, it is itself
a symmetric monoidal category. For any such category A , the category PA of
enriched presheaves can be endowed with the Day convolution symmetric monoidal
structure. If the monoidal structure interacts well with a given set of colimits Σ in
A , then the monoidal structure on PA induces a symmetric monoidal structure on
LexΣ[A op,ModR] via Day reflection. Our goal in this section is to show that the
equivalence of Theorem 3.1.1 is compatible with this symmetric monoidal structure,
and that LexΣ[A op,ModR] has a universal property among all tensor categories
over R.
3.2. Day convolution and its universal property. Let (A ,⊗,O) be a small
symmetric monoidal R-linear category, and let PA denote the category of R-linear
presheaves on A . The Day convolution symmetric monoidal structure(PA , ∗,A (−,O))
on PA is given by
(F ∗G)(A) :=
∫ B,C
FB ⊗GC ⊗A (A,B ⊗ C)
and unit A (−,O). The presheaf
[F,G](A) :=
∫
B
[FB,G(A⊗B)]
on A gives an internal hom for
(PA , ∗,A (−,O)), that is, we have isomorphisms
PA (F ∗G,H) ∼= PA (F, [G,H]), natural in F , G, and H.
Now let Σ be a set of colimit diagrams in A . If there is no confusion possible, we
will use the abbreviation LexΣ for LexΣ[A op,ModR]. The inclusion LexΣ → PA
has a left adjoint R : PA → LexΣ by [Kel05, Theorem 6.11], that is, LexΣ is a
reflective subcategory of PA .
Day’s reflection theorem gives necessary and sufficient conditions such that a
reflective subcategory of a symmetric monoidal category can be endowed with a
compatible symmetric monoidal structre.
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Proposition 3.2.1. Let (A ,⊗,O) be a symmetric monoidal R-linear category,
and let Σ be a set of colimit diagrams in A which are preserved by tensoring with
any fixed object in A . Then LexΣ[A op,ModR] has a unique symmetric monoidal
structure such that the reflection R : PA → LexΣ is symmetric strong monoidal.
Proof. One of the equivalent conditions of Day’s reflection theorem [Day72] is that,
for all F ∈ LexΣ and all G in a generating set of PA , the presheaf [F,G] ∈ PA
lies in LexΣ. Thus we can take F to be a representable presheaf A (−, C). The
Yoneda lemma
[F,G] =
∫
B
[A (B,C), G(−⊗B)] ∼= G(−⊗ C)
reduces the problem to cheking that −⊗ C preserves colimits in Σ for all C ∈ A ,
which is precisely the assumption. 
The Day convolution monoidal structure satisfies a universal property. In order
to give its full statement, we need to recall the concept of left Kan extensions. This
is a construction which allows one to extend a given R-linear functor A → C along
another R-linear functor K : A → B (usually some kind of inclusion). It always
exists as long as A is small and C has small colimits.
The left Kan extension of F along K is denoted by LanK F : B → C , and it is
characterized by the existence of bijections
Nat(LanK F,G) ∼= Nat(F,G ◦K)
which are natural in G.
Example 3.2.2. We will frequently need to consider left Kan extensions long a
Yoneda embedding Y : A → PA . In this case, LanY F is given by the “functor
tensor product”
LanY F (G) = F ⊗A G =
∫ A
FA⊗GA.
It has a right adjoint HomA (F,−) : C → PA , which sends an object C ∈ C to
the presheaf C (F−, C) on A . In [Kel05], the functor tensor product is denoted
by F ? G, and its right adjoint is denoted by F˜ . In order to avoid confusion with
the Day convolution monoidal structure we have decided to use the above notation
instead.
In order to state the universal property of the Day convolution monoidal struc-
ture, we introduce the following notation. Given symmetric monoidal R-linear
categories A and B, we write Fun⊗(A ,B) for the category of symmetric strong
monoidal R-linear functors and symmetric monoidal natural transformations be-
tween them. If Σ is a class of colimit diagrams in A , then we write FunΣ,⊗(A ,B)
for the full subcategory of Fun⊗(A ,B) consisting of symmetric strong monoidal
functors which also preserve all colimits in Σ. We write Func,⊗(A ,B) for the
full subcategory of Fun⊗(A ,B) consisting of symmetric strong monoidal functors
whose underlying functor is a left adjoint.
Theorem 3.2.3 (Universal property of Day convolution). Let (A ,⊗,O) be a sym-
metric monoidal R-linear category. Then the Yoneda embedding gives a symmetric
strong monoidal functor (A ,⊗,O)→ (PA , ∗,A (−,O)). If C is a tensor category
over R and F ∈ Fun⊗(A ,C ), then LanY F is a tensor functor. Moreover, the
functors
LanY : Fun⊗(A ,C )→ Func,⊗(PA ,C )
and
(−) ◦ Y : Func,⊗(PA ,C )→ Fun⊗(A ,C )
(restriction along the Yoneda embedding) are mutually inverse equivalences.
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Proof. This is part of [IK86, Theorem 5.1]. 
The induced symmetric monoidal structure on LexΣ has a similar universal
property. Note that the Yoneda embedding factors through LexΣ (since any rep-
resentable functor sends colimits to limits). We denote the resulting embedding by
Z : A → LexΣ.
Theorem 3.2.4 (Universal property of LexΣ[A op,ModR]). Let A be a small
symmetric monoidal R-linear category and let Σ be a set of colimit diagrams in A
which are all preserved by tensoring with objects in A . If LexΣ is endowed with
the symmetric monoidal closed structure of Proposition 3.2.1, then Z : A → LexΣ
is a symmetric strong monoidal functor. If C is a tensor category over R and
F ∈ FunΣ,⊗(A ,C ), then LanZ F : LexΣ → C is a tensor functor. Moreover, the
functors
LanZ : FunΣ,⊗(A ,C )→ Func,⊗(LexΣ,C )
and
(−) ◦ Z : Func,⊗(LexΣ,C )→ FunΣ,⊗(A ,C )
are mutually inverse equivalences.
The proof of this can be reduced to some basic properties of Kan extensions.
The key observation we need is that for any R-linear functor F : A → C which
preserves colimits in Σ, the left Kan extension LanZ F : LexΣ → C is a left adjoint,
see Part (v) of the lemma below. Since any object in LexΣ can be written as a
colimit of representable presheaves in a canonical way, and colimits in C commute
with tensor products, we get induced comparison morphisms between the objects
obtained by first taking a tensor product in LexΣ and then applying the left adjoint
LanZ , and the object obtained by taking the tensor product in C of the images
under LanZ . So, the above theorem could in some sense be proved “manually,”
that is, by explicitly constructing symmetric strong monoidal structures, and then
checking that a plethora of diagrams actually commute. It is much more efficient
to reduce the proof of Theorem 3.2.4—using various basic properties of left Kan
extensions—to the case considered in Theorem 3.2.3.
The first fact which we use is that left Kan extensions are preserved by left
adjoints, in the sense that L ◦ LanZ F ∼= LanZ LF for any left adjoint L. This
follows easily from the defining property of Kan extensions. We collect the necessary
additional facts in the following lemma. In order to prove Theorem 3.2.4, we will
apply it in the case where E = LexΣ.
Lemma 3.2.5. Let A be a small R-linear category and let E be a reflective subcate-
gory of PA such that the Yoneda embedding factors through E . Write I : E → PA
for the inclusion, R : PA → E for its reflection, and Z : A → E for the core-
striction of the Yoneda embedding. Let F : A → C be an R-linear functor whose
codomain is cocomplete. Then the following hold.
(i) There is an isomorphism LanZ F ◦ Z ∼= F natural in F ;
(ii) There is an isomorphism R ∼= LanY Z;
(iii) There is an isomorphism LanZ F ∼= LanY F ◦ I natural in F ;
(iv) If L : E → C is a left adjoint, then LR ∼= LanY LZ.
(v) Let E = LexΣ for some set Σ of colimit diagrams in A . If F preserves
the colimits in Σ, then LanZ F : LexΣ → C has a right adjoint. More-
over, LanY F sends the unit η : id → IR of the adjunction R a I to an
isomorphism.
Proof. Part (i) is true for left Kan extensions along any fully faithful functor such
as Z (see [Kel05, Proposition 4.23]). To get the isomorphism in Part (ii), note that
the left adjoint R preserves Kan extensions, so we have R ◦ LanY Y ∼= LanY RY ∼=
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LanY Z. Thus it suffices to prove that LanY Y is isomorphic to the identity. This is
a consequence of the Yoneda lemma, see [Kel05, Formula (4.30) and Theorem 5.1].
Part (iii) is an immediate consequence of the last part of [Kel05, Theorem 4.47]
since I is fully faithful. To see that Part (iv) holds, note that R ∼= LanY Z by
Part (ii). Since left adjoints preserve left Kan extensions, we get the desired iso-
morphism LR ∼= LLanY Z ∼= LanY LZ.
It remains to check that Part (v) holds. To see that LanZ F has a right adjoint,
note that LanZ F ∼= LanY F ◦I by Part (iii), that is, LanZ F is simply the restriction
of LanY F to LexΣ. But LanY F = F ⊗A − has a right adjoint HomA (F,−), which
sends C ∈ C to the presheaf C (F−, C). To see that its restriction to LexΣ has a
right adjoint, it suffices to check that the HomA (F,−) factors through LexΣ. In
other words, we want to show that the presheaf C (F−, C) sends colimits in Σ to
limits for ever C ∈ C . This follows immediately from the fact that F preserves
colimits in Σ.
To see that LanY F sends the unit η : id→ IR to an isomorphism, note that we
have isomorphisms
LanZ F ◦R ∼= LanZ F ◦ LanY Z ∼= LanY (LanZ F ◦ Z) ∼= LanY F
by (ii), by (iv) applied to the left adjoint LanZ F , and by (i) respectively. Thus
it suffices to check that Rη is an isomorphism. But this follows from one of the
triangle identities since the counit of the adjunction R a I is an isomorphism. 
Proof of Theorem 3.2.4. We first show that LanZ F is a symmetric strong monoidal
left adjoint for any F ∈ FunΣ,⊗(A ,C ). From Part (v) of Lemma 3.2.5 we know
that it is a left adjoint. Moreover, by Part (iii) of Lemma 3.2.5, it is isomorphic to
LanY F ◦ I. The functor LanY F is symmetric strong monoidal by Theorem 3.2.3,
and the inclusion
I : LexΣ → PA
is symmetric lax monoidal by construction of the Day reflection tensor product.
The structure morphism in question is given by ηF∗G : IF ∗ IG → IR(IF ∗ IG).
Here we use that the tensor product on LexΣ is given by F ∗̂G = R(IF ∗ IG) (see
[Day72]). It follows that the composite LanY F ◦ I is certainly lax monoidal again,
and to check that it is strong monoidal it suffices to check that LanY F sends the
unit η : id → IR to an isomorphism. This is proved in Part (v) of Lemma 3.2.5.
Thus we can endow LanZ F with a unique symmetric strong monoidal structure
such that the isomorphism LanZ F ∼= LanY F ◦ I is symmetric monoidal.
To get the desired equivalence between FunΣ,⊗(A ,C ) and Func,⊗(LexΣ,C ), it
remains to check that the two composites are naturally isomorphic to the identity
functors. We have isomorphisms
LanZ F ◦ Z ∼= LanY F ◦ I ◦ Z = LanY F ◦ Y ∼= F ,
where the last isomorphism is implicit in Theorem 3.2.3. It is in particular sym-
metric monoidal. The first is symmetric monoidal by definition of the symmetric
strong monoidal structure on LanZ F (see above). The equality IZ = Y is sym-
metric monoidal since the unit of the reflection of a representable functor can be
taken to be an equality. Thus we do indeed get an isomorphism LanZ F ◦ Z ∼= F
in FunΣ,⊗(A ,C ). It is easy to check that this isomorphism is natural in F .
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To see the other isomorphism, let L ∈ Func,⊗(LexΣ,C ) be a symmetric strong
monoidal left adjoint. Then we have the chain of isomorphisms
LanZ LZ ∼= LanY LZ ◦ I
∼= L ◦ LanY Z ◦ I
∼= L ◦R ◦ I
∼= L,
where the last isomorphism is given by the counit of the adjunction R a I. It
is straightforward to see that these are all natural in L. The first is symmetric
monoidal by definition of the symmetric strong monoidal structure on LanZ F (see
above), and the last is symmetric monoidal since the counit of the adjunction
R a I is symmetric monoidal by definition. That the remaining isomorphisms are
symmetric monoidal follows from Theorem 3.2.3. 
Remark 3.2.6. Both Proposition 3.2.1 and Theorem 3.2.4 are true for categories
enriched in an arbitrary cosmos1 V . In fact, the proof of Theorem 3.2.4 works
verbatim at this level of generality (using the fact that [IK86, Theorem 5.1] is
proved at the same level of generality).
3.3. Locally finitely presentable abelian categories. In this section we will
prove the version of Tonini’s result stated in Theorem 3.1.1. In the special case we
are interested in (that is, in the case were the stacks are quasi-compact and the
generators consist of finitely presentable objects), our version of Tonini’s theorem
is a special case of the following result about arbitrary lfp abelian categories.
Theorem 3.3.1. Let C be a locally finitely presentable R-linear abelian category
and let A be a generator of C consisting of finitely presentable objects that is closed
under finite direct sums. Let Σ be the set of sequences
A0 // A1 // A2 // 0
in A which are right exact in C . Let K : A → C denote the inclusion. Then
HomA (K,−) : C → LexΣ[A op,ModR]
and
LanY K|LexΣ : LexΣ[A op,ModR]→ C
are mutually inverse equivalences of categories.
Before giving its proof, we show how it implies Tonini’s theorem.
Proof of Theorem 3.1.1. The category QCoh(X) is lfp and abelian: this follows
for example from the fact that it is equivalent to the category of comodules of an
Adams Hopf algebroid and [Hov04, Proposition 1.4.1]. 
In the case where the subcategory of finitely presentable objects happens to be
abelian, we could give a proof of Theorem 3.3.1 using [Bra14][Propositions 2.5.1
and 3.1.21] using some well-known facts about categories of ind-objects. However,
since we will need this in the context of Adams stacks which might not be coherent,
we will need the full generality as stated above.
Our proof of Theorem 3.3.1 follows a similar proof given in [Bha14, §3.1]. In
order to state the first lemma, we need to recall the following definition and result
from [Sch14a]. Given a class of right exact sequences
A
p // B
q // // C // 0
1A cosmos is a complete and cocomplete symmetric monoidal closed category.
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in an R-linear category A , we write R(Σ) for the set of all morphisms in A which
are isomorphic to a morphism q in one of the right exact sequences in Σ.
Definition 3.3.2. Let Σ be a set of right exact sequences in an R-linear category
A . Then Σ is called an ind-class if the following two properties hold:
(i) For any q : B → C in R(Σ), the sequence
B
q // // C // 0 // 0
lies in Σ.
(ii) If
A
p // B
q // // C // 0
is a sequence in Σ and f : D → B is a morphism with qf = 0, then there
exists a morphism f ′ : E → A in A and a morphism p′ : E → D in R(Σ)
such that the diagram
E
p′ // //
f ′

D
f

A
p
// B
is commutative.
Proposition 3.3.3 ([Sch14a, Proposition 2.9]). Let A be an R-linear category
with finite direct sums, and let Σ be an ind-class in A . Then LexΣ is a locally
finitely presentable abelian category. Moreover, for any finitely presentable object
F ∈ LexΣ there exists a morphism f : A→ A′ in A and a right exact sequence
A (−, A)A (−,f)// A (−, A′) // F // 0
in LexΣ.
Proof. The first claim is proved in Part (i) of [Sch14a, Proposition 2.9]. The second
claim follows from Part (iii) of that proposition and the fact that A has finite direct
sums. 
Lemma 3.3.4. In the situation of Theorem 3.3.1, Σ is an ind-class. In particular,
LexΣ is abelian.
Proof. Recall that Σ is the set of left exact sequences in C which happen to lie in
the subcategory A . Part (i) of the definition of ind-class is therefore immediate.
To see Part (ii), note that we can always find a finitely presentable object E0 ∈ C ,
together with a morphism f0 : E0 → A and an epimorphism p0 : E0 → D such that
the diagram
E0
f0

p0 // // D
f

A
p
// B
is commutative (this follows for example from the proof of [Sch14a, Proposition 2.2]).
Since A is a generator and E0 is finitely presentable, we can write E0 as a finite
colimit of objects of A . Closure of A under finite direct sums therefore implies
that we can find an object E ∈ A together with an epimorphism p1 : E → E0. We
claim that the composite p = p0p1 : E → D actually lies in R(Σ), that is, that there
exists a right exact sequence
A // E
p // // D // 0
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in C such that A ∈ A .
To see this, simply note that the kernel of an epimorphism between finitely
presentable objects is finitely generated (that is, an epimorphic quotient of a finitely
presentable object), see for example [Sch14a, Lemma 2.1]. Since the kernel is a
quotient of a finitely presentable object, which in turn is a quotient of an object
A ∈ A by the above argument, we do get the desired right exact sequence in Σ
exhibiting p as an element of R(Σ). 
Lemma 3.3.5. Let A ⊆ C be as in Theorem 3.3.1 and let p : C ′ → C be an
epimorphism in C . Then for any morphism f : A→ C with A ∈ A there exists an
epimorphism p′ : A′ → A in C with A′ ∈ A and a morphism A′ → C ′ such that
the diagram
A′ //
p′

C ′
p

A
f // C
is commutative.
Proof. This fact was used in the proof of [Sch14b, Proposition 5.8]. The following
argument is taken from the proof given there.
The pullback P → A is an epimorphism since C is abelian. The assumption that
A is a generator implies that we can find an epimorphism⊕
i∈I Ai → P
with Ai ∈ A (and I a possibly infinite set). We can write
⊕
i∈I Ai as filtered
colimit of the objects
⊕
j∈J Aj ∈ A where J ⊆ I is finite. It suffices to check that
the composite ⊕
j∈J Aj → P → A
is still an epimorphism for some finite J ⊆ I. But since filtered colimits in C are
exact, A is the directed union of the images of these morphisms. The assumption
that A is finitely presentable therefore implies that the identity of A factors through
one of these inclusions, hence that the corresponding morphism
⊕
j∈J Aj → P is
an epimorphism. 
Lemma 3.3.6. In the situation of Theorem 3.3.1, the functor
HomA (K,−) : C → LexΣ[A op,ModR]
is cocontinuous.
Proof. It suffices to show that HomA (K,−) preserves filtered colimits and finite
colimits. Since the class Σ consists of finite diagrams, filtered colimits in LexΣ are
computed as in the presheaf category PA . To show the first claim it therefore
suffices to check that C (A,−) preserves filtered colimits for each A ∈ A , which
follows from the assumption that A ⊆ Cfp.
It remains to check that HomA (K,−) is right exact. Since it is a right adjoint, we
know that it is left exact. Both the domain and the codomain LexΣ of HomA (K,−)
are abelian (see Lemma 3.3.4), so it suffices to check that HomA (K,−) preserves
epimorphisms.
Fix an epimorphism p : C ′ → C in C . From the Yoneda Lemma we know that⊕
f : A→C A (−, A)→ C (K−, C) = HomA (K,C)
is an epimorphism in PA (and therefore also in LexΣ). For each such morphism
f we can find an object Af ∈ A , an epimorphism Af → A in C , and a morphism
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Af → C ′ such that the diagram
Af //

C ′
p

A
f // C
is commutative (see Lemma 3.3.5). From the definition of Σ it follows that the
morphism A (−, Af ) → A (−, A) is an epimorphism in LexΣ for each f : A → C.
Since we just observed that the morphisms
C (K−, f) : A (−, A)→ C (K−, C)
are jointly epimorphic in LexΣ it follows that
C (K−, p) : C (K−, C ′)→ C (K−, C)
is an epimorphism in LexΣ, as claimed. 
With these ingredients in place we can now prove Theorem 3.3.1 (following the
outline given above).
Proof of Theorem 3.3.1. By Lemma 3.3.6, the right adjoint
HomA (K,−) : C → LexΣ
of LanY K|LexΣ is cocontinuous. To check that the unit and counit of this ad-
junction are isomorphisms, it therefore suffices to check that their components at
a generating set of the respective categories are isomorphisms. From the Yoneda
lemma it follows that the natural transformation
K−,A : A (−, A)→ HomA (K−,KA)
exhibits KA as LanY K
(
A (−, A)). Thus the component of the unit of the above
adjunction at each element of the generating set A (−, A), A ∈ A of LexΣ is indeed
an isomorphism.
To conclude the proof it suffices to check that the counit
εA : LanY K
(
HomA (K−, A)
)→ A
is an isomorphism for all A ∈ A . Using the triangle identities, this will follow if
the objects A lie in the essential image of LanY K|LexΣ . This, in turn, follows from
the isomorphism LanY KY ∼= K (see Part (i) of Lemma 3.2.5). 
Note that Theorem 3.3.1 also recovers a special case of a result of Day and
Street: in [DS86, Theorem 2 and Example (3)], they showed that every generator
A of a Grothendieck abelian category C is dense; meaning that the canonical
functor identifies C with a reflective subcategory of the presheaf category PA .
Our result only shows that many generators of the (smaller) class of lfp abelian
tensor categories are dense. The advantage of Theorem 3.3.1 is that it explicitly
identifies the reflective subcategory of PA that is equivalent to C .
Combining the two main results of this section we obtain the following corollary.
Corollary 3.3.7. Let C be an lfp abelian tensor category over R. Let A be a
generator of C which consists of finitely presentable objects and which is closed
under finite direct sums and finite tensor products. Let Σ be the set of right exact
sequences in C which lie in A , and write K : A → C for the inclusion.
Then the restriction functor
(−) ◦K : Func,⊗(C ,D)→ FunΣ,⊗(A ,D)
is an equivalence for any tensor category D over R.
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Proof. By Theorem 3.2.4, it suffices to show that C is equivalent to LexΣ as a
symmetric monoidal category. From Theorem 3.3.1 we know that the restriction of
LanY K : PA → C to LexΣ is an equivalence. But this restriction is precisely the
left Kan extension of K along the corestricted Yoneda embedding Z : A → LexΣ
by Part (iii) of Lemma 3.2.5. Since K is symmetric strong monoidal, this Kan
extension is symmetric strong monoidal as well by Theorem 3.2.4. Thus we do
indeed have an equivalence C ' LexΣ of symmetric monoidal R-linear categories.
By construction, it is compatible with K and the corestricted Yoneda embedding
Z (see Part (i) of Lemma 3.2.5), hence restriction along K does give the desired
equivalence. 
3.4. Vector bundles on Adams stacks. We are particularly interested in apply-
ing Corollary 3.3.7 to the case where C is the category QCoh(X) of quasi-coherent
sheaves on an Adams stack X, and the objects of A are vector bundles (that is,
objects with duals). The following result is well-known for Artin stacks. Since we
are dealing with Adams stacks, we provide a short proof that works at this level of
generality.
Proposition 3.4.1. Let X be an Adams stack over R, and let V ∈ QCoh(X) be
a vector bundle on X. Then there exists a vector bundle W on X such that V ⊕W
has constant rank d for some d ∈ N.
Proof. Fix a faithfully flat affine covering f : Spec(B) → X. Then f∗(V ) is a
finitely generated projective B-module. It’s rank function is locally constant, so we
can cover Spec(B) by finitely many affine open subsets Ui = Spec(Ai) such that
the pullback of V to Ui is free of rank di ∈ N, and such that d1 > d2 > . . . dk ≥ 0.
Replacing B with this covering if necessary, we can in fact assume that f is a
morphism Spec(
∏k
i=1Ai)→ X. We thus have f∗(V ) ∼= (Ad11 , . . . , Adkk ).
Now consider the exterior power Λd1V , that is, the image of the operator∑
σ∈Σd1
sgn(σ)σ : V ⊗d1 → V ⊗d1
on the d1-fold tensor product of V with itself. Since each summand of f
∗(V ) is free
(and f∗ is exact), this pullback of Λd1V coincides with the usual exterior power of
f∗(V ). Here we are using the fact that—for free modules over any commutative
ring—the exterior power can be computed as the image of the above “alternator.”
Thus we have isomorphisms
f∗(Λd1V ) ∼= (Λd1Ad11 ,Λd1Ad22 , . . . ,Λd1Adkk ) ∼= (A1, 0, . . . , 0)
of
∏k
i=1Ai-modules.
Now consider the kernel W1 of the coevaluation OX → (Λd1V )∨ ⊗ Λd1V . Its
image under the exact functor f∗ is the annihilator of f∗Λd1V ∼= (A1, 0, . . . , 0).
Thus f∗W1 ∼= (0, A2, . . . , Ak) is finitely generated and projective, hence W1 is a
vector bundle. It also follows that the pullback of V ⊕W⊕d1−d21 to Spec(A1 ×A2)
is free of rank d1, and its pullback to Spec(Ai), 2 < i ≤ k is free of rank strictly less
than d1. Iterating this procedure, we can construct vector bundles Wi on X with
f∗Wi ∼= (0, . . . , 0, Ai+1, . . . , Ak) for i = 2, . . . k−1. Using these as direct summands,
we can build a vector bundle W such that f∗(V ⊕W ) is free of rank d1. 
The following result will be crucial in establishing the universal properties of
the various Adams stacks we construct in §5. Conceptually, it shows that we can
understand tensor functor out of QCoh(X)—and therefore, by Tannaka duality,
morphisms from algebraic stacks to X—if we have a good understanding of the
category of vector bundles on X.
CONSTRUCTING COLIMITS BY GLUING VECTOR BUNDLES 17
Theorem 3.4.2. Let X be an Adams stack over R. Let A ⊆ VB(X) be a generator
of the category QCoh(X) which is closed under finite direct sums and finite tensor
products. Let Σ be the set of right exact sequences in QCoh(X) which lie in A .
Then restriction along the inclusion A → QCoh(X) induces an equivalence
Func,⊗
(
QCoh(X),D
)→ FunΣ,⊗(A ,D)
of categories for tensor categories D over R. Moreover, if A is closed under taking
duals and kernels of locally split epimorphisms, and D is abelian, then a functor
F ∈ Fun⊗(A ,D) preserves right exact sequences in Σ if and only if it sends locally
split epimorphisms to epimorphisms in D .
Proof. The conditions of Corollary 3.3.7 are satisfied, so the first half of the state-
ment follows from that.
It remains to check the claim about F ∈ Fun⊗(A ,D). First note that the kernel
i : K → A of a locally split epimorphism p : A→ B is a locally split monomorphism.
Its dual i∨ : A∨ → K∨ is therefore a locally split epimorphism. The assumption on
F implies that F (i∨) ∼= (Fi)∨ is an epimorphism. Its dual
[(Fi)∨,O]: [(FA)∨,O]→ [(FK)∨,O]
(where O denotes the unit of C and [−,−] the internal hom) is therefore a monomor-
phism. Indeed, the contravariant hom-functor [−,O] turns epimorphisms into
monomorphisms since C (A, [−,O]) ∼= C (−, [A,O]). But the dual of (Fi)∨ is iso-
morphic to Fi. Since any epimorphism in QCoh(X) whose target is a vector bundle
is locally split, any right exact sequence in Σ factors as a sequence
A0 // // K
i // A1 // // A2 // 0
where all the unlabeled arrows are locally split epimorphisms and i is a locally split
monomorphism. By assumption, the object K lies in A , so the above argument
shows that Fi is a monomorphism and the images of all the other morphisms in
the above sequence are epimorphisms by assumption. Since D is abelian it follows
that F preserves the right exact sequence in question.
Conversely, for any locally split epimorphism p : A→ B, the sequence
K // A
p // // B // 0
where K denotes the kernel of p lies in Σ. Thus, if F preserves right exact sequences
in Σ, it sends locally split epimorphisms to epimorphisms. 
If we take A to be the category of all vector bundles of constant rank we get
the following corollary.
Corollary 3.4.3. Let X be an Adams stack over R, and let VBc(X) be the full sub-
category of QCoh(X) of vector bundles of constant rank. Let C be an abelian tensor
category. Let Fun`,⊗
(
VBc(X),C
)
denote the full subcategory of Fun⊗
(
VBc(X),C
)
which consists of functors which send locally split epimorphisms to epimorphisms.
Then restriction along the embedding VBc(X)→ QCoh(X) induces an equiva-
lence
Func,⊗
(
QCoh(X),C
)→ Fun`,⊗(VBc(X),C )
of categories.
Proof. By Proposition 3.4.1, the category VBc(X) is a generator of QCoh(X).
Since the rank of the kernel of an epimorphism p : A→ B is rkA− rkB, the rank
of the kernel is constant if both rkA and rkB are constant. Thus VBc(X) is a
generator which satisfies the conditions of Theorem 3.4.2, and the claim follows
from its conclusion. 
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4. Torsors in general tensor categories
4.1. Adams algebras. One of the difficulties we face in §5 is the construction of
exact tensor functors. Our main source of such is the class of free module or base
change functors
A⊗− : C → CA
for faitfhfully flat commutative algebras. Under mild assumptions, there are char-
acterizations of such algebras in terms of exact sequences and flat objects. The
problem with this characterization is that it does not interact well with tensor
functors, since they are in general not left exact. Thus it is not clear if tensor
functors preserve faithfully flat algebras in general.
The notion of an Adams algebra which we are about to introduce does not
suffer from this drawback. Implicitly, it lies at the heart of the proof of [Sch12,
Theorem 1.3.3] and much of [Sch14b]. Since it also plays a key role in the proofs of
Theorems 4.2.6 and 5.3.10, we have decided to move this supporting character to
center stage.
Definition 4.1.1. Let (C ,⊗,O) be an abelian tensor category with exact filtered
colimits and let (A,µ, η) be a commutative algebra in C . Let fij : Ai → Aj be a
filtered diagram of objects with duals, together with morphisms ηi, fi making the
triangles
O
η

ηi
  
Ai
fi
// A
and
Ai
fi 
fij // Aj
fj  
A
commutative.
We say that the morphisms ηi : O → Ai (and, implicitly, fi and fij) exhibit A
as Adams algebra if the cocone fi : Ai → A exhibits A as filtered colimit of the Ai,
and the dual morphism η∨i : A
∨
i → O∨ ∼= O is an epimorphism for all i. An Adams
algebra in C is a commutative algebra A such that there exist (Ai, ηi) as above
which exhibit A as Adams algebra.
If an algebra A is already known to be faithfully flat, then there is a simpler
criterion for A to be an Adams algebra, at least under some mild assumptions on the
tensor category C . This allows us to give lots of examples of Adams algebras. The
following argument can essentially be found in the proof of [Sch12, Theorem 1.3.2].
Proposition 4.1.2. Let (C ,⊗,O) be an abelian tensor category such that O is
finitely presentable. Then a faithfully flat algebra (A,µ, η) is Adams if and only if
the underlying object A ∈ C can be written as filtered colimit of objects with duals.
Proof. The “only if” part is immediate. Thus let fi : Ai → A exhibit A as colimit
of the filtered diagram fij : Ai → Aj of objects with duals. Let I be its index-
ing category. The assumption that O is finitely presentable implies that the unit
η : O → A factors through some fi0 . Since I is filtered, the functor i0/I → I
which sends the object i0 → i to i is cofinal. Thus A is also the filtered colimit of
the composite diagram i0/I → I → C . This new diagram has an initial object,
and η factors through the initial vertex by construction. Thus we have obtained a
new filtered diagram i 7→ Ai, together with ηi : O→ Ai such that the diagrams in
Definition 4.1.1 commute.
To conclude the proof, we only need to show that η∨i is an epimorphism. Since A
is faithfully flat, it suffices to check that A⊗ η∨i is an epimorphism. But A⊗ ηi is a
split monomorphism, with splitting µ◦A⊗fi. Thus its dual is a split epimorphism,
so the (Ai, ηi) do indeed exhibit A as Adams algebra. 
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As a consequence we get the following class of examples, which explains our
choice of name for these objects.
Example 4.1.3. If (A,Γ) is a flat commutative Hopf algebroid, then Γ, considered
as a comodule over (A,Γ), is an Adams algebra if and only if (A,Γ) is an Adams
Hopf algebroid.
Note that if R = k is a field and A = k (that is, Γ is a commutative Hopf algebra
in Vectk), then Γ, considered as a comodule over itself, is always an Adams algebra.
This follows from the well-known fact that any comodule is the union of its finite
dimensional sub-comodules.
Combininig this with [Sch12, Theorem 1.3.1], we see that examples of Adams
algebras abound in algebraic geometry.
Proposition 4.1.4. Let X be an Adams stack and let f : X0 → X be a faithfully flat
morphism with affine domain. Then f∗(OX0) is an Adams algebra in QCoh(X).
Proof. Since f is faithfully flat, X is the stack associated to the flat affine groupoid
(X0, X0×X X0) =
(
Spec(A),Spec(Γ)
)
. Under the equivalence between the category
of quasi-coherent sheaves and comodules of the corresponding Hopf algebroid, the
algebra f∗(OX0) corresponds to Γ, considered as a comodule over (A,Γ). The claim
follows since Γ is a filtered colimit of objects with duals if the category of comodules
is generated by objects with duals (see [Sch12, Theorem 1.3.1]). 
Adams algebras satisfy the following convenient stability properties.
Proposition 4.1.5. Let F : C → D be a tensor functor between abelian tensor
categories with exact filtered colimits. Then F preserves Adams algebras. Moreover,
Adams algebras are closed under finite tensor products.
Proof. If the ηi : O → Ai exhibit A as Adams algebra, then the Fηi : F O → FAi
exhibit FA as Adams algebra since tensor functors preserve filtered colimits, duals,
and epimorphisms.
If, in addition, the η′j : O → A′j exhibit A′ as Adams algebra, then the ηi ⊗ η′j
exhibit A⊗A′ as Adams algebra. 
It is perhaps less clear that Adams algebras are faithfully flat.
Proposition 4.1.6. Let C be an abelian tensor category with exact filtered colimits.
Then all Adams algebras in C are faithfully flat.
Proof. Let ηi : O→ Ai exhibit A as Adams algebra. First note that A ∼= colimAi
is flat as filtered colimit of objects with duals. To see that A ⊗ X ∼= 0 implies
X ∼= 0, note that we have natural isomorphisms in the commutative diagram
O⊗X ∼= //
ηi⊗X

O∨∨⊗X ∼= //
η∨∨i ⊗X

[O∨, X]
[η∨i ,X]

Ai ⊗X
∼= // A∨∨i ⊗X
∼= // [A∨i , X]
where [−,−] denotes the internal hom of C . Since C (C, [−, X]) ∼= C (−, [C,X]),
the internal hom functor sends the epimorphism η∨i to a monomorphism. Thus
ηi ⊗ X is a monomorphism, and since filtered colimits are exact, it follows that
η ⊗ X : X → A ⊗ X is a monomorphism. This shows that A is indeed faithfully
flat. 
Using this, we can in fact extend the preservation result of Proposition 4.1.5 to
tensor categories which are not necessarily abelian.
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Definition 4.1.7. Let C be a (not necessarily abelian) tensor category. Then a
commutative algebra A in C is called faithfully flat if A⊗− preserves all the finite
limits that exist in C , and A⊗− is conservative: whenever A⊗f is an isomorphism,
so is f .
Using the fact that a morphism in an abelian category is an isomorphism if and
only if it is both an epimorphism and a monomorphism, it is not hard to see that
this coincides with the usual definition for abelian tensor categories. Note that this
also coincides with the notion of faithfully flat algebra in [Bra14][Definition 4.6.4].
One implication follows from [Bra14][Remark 4.6.5], while the other follows since a
conservative functor creates all the limits it preserves.
In order to extend the preservation result of Proposition 4.1.5, we need to recall
the concept of a split equalizer. It will also play a crucial role in the next section.
Definition 4.1.8. A diagram
X
s // Y
u //
v
//
p



Z
q



is called a split equalizer if us = vs, ps = idE , qu = id, and sp = qv.
The equations immediately imply that s is an equalizer of u and v. Thus split
equalizers are examples of absolute equalizers: they are preserved by any functor
whatsoever (since the equations above are preserved).
Lemma 4.1.9. Let C be an abelian tensor category with exact filtered colimits, and
let ηi : O→ A exhibit A as Adams algebra. Then
A∨i ⊗A∨i
A∨i ⊗η∨i //
η∨i ⊗A∨i
// A∨i
η∨i // O
is a coequalizer diagram for all i in the indexing category.
Proof. Since A is faithfully flat (see Proposition 4.1.6), it suffices to show that the
image of the above diagram under A⊗− is a coequalizer diagram in the category
CA of A-modules. But this diagram is isomorphic to the image of
A
A⊗ηi // A⊗Ai
A⊗ηi⊗Ai//
A⊗Ai⊗ηi
// A⊗Ai ⊗Ai
under the internal hom functor [−, A]CA : C opA → CA. Thus it suffices to check that
the above is a split equalizer. Let fi : A⊗ Ai → A be the morphism of A-modules
which corresponds to the morphism fi : Ai → A in C , that is, fi = µ◦A⊗fi. Then
fi : A⊗Ai → A and fi ⊗Ai : A⊗Ai ⊗Ai → A⊗Ai exhibit the above diagram as
split equalizer. 
The above result suggests a definition of Adams algebras in tensor categories
that are not abelian.
Definition 4.1.10. Let (C ,⊗,O) be a (not necessarily abelian) tensor category
and let (A,µ, η) be a commutative algebra in C . Let fij : Ai → Aj a filtered
diagram of objects with duals, together with morphisms ηi, fi making the triangles
O
η

ηi
  
Ai
fi
// A
and
Ai
fi 
fij // Aj
fj  
A
commutative.
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We say that the morphisms ηi : O → Ai (and, implicitly, fi and fij) exhibit A
as Adams algebra if the cocone fi : Ai → A exhibits A as filtered colimit of the Ai,
and the diagram
A∨i ⊗A∨i
A∨i ⊗η∨i //
η∨i ⊗A∨i
// A∨i
η∨i // O
is a coequalizer diagram for each i. An Adams algebra in C is a commutative
algebra such that there exist (Ai, ηi) as above which exhibit A as Adams algebra.
Note that by Lemma 4.1.9, a commutative algebra in an abelian tensor category
with exact filtered colimits is Adams in the sense of Definition 4.1.1 if and only if
it is Adams in the sense of Definition 4.1.10.
There are some similarities between Adams algebras and the special descent al-
gebras introduced in [Bra14][Definition 4.10.6]: they have analogous stability prop-
erties. However, the latter involves a condition that certain cokernels admit duals,
which is often harder to check in practice (cf. Proposition 5.3.4 below). In an
abelian category, every special descent algebra is an Adams algebra by Proposi-
tion 4.1.2. It is not clear if the converse holds.
If C is a cocomplete R-linear category, we say that C has exact filtered colimits
if filtered colimits in C commute with finite limits (that is, with those finite limits
that exist in C ). This is for example the case if C is lfp (see [GU71, Korollar 7.12]).
Proposition 4.1.11. Let C be a (not necessarily abelian) tensor category, and let
A ∈ C be an Adams algebra in the sense of Definition 4.1.10. If filtered colimits in
C are exact, then A is faithfully flat (in the sense of Definition 4.1.7).
Proof. Clearly A ∼= colimAi is flat as filtered colimit of objects with duals. It
remains to check that f : X → Y is an isomorphism if A⊗ f is.
To see this, we will show that both rows in the commutative diagram
X
f

η⊗X // A⊗X
A⊗η⊗X //
η⊗A⊗X
//
A⊗f

A⊗A⊗X
A⊗A⊗f

Y
η⊗Y
// A⊗ Y
A⊗η⊗Y //
η⊗A⊗Y
// A⊗A⊗ Y
are equalizer diagrams. This implies the claim: since A⊗ f is an isomorphism, so
is A⊗A⊗ f , and therefore f by the universal property of equalizers.
Since filtered colimits in C are exact, it suffices to check that
X
ηi⊗X // Ai ⊗X
Ai⊗ηi⊗X //
ηi⊗Ai⊗X
// Ai ⊗Ai ⊗X
is an equalizer diagram for all i in the indexing category. But this diagram is
isomorphic to
[O∨, X]
[η∨i ,X] // [A∨i , X]
[η∨i ⊗A∨i ,X] //
[A∨i ⊗η∨i ,X]
// [A∨i ⊗A∨i , X]
since we have natural isomorphisms M ⊗X ∼= M∨∨ ⊗X ∼= [M∨, X] for any object
M with dual. This last diagram is obtained by applying the contravariant internal
hom functor [−, X] to the coequalizer diagram in Definition 4.1.10. The claim
follows since [−, X] sends colimits to limits. 
Proposition 4.1.12. Tensor functors preserve Adams algebras in the sense of
Definition 4.1.10. In particular, if F : C → D is a tensor functor, A ∈ C is an
Adams algebra, and filtered colimits in D are exact, then FA ∈ D is faithfully flat
(in the sense of Definition 4.1.7).
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Proof. The second claim follows from the first and Proposition 4.1.11. The first
claim is immediate from the fact that tensor functors preserve duals and coequal-
izers. 
Proposition 4.1.12 gives us a powerful tool for constructing a faithfully flat al-
gebra in a general tensor category: we just need to show that it is the image of an
Adams algebra under a tensor functor. The important part is that no exactness
properties are required of the tensor functor. We will use this in the next section
to study torsors of Adams Hopf algebras in general tensor categories.
The concept of an Adams algebra also gives us a dual way of detecting faith-
fully flat algebras: if we have a candidate of morphisms ηi : O → Ai which might
exhibit A as Adams algebra, then it suffices to check that their image under some
tensor functor F exhibits FA as an Adams algebra. This holds under fairly mild
assumptions on a tensor functor involved: it need not be exact, faithful, or even
conservative.
Proposition 4.1.13. Let C , D be tensor categories, and let A ∈ C be a commu-
tative algebra. Let F : C → D be a tensor functor which reflects cokernels. Then a
collection of morphisms ηi : O→ Ai (together with fi : Ai → A and fij : Ai → Aj)
as in Definition 4.1.10 exhibit A as Adams algebra if and only if the Fηi exhibit
FA as Adams algebra in D .
If both C and D are abelian, the same is true for a tensor functor that merely
reflects epimorphisms between objects with duals.
Proof. Since F is a tensor functor, the assumption implies that
A∨i ⊗A∨i
A∨i ⊗η∨i //
η∨i ⊗A∨i
// A∨i
η∨i // O
is a coequalizer diagram in C if and only if
FA∨i ⊗ FA∨i
FA∨i ⊗Fη∨i //
Fη∨i ⊗FA∨i
// FA∨i
Fη∨i // O
is a coequalizer diagram in D .
For the second claim it suffices to check that F (η∨i ) is an epimorphism for all i
in the indexing category. But tensor functors preserve duals, so this is the case if
and only if (Fηi)
∨ is an epimorphism for all i. 
4.2. Torsors for Adams Hopf algebras. Let G be a flat affine group scheme
over R, and let H be its corresponding Hopf algebra in ModR. It is well known that
the stack BG classifies G-torsors: morphisms X → BG correspond to G-torsors on
X. If BG is an Adams stack (that is, if H is an Adams Hopf algebra), then such
morphisms in turn correspond to tensor functors QCoh(BG) → QCoh(X). We
can ask if the category QCoh(BG) (which is equivalent to the category Rep(G) of
algebraic representations of G and to the category Comod(H) of comodules of H)
has a corresponding universal property for general tensor categories—not just the
ones of the form QCoh(X).
In order to state this, we first need to define torsors at this level of generality.
Recall that in any cocomplete R-linear category C , we have an external tensor
product: the external tensor product C  M for C ∈ C and M ∈ ModR is
characterized by a natural isomorphism C (C M,−) ∼= ModR
(
M,C (C,−)).
Definition 4.2.1. Let C be a tensor category, and let H be a commutative Hopf
algebra in ModR. An H-torsor in C consists of a faithfully flat commutative
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algebra A ∈ C , together with a morphism τ : A→ AH of algebras such that the
diagrams
A
τ //
τ

AH
τH

AH
Aδ
// AH H
and
A
τ // AH
Aε

A
commute, and the composite
A⊗A A⊗τ // A⊗AH µH // AH
is an isomorphism. A morphism of H-torsors (A, τ) → (A′, τ ′) is a morphism
ϕ : A→ A′ of algebras such that the diagram
A
τ //
ϕ

AH
ϕH

A′
τ ′
// A′ H
is commutative. The category of H-torsors in C is denoted by TorsH(C ).
Example 4.2.2. Let H be flat commutative Hopf algebra in ModR. Let H =
(H, δ) be the cofree comodule on R (that is, the regular representation in Rep(G)).
Then τ := δ : H → H  H gives H the structure of an H-torsor in Comod(H).
Indeed, the underlying morphism in ModR of the composite
H ⊗H H⊗δ // H ⊗H H µH // H H
is one of the fusion operators of H. Its inverse is µ ⊗ H ◦ H ⊗ s ⊗ H ◦ H ⊗ δ,
where s denotes the antipode of H. Commutativity of the required diagrams is
straightforward from the axioms of a Hopf algebra. The assumption that H is flat
implies that H is faithfully flat.
Example 4.2.3. If X is a reasonable scheme or stack, then an H-torsor (A, τ) in
QCoh(X) in the sense of Definition 4.2.1 corresponds to a scheme Y = SpecX(A),
affine and faithfully flat overX, together with an action Y×G ∼= SpecX(AH)→ Y
of G on Y such that the morphism G×Y → Y ×Y which represents (g, y) 7→ (gy, y)
is an isomorphism. Thus H-torsors in QCoh(X) do indeed correspond to G-torsors
on X in the usual sense.
Remark 4.2.4. In [Bra14, §5.5], Brandenburg considered torsors of finite groups.
In that case, both H and A have duals, and the definition of H-torsors can be
rephrased in terms of H∨ and the coalgebra A∨. Thus, for finite discrete groups,
we arrive at the same notion of torsor as considered in [Bra14, Example 5.5.3]. It
is not clear if the two notions coincide for infinite groups.
Recall that an Adams Hopf algebra is a commutative Hopf algebra H ∈ModR
such that the category Comod(H) of comodules of H is generated by objects with
duals (equivalently, if and only if the classifying stack BG of the affine group scheme
corresponding to H is an Adams stack).
Lemma 4.2.5. Let C be a tensor category with exact filtered colimits. If H is
an Adams Hopf algebra in ModR, then any tensor functor F : Comod(H) → C
preserves the torsor H of Example 4.2.2.
Proof. Since any tensor functor preserves colimits, we have a natural isomorphism
ψ : F (H) H ∼= F (H H). We claim that the composite ψFτ endows FH with
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the structure of an H-torsor. Naturality of ψ implies that the required diagrams
commute, and commutativity of the diagram
F (H)F (H)H
ϕFH,HH
''
F (H)F (H)
ϕFH,H ''
FHFτ// F (H)F (HH)
ϕFH,HH
''
FHψ
77
F (HH)H
F (µ)H// F (H)H
F (HH)
F (Hτ)
// F (HHH)
ψ
77
F (µH)
// F (HH)
ψ
99
(where we have omitted the symbols ⊗ and ) implies that µFHH ◦FH⊗ (ψFτ)
is an isomorphism. It only remains to check that FH is faithfully flat. This follows
from the fact that it is the image of an Adams algebra under a tensor functor (see
Proposition 4.1.12). 
The following theorem shows that all H-torsors in reasonable tensor categories
arise in this way.
Theorem 4.2.6. Let H ∈ ModR be an Adams Hopf algebra. Let C be a tensor
category with exact filtered colimits and with equalizers. Then the functor
Func,⊗
(
Comod(H),C
)→ TorsH(C )
which sends F to FH is an equivalence of categories.
As an immediate corollary, we find that the category of torsors is actually a
groupoid.
Corollary 4.2.7. Let H ∈ModR be an Adams Hopf algebra and let C be a tensor
category with equalizers and exact filtered colimits. Then TorsH(C ) is a groupoid.
Proof. By Theorem 4.2.6, it suffices to check that any symmetric monoidal natu-
ral transformation between tensor functors Comod(H) → C is invertible. Since
Comod(H) is generated by duals, this follows from the fact that “duals invert,”
see for example [LFSW11]. 
The proof of the above theorem largely consists of showing that various diagrams
in C are equalizers. The technique we usually use to do this is the following: given
a faithfully flat algebra A in C (in the sense of Definition 4.1.7), the functor A⊗−
preserves equalizers and reflects isomorphisms. Therefore it also detects equalizers.
It is often possible to show that the diagrams we care about are sent to a split
equalizer by A⊗−.
In other words, we use basically use techniques of faithfully flat descent (equiv-
alently, techniques used in the proof Beck’s monadicity theorem) to prove The-
orem 4.2.6. Note, however, that the algebra A will often change depending on
the equalizer diagram in question, and the categories involved may not be abelian.
Therefore the proof is not just a completely straightforward application of faithfully
flat descent. For this reason we will provide full details below. We first introduce
some notation.
Notation 4.2.8. Let H ∈ModR be a Hopf algebra. We write
H : ModR → Comod(H)
for the functor which sends M to H M = (H ⊗M, δ⊗M). The forgetful functor
(its left adjoint) is denoted by V : Comod(H) →ModR. We write ρ : id ⇒ HV
for the unit of the adjunction. This is justified since its component at the comodule
M = (M,ρ) is ρ : M → H M .
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In particular, the component of ρH : H → HVH at the trivial R-module R is
δ : H → HH, that is, it is the structure morphism of the torsor of Example 4.2.2.
Both V and H are symmetric lax monoidal functors. The following lemma shows
that we can also talk about commutative algebras (and hence torsors) using the
language of lax monoidal functors. Instead of translating back and forth, we use the
lemma as a justification to work entirely in the world of symmetric lax monoidal
functors. We denote the category of symmetric lax monoidal functors between two
symmetric monoidal categories C and D by Fun⊗,lax(C ,D), and Func,⊗,lax(C ,D)
for the full subcategory consisting of symmetric lax monoidal functors which are
also left adjoints. Note that both V and H are of this latter kind.
Lemma 4.2.9. Let C be a tensor category. The functor which sends a symmetric
lax monoidal left adjoint F : ModR → C to the commutative algebra FR gives an
equivalence between Func,⊗,lax(ModR,C ) and the category of commutative algebras
in C . Its inverse sends a commutative algebra A to the functor A−.
Proof. This follows from the fact that all modules can be built via colimits from R
in a canonical way, and that colimits commute with tensor products both in ModR
and C . Details can be found in the proof of [IK86, Theorem 5.1]. 
To construct an inverse to the functor from Theorem 4.2.6, we need to construct
tensor functors and symmetric monoidal natural transformations between them.
We will use the following proposition to do this in both cases. Recall that a limit
diagram F → Fi in a functor category is called pointwise if FC → FiC is a limit
diagram in the target category for every object C in the domain.
Proposition 4.2.10. The forgetful functor
Fun⊗,lax(C ,D)→ Fun(C ,D)
creates pointwise limits. Explicitly, given a pointwise limit diagram κi : F → Fi in
Fun(C ,D) such that all the Fi are symmetric lax monoidal and all the Fi → Fj
are symmetric monoidal natural transformations, there exists a unique symmetric
lax monoidal structure on F such that the κi become symmetric monoidal, and that
they exhibit the resulting (F,ϕF , ϕF0 ) as a limit of the Fi in Fun⊗,lax(C ,D)
Proof. The assumption implies that there exist unique morphisms ϕFM,N and ϕ
F
0
such that the diagrams
FM ⊗ FN
ϕFM,N

κiM⊗κiN // FiM ⊗ FiN
ϕ
Fi
M,N

F (M ⊗N)
κiM⊗N
// Fi(M ⊗N)
and
O
ϕF0

ϕ
Fi
0
  
F O
κiO
// Fi O
are commutative for all M,N ∈ C . Using the universal property for limits, one
checks that these morphisms endow F with the structure of a symmetric lax
monoidal functor. Given a cone λi : G → Fi consisting of symmetric monoidal
natural transformations, we get a unique natural transformation λ : G → F such
that κiλ = λi. Again using the universal property of limits we find that λ is
symmetric monoidal. 
The following lemma is the key to showing that the functor from Theorem 4.2.6
is fully faithful. It shows that certain equalizers in Comod(H) are preserved by
any tensor functor.
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Lemma 4.2.11. Let H ∈ ModR be an Adams Hopf algebra, and let C be a ten-
sor category with equalizers and exact filtered colimits. Let M := (M,ρM ) be a
comodule, and let F : Comod(H)→ C be a tensor functor. Then
(4.1) FM
FρM // F (H M)
F (δM)//
F (HρM )
// F (H H M)
is an equalizer diagram in C . Moreover,
F
Fρ // FHV
FρHV //
FHV ρ
// FHVHV
is a (pointwise) equalizer diagram in Fun⊗,lax
(
Comod(H),C
)
.
Proof. The second statement follows from the first by applying Proposition 4.2.10
above.
To see the first claim, note that it suffices to check that F sends the diagram
(4.2) H ⊗M H⊗ρM // H ⊗H M
F (δM) //
H⊗HρM
// H ⊗H H M
to an equalizer diagram. Indeed, since F is a tensor functor, the image of Dia-
gram (4.2) under F is isomorphic to the image of Diagram (4.1) under the functor
FH ⊗ −. Since H is an Adams algebra, Proposition 4.1.12 implies that FH is
faithfully flat. From the assumption that C has equalizers it follows that FH ⊗−
detects equalizers, so it does suffice to check that the image of Diagram (4.2) under
F is an equalizer, as claimed.
In fact, we will show that Diagram 4.2 is a split equalizer, and hence absolute
(that is, it is preserved by any functor, not just F ). Recall that the fact that
the projection formula holds for the adjunction V a H means that for any co-
module N = (N, ρN ), the natural morphism H ⊗N → H N is an isomorphism
(see [FHM03, §3] for the definition and [Hov04, Lemma 1.1.5] for a proof). Thus
Diagram (4.2) above is isomorphic to the image of the split equalizer diagram
M
ρ // H ⊗M δ⊗M //
H⊗ρM
// H ⊗H ⊗M
in the category ModR (with splitting given by ε⊗M and ε⊗H ⊗M) under the
functor H : ModR → Comod(H). 
Lemma 4.2.12. The functor from Theorem 4.2.6 is fully faithful.
Proof. Since commutative algebras can be identified with symmetric lax monoidal
functors by Lemma 4.2.9, this boils down to the following statement: for tensor
functors F,G : Comod(H)→ C and any symmetric monoidal natural transforma-
tion ψ : FH → GH making the diagram
FH
ψ

FρH // FHVH
ψVH

GH
GρH
// GHVH
commutative, there exists a unique symmetric monoidal natural transformation
ϕ : F → G such that ψ = ϕH.
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The assumption on ψ and naturality of ψ imply that the solid arrow part of the
diagram
F
ϕ

Fρ // FHV
ψV

FρHV //
FHV ρ
// FHVHV
ψVHV

G
Gρ
// GHV
GρHV //
GHV ρ
// GHVHV
is commutative. Since both rows are pointwise equalizers in the functor category
Fun⊗,lax
(
Comod(H),C
)
(see Lemma 4.2.11), there exists a unique symmetric
monoidal natural transformation ϕ making the above diagram commutative.
The same lemma shows that GρH is a monomorphism. Precomposing the left
square with H therefore shows that ϕH = ψ. This shows that the functor of
Theorem 4.2.6 is full.
To see that it is faithful, let ϕ′ : F → G be a symmetric monoidal natural
transformation with ϕ′H = ψ. Then ϕ′ makes the left square above commutative
by naturality. Thus ϕ′ = ϕ, which shows that the functor of Theorem 4.2.6 is also
faithful. 
In what follows, given a commutative algebra A ∈ C , we simply write A for
the corresponding symmetric lax monoidal functor A  − : ModR → C . This is
justified by Lemma 4.2.9, and in accordance with our convention to write H for
H − : ModR → Comod(H).
Lemma 4.2.13. Let C be a tensor category with equalizers and exact filtered col-
imits, and let (A, τ) be an H-torsor. Let
FA
ξ // AV
τV //
AV ρ
// AVHV
be an equalizer diagram in Fun⊗,lax
(
Comod(H),C
)
. Then there exists a unique
symmetric monoidal isomorphism α : FAH → A such that τα = ξH. Moreover, the
diagram
FA
ξ 
FAρ // FAHV
αV
AV
is commutative.
Proof. Since the equalizer is computed pointwise (see Proposition 4.2.10) and
H : ModR → Comod(H)
is exact, the equalizer is preserved by precomposing with H. In order to show that
the unique isomorphism α exists, it therefore suffices to check that
A
τ // AVH
τV H //
AV ρH
// AVHVH
is also an equalizer diagram in Fun⊗,lax(ModR,C ). This diagram is in fact a split
equalizer, with splitting given by AVHε : AVHVH → AVH and Aε : AVH → A,
where ε denotes the counit of the adjunction V a H.
To see the second claim, note that τV is a monomorphism. Indeed, since A is an
H-torsor, it is faithfully flat, and it suffices to show that Aτ (and therefore AτV ) is
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a split monomorphism. This follows from the fact that the composite µH ◦A⊗ τ
is an isomorphism (see Definition 4.2.1). Commutativity of the diagram
FAHV
ξHV
%%
αV // AV
τV

FA
ξ
//
FAρ
;;
AV
AV ρ //
τV
// AVHV
therefore implies that αV ◦ FAρ = ξ, as claimed. 
Lemma 4.2.14. Let C be a tensor category with equalizers and exact filtered col-
imits, and let (A, τ) be an H-torsor in C . Then the functor FA of Lemma 4.2.13
is a symmetric strong monoidal left adjoint, and the isomorphism α : FAH → A is
an isomorphism of H-torsors (FAH,FAρH)→ (A, τ).
Proof. Since A is faithfully flat, it suffices to show that the composite
Comod(H)
FA // C
A⊗− // CA
is symmetric strong monoidal and cocontinuous to prove the same for FA. Establish-
ing these two properties implies the first claim, since any cocontinuous functor with
domain Comod(H) is a left adjoint (this follows from the fact that Comod(H) is
locally finitely presentable).
We claim that the (a priori only symmetric lax monoidal) composite AFA is
isomorphic to AV as symmetric lax monoidal functors. More precisely, both these
functors have natural lifts to the category CA of A-modules (which we do not
distinguish in our notation). The lift of AV to CA is symmetric strong monoidal.
Thus it suffices to check that the lifts of AFA and AV to CA are isomorphic as lax
monoidal functors.
To see this, let τ := µV H ◦ Aτ : AA → AVH be the morphism of A-algebras
corresponding to τ : A → AVH. Since (A, τ) is a torsor, τ is an isomorphism (see
Definition 4.2.1). The solid arrow part of the diagram
AFA
β

Aξ // AAV
AτV //
AAV ρ
//
τV

AAVHV
τV HV

AV
AV ρ
// AVHV
AV ρHV//
AVHV ρ
// AVHVHV
in the category Fun⊗,lax
(
Comod(H),CA
)
is commutative, so it suffices to check
that both rows are equalizer diagrams to get the desired isomorphism β. This is
immediate for the top row since A is flat, and the bottom row is a split equal-
izer, with splitting given by AεV and AεV HV , where ε denotes the counit of the
adjunction V a H.
It remains to check that α is an isomorphism of torsors. This follows from
commutativity of the diagram
FAH
FAρH //
ξH
%%
α

FAHVH
αVH

A
τ
// AVH
(see Lemma 4.2.13). 
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Proof of Theorem 4.2.6. Let H be an Adams Hopf algebra, and let C be a tensor
category with equalizers and exact filtered colimits. The functor
Func,⊗
(
Comod(H),C
)→ TorsH(C )
which sends F to FH is well-defined by Lemma 4.2.5. It is fully faithful by
Lemma 4.2.12 and essentially surjective by Lemma 4.2.14. 
4.3. The case of the general linear group. The goal of this section is to analyze
the structure of torsors over the general linear group in general tensor categories.
Let Hd = R[xij |i, j = 1, . . . , d]det be the Hopf algebra of regular functions on the
affine group scheme GLd := GLd(R).
It is well known that BGLd classifies locally free objects of rank d on schemes
and algebraic stacks X. As we will see, this is true in a much more general context.
In order to do this we will first give a definition of locally free objects in an arbitrary
tensor category.
Definition 4.3.1. Let C be a tensor category with exact filtered colimits. An
object M ∈ C with a dual is called locally free of rank d if there exists a faithfully
flat commutative algebra B ∈ C such that B ⊗M ∼= B⊕d in the category CB of
B-modules in C . We denote the groupoid of locally free objects of rank d in C and
isomorphisms between them by LFrk diso (C ).
Remark 4.3.2. Ideally, we would like to have a more intrinsic characterization
of locally free objects of rank d. In characteristic zero, such a characterization
has been given by Brandenburg, see [Bra14, §4.9]. In positive characteristic this
remains an open question.
Instead of studying the above mentioned problem, we use the theory of torsors
developed in §4.2 to give a different characterization of the groupoid LFrk diso (C ): we
will show that there is an equivalence
Func,⊗
(
Comod(Hd),C )→ LFrk diso (C )
under a mild restriction on the tensor category C (see Theorem 4.3.10 below for a
precise statement).
In this section, we will write MB for the free B-module B ⊗M on an object
M ∈ C , and we will write Md for the direct sum M⊕d of d copies of M .
Definition 4.3.3. Let C be a tensor category, M ∈ C an object, and B ∈ C a
commutative algebra. A d-framing of M (over B) is a morphism ξ : M → Bd such
that the induced morphism ξ : MB → Bd is an isomorphism.
Lemma 4.3.4. If ξ is a d-framing of M over B and ϕ : B → B′ is a morphism of
commutative algebras, then ϕd ◦ σ is a d-framing of M over B′. Thus d-framings
on M define a functor
FrdM : CAlgC → Set
on the category of commutative algebras on C .
Proof. This follows from the fact that ϕdξ is (up to isomorphism) given by the
image of ξ under the tensor functor B′⊗B − : CB → CB′ . 
In order to state the next proposition, we need to fix some notation. Recall that
Sym(C) =
⊕
n∈N Sym
n(C) denotes the free commutative algbera on the object
C ∈ C . Here Symn(C) is the quotient of C⊗n by the action of the symmetric
group Σn. As a left adjoint, Sym(−) sends finite direct sums to finite coproducts
of commutative algebras, that is, to tensor products.
Now fix an object M ∈ C with a dual. We write Md = ⊕di=1Mi to keep track
of the different copies of M in the direct sum. Using the fact about direct sums
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mentioned above and the isomorphism Sym1(C) ∼= C, we get natural inclusions of
M∨i ⊗Mj in Sym
(
(M∨)d⊕Md). Using the (twisted) coevaluation O→M⊗M∨ ∼=
M∨ ⊗M on M and the universal property of Sym(O) we get morphisms
αij : Sym(O)→ Sym
(
(M∨)d ⊕Md)
whose composite with the inclusion O → Sym(O) is given by the twisted coevalu-
ation on M∨i ⊗Mj .
Given i, j ∈ {1, . . . , d}, we write δij : Sym(O) → O for the unique morphism of
algebras which restricts to the identity of O if i = j, and to the zero morphism if
i 6= j.
We write β for the morphism
Sym(M∨ ⊗M)→ Sym((M∨)d ⊕Md)
induced by the composite of the diagonal : M∨ ⊗ M → ⊕iM∨i ⊗ Mi and the
inclusion of
⊕
iM
∨
i ⊗Mi in Sym2
(
(M∨)d ⊕Md).
Finally, we let ev : Sym(M∨⊗M)→ O denote the unique morphism of commu-
tative algebras which restricts to the evaluation ev : M∨ ⊗M → O.
Lemma 4.3.5. Let M ∈ C be an object with a dual. Let AM be the colimit of the
diagram
Sym(O)
αij
  
δij
~~
Sym(M∨ ⊗M)
β
~~
ev
  
O Sym
(
(M∨)d ⊕Md) O
in CAlgC . Denote the composite
M = Mi // Sym(Mi)
incli // Sym
(
(M∨)d ⊕Md) // AM
by σi : M → AM . Then σ = (σi)di=1 : M → AdM gives a d-framing of M over
AM . Moreover, this d-framing is universal: given any other d-framing ξ : M → B,
there exists a unique morphism of commutative algebras ϕ : AM → B such that the
diagram
M
ξ

σ

AdM
ϕd
// Bd
is commutative. Thus, for objects M with dual, the functor FrdM : CAlgC → Set is
represented by AM .
Proof. Since O is the initial algebra, giving a morphism AM → B simply amounts to
giving a morphism Sym
(
(M∨)d⊕Md)→ B subject to various restrictions involving
the evaluation and coevaluation of M . Explicitly, such a morphism amounts to
giving morphisms τi : M
∨
B → B and σj : MB → B of B-modules, i, j = 1, . . . , d,
subject to the following equations. Writing τ i for the dual of τi, the equations
coming from the αij say that σjτ i is the identity for i = j and zero if i 6= j, and
the equation coming from β says that
∑d
i=1 τiσi is the identity on MB . Thus the
morphisms (σi)
d
i=1 : MB → Bd and (τ i)di=1 : Bd → MB are mutually inverse. This
shows that σ : M → AdM is indeed a universal d-framing. 
Example 4.3.6. The universal d-framing on the module Rd ∈ModR is given by
ARd = Hd = R[xij ]det, where σ : R
d → (Hd)⊕d sends the basis vector ei to
∑
xijej .
Indeed, a d-framing Rd → Bd simply amounts to picking an invertible matrix in
the commutative R-algebra B.
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Lemma 4.3.7. Tensor functors preserve universal d-framings on objects with du-
als.
Proof. Any tensor functor induces a left adjoint between categories of commuta-
tive algebras. Since universal d-framings are given by the colimit in the category
of commutative algebras described in Lemma 4.3.5, they are preserved by tensor
functors. 
The following proposition gives a characterization of locally free objects of rank
d in a tensor category with exact filtered colimits (hence in particular in an lfp
tensor category).
Proposition 4.3.8. Let C be a tensor category with exact filtered colimits and let
M ∈ C be an object with dual. Then the following are equivalent:
(i) The object M is locally free of rank d (see Definition 4.3.1);
(ii) The universal d-framing AM is a faithfully flat algebra;
(iii) There exists a tensor category D with exact filtered colimits and a conser-
vative and left exact tensor functor F : C → D such that FM ∼= Od, where
O denotes the unit of D .
Proof. Using the fact that CB has exact filtered colimits if B does, it is clear that
(ii) implies (i) and (i) implies (iii). To see that (iii) implies (ii), let F be a tensor
functor as in (iii).
Since tensor functors preserve universal d-framings (see Lemma 4.3.7 above), we
know that F (AM ) is a universal d-framing of FM ∼= Od. On the other hand, Od is
also the image of Rd under the tensor functor O− : ModR → D , so the universal
d-framing of FM ∼= Od is also isomorphic to OHd. This algebra is faitfhfully
flat as image of an Adams algebra under a tensor functor (see Proposition 4.1.12).
This shows that F (AM ) is faithfully flat, and since F is conservative and preserves
finite limits, it follows that AM is faithfully flat as well. 
Lemma 4.3.9. Let (Rd, ρ) be the standard representation of GLd given by the
coaction ρ : Rd → HdRd with ρ(ei) =
∑
xij⊗ej. Then ρ exhibits Hd as universal
d-framing of Rd in Comod(Hd). Moreover, if C is a tensor category with filtered
exact colimits and F : Comod(Hd) → C is a tensor functor, then FRd is locally
free of rank d.
Proof. Since V : Comod(Hd) → ModR preserves tensor products and creates
colimits, it suffices to check that V σ exhibits Hd as universal framing of R
d, which
is precisely the content of Example 4.3.6.
To see the second claim, note that Fσ exhibits FHd as universal d-framing of
FRd since tensor functors preserve universal d-framings (see Lemma 4.3.7). But
FHd is faithfully flat as an image of an Adams algebra (see Proposition 4.1.12).
Thus the second condition of Proposition 4.3.8 is satisfied, which shows that FRd
is indeed locally free. 
We are now ready to state the main theorem of this section.
Theorem 4.3.10. Let C be a tensor category with equalizers and exact filtered
colimits. Then the functor
Func,⊗
(
Comod(Hd),C
)→ LFrk diso (C )
which sends F to FRd is an equivalence of categories.
We will use the equivalence between Func,⊗
(
Comod(Hd),C
)
and TorsHd(C )
(see Theorem 4.2.6) to prove this. The difficult part is to construct a torsor from a
locally free object M . We can do this using the algebra with a universal d-framing
on the object M .
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Lemma 4.3.11. Let M be a locally free object of rank d in the tensor category C .
Then there exists a unique morphism of algebras τ : AM → AM Hd such that the
diagram
M
σ //
σ

AM Rd
AMρ

AM Rd
τRd
// AM Hd Rd
is commutative. The pair (AM , τ) is an Hd-torsor, and the diagram
(4.3) M
σ // AM Rd
AMρ //
τRd
// AM Hd Rd
is an equalizer diagram in C .
Moreover, this construction is functorial in M : given an isomorphism M →M ′
of locally free objects, the induced isomorphism AM → AM ′ is an isomorphism of
torsors.
Proof. The last statement about functoriality follows immediately from the fact
that all the morphisms involved in the diagram are defined by the universal property
of σ.
Thus we only need to show that, for a fixed M , the morphism of algebras τ exists
and that (AM , τ) is a torsor. Troughout the proof we write A = AM , H = Hd, and
we omit the symbols ⊗,.
Commutativity of the diagram
AHM
AHσ //
(12)

AHARd
(12)
zz
(23)
$$
AHAρ // AHAHRd
(23)

HAM
HAσ//
∼= $$
HAARd
HµRd

AAHRd
µHRd

AAHρ // AAHHRd
µHHRd
zz
µµRd

HARd
(12) ))
AHHRd
AµRd
$$
AHRd ∼=
//
AHρ
::
AHRd
shows that Aρ ◦ σ is a d-framing of M over AH. Thus we do indeed get a unique
morphism τ : A→ AH of algebras making the desired diagram commutative.
Commutativity of the defining diagrams of a torsor is straightforward to check
using the universal property of σ. To complete the proof that (A, τ) is a torsor,
it only remains to show that the composite morphism µH ◦ Aτ of algebras is an
isomorphism. The top horizontal composite in the commutative diagram
AM
Aσ //
Aσ

AARd
AAρ

µRd // ARd
Aρ

AARd
AτRd
// AAHRd
µHRd
// AHRd
of A-modules is an isomorphism since σ is a d-framing over A. But both (AM,Aσ)
and (ARd, Aρ) are universal d-framings in the category CA of A-algebras. Thus
µH ◦Aτ is an isomorphism, as claimed.
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To conclude the proof we need to check that Diagram (4.3) is an equalizer dia-
gram. Since A is faithfully flat, it suffices to check that the diagram obtained by
tensoring it with A is an equalizer diagram. Let σ : AV → ARd and τ : AA→ AH
denote the morphisms of A-modules corresponding to σ and τ respectively. By defi-
nition of d-framings, σ is an isomorphism, and—as we have just observed above—so
is τ . The commutative diagram
AM
σ

Aσ // AARd
τRd

AAρ //
AτRd
// AAHRd
τHRn

ARd
Aρ // AHRd
AHρ //
AδRd
// AHHRd
therefore reduces the problem to checking that the bottom row is an equalizer. It
is in fact a split equalizer, with splitting given by the counit of H. 
Proof of Theorem 4.3.10. Using the equivalence
Func,⊗
(
Comod(Hd),C
)→ TorsHd(C )
of Theorem 4.2.6 we can reduce the problem to showing that the construction
of Lemma 4.3.11 gives an equivalence LFrk diso (C ) → TorsHd(C ). Given an Hd-
torsor (A, τ), let MA := FA(R
d), where FA denotes the tensor functor defined in
Lemmas 4.2.13 and 4.2.14, that is, MA is defined by the equalizer diagram
MA
ξ // ARd
Aρ //
τRd
// AHd Rd
in C . The object MA is thus locally free of rank d by Lemma 4.3.9. From the fact
that Diagram (4.3) is an equalizer diagram we immediately get a natural isomor-
phism M ∼= MAM .
It remains to check that A ∼= AMA . To see this, it suffices to check that ξ exhibits
A as universal d-framing of MA.
Since tensor functors preserve universal d-framings, FAρ exhibits FAHd as uni-
versal d-framing of MA. The claim therefore follows from the existence of the iso-
morphism α : FAHd ∼= A of algebras with αRd◦FAρ = ξ (see Lemma 4.2.13). 
5. Universal geometric tensor categories
5.1. Generalized Tannaka duality. As mentioned in the introduction, we will
use the generalized Tannaka duality developed in [Sch12, Sch14a, Sch14b] to prove
that the 2-category AS of Adams stacks over R is (bicategorically) cocomplete.
This duality gives a contravariant biequivalence between AS and a certain 2-
category of right exact symmetric monoidal categories, the weakly Tannakian cat-
egories. In order to recall the definition of these, we first need to introduce some
terminology.
Definition 5.1.1. Let A be an essentially small R-linear with finite colimits (that
is, it is additive and has cokernels). Then A is called right exact symmetric
monoidal if it is symmetric monoidal, and for all A ∈ A , the functor A⊗− : A → A
is right exact.
The 2-category of right exact symmetric monoidal categories, right exact sym-
metric strong monoidal R-linear functors, and symmetric monoidal natural trans-
formations is denoted by RM .
We also need the concept of an ind-abelian category: an essentially small R-linear
category A is ind-abelian if and only if Ind(A ) is abelian. An intrinsic definition
of ind-abelian categories is given in [Sch14a, Definition 1.1]. The theorem that the
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intrinsic definition coincides with the one given here is proved using the notion of
ind-class introduced in [Sch14a, §2] (see also Definition 3.3.2). More precisely, a
finitely cocomplete R-linear category A is ind-abelian if and only if the class of all
cokernel diagrams in A forms an ind-class. The author recently learned that this
was also proved by Breitsprecher in [Bre70] (using different methods).
Definition 5.1.2. Let A be an abelian right exact symmetric monoidal R-linear
category, and B a commutative R-algebra. A symmetric strong monoidal R-linear
functor
w : A →ModB
is called a fiber functor or flat covering if it is faithful, flat2, and right exact.
The category A is called weakly Tannakian if:
(i) There exists a fiber functor w : A → ModB for some commutative R-
algebra B;
(ii) For all objects A ∈ A there exists an epimorphism A′ → A such that A′
has a dual.
The two main results about weakly Tannakian categories from [Sch12, Sch14a]
give the following theorem.
Theorem 5.1.3. The pseudofunctor
QCohfp(−) : AS op → RM
is 2-fully faithful and it induces a contravariant biequivalence between AS and the
full sub-2-category of RM consisting of weakly Tannakian categories.
Proof. The first claim is the content of [Sch12, Theorem 1.2.1] and the second claim
follows from [Sch14a, Theorem 1.6], which shows that A is weakly Tannakian if
and only if there exists an Adams stack X and an equivalence A ' QCohfp(X) in
RM . 
The main aim of §5.2 is to provide necessary and sufficient conditions for the
existence of fiber functors.
For Tannakian categories over a field of characteristic zero, this problem was
studied by Deligne, see [Del90, §7]. In [Sch14b], Deligne’s argument was generalized
to the context of geometric categories (respectively weakly Tannakian categories)
in the case where the ground ring R is a Q-algebra. In this section we give variants
of this result that work for arbitrary base rings. Although the conditions are not
as tractable in positive characteristic as they are in characteristic zero, they can
be used to show that limits of weakly Tannakian categories—and hence colimits of
Adams stacks—exist over arbitrary base rings.
The argument we present also allows us to to generalize [Sch14b, Theorem 1.4]:
we show that one of the necessary conditions for the existence of a fiber functors
listed there is implied by the others (see Theorem 5.3.9 below).
As already observed in [Sch14b], it is convenient to shift our perspective from
right exact symmetric monoidal categories to their tensor categories of ind-objects.
We call a tensor functor F : C → D a covering (or a flat covering) if F is
conservative (that is, it reflects isomorphisms) and it preserves finite limits. In this
situation we say that D covers C or that F is a covering of C by D . This reversal
stems from the fact that the passage from geometric objects to their associated
tensor categories is contravariant.
An example of a covering is given by the base change functor
(−)A : C → CA
2A functor is flat if and only if its extension to ind-objects is left exact. For equivalent
characterizations see for example [Sch14a, §3.1].
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for a faithfully flat commutative algebra A ∈ C .
Definition 5.1.4. Let C be a tensor category over R. We call C pre-geometric if
it is lfp, abelian, and generated by objects with duals. We call it geometric if, in
addition, there exists a covering
C →ModB
for some commutative R-algebra B.
The following proposition shows that geometric tensor categories are in a precise
sense equivalent to weakly Tannakian categories.
Proposition 5.1.5. A right exact symmetric monoidal category A is weakly Tan-
nakian if and only if Ind(A ) is geometric. An lfp tensor category C is geometric
if and only if Cfp is weakly Tannakian. These constructions define mutually in-
verse 2-equivalences between the 2-category of weakly Tannakian categories and the
2-category of geometric tensor categories and tensor functors between them.
Proof. This is [Sch14b, Proposition 2.8]. 
This allows us to state Theorem 5.1.3 in terms of geometric tensor categories.
Theorem 5.1.6. The pseudofunctor which sends an Adams stack X to the tensor
category QCoh(X) gives a biequivalence between the 2-category AS of Adams
stacks and the 2-category of geometric tensor categories and tensor functors between
them.
Proof. This follows from Theorem 5.1.3 and Proposition 5.1.5, see also [Sch14b,
Theorem 2.9]. 
In some sense this shows that we have simply introduced another language to
talk about the same thing. It turns out that this language is better suited for
constructing coverings. The main reason is that we will construct coverings of
C by constructing faithfully flat commutative algebras in C , and the underlying
objects of these will rarely be finitely presentable.
5.2. Existence results for coverings by module categories. The aim of this
section is to provide necessary and sufficient conditions for the existence of a cov-
ering
C →ModB
on a pre-geometric category C (respectively of fiber functors on Cfp, the category
of finitely presentable objects in C ).
The key ingredients are the notion of locally free object of (constant) finite rank
in a general tensor category (see Definition 4.3.1), and the notion of locally split
epimorphism defined analogously below.
Definition 5.2.1. Let C be a tensor category. A morphism p : M → N is called a
locally split epimorphism (respectively locally split monomorphism) if there exists
a faithfully flat commutative algebra A ∈ C such that pA : MA → NA is a split
epimorphism (respectively a split monomorphism) in CA.
Note that the fact that A is faithfully flat implies that a locally split epimorphism
is in particular an epimorphism.
Example 5.2.2. Let C be a geometric category, that is, C ' QCoh(X) for some
Adams stack X. Then all epimorphisms in C whose target is a dual are locally split.
Indeed, since X is an Adams stack there exists an affine covering f : Spec(B)→ X,
and f∗p is a split epimorphism since f∗ sends objects with duals to finitely generated
projective B-modules (here we use the equivalence QCoh
(
Spec(B)
) ' ModB).
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The claim follows since there is an equivalence ModB ' Cf∗B which is compatible
with f∗ and (−)f∗B (see [Sch14b, Proposition 3.9]), and f∗B is faithfully flat since
it is an Adams algebra, see Example 4.1.3.
In fact, slightly more is true: the locally split epimorphisms of the above example
are preserved by any tensor functor under mild conditions on the target.
Lemma 5.2.3. Let C be a geometric tensor category, p : M → N an epimorphism
in C , and F : C → D a tensor functor. If N has a dual and filtered colimits in D
are exact, then Fp is a locally split epimorphism.
Proof. By Example 5.2.2 above, there exists an Adams algebra A ∈ C such that
pA is split. By extending the tensor functor F to A-modules, we obtain a diagram
C
(−)A

F // D
(−)FA

CA
F
// DFA
which commutes up to natural isomorphism. Thus (Fp)FA is a split epimorphism.
The claim follows since F sends Adams algebras to faithfully flat algebras by Propo-
sition 4.1.12. 
The following results contain the purely structural aspects of the version of
Deligne’s argument given in [Sch14b]. These are in particular independent of the
characteristic of the ground ring R. We first recall the following lemma.
Lemma 5.2.4. Let C be a pre-geometric tensor category. Then filtered colimits of
faithfully flat algebras are again faithfully flat.
Proof. This follows from the fact that C has enough flat resolutions, see [Sch14b,
Lemma 5.7]. 
Proposition 5.2.5. Let C be a pre-geometric tensor category. Let G be a gener-
ating set of C , closed under finite direct sums. If all epimorphisms M → O with
M ∈ G are locally split, then there exists a faithfully flat algebra B ∈ C such that
B is projective as a B-module.
Proof. The proof given in [Sch14b, Proposition 5.8] does not depend on the fact
that R is a Q-algebra. Since this argument is central for our existence results for
coverings by module categores, we supply an outline below. More details can be
found in the proof of [Sch14b, Proposition 5.8].
By assumption, for every epimorphism p : M → O with M ∈ G there exists a
faithfully flat algebra Bp such that pBp is a split epimorphism. Let B be the filtered
colimit of the finite tensor products of the these algebras Bp. Since finite tensor
products of faithfully flat algebras are faithfully flat, Lemma 5.2.4 implies that B
is faithfully flat. By construction, pB is a split epimorphism for all p : M → O with
M ∈ G . We claim that B is projective as a B-module.
First note that—by using pullbacks—it suffices to show that every epimorphism
q : N → B in CB has a section. As in the proof of [Sch14b, Proposition 5.8] (see
also Lemma 3.3.5), we can find M ∈ G and an epimorphism p : M → O in C such
that the diagram
M //
p

N
q

O
η
// B
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is commutative. Under the free-forgetful adjunction (−)B a U : C → CB , the above
diagram corresponds to the commutative diagram
MB //
pB

N
q

B B
in CB . But pB has a splitting by construction of B. This shows that B ∈ CB is
indeed projective. 
Proposition 5.2.6. Let C be a pre-geometric tensor category. If C is generated by
locally free objects of constant finite rank, then there exists a faithfully flat algebra
A ∈ C such that A is a generator of CA.
Proof. Let G be a generating set of locally free objects of finite rank. Thus for each
M ∈ G there exists a faithfully flat algebra A and d ∈ N such that MA ∼= Ad. As in
the proof of Proposition 5.2.5, we can find a single faithfully flat algebra A which
has this property for all M ∈ G simultaneously (where the rank d = dM will of
course depend on the object M). The claim follows from the fact that {MA|M ∈ G }
is a generator of CA. 
Corollary 5.2.7. Let C be an lfp abelian tensor category which has a generating
set G , closed under finite direct sums, which consists of locally free objects of finite
rank. If each epimorphism M → O with M ∈ G is locally split, there exists a
covering
C →ModB
for some commutative R-algebra B. Thus C is geometric and there exists an Adams
stack X and an equivalence C ' QCoh(X) of tensor categories.
Proof. Note that C is pre-geometric since locally free objects have duals. From
Propositions 5.2.5 and 5.2.6 it follows that there exists a faithfully flat algebra
A such that A is a projective generator of CA. Thus CA ' ModB for some
commutative algebra B (in the terminology of [Sch14b]: A is an affine algebra).
The composite of the functor
(−)A : C → CA
with this equivalence gives the desired covering. The second claim follows from
Theorem 5.1.6. 
Note that the above results also have implications for tensor categories that are
not geometric.
Corollary 5.2.8. Let C be a pre-geometric tensor category such that all epimor-
phisms M → O where M has a dual are locally split. Then there exists a small
symmetric monoidal R-linear category B with duals and an exact cocontinuous
symmetric Hopf monoidal comonad
H : PB → PB
(where the presheaf category PB is endowed with the Day convolution symmetric
monoidal structure) such that C is equivalent to the category Comod(H) of H-
comodules in PB.
Proof. We claim that for any faithfully flat algebra B ∈ C , the functor
(−)B : C → CB
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is comonadic, and the comonad on CB is exact, cocontinuous, and symmetric Hopf
monoidal. Exactness and comonadicity is immediate from the fact that B is faith-
fully flat and from (the dual of) Beck’s monadicity theorem. The comonad
CB
U // C
(−)B // CB
(where U denotes the forgetful functor) is clearly cocontinuous and symmetric (lax)
monoidal. It remains to check that it is Hopf monoidal.
The adjunction (−)B a B satisfies the projection formula (it is strong coclosed
in the sense of [CLS10]) by [Sch14b, Proposition 3.8]. Thus the comonad is Hopf
monoidal by [CLS10, Proposition 4.4].
To conclude the proof, it suffices to show that—for a suitably chosen faithfully
flat algebra B—the category CB is equivalent to PB as tensor category, where B
is a small symmetric monoidal R-linear category B with duals.
Let B be a faithfully flat algebra such that B is projective as a B-module (such an
algebra exists by Proposition 5.2.5). LetB ⊆ CB be the full subcategory consisting
of objects with a dual. We claim that the objects in B are small projective in the
sense of [Kel05, §5.5], that is, the hom-functors CB(M,−) are cocontinuous for all
M ∈ B. Since the objects have duals, it suffices to show this for M = B, the unit
object. The hom-functor CB(B,−) ∼= C (O,−) preserves filtered colimtis (recall
that the unit object O of C is finitely presentable by assumption). Since B is
projective as a B-module, the left exact functor CB(B,−) is in fact exact. Since
any exact functor which preserves all filtered colimits is cocontinuous, it follows
that B (and hence all objects with duals in CB) are small projective.
From the proof of [Kel05, Theorem 5.26] it follows that the left Kan extension of
the inclusionK : B → CB induces an equivalence of categories LanY K : PB → CB .
But this functor is symmetric strong monoidal by Theorem 3.2.3, so we do indeed
have the desired equivalence of tensor categories. 
5.3. Recognizing locally split epimorphisms. In order to use the corollaries of
§5.2, we need to find good criteria for epimorphisms p : M → O to be locally split.
In Deligne’s original argument for the case of Tannakian categories in characteristic
zero, the following construction plays a crucial role.
Definition 5.3.1. Let C be a tensor category, let M ∈ C be an object with a dual,
and let p : M → O be an epimorphism. The morphism
O ∼= O∨ p
∨
// M∨ = Sym1(M∨) // Sym(M∨)
induces a homomorphism of commutative algebras Sym(O)→ Sym(M∨) in C . Let
Sym(O) //

Sym(M∨)

O // Ap
be a pushout diagram in the category of commutative algebras in C , where the
morphism Sym(O)→ O corresponds to the identity on O. The composite
M∨ // Sym(M∨) // Ap
corresponds to a morphism τ : M∨Ap → Ap of Ap-modules. We let σ : O → MAp
denote the morphism in C which corresponds to the dual τ∨ : Ap →MAp of τ .
This construction has the following universal property.
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Proposition 5.3.2. The algebra Ap in Definition 5.3.1 is the universal algebra
endowed with a splitting of pAp . More precisely: given a commutative algebra B
and a morphism s : O → MB which corresponds to a splitting s : B → MB of
pB : MB → B, there exists a unique ring homomorphism ϕ : Ap → B such that
s = ϕ⊗M ◦ σ.
Proof. By construction, to give a morphism ϕ : Ap → B of commutative algebras
amounts to giving a morphism s∨ : M∨B → B in CB such that s∨p∨B = idB , and the
conclusion follows by taking duals. 
The following lemma gives a more concrete description of the algebra Ap. It can
essentially be found in [Del90, §7] and the proof of [Sch14b, Proposition 5.6].
Lemma 5.3.3. Let C be a tensor category, M ∈ C an object with dual, and
p : M → O a morphism. Let Ap denote the algebra from Definition 5.3.1.
For i ∈ N, let ηi denote the composite
O ∼= Symi(O∨) Sym
i(p∨) // Symi(M∨)
in C and let fi : Sym
i(M∨) → Sym(M∨) → Ap denote the canonical morphism
which exists by Definition of Ap. Let fi,i+1 be the morphism making the diagram
Symi(M∨)
∼=

fi,i+1 // Symi+1(M∨)
O∨⊗Symi(M∨)
p∨⊗id
// M∨ ⊗ Symi(M∨)
µ
OO
in C commutative, where µ is the multiplication of Sym(M∨). Then fi,i+1 ◦ ηi =
ηi+1, and the fi exhibit Ap as colimit of the chain
(5.1) O
f01 // M∨
f12 // Sym2(M∨) // . . .
in C .
Proof. That the fi exhibit Ap as colimit of the chain of Diagram (5.2.2) was already
used in [Del90, §7], see also [Sch14b, Lemma 5.14] for details.
The composite fi−1,i ◦ . . . ◦ f01 is given by
O ∼= (O∨)⊗i (p
∨)⊗i // (M∨)⊗i
pii // Symi(M∨) ,
where pii denotes the canonical projection. Since the pii give a morphism of algebras
from the tensor algebra to the symmetric algebra, this composite is equal to
O ∼= (O∨)⊗i ∼= // Symi(O∨) Sym
i(p∨) // Symi(M∨) ,
which shows that fi−1,i ◦ . . . ◦ f01 = ηi. The desired equality fi,i+1 ◦ ηi = ηi+1
follows easily from this. 
With this lemma in hand, we can prove the following proposition, which gives
useful criteria for an epimorphism p : M → O whose domain has a dual to be locally
split.
Proposition 5.3.4. Let C be an lfp abelian tensor category. Let M ∈ C be an ob-
ject such that Symi(M∨) has a dual for all i ∈ N. Then the following are equivalent
for an epimorphism p : M → O:
(i) There exists an Adams algebra A such that pA : MA → A is a split epimor-
phism in CA;
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(ii) The morphism p is a locally split epimorphism;
(iii) There exists a tensor functor F : C → D which reflects epimorphisms be-
tween objects with duals such that F (p) is a split epimorphism;
(iv) The duals of the morphisms Symi(p∨) : Symi(O∨) → Symi(M∨) are epi-
morphisms;
(v) The algebra Ap from Definition 5.3.1 is an Adams algebra;
(vi) For all i ∈ N, the morphism
(p⊗i)Σi : (M⊗i)Σi → (O⊗i)Σi
induced by p on fixed points of the symmetric group actions is an epimor-
phism.
Proof. We will show the implications
(i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v)⇒ (i)
and the equivalence (iv)⇔ (vi).
Since Adams algebras are faithfull flat (see Proposition 4.1.6), we have (i)⇒ (ii).
To see that (ii)⇒ (iii), note that any faithfully flat algebra B such that pB is a split
epimorphism induces a functor F = (−)B : C → CB with the desired properties.
For the implication (iii) ⇒ (iv) it suffices to show that the images under F of
the morphisms in question are epimorphisms. Since F commutes with duals and
symmetric powers, this reduces the problem to checking that Symi
(
F (p)∨
)∨
is
an epimorphism. But F (p) is a split epimorphism, and any functor—in particular
Symi
(
(−)∨)∨—preserves split epimorphisms. Condition (iv) and Lemma 5.3.3 show
that the morphisms
ηi : O ∼= Symi(O∨)→ Symi(M∨)
defined in Lemma 5.3.3 exhibit Ap as Adams algebra. This shows that (iv)⇒ (v),
and (v) ⇒ (i) follows from the fact that pAp is a split epimorphism (see Proposi-
tion 5.3.2).
It remains to check that (iv) ⇔ (vi). For any N ∈ C (with a dual) we have
isomorphisms
Symi(N)∨ = [Symi(N),O] = [N⊗i/Σi,O] ∼= [N⊗i,O]Σi ∼=
(
(N∨)⊗i
)Σi
which are natural in N . This shows that the duals of the morphisms in Condi-
tion (iv) are isomorphic to the morphisms of Condition (vi), hence that one of
these sets consists entirely of epimorphisms if and only if the other one does. 
Corollary 5.3.5. Let R be a Q-algebra, let C be an lfp abelian tensor category over
R, and let M ∈ C be an object with a dual. Then any epimorphism p : M → O is
a locally split epimorphism.
Proof. The statement is evident if R = 0, hence we may assume that Q ⊆ R. In
that case, we can divide by i!, so Symi(M∨) is a direct summand of (M∨)⊗i and
thus has a dual. Therefore we can apply Proposition 5.3.4 above, and it suffices to
check that the morphisms
(p⊗i)Σi : (M⊗i)Σi → (O⊗i)Σi
are epimorphisms. This follows from the fact that the morphisms
N⊗i/Σi → (N⊗i)Σi
induced by
∑
σ∈Σi σ : N
⊗i → N⊗i are inverse to the composite
(N⊗i)Σi → N⊗i → N⊗i/Σi
up to a factor of i! ∈ Q ⊆ R. 
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Corollary 5.3.6. Let R be a Q-algebra and let C be an lfp abelian tensor cate-
gory over R. If C is generated by locally free objects of constant rank, then C is
geometric.
Proof. This follows from Corollary 5.2.7, taking into account that the relevant
epimorphisms are locally split by Corollary 5.3.5 above. 
We can further specialize this to tensor categories generated by line bundles.
Definition 5.3.7. Let C be a tensor category. An invertible object L ∈ C is called
a line bundle if the symmetry sL,L : L⊗ L→ L⊗ L is equal to the identity.
Corollary 5.3.8. Let R be a Q-algebra and let C be an lfp abelian tensor category
over R. If C is generated by line bundles, then C is geometric.
Proof. It suffices to check that any line bundle L ∈ C is locally free of rank one. The
algebra A =
⊕
i∈Z L
⊗i is commutative since the Σi-action on L⊗i and its inverse are
trivial. It is flat as direct sum of objects with duals, and thus faithfully flat since the
unit O → A is a split monomorphism. Moreover, we have LA ∼= A as A-modules,
that is, L is locally free of rank one (see also [Bra14, Proposition 4.9.9]). 
Combining this with one of the main results of [Sch14b], we also get the following
intrinsic characterization of geometric tensor categories over Q-algebras. In order
to state it, we need the concepts of rank and exterior powers in general tensor
categories. The rank of an object with a dual is the trace of the identity morphism,
that is, the composite
O // X ⊗X∨ ∼= // X∨ ⊗X // O
of the coevaluation and the evaluation of X in the endomorphism ring C (O,O)
of the unit object. The i-th exterior power Λi(X) of X is the splitting of the
idempotent
1
i!
∑
σ∈Σi
sgn(σ)σ : X⊗i → X⊗i
on X⊗i.
Theorem 5.3.9. Let R be a Q-algebra and let C be an lfp abelian tensor category
over R. Then C is geometric if and only if the following conditions hold:
(i) The category C is generated by duals;
(ii) If X has a dual and rk(X) = 0, then X ∼= 0;
(iii) For all objects X with a dual there exists an i ∈ N such that Λi(X) ∼= 0.
Proof. By Corollary 5.3.6, it suffices to check that C is generated by locally free
objects if Conditions (i)-(iii) hold. This is precisely the content of the proof of
[Sch14b, Proposition 5.12]. 
If we translate this to the language of weakly Tannakian categories we obtain a
proof of Theorem 1.2.2.
Proof of Theorem 1.2.2. Using the fact that A is weakly Tannakian if and only if
Ind(A ) is geometric (see Proposition 5.1.5), Theorem 1.2.2 is an immediate conse-
quence of Theorem 5.3.9. 
If R is not a Q-algebra, it is not clear that the functor which takes fixed points
of a group action preserves epimorphisms. In particular, it is not clear that the
conclusion of Corollary 5.3.5 holds in general. Therefore we need to include an
additional condition in the following description result for geometric categories over
arbitrary ground rings. Despite being less tractable than the above theorem and
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corollaries, it suffices for the universal constructions of geometric categories that
we describe in the next section.
Theorem 5.3.10. Let R be a an arbitrary commutative ring and let C be an lfp
abelian tensor category over R. Then C is geometric if and only if the following
hold:
(i) There exists a generating set G of C consisting of locally free objects of
constant rank.
(ii) If p : M → O is an epimorphism and M is a finite direct sum of objects in
the generating set G , then the induced morphisms
(p⊗i)Σi : (M⊗i)Σi → (O⊗i)Σi
on the Σi-fixed points are epimorphisms for all i ∈ N.
Proof. Note that locally free objects of constant rank are closed under finite direct
sums. To apply Proposition 5.3.4, it therefore suffices to check that the symmetric
powers of a locally free objects of constant rank d have duals. But any such object is
the image of the standard representation Rd ∈ Rep(GLd) under some tensor functor
Rep(GLd) → C (see Theorem 4.3.10). This reduces the problem to checking that
Symi(Rd) has a dual, which follows from the fact that its underlying R-module is
finitely generated and free. Thus we can indeed apply Proposition 5.3.4. Part (vi) of
that proposition and the first assumption show that the conditions of Corollary 5.2.7
are satisfied. 
We conclude this section with a version of Proposition 5.3.4 that works for tensor
categories with exact filtered colimits which need not be abelian. This lemma will
be used in a sequel in order to give a more tractable description of certain universal
weakly Tannakian categories.
Lemma 5.3.11. Let C be a tensor category with exact filtered colimits. Let
p : M → O
be a morphism whose domain is a retract of a locally free object of constant finite
rank. Let D be a tensor category and F : C → D a tensor functor which detects
those coequalizer diagrams whose entries have duals.
In this situation, if Fp is a locally split epimorphism, there exists an Adams
algebra A ∈ C such that pA is a split epimorphism.
Proof. By Proposition 5.3.2 it suffices to check that the algebra Ap defined there is
an Adams algebra (any Adams algebra in C is faithfully flat since filtered colimits
in C are exact, see Proposition 4.1.12).
The object Symi(M∨) has a dual: it is a retract of Symi(N) for some locally free
object N of constant finite rank, and Symi(N) is the image of some some locally
free object of constant rank in Rep(GLd) by Theorem 4.3.10. Thus the objects
Ai := Sym
i(M∨) and the morphisms ηi : O→ Ai given by the composite
O ∼= Symi(O∨) Sym
i(p∨) // Symi(M∨)
give a “candidate” collection for exhibiting Ap as Adams algebra (see Lemma 5.3.3).
It only remains to check that
(5.2) A∨i ⊗A∨i
A∨i ⊗η∨i //
η∨i ⊗A∨i
// A∨i
η∨i // O
is a coequalizer diagram in C .
By assumption, it suffices to check that the image of this diagram under F is a
coequalizer diagram in D . Moreover, by composing F : C → D with any faithfully
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flat base change functor (−)B : D → DB , we obtain a new tensor functor with the
same properties as F . Therefore we can assume that Fp is a split epimorphism. It
follows that Fη∨i ∼= Symi(Fp∨)∨ has a section s : F O→ FAi.
Since s and FAi⊗s exhibit the image of Diagram (5.2) as a split coequalizer3, the
assumption on F implies that Diagram (5.2) is a coequalizer diagram, as claimed.

5.4. The construction. In this section we prove that any lfp tensor category C
(which need not be abelian) has an associated geometric tensor category G , together
with a tensor functor G → C which is universal: any other tensor functor G ′ → C
whose domain G ′ is a geometric tensor category factors essentially uniquely through
G → C .
In a general R-linear category with cokernels, the only sensible definition of a
right exact sequence is a pair of morphisms p : L→M and q : M → N such that q
is a cokernel of p. If the category also has kernels, then q is easily seen to be the
cokernel of its kernel K → M . However, it need not be true in general that the
induced morphism L→ K is itself a cokernel (also known as regular epimorphism).
Indeed, taking p to be any epimorphism which is not regular and N = 0 gives an
example. In this context, there is thus some ambiguity: we could demand that a
right exact sequence is a sequence
L
p // M
q // N // 0
such that the induced morphism from L to the kernel K of q is a regular epimor-
phism. We will therefore say that the above sequence is a cokernel diagram if q
is a cokernel of p, and that it is right exact if, in addition, the induced morphism
L → K is a regular epimorphism. That being said, most of the cokernel diagrams
we consider in this section are right exact.
Definition 5.4.1. Let C be an R-linear with kernels and cokernels. A sequence
L
p // M
q // N // 0
in C with pq = 0 is called split right exact if both q and the induced morphism
from L to the kernel of q are split epimorphisms. If C is an lfp tensor category over
R, then a sequence as above with pq = 0 is called locally split right exact if there
exists a faithfully flat commutative algebra B ∈ C such that the sequence
LB
p // MB
q // NB // 0
in CB is split right exact.
The names are justified since such sequences are right exact. This is immediate
for split right exact sequences, and for locally split right exact sequences it follows
from the facts that B is faithfully flat and that an epimorphism is regular if and
only if it is the cokernel of its kernel.
Example 5.4.2. Let C = QCoh(X) for some Adams stack X. Then any right
exact sequence
L // M // N // 0
in C where both M and N have a dual is locally split right exact. Indeed, for
f : Spec(A) → X any affine covering and B = f∗(A), we have CB ' ModA.
Thus both MB and NB are projective. It follows that the kernel K of the split
epimorphism MB → NB is projective too, hence that the epimorphism LB → K is
split.
3Split coequalizers are the dual notion to split equalizers.
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Remark 5.4.3. Locally split right exact sequences in an lfp tensor category C are
preserved by M ⊗ − : C → C for any object M ∈ C . Using the fact that (−)B
creates colimits for any faithfully flat B, we can immediately reduce this to showing
that M ⊗ − preserves split right exact sequences. This follows since any R-linear
functor, in particular M ⊗−, preserves split epimorphisms and their kernels.
Definition 5.4.4. Let C be an lfp tensor category over an arbitrary commutative
ring R (not necessarily abelian), and let A ⊆ C be a full subcategory that consists
of locally free objects of constant finite rank and that is closed under finite tensor
products. Let Σ be the set4 of all the cokernel diagrams in A which are locally
split right exact sequences in C . Let
G(A ,C ) := LexΣ[A
op,ModR]
be the category of R-linear presheaves which send all the cokernel diagrams in Σ
to kernel diagrams (that is, left exact sequences in ModR). If there is no potential
for confusion we simply write G(A ) for G(A ,C ).
Remark 5.4.5. Let A ⊆ C be as in Definition 5.4.4 above. Since locally split
right exact sequences are stable under tensoring, the category G(A ) inherits the
structure of an lfp tensor category over R via Day reflection (see Proposition 3.2.1),
and the inclusion K : A → C induces a tensor functor
E : G(A )→ C
whose restriction along the Yoneda embedding A → G(A ) is isomorphic to K (see
Theorem 3.2.4).
The main result of this section is the following theorem.
Theorem 5.4.6. Let C be an lfp tensor category over an arbitrary commutative
ring R and let A ⊆ C be a full subcategory consisting of locally free objects of
constant finite rank. Suppose the following conditions hold:
(i) The category A is closed under finite direct sums, finite tensor products,
and duals;
(ii) If M → N is a locally split epimorphism in C , N is locally free of constant
rank, and M ∈ A , then N ∈ A as well.
Then the category G(A ) of Definition 5.4.4 is a geometric tensor category.
To prove this, we will use the description result of the previous section which
works over arbitrary commutative rings (Theorem 5.3.10). We face three difficul-
ties: we have to show that G(A ) is abelian, that it is generated by locally free
objects, and that a technical condition about the interaction of epimorphisms and
certain finite limits is satisfied. For the first fact, we will use the notion of ind-class
introduced in [Sch14a, §2], see also Definition 3.3.2 and Proposition 3.3.3. To check
the condition about epimorphisms, we have to delve deeper into the details of the
proof given in [Sch14a, §2]: from this it will follow that G(A ) is a category of
R-linear sheaves for an (enriched) Grothendieck topology. In the unenriched case,
there are convenient characterizations of epimorphisms in categories of sheaves, and
in Appendix A we will see that similar characterizations are possible in the enriched
case.
To start, we will show that G(A ) is generated by locally free objects of finite
rank by showing that the representable presheaves are locally free of constant rank.
Note that this is not a tautology: although the objects in A are locally free in the
category C , the same need a priori not be true in the category G(A ), since the
4Note that locally free objects of constant finite rank are in particular finitely presentable,
hence A is essentially small.
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tensor functor E : G(A )→ C of Remark 5.4.5 need not be conservative nor exact.
Thus we will need to use the machinery developed in §4 to prove this.
Lemma 5.4.7. Let C be an lfp tensor category over R and let A ⊆ C be a subcat-
egory as in Theorem 5.4.6. Let G be a geometric tensor category with generating
set G0 that consists of locally free objects of constant finite rank and that is closed
under finite direct sums and tensor products. Let F : G → C be a tensor functor
with the property that F (M) lies in A for all M ∈ G0.
Then there exists a tensor functor F ′ : G → G(A ) such that EF ′ ∼= F , where
E : G(A )→ C denotes the tensor functor defined in Remark 5.4.5. Moreover, the
diagram
G0
F ′|G0 //
F |G0   
G(A )
A
Y
<<
commutes up to isomorphism, where Y denotes the Yoneda embedding.
Proof. Let Σ0 be the set of all cokernel diagrams in G0 which are right exact se-
quences in G . From Theorem 3.4.2 we know that restriction along the inclusion
G0 → G induces an equivalence
Func,⊗(G ,D)→ FunΣ0,⊗(G0,D)
of categories for all tensor categories D .
Recall from Remark 5.4.5 that the restriction of E along the Yoneda embedding
Y : A → G(A ) is isomorphic to the inclusion A → C Thus, to prove the claim,
we only need to check that the composite
G0
F |G0 // A Y // G(A )
sends cokernel diagrams in Σ0 to cokernel diagrams in G(A ). By Definition 5.4.4,
G(A ) is the category LexΣ[A op,ModR], where Σ denotes the set of all cokernel
diagrams in A which are locally split right exact sequences in C . From the Yoneda
lemma it follows that Yoneda embedding A → G(A ) sends cokernel diagrams in Σ
to cokernel diagrams. This reduces the problem to checking that F sends cokernel
diagrams in Σ0 to locally split right exact sequences in C .
Let B ∈ G be an Adams algebra such that B is a projective generator of GB
(such an algebra exists by Proposition 4.1.4). As we have seen in Example 5.2.2,
the base change functor (−)B : G → GB sends all colimit diagrams in Σ0 to split
right exact sequences. The diagram
G
F //
(−)B

C
(−)FB

GB
F
// CFB
(where F denotes the tensor functor induced by F on the category of B-modules)
commutes up to isomorphism, hence (−)FB sends the image of a cokernel diagram
in Σ0 to a split right exact sequence. Moreover, FB is faithfully flat since B
is an Adams algebra and filtered colimits in the lfp category C are exact (see
Proposition 4.1.12). Thus F sends cokernel diagrams in Σ0 to locally split right
exact sequences in C , as claimed. 
Lemma 5.4.8. Let G0 ⊆ Rep(GLd) be the smallest subcategory which contains the
standard representation V = Rd, is closed under finite tensor products, finite direct
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sums, duals, and quotients which are locally free of finite constant rank. Then G0
is a generator of Rep(GLd).
Proof. We use the equivalence between Rep(GLd) and the category of comodules
of the Hopf H = R[xij ]det of regular functions on GLd. We write H for the H-
comodule (H, δ). By the proof of [Hov04, Proposition 1.4.4], it suffices to check
that H is a filtered colimit of objects Gi ∈ G0, for then the G∨i generate Rep(GLd).
It suffices to prove this for R = Z since all the constructions under which G0 is
assumed to be closed are stable under base change.
LetI be the poset of subcomodules of H consisting of images of homomorphisms
of comodules ⊕k
i=1 V
⊗ni → H
where ni ∈ Z and V n := (V ∨)−n for n < 0. Since H is flat, these images are
torsion free, hence their underlying Z-modules are finitely generated free. Thus all
the elements of I are contained in G0 (since G0 is closed under quotients which
are locally free of constant finite rank). The poset I is clearly directed, so we are
done if we can show that its union is all of H. This follows from the fact that there
is an epimorphism
Sym
(
(V ∨)d ⊕ V d)→ H
(see Lemmas 4.3.5 and 4.3.9). 
Lemma 5.4.9. Let A , C be as in Theorem 5.4.6, and let A ∈ A be an object
which is locally free of rank d as an object of C . Then the representable functor
A (−, A) is locally free of rank d ∈ N as an object of the tensor category G(A ). In
particular, G(A ) is generated by locally free objects of constant finite rank.
Proof. By Theorem 4.3.10, there exists a tensor functor F : Rep(GLd) → C such
that FRd ∼= A, where Rd denotes the standard representation. We claim that this
tensor functor sends all the objects of the generating set G0 defined in Lemma 5.4.8
to objects in A (at least up to isomorphism). To see this, first recall that all
epimorphisms between objects with duals in a geometric tensor category are locally
split by an Adams algebra (see Example 5.2.2). Since A is closed under finite direct
sums, tensor products, duals, and locally split quotients which are locally free of
constant finite rank, it follows that the image of G0 under F is indeed contained in
A .
Thus we can apply Lemma 5.4.7, which shows that F factors as
Rep(GLd)
F ′ // G(A )
E // C
for some tensor functor F ′ with F ′Rd ∼= A (−, A).
Applying Theorem 4.3.10 again, this shows that A (−, A) is indeed locally free
of rank d (the theorem is applicable since filtered colimits in G(A ) are exact, they
are computed as in PA ). 
As a next step towards our proof of Theorem 5.4.6, we will show that G(A ) is
an abelian category.
Lemma 5.4.10. Let C be an lfp tensor category and let M , N ∈ C be locally free
objects of rank m, n ∈ N respectively. Let p : M → N be a locally split epimorphism
with kernel K. Then K is locally free of rank m− n and K →M is a locally split
monomorphism.
Proof. By definition of locally free objects and locally split epimorphism we can
find a faithfully flat algebra A ∈ C such that MA ∼= An, NA ∼= An, and pA is a
split epimorphism in the category CA of A-modules.
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Let B = CA(A,A) be the R-algebra of endomorphisms of the A-module A. There
exists a unique tensor functor F : ModB → CA which sends B to A and induces
the identity
B ∼= EndModB (B)→ CA(A,A)
(this follows for example from Theorem 3.2.3, but in this case it can also be seen
much more directly). Since pA and its splitting are given by matrices with coef-
ficients in B = CA(A,A), it follows that pA is the image of a split epimorphism
q : Bm → Bn in ModB . Let K ′ denote its kernel. The fact that the sequence
0 // K ′ // Bm
q //// Bn // 0
is split implies that it is preserved by F : ModB → CA . Thus we have FK ′ ∼= KA,
which shows that K →M is a locally split monomorphism.
It remains to show that FK ′ is locally free of rank m−n. But the B-module K ′
is locally free of rank m − n in ModB , and all tensor functors between lfp tensor
categories preserve locally free objects of a constant finite rank (this follows from
Theorem 4.3.10). 
Lemma 5.4.11. Let A ⊆ C be as in Theorem 5.4.6 and let p : M → N be a locally
split epimorphism in C . Let
M ′
p′ //
f ′

N ′
f

M
p
// N
be a pullback diagram in C where f is an arbitrary morphism. If the objects M ,
N , and N ′ lie in A , then M ′ lies in A as well. Moreover, p′ is a locally split
epimorphism in C .
Proof. First note that pullbacks of locally split epimorphisms are locally split. It
suffices to check that pullbacks of split epimorphisms are split, and this is true in
any category.
We can reduce the problem to the case where N ′ = 0 (and thus where M ′ is the
kernel K of p). Indeed, the morphism q : M ⊕N ′ → N which restricts to p on M
and to −f on N ′ is a locally split epimorphism (since p is), and its kernel is the
pullback M ′.
The kernel K of p is locally free of constant finite rank and the morphism K →M
is a locally split monomorphism by Lemma 5.4.10. Thus its dual M∨ → K∨ is
a locally split epimorphism whose target is locally free of constant finite rank.
The object M∨ lies in A since A is closed under duals. From Condition (ii) of
Theorem 5.4.6 it follows that K∨ lies in A . Using closure under duals again we
find that K ∼= K∨∨ lies in A , as claimed. 
Let Σ be a class of cokernel diagrams in an R-linear category A . Recall that we
write R(Σ) for the class of all morphisms q : N → L in A for which there exists
a morphism p : M → N in A such that q is the cokernel of p and the cokernel
diagram
M
p // N
q // L
lies in Σ.
Lemma 5.4.12. Let A ⊆ C be as in Theorem 5.4.6. Let Σ be the class of cokernel
diagrams in A which are locally split right exact sequences in C . Then Σ is an
ind-class (see [Sch14a, Definition 2.3] and Definition 3.3.2) and the tensor category
G(A ) of Definition 5.4.4 is abelian. The class R(Σ) consists of all locally split
epimorphisms in C whose domain and codomain both lie in A .
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Proof. That the category G(A ) = LexΣ[A op,ModR] is abelian follows from the
first claim and Proposition 3.3.3.
We first prove the claim about R(Σ). By definition of Σ it is clear that all
morphisms in R(Σ) are locally split epimorphisms in C . Conversely, if p : M → N
is a locally split epimorphism in C with M , N ∈ A , then its kernel K lies in A by
Lemma 5.4.11. Since the right exact sequence
K // M
p // N // 0
is locally split, it lies in Σ. This shows that p lies in R(Σ), as claimed.
To see that Σ is an ind-class, note that
N
q // L // 0 // 0
is a locally split right exact sequence in C if q is a locally split epimorphism in C .
This shows that Σ satisfies Condition (i) of Definition 3.3.2. To see that it also
satisfies Condition (ii), let
M
p // N
q // L // 0
be in Σ, and let f : D → N be a morphism in A with qf = 0. Let k : K → N be
the kernel of q and let p′ : M → K be the factorization of p through k. Then p′ is
a locally split epimorphism in C by definition of locally split right exact sequences
(see Definition 5.4.1). The object K lies in A by Lemma 5.4.11. Since qf = 0 there
exists a morphism f ′ : D → K such that kf ′ = f . Let
E
p′′ //
f ′′

D
f ′

M
p′
// K
be a pullback diagram in C . Since A is closed under pullbacks of locally split
epimorphisms along arbitrary morphisms (see Lemma 5.4.11), the object E lies in
A and p′′ is locally split. As we saw above, this implies that p′′ lies in R(Σ). Thus
Σ does indeed satisfy Condition (ii) of the definition of an ind-class. 
At this point we have shown that G(A ) is generated by a set of locally free
objects of constant finite rank (see Lemma 5.4.9) and that G(A ) is abelian (see
Lemma 5.4.12 above). If R is a Q-algebra, then we already know that G(A ) is
a geometric tensor category from Theorem 5.3.9. To see this for general commu-
tative base rings R, we still need to check the condition about epimorphisms in
Theorem 5.3.10. To do this, we will use the fact that G(A ) can also be described
as a category of (enriched) sheaves for a Grothendieck topology on A (see [Sch14a,
Proposition 2.6]). In the unenriched case, there is a convenient characterization of
epimorphisms in the category of sheaves. The same remains true in the enriched
case, though the proofs have to be modified a bit. Therefore we defer the proof of
the following proposition to Appendix A.
Proposition 5.4.13. Let A ⊆ C be as in Theorem 5.4.6. Let
A (−, f) : A (−, A)→ A (−, B)
be a morphism between representable presheaves in G(A ). Then A (−, f) is an
epimorphism in G(A ) if and only if f : A→ B is a locally split epimorphism in C .
With this in hand, we can finish the proof of Theorem 5.4.6.
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Proof of Theorem 5.4.6. To show that G(A ) is geometric, we will check that the
conditions of Theorem 5.3.10 are satisfied. The lfp tensor category G(A ) is abelian
by Lemma 5.4.12 and it is generated by locally free objects of constant finite rank
by Lemma 5.4.9. The condition about epimorphisms follows if we can show the
following claim: given an epimorphism A (−, f) : A (−, A) → A (−, B) in G(A ),
the induced morphism on fixed points(
A (−, f)⊗i)Σi : (A (−, A)⊗i)Σi → (A (−, B)⊗i)Σi
of the symmetric group action on the i-fold tensor product of A (−, f) is again an
epimorphism.
From Propostion 5.4.13 we know that f : A → B is a locally split epimorphism
in C . From this it follows that
(f⊗i)Σi : (A⊗i)Σi → (B⊗i)Σi
is a locally split epimorphism in C as well (it is sent to a split epimorphism by
any base change functor which sends f to a split epimorphism). Moreover, the
objects (A⊗i)Σi and (B⊗i)Σi lie in A . To see this it suffices to prove that their
duals Symi(A∨) and Symi(B∨) lie in A . But Symi(A∨) is locally free of constant
finite rank and (A∨)⊗i → Symi(A∨) is a locally split epimorphism (this follows
for example by Theorem 4.3.10 since the statement is clearly true for the stan-
dard representation of GLd). Thus Sym
i(A∨) and similarly Symi(B∨) lie in A by
Condition (ii) of Theorem 5.4.6.
By Proposition 5.4.13, the locally split epimorphism (f⊗i)Σi is sent to an epi-
morphism by the Yoneda embedding A → G(A ). The claim now follows from the
two facts that the Yoneda embedding is symmetric strong monoidal and that it
preserves any limits that exist in A , in particular the fixed points of the symmetric
group actions on A⊗i and B⊗i respectively. 
5.5. The universal property. Having established that G(A ) is a geometric cat-
egory, we can deduce a few more facts about its structure. For example, we can
give a precise description of its subcategory of vector bundles. Recall that a vector
bundle in a geometric category is a locally free object of finite rank (not necessar-
ily constant, though). This description will be crucial for establishing the desired
universal property of G(A ).
Proposition 5.5.1. Let A ⊆ C be as in Theorem 5.4.6. Then the Yoneda embed-
ding A → G(A ) gives an equivalence between A and the category of vector bundles
in G(A ) of constant finite rank. The category of all vector bundles in G(A ) is
equivalent to the Karoubi envelope A of A .
Proof. The second statement follows from the first and the fact that any vector
bundle in a geometric category is a direct summand of a vector bundle of constant
rank (see Proposition 3.4.1).
We know from Lemma 5.4.9 that all objects in the image of the Yoneda em-
bedding are vector bundles of constant rank. Since the Yoneda embedding is fully
faithful it only remains to show the converse: any vector bundle M ∈ G(A ) of
constant rank lies in the image of the Yoneda embedding.
The object M is finitely presentable since it has a dual (here we are using the
fact that the unit of G(A ) is finitely presentable: it lies in the image of the Yoneda
embedding). By Proposition 3.3.3, there exists a morphism f : A→ A′ in A and a
right exact sequence
(5.3) A (−, A)A (−,f)// A (−, A′) // M // 0
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in G(A ). This sequence is locally split by an Adams algebra (see Example 5.2.2).
It follows that it is sent to a locally split right exact sequence by any tensor functor
whose codomain has exact filtered colimits. Applying this to the tensor functor
E : G(A ) → C from Remark 5.4.5 we find that there exists a locally split right
exact sequence
(5.4) A
f // A′ // EM // 0
in C . The object EM ∈ C is locally free of constant rank by Theorem 4.3.10 (it is
the image of the standard representation for some tensor functor from Rep(GLd)
to C ). We have just argued that the epimorphism A′ → EM is locally split, so
from Condition (ii) of Theorem 5.4.6 it follows that EM ∈ A .
Moreover, since the right exact sequence of Diagram (5.4) is locally split right
exact, it lies in the class Σ of Definition 5.4.4. Thus it is preserved by the Yoneda
embedding A → LexΣ[A op,ModR] = G(A ). Combining this with the right exact
sequence in Diagram (5.3) we find that M ∼= A (−, EM), as claimed. 
As a consequence of this, we find that G(A ) has the following universal property
among geometric tensor categories.
Proposition 5.5.2. Let A ⊆ C be as in Theorem 5.4.6 and let G be a geometric
tensor category over R with generating set G0, closed under finite direct sums and
tensor products, and consisting of vector bundles of constant rank. Then composi-
tion with the tensor functor E : G(A )→ C of Remark 5.4.5 induces a fully faithful
functor
Func,⊗
(
G , G(A )
)→ Func,⊗(G ,C )
whose essential image consists of all tensor functors F : G → C with F (G0) ⊆ A .
Proof. We will first identify the essential image. That any such tensor functor F lies
in the essential image is a consequence of Lemma 5.4.7. Conversely, if F = EF ′ for
some tensor functor F ′ : G → G(A ), we know that F ′ preserves locally free objects
of constant rank (since there are Adams algebras exhibiting each such object as
locally free). Thus F ′|G0 factors through the Yoneda embedding Y : A → G(A )
by Proposition 5.5.1. It follows that F |G0 factors through EY , which by Definition
of E is isomorphic to the inclusion A → C (see Remark 5.4.5).
It remains to check that composition with E gives a fully faithful functor. Let
Σ0 be the set of cokernel diagrams in G0 which are right exact sequences in G . Then
restriction along the inclusion G0 → G induces an equivalence
Func,⊗(G ,D)→ FunΣ0,⊗(G0,D)
for any tensor category D (see Corollary 3.3.7). As we have just seen, any tensor
functor in FunΣ0,⊗
(
G0, G(A )
)
factors through the Yoneda embedding. The claim
therefore follows from the fact that EY is fully faithful (it is isomorphic to the
inclusion A → C ). 
Specializing this to the case where A is the category of all locally free objects
of finite constant rank, we obtain the following theorem. It will be used in the next
section to construct limits of weakly Tannakian categories and colimits of Adams
stacks.
Theorem 5.5.3. Let C be an lfp tensor category over R (not necessarily abelian)
and let LFcC ⊆ C be the full subcategory of locally free objects of constant rank.
Then for any geometric tensor category G over R, composition with the tensor
functor E : G(LFcC )→ C of Remark 5.4.5 induces an equivalence
Func,⊗
(
G , G(LFcC )
)→ Func,⊗(G ,C )
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of categories. Thus the inclusion of geometric tensor categories in the 2-category of
lfp tensor categories and tensor functors between them has a right biadjoint given
by G(LFc(−)).
Proof. First note that LFcC satisfies the conditions of Theorem 5.4.6. The various
closure properties of Condition (i) follow from the fact that for any finite set of
objects in LFcC we can find a single faithfully flat algebra which sends all of them
to finite direct sums of the unit. Condition (ii) is vacuously true for LFcC .
The fact that E induces an equivalence precisely means that the geometric tensor
category G(LFcC ) is a bicategorical coreflection of the lfp tensor category C , that is,
that the inclusion described in the statement of the theorem has the desired right
biadjoint.
We will apply Proposition 5.5.2 to show that composition with E gives an equiv-
alence. Let G0 ⊆ G be the full subcategory of vector bundles of constant rank (that
is, G0 = LF
c
G ). Since G is a geometric tensor category, the subcategory G0 forms
a generator of G , and it clearly satisfies the conditions of Proposition 5.5.2. To
conclude the proof it only remains to show that for any tensor functor F : G → C
we have F (G0) ⊆ LFcC , that is, that any such tensor functor preserves locally free
objects of constant finite rank. This follows for example from Theorem 4.3.10, or
from the fact that in a geometric category we can more directly find an Adams
algebra (not just a faithfully flat algebra) which sends a given locally free object of
rank d to the d-fold direct sum of the unit object. 
Another special case of the construction G(A ) is the case where the category
C is already geometric, but A is a proper subcategory of the category of vector
bundles of constant rank (for example, generated in a suitable sense by a single
vector bundle).
Definition 5.5.4. Let X be an Adams stack, and let S be a set of vector bundles
of constant rank on X. Let 〈S〉 be the smallest subcategory of QCoh(X) which is
closed under finite direct sums, finite tensor products, duals, and quotients which
are vector bundles of constant rank. Let XS be the (essentially) unique Adams
stack with QCoh(XS) ' G(〈S〉).
Remark 5.5.5. The category 〈S〉 is precisely the smallest subcategory which sat-
isfies the conditions of Theorem 5.4.6. This follows since any epimorphism between
vector bundles is locally split (see Example 5.4.2). Thus G(〈S〉) is indeed geometric,
so the above definition makes sense.
Recall that the pseudofunctor which sends an Adams stack X to the geometric
tensor category QCoh(X) gives a contravariant equivalence between the 2-category
of Adams stacks and the 2-category of geometric tensor categories and tensor func-
tors (see Theorem 5.1.6). In particular, in the situation of Definition 5.5.4, there
exists a morphism e : X → XS such that e∗ ∼= E : G(〈S〉) → QCoh(X). The
universal property of Proposition 5.5.2 implies that XS has a universal property in
the 2-category of Adams stacks.
Proposition 5.5.6. Let X be an Adams stack and let S be a set of vector bundles
on X, each of constant finite rank, and let 〈S〉 ⊆ QCoh(X) and XS be as in
Definition 5.5.4. Then the functor e∗ : QCoh(XS) → QCoh(X) restricts to an
equivalence of the category VBc(XS) of vector bundles of constant rank on XS and
the full subcategory 〈S〉 of QCoh(X).
Moreover, for any Adams stack Y , composition with e : X → XS induces an
equivalence between the category of morphisms XS → Y and the full subcategory of
morphisms f : X → Y for which f∗(VBc(Y )) ⊆ 〈S〉.
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Proof. Recall that QCoh(XS) ' G(〈S〉). The claim about vector bundles of con-
stant rank on XS therefore follows from Proposition 5.5.1.
The second part follows from the universal property of G(〈S〉) (see Proposi-
tion 5.5.2) and the contravariant equivalence between the 2-category of Adams
stacks and the 2-category of geometric tensor categories (see Theorem 5.1.6). 
There is a similar construction in the theory of Tannakian categories. Given a
Tannakian category T and an object V ∈ T , the category 〈V 〉 is the full subcate-
gory of subquotients of finite tensor products of copies of V and its dual. Despite
the slightly different description, this category coincides with the category of the
same name in Definition 5.5.4 (where QCoh(X) = Ind(T ) and S is the set {V }).
This follows since all epimorphisms and monomorphisms between objects in T are
locally split in Ind(T ), and all objects of T are locally free of constant finite rank
as objects of Ind(T ). Moreover, in this case there is a simpler description of the
geometric category G(〈S〉).
Proposition 5.5.7. Let T be a Tannakian category over a field k, and let S be
a set of objects of T . Then the category 〈S〉 ⊆ Ind(T ) of Definition 5.5.4 is
Tannakian, the geometric category G(〈S〉) is equivalent to Ind(〈S〉), and the tensor
functor E : Ind(〈S〉)→ Ind(T ) of Remark 5.4.5 is exact and fully faithful.
Proof. As in the case S = {V } outlined above we find that the category 〈S〉 consists
precisely of the subquotients of finite tensor products of objects in S and their duals.
Thus 〈S〉 is an abelian subcategory of Ind(T ), and the inclusion 〈S〉 → Ind(T ) is
exact.
Let w : T → VectK be a fiber functor for some field extension K ⊇ k. The
induced tensor functor Ind(T ) → VectK sends all right exact sequences whose
objects lie in T to split exact sequences. Up to equivalence, this tensor functor is of
the form (−)B for some Adams algebra B ∈ Ind(T ) (see [Sch14b, Proposition 3.9]
and Proposition 4.1.4). Thus the class Σ of cokernel diagrams in 〈S〉 which are
locally split right exact sequences in Ind(T ) coincides with the class of all right
exact sequences in the abelian category 〈S〉. It follows that
G(〈S〉) = LexΣ[〈S〉op,Vectk]
is the category of ind-objects of 〈S〉. The induced tensor functor
E : Ind(〈S〉)→ Ind(T )
of Remark 5.4.5 is exact and fully faithful since the inclusion 〈S〉 → Ind(T ) has
the same properties. 
5.6. Colimits of Adams stacks. In order to prove our result on the cocomplete-
ness of the 2-category of Adams stacks, it is convenient to shift our perspective
slightly. From Theorem 5.5.3 we know that the 2-category of geometric tensor
categories is a (bicategorically) coreflective sub-2-category of the 2-category of lfp
tensor categories and tensor functors between them. If the latter had all bicate-
gorical limits, we could deduce that the 2-category of geometric tensor categories
has all bicategorical limits as well. However, there are some subtleties to take into
account: while the limit of locally finitely presentable categories is again locally
presentable, it need not be locally finitely presentable in general. Moreover, it is
unclear if Func,⊗(C ,D) is essentially small for general lfp tensor categories C , D .
For these reasons it makes sense to consider the 2-category of weakly Tannakian
categories (see Definition 5.1.2) instead of the 2-category of geometric tensor cate-
gories.
As we saw in Proposition 5.1.5, these 2-categories are equivalent: if C is geomet-
ric, then the full subcategory Cfp of finitely presentable objects is weakly Tannakian,
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and if A is weakly Tannakian, then Ind(A ) is geometric. The 2-category of weakly
Tannakian categories has the advantage that it is naturally a sub-2-category of the
2-category RM , which does not have the above mentioned drawbacks.
The hom-categories of RM are clearly essentially small since the objects of
RM are essentially small categories. Moreover, RM has all bicategorical limits
and colimits. This follows for example from the fact that RM is the category
of “commutative monoids” (more precisely, symmetric pseudomonoids) in the bi-
categorically complete and cocomplete 2-category Rex of essentially small finitely
cocomplete R-linear categories and right exact functors between them (see [Sch14a,
§5]). The usual arguments for existence of limits and colimits in the category of
commutative algebras in an lfp tensor category can be “categorified.”
To any right exact symmetric monoidal category we can associate a weakly
Tannakian category using the construction introduced in §5.4. In order to simplify
the statement, we extend the definition of locally free objects and locally split
epimorphism to right exact symmetric monoidal categories as follows.
Definition 5.6.1. An object A of a right exact symmetric monoidal category A
is called locally free of rank d ∈ N (respectively locally free of constant finite rank)
if A, considered as an object of the lfp tensor category Ind(A ), is locally free of
rank d in the sense of Definition 4.3.1 (respectively if it is locally free of rank d for
some d ∈ N). We write LFcA for the full subcategory of A consisting of locally free
objects of constant finite rank.
A morphism in A is called a locally split epimorphism if it is a locally split
epimorphism in Ind(A ) in the sense of Definition 5.2.1.
Remark 5.6.2. Let A be a right exact symmetric monoidal category. Then the
category LFcA of locally free objects of constant finite rank in A is equivalent to
the category LFcInd(A ) of locally free objects of constant finite rank in the lfp tensor
category Ind(A ). It is immediate from the definition that the former category is a
full subcategory of the latter. To see that this inclusion is an equivalence, note that
objects of LFcInd(A ) have duals, so they are finitely presentable in Ind(A ) since
the unit of Ind(A ) is finitely presentable. The claim follows from the fact that
the finitely presentable objects of Ind(A ) are precisely the objects isomorphic to
objects in the image of the embedding of A in Ind(A ).
Definition 5.6.3. For A ∈ RM , let
T (A ) := G
(
LFcA , Ind(A )
)
fp
be the right exact symmetric monoidal category of finitely presentable objects
in the geometric tensor category G
(
LFcA , Ind(A )
)
associated to the full subcat-
egory LFcA of Ind(A ) consisting of locally free objects of constant finite rank
(see Theorem 5.4.6). To keep the notation simpler, we will write G(LFcA ) for
G
(
LFcA , Ind(A )
)
in the remainder of this section.
Theorem 5.6.4. The assignment which sends A ∈ RM to T (A ) gives a right
biadjoint to the inclusion of the full sub-2-category of weakly Tannakian categories
in RM . In particular, the 2-category of weakly Tannakian categories has all bi-
categorical limits, and it is closed under all bicategorical colimits. The limit of
a diagram of weakly Tannakian categories Ai is given by T (limAi), where limAi
denotes the limit in RM .
Proof. We use the fact that for any weakly Tannakian category T and any lfp
tensor category C , there is an equivalence
(5.5) RM (T ,Cfp) ' Func,⊗
(
Ind(T ),C
)
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of categories which is natural in C (this follows from Theorem 3.2.3 and the fact
that any tensor functor whose domain is geometric preserves finitely presentable
objects; see also [Sch14b, Lemma 2.6]).
Thus for A ∈ RM and C = Ind(A ) we have an equivalence
RM (T ,A ) ' Func,⊗
(
Ind(T ), Ind(A )
)
of categories which is natural in A and T . The right hand side is naturally
equivalent to the category
Func,⊗
(
Ind(T ), G(LFcA )
)
by Theorem 5.5.3. Applying the equivalence (5.5) again we find that there is an
equivalence
RM (T ,A ) ' RM (T , T (A ))
which is natural in T . This proves the first claim.
The second claim is a general fact about a full sub-2-category S of a 2-category
K whose inclusion I : S → K has a right biadjoint T : K → S . The bicategorical
limit of a diagram in S is given by applying T to the limit in K . To see that
S is closed under bicategorical colimits, note that from the universal property of
colimits we can construct a 1-cell
colimSi → IT colimSi
whose composite with the counit ε : IT colimSi → colimSi is isomorphic to the
identity. The claim that colimSi ∈ S follows from the fact that S is closed under
such “essential” retracts (at least up to equivalence, which is all we need). 
This theorem implies that the 2-category of Adams stacks has all bicategorical
limits and colimits.
Proof of Theorem 1.1.1. The 2-category AS of Adams stacks is contravariantly
equivalent to the 2-category of weakly Tannakian categories by Theorem 5.1.3.
Thus AS is bicategorically complete and cocomplete by Theorem 5.6.4. 
As an immediate consequence, we find that for reasonable stacks X, there exists
a universal approximation X → X ′ of X by an Adams stack X ′.
Theorem 5.6.5. Let X be a small stack on the fpqc-site AffR, that is, a stack that
can be written as a bicategorical colimit of affine schemes for some diagram with
small indexing category. Then there exists an Adams stack X ′ and a morphism of
stacks X → X ′ which induces an equivalence
Hom(Xprime, Y )→ Hom(X,Y )
for all Adams stacks Y .
Proof. Write X = colim Spec(Ai) in the 2-category of stacks on the fpqc-site AffR,
and let X ′ be the colimit of the same diagram in the 2-category AS of Adams
stacks. Then for any Adams-stack Y we have equivalences
AS (X ′, Y ) ' limAS (Spec(Ai), Y )
= lim Hom
(
Spec(Ai), Y
)
' Hom(X,Y )
which are natural in Y . By the Yoneda lemma, this equivalence is completely
determined by the image of idX′ ∈ AS (X ′, X ′), that is, it is given by composition
with a morphism X → X ′, as claimed. 
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Appendix A. Enriched Grothendieck topologies and sheaves
A.1. Basic definitions. In this appendix we will establish some basic properties
of categories of sheaves enriched in R-modules. Their counterparts for unenriched
sheaves are well-known. However, the proofs often differ slightly. The main reason
for this is that certain convenient properties that hold for unenriched presheaves of
sets do not hold for R-linear presheaves. For example, the category of Set-valued
presheaves has universal colimits and disjoint coproducts, neither of which is true
for the category of R-linear presheaves. We therefore give a detailed account of this
theory and develop some of the generalizations necessary to prove the results of §5.
Definition A.1.1. Let A be an R-linear category. A class Θ of morphisms in
A is called a singleton coverage on A if it satisfies the following closure property:
given p : A→ B in Θ and an arbitrary morphism f : C → B, there exists an object
D ∈ A together with a morphism p′ : D → B in Θ and a morphism f ′ : D → A
such that the diagram
D
p′ //
f ′

C
f

A
p
// B
is commutative. The morphisms in Θ are called coverings.
Example A.1.2. Let Σ be an ind-class on A . Then R(Σ) (that is, the mor-
phisms that appear as cokernels in some cokernel diagram in Σ) is a singleton
coverage on A . This follows if we apply Condition (ii) to the right exact sequence
in Condition (i) of the definition of an ind-class (see Definition 3.3.2 and [Sch14a,
Definition 2.3]).
As in the unenriched context, we can use a singleton coverage on A to define
a category of sheaves on A . Given an R-linear presheaf F : A op → ModR, a
morphism f : A→ B in A , and an element b ∈ FB, we write b · f for the element
Ff(b) of FA (if the presheaf F is understood from the context). This notation is
often used for unenriched presheaves since the functor axioms correspond to the
right action axioms: we have (b · f) · g = b · (f ◦ g) and b · idB = b for all composable
morphisms f, g in A .
Definition A.1.3. Let Θ be a singleton coverage on the R-linear category A . An
R-linear presheaf F : A op →ModR on A is called an R-linear sheaf for Θ if the
following conditions hold for all coverings p : A→ B in Θ:
(i) The morphism Fp : FB → FA is a monomorphism;
(ii) An element a ∈ FA is of the form b · p for some b ∈ FB if and only if
a · f = 0 for all morphisms f : A′ → A in A with pf = 0.
The full subcategory of PA consisting of sheaves for Θ is denoted by ShΘ(A ).
The main technical result of [Sch14a, §2] is the following proposition.
Proposition A.1.4. Let Σ be an ind-class on the R-linear category A . Then an
R-linear presheaf on A is a sheaf for the coverage R(Σ) of Example A.1.2 if and
only if it sends cokernel diagrams in Σ to kernel diagrams. In other words, we have
LexΣ[A op,ModR] = ShR(Σ)(A ).
Proof. This is proved in [Sch14a, Proposition 2.6]. 
Categories of R-linear sheaves can also be described via enriched Grothendieck
topologies in the sense of Borceux and Quinteiro [BQ96]. We use the fact that
epimorphisms in such categories can be described very explicitly in order to check
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the condition about epimorphisms in Theorem 5.3.10 for the tensor categories con-
structed in §5.4. This description is standard in the unenriched case. Since this
is a key ingredient in the main result of this paper we will give a detailed proof
that it holds for categories of R-linear sheaves as well. We start by recalling some
terminology and results from [BQ96].
Definition A.1.5. An R-linear sieve on an object A ∈ A is an R-linear presheaf
S : A op →ModR onA which is a subobject of the representable presheafA (−, A).
Note that R-linear sieves differ from ordinary (unenriched) sieves: for all objects
B ∈ A , SB is a submodule of A (B,A) instead of a mere subset. Thus we cannot
generate an R-linear sieve from a collection of morphisms with target A in the same
way as in the unenriched setting: in order to get a submodule we would have to
take finite linear combinations. This problem does however not arise in the case of
singleton coverings, which is the only case we will need.
Example A.1.6. Let q : A→ B be a morphism in A . We write Sq for the image
of
A (−, q) : A (−, A)→ A (−, B)
in the category PA of R-linear presheaves on A . This is an R-linear sieve on A,
and Sq(C) consists of all morphisms C → B which factor through q.
Note that the sieve Sq is constructed as the corresponding sieve in the unenriched
case. For this reason, we encounter no serious difficulties when generalizing classical
results to the R-linear case. If we wanted to allow coverages whose coverings are
not singletons, we would have to find a way to deal with the fact that coproducts
in PA are neither disjoint nor universal. The following definition gives a special
case of an enriched Grothendieck topology in the sense of Borceux and Quinteiro
(see [BQ96, §1]).
Definition A.1.7. An R-linear Grothendieck topology τ on A consists of a col-
lection τA of R-linear sieves on A for all objects A ∈ A , subject to the following
closure conditions:
(i) For all A ∈ A , idA (−,A) lies in τA;
(ii) If f : A→ B is a morphism in A , S ∈ τB , and
S′ //

S

A (−, A)
A (−,f)
// A (−, B)
is a pullback diagram in PA , then S′ ∈ τA;
(iii) If S is any sieve on B, T ∈ τB , and for all pullback diagrams
f−1S //

S

A (−, A)
A (−,f)
// A (−, B)
with f ∈ TA, the R-linear sieve f−1S lies in τA, then S lies in τB .
Definition A.1.8. Let A be an R-linear category and let S be an R-linear sieve
on A ∈ A . Let i : S → A (−, A) denote the inclusion of S in the representable
presheaf. We say that an R-linear presheaf F : A op →ModR is a sheaf for S if
PA (i, F ) : PA (A (−, A), F )→ PA (S, F )
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is an bijection. Equivalently, if for all solid arrow diagrams
S
i

// F
A (−, A)
;;
in PA there exists a unique morphism A (−, A) → F making the above diagram
commutative.
If τ is an R-linear Grothendieck topology on A , then we say that F is a sheaf
for τ if F is a sheaf for all R-linear sieves S ∈ τA and all A ∈ A . We write Shτ (A )
for the full subcategory of PA consisting of sheaves for τ .
These correspond with the definitions of enriched Grothendieck topologies and
enriched sheaves given in [BQ96] (by [BQ96, Lemma 1.6], applied to the strong
generator {R} of ModR).
A.2. The topology induced by a coverage. We will see below that any sin-
gleton coverage Θ induces an R-linear Grothendieck topology τ(Θ) in such a way
that F is a sheaf for Θ in the sense of Definition A.1.3 if and only if it is a sheaf
for τ(Θ) in the sense of Definition A.1.8. The proof mostly follows the proof of
the corresponding fact in the unenriched case, and the result was implicitly used
in [Sch14a, §2]. Since it is a key ingredient in the proof of the main result of this
article, we provide full details below.
Lemma A.2.1. Let Θ be a singleton coverage on the R-linear category A , and let
q : B′ → B be a composite of n morphisms in Θ for some n ∈ N. Then for any
morphism f : A → B in A there exists a composite q′ : A′ → A of n arrows in Θ
and a morphism Sq′ → Sq in PA such that the diagram
(A.1)
Sq′ //

Sq

A (−, A)
A (−,f)
// A (−, B)
is commutative.
Proof. Applying the defining property of singleton coverages n times we find that
there exists a commutative diagram
A′
f ′ //
q′

B′
q

A
f
// B
such that q′ is a composite of n morphisms in Θ. The claim follows by taking
images of the vertical morphisms of the induced diagram in PA . 
Definition A.2.2. Let Θ be a singleton coverage on the R-linear category A .
For A ∈ A , let τ(Θ)A be the set of R-linear sieves on A given by the union of
{id : A (−, A)→ A (−, A)} and the set of all R-linear sieves S on A for which there
exists a finite composite q of morphisms in Θ (with target A) such that Sq ⊆ S.
Proposition A.2.3. Let Θ be a singleton coverage on the R-linear category A .
Then τ(Θ) is an R-linear Grothendieck coverage on A .
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Proof. Condition (i) of Definition A.1.7 is satisfied by definition, and Condition (ii)
follows from the existence of Diagram (A.1) in Lemma A.2.1.
To see that Condition (iii) holds, let S be an R-linear sieve on B, let T ∈ τ(Θ)B ,
and assume that the pullback f−1S of S along A (−, f) : A (−, A)→ A (−, B) lies
in τ(Θ)A for all f ∈ TA (and all A ∈ A ). If idB ∈ TB, it follows immediately that
S ∈ τ(Θ)B .
It remains to check that the same is true if we only know that T contains the
R-linear sieve Sq for some finite composite q : A → B of morphisms in Θ. In this
case we have q ∈ TA, so by assumption, the pullback q−1S lies in τ(Θ)A. There
are now two cases: either q−1S is equal to the identity on A (−, A), or there exists
a finite composite q′ of morphisms in Θ with target A such that Sq′ ⊆ q−1S. In
the latter case, S contains Sqq′ (any composite qq
′f is the image of an element of
Sq′ under the morphism A (−, q) : A (−, A)→ A (−, B)), hence S lies in τ(Θ)B .
In the former case, that is, if q−1S = A (−, A), the pair of pullback diagrams
A (−, A) // S ∩ Sq

// S

A (−, A) // // Sq // A (−, B)
shows that the inclusion S ∩ Sq → Sq is an epimorphism, hence that Sq ⊆ S. This
concludes the proof that τ(Θ) is an R-linear Grothendieck topology. 
Lemma A.2.4. Let Θ be a singleton coverage on the essentially small R-linear
category A and let F : A op →ModR be an R-linear presheaf. Then F is a sheaf
for Θ in the sense of Definition A.1.3 if and only if F is a sheaf for all sieves Sq
with q ∈ Θ.
Proof. For all morphisms q : A→ B in A we have a right exact sequence⊕
{f : A′→A|qf=0}A (−, A′) // A (−, A)
A (−,q)// // Sq // 0
in PA (since the representable presheaves generate PA ). Using the fact that
PA (−, F ) sends right exact sequences to left exact sequences we find that F is a
sheaf for Θ if and only if
PA (A (−, B), F )→ PA (Sq, F )
is an isomorphism for all q ∈ Θ. 
Proposition A.2.5. Let Θ be a singleton coverage on the R-linear category A and
let F : A op →ModR be an R-linear presheaf. Then F is a sheaf for the singleton
coverage Θ in the sense of Definition A.1.3 if and only if F is a sheaf for the
R-linear Grothendieck topology τ(Θ) in the sense of Definition A.1.8.
Proof. It follows from Lemma A.2.4 that sheaves for τ(Θ) are sheaves for Θ, so it
remains to check the converse.
The sheaf condition for the identity sieve is vacuous, so we only need to check
that
PA (A (−, B), F )→ PA (S, F )
is an isomorphism if S contains Sq for some finite composite q : A→ B of morphisms
in Θ. We prove this by induction on the length of the composite q.
From Lemma A.2.4 we know that F is a sheaf for the R-linear sieve Sq on A if q
is a morphism in Θ (that is, the composite of a single morphism in Θ). Assume by
induction that the same is true for all sieves Sq on A where q is a composite of at
most n morphisms in Θ. We will first show that F is a sheaf for all R-linear sieves
S containing such a sieve Sq, and we then use this fact to show that F is a sheaf
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for all Sq where q is a composite of at most n + 1 morphisms in Θ. By induction
on n, these two facts imply that F is a sheaf for τ(Θ) (see Definition A.2.2).
Thus let q be a composite of at most n morphisms in Θ and let S ⊆ A (−, B) be
an R-linear sieve containing Sq. Since F is a sheaf for Sq, for any λ : S → F there
exists a unique morphism µ : A (−, B)→ F such that the diagram
(A.2)
Sq
λi
##
i

S
j

F
A (−, B)
µ
;;
is commutative. It only remains to check that µj = λ. Since the representable
presheaves generate PA , it suffices to check that µjk = λk for all k : A (−, A)→ S.
The composite jk is of the form A (−, f) for some f : A→ B by the Yoneda lemma.
By Lemma A.2.1, there exists a composite q′ of at most n morphisms in Θ and a
morphism Sq′ → Sq such that the diagram
Sq′
i′

// Sq
ji

A (−, A)
A (−,f)
// A (−, B)
is commutative. Since j is a monomorphism, the square
Sq′
i′

// Sq
i

A (−, A)
k
// S
is commutative as well. The assumption that F is a sheaf for Sq′ implies that it
suffices to check that the equation µjki′ = λki′ holds, which follows from commu-
tativity of the above square and of Diagram (A.2). This concludes the proof that F
is a sheaf for all R-linear sieves that contain an R-linear sieve Sq where q : A→ B
is a composite of at most n morphisms in Θ.
It remains to show that for any such morphism q and any morphism p : A′ → A
in Θ, F is a sheaf for Sqp (as mentioned above, the claim then follows by induction
on n). Let
(A.3)
S //

A (−, A)

Sqp // Sq
be the pullback of the epimorphism A (−, A) → Sq along the inclusion Sqp → Sq.
From the commutative diagram
Sp //

A (−, A)

Sqp // Sq
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(with vertical morphisms given by composition with q and horizontal morphisms
given by inclusions) we deduce that Sp ⊆ S. From the fact we proved above it
follows that F is a sheaf for the R-linear sieve S on A. Diagram (A.3) is a pullback
of an epimorphism along a monomorphism in the abelian category PA , so it is also
a pushout diagram, and therefore sent to a pullback diagram by the contravariant
hom-functor PA (−, F ). Since isomorphisms are stable under pullback it follows
that
PA (Sq, F )→ PA (Sqp, F )
is an isomorphism. But F is a sheaf for Sq by assumption, hence the composite
PA (A (−, B), F )→ PA (Sq, F )→ PA (Sqp, F )
is an isomorphism as well. This concludes the proof that F is a sheaf for Sqp
and—by induction on n—that F is a sheaf for τ(Θ). 
One of the main results of [BQ96] specializes to the following theorem about
R-linear sheaves for R-linear Grothendieck topologies.
Theorem A.2.6. Let τ be an R-linear Grothendieck topology on the R-linear cat-
egory A . Then the inclusion of Shτ (A ) in PA has an exact R-linear left adjoint.
In particular, Shτ (A ) is an abelian category.
Proof. This is proved in [BQ96, Theorem 4.4] for general enriched Grothendieck
topologies. 
A.3. Epimorphisms in the category of sheaves. As in the unenriched case,
coverages may satisfy various closure properties that give better control over cate-
gorical concepts—such as epimorphisms—in the category of R-linear sheaves.
Definition A.3.1. Let Θ be a singleton coverage on the R-linear category A . A
closure property for Θ is a property of the following list:
(i) If p and q are composable morphisms in Θ, then pq ∈ Θ;
(ii) If p and f are composable morphisms and pf ∈ Θ, then p ∈ Θ;
(iii) If p : A → B and p′ : A′ → B are morphisms in Θ, there exist morphisms
f : A′′ → A and f ′ : A′′ → A′ in A such that the diagram
A′′
f ′ //
f

A′
p′

A
p
// B
is commutative and the composite A′′ → B lies in Θ;
(iv) The category A has pullbacks of morphisms in Θ along arbitrary mor-
phisms in A and Θ is stable under pullbacks, that is, the pullback of any
morphism in Θ lies in Θ.
Note that these closure properties are not independent, for example, Property (i)
and (iv) together imply Property (iii) (and also that Θ is a singleton coverage).
Example A.3.2. Let A be a full subcategory of the lfp tensor category C over
R which satisfies the conditions of Theorem 5.4.6, that is, it consists of locally free
objects of constant finite rank, and the following conditions hold:
(i) The subcategoryA is closed under finite direct sums, finite tensor products,
and duals;
(ii) If C ∈ C is locally free of constant finite rank and p : A → C is a locally
split epimorphism in C with A ∈ A , then C ∈ A .
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Let Θ be the class of all morphisms in A which are locally split epimorphisms in C .
Then Θ is a coverage which satisfies all the closure properties of Definition A.3.1.
Indeed, Conditions (i) and (ii) follow directly from the fact that split epimorphisms
satisfy the corresponding properties, and Condition (iv) follows from Lemma 5.4.11.
Lemma A.3.3. Let Θ be a singleton coverage on the R-linear category A which
satisfies Conditions (i) and (iii) of Definition A.3.1. Let F be a sheaf for Θ and
let G ⊆ F be a subobject in PA (so G need not be a sheaf for Θ). Let
HB := {x ∈ FB | ∃p : A→ B ∈ Θ such that x · p ∈ GA}.
Then H is a subobject of F in ShΘ(A ).
Proof. The existence of the commutative diagram in Condition (iii) of Defini-
tion A.3.1 implies that HB is a submodule of FB for all B ∈ A . Given an
arbitrary morphism f : A→ B in A , the defining property of a singleton coverage
shows that Ff(x) ∈ HA for all x ∈ HB. Thus H is indeed a subfunctor of F . It
follows in particular that H is R-linear, that is, H is a subobject of F in PA .
It only remains to show that H is an R-linear sheaf for Θ. By Lemma A.2.4, it
suffices to check that
PA (A (−, A), H)→ PA (Sp, H)
is an isomorphism for all p : A→ B in Θ. Since F is a sheaf for Θ and the inclusion
H → F is a monomorphism, H is separated, that is, an extension
Sp //

H
A (−, B)
;;
is unique if it exists. Moreover, there exists a unique morphism g such that the
diagram
Sp //

H

A (−, B)
g
// F
is commutative. It only remains to check that g factors through the inclusion
H → F . By Yoneda, g corresponds to the unique element x = gB(idB) ∈ FB, so it
suffices to check that x ∈ HB. Precomposing the above square with the projection
A (−, A) → Sp we find that g ◦ A (−, p) factors through H, that is, x · p ∈ HA.
By definition of H, this implies that there exists a morphism q : A′ → A in Θ
such that x · p · q ∈ GA′. Since Θ is closed under composition (Condition (i) of
Definition A.3.1) this shows that x ∈ HB. 
Recall that a (singleton) coverage is called subcanonical if all representable
presheaves are sheaves. The following lemma gives a sufficent condition for a sin-
gleton coverage to be subcanonical.
Lemma A.3.4. Let Θ be a singleton coverage on the R-linear category A such
that all morphisms in Θ are cokernels in A . Then Θ is subcanonical.
Proof. Fix an object X ∈ A . We will check directly that A (−, X) satisfies the
conditions of Definition A.1.3. By assumption, for any morphism q : B → C in Θ
there exists a morphism p : A → B in A such that q is the cokernel of p. Since
A (−, X) sends cokernels to kernels, A (q,X) is a monomorphism. Moreover, if
g ∈ A (B,X) is a morphism such that gf = 0 for all f : A′ → B in A with qf = 0,
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then we find in particular that gp = 0. Thus there exists a morphism g′ ∈ A (C,X)
such that g′q = g. These two facts imply that A (−, X) is a sheaf for Θ. 
Proposition A.3.5. Let Θ be a subcanonical singleton coverage on the R-linear
category A and let f : A → B be a morphism in A . If Θ satisfies Conditions (i),
(ii), and (iii) of Definition A.3.1, then
A (−, f) : A (−, A)→ A (−, B)
is an epimorphism in ShΘ(A ) if and only if f lies in Θ.
Proof. If f lies in Θ, then Ff is a monomorphism for any R-linear sheaf F (see
Definition A.1.3). By Yoneda, this is equivalent to the fact that
PA (A (−, f), F ) : PA (A (−, B), F )→ PA (A (−, A), F )
is a monomorphism for all F ∈ ShΘ(A ), so A (−, f) is indeed an epimorphism.
Conversely, suppose that A (−, f) is an epimorphism in ShΘ(A ). Let Sf be the
image of A (−, f) in A (−, B), computed in the category PA . By Lemma A.3.3,
the R-linear presheaf S′f given by
S′fC = {g : C → B | ∃q : C ′ → C ∈ Θ such that gq ∈ Sf (C ′)}
is an R-linear sheaf for Θ. By construction, the epimorphism A (−, f) factors
through the inclusion S′f → A (−, B), so this inclusion is both an epimorphism and
a monomorphism in ShΘ(A ). Since ShΘ(A ) is abelian (see Theorem A.2.6 and
Proposition A.2.5) this implies that the inclusion is an isomorphism in ShΘ(A )
(and thus in particular in PA ). Therefore idB lies in S′f (B), that is, there exists
q : A′ → B in Θ such that idB ◦q ∈ Sf . This shows that q = fh for some h : A′ → A,
and it follows from Condition (ii) of Definition A.3.1 that f ∈ Θ. 
Proposition 5.4.13 is a straightforward consequence of the above proposition.
Proof of Proposition 5.4.13. Let C be an lfp tensor category over R and let A ⊆ C
be a full subcategory satisfying the conditions of Theorem 5.4.6 (see also Exam-
ple A.3.2). We need to show that A (−, f) : A (−, A)→ A (−, B) is an epimorphism
in G(A ) = LexΣ[A op,ModR] if and only if f is a locally split epimorphism in C ,
where Σ is the class of all cokernel diagrams in A which are locally split right exact
sequences in C .
From Proposition A.1.4 we know that LexΣ[A op,ModR] = ShR(Σ)(A ), where
R(Σ) is the singleton coverage associated to Σ (see Example A.1.2). Moreover,
from Lemma 5.4.11 we know that R(Σ) is the singleton coverage of morphisms in
A which are locally split epimorphisms in C . This coverage satisfies all the clo-
sure properties of Definition A.3.1 by Example A.3.2. Thus Proposition A.3.5
is applicable, and it follows that A (−, f) is an epimorphism in ShR(Σ)(A ) =
LexΣ[A op,ModR] if and only if f lies in R(Σ), as claimed. 
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