ABSTRACT Garbage detection is important for environmental monitoring in large areas. However, the manual patrol is time-consuming and labor-intensive. This paper proposes a method for monitoring garbage distribution in large areas with airborne hyperspectral data. Since there is no public hyperspectral garbage dataset, a hyperspectral garbage dataset Shandong Suburb Garbage is labeled and published. For garbage detection, a new hyperspectral image (HSI) classification network MSCNN (Multi-Scale Convolutional Neural Network) is proposed to classify the pixels of HSI data and generate binary garbage segmentation map. Unsupervised region proposal generation algorithm Selective Search and None Maximum Suppression (NMS) are used to extract the location and the size of garbage areas based on the garbage segmentation map. The experiment results show that the proposed algorithm has a good performance on garbage detection in large areas. In addition, the MSCNN has achieved better performance in comparison with other HSI classification methods in the public HSI datasets Indian Pines and Pavia University.
I. INTRODUCTION
In recent decades, the rapid development of economy has brought environmental pollution, especially for developing countries. Taken China for example, about 1 billion tons of garbage are produced every year. In this case, real time garbage detection is important for environment pollution monitoring. Although supervised object detection algorithms have developed rapidly in recent years [1] - [4] , they are not suitable for this task because they need abundant data for training which is not available for this task. Besides, there are no public datasets available for garbage detection.
Hyperspectral remote sensing is a multi-dimensional information acquisition technology that combines imaging technology and spectroscopy technology. It is also called imaging spectroscopy [5] . Hyperspectral remote sensing technology can simultaneously acquire spatial information and spectral information of the object region. Therefore, HSI has the characteristic of ''image cubes''. HSI contains tens or even hundreds of spectral bands whose spectral resolutions are
The associate editor coordinating the review of this manuscript and approving it for publication was Weipeng Jing. usually less than 10 nm, and an approximately continuous spectral curve can be drawn. It is a good reflection of different spectral characteristics of different substances, so that substances that are not detectable in natural images can be detected [6] . This advantage of hyperspectral remote sensing technology has made it application in many fields. Reference [7] used hyperspectral remote sensing technology to capture farm crops, estimate and predict the green leaf area index (LAI), and then estimate leaf coverage and predict crop growth and yield to achieve precision agriculture. The solar spectral range (0.4 − 2.5µm) provides abundant information about many important earth-surface minerals [8] , which can be used to distinguish and identify different surface minerals. So [9] explored the feasibility of hyperspectral remote sensing for mineral mapping. Reference [10] proposed using statistical learning methods for HSI classification and applied it to Earth detection. Reference [11] proposed a machine learning based SML algorithm for sub-pixel object detection of hyperspectral remote sensing image. Compared with satellite remote sensing technology, airborne remote sensing technology has the advantages of convenient data collection and high spatial resolution to detect ground targets in large areas.
In [12] , an airborne hyperspectral remote sensing algorithm was developed to retrieve total leaf chlorophyll content for both open spruce and closed forests. Reference [13] used airborne hyperspectral data to study the effects of various nitrogen application rates and weed control on corn. However, it is often challenging to obtain high-resolution (HR) HSIs and HSIs often exhibit large amounts of noise. In order to solve these two problems, [14] proposed a non-negative structured sparse representation (NSSR) approach to recover a HR HSI from a low-resolution (LR) HSI and a HR RGB image and [15] devised a cluster sparsity field (CSF) based HSI reconstruction framework which explicitly models both the intrinsic correlation between measurements within the spectrum for a particular pixel, and the similarity between pixels due to the spatial structure of the HSI.
HSI classification is an important way to apply hyperspectral remote sensing technology in various fields. During the past decades, many methods for HSI classification have been proposed. In general, these methods can be divided into three categories: unsupervised, semi-supervised and supervised. Unsupervised methods such as K-means and other clustering algorithms [16] , [17] do not require training data and can be applied to tasks where data is scarce. Semi-supervised methods [18] , [19] aim to achieve good performance with limited labeled training data. Traditional supervised classification algorithms have been applied to HSI classification [20] - [22] . As for supervised methods, [23] proposed a adjacent superpixel-based multiscale spatial-spectral kernel (ASMGSSK) method for HSI classification. However, HSIs are highly susceptible to conditions such as weather, temperature, light, and even air humidity, which result in the problem of same spectrum from different materials and same materials with different spectrum. In addition, mixed pixels often appear in low spatial resolution HSIs. These problems greatly increase the difficulty of HSI classification and make the above classification methods do not achieve satisfactory performance in complex scenes.
Recently, deep learning has proved its effectiveness and robustness in many fields. Many HSI classification algorithms based on deep learning have been proposed. Reference [24] used convolutional neural network (CNN) as a feature extractor to extract high-level features in HSIs, and then use Multi-Layer Perceptron (MLP) to complete the classification task. Under the limitation of small training samples, [25] employed some network strategies (e.g., data augmentation, lager dropout rates, etc.) to alleviate overfitting during the training process. [26] operated on pixel-pair model where a new data combination is constructed via pairing with any two selected samples from the available labeled data and the data entry is relabeled. In this case, the amount of input data for training exhibits quadratic growth. HSIs are different from natural images in that HSIs contain both spatial and spectral information of the object. Therefore, [27] proposed a supervised spectral-spatial residual network (SSRN) with consecutive learning blocks that takes the characteristics of HSI into account. [28] proposed a deep 3-D lightweight convolutional network (3-D-LWNet) for HSI classification and adopted two transfer learning strategies to alleviate the problem of HSI having limited training samples.
Airborne hyperspectral remote sensing has advantages in wide-areas environmental monitoring. Therefore, we transform the garbage detection task into a two-step task, HSI classification and unsupervised object detection. Since there is no public HSI garbage dataset, in order to validate our algorithm, we have labeled a HSI garbage dataset. The ideas of this paper are as follows.
1) A novel HSI classification framework is proposed to classify each pixel to extract binary segmentation map of garbage. The performance of the above HSI classification methods in dealing with unbalanced datasets is unsatisfactory because they do not make full use of the spatial and spectral information of HSI to train small sample categories effectively. In order to solve this problem, convolution kernels of various sizes are used in our CNN, this is a multi-scale architecture similar with the Inception of [29] . The small convolution kernel extracts local features and spectral information, and the large convolution kernel extracts spatial information. Making full use of spatial and spectral information ensures the performance and robustness of our model. 2) Since the location and the size of garbage are important parameters in the actual application, unsupervised region proposal generation algorithm Selective Search [30] is used as an unsupervised object detection algorithm to detect garbage on the segmentation map extract in step 1, and then None Maximum Suppression (NMS) is used to remove the repeated detection result. This paper solves the problem of garbage monitoring in large areas by using HSI classification algorithm and unsupervised region proposal generation algorithm. In summary, the main contributions of this article are as follows: 1) Proposed a novel method for detecting garbage in large area. Through our design, the requirements for training data are reduced, and good monitoring performance can be obtained for this task. 2) A public hyperspectral garbage detection dataset is presented. This dataset is the first public dataset that can be used for garbage detection in large areas. 3) A high-spectral image classification network MSCNN with excellent performance is proposed. It extracts multi-scale features of HSIs through multi-size convolution kernels, and superior performance is demonstrated by comparison with state-of-the-art HSI classification methods on datasets Indian Pines and Pavia University. The remainder of this paper is organized as follows. Section II introduces the two public datasets we use and our own datasets, and details our algorithm. In Section III we introduce our experimental process and discussed the experimental results. Section IV discusses the influence of several factors. Section V concludes the paper with a summary of our method. 
II. MATERIALS AND METHODS

A. DATASETS 1) PUBLIC DATASETS
To evaluate the performance of the proposed classification algorithm in HSI classification task, two public HSI datasets are used: the Indian Pines and the Pavia University. The two datasets are briefly introduced below.
1) Indian Pines dataset was gathered by AVIRIS sensor over the Indian Pines test site in North-western Indiana and consists of 145 × 145 pixels and 224 spectral reflectance bands in the wavelength range 0.4−2.5µm. It is worth noting that due to the water absorption, only 200 of these bands are usually used. The Indian Pines dataset total has 10,249 labeled pixels and 16 categories. The categories and respective samples number are shown in Fig. 1 . The samples in the Indian Pines dataset are unbalanced. For example, Soybean-mintill has 2455 samples, while the Oats only has 20 samples. In addition, the low spatial resolution of the dataset causes a lot of mixed pixels. These increase the classification difficulty of the Indian Pines dataset and have higher requirements for the classification algorithm. 2) Pavia University dataset was acquired by the ROSIS sensor during a flight campaign over Pavia, northern Italy. The wavelength range is 0.43 − 0.86µm, the picture size is 610 × 610 pixels, and the spatial resolution is about 1.3 meters, including 103 spectral bands. The Pavia University dataset has a total of 207,400 pixels, of which 42,776 are labeled and has nine categories, as shown in Fig. 2 .
2) PROPOSED DATASET
Since there is no public dataset for garbage detection task, this paper presents a hyperspectral garbage dataset named Shandong Suburb Garbage. It is shown in Appendix V. This dataset is collected by China's new generation of airborne high-resolution imaging spectrometer (high-resolution special hyperspectral imager) on June 23, 2018 in Feicheng, Shandong. The wavelength range is 0.4 − 1.0µm, including 63 bands, and the spatial resolution of the image is about 12.5 cm. Our algorithm consists of two parts: HSI classification and unsupervised garbage detection, so our dataset is correspondingly labeled by two steps. . When labeling this part, we only label the pixels that can be identified as garbage. The blurred category pixels are neither labeled as garbage nor labeled as background. For sample diversity, the background contains as many categories as possible. In our datasets, the garbage category in our dataset has 161,258 pixels and the background category has 270,072 pixels. Figure 8b is the garbage detection part of the dataset. Since unsupervised garbage detection algorithm does not need training, this part dataset is only used to test our algorithm.
B. METHODS
In this section, we first introduce the overall algorithm architecture. Then the HSI classification part and the object detection part are detailed separately. 
1) OVERALL ARCHITECTURE
As illustrated in Figure 3 , the proposed algorithm has two steps: HSI classification and unsupervised garbage detection. The processing flow of the method is as follows. The input to the classification network is the d × d neighborhood block of each pixel. When a pixel classification is completed, the next sample is continuously input until all the pixels in the image are classified, and the binary segmentation map of the garbage is obtained. Then, through Selective Search, detection results are generated on the binary segmentation map. Since There are many repetitions of the results, NMS is used to filter out the repeated boxes to obtain the final detection result.
2) HSI CLASSIFICATION NETWORK
A multi-scale HSI classification network MSCNN is proposed, as shown in Figure 4 . MSCNN is a convolutional neural network including two Multi-scale layers. The Multiscale layer contains multiple sizes of convolutional kernels (1 × 1, 3 × 3, 5 × 5 convolution kernels are used herein). The small convolution kernel extracts local features and spectral information, and the large convolution kernel extracts spatial information. The multi-size convolution kernels complement each other to extract multi-scale features and then improve the performance of the classification model. Different from object classification in natural images, airborne HSI classification classifies pixels. The input to the network is VOLUME 7, 2019 a neighborhood patch centered around each pixel. When the data is fed to the MSCNN, the first Multi-scale layer extracts multi-scale features. These features are concatenated in the channel dimension through the concat layer, and dimensionally reduced by a Max-pooling layer. The second Multi-scale layer further extract the multi-scale features and use 1 × 1 convolutional layer for feature dimensionality reduction. The classification result is calculated by the Softmax layer after three fully connected layers. In addition, in order to make the model training more stable and alleviate the over-fitting problem, Dropout layers are added to the network. Table 1 is the detailed parameters of the MSCNN.
C. UNSUPERVISED GARBAGE DETECTION
Object detection is one of the most fundamental and important tasks in computer vision. Recently, supervised object detection technology has developed rapidly. Since abundant garbage data for supervised object detection is hard to obtained, unsupervised algorithms Selective Search and NMS are used.
Selective Search is usually used to generate object proposals for supervised target detection. It is an unsupervised algorithm and is convenient for practical use. Selective Search is detailed in Algorithm 1.
The main idea of Selective Search is the sub-region merging strategy and the multiple similarity metrics (similarity Algorithm 1 Selective Search Input: Image Output: Set of object proposal L Obtain initial regions R = {r 1 , . . . , r n } using the method in [31] Initialize
Remove similarities regarding r i : S = S\s r * , r j Calculate similarity set S t between r t and its neighbors S = S ∪ S t R = R ∪ R t end while Extract obtained object proposal set L from all regions in R standards mainly include color, texture, size, etc.). The former enables Selective Search to detect multi-scale objects, while the latter enables Selective Search to deal with as many image conditions as possible.
NMS is a greedy algorithm and is usually used to remove repeated objects in object detection algorithms. NMS is detailed in Algorithm 2. For our task, there are many non-target objects on the original image, which affects the performance of Selective Search. In this paper, Selective Search is not used to detect the target on the original images, but detect on the garbage binary segmentation maps generated by the HSI classification network. There are only foreground and background in the segmentation map. After detecting the object on the segmentation map, it is not need to classify the generated proposals. So Selective Search can be regarded as an unsupervised target detection algorithm in this paper. There are some problems, since Selective Search not returns the confidence of the objects, NMS cannot be performed. So here the size of detected objects is used as the confidence. This is reasonable in this paper because on the segmentation maps of garbage, the detected objects size depends on the size of corresponding garbage pixel blocks. The larger the pixel block is, the more likely it is a garbage area in the actual scene, and the small garbage pixel block may be the misdetection of the classification model.
Algorithm 2 None Maximum Suppression
III. RESULTS
A. EXPERIMENTAL SETUP 1) IMPLEMENTATION DETAILS
We implement the proposed method using the Python programming language and the open source framework Pytorch. Hyper-parameters used for training are set as below. The basic learning rate is 10 −2 . For the stochastic gradient descent (SGD) optimization algorithm, the batch size is set to 100, the momentum is set to 0.9, and the weight decay is set to 10 −4 . A total of 100 epochs are iterated, and the learning rate multiplied by 0.1 per 30 epochs. In all experiments, the filter weights of MSCNN are initialized by Gaussian distribution with zero mean and unit variance. The experiment is performed on the Ubuntu 16.04 operating system with one Intel core i7 8700K and 64GB memory, and a GTX 1080Ti graphics processing unit (GPU) is used to accelerate computing.
During the experiment the proposed classification network is evaluated on Indian Pines and Pavia University datasets. We randomly select 20% of the samples as the training set and the remaining 80% as the test set. Considering that the imbalance problem between dataset categories, we limit each class of training samples to a maximum number of 160.
In the garbage detection task, we randomly select 50% labeled pixels on two images as the training set of the classification algorithm. As for the detection part, we use all four pictures to testing because there is no training process.
2) EVALUATION PROTOCOL
The algorithm evaluation in this paper has two parts, the evaluation of the classification model and the evaluation of the garbage detection. For the evaluation of the classification model, overall accuracy (OA), average accuracy (AA) and Kappa coefficient (Kappa) are used. OA is the ratio of the model correctly predicting the number of samples to the total number of test samples and is sensitive to the accuracy of large sample categories. AA is the mean of the accuracies of all categories and is sensitive to the accuracy of small sample categories. Kappa can be used to evaluate the accuracy of a classifier, especially in the case of unbalanced labels. We run the experiments 10 times with different initial random VOLUME 7, 2019 training samples, and then confidence intervals of OA, AA, and Kappa are reported. As for garbage detection, we use recall as the primary evaluation criteria, and false positives the secondary.
B. EXPERIMENTAL RESULTS AND ANALYSIS 1) CLASSIFICATION
In this section we show comparisons of the propose method with state-of-the-art HSI classification methods, SSRN in [27] and 3-D-LWNet in [28] . In comparison, we use the same number of training samples and input patch size as [28] . It is worth noting that the performance of SSRN deteriorates as the input patch size becomes larger (Kappa is decreased to 98.67% when patch size is 27 × 27). To make a fair comparison, the best results of SSRN and MSCNN are compared with the same number of training samples(when the input block size of SSRN is 7 × 7, and MSCNN is 27 × 27). The compare results are shown in Tables 2 and 3.   Table 2 shows detailed comparison between the different tested neural networks on Indian Pines dataset. In the same training environment, MSCNN compared SSRN in [27] , OA is increased by 0.32%, AA slightly decreased, and Kappa is increased by 0.37%. Compared to [28] , MSCNN has decreased in three indicators. Table 3 shows detailed comparison between the different tested neural networks using Pavia University dataset. Compared with [27] , MSCNN has a small lead in three indicators. Compared with [28] , OA is increased by 0.11%, AA slightly decreased, and Kappa is increased by 0.14%.
Using MSCNN to obtain garbage binary segmentation maps is the first step of our garbage detection algorithm. This is a two-category task: garbage and background. The samples we have labeled are distributed in four images. In two-category task, 50% of the labeled samples in two images are used as the training set, and the remaining samples are used as the test set. Table 4 is the test results of classification task. After the training phase, we classify all the pixels (including unlabeled pixels) of the four images to obtain the garbage segmentation maps, as shown in Figure 5 . Although most pixels in the figure are unlabeled, there are few misclassifications, indicating that our classification model is highly robust.
2) DETECTION
Detection is the second step of the proposed algorithm in this paper. This step uses Selective Search to detect garbage areas on the garbage segmentation maps obtained by the classification algorithm, and the repeated objects is removed using the NMS algorithm, as shown on Figure 6 . Since monitoring the distribution of garbage need to detect all garbage areas, recall is the most important evaluation criteria in practical applications. In contrast, accuracy of the garbage area size is less important. In the evaluation of this part, we calculate the Intersection over Union (IoU) of the test results with ground truth, and IoU of the results greater than 50% are regarded as the correct detection. Table 5 shows the results of the test on all four pictures. Our training samples are randomly selected from the labeled data on Picture 1 and Picture 2. The second column of the table is the number of objects in the image, the third column is the number of detect results, the fourth column is the highest IoU in all detect results, and the fifth column is recall of detect results. As can be seen, our algorithm is able to correctly detect target with few boxes.
IV. DISCUSSION
In this section, we discuss the setting of some parameters or tricks in the proposed method. classification performance. In addition, we also analyze the influence of class number to the classification performance. 1) Dropout is an effective way to alleviate the over-fitting problem, as proposed by Hinton et al. [32] . Dropout reduces the correlation between neurons and improves the generalization performance by stopping the work of neurons in the network with a certain probability. Due to the high data dimension of HSI and few samples, the hughes phenomenon is easy to occur, so Dropout is used in our proposed network. The first column and the second column of Table 6 are the classification results of our model using Dropout and not using Dropout in the same training environment. As can be seen that the OA, AA, and Kappa of the model after using Dropout have increased by 0.92%, 0.58%, and 1.25%, respectively. Kappa's large lead proves the good performance of Dropout on unbalanced datasets. 2) Image data contains many small-scale local features and large-scale global features. In CNNs, usually small-scale features of images are extracted by small convolution kernels with small receptive fields, while large-scale features are extracted by large convolution kernels with large receptive fields. And in this paper, a single garbage (e.g., plastic bags, scrap metal, etc.) has many individual features, and the accumulated garbage has the disorderly spatial features. Therefore, this paper proposes to use MSCNN with 1 × 1, 3 × 3, 5 × 5 three different size convolution kernels to extract multi-scale features. To verify the multi-scale structure, three single-scale CNNs that extracts single-scale features with the same parameter amount as MSCNN are proposed. Detailed network parameters are shown in Table 7 (Due to limited space, only the network with scale of 5 × 5 is shown here, and the other two singlescale networks differ only in the C1 and C2 layers). These networks are trained in same environment. The experimental results are shown in the first and third to fifth columns of Table 6 (k represents feature scale).
Compared to three single-scale models, the three indicators of the multi-scale model have a large lead. It is proved that MSCNN has an advantage over models using single-scale features. The higher Kappa is proved that the multi-scale structure enables MSCNN to deal with as many objects as possible. 3) In our original idea, MSCNN is a two-category model:
garbage and background. A binary segmentation map of garbage is generated by this two-category model. However, the two-category model has a high probability of misidentifying the non-existing objects in the labeled categories as garbage. Figure 7b shows the segmentation map through two-category MSCNN.
On the right of the image, some pixels are misidentified as garbage. A small part may be that the hyperspec- tral data itself has the same problem of same spectrum from different materials, but for the most part is that the two-category model is easy to misjudgment. Although we have included as many object categories as possible in the background class. Due to the complex object categories in HSI, it is difficult to cover all categories. Therefore, we consider using the multi-category MSCNN to generate the garbage segmentation map. Compared to the two-category model, multi-category method can force the model to learn more specific category features, and has stronger ability of generalization. The specific method is: we combine the original garbage dataset and our other HSI classification dataset with 19 categories (the HSI classification dataset with 19 categories will be proposed in our other paper) into a new HSI classification dataset with 21 categories. The MSCNN then trains a 21-category classifier on the new dataset. Finally, the garbage is displayed in red when the segmentation map is generated, and all other categories are displayed in black. The classification results are shown in Figure 7c . The misidentified pixels on the right of Figure 7b are correctly classified in Figure 7c . This proves that multi-category MSCNN has better robustness than two-category MSCNN.
B. DETECTION
In addition to Selective Search, the common object proposal algorithms also have Edge Boxes [33] that based on image edge information, Bing [34] that based on image gradient information, and so on. In order to select an algorithm that is most suitable for garbage detection task, we compare the performance of Selective Search and Edge Boxes. Since the Bing is a supervised algorithm, we are not considering using it here. The basic idea of Edge Boxes is that the number of contours that are wholly contained in a bounding box is indicative of the likelihood of the box containing an object. Table 8 is the result of using Edge Boxes as unsupervised object detection. There are only two correct detections of the Edge Boxes in the total of five objects of the four pictures, and the number of boxes returned is much more than the Selective Search. In original idea, we tend to use Edge Boxes as our unsupervised object detection algorithm. Because the Edge Boxes return the box and calculate the score of the object. NMS can remove the duplicate detection results according to the score. We found that Edge Boxes have a higher recall when returning a larger number of boxes, but there is no direct relationship between the calculated score and the correctness of the detection results. At the time of NMS, it is very likely that the correct test results will be filtered out, and resulting in a poor final test result. We also try to use boxes size as the score, but the result is still not good. This may be related to the basic idea of Edge Boxes, which detect objects based on the edge texture information of the image. However, the lack of edge texture information in our binary images make it difficult for Edge Boxes to detect objects with fewer boxes. And Selective Search is essentially a clustering algorithm based on image features such as color. This makes it easier to detect garbage areas than Edge Boxes.
The test results of the proposed method in the actual scene are shown in Appendix V. Below each image is the actual captured image size and corresponding space size. In Figure 10 , a total of four objects are detected, two of which are correct tests and two very small boxes are false positives. In Figure 10 and Figure 11 , there are garbage areas that are different from the training sets we have labeled, and they are successfully detected. The above detection scenarios are quite different from our training set, but our algorithm can detect objects accurately. It shows that the proposed method has high robustness and good monitoring effect for garbage distribution in large area.
It is worth noting that, the amount of data in actual scene is very large, and it takes a long time to detect with the raw data, which affects the detection efficiency. For example, Figure 9 is nearly 1.7 million pixels, and takes 103 minutes to complete the test. The raw data is down-sampled three times in the actual application and the results are mapped to the original image when the test is complete, which can reduce the processing time by 9 times. It takes only 11 minutes to process Figure 9 , and the test results are almost unchanged (This is because the data we collect has a high spatial resolution and can provide more information).
V. CONCLUSIONS
Aiming at solve the difficulties of monitoring garbage in large area, this paper proposes a two-step method to detect garbage areas based on airborne hyperspectral remote sensing technology. The first step is to classify HSI using MSCNN. In order to extract both spectral and spatial information of HSIs effectively, MSCNN utilizes multi-scale structures to extract multi-scale features. In addition, we compare MSCNN with state-of-the-art methods on Pavia University and Indian Pines dataset. The results verify that MSCNN is an excellent HSI classification network. The second step is based on the segmentation maps generated by first part, using the Selective Search algorithm as the unsupervised object detection algorithm to detect garbage areas. According to the object features, the detection boxes size is used as the confidence, which overcomes the shortcoming that Selective Search does not return the confidence of boxes. Then NMS based on this confidence to filter out the repeated boxes. The test results in actual scene proves that our garbage detection algorithm has a good monitoring effect for garbage distribution in large area. In the future work, we will detect other targets based on the proposed method, which will further enhance the monitoring of the environment. Fig 8 is the dataset we proposed. APPENDIX B Fig 9, fig 10 and fig 11 are He has responsibility for R&D of the highperformance hyperspectral imaging system and infrared imaging systems. His research interest includes the system design and simulation of the infrared and hyperspectral imaging systems. VOLUME 7, 2019 
APPENDIX A
