Facial analysis applications are increasingly being applied to inform decision-making processes. However, as global reports of unfairness emerge, governments, academia and industry have recognized the ethical limitations and societal implications of this technology. Alongside initiatives that aim to formulate ethical frameworks, we believe that the public should be invited to participate in the debate. In this paper, we discuss Biometric Mirror, a case study that explored opinions about the ethics of an emerging technology. The interactive application distinguished demographic and psychometric information from people's facial photos and presented speculative scenarios with potential consequences based on their results. We analyzed the interactions with Biometric Mirror and media reports covering the study. Our findings demonstrate the nature of public opinion about the technology's possibilities, reliability, and privacy implications. Our study indicates an opportunity for case study-based digital ethics research, and we provide practical guidelines for designing future studies.
INTRODUCTION
New and emerging technologies have the potential to impact all aspects of human life, yet their potential benefits may be outweighed by the societal concerns they raise [1, 2, 20, 71, 88] . For instance, while big data analytics can help drive business decisions [61] , it also enables social media data to be de-anonymized, compromising users' privacy [11, 17] . Similarly, advances in computer graphics produce more realistic Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. movies [54] , and yet are also used to produce 'deepfakes' that deliberately misinform the public [37] . Though these technologies may have been created to yield a positive impact in the world, their use may also lead to unforeseen consequences that impact everyday life in ways that are negative and unwanted.
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Particular concerns have been raised about the use of facial analysis technology. The technology provides opportunities to infer personal characteristics from faces in photos, video recording, and camera feeds. Inferences include gender, age, emotion and race [63, 65] , but this set is continuously expanding. As the accuracy of these classifiers improves, these systems are being used to automate decision-making processes that affect access to health care, real estate, financial services, the judicial system and many more [44] . Given the lack of transparency in the application of this technology, there rarely is an opportunity for the public to question and critique the appropriateness of automated decisions [71, 88] . The significance of the technology's detrimental ethical implications is made apparent in a wealth of recent academic studies [2, 55, 58, 69, 70, 71] and news reports [4, 16, 77, 85] .
The current hype surrounding facial analysis technology comes with a lack of public understanding of its implications, thereby complicating a balanced discussion between the development community, the public, and those who adopt the technology. We specifically want to understand opinions about the technology better and explore how to collect feedback about (un)ethical use cases, such as for decision-making purposes. Hence, in an effort to better understand opinions towards the technology and its impact, we developed Biometric Mirror. The interactive application is a provocative demonstrator that enabled people to have their face photographed and to view the inferences about their demographic and psychometric characteristics made by an inherently flawed and biased machine learning model. Interactions concluded with a speculative scenario of a decision based on the inferences and a prompt for personal reflection on the implications of an unethical decision-making process.
In this paper, we document the opinions that emerged as people witnessed their facial analysis and automated decision. Our findings reveal several opportunities to increase public awareness about the potential implications of facial analysis. This analysis and the documentation of the design process il-lustrate how uncharted thought experiments can be conducted in a naturalistic setting while balancing users' well-being. Our study indicates an opportunity for case study-based digital ethics research, and we provide practical guidelines.
RELATED WORK
There is a long-standing tradition within the HCI community of conducting research that is designed to understand human behavior and to inform the design and functionality of new technologies. The expertise that has been built and shared over the years highlights a particular opportunity for the HCI community to take a leading role in studying the ethical implications of emerging technologies. We set the scene by reviewing three relevant approaches in HCI research related to (1) studying human behaviors in natural environments, (2) gathering insights into ethics and values, and (3) seeking confrontation to enable public discourse.
Ethics of Facial Analysis Technology
Industry and authorities are showing increasing interest in facial analysis technology, developing new ways to deliver insights based on the characteristics that can be distinguished from human faces. Common applications include out-of-home advertising that selects information to suit the profile of the audience [60, 63, 67] . There is broad consensus that research in this domain is progressing steadily, and that its impact on society is likely to increase. However, some applications can now also automate decisions based on perceived human behaviors, personality, sexuality and race from facial characteristics, predicting the unethical use of the technology [32, 36, 49, 86] .
Lack of transparency about the inner workings of the technology and absence of opportunities for the public to question the validity of inferences necessitated a discussion on the ethics of the technology [1, 27, 34] . Confronting the public with realistic face detection and recommendation applications has proven helpful to inform the ethics discussion by way of facilitating public debate [41, 42, 48] . Through their examination of constant surveillance in public space, these studies revealed multidimensional judgments about privacy and the continuous quest to balance social concerns with convenience. In response to increasing ethical challenges, several academic and industry initiatives established frameworks to warrant responsible use of facial analysis, automated decision-making and, in a broader context, artificial intelligence (AI) [5, 15, 74, 84] . Many of these frameworks originate in the deontological philosophy of Kant, establishing fundamental insight into the rightness or wrongness of actions and reflecting accepted standards of behavior [38] . The initiatives coincide with the emergence of conferences, calls for special issues, and creation of standards committees, working groups and codes of ethics [6, 39, 40] that aim to formulate responses to ethical challenges faced by technologists and innovators.
Ethics and Values Research in HCI
Recent HCI initiatives complement these ethics frameworks by engaging with members of the public to better understand beliefs and judgments about AI and its implications [1, 27, 34, 60, 71, 88] . Most of these initiatives involve methods such as surveys, workshops and interviews, where the study aims are fully disclosed upfront. This can be explained by the use of common ethical principles that are core to the HCI community's approach. HCI builds upon a long tradition of establishing and adhering to ethical guidelines that go beyond purely legal requirements [59] . This tradition is exemplified by SIGCHI's establishment of an internal ethics committee [39] , and the community's ongoing commitment to set appropriate measures that protect the emotional and mental well-being of researchers and participants [64, 83, 87] . The goal is to enable rich insights while avoiding moral conflict and protecting the psychological state of human participants.
In-situ studies and experience samples are beneficial for gaining insights into the user's perspective, for example, about how the use of wearable technologies may ultimately violate the privacy of non-users [46, 51, 56, 57, 78] . However, unique challenges arise when HCI research takes place in natural contexts, where technologies and experiences are evaluated in-situ and where there is less control over the experiences and behaviors of human participants [19, 22, 23, 72] . Studies in uncontrolled environments must carefully negotiate the personal boundaries of participants [9] . For instance, publicly exposing participant behaviors and interactions may create a sense of embarrassment among them or awkwardness among bystanders [18] . An additional challenge lies in seeking fully informed consent from participants while attempting to study natural responses and providing suitable opportunities for withdrawal and disengagement [10] .
Designing for Speculation on Ethical Implications
Public responses to implications of technology have been previously explored by way of design fiction [8, 13, 80] . By envisioning a future scenario, design fiction represents a possible future that may become real and which opens up space for discussion [31, 35, 81] . Presenting themselves only as possibilities, fictional scenarios pose the question "what if?", inviting reflection on the potential impact of technological developments on societal behaviors [30] . The approach relies on envisioning convincing artifacts that balance surprise with feasibility, leaving the spectator to wonder about how far they draw on existing technologies and how much of this is an invention. However, a unique opportunity lies in the evaluation of technology design demonstrators that generate disagreement and challenge dominant practices [29, p. 115] . Their confrontational nature enables the public to participate in debate and express opinions on inherent challenges. lematic aspects of an emerging technology. Enabling the public to walk up to a realistic demonstrator that blends in with its environment, to interact with it, and to experience individual implications seems a relevant approach to collect ecologically valid feedback on ethical use of emerging technologies.
BIOMETRIC MIRROR
We developed Biometric Mirror to explore common understandings of the inner workings of facial analysis technology and opinions about the ethical concerns about automated decision-making. To accomplish these goals, we established four design requirements.
Realistic Materiality: Unlike early stage prototyping methods, such as Wizard of Oz [52] , we aimed to realistically represent application scenarios of facial analysis technology and algorithmic decision-making consequences. Hence, through its physical embodiment and functional behavior, we chose to reflect characteristics of real-life systems that may have been deployed for commercial or surveillance purposes.
Natural Interaction and Environment: We aimed to encourage opportunistic user interactions and thus to collect naturalistic feedback in a physical context that is relevant to the application environment of facial analysis technology. As evaluations took place 'in the wild' [73] , we aimed to support people in their reflection on a realistic application scenario and to allow for spontaneous discussions between users, bystanders, and onlookers to emerge.
Embody Concerns: Recent reports and academic work highlight how facial analysis models are used to infer sensitive data from facial expressions, including perceived traits and human behaviors [32, 36, 49, 86] . We chose to embed these concerns in Biometric Mirror, particularly the lack of transparency about the inner workings of facial analysis models, and the absence of any opportunity for the public to question and critique the validity of inferences.
Well-being: Our study aimed to involve those people that are prone to surveillance in the debate about ethics of automated decision-making. Specifically, we involved them personally in the narrative of a surveillance application in an effort to maximize impact while avoiding harm. We reflected on the ethics of our work throughout the study design and implementation by putting appropriate mechanisms in place to protect users before, during and after their interaction. We ensured that the design and functionality of Biometric Mirror acknowledged users' rights, health and well-being, and enabled individual agency over the experience.
As the research team included people with diverse gender, cultural and racial identities, we collectively sought to balance emerging social and ethical concerns of our study with design, functionality and experience responses. We illustrate the nature of our considerations in the following sections.
Implementation
Based on the design requirements, Biometric Mirror was developed for interaction via large public displays through mid-air gestures in a public University space. With a goal to explore issues surrounding the deployment of facial analysis in public spaces, we decided that a public display was a suitable mechanism to visualize the ubiquity of surveillance and the extent of the decisions that could be made by facial analysis algorithms. We carefully designed the facial analysis model and the gesture interaction metaphors to support this purpose.
Facial Analysis
Biometric Mirror classifies faces based on a facial analysis model built on top of the publicly available 10k US Adult Faces Database, which contains 10,168 natural face photographs [7] . Of these, 2,222 photographs also contain subjective ratings crowd-sourced from 1,274 respondents on perceived demographic, psychological and social attributes including race, facial attractiveness, aggressiveness, and emotional instability. Each respondent rated an average of 26.24 photos (SD=68.04). Ratings correspond to a value in the [1.
.10] range with 1 and 10 indicating a low-and high-value rating, respectively.
We built a facial analysis model using Microsoft Azure Face and Custom Vision based on the 2,222 tagged face photographs and trained it to predict psychological and social impressions. Due to the small size of the image set per some of the tagged attributes, we mapped the range of ratings to a smaller scale [1. .3] with 1, 2 and 3 indicating a 'low', 'average' and 'high' value judgment respectively. The 10k US Adult Faces Database came with five pre-categorized races, i.e. Caucasian (82.67% of photos), African (9.95%), Hispanic (3.24%), Asian (3.06%) and Middle Eastern (1.08%). Next to binary gender, age and race, we selected 11 attributes that were considered to provoke a response from people while raising suspicion about the psychological quality of the analysis. We chose to display emotion, kindness, happiness, commonness, responsibility, attractiveness, sociability, introversion, aggressiveness, weirdness, and emotional stability.
Ethical Consideration: We trained the classifier with the labels available in the dataset in order to surface the harmful issues created by them (e.g. binary gender representation rather than self-described or non-categorical gender). This design decision resulted in a high likeliness of misjudgments but symptomises the common treatment of gender as a binary and physiological phenomenon in most research and commercial gender recognition software [53] . The risk of misidentifying personal characteristics -gender and race-led us to develop the possibility for people to walk away from the screen, upon which the session terminated and all information was erased. In this study, the terms ethnicity and race are used interchangeably. We considered ethnicity less volatile terminology and more suitable for our purpose of mimicking a system that analyses a range of visual, sociological, biological and societal characteristics, such as social norm and cultural tradition. For us, this was particularly important given the US-centricity of the dataset's racial categories and our deployment in Australia. Contact details for the University's counseling service were supplied on a printed document placed next to Biometric Mirror and online. Furthermore, while the initial dataset contained values for 'emotional instability', we recognized potential harm in this particular wording and rephrased to 'emotional stability'.
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Gesture Interaction
Users interacted with Biometric Mirror through two mid-air gestures captured and processed by a Microsoft Kinect depth sensor. The setup enabled interaction to remain device-free, without the need for approaching the display and, for instance, touching it [26] . We developed an algorithm that enabled the depth sensor to detect two custom gestures. The first enabled consent, with on-screen prompts inviting users to raise a hand in order to consent to their participation. The second enabled withdrawal, where users were able to place their hands over their eyes in order to terminate the session. The same effect could be achieved by walking away from the screen.
Ethical Consideration: Gestures were required to be morphologically sufficiently different to avoid unintended triggers of undesired actions. We considered it vital that, for instance, covering eyes (terminate interaction) would never be mistaken for raising a hand (consenting to proceed). We extensively tested the performance of gesture recognition algorithms in the lab and refined them during the pilot and field studies to pick up the supposed behavior accurately.
Interface and Interaction Design
The attraction screen of Biometric Mirror needed to trigger interest from passers-by. We designed it to be modern in appearance, featuring bold sans-serif typography and a vibrant color gradient . Its semitransparent background displayed a real-time, black-and-white wide-angle camera feed and mirror image, allowing passers-by to recognize the dynamic nature of the application [66] . The on-screen prompts asked passersby if they "want to see what computers know about [them]" and revealed that proceeding required consenting by raising a hand. Upon recording consent, the wide-angle camera feed was cropped to focus only on the consenting user.
Subsequent screens revealed a low-resolution and nongraphical user interface that resembled a Unix-based application. With a color palette featuring white and blue, the interface was designed to reveal the data access layer that is often concealed behind the presentation layer of modern, highresolution applications and that is only fully understood by and accessible to developers [3] . Elements were laid out across two vertical halves with a real-time camera feed of the user's face on the left and results of the analysis, requests for consent and other notifications on the right. Users subsequently proceeded through four steps:
1. First, the Briefing Screen contains a prompt that articulates the growing popularity of facial analysis applications (see Figure 1 (a)). It encourages the user to move closer toward the screen. The user is then asked to consent for a photo to be taken and analysed by the facial analysis model, and for the analysis to appear (see Figure 1 (b)). Upon consenting, a single photo is taken and analysed, a session is created, and the unique session number appears on-screen. 2. The user then viewed Psychometric Data. We opted for a minimalist 3-column design that only showed the psychometric attribute, the value for the current user's analysis and the algorithm's confidence value. We displayed information in this manner as we perceived it to be the most ethical manner-it reflected the analytic nature of how such processes would typically work (e.g. as a terminal process or mainframe application), and illustrated that no further interpretation had happened in the background. First, the user viewed age and gender, both appearing at 3-second intervals. The session was then interrupted and the user was asked to consent before continuing. Next, all 12 remaining attributes, values and confidence values were added to the list, appearing at 3-second intervals (see Figure 1(c) ).
3. The subsequent Scenario Screen displayed a personalized, speculative consequence of the analysis in an algorithmic decision-making process (see Figure 1(d) ). One scenario was selected from a list of 12, based on the psychometric attribute with the highest confidence value. For instance, if a user was perceived to be aggressive, the scenario questioned how the user feels about "all data being shared with law enforcement, allowing them to monitor every movement".
Other scenarios referenced decisions about employment decisions (e.g. high introversion suggested "data being shared with recruitment agencies, and they exclude you for all management positions") and health care (e.g. high weirdness suggested "data being shared with health professionals, urging them to offer you counseling").
4. Ultimately, upon covering eyes or walking away, a Debrief Screen was shown (see Figure 1 (e)). The text encouraged public debate, with a subsequent screen providing instructions to remove session data (see Figure 1(f) ). The screen appeared as soon as the sensor detected a withdrawal gesture, regardless of users' progress within the application.
Ethical Consideration: Though ambiguous to mimic as much as possible a real-life surveillance application, the briefing screen offered users a general feel of what to expect before consenting to participate more fully. We recognized that misjudged gender, age or race could cause harm, such as previously illustrated in research on harms inflicted upon transgender people [50] , and we intended to offer participants sufficient opportunity to withdraw. To inform users in more detail about the study, we displayed the URL of an online project page on each individual screen of Biometric Mirror. The page contained descriptions about the study context, an FAQ, explanations about each individual data attribute, and a list of key contacts including counseling services and the responsible researcher. The project page served as the first point of reference in case any concern would be raised. Scenarios where speculatively phrased as "imagine that..." to prevent users from thinking that decisions were actually carried out.
Pilot Lab Study
Prior to public deployment, we conducted a two-week lab study to assess initial response to Biometric Mirror and to evaluate the success of the interaction modality. While the lab study only enabled research staff to participate, the setup resembled the final field study setup in many ways, including its opportunistic interaction abilities, the absence of on-site research staff, and the availability of a Plain Language Statement (PLS) to briefly describe the purpose and sources for more information. The PLS also contained instructions for users to share concerns with the research team. During the study, the responsible researcher was made aware of two researchers' concerns about the ethics of the study. Through conversation, these concerns were attributed to the unavailability of a public information resource that provided more context about the study, such as its justification, procedure, aim, and explanation about the data.
Risk Assessment and Communication Protocol
The psychological disruptiveness of misjudging people's social identity is widely recognized, in particular as it undermines their social status and results in negative affect [14, 62] . This occurs in terms of misjudging gender [50] , race and ethnicity [21] , and personality and psychological state [25] .
Our decision to train the classifier with labels as they were provided in the original dataset, resulted in a high likeliness of misjudgments. In fact, most predictions turned out to be close to random, i.e. precision=58.7% and recall=53.3% based on k-fold cross validation. Hence, we felt that our study posed two real risks. First and foremost, we recognized that our study had the potential to cause harm among its users, including among vulnerable populations that may already have been affected by misjudgments. A second risk was the possible misperception that our study aimed to reinforce norms that may seem to make the oppression of vulnerable groups acceptable. However, the goal of the study was specifically to explore response to and raise awareness of (mis)judgments and decisions made routinely by automated systems and without the appropriate controls.
The risk assessment concluded that, in addition to our ethical considerations, a proactive communication strategy would be helpful in mitigating harms. We devised a strategy to generate public interest and to provide an information resource for users and the public to learn about the rationale behind this research. This involved writing an article for two local mainstream media outlets about Biometric Mirror and its purpose set to be published on the study launch day [89] . In line with common research practice, we obtained ethical approval to conduct our study from the Human Research Ethics Committee of The University of Melbourne. The ethics application reflected the purpose and setup of our communication strategy. Contacts within the Chancellor's Office and the Faculty's media team issued a range of 'holding statements' to key media representatives within the University. The approach is common in corporate communication strategy [12] and involved responses to anticipated questions that could be shared in case of critique. This illustrates that the research team and the University both understood the value of the research while acknowledging the challenge of adequately responding to concerns and critique.
IN-THE-WILD STUDY
Biometric Mirror was installed on an interactive display in a public space on the campus of the University of Melbourne for 50 consecutive days (see Figure 2) . The space is located adjacent to one of the University's main libraries and is publicly accessible from 8am to 9pm daily. The library supports the faculties of science, engineering, and arts, and thus attracts a diverse visitor profile. The atmosphere in the space is calm with a diverse audience consisting primarily of students, academic staff and members of the public visiting the library.
Method
Three researchers observed the behaviors taking place around Biometric Mirror and conducted semi-structured interviews with users during the first 21 days of deployment. Questions aimed to elicit responses regarding the perceived accuracy of the analysis and about the ethical implications of Biometric
Mirror and other facial analysis applications they were aware of. We asked users specifically about their thoughts on the transparent and speculative nature of Biometric Mirror. Interviews were audio recorded and transcribed, and additional field notes were taken on-site. Notes, interviews, and observations from the three researchers were combined and reviewed collaboratively to develop a shared interpretation of public attitudes towards Biometric Mirror, facial analysis applications, and the broader theme of digital ethics.
We captured all interaction and facial analysis data from users of Biometric Mirror in timestamped data logs. During active sessions, we used the Kinect's built-in body tracking functionality to log the number of bystanders. No other analysis was performed on the bodies or faces of bystanders, since they did not necessarily consent to participating in the study. All logged data was later segmented into tagged information to identify the total number of users, number of bystanders during an interaction session, data points at which interaction was abandoned, and number of users who had requested for their data to be removed. In addition, we kept track of media inquiries and publications that appeared during the 50 days of deployment. We observed discussions on social media that featured the #BiometricMirror hashtag in order to keep track of and understand the general nature of public debate.
Results
A total of 798 interactions took place with Biometric Mirror over 50 days. 400 users were identified by Biometric Mirror to be female, 398 to be male. 653 users (81.70%) completed the full interaction sequence, with the attributes 'age' and 'attractiveness' being the main drop-off points along the way (respectively n=77, 9.64% and n=13, 1.62%). Users interacted with Biometric Mirror in almost equal parts individually (n=267, 33.46%), in groups of two (n=270, 33.83%) and in groups of three or more (n=261, 32.71%). Interaction data excludes one request that we received from a user for session data to be eliminated from the study. Three researchers spent a total of 51 hours on-site in the first 21 days after deployment to observe interactions with Biometric Mirror and recruit interview participants. We interviewed a total of 40 people from various ethnic origins after they concluded their interaction. 17 interviewees self-identified as female and 23 as male.
Interviews took approximately 6 minutes each.
During the 50 days of deployment, 155 news articles were published in online media outlets across 20 countries, reaching close to 204 million readers according to our media metrics provider. In addition, 2,588 messages were published on social media responding to the study or featuring the #BiometricMir-ror hashtag. None of the holding statements needed to be issued. Besides requests from the media to engage with the technology, several emails were sent to the research team from members of the public that hoped to interact with Biometric Mirror via an online website or mobile app. Four other requests originated from industry. This included an overseas face recognition technology supplier that sought to incorporate Biometric Mirror in their product offering and representatives from two local and one overseas recruitment companies to discuss collaboration opportunities.
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FINDINGS AND DISCUSSION
One of the most salient observations made during the study was that no single user voiced concern about the impact of the study via any of the channels advertised on the PLS. We observed that many users perceived the psychometric analysis as a leisurely activity, sparking enjoyment as the analysis appeared on the screen, regardless of the often harsh personal analyses. Biometric Mirror provoked users to speculate about the inner workings of the system, the consequences that such a system might present, and the extent to which facial analysis and automated decision-making are increasingly present in society. In this section, we investigate public opinions about the ethics of facial analysis applications.
Awareness About Common Application Scenarios
We learned that a large majority of users seemingly underestimated the extent of common use cases for facial analysis and automated decision-making technology. Typically, when asked about scenarios they were aware of, these were only imagined to be in the context of security, such as for crowd surveillance, law enforcement, and forensic investigations, i.e. policing scenarios: "Right now it's probably mostly facial recognition and just being able to find people [...] and looking up passport data" (P01). Most users felt comfortable with such applications because of their contribution to public safety. Yet, the specific output of Biometric Mirror's speculative scenario made participants reflect on the potential to be the victim of discrimination ("I [would] be concerned if an immigration officer thinks I'm aggressive", P15).
Only when we informed participants at the end of the interview that similar technology is also used in retail environments, for recruitment purposes and is increasingly governing society in Chinese cities, they expressed concern about the possibility to 'profile' people. They noted the challenges that come with the responsible processing and handling of facial analysis data. In fact, data permanence was a significant concern and users reflected on the implications of having a flawed readout stored forever ("it should not be held on to forever, because it is often just a snapshot", P07) or used against you ("imagine such information is used in the judicial system", P09), and the mechanisms that are put in place to the warrant integrity of data and people ("Privacy should be a major concern. It's important to make sure the data is not breached", P05).
The lack of awareness around the presence of facial analysis technologies in public space concerned users: "I'm okay with law enforcement getting information, but the general public should know that they are doing this" (P14). Biometric Mirror made users reflect on the potential for functionality and inner workings of algorithms to be made visible. They argued for increased transparency around the presence and use of facial analysis technology ("I'd like to know what more was behind getting all those, the analysis for myself ", P20). Here, users identified a need for more public awareness about the mechanisms that inform facial analysis processes: "there [needs to] be somebody who can provide for any users an understanding of the process, what's going on, that would be useful." (P19).
Our interviews suggest that the public still underestimates scenarios where facial analysis and algorithmic decision-making are currently in use. While this is surprising because of increasing mainstream media coverage about the technology, it is not entirely unexpected. Most coverage seems to focus on specific and high-profile applications, such as automated CCTV analyses and the so-called Chinese Social Credit System, and refrains from highlighting the insidious nature of unconsented applications in other contexts that are often much closer to home, such as recruiting, retail and workplace monitoring. Addressing users by way of speculative scenarios, made them realize broader societal impact of automated decision-making applications. Regardless of users' agreement with surveillance tools for political, military, social or economic reasons, the scenario illustrated unequivocally how each individual can, at any point, be affected and harmed by automated decision-making applications without control over its validity or accuracy.
Fallibility of Psychometric Profiling
We observed that the system prompted curiosity and speculation about the underlying technology, and elicited reflection on concerning application scenarios: "I can imagine [this] can take a photo of you, do a sentiment analysis and tweet that or whatever. And then cops show up out of nowhere and get you" (P08). Several participants assumed that the internal logic of Biometric Mirror was 'flawed' (P01, P11, P39), particularly in response to their information being clearly misidentified. Belief in the system was most often lost when Biometric Mirror clearly mischaracterized a user's race. This was not entirely uncommon, given the significant majority of images in the dataset tagged as Caucasian.
Users, social media conversations, and press regularly drew parallels between Biometric Mirror and horoscopes or phrenology, acknowledging the danger of using such information for automated decision-making purposes. In fact, most participants seemed not to put faith in the system's psychological analysis, often due to a perceived mismatch between the readouts and their self-perception, arguing that "It's cool to see how it interprets us, but then it's also interesting to see [that] it doesn't reflect the way we see ourselves." (P18). Here, despite the apparent ludic quality, participants questioned the use of facial analysis on the basis of self-perception. A user who ranked low for responsibility expressed his disbelief in the system because "I've been a carer to my disabled brother" (P19). These findings suggest that the direct interaction with a demonstrator such as Biometric Mirror made participants recognize limitations of facial analysis for psychometric profiling, such as due to its inability to thoroughly assess a person's psychological state. However, it did not prevent them from envisaging problematic applications and use cases: "Imagine a system that incorrectly identifies qualities someone doesn't have. They would be disadvantaged because they're at the mercy of AI" (P04).
While Biometric Mirror was unambiguous in illustrating its core functionality of analyzing faces, it remained silent on explaining its internal logic. The system represented a 'black box' [76] that provided few clues about its operations. Using the system allowed participants to speculate about its inner workings: "It's the little ways that your face is moving in. Like, if you're happy your eyes might be a bit more squinty or lips
Resisting and Reflecting DIS '19, June 23-28, 2019, San Diego, CA, USA will curve up." (P07). Unlike most others, several participants stressed their belief in the validity of the assumptions made by the system: "[The readout] must be right. Because the assessment is made by a computer, and computers are better than people at drawing such conclusions." (P03). In fact, the readout seemed to even make some participants question their understanding of themselves: "I'm an introvert in some parts, but. . . I don't think I'm an introvert, you know. . . No. I don't think I'm an introvert at all. I mean, I am, it depends" (P07).
Our study encouraged users to rethink legitimacy and fairness of analyses based on camera footage. We observed a misunderstanding about the objectiveness of algorithms that intrinsically rely on subjective (i.e. crowd-sourced) data. This opens up a compelling space for public awareness campaigns that illustrate in accessible, engaging and understandable ways the conceptual workings of processes that underpin facial analysis technology, such as crowd-sourcing and machine learning.
Consequences of Algorithmic Decision-Making
One of our initial concerns in deploying Biometric Mirror was that participants might respond to the psychometric readout with disgust or concern, such as after being rated with 'low' attractiveness or 'high' aggressiveness. However, in observing participants' interactions and appraisal of the system, we found that they largely responded in a way that was ludic and playful. One person claimed that using Biometric Mirror was "definitely fun. Especially for groups of people like friends" (P16). We observed participants laughing in response to both their own readouts and to those of their peers, and that participants would often take a photograph of their analysis for sharing and comparing with other people. Rather than an insidious or sinister endeavor, people saw the study as a "social experiment" (P06, P07, P25, P30) and assigned a degree of agency to the system ("It was a computer gone rogue, insulting people as if was having a bad day.", P31), similar to how people attribute human characteristics to computers upon seeing unexpected or undesired results [68] .
However, the playful behaviors did not prevent participants from imagining possible futures and speculating about the broader consequences of ubiquitous facial analysisparticularly in scenarios where data is unreliable or flawed ("Imagine a world where you have a 'suspicious' face. It would make you worried about buying a pressure cooker. It would change the way you act", P02). In considering the fairness of facial analyses, participants recognized the extent to which Biometric Mirror embodied two key ethical concerns: the use of automated facial analysis to determine subjective attributes, and the potential for this analysis to enable decisionmaking. They questioned the validity of judging personality based on facial attributes and recognized the potential for such analyses to promote discrimination and bias [88] , such as by law enforcement agencies and industry. For instance, some participants recognized application scenarios of facial analysis in human resources (P14, P28). Here, as potential misuse of facial analysis was identified, users called for sensitivity in its usage: "I don't know how reliably personality and appearance can be correlated like that. It makes sense to use if it is reliable, otherwise it would just encourage prejudice" (P26).
One participant who worked in welfare recognized that automated analysis should not be used in such settings: "there's always the danger of falling back on profiling. You've got to check yourself against [it] . With computers there's not much room for subtleties that you get when you're speaking to someone." (P39). He argued that some environments were simply too 'sensitive' to leave any form of decision-making up to algorithms and computers: "It's either this or that with a computer. There's no room for subtleties that you would get when speaking to someone" (P39).
Our decision to conclude interactions with a personalized, speculative scenario proved helpful for people to reflect upon the implications of endemic facial analysis for society at large ("If you look at the way [technology] is being used, there are some alarming political implications", P13), referring to some global cases that received significant media coverage in recent times [4, 16] . Others speculated about decisions based on the analysis ("imagine if you're offered a job, and it says oh you're too aggressive. That would really suck. That's a disturbing future, right there.", P24). Some users realized that, despite the growing use of algorithmic decision-making processes, the technology could easily produce unreliable results with significant consequences.
Transparency, Consent and Well-Being
The deployment of Biometric Mirror into a public space supported participants in reflecting about the extent to which surveillance is used in everyday public settings. Participants recognized the value of deploying Biometric Mirror in a University space that is considered "safe" (P01, P31, P14) as studies are bound by research ethics. As the space contained some permanent surveillance cameras, some participants questioned their inability to identify "what [these cameras] capture and what the information is being used for" (P32). While not so much a concern for applications in a University space, some participants questioned such technology being used for commercial benefit such as in shopping malls. It made them reflect on solutions for greater transparency about the data that some surveillance systems may be able to retrieve from facial analyses: "An air of transparency would probably go a long way" (P19). Participants suggested the need for solutions, consisting of labels at doors and next to cameras that serve as a privacy policy ("They should outline what data is captured, how it is processed and why", P11), and opportunities for the public to review and amend the data captured by analysis technologies, such as by way of mobile applications (P11). Similar recommendations were made in the context of research on gender recognition, encouraging the support of self-expression and autonomy by way of defining and modifying one's own gender identity [43] .
Consenting to interaction with Biometric Mirror occurred via a relatively harmless mid-air gesture. It made users recognize the complexity of refusing consent to camera surveillance: "I suppose it is unethical -well, I guess [Biometric Mirror] is ethical because it asks for your permission, but when you're just out in public [space], you don't really consent to being surveilled" (P40). Most users realized that "the only way to opt-out is to not enter [a] shopping mall" (P11) which [82] or how Augmented Reality glasses record faces without prior consent [28] .
The decision to require consent multiple times throughout the interaction was considered "good, because it does ask for consent each step of the way" (P18) and made users feel "safe, as this is a study bound by research ethics" (P01). Yet, as we reviewed interaction data, we noticed that on one occasion a bystander performed the gestures on behalf of a user. Here, the bystander put her hand in front of the active user's face, signaling a desire to withdraw from interaction. While this occurrence is certainly harmless (the session ended abruptly), it made us reflect that the opposite could potentially have happened as well: in theory, a close bystander could raise a hand to consent on behalf of another user, thereby signaling Biometric Mirror to continue displaying data and potentially upsetting the user. The activity, which we call interaction hijacking, may seem harmless at first but requires particular attention in the context of cases that confront users with ethical implications, since a hijacked gesture or behavior may set in motion unintended consequences that affect users' well-being.
Separate reflections on the consent mechanism emerged on social networks. Shortly after Biometric Mirror launched and press coverage appeared, we observed a Twitter thread consisting of 25 scenarios that reflected on our withdrawal gesture by covering the eyes [45] . The user speculated about a range of fictional scenarios that featured the covering eyes gesture of Biometric Mirror as a standard for revoking consent, renamed as 'wiping'. Some scenarios reflected ongoing discussions on the ethics of facial analysis research ("[A] research group is met with widespread outrage when they claim that wipe style is correlated with homosexuality after analyzing anonymous wipes from cameras outside gay bars and strip clubs."), while others mirror our response from users requesting opportunities to revoke consent ("People start to wipe as a habit when entering a shop or turning a street corner."). The spontaneous emergence of the thread and its thought-provoking scenarios illustrate the quality of demonstrators such as Biometric Mirror to stimulate creative thinking about privacy mechanisms beyond the physical space where it is deployed.
These findings suggest that Biometric Mirror has elicited reflection on a complex and potentially harmful ethical question in a manner that is provocative and playful while remaining true to the goal of ethical research. There seems to be broad public interest in having access to more consent, opt-in and opt-out procedures for applications that deal with sensitive, personal data. Our findings indicate an opportunity for more explainability and dialogue to be integrated in analysis and decision-making applications by design.
Media, Public Requests and Industry Engagement
Our decision to proactively communicate about the study by way of two articles in general science publications proved useful in several ways. First, it set the right tone about the research goal, thereby minimizing the risk of public backlash and a general misunderstanding of our objectives. Second, the publications triggered an organic uptake by other media and social media users to engage in a conversation about the ethics of some current technologies. And third, it helped to attract people to visit the space where Biometric Mirror was set up. Often, this included people from outside the University community, citing their appreciation for the study set-up and the opportunity to better understand potential personal implications of automated decision-making (P06, P09, P11).
The emails that we received from members of the public typically inquired about how to experience Biometric Mirror for themselves without having to pay a visit to the University campus. By contrast, the requests from industry displayed an interest in making use of Biometric Mirror in several ways. We corresponded via email with one of the local recruitment companies that contacted us, and we learned that there was interest to incorporate our psychometric analysis algorithm in existing recruitment processes. This reflects practices that are already occurring in the recruitment industry, such as those used by video recruitment providers that parse video footage through personality engines to detect a range of behavioral metrics for the job applicant [24] . Given the unreliability of our algorithm, it is needless to say that we did not further proceed with these initiatives. The differences in media reporting can explain some of the confusion about the suitability of Biometric Mirror for business processes. We found it particularly telling that while most media correctly reported about our algorithm in the context of addressing pressing ethical concerns, some overseas media failed to report on the ethical objectives. Instead, their reports only mentioned that we had developed an algorithm to distinguish personality traits from a single photograph. While the study has currently ended, media and speaking opportunities are continuing. To date, this includes a total of 27 local and global opportunities to present Biometric Mirror and to make the discussion on ethics of emerging technologies more tangible for key stakeholders in the public, political, academic and corporate realm.
Limitations
Out of ethical considerations, we compromised to conduct our study outside a controlled lab environment but in a public space on a University campus. This enabled us to acquire permission, conveniently observe and interview participants, and immediately intervene if needed. The public nature of Biometric Mirror elicited unique feedback that we believe would otherwise not have been revealed in lab studies. However, despite being in full control over the study and working within a sound ethical framework, we are convinced that more stark response would have been collected in other public environments, such as city centers and transportation hubs. Yet, in our setup there is still a cause for concern. We did not further articulate the potential consequences of our study besides our collective ethical considerations as captured in the study design. Furthermore, researchers were unable to attend the setup We had anticipated response from users with regards to gender representation, but failed to collect any. This observation does not mean there is currently no debate or concern about binary gender representation [43, 75, 53] . Instead, we believe that while our approach was successful in attracting spontaneous users and stimulating public discussion, it also introduced the challenge to reach a heterogeneous sample of the population. The resemblance of a real-life, harmful application-vital to stimulate discussion-may actually have prevented those that often fall victim to surveillance and profiling from participating and sharing opinions and concerns.
DESIGN OPPORTUNITIES
Based on our findings, we share the following pointers for future studies that aim to develop interactive demonstrators to interrogate the understanding of pressing ethical challenges:
• The public needs an opportunity to uncover the issues that the demonstrator highlights, such as by recognizing the personal implications of an emerging technology and its long-term effects on society. Here, we suggest future work to give users a personalized view of the issues at hand, such as by integrating narratives within the user experience or presenting an outlook onto a speculative future.
• Future work must spark public debate about ethical challenges, and thus are best deployed in the field. Researchers must consider the personal and social behaviors reflective of the proposed study location. However, as ethics research is now conducted in an uncontrolled environment, researchers must assess adverse impact of the study on users. The study goals should balance the functional and design considerations to enable a morally sound presentation and experience, as well as consent, briefing and debriefing mechanisms.
• In their design and functionality, future demonstrators benefit from a provocative character in order to encourage public debate. There remains a need to ensure that the research remains ethical, given that negative experiences can harm participants, damage the integrity of the research, and tarnish the reputation of the researchers involved. Hence, we suggest that future endeavors carefully balance the provocative nature of the demonstrator's design and functional characteristics with steps to warrant the well-being of users in a natural environment and their understanding of the technology under investigation.
• While speculative demonstrators of a potential future facilitate debate in their own right, it is vital that the provocative nature is counterbalanced by the availability of information about their purpose and easily accessible communication with the researchers that are involved.
CONCLUSION
An increasing number of emerging technologies affect the fabric of society as reports of unanticipated and unintended usage emerge. The question often remains how well the public is aware of their potential uses and consequences, such as when facial analysis applications use biased data to inform decision-making processes. In this paper, we studied Biometric Mirror, an interactive facial analysis application that presented users with a personalized, speculative scenario of automated decision-making. It demonstrated the potential for a realistic design-oriented object to elicit insightful responses about the ethical implications of facial analysis technology and automated decision-making, with public debate extending well beyond the community that came in direct contact with Biometric Mirror, including social media and press. We found that users interpreted Biometric Mirror as a ludic artifact that was capable of provoking reflection on the underlying concerns that are associated with facial analysis technology and automated decision-making. Our analysis illustrates that the public has limited awareness about environments where facial analysis applications are implemented and there is a common misunderstanding about the objectiveness and validity of facial analysis algorithms. However, Biometric Mirror made the issues more transparent and supported the public to be involved in a discussion that is otherwise considered technically, socially, politically or culturally complicated. Through their confrontation with a speculative scenario in Biometric Mirror, people recognized the significant challenges that the technology introduces, hence eliciting reflection on opportunities to become aware of when, where, how and why sensitive data is being collected (and how to revoke consent), and how it is being processed to automate decisions that may have far stretching consequences.
Facial analysis, automated decision-making, artificial intelligence and various other new and emerging technologies are predicted to have a significant impact on our daily lives. But they also introduce significant ethical challenges. As such, we believe that there is a particular opportunity for further initiatives that involve members of the public in the debate. This must help the technology to move in a direction that benefits society, rather than entrench and amplify current challenges.
