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Foreword
In my second year as a Ph.D. student I read about the distinction between two archetypes of
mathematicians, which Freeman Dyson called birds and frogs. Birds fly high up in the air and
have a great overview of mathematics. Frogs live in the mud, are blind to the great overview, but
spot many precious and beautiful stones and pearls that the birds have missed. I quote the paper
of Dyson [37].
Some mathematicians are birds, others are frogs. Birds fly high in the air and survey
broad vistas of mathematics out to the far horizon. They delight in concepts that unify
our thinking and bring together diverse problems from different parts of landscape.
Frogs live in the mud below and see only the flowers that grow nearby. They delight
in the details of particular objects, and they solve problems one at a time.
This thesis is written by a frog who spent four years in a muddy field. If this thesis is opened on
an arbitrary page one might think that this thesis contains mud and mud only. Fortunately this is
not the case. For four years I have been exploring the muddy field of special functions in relation
to the representations theory of quantum symmetric pairs. With the help of my supervisors and
many other helpful mathematicians I came across many precious and beautiful stones and pearls,
like Dyson’s frogs, which I tried to unify in this thesis. If you want see the same precious and
beautiful stones and pearls which I found, you have to get your hands dirty and slog with me
through the mud.
Noud, September 30, 2015
vii
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Chapter 1
Introduction
This thesis presents numerous connections between special functions, spherical functions and
the representation theory on quantum groups. Some of them can be explained independent of
representation theory and quantum groups, which we ordered in Chapter 2 and 3. Other rely
purely on quantum groups with little use of special functions, all put together in Chapter 4. The
full connection between special functions, spherical functions and the representation theory on
quantum groups are to be found in Chapter 5 and 6 in two different special cases, which are
studied in detail.
This chapter introduces the basic concepts used in this thesis. The introduction is organized
as follows. In Section 1.1 we introduce (basic) hypergeometric functions and (matrix valued)
orthogonal polynomials. Section 1.1 should provide sufficient knowledge to understand Chapter 2
and 3. In Section 1.2 we introduce the notion of Hopf algebras and we give two main examples of
quantum groups; the quantized universal enveloping algebra and the quantized function algebra of
SU(2). In Section 1.3 we introduce the basic concept of finite dimensional representation theory
on Hopf algebras. We work out the finite dimensional representations for the quantized universal
enveloping algebra of SU(2) and the finite dimensional corepresentations for the quantized function
algebra of SU(2). Section 1.2 and 1.3 are mandatory knowledge required to understand Chapter
4. In Section 1.4 we give a motivating example which explains the connection between special
functions and spherical functions on Lie groups. Section 1.4 motivates the study on matrix valued
spherical functions on quantum groups. Two classes of matrix valued spherical functions on
quantum groups are worked out in Chapter 5 and 6.
1.1 Special functions
Special functions are old and have been used for centuries. For example series expansions for sine
and cosine where already known to the Indian mathematician Madhava in the fourteenth century.
Many mathematicians have worked on special functions including Newton, Leibniz, Euler, Jacobi,
Legendre, Riemann, Ramanujan, Chebyshev and many more. Special functions have been used in
many applications in mathematics and they often appear in fields outside of mathematics.
1.1.1 Hypergeometric series
In the eighteenth century a great number of examples of special functions were found which are
solutions to differential equations appearing in mathematical physics. Maybe the most famous
special function is the hypergeometric series 2F1, first studied by Euler for some special cases and
then studied in general by Gauss. An important generalization of Gauss’ hypergeometric series is
the basic hypergeometric series 2φ1 of Heine, containing an additional parameter q. The basic
hypergeometric series is often named the q-analogue of the hypergeometric series because a 2F1
series is obtained as the q → 1 limit of a 2φ1 series. For an overview on hypergeometric series
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and other special functions we refer to Askey, Andrews and Roy [7] and for an extensive overview
on basic hypergeometric series we recommend Gasper and Rahman [43].
The generalized hypergeometric series has a series representation
∞∑
n=0
cn, (1.1.1)
where cn+1/cn is a fixed function of n. We distinguish two types of hypergeometric series of the
form (1.1.1).
If cn+1/cn in (1.1.1) is a rational function of n, the series (1.1.1) is called the hypergeometric
series or the Gauss’ hypergeometric series. Factorizing cn+1/cn we can show that (1.1.1) can be
written as
mFn
[
a1, a2, . . . , am
b1, b2, . . . , bn
; z
]
= mFn(a1, a2, . . . , am; b1, b2, . . . , bn; z)
=
∞∑
k=0
(a1)k(a2)k . . . (am)k
(b1)k(b2)k . . . (bn)k
zk
k!
,
where the Pochhammer symbol (a)0 = 1 and (a)n = a(a+ 1)(a+ 2) . . . (a+n− 1) for n = 1, 2, . . .
are used. This series was first studied in general for m = 2 and n = 1 by Gauss, but many
applications where already known before him. The hypergeometric series covers many functions
that already occurred in a high school or a first year calculus course. For example we have the
exponential function ez = 0F0(−;−; z) or trigonometric functions sin(z) = z0F1(−; 3/2;−z2/4),
cos(z) = 0F1(−; 1/2;−z2/4). By the ratio test mFn converges absolutely for all z if m ≤ n and
for |z| < 1 if m = n+ 1.
The Euler-Gauss hypergeometric equation, introduced by Euler in the eighteenth century, is
the second order linear differential equation on the projective line C ∪ {∞} of the form(
z(1− z) d
2
dz2
+ (γ − (α+ β + 1)z) d
dz
− αγ
)
y = 0, (1.1.2)
where α, β, γ ∈ C and γ /∈ −N. This Euler-Gauss hypergeometric equation is the essentially unique
second order differential equation with three regular singular points, also called the hypergeometric
equation, see [7, §3.2]. The hypergeometric equation has three regular singular points at 0, 1
and ∞. A solution of (1.1.2) around z = 0 is y(z) = 2F1(α, β; γ; z). See [7, Chapter 4] for more
information on the solutions of the hypergeometric equation (1.1.2).
If cn+1/cn in (1.1.1) is a rational function in qn, the series (1.1.1) is called the basic hypergeo-
metric series. The factorization of cn+1/cn can be used to write (1.1.1) as
mφn
[
a1, a2, . . . , am
b1, b2, . . . , bn
; q, z
]
= mφn(a1, a2, . . . , am; b1, b2, . . . , bn; q; z)
=
∞∑
k=0
(a1; q)k(a2; q)k . . . (am; q)k
(b1; q)k(b2; q)k . . . (bn; q)k
[
(−1)kq
(
k
2
)]1+n−m zk
(q; q)k
,
where we use the q-Pochhammer symbol (a; q)0 = 1 and (a; q)k = (1− a)(1− aq)(1− aq2) . . . (1−
aqk−1) if k = 1, 2, . . .. If 0 < |q| < 1 the basic hypergeometric series mφn converges absolutely
for all z if r ≤ s and for |z| < 1 if m = n + 1. If |q| > 1 the series converges absolutely if
|z| < |b1b2 . . . bnq|/|a1a2 . . . am|. The basic hypergeometric series m+1φm is called k-balanced if
b1b2 . . . bm = qka1a2 . . . am+1 and z = q. If m+1φm is 1-balanced we call m+1φm balanced.
The q-derivative Dq of a function f at z 6= 0 is defined by
(Dqf)(z) =
f(z)− f(qz)
(1− q)z ,
2
and (Dqf)(0) = f ′(0), provided that f ′(0) exists. A q-analogue for (1.1.2) is given by the second
order q-differential equation
z(c− abqz)D2qy +
(
(1− c)
(1− q) +
(1− a)(1− b)− (1− abq)
(1− q)
)
Dqy
− (1− a)(1− b)
(1− q)2 y = 0,
(1.1.3)
where a, b, c ∈ C, c 6= qn where n ∈ −N. We can show that y(z) = 2φ1(a, b; c; q, z) is a solution
for (1.1.3), also see [43, Exercise 1.13]. Often we use a different formulation of (1.1.3). Expand
(1.1.3) in z and multiply everything by z2. Substitute z 7→ q−1z so that (1.1.3) becomes
F (z)y(qz) +G(z)y(z) +H(z)y(q−1z) = 0,
where F , G and H are polynomials in z of degree at most 2.
1.1.2 Orthogonal polynomials
Orthogonal polynomials are a family of polynomials in which any two different polynomials of
this family are orthogonal to each other under a fixed inner product. The most famous orthogonal
polynomials are the classical polynomials, containing the Jacobi polynomials and, as a special
case of the Jacobi polynomials the Chebyshev polynomials. We start this section with a brief
overview on orthogonal polynomials. The last part of this section is devoted to examples for the
Jacobi polynomials, the continuous q-Jacobi polynomials, which are q-analogues of the Jacobi
polynomials, and the little q-Jacobi polynomials. A good introduction to orthogonal polynomials
is Chihara [22] and for a more modern overview on orthogonal polynomials see Ismail [55].
Let α be a positive Borel measure on R such that the moments∫ ∞
−∞
xndα(x),
exist for all n ∈ N. A finite or infinite sequence p0(x), p1(x), . . . of polynomials, where pm(x) is of
degree m in x, is a sequence of orthogonal polynomials with respect to dα if the orthogonality
relation ∫ ∞
−∞
pm(x)pn(x)dα(x) = 0
holds, for all m,n ∈ N such that m 6= n. If we have dα(x) = w(x)dx for some non-negative
integrable function w : (a, b) → R, where (a, b) being unbounded is allowed, the orthogonality
relation reduces to ∫ b
a
pm(x)pn(x)w(x)dx = 0,
for all m,n ∈ N such that m 6= n. If dα(x) = w(x)dx, we say that the sequence p0(x), p1(x), . . .
is orthogonal with respect to weight w.
Every orthogonal system of real valued polynomials {pn(x)}n satisfies a three term recurrence
relation, i.e. there exist An, Bn, Cn ∈ R with AnCn+1 > 0 such that
xpn(x) = Anpn+1(x) +Bnpn(x) + Cnpn−1(x), (1.1.4)
for n = 1, 2, . . . and p−1(x) = 0, p0(x) = 1. Conversely given a three term recurrence relation
(1.1.4) we can construct polynomials {pn(x)}n satisfying (1.1.4). Favard’s theorem gives, for
An, Bn, Cn ∈ R with AnCn+1 > 0, that there exists a positive measure dα such that a sequence
of polynomials {pn(x)}n defined by (1.1.4) is an orthogonal system of polynomials with respect
to dα, see [22, Chapter 3, Theorem 3.1] and [55, Theorem 2.5.2].
Let us look at polynomial solutions y(x) for equations of the type
f(x)Ty(x) + g(x)Sy(x) + h(x)y(x) = λny(x), (1.1.5)
3
where S and T are linear operators which map a polynomial of degree n to a polynomial of
respectively degree n − 1 and n − 2. We let f , g and h be polynomials independent of n and
let {λn} be a finite or infinite sequence of constants. Moreover we assume that for each n there
exists a polynomial solution y(x) = pn(x) of degree n in x for (1.1.5). A famous Theorem of
Bochner [55, Theorem 20.1.2] states that for S = d
dx
and T = S2 all orthogonal polynomial
solutions of (1.1.5) are Jacobi polynomials, Laguerre polynomials or Hermite polynomials. These
three classes of polynomials are called the classical orthogonal polynomials. The eigenvector
problem for (1.1.5) has been studied for many other operators S and T . All orthogonal polynomial
solutions that can be expressed as (basic) hypergeometric series which are solutions to (1.1.5)
where S and T involve d
dx
, Dq , Dq and ∆, where Dq is the Askey-Wilson operator [55, (12.1.10)]
and ∆(f)(x) = f(x + 1), are classified and arranged in the (q-)Askey scheme, see [63]. The
Askey-scheme leads to the definition of q-classical orthogonal polynomials. All scalar valued
orthogonal polynomials that occur in this thesis belong to the (q-)Askey scheme. The complete list
of all orthogonal polynomials of the (q-)Askey scheme, along with the proof of the classification,
can be found in Koekoek, Lesky and Swarttouw [63]. For a very general classification Theorem
also see Vinet and Zhedanov [106].
Example 1.1.1. A class of classical orthogonal polynomials are the Jacobi polynomials. For
α > −1 and β > −1 define the sequence of polynomials {P (α,β)n }∞n=0 by
P
(α,β)
n (x) =
(α+ 1)n
n!
2F1
[−n, n+ α+ β + 1
α+ 1
;
1− x
2
]
.
The Jacobi polynomials are orthogonal with respect to the weight (1− x)α(1 + x)β on the space
[−1, 1]. The explicit orthogonality is∫ 1
−1
P
(α,β)
m P
(α,β)
n (1− x)α(1 + x)βdx
=
2α+β+1
2n+ α+ β + 1
Γ(−n− α− β)Γ(n+ α+ β + 1)
Γ(−n− α)n! δm,n.
The three term recurrence relation for the Jacobi polynomials is
xP
(α,β)
n (x) =
2(n+ 1)(n+ α+ β + 1)
(2n+ α+ β + 1)(2n+ α+ β + 2)
P
(α,β)
n+1 (x)
+
β2 − α2
(2n+ α+ β)(2n+ α+ β + 2)
P
(α,β)
n (x)
+
2(n+ α)(n+ β)
(2n+ α+ β)(2n+ α+ β + 1)
P
(α,β)
n−1 (x).
Also the Jacobi polynomials are polynomial solutions for the hypergeometric equation (1.1.2),
(1− x2)y′′(x) + (β − α− (α+ β + 2)x)y′(x) + n(n+ α+ β + 1)y(x) = 0.
For special values of α and β the Jacobi polynomials restrict to other well known polyno-
mials. We mention two of these classes. For λ > − 1
2
the Jacobi polynomials C
(λ)
n (x) =
(2λ)n
(λ+ 1
2
)n
P
(λ− 1
2
,λ− 1
2
)
n (x) are called the Gegenbauer or ultraspherical polynomials. When we take
α = β = 1
2
we obtain the Chebyshev polynomials of the second kind (1.4.3)
Un(x) = (n+ 1)
P
( 1
2
, 1
2
)
n (x)
P
( 1
2
, 1
2
)
n (1)
= (n+ 1)2F1
[−n, n+ 2
3
2
;
1− x
2
]
.
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Example 1.1.2. Fix 0 < q < 1. There are multiple q-analogues of the Jacobi polynomials, Exam-
ple 1.1.1. One of the q-analogues of the Jacobi polynomials are the continuous q-Jacobi polynomials.
Let α ≥ − 1
2
and β ≥ − 1
2
. The class of continuous q-Jacobi polynomials {P (α,β)n (x|q)}∞n=0 is
defined by
P
(α,β)
n (x|q) = (q
α+1; q)n
(q; q)n
4φ3
[
q−n, qn+α+β+1, q
1
2
α+ 1
4 eiθ, q
1
2
α+ 1
4 e−iθ
qα+1,−q 12 (α+β+1),−q 12 (α+β+2) ; q, q
]
,
where x = cos(θ). The orthogonality for the continuous q-Jacobi polynomials is given by
1
2pi
∫ 1
−1
P
(α,β)
m (x|q)P (α,β)n (x|q) w(x)√
1− x2 dx
= δm,n
(q
1
2
(α+β+2), q
1
2
(α+β+3); q)∞
(q, qα+1, qβ+1,−q 12 (α+β+1),−q 12 (α+β+2); q)∞
(1− qα+β+1)
(1− q2n+α+β+1)
× (q
α+1, qβ+1,−q 12 (α+β+3); q)n
(q, qα+β+1,−q 12 (α+β+1); q)n
q(α+
1
2
)n,
where, for x = cos(θ), the weight is given by
w(x) = w(x;α, β|q) =
∣∣∣∣∣ (e2iθ; q)∞(q 12α+ 14 eiθ, q 12α+ 34 eiθ,−q 12β+ 14 eiθ,−q 12β+ 34 eiθ; q)∞
∣∣∣∣∣
2
.
The three term recurrence relation for the continuous q-Jacobi polynomials is given by
xP˜n(x|q) = AnP˜n+1(x|q) +
(
q
1
2
α+ 1
4 + q−
1
2
α− 1
4 −An − Cn
)
P˜n(x|q) + CnP˜n−1(x|q),
where
P˜n(x|q) = (q; q)n
(qα+1; q)n
P
(α,β)
n (x|q),
and the coefficients
An = q
− 1
2
α− 1
4
(1− qn+α+1)(1− qn+α+β+1)(1 + qn+ 12 (α+β+1))(1 + qn+ 12 (α+β+2))
(1− q2n+α+β+1)(1− q2n+α+β+2) ,
Cn = q
1
2
α+ 1
4
(1− qn)(1− qn+β)(1 + qn+ 12 (α+β))(1 + qn+ 12 (α+β+1))
(1− q2n+α+β)(1− q2n+α+β+1) .
To describe the q-analogue for the second order differential equation for the continuous q-Jacobi
polynomials we need some notation. Given a polynomial p we set p˘(eiθ) = p(x), where x = cos(θ),
that is
p˘(z) = p
(
z + z−1
2
)
,
for z = eiθ. We should think of p(x) = p(cos(θ)) as a Laurent polynomial in eiθ. Now, the
continuous q-Jacobi polynomials y(x) = P
(α,β)
n (x) are solutions for the second order q-difference
equation given by
q−n(1− qn)(1− qα+β+n+1)y˘(z) = A(z) (y˘(qz)− y˘(z))
+A(z−1)
(
y˘(q−1z)− y˘(z)) , (1.1.6)
where x = cos(θ), z = eiθ and
A(z) =
(1− q α2 + 14 z)(1− q α2 + 34 z)(1− q β2 + 14 z)(1− q β2 + 34 z)
(1− z2)(1− qz2) .
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The classical Jacobi polynomials can be found if we take the limit q → 1. We find that
lim
q→1P
(α,β)
n (x|q) = P (α,β)n (x).
Also we mention two special cases of the continuous q-Jacobi polynomials. If we set β = α and
then replace qα+
1
2 by γ we find the continuous q-ultraspherical polynomials Cn(x; γ|q). We have
P
(α,α)
n (x|q) q
α+1
2→γ−−−−−−−→ (γq
1
2 ; q)n
(γ2; q)n
γ
1
2
nCn(x; γ|q).
If we set γ = qλ for the continuous q-ultraspherical polynomials and take q to 1 we obtain the
Gegenbauer polynomials, we have limq→1 Cn(x; qλ|q) = C(λ)n (x). The Chebyshev polynomials of
the second kind are given by taking γ = q, hence Cn(x; q|q) = Un(x). A consequence of this fact is
that the Chebyshev polynomials of the second kind are a solution of the second order q-difference
equation (1.1.6), although the Chebyshev polynomials can be defined by a hypergeometric series
and are simultaneously solutions for the second order differential equation in Example 1.1.1.
Example 1.1.3. An other class of quantum orthogonal polynomials which are a generalization
of the Jacobi polynomials are the little q-Jacobi polynomials. The little q-Jacobi polynomials
play an important role in Chapter 2, hence we mention the polynomials briefly. Fix 0 < q < 1.
Let a and b such that 0 < aq < 1 and bq < 1. The little q-Jacobi polynomials {pn(x; a, b; q)}∞n=0
are defined by
pn(x; a, b; q) = 2φ1
[
q−n, abqn+1
aq
; q, qx
]
.
The little q-Jacobi polynomials are an example of polynomials which are orthogonal on an infinite
discrete set. The orthogonality relation is
∞∑
k=0
(bq; q)k
(q; q)k
(aq)kpm(q
k; a, b; q)pn(q
k; a, b; q) = δm,nhm,
with
hm =
(abq2; q)∞
(aq; q)∞
(1− abq)(aq)n
(1− abq2n+1)
(q, bq; q)n
(aq, abq; q)n
.
A three term recurrence relation for the little q-Jacobi polynomials is given by
−xpn(x; a, b; q) = Anpn+1(x; a, b; q)− (An + Cn)pn(x; a, b; q) + Cnpn−1(x; a, b; q),
where An and Cn are
An = q
n (1− aqn+1)(1− abqn+1)
(1− abq2n+1)(1− abq2n+2) , Cn = aq
n (1− qn)(1− bqn)
(1− abq2n)(1− abq2n+1) .
The little q-Jacobi polynomials are the polynomial solution y(x) = pn(x; a, b; q) of the q-difference
equation
q−n(1− qn)(1− abqn+1)xy(x) = B(x)y(qx)− (B(x) +D(x))y(x) +D(x)y(q−1x),
where B(x) = a(bqx− 1) and D(x) = x− 1. We obtain the Jacobi polynomials P (α,β)n (x) putting
a = qα, b = qβ as q → 1, explicitly
lim
q→1 pn(x; q
α, qβ ; q) =
P
(α,β)
n (1− 2x)
P
(α,β)
n (1)
.
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1.1.3 Matrix valued orthogonal polynomials
We give a short introduction to matrix valued orthogonal polynomials, for an overview we refer
to Damanik, Pushnitski and Simon [24] and Miranian [88].
Matrix valued orthogonal polynomials are a generalization of the orthogonal polynomials
described in the previous section. Let V be a finite dimensional complex vector space, a matrix
valued polynomial is an element in C[x]⊗End(V ). Choose a basis {vi}`i=0 for the vector space V .
Let I = (a, b) again be a possible unbounded real interval. For a function F : I → End(V ) we
define
∫ b
a F (x)dx ∈ End(V ) by (∫ b
a
F (x)dx
)
i,j
=
∫ b
a
F (x)i,jdx,
for all 0 ≤ i, j ≤ ` assuming that F (x)i,j are integrable and
∫ b
a F (x)i,jdx are finite. A weight
matrix W : I → End(V ) is an almost everywhere strictly positive definite End(V ) valued function
for which all its matrix entries are integrable functions. We assume that all moments of W
µn =
∫ b
a
xnW (x)dx ∈ End(V ), n ∈ N,
exist. Let ∗ be the Hermitian adjoint on End(V ). Define the pairing
〈P,Q〉 =
∫ b
a
P (x)∗W (x)Q(x)dx. (1.1.7)
The pairing 〈·, ·〉 is a End(V ) valued inner product, i.e.
1. 〈P,QA+RB〉 = 〈P,Q〉A+ 〈P,R〉B for all P,Q,R ∈ C[x]⊗ End(V ) and A,B ∈ End(V ).
2. (〈P,Q〉)∗ = 〈Q,P 〉 for all P,Q ∈ C[x]⊗ End(V ).
3. 〈P, P 〉 is positive semi-definite for all P ∈ C[x] ⊗ End(V ). Moreover if 〈P, P 〉 = 0 then
P = 0.
The polynomials of an infinite sequence P0(x), P1(x), . . . with Pm ∈ C[x] ⊗ End(V ) are
orthogonal with respect to 〈·, ·〉 if for all m,n ∈ N we have 〈Pm, Pn〉 = Hmδm,n with 0 6=
Hm ∈ End(V ). Note that Hm is always strictly positive definite. A sequence {Pm(x)}∞m=0
with Pm ∈ C[x]⊗ End(V ) is called an orthogonal sequence of matrix valued polynomials with
respect to 〈·, ·〉 if for each m ∈ N, deg(Pm) = m, the leading coefficient of Pm is non-singular
and {Pm(x)}∞m=0 are orthogonal with respect to 〈·, ·〉. If no confusion can occur we fix the
pairing and simply call a sequence {Pm(x)}∞m=0 of matrix valued polynomials in C[x]⊗ End(V )
an orthogonal sequence of matrix valued polynomials. We call an orthogonal sequence of matrix
valued polynomials orthonormal if Hm = I for all m ∈ N.
A matrix valued polynomial Pm ∈ C[x] ⊗ End(V ) is called monic if Pm can be written
as Ixm + R(x), with R ∈ C[x] ∈ End(V ) and deg(R(x)) < m. Given a weight matrix W :
I → End(V ), by a generalized Gram-Schmidt orthogonalization there exists a unique orthogonal
sequence of monic matrix valued polynomials {Qm}∞m=0. For a proof combine [49, Proposition 2.4]
and [24, Lemma 2.2]. Moreover each sequence of matrix valued polynomials {Pm}∞m=0 orthogonal
with respect to 〈·, ·〉 is of the form Pm = QmAm where Am ∈ GL(V ), see [49, Corollary 2.5].
The orthogonal sequence of matrix valued polynomial {Pm(x)}∞m=0 satisfies a three term
recurrence relation, see [24, §2.2.1]. For all m ∈ N, there exist Am, Bm, Cm ∈ End(V ) with Am
invertible such that
xPm(x) = Pm+1(x)Am + Pm(x)Bm + Pm−1(x)Cm,
with P−1(x) = 0, P0(x) ∈ End(V ). For the orthogonal sequence of matrix valued polynomials a
matrix valued analogue of Favard’s Theorem also holds, see [24, §2.2.4].
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Let W1 and W2 be two weight matrices on (a, b), then W1 is equivalent to W2, notation
W1 ∼W2, if there exists a matrix U independent of x ∈ (a, b) such that
W1(x) = U
∗W2(x)U, x ∈ (a, b).
Denote 〈·, ·〉W1 for (1.1.7) with W = W1 and denote 〈·, ·〉W2 for (1.1.7) with W = W2. Let
{Pm}∞m=0 be matrix valued polynomials orthogonal with respect to 〈·, ·〉W1 and suppose W1 ∼W2
such that W1 = U∗W2U for a matrix U , then the matrix valued polynomials {UPm}∞m=0 are
orthogonal with respect to 〈·, ·〉W2 . Indeed, for every m,n ∈ N, we have
〈Pm, Pn〉W1 =
∫ b
a
(Pm(x))
∗W1(x)Pn(x)dx
=
∫ b
a
(UPm(x))
∗W2(x)(UPn(x))dx = 〈UPm, UPn〉W2 .
We call a matrix weight W irreducible if it is not equivalent to a weight of the form W1 ⊕W2,
where W1 and W2 are weight matrices on (a, b) of smaller size than W . A matrix weight W
is called trivial if it is equivalent to a diagonal weight. Suppose that a matrix weight W is
trivial such that W (x) = U∗D(x)U , where D(x) = diag(w1(x), w2(x), . . . , wn(x)), and let Pm be
orthogonal matrix valued polynomials with respect to W . Then the orthogonal polynomials UPm
with respect to D are diagonal of the form UPm(x) = diag(p1(x), p2(x), . . . , pn(x)) where every
pi is an orthogonal polynomial with respect to wi. From [102, Theorem 1.11] it follows that, also
see [69].
Lemma 1.1.4. Let W be a continuous matrix weight such that there exists a point x ∈ (a, b)
where W (x) = I. The weight matrix W is equivalent to a scalar weight matrix if and only if
W (x)W (y) = W (y)W (x) for all x, y ∈ (a, b).
The (q-)Askey scheme is the classification of all orthogonal polynomials expressible as (basic)
hypergeometric series satisfying the second order equation of the form (1.1.5), where S and T
involve d
dx
, Dq, Dq or ∆. A matrix valued analogue of (1.1.5) are matrix valued polynomial
solutions Pn ∈ C[x]⊗ End(V ) satisfying
f(x)TPn(x) + g(x)SPn(x) + h(x)Pn(x) = Pn(x)Λn, (1.1.8)
where S and T are linear operators mapping a matrix valued polynomial of degree m to respectively
m− 1 and m− 2, involving d
dx
, Dq , Dq or ∆. We let f, g and h be polynomials independent of n
and {Λn} a sequence of eigenvalue matrices in End(V ). Note that Λn in (1.1.8) appears on the
right of solution P (x). Duran [32] showed that if the eigenvalue matrices Λn are written to the
left of the matrix valued polynomials Pn in (1.1.8) this only leads to uninteresting cases where
the weight matrix is equivalent to a diagonal matrix.
A complete classification of all matrix valued orthogonal polynomials satisfying (1.1.8) in a
similar fashion as the (q-)Askey scheme is not known, maybe even impossible to find. Although
many examples of non-trivial matrix valued orthogonal polynomials satisfying a second order
equation of the form (1.1.8) are known, many are ad-hoc and are of low-dimensional form. Chapter
2 contains such an ad-hoc example, motivated by [5], related to the little q-Jacobi polynomials and
can be considered as one of the first q-analogues for matrix valued orthogonal polynomials. The
examples of the matrix valued orthogonal polynomials found in Chapters 5 and 6 are constructed
with a general technique studied by Heckman, Koornwinder, Koelink, van Pruijssen and Roma´n
[50, 67, 68, 74, 96]. Therefore these examples are far from ad-hoc and have a strong connection
with representation theory and group theory. The matrix valued orthogonal polynomials of
Chapters 5 and 6 are the first q-analogues of matrix valued orthogonal polynomials related
to quantum groups. Therefore they can be considered as natural matrix valued analogues of
q-classical polynomials. Moreover the matrix valued orthogonal polynomials in Chapter 6 admit
two extra free parameters, making them distinct from the matrix valued orthogonal polynomials
related to (SU(3),U(2)) where there are no two extra free parameters.
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Remark 1.1.5. The position of the ∗ in (1.1.7) is a matter of choice. If the pairing between two
matrix valued polynomials would have been chosen
〈P,Q〉R =
∫ b
a
P (x)W (x)Q(x)∗dx,
where the ∗ appears on the right, all theory above still holds, although some coefficients appearing
at the right should now appear on the left and the other way around. If the pairing between two
matrix valued polynomials is used anywhere in the thesis we first fix the position of the ∗ in this
chapter. The End(V ) valued inner products 〈·, ·〉 and 〈·, ·〉R are related by 〈P,Q〉 = 〈P ∗, Q∗〉R.
1.2 Compact quantum groups
Quantum groups were first mentioned by Drinfeld and Jimbo, who, independently, studied
solutions of quantum Yang-Baxter equations arising from two-dimensional solvable lattices, see
[29, 59]. Over the last years, these quantum groups appeared to be the fundamental algebra
structure for many branches in mathematics and theoretical physics.
Given a compact Lie group G we can associate G with two different Hopf algebras, where a Hopf
algebra is an unital associative algebra with additional operators called the counit, comultiplication
and antipode. If g is the Lie algebra of G we can construct the universal enveloping algebra U(g).
The universal enveloping algebra U(g) comes with a natural coalgebra structure turning U(g) into
a Hopf algebra. Another way to associate a Hopf algebra to G is to look at the coordinate algebra
O(G) on G which is also a Hopf algebra.
A similar approach can be applied for compact quantum groups. Given a compact Lie group
G with its complex Lie algebra g, there are two ways to construct a compact quantum group. We
can construct the quantized universal enveloping algebra Uq(g) which is a quantum deformation
of U(g) known as the Drinfeld-Jimbo construction. Conversely, we can construct the quantized
function algebra Aq(G) which is a quantum deformation of O(G) known as the FRST-construction
(Faddeev, Reshetikhin, Sklyanin, Takhtajan). The quantized universal enveloping algebra Uq(g)
and the quantized function algebra Aq(G) both have a Hopf algebra structure. Moreover, Uq(g)
and Aq(G) are dual in the sense that there exists a pairing 〈·, ·〉 : Uq(g)×Aq(G)→ C satisfying
certain properties.
In this section we mention some basic facts on Hopf algebras. As an illustrative example we
present the Drinfeld-Jimbo construction for g = sl2 and the FRST-construction for G = SU(2).
For the general constructions we refer to different literature, although a more general Drinfeld-
Jimbo construction for Kac-Moody algebras can be found in Chapter 4. For more references
we refer to Klimyk and Schmu¨dgen [61], Chari and Pressley [21], Lusztig [87], Koelink [65] and
Korogodsky and Soibelman [64].
1.2.1 Hopf algebras
For an associative algebra A we write m : A⊗A→ A for multiplication a⊗ b 7→ ab and, if A is
unital, η : C→ A for the unit map λ 7→ λ1A.
Definition 1.2.1. Let A be a unital associative algebra. The homomorphism ∆ : A→ A⊗A is
called the comultiplication if ∆ is coassociative, i.e. (id⊗∆)◦∆ = ∆◦(∆⊗id). The homomorphism
 : A→ C is called the counit if (⊗ id)◦∆ = id = (id⊗)◦∆. The antihomomorphism S : A→ A
is called the antipode if m ◦ (S ⊗ id) ◦∆ = η ◦  = m ◦ (id⊗ S) ◦∆. Algebra A is called a Hopf
algebra if it is equipped with a comuliplication, counit and antipode.
A ∗-operator on A is an antilinear, antimultiplicative involution, i.e. (λa+ µb)∗ = λa∗ + µb∗,
(ab)∗ = b∗a∗ and (a∗)∗ = a for all λ, µ ∈ C and a, b ∈ A. A Hopf algebra A with a ∗-operator is
a Hopf ∗-algebra if (∗ ⊗ ∗) ◦∆ = ∆ ◦ ∗, (a∗) = (a) for all a ∈ A.
To simplify notation considerably we use Sweedler notation. If a ∈ A then there exist
elements ai
(1)
, ai
(2)
∈ A such that ∆(a) = ∑i ai(1) ⊗ ai(2). With Sweedler notation we abbreviate
∆(a) =
∑
(a) a(1) ⊗ a(2).
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Definition 1.2.2. Let A and B be two Hopf algebras. A pairing between two Hopf algebras A
and B is a non-degenerate bilinear map 〈·, ·〉 : A×B → C such that for all a, a′ ∈ A and b, b′ ∈ B
〈a, bb′〉 =
∑
(a)
〈a(1), b〉〈a(2), b′〉, 〈aa′, b〉 =
∑
(b)
〈a, b(1)〉〈a′, b(2)〉,
〈a, 1〉 = (a), 〈1, b〉 = (b), 〈S(a), b〉 = 〈a, S(b)〉.
(1.2.1)
A pairing of Hopf ∗-algebras A and B is a non-degenerate bilinear map 〈·, ·〉 : A×B → C satisfying
the above properties and 〈a, b∗〉 = 〈S(a)∗, b〉, 〈a∗, b〉 = 〈a, S(b)∗〉 for all a ∈ A and b ∈ B.
We call two (∗-)Hopf algebras A and B dual if there exists a pairing between the two Hopf
(∗-)algebras.
Example 1.2.3. Let g be a complex Lie algebra with Lie bracket [·, ·]. The universal enveloping
algebra U(g) is defined as the quotient algebra of the universal unital algebra generated by the
elements of g by the two-sided ideal generated by the elements xy − yx− [x, y], where x, y ∈ g.
The universal enveloping algebra U(g) is universal in the sense that every linear map φ : g→ A,
where A is a unital algebra, satisfying φ([x, y]) = φ(x)φ(y)− φ(y)φ(x) extends to a unique unital
algebra homomorphism ψ : U(g) → A satisfying ψ(x) = φ(x) for all x ∈ g. By the universal
property we have that the linear maps
∆ : g→ U(g)⊗ U(g) : x 7→ x⊗ 1 + 1⊗ x,
 : g→ C : x 7→ 0, S : g→ g : x 7→ −x,
extend to unique unital algebra homomorphisms
∆ : U(g)→ U(g)⊗ U(g),  : U(g)→ C, S : U(g)→ U(g)op,
where U(g)op is the opposite algebra of U(g), i.e. multiplication · on gop is defined by x · y = yx
for all x, y ∈ U(g). It is a straightforward check that these algebra homomorphisms turn U(g)
into a Hopf algebra.
Example 1.2.4. Let g = sl2. The Lie algebra g is spanned over C by
H =
(
1 0
0 −1
)
, E =
(
0 1
0 0
)
, F =
(
0 0
1 0
)
,
satisfying [H,E] = 2E, [H,F ] = −2F and [E,F ] = H. The universal enveloping algebra U(g) is
the quotient algebra of the unital algebra generated by the elements H, E and F by the two-sided
ideal generated by these three relations. The universal enveloping algebra U(g) is a Hopf algebra
by the previous example. We introduce a ∗-operator on U(g) by extending the ∗-operator on g to
U(g), where the ∗-operator is defined by H∗ = H, E∗ = F and F ∗ = E. In the case that U(g)
contains a ∗-structure we write U(su2) for this ∗-Hopf algebra.
Example 1.2.5. Let G be the complex matrix groups SL(N,C). For each element g ∈ G, where
g = (gij)1≤i,j≤N , we define the coordinate functions uij by u
i
j(g) = gij . Let O(G) be the unital
algebra generated by all uij for 1 ≤ i, j ≤ N called the coordinate algebra of G. We show that
O(G) is a Hopf algebra. Define
∆(uij) =
∑
k
uik ⊗ ukj ∈ O(G)⊗O(G), (uij) = δi,j ,
and for every g ∈ G, S(uij)(g) = uij(g−1). Since each element g ∈ G is invertible, there
exist polynomials pi,j such that (g
−1)i,j = pi,j(u11(g), u
2
1(g), . . . , u
N
N (g)). In particular S(u
i
j) =
pi,j(u
1
1(g), u
2
1(g), . . . , u
N
N (g)) ∈ O(G). Therefore O(G) is, by straightforward checks, a Hopf
algebra, called the coordinate Hopf algebra of G.
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Example 1.2.6. Let G be the complex matrix groups SL(N,C). Then GR = SU(N) is a compact
real form of the complex connected Lie group G. For each f ∈ O(G) we define the unique function
f∗ ∈ O(G) by f∗(g) = f(g) for all g ∈ GR. With this ∗-structure, the coordinate algebra O(G)
becomes a Hopf ∗-algebra. We write O(GR) for the coordinate algebra O(G) endowed with the
∗-structure.
Example 1.2.7. Let G = SL(2,C). Take GR = SU(2) to be a compact real form of G. The
coordinate algebra O(GR) is generated by u11, u12, u21 and u22 satisfying relations u11u22 − u12u21 = 1,
(u11)
∗ = u22 and (u
1
2)
∗ = −u21. Moreover comultiplication, counit and antipode are given by
∆
(
u11 u
1
2
u21 u
2
2
)
=
(
u11 ⊗ u11 + u12 ⊗ u21 u11 ⊗ u12 + u12 ⊗ u22
u21 ⊗ u11 + u22 ⊗ u21 u21 ⊗ u12 + u22 ⊗ u22
)
,

(
u11 u
1
2
u21 u
2
2
)
=
(
1 0
0 1
)
, S
(
u11 u
1
2
u21 u
2
2
)
=
(
u22 −u12
−u21 u11
)
.
Example 1.2.8. Let G = SL(N,C), let GR = SU(N) be a compact real form of G and g = suN .
There exists a pairing of Hopf ∗-algebras between U(g) and O(GR), defined on the generators
of U(g). Let X ∈ U(g) be a basis element of the form X = X1X2 . . . Xn, where Xi ∈ g. Take
f ∈ O(GR), then the pairing 〈·, ·〉 : U(g)×O(GR)→ C is defined by
〈X, f〉 = ∂
n
∂t1∂t2 . . . ∂tn
∣∣∣∣
t1=t2=...=tn=0
f(exp(t1X1) exp(t2X2) . . . exp(tnXn)).
1.2.2 The quantized universal enveloping algebra of sl2
Let g = sl2. In this section we quantize the universal enveloping algebra U(g) of example 1.2.4
using the Drinfeld-Jimbo construction. The quantization of U(g), which we denote by Uq(g), can
be considered as a one-parameter deformation of U(g) and turns out to be a Hopf algebra again.
In this section we do not discuss the general construction, which can be found in [61, Chapter
6], [21, §6.3]. The general Drinfeld-Jimbo construction for Kac-Moody algebras is introduced in
Chapter 4.
For the rest of this chapter, and throughout the whole thesis, assume 0 < q < 1. The quantized
enveloping algebra Uq(g) is generated by E, F and K±1, subject to the relations
KK−1 = 1 = K−1K, KE = q2EK,
KF = q−2FK, [E,F ] =
K −K−1
q − q−1 .
(1.2.2)
The comultiplication, counit and antipode of Uq(g) are defined on the generators by
∆ : E,F,K±1 7→ E ⊗ 1 +K ⊗ E,F ⊗K−1 + 1⊗ F,K±1 ⊗K±1,
 : E,F,K±1 7→ 0, 0, 1,
S : E,F,K±1 7→ −K−1E,−FK,K∓1.
The quantized enveloping algebra Uq(su2) is the quantized enveloping algebra Uq(g) equipped
with an extra ∗-operator called the compact standard form defined on the generators by
∗ : E,F,K±1 7→ KF,EK−1,K±1.
In the following chapters we study the center of quantized enveloping algebras. The center of
Uq(g) is easy to describe. For the proof of Proposition 1.2.9 see [61, p. 54, Proposition 2].
Proposition 1.2.9. The Casimir element
Ω =
q−1K + qK − 2
(q − q−1) + EF,
is a central element and generates the center of Uq(g).
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We show that U(g) is related to the classical limit q → 1 of the Hopf algebra Uq(g). Formally
write q = eh and K = ehH . Differentiating the second and third relation of (1.2.2) and then
taking the limit h → 0, i.e. q → 1, equals [H,E] = 2E and [H,F ] = −2F . Taking the limit
h→ 0 in the last relation of (1.2.2) yields [E,F ] = H. Therefore we obtain the relations for U(g).
Similarly, we recover the Hopf algebra structure of U(g) from Uq(g) as h→ 0.
1.2.3 The quantized function algebras of SU(2)
Let G = SU(2). In this section we quantize the coordinate algebra O(G) of example 1.2.7 using
the FRST-construction. We do not discuss the general construction, which can be found in [61,
Chapter 9] and [21, Chapter 7].
The quantized function algebra Aq(G) of G is the complex unital algebra generated by α, β,
γ and δ subject to the relations
αβ = qβα, αγ = qγα, βδ = qδβ, γδ = qδγ,
βγ = γβ, αδ − qβγ = δα− q−1βγ = 1. (1.2.3)
The comultiplication, counit and antipode on Aq(G) are given on the generators by
∆
(
α β
γ δ
)
=
(
α⊗ α+ β ⊗ γ α⊗ β + β ⊗ δ
γ ⊗ α+ δ ⊗ γ γ ⊗ β + δ ⊗ δ
)

(
α β
γ δ
)
=
(
1 0
0 1
)
, S
(
α β
γ δ
)
=
(
δ −q−1β
−qγ α
)
.
The quantized function algebra Aq(SU(2)) is the quantized function algebra Aq(G) equipped
with an extra ∗-operator defined on the generators by
(
α∗ β∗
γ∗ δ∗
)
=
(
δ −qγ
−qβ α
)
.
Taking the classical limit q → 1 we obtain the relations of O(SU(2)) from (1.2.3). Similarly,
we recover the Hopf algebra structure of O(SU(2)) from Aq(SU(2)) as q → 1.
Motivated by Example 1.2.8 we show an explicit duality between Uq(su2) and Aq(SU(2)).
Let 〈·, ·〉 : Uq(su2) × Aq(SU(2)) → C be the pairing defined on the generators of Uq(su2) and
Aq(SU(2)) by
〈
E,
(
α β
γ δ
)〉
=
(
0 1
0 0
)
,
〈
F,
(
α β
γ δ
)〉
=
(
0 0
1 0
)
,〈
K±1,
(
α β
γ δ
)〉
=
(
q±1 0
0 q∓1
)
.
We extend 〈·, ·〉 to any element of Uq(su2)×Aq(SU(2)) using relations (1.2.1).
Using the duality we define a left and right action of Uq(su2) on Aq(SU(2)) as follows. Let
X ∈ Uq(su2) and φ ∈ Aq(SU(2)), then
X.φ = (id⊗X) ◦∆(φ), φ.X = (X ⊗ id) ◦∆(φ),
where we use the duality in the second leg, respectively the first leg. As an exercise, it is
possible to prove that for X,Y ∈ Uq(su2) and φ ∈ Aq(SU(2)) we have 〈Y,X.φ〉 = 〈Y X, φ〉 and
〈Y, φ.X〉 = 〈XY, φ〉.
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1.2.4 Quantum symmetric pairs
Let G be a connected compact Lie group and let K be a closed subgroup of G. The pair (G,K)
is called a symmetric pair if there exists an involution σ on G such that all (Gσ)0 ⊆ K ⊆ Gσ,
where Gσ are all fixed points of σ and (Gσ)0 is the identity component of Gσ .
Let g be the Lie algebra of G. There exists an involutive Lie algebra automorphism θ : g→ g
satisfying the following property. The Lie algebra g decomposes into k, the (+1)-eigenspace of θ,
and p, the (−1)-eigenspace of θ, such that k is the Lie algebra of K. In this section we briefly
explain what the quantum analogue of U(k) is.
In general, Hopf algebras do not have many Hopf subalgebras. Therefore it is not to be
expected that the quantum analogue of U(k) will be a Hopf subalgebra in general. Dijkhuizen [26]
conjectured that we should look instead for right coideals B(θ) ⊆ Uq(g) as good quantum analogues
of U(k), i.e. B(θ) is a unital subalgebra of Uq(g) such that ∆(B(θ)) ⊆ B(θ)⊗ Uq(g). Koornwinder
[76] was the first to construct two-sided coideals, equivalent to a right coideal, which appear
to be good quantum analogs for the symmetric pair (SU(2),U(1)). In the nineties Dijkhuizen,
Noumi, Stokman and Sugitani [27, 28, 90, 91, 92, 99] continued Koornwinder’s work and found
examples of coideal subalgebras of Uq(g) for all classical type Lie algebras g. More recently Letzter
[81, 83, 84, 85, 86] developed a theory of quantum symmetric pairs for all semisimple symmetric
Lie algebras. An overview, extending to the theory of quantum symmetric pairs for all Kac-Moody
algebras, is [71]. Kolb shows [71, Section 10] that the right coideal subalgebra B specializes to
U(k) as q → 1. Moreover, Letzter, [81, Theorem 5.8] and [83, Theorem 7.5], showed that the right
coideal subalgebra B is maximal with this property when g is a finite dimensional Lie algebra.
As an example we construct the quantum symmetric pair for (SU(2),U(1)) originally found by
Koornwinder [76]. For a more comprehensive overview we refer to the reference described above
and Chapter 4 for quantum symmetric pairs with simple generators.
Example 1.2.10. Let s ∈ C. The unital subalgebra B of Uq(su2) generated by
Bs = F + EK
−1 + sK−1.
is a right coideal. Indeed we have
∆(Bs) = (F + EK
−1 + sK−1)⊗K−1 + 1⊗ F + 1⊗ EK−1 ∈ B ⊗ Uq(su2).
However B is not closed under the antipode and B is ∗-invariant if and only if s ∈ R, because
S(Bs) = E + FK + sK, B
∗
s = (F + EK
−1 + sK−1) = Bs.
Note that the right coideal of Example 1.2.10 has one extra free parameter s which disappears
in the classical limit q → 1.
1.3 Finite dimensional representation theory on Hopf algebras
In this section we recall some basic facts about representation theory on Hopf algebras. We
restrict to representations on finite dimensional vector spaces.
1.3.1 Representations
Let A be a Hopf algebra and V a complex vector space. A representation of A on V is an
algebra homomorphism t : A → L(V ), where L(V ) is the set of linear operators on V , i.e.
t(λ1a1 + λ2a2) = λ1t(a1) + λ2t(a2), t(a1a2) = t(a1)t(a2) and t(1) = id for all a1, a2 ∈ A and
λ1, λ2 ∈ C. Note that we only consider the algebra structure of the Hopf algebra. If V is finite
dimensional we call the representation of A on V finite dimensional. Fix V , W vector spaces over
C, let tV be a representation of A on V and let tW be a representation of A on W . A linear map
T : V →W is called an intertwiner of representations tV and tW if for all a ∈ A and v ∈ V we
have (T ◦ tV(a))(v) = (tW(a) ◦ T )(v). If T is invertible the representations tV and tW are called
equivalent. An invariant subspace of a representation tV on V is a subspace W of V such that
for every a ∈ A we have tV (a)(W ) ⊆W . A representation tV on V is said to be irreducible if V
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and {0} are the only invariant subspaces of V . If a representation can be written as a direct sum
of irreducible representations then that representation is called completely reducible. Suppose A
is a Hopf ∗-algebra and V is a space with hermitian inner product of V , then a representation tV
of A on V is called a ∗-representation if 〈t(a)v1, v2〉 = 〈v1, t(a∗)v2〉 for all a ∈ A and v1, v2 ∈ V .
Note that a finite dimensional ∗-representation is always completely reducible.
Example 1.3.1. We give the class of finite dimensional irreducible representations of Uq(su2)
of type 1, also see [61, §3.2]. Every finite dimensional irreducible representation of type 1 of
Uq(su2) can be parametrized by a non-negative half integer. Fix ` ∈ 12N and let V (`) be the
(2`+ 1)-dimensional vector space spanned by an orthonormal basis {e`n : −` ≤ n ≤ `}. The finite
dimensional irreducible unitary representation t` of Uq(su2) on V (`) is given on the generators of
Uq(su2) by
t`(K±1)e`n = q
∓2ne`n, t
`(E)e`n = b
`(n)e`n−1, t
`(F )e`n = b
`(n− 1)e`n+1, (1.3.1)
where we use the convention e``+1 = e
`
−`−1 = 0 and
b`(n) =
√
(q−`+n−1 − q`−n+1)(q−`−n − q`+n)
q−1 − q
All finite dimensional irreducible representations of Uq(su2) are unitary. The action of the Casimir
element of Proposition 1.2.9 on V (`) is given explicitly with (1.3.1) by
t`(Ω)e`n = q
1−2` (1− q2`+1)2
(1− q2)2 e
`
n.
1.3.2 Corepresentations
Let A be a Hopf algebra. A corepresentation of the Hopf algebra A on a vector space V is a linear
map t : V → V ⊗A such that (t⊗ id) ◦ t = (id⊗∆) ◦ t and (id ◦ ) ◦ t = id.
Let t = (tm,n)m,n be a square matrix of elements of A. The matrix t is called a matrix
corepresentation if for all m,n we have
∆(tm,n) =
∑
k
tm,k ⊗ tk,n, (tm,n) = δm,n.
If A is a Hopf ∗-algebra we call a matrix corepresentation t a unitary matrix corepresentation
if S(tm,n) = t∗n,m for all m,n. Let N be the dimension of vector space V and let (en)Nn=1 be a
basis for V . The linear map t : V → V ⊗A defined on the basis (en)Nn=1 by
t(en) =
N∑
m=1
em ⊗ tm,n,
is a corepresentation if and only if t = (tm,n)m,n is a matrix corepresentation, see [61, Chapter 1,
Proposition 13]. Let B be a dual Hopf algebra of A such that there exists a pairing 〈·, ·〉 : B×A→ C.
Using the pairing we find a representation on B by (t(b))m,n = 〈b, tm,n〉 for b ∈ B, see [61, Chapter
1, Proposition 15].
Example 1.3.2. We give the corepresentations of Aq(SU(2)) related to the finite dimensional
irreducible representations of Uq(su2). Fix ` ∈ 12N and let t` be the (2` + 1)-dimensional
irreducible representation of Uq(su2) on V (`). Write t` = (t`m,n)m,n as the (2` + 1) × (2` + 1)
matrix corepresentation where t`m,n ∈ Aq(SU(2)) so that (t`(X))m,n = 〈X, t`m,n〉 for all X
and all m,n. The corepresentation matrix elements t`m,n ∈ Aq(SU(2)) are explicitly known,
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see Koornwinder [75, Theorem 5.2]. These expressions involve little q-Jacobi polynomials, see
Example 1.1.3, and are
t`m,n = c
`(m,n)δm+nγm−np`−k(−q−1βγ), if m ≥ n ≥ −m,
t`m,n = c
`(m,n)δm+nβn−mp`−k(−q−1βγ), if n ≥ m ≥ −n,
t`m,n = c
`(−m,−n)βn−mα−m−np`−k(−q2m+2n−1βγ), if −m ≥ n ≥ m,
t`m,n = c
`(−n,−m)γm−nα−m−np`−k(−q2m+2n−1βγ), if −m ≥ n ≥ m,
(1.3.2)
with little q-Jacobi polynomials p`−k(x) = p`−k(x; q2|m−n|, q2|m+n|; q2), where k = |m| ∨ |n|,
and
c`(m,n) = q−(m−n)(`−m)
[
`+m
m− n
] 1
2
q2
[
`− n
m− n
] 1
2
q2
,
[m
k
]
q
=
(q; q)m
(q; q)k(q; q)m−k
.
1.4 Spherical functions
In this section we explain the interplay between spherical functions and orthogonal polynomials.
At the end of this section we work out an example for the symmetric pair (SU(2)× SU(2), diag)
which is the motivating example for Chapter 5.
Let (G,K) be a symmetric pair. Let D(G)K denote the algebra of all left invariant differential
operators on G which are invariant under right translation of K. A spherical function φ : G→ C
is an analytic function such that
1. φ(e) = 1 and φ(k1xk2) = φ(x) for all k1, k2 ∈ K, g ∈ G.
2. φ is an eigenfunction for every differential operator D ∈ D(G)K , i.e. Dφ = λφ for some
λ ∈ C.
We give two equivalent definitions for spherical functions on (G,K). We have the following
proposition, see [51, Proposition X.3.2].
Proposition 1.4.1. Let dk be the invariant Haar measure on K normalized by one. A continuous
function φ : G → C is a spherical function if and only if φ is non-zero and for all x, y ∈ G the
multiplication property
φ(x)φ(y) =
∫
K
φ(xky)dk (1.4.1)
holds.
If t is an irreducible unitary representation of G on vector space V we call t a representation
of class 1 if there exists a non-zero vector v ∈ V which is K-fixed, i.e. for all k ∈ K we have
t(k)v = v. We have the following theorem connecting spherical functions on compact connected
Lie groups to matrix coefficients of irreducible representations of class 1, see [51, Theorem X.4.8].
Theorem 1.4.2. Let G be a compact connected Lie group. Let Gˆ1 be the space of equivalence
classes of irreducible representations of class 1. There is a one-to-one correspondence of Gˆ1 with
the space of spherical functions φ on (G,K). Moreover, for each representation t ∈ Gˆ1 of G on a
vector space V , the corresponding spherical function φ on (G,K) is defined by φ(x) = 〈t(x)v, v〉,
where v is the K-fixed vector of t.
Example 1.4.3. Let U be an compact connected Lie group. Take G to be the product group
U × U . Let K = diag be the diagonal in U × U , i.e. K = {(u, u) : u ∈ U}. The quotient group
G/K is identified with U by the isomorphism (u1, u2)K 7→ u1u−12 . If, under this identification,
we interpret functions on G/K as functions on U then the multiplication property (1.4.1) becomes
φ(x)φ(y) =
∫
U
φ(xuyu−1)du, (1.4.2)
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for all x, y ∈ G, see [51, p. 407–408]. All continuous functions satisfying (1.4.2) are well known,
see [108, p. 87]. They are of the form φ(x) = d−1χ χ(x), where χ are the characters of all irreducible
representations of U and dχ the dimension of the irreducible representation.
The main non-trivial example that we will study in this case is U = SU(2), the group of 2× 2
unitary matrices with determinant one. Each element u ∈ U is of the form
u =
(
α β
−β α
)
, |α|2 + |β|2 = 1, α, β ∈ C.
Let T be the subgroup of U of diagonal matrices ut = diag(eit, e−it) where t ∈ [0, 2pi]. The
equivalence classes of the unitary irreducible representations of U are parametrized by ` ∈ 1
2
N.
For each ` ∈ 1
2
N define the space V (`) = C[x, y]2` of homogeneous polynomials of degree 2` in
variables x and y. The representation t` of U on V (`) is defined by t`(u)(p) = p ◦ ut for all u ∈ U
and p ∈ V (`) where ut is the transpose of u and p is considered as a function from C2 to C. Each
equivalence class of unitary irreducible representations of U contains exactly one representation
t` where ` ∈ 1
2
N. The irreducible representations t` are completely determined by the restriction
of the characters χ` : T → C : ut 7→ tr(t`(ut)). By Weyl’s character formula [105, Ch. III. §7] we
have for each ` ∈ 1
2
N
χ`(u(t)) =
sin((2`+ 1)t)
sin(t)
= U2`(cos(t)), (1.4.3)
where Un(cos(t)) are called the Chebyshev polynomials of the second kind if we consider Un(cos(t))
as a polynomial in cos(t). Let A be the inverse image of T under the isomorphism G/K →
U : (u1, u2)K 7→ u1u−12 . Take G = U × U and let K be the diagonal in G. The group G
admits the Cartan decomposition G = KAK, i.e. every g ∈ G can be written as g = k1ak2
where k1, k2 ∈ K and a ∈ A. Since every spherical function φ of (G,K) has the transformation
property φ(k1gk2) = φ(g) for all k1, k2 ∈ K and g ∈ G we see that every spherical function is
completely determined by the values φ(a) for a ∈ A. Therefore, every spherical function φ on
(G,K) is of the form φ(at) = U2`(cos(t)), where at ∈ A and at maps to ut under the isomorphism
(u1, u2)K 7→ u1u−12 .
We apply Theorem 1.4.2 on the case G = SU(2) × SU(2) and K the diagonal in G. The
irreducible representations of G are parametrized by the two half integers (`1, `2) where `1, `2 ∈ 12N.
An irreducible representation of G for pair (`1, `2) is given by t`1,`2 = t`1 ⊗ t`2 and acts on the
vector space V (`1, `2) = V (`1)⊗V (`2). Denote 〈·, ·〉 for a G-invariant Hermitian inner product on
V (`1, `2). A representation t`1,`2 restricted to K is not irreducible in general, but is isomorphic
to the direct sum of irreducible representations of K. The branching rules for this restriction are
given by the Clebsch-Gordan rule
t`1,`2 '
`1+`2⊕
`=|`1−`2|
t`, V (`1, `2) =
`1+`2⊕
`=|`1−`2|
V (`). (1.4.4)
For the trivial representation K → GL(C) we have ` = 0. The trivial representation of K occurs
in (1.4.4) if and only if `1 = `2. We can show that for ` = `1 = `2 the representation t`,` is of class
1 and hence there exists a unital K-invariant vector v ∈ V (`, `). Consider the matrix coefficients
defined by m`,`v,v : G→ C : g 7→ 〈v, t`,`(g)v〉. The matrix coefficients m`,`v,v are spherical functions
by Theorem 1.4.2 and are called the elementary zonal spherical functions associated to t`,`. Let
f : G→ SU(2) be the homomorphism defined by (g1, g2) 7→ g1g−12 . The fiber of f at the identity
is K and hence we obtain the diffeomorphism f : G/K → SU(2). The torus A of G is the inverse
map of f of the one dimensional torus T of SU(2). We recall that G admits the G = KAK
decomposition and so the elementary zonal spherical functions m`,`v,v are completely defined on
the values m`,`v,v(a) for a ∈ A. The elementary zonal spherical functions m`,`v,v are identified on A
with the spherical functions in (1.4.3) by χ` ◦ f = m`,`v,v .
We saw that spherical functions on compact connected Lie groups can be realized as matrix
coefficients, and we saw that the Chebyshev polynomials of the second kind play an important
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role for the spherical functions on G = SU(2)× SU(2) restricted to the torus. Koornwinder [74]
observed that in a similar fashion as above, certain matrix coefficients of G = SU(2)× SU(2), can
be considered as vector valued polynomials, restricted to a suitable torus when arranged in a
matrix. Moreover, he describes orthogonality relations for these vector valued polynomials. By
Schur’s lemma the center of the universal enveloping algebra of g, the Lie algebra of G, acts as
a scalar on the spherical functions. Since the center of the universal enveloping algebra of g is
generated by the Casimir elements, these elements give differential operators on the spherical
functions, called the Casimir operators. Koelink, van Pruijssen and Roma´n [67, 68] continued the
study of Koornwinder [74] using both the matrix coefficients and the Casimir operator to classify
the complete family of all matrix valued spherical functions on (SU(2)×SU(2),diag). They showed
that these matrix valued spherical functions are related to matrix valued orthogonal polynomials,
as is the case for the zonal spherical functions and the Chebyshev polynomials. Gru¨nbaum,
Pacharoni, Tirao and Zurria´n [47, 94] have studied families of matrix valued spherical functions
by means of solving differential equations associated to pairs (SU(3),U(2)) and (SO(4),SO(3))
respectively and also derived certain families of matrix valued orthogonal polynomials. Heckman
and van Pruijssen [50] generalized the construction of [67, 68] and classified all compact symmetric
pairs (G,K) of rank one for which the method in [67, 68] works.
Koornwinder [76] was the first to compute spherical functions on the quantum analogue of
(SU(2),U(1)), finding a two parameter family of Askey-Wilson polynomials as zonal spherical
functions. He computed the radial part of the Casimir of the quantized universal enveloping
algebra Uq(su(2)) with respect to twisted primitive elements. The radial part of the Casimir
elements gives rise to a second order difference equation which has as polynomial solutions
Askey-Wilson polynomials with two free parameters. Dijkhuizen, Noumi, Stokman and Sugitani
[27, 28, 90, 91, 92, 99] continued Koornwinder’s work and found many more examples of q-
difference equations related to the quantum analogues of symmetric pairs (G,K) of compact
connected Lie groups G. More recently Letzer [84, 85] unified the computations for the scalar
valued radial parts for all quantum symmetric pairs with non-reduced root system.
1.5 Overview
We give an overview of the chapters in this thesis. Most of the chapters are published or submitted
papers. Due to time constraints and the chances of making mistakes, the author decided not
to completely rewrite these chapters. Therefore several preliminary results discussed in the
introduction also reappear in the next chapters.
• Chapter 2: Matrix valued little q-Jacobi polynomials. In this chapter we give an example of
a new class of 2× 2 matrix valued orthogonal polynomials which is a q-analogue of matrix
valued Jacobi polynomials. The matrix valued little q-Jacobi polynomials are solutions
to a second order q-difference operator. The orthogonality relations, Rodrigues formula,
three-term recurrence relation and their relation to matrix valued basic hypergeometric
series and scalar valued little q-Jacobi polynomials are presented.
This chapter is based on [3] and was initially motivated by (1.3.2), the explicit expression
of the comatrix elements t`m,n in terms of little q-Jacobi polynomials. Our initial thoughts
were that the matrix valued spherical functions of Chapter 5 were related to matrix valued
little q-Jacobi polynomials. However, this appears not to be the case.
• Chapter 3: Explicit matrix inverses for lower triangular matrices with entries involving
continuous q-ultraspherical polynomials. For a one-parameter family of lower triangular
matrices with entries involving continuous q-ultraspherical polynomials we give an explicit
lower triangular inverse matrix, with entries involving again continuous q-ultraspherical
polynomials. The result is used in Chapter 5 to prove the explicit expressions of the matrix
valued polynomials related to the Chebyshev polynomials of the second kind.
The main result, Theorem 3.1.1, is only used partially in Chapter 5. We expect that the full
result of Theorem 3.1.1 can be used to extend the matrix valued Chebyshev polynomials
of [66] to matrix valued continuous q-ultraspherical polynomials. This is not done in this
thesis.
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This chapter is based on [1].
• Chapter 4: The radial part of quantum symmetric Kac-Moody pairs with simple generators.
We introduce a class of quantum symmetric pairs with simple generators. For this class
of quantum symmetric pairs with simple generators we prove that there exists a quantum
analogue for the infinitesimal Cartan decomposition of Casselman and Milicˇic´ [20, §2]
which is closely related to the KAK-decomposition for compact Lie groups. Moreover,
the quantum analogue for the infinitesimal Cartan decomposition is constructive. We
compute the radial part of the Casimir elements for the quantum analogues of (SU(2),U(1)),
(SU(2) × SU(2), diag) and (SU(3),U(2)) explicit. The results of this chapter are used in
Chapter 5 and Chapter 6.
This chapter is based on the preprint [2] and was initially developed to compute the matrix
valued radial part of the center of the quantum analogues of (SU(2) × SU(2), diag) and
(SU(3),U(2)). Surprisingly the matrix valued radial part of a larger class of quantum
symmetric pairs can be calculated.
• Chapter 5: Matrix valued orthogonal polynomials related to the quantum analogue of
(SU(2)× SU(2), diag). In this chapter the matrix valued spherical functions related to the
quantum symmetric pair for the quantum analogue of (SU(2)× SU(2), diag) are introduced
and studied in detail. It is essential that the quantum analogue of the diagonal in SU(2)×
SU(2) is a right coideal subalgebra. Otherwise the construction developed in this chapter
and the next chapter fails. The matrix valued spherical functions give rise to matrix valued
orthogonal polynomials, which are matrix valued analogues of a subfamily of Askey-Wilson
polynomials. For these matrix valued orthogonal polynomials we derive a number of
properties: the orthogonality relation, the three term recurrence relation, the explicit weight
matrix in terms of Chebyshev polynomials, the matrix valued Askey-Wilson type q-difference
operator from the Casimir elements, the LDU -decomposition of the weight matrix in terms
of continuous q-ultraspherical polynomials and the explicit expressions of the matrix entries
of the matrix valued orthogonal polynomials in continuous q-ultraspherical polynomials and
q-Racah polynomials.
This chapter is based on the preprint [4].
• Chapter 6: Matrix valued orthogonal polynomials related to the quantum analogue of
(SU(3),U(2)). In this chapter we study the matrix valued spherical functions related to the
quantum symmetric pair for the quantum analogue of (SU(3),U(2)) along the same lines
as Chapter 5. The zonal spherical functions are identified with Askey-Wilson polynomials
in two free parameters. Upon assuming a conjecture concerning the branching rules we
construct matrix valued spherical functions. 1 The matrix valued spherical functions are
identified with matrix valued polynomials with two additional free parameters. These
matrix valued polynomials are orthogonal with respect to a weight matrix. Therefore they
have a more complex structure than the classical matrix valued orthogonal polynomials of
(SU(3),U(2)). Since this chapter is of a preliminary nature we end this chapter with an
outlook with research ideas.
It remains an interesting problem to find a proof for the conjecture stated in Chapter 6. An
even bigger problem finding the branching rules for any quantum symmetric pair of rank
one is still to be solved.
1 A few days before printing we were able to prove this conjecture. Unfortunately there was not enough time
left to write out the details.
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Chapter 2
Matrix valued little q-Jacobi polynomials
Matrix valued analogues of the little q-Jacobi polynomials are introduced and studied.
For the 2 × 2-matrix valued little q-Jacobi polynomials explicit expressions for the
orthogonality relations, Rodrigues formula, three-term recurrence relation and their
relation to matrix valued q-hypergeometric series and the scalar-valued little q-Jacobi
polynomials are presented. The study is based on a matrix valued q-difference operator,
which is a q-analogue of Tirao’s matrix valued hypergeometric differential operator.
This chapter is based on Aldenhoven, Koelink and de los R´ıos [3].
2.1 Introduction
Matrix valued orthogonal polynomials were introduced by M.G.Kre˘ın in 1949, initially studying
the corresponding moment problem, see references in [15, 24], and to study differential operators
and their deficiency indices, see also [80]. Since then an increasing amount of authors are
contributing to build up a general theory of matrix valued orthogonal polynomials (see for
example [31, 44, 48, 67, 98], etc.).
In the study of matrix valued orthogonal polynomials the general theory deals with obtaining
appropriate analogues of classical results known for (scalar-valued) orthogonal polynomials, and
many results and proofs have been generalized in this direction, see [30, 31] and the overview
paper [24]. But also new features that do not hold in the scalar theory have been discovered,
like the existence of different second order differential equations satisfied by a family of matrix
orthogonal polynomials, see [35, 67]. The theory of matrix valued orthogonal polynomials has also
turned out to be a fruitful tool in the solution of higher order recurrence relations, see [36, 46].
For orthogonal polynomials the theory is complemented by many explicit families of orthogonal
polynomials, notably the ones in the Askey scheme and its q-analogue, see [63, 64], which
have turned out to be very useful in many different contexts, such as mathematical physics,
representation theory, combinatorics, number theory, etc. The orthogonal polynomials in the
(q-)Askey scheme are characterized by being eigenfunctions of a suitable second order differential
or difference operator, so that all these families correspond to solutions of a bispectral problem.
E.g., for the Jacobi polynomials this is the hypergeometric differential operator and for the little
q-Jacobi polynomials this is the q-hypergeometric difference operator, see also [43, 55]. This is
closely related to Bochner’s 1929 classification theorem of second order differential operators
having polynomial eigenfunctions, see [55] for extensions and references.
For matrix valued orthogonal polynomials there is no classification result of such type known,
so that we have to study the properties of specific examples of families of matrix valued orthogonal
polynomials. Already many examples are known, either from scratch, [34], related to representation
theory e.g. [47, 67, 68] or motivated from spectral theory [46]. In most of these papers, the matrix
valued orthogonal polynomials are eigenfunctions of a second order matrix valued differential
operator, so that these polynomials are usually considered as matrix valued analogues of suitable
polynomials from the Askey-scheme. The matrix valued differential operator is often of the type
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of the matrix valued hypergeometric differential operator of Tirao [101] and this makes it possible
to express matrix valued orthogonal polynomials in terms of the matrix valued hypergeometric
functions, see e.g. [68] for an example.
More recently, in [5] the step has been made to use matrix valued difference operators and
consider corresponding matrix valued orthogonal polynomials as eigenfunctions. Again these
matrix valued orthogonal polynomials can be seen as analogues of orthogonal polynomials from
the Askey-scheme. In this chapter, motivated by [5], we study a specific case of matrix valued
orthogonal polynomials which are analogues of the little q-Jacobi polynomials, moving from
analogues of classical discrete orthogonal polynomials to orthogonal polynomials on a q-lattice.
As far as we are aware, these matrix valued orthogonal polynomials are a first example of the
matrix valued analogue of a family of polynomials in the q-Askey scheme. An essential ingredient
in the study of these matrix valued little q-Jacobi polynomials is the second order q-difference
operator (2.3.2). In particular this gives the possibility to introduce and employ matrix valued
basic hypergeometric series in the same spirit as Tirao [101], which differs from the approach of
Conflitti and Schlosser [23].
The content of the chapter is as follows. In Section 2.2 we recall the basics of the (scalar-valued)
little q-Jacobi polynomials and the general theory of matrix valued orthogonal polynomials. In
Section 2.3 we study the matrix valued second order q-difference equations as well as under which
conditions such an operator is symmetric for a suitable matrix weight function. In Section 2.4 we
study the relevant q-analogue of Tirao’s [101] matrix valued hypergeometric functions. In Section
2.5 the 2× 2-matrix valued little q-Jacobi polynomials are studied in detail. In particular, we give
explicit orthogonality relations, the moments, the matrix valued three-term recurrence relation,
expressions in terms of the matrix valued basic hypergeometric function, the link to the scalar
little q-Jacobi polynomials, and the Rodrigues formula for these family of polynomials.
It would be interesting to find a group theory interpretation of these matrix valued little
q-Jacobi polynomials along the lines of [47, 67, 68] in the quantum group setting.
2.2 Preliminaries
We recall some preliminaries, most facts can also be found in the introduction of this thesis.
2.2.1 Basic hypergeometric functions
We recall some of the definitions and facts about basic hypergeometric functions, see Gasper and
Rahman [43]. We fix 0 < q < 1. For a ∈ C the q-Pochhammer symbol is defined recursively by
(a; q)0 = 1 and
(a; q)n = (1− aqn−1)(a; q)n−1, (a; q)−n = 1
(aq−n; q)n
, n ∈ N = {0, 1, 2, . . .}.
The infinite q-Pochhammer symbol is defined as
(a; q)∞ =
∞∏
k=0
(1− aqk).
For a1, . . . , a` ∈ C we use the abbreviation (a1, a2, ..., a`; q)n =
∏`
i=1(ai; q)n. The basic hyperge-
ometric series r+1φr with parameters a1, . . . , ar+1, b1, . . . , br ∈ C, base q and variable z is defined
by the series
r+1φr
[
a1, a2, . . . , ar+1
b1, b2, . . . , br
; q, z
]
=
∞∑
k=0
(a1, a2, . . . , ar+1; q)k
(q; q)k(b1, b2, . . . br; q)k
zk, |z| < 1.
The q-derivative Dq of a function f at z 6= 0 is defined by
(Dqf)(z) =
f(z)− f(qz)
(1− q)z ,
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and (Dqf)(0) = f ′(0), provided that f ′(0) exists. Two useful formulas are the q-Leibniz rule [43,
Exercise 1.12.iv]
Dnq (fg)(z) =
n∑
k=0
[n
k
]
q
Dn−kq f(q
kz)Dkq g(z), (2.2.1)
and the formula
(Dnq f)(z) =
1
(1− q)nq
(
n
2
)
zn
n∑
j=0
(−1)n−j
[
n
j
]
q
q
(
n−j
2
)
f(qjz), (2.2.2)
where the q-binomial coefficient is given by[n
k
]
q
=
(q; q)n
(q; q)k(q; q)n−k
.
The q-integral of a function f is defined as∫ 1
0
f(z)dqz = (1− q)
∞∑
k=0
f(qk)qk,
whenever the series converges. The q-analogue of the fundamental theorem of calculus states∫ 1
0
(
Dqf
)
(z)dqz = f(q
x)|0x=∞ = f(1)− f(0), (2.2.3)
whenever all the limits converge.
2.2.2 The little q-Jacobi polynomials
Let 0 < a < q−1 and b < q−1. The little q-Jacobi polynomials are the polynomials defined by
pn(z; a, b; q) = 2φ1
[
q−n, abqn+1
aq
; q, qz
]
. (2.2.4)
The little q-Jacobi polynomials have been introduced by Andrews and Askey [6], see also [43,
§7.3] and [63, §14.12]. These polynomials satisfy the following orthogonality relation
〈pm(z, a, b; q), pn(z, a, b; q)〉 =
∞∑
k=0
(aq)k
(bq; q)k
(q; q)k
pm(q
k; a, b; q)pn(q
k; a, b; q)
=
(abq2; q)∞
(aq; q)∞
(1− abq)(aq)n
(1− abq2n+1)
(q, bq; q)n
(aq, abq; q)n
δm,n = hn(a, b; q)δm,n,
(2.2.5)
where δm,n is the Kronecker delta function and hn(a, b; q) > 0. If we need to emphasize the
dependence on a and b we write 〈·, ·〉(a,b). The moments of the little q-Jacobi polynomials are
given by
mn(a, b) = 〈zn, 1〉(a,b) =
(abqn+2; q)∞
(aqn+1; q)∞
. (2.2.6)
The sequence of the little q-Jacobi polynomials satisfies the three term recurrence relation
−zpn(z; a, b; q) = Anpn+1(z; a, b; q)− (An + Cn)pn(z; a, b; q)
+ Cnpn−1(z; a, b; q)
(2.2.7)
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with
An = q
n (1− aqn+1)(1− abqn+1)
(1− abq2n+1)(1− abq2n+2) , Cn = aq
n (1− qn)(1− bqn)
(1− abq2n)(1− abq2n+1) .
They are also eigenfunctions of the second order q-difference operator
λnpn(z) = a(bq − z−1)(E1pn)(z)− ((abq + 1)− (1 + a)z−1)(E0pn)(z)
+ (1− z−1)(E−1pn)(z),
(2.2.8)
where λn = q−n(1 − qn)(1 − abqn+1), pn(z) = pn(z; a, b; q) and E` are the q-shift operators
defined by (E`p)(z) = p(q
`z).
2.2.3 Matrix valued orthogonal polynomials
We review here some basic concepts of the theory of matrix valued orthogonal polynomials, also
see [24, 49, 88]. A matrix valued polynomial of size N ∈ N is a polynomial whose coefficients are
elements of MatN (C). If no confusion is possible we will omit the size parameter N and write
P[z] for the space of matrix polynomials with coefficients in MatN (C) and Pn[z] for polynomials
in P[z] of degree at most n.
The orthogonality will be with respect to a N ×N weight matrix W , that is a matrix of Borel
measures supported on a common set of the real line S, such that the following is satisfied:
1. for any Borel set A ⊆ S the matrix W (A) = ∫A dW (z) is positive semi-definite,
2. W has finite moments of every order, i.e.
∫
S z
ndW (z) is finite for all n ≥ 0,
3. if P is a matrix valued polynomial with non-singular leading coefficient then the N ×N
matrix
∫
S P (z)dW (z)P
∗(z) is also non-singular.
A weight matrix W defines a matrix valued inner product on the space P[z] by
〈P,Q〉 =
∫
S
P (z)dW (z)Q∗(z) ∈ MatN (C).
Note that for every matrix valued polynomial P with non-singular leading coefficient, 〈P, P 〉
is positive definite. A sequence of matrix valued polynomials (Pn)n≥0 is called orthogonal with
respect to the weight matrix W if
1. for every n ≥ 0 we have dgr(Pn) = n and Pn has non-singular leading coefficient,
2. for every m,n ≥ 0 we have 〈Pm, Pn〉 = Γmδm,n, where Γm is a positive definite matrix.
Given a weight matrix W there always exists a unique sequence of polynomials (Pn)n≥0 orthogonal
with respect to W up to left multiplication of each Pn by a non-singular matrix, see [24, Lemma
2.2 and Lemma 2.7] or [49]. We say that a matrix valued orthogonal polynomials sequence
(Pn)n≥0 is orthonormal if Γn = I for all n ≥ 0. We call (Pn)n≥0 monic if every Pn is monic, i.e.
the leading coefficient of Pn is the identity matrix.
A weight matrix W with support S is said to be reducible to scalar weights if there exists a non-
singular matrix K, independent of z, and a diagonal matrix D(z) = diag(w1(z), w2(z), . . . , wN (z))
such that for all z ∈ S
W (z) = KD(z)K∗.
In this case the orthogonal polynomials with respect to W (z) are of the form
Pn(z) =

pn,1(z) 0 · · · 0
0 pn,2(z) · · · 0
...
...
. . .
...
0 0 · · · pn,N (z)
K−1
22
where (pn,i)n are the orthogonal polynomials with respect to Di,i(z) = wi(z) for i = 1, . . . , N .
Therefore weight matrices that reduce to scalar weights can be viewed as a set of independent
scalar weights, so they are not interesting for the theory of matrix orthogonal polynomials. In this
chapter S is countable and assuming additionally that W (a) = I for some a ∈ S, by [53, Theorem
4.1.6] the weight matrix W can be reduced to scalar weights if and only if W (x)W (y) = W (y)W (x)
for all x, y ∈ S, also see [5, p. 43].
In the rest of this chapter we only consider weight matrices such that dW (z) = 1
1−qW (z)dqz
and we assume that W (qn) > 0 for all n ∈ N. These weight matrices are called q-weight matrices
or just q-weights. The matrix valued inner product defined by such a q-weight is of the form
〈P,Q〉W = 1
1− q
∫ 1
0
P (z)W (z)Q∗(z)dqz =
∞∑
n=0
qnP (qn)W (qn)(Q(qn))∗, (2.2.9)
whenever the series converges termwise.
2.3 q-Difference operators
In order to study matrix valued analogues of the little q-Jacobi polynomials appearing in the
q-Askey scheme we focus our attention on operators of the form
D = E−1F−1 + E0F0 + E1F1, (2.3.1)
where F`(z) are matrix valued polynomials in z
−1 satisfying certain degree conditions assuring
the preservation of the polynomials, cf (2.2.8). In particular we are interested in operators having
families of matrix valued polynomials as eigenfunctions,
(DPn)(z) = Pn(q
−1z)F−1(z) + Pn(z)F0(z) + P (qz)F1(z) = ΛnPn(z). (2.3.2)
It is important to notice that the coefficients F` appear on the right whereas the eigenvalue matrix
Λn appears on the left, cf. [32].
2.3.1 q-Difference operators preserving polynomials
Suppose that there is a family of solutions of matrix valued orthogonal polynomials to (2.3.2),
then D preserves polynomials and does not raise the degree of a polynomial. Theorem 2.3.1
characterizes the q-difference operators with polynomial coefficients in z−1 preserving polynomials
of degree n for all n. Theorem 2.3.1 is an analogue of [5, Lemma 2.2] and [33, Lemma 3.2], where
the proof is a slight adaptation of [5, Lemma 2.2] and [33, Lemma 3.2].
Theorem 2.3.1. Let
D =
r∑
`=s
E`F`, F` ∈ Pn[z−1]
with r, s integers such that s ≤ r. The following conditions are equivalent:
1. D : Pn[z]→ Pn[z] for all n ≥ 0.
2. F`(z) ∈ Pr−s[z−1] for ` = s, . . . , r and
∑r
`=s q
`kF`(z) ∈ Pk[z−1] for k = 0, . . . , r − s.
To prove Theorem 2.3.1 we use Lemma 2.3.2.
Lemma 2.3.2. Let r, s and n be integers such that s ≤ r and 0 ≤ n. Let Gk(z) be matrix valued
polynomials in z−1 of degree at most n for k = 0, . . . , r − s. The system of linear equations
r∑
`=s
q`kF`(z) = Gk(z), 0 ≤ k ≤ r − s,
determines the functions F`(z), ` = s, . . . , r, uniquely as polynomials in z
−1 of degree at most n.
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The proof is straightforward, see [33, Lemma 2.1], using the Vandermonde matrix.
Proof of Theorem 2.3.1. First we prove 1⇒ 2. For k = 0, . . . , r − s, let Gk(z) =
∑r
`=s q
`kF`(z).
If 0 ≤ n ≤ r − s, write P (z) = znI. Then
(DP )(z) =
r∑
`=s
(q`z)nF`(z) = z
n
r∑
`=s
q`nF`(z) = z
nGn(z) ∈ Pn[z].
Since DP is a polynomial with dgr(DP ) ≤ dgr(P ), Gn is a polynomial in z−1 of degree at most
n for 0 ≤ n ≤ r − s. By Lemma 2.3.2 F` are actually polynomials in z−1 of degree at most r − s.
To prove 2 ⇒ 1, consider Gk(z) =
∑r
`=s q
k`F`(z), for k ≥ 0. Now Gk is a matrix valued
polynomial in z−1. If 0 ≤ k ≤ r − s then, by 2, dgr(Gk) ≤ k and if k ≥ r − s + 1 then
dgr(Gk) ≤ r − s. Now put P (z) = znI so
DP (z) =
r∑
`=s
(q`z)nF`(z) = z
n
r∑
`=s
q`nF`(z).
If 0 ≤ n ≤ r − s we have that ∑r`=s q`nF`(z) is a polynomial in z−1 of degree at most n. Hence
DP is a polynomial of degree at most n. On the other hand if n ≥ r− s then ∑rl=s q`nF`(z) is a
matrix valued polynomial in z−1 of degree at most r − s. Hence DP is also a polynomial in z of
degree at most n.
2.3.2 The symmetry equations
Symmetry is a key concept when looking for weight matrices having matrix valued orthogonal
polynomials as eigenfunctions of a suitable q-difference operator. In Definition 2.3.3 we use the
notation (2.2.9).
Definition 2.3.3. An operator D : P[z]→ P[z] is symmetric with respect to a weight matrix W
if 〈DP,Q〉W = 〈P,DQ〉W for all P,Q ∈ P[z].
Theorem 2.3.4 is a well-known result relating symmetric operators and matrix valued orthogonal
polynomials, see [32, Lemma 2.1] and [49, Proposition 2.10 and Corollary 4.5].
Theorem 2.3.4. Let D be a q-difference operator preserving P[z] with dgr(DP ) ≤ dgr(P ) for
any P ∈ P[z]. If D is symmetric with respect to a weight matrix W then there exists a sequence of
matrix valued orthonormal polynomials (Pn)n≥0 and a sequence of Hermitian matrices (Λn)n≥0
such that
DPn = ΛnPn, ∀n ≥ 0. (2.3.3)
Conversely if W (z) is a weight matrix and (Pn)n≥0 a sequence of matrix valued orthonormal
polynomials such that there exists a sequence of Hermitian matrices (Λn)n≥0 satisfying (2.3.3),
then D is symmetric with respect to W .
It should be observed that Theorem 2.3.5 is an analogue of a similar statement for differential
operators in [32, 49]. Also note that the q-difference operator D has polynomial coefficients in
z−1 (instead of z), so that the essential condition is the preservation of the space of polynomials
instead of the degree condition, which is the essential condition in [32, 49].
Theorem 2.3.5 is an analogue of [34, Theorem 3.1] and [48, Section 4] for symmetric second
order differential operators.
Theorem 2.3.5. Let D be a q-difference operator preserving P[z] of the form (2.3.1) with F`
matrix valued polynomials in z−1. Let W be a q-weight matrix as in (2.2.9). Suppose that the
coefficients F` and the weight matrix W satisfy the following equations
F0(q
x)W (qx) = W (qx)F0(q
x)∗, x ∈ N, (2.3.4)
F1(q
x−1)W (qx−1) = qW (qx)F−1(qx)∗, x ∈ N\{0}, (2.3.5)
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and the boundary conditions
W (1)F−1(1)∗ = 0,
q2xF1(q
x)W (qx)→ 0, as x→∞,
qx
(
F1(q
x)W (qx)−W (qx)F1(qx)∗
)→ 0, as x→∞. (2.3.6)
Then the q-difference operator D is symmetric with respect to W .
Proof. We assume that the operator D and the weight matrix W satisfy the symmetry equations
(2.3.4), (2.3.5) and the boundary conditions (2.3.6). For an integer M > 0, we consider the
truncated inner product
〈P,Q〉MW =
M∑
x=0
qxP (qx)W (qx)Q∗(qx).
It is clear that 〈P,Q〉MW → 〈P,Q〉W as M →∞ for P,Q ∈ P[z]. Then
〈DP,Q〉MW =
M∑
x=0
qx(DP )(qx)W (qx)Q∗(qx)
=
M∑
x=0
qx(P (qx+1)F1(q
x) + P (qx)F0(q
x) + P (qx−1)F−1(qx))W (qx)Q∗(qx)
By a straightforward and careful computation using (2.3.4), (2.3.5) and the first boundary
condition of (2.3.6) we have
〈DP,Q〉MW − 〈P,DQ〉MW = qMP (qM+1)F1(qM )W (qM )Q∗(qM )
− qMP (qM )W (qM )F ∗1 (qM )Q∗(qM+1).
Write P (z) = P0 + zP1(z) and Q(z) = Q0 + zQ1(z) so that
〈DP,Q〉MW − 〈P,DQ〉MW = qMP0
(
F1(q
M )W (qM )−W (qM )F1(qM )∗
)
Q∗0
+ remainder
where the remainder consists of a sum of q2MR(qM )F1(qM )W (qM )S(qM ) or its adjoint for
suitable matrix valued polynomials R and S. Taking M →∞ and using the last two boundary
conditions of (2.3.6) we get the result.
2.4 A matrix valued q-hypergeometric equation
Motivated by Tirao [101] we define a matrix valued analogue of the basic hypergeometric series.
This definition is different from that given by Conflitti and Schlosser [23], where some additional
factorization is assumed.
Consider the following q-difference equation on row-vector-valued functions F : C→ CN .
F (q−1z)(R1 + zR2) + F (z)(S1 + zS2) + F (qz)(T1 + zT2) = 0. (2.4.1)
where R1, R2, S1, S2, T1, T2 ∈ MatN (C). The case N = 1 is the scalar hypergeometric q-difference
equation, see [43, Exercise 1.13].
Let F be a solution of (2.4.1) of the form F (z) = zµG(z) where
G(z) =
∞∑
k=0
Gkzk, G0 6= 0, Gk ∈ CN
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The Frobenius method gives the recursions:
0 = G0
(
q−µR1 + S1 + qµT1
)
,
0 = Gk
(
q−k−µR1 + S1 + qk+µT1
)
+Gk−1
(
q−k−µ+1R2 + S2 + qk+µ−1T2
)
,
for k ≥ 1. The first equation implies det(q−µR1 + S1 + qµT1) = 0 and
(
G0
)∗ ∈ ker(q−µ¯R∗1 +
S∗1 + q
µ¯T ∗1 ). The solution of the indicial equation det(q
−µR1 + S1 + qµT1) = 0 is the set of
exponents E. For each µ ∈ E we write dµ = dim(ker(q−µ¯R∗1 +S∗1 + qµ¯T ∗1 )) for the multiplicity of
the exponent µ. In order to have analytic solutions of (2.4.1) we require that 0 ∈ E. Moreover we
assume that the multiplicity for 0 is maximal, d0 = N , which implies S1 = −R1 − T1. Under this
assumption E = {µ : det(q−µR1 − T1) = 0} ∪ {0}. Since we are only interested in polynomial
solutions, we only consider expansions around z = 0, but we can also study solutions at ∞ in a
similar fashion.
We specialize to the case R1 = −R2 = I;
F (q−1z)(1− z) + F (z)(−I − T1 + zS2) + F (qz)(T1 + zT2) = 0. (2.4.2)
For any G0 ∈ CN , G(z) = ∑∞k=0 Gkzk is a solution of (2.4.2) if and only if
0 = Gk
(
(q−k − 1)I + (qk − 1)T1
)
+Gk−1
(
−q−k+1I + S2 + qk−1T2
)
, k ≥ 1.
Assuming σ(T1) ∩ q−N = ∅, the coefficients are
Gk =
qk
(q; q)k
G0
k
−→∏
i=1
(
I − qi−1S2 − q2i−2T2
) (
I − qiT1
)−1
, k ≥ 1,
where
k
−→∏
i=1
Ai = A1A2 . . . Ak is an ordered product. We summarize this discussion with Definition
2.4.1 and Theorem 2.4.2.
Definition 2.4.1. Let A,B,C ∈ MatN (C) where σ(C) ∩ q−N\{0} = ∅. Define
(A,B;C; q)0 = I,
(A,B;C; q)k = (A,B;C; q)k−1
(
I − qk−1A− q2k−2B
)(
I − qkC
)−1
, k ≥ 1.
Define the function 2η1 by
2η1
[
A,B
C
; q, z
]
=
∞∑
n=0
(A,B;C; q)n
zn
(q; q)n
. (2.4.3)
Now (2.4.3) converges for |z| < 1 in the norm of MatN (C).
Theorem 2.4.2. Let A,B,C ∈ MatN (C) such that σ(C) ∩ q−N\{0} = ∅.
F (z) = F 0 2η1
[
A,B
C
; q, qz
]
, F 0 ∈ CN as row-vector, (2.4.4)
is a solution of the matrix valued q-difference equation
F (q−1z)(1− z) + F (z) (−I − C + zA) + F (qz) (C + zB) = 0, (2.4.5)
with condition F (0) = F 0. Conversely, any analytic solution F around z = 0 of (2.4.5) with initial
condition F (0) 6= 0 is of the form (2.4.4).
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2.5 The 2× 2 matrix valued little q-Jacobi polynomials
Based on [5, Theorem 4.2] we present a method to construct q-difference operators D and weight
matrices W satisfying the symmetry equations (2.3.4). By applying this method we construct a
matrix analogue of the scalar little q-Jacobi polynomials, and we give explicit expressions of the
matrix valued little q-Jacobi polynomials in terms of the scalar ones. We also show how these
matrix polynomials can be written as a matrix valued q-hypergeometric function, motivated by
the work of Tirao [101].
2.5.1 The construction
Lemma 2.5.1 is an adapted version of [5, Theorem 4.2]. We omit the proof here because it is
completely analogous to that in [5].
Lemma 2.5.1. Let s be a scalar function satisfying s(qx) 6= 0 for x ∈ N\{0}. Assume that F1
and F−1 are matrix valued polynomials satisfying
F1(q
x−1)F−1(qx) = q|s(qx)|2I, ∀x ∈ N\{0}. (2.5.1)
Let T be a solution of the q-difference equation
T (qx−1) = s(qx)−1F−1(qx)T (qx), x ∈ N\{0}, T (1) = I. (2.5.2)
Then the q-weight defined by W (qx) = T (qx)T (qx)∗ satisfies the symmetry equation
F1(q
x−1)W (qx−1) = qW (qx)F−1(qx)∗, x ∈ N\{0}.
We are now ready to introduce 2×2 matrix valued orthogonal polynomials related to a specific
q-difference operator.
Theorem 2.5.2. Assume a and b satisfy 0 < a < q−1 and b < q−1. For v ∈ C define matrices
K =
(
0 v(1− q)(q−1 − a)
0 0
)
, M =
(
1 v
0 0
)
,
A = elog(q)M =
(
q −v(1− q)
0 1
)
.
The q-difference operator given by
D = E−1F−1(z) + E0F0(z) + E1F1(z), (2.5.3)
where
F−1(z) = (z−1 − 1)A−1,
F0(z) = K − z−1(A−1 + aA),
F1(z) = (az
−1 − abq)A,
is symmetric with respect to the matrix valued inner product (2.2.9) where the weight matrix is
given by
W (qx) = ax
(bq; q)x
(q; q)x
Ax(A∗)x, (2.5.4)
Moreover, the monic orthogonal polynomials (Pn)n≥0 with respect to W satisfy DPn = ΛnPn,
with eigenvalues
Λn =
(−q−n−1 − abqn+2 v(1− q)(abqn+1 − q−1−n + q−1 − a)
0 −q−n − abqn+1
)
. (2.5.5)
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Remark 2.5.3. These polynomials are a matrix valued analogues of the little q-Jacobi polynomials
and for v 6= 0 they cannot be reduced to scalars. This follows from W (q0) = I and for v 6= 0 and
x, y ∈ N\{0} with x 6= y we have W (qx)W (qy) 6= W (qy)W (qx), as can be checked by substituting
(2.5.9) in (2.5.4).
Proof. To prove the theorem we first prove that D preserves polynomials and then apply Theorem
2.3.5 to see that the operator is symmetric with respect to W . We proceed in three steps.
Step 1. D preserves polynomials and degree.
As polynomials in z−1, dgr(Fi) = 1 < 2, so that condition 2 for k = 1, 2 in Theorem 2.3.1 is
satisfied. Because dgr(F0 + F1 + F−1) = 0 condition 2 is also satisfied for k = 0 from which we
conclude from Theorem 2.3.1 that D : Pn[z]→ Pn[z].
Step 2. Symmetry equations. Show that
F1(q
x−1)W (qx−1) = qW (qx)F−1(qx), F0(qx)W (qx) = W (qx)F0(qx)∗.
Consider the function s(qx) = q−x
√
a(1− qx)(1− bqx). The function s satisfies s(qx) 6= 0
because 0 < a < q−1 and b < q−1, and by a direct computation we see that with this choice of s,
(2.5.1) is satisfied. The solution of (2.5.2) in this case is given by
T (qx) =
√
ax(bq; q)x
(q; q)x
Ax.
By Lemma 2.5.1 the symmetry equation F1(qx−1)W (qx−1) = qW (qx)F−1(qx) holds for W (qx) =
T (qx)T (qx)∗ and x = 1, 2, . . . .
Note that T (qx) is invertible for all x ∈ N. The symmetry equation (2.3.4) is equivalent to
showing that the matrix T (qx)−1F0(qx)T (qx) is Hermitian. Note that
T (qx)−1F0(qx)T (qx) = A−x
(
K − q−x (A−1 + aA))Ax
= A−xKAx − q−x (A−1 + aA) . (2.5.6)
Taking into account that A = elog(q)M and e−NxReNx =
∞∑
k=0
(−1)kxk
k!
adkNR, we see that (2.3.4)
holds if and only if
A−xKAx − q−x (A−1 + aA) = ∞∑
k=0
(−1)k log(q)kxk
k!
(
adkMK −A−1 − aA
)
is Hermitian for all x ∈ N, i.e. if and only if all coefficients adkMK −
(
A−1 + aA
)
are Hermitian.
For k = 0
V = K − aA−A−1 =
(−aq − q−1 0
0 −a− 1
)
is Hermitian. Direct computation shows that V satisfies
adMV = MV − VM =
(−aq − q−1 0
0 −a− 1
)
= V
i.e., V is a fixed point of adM .
On the other hand since A = e− log(q)M , we have adkMK = ad
k
M (K − aA− A) = adkMV , so
we get that T (qx)−1F0(qx)T (qx) = V q−x, which is a diagonal real matrix, hence Hermitian.
Step 3. Boundary conditions.
Since F−1(z) = (z−1 − 1)A−1, the first boundary condition F−1(1)W (1) = 0 holds.
To check the last boundary condition qx(F1(qx)W (qx)−W (qx)F1(qx)∗)→ 0 as x→∞, we
calculate
Ax =
(
qx −v(1− qx)
0 1
)
, x ∈ Z. (2.5.7)
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Then we have
qx(F1(q
x)W (qx)−W (qx)F1(qx)∗)
= qxax
(bq; q)x
(q; q)x
(aq−x − abq) (Ax+1(A∗)x −Ax(A∗)x+1) (2.5.8)
= q2x−1ax
(bq; q)x
(q; q)x
(aq−x − abq)A
(
0 −v(1− q)
v¯(1− q) 0
)
A∗.
Because a < q−1, (2.5.8) tends to 0 if x→∞. It is easy to see that the second boundary condition
q2xF1(qx)W (qx)→ 0 as x→∞ also holds.
We have proved that D : P[z]→ P[z] is symmetric with respect to W and that D is an operator
that preserves polynomials and does not raise the degree. We are under the hypothesis of Theorem
2.3.4, and we can conclude that the orthogonal polynomials with respect to W are common
eigenfunctions of D.
Finally by equating the coefficients in the equation DPn = ΛnPn, for the monic sequence of
orthogonal polynomials with respect to W , we obtain the expression (2.5.5) for the eigenvalues
Λn = −q−nA−1 +K − abqn+1A.
Proposition 2.5.4. The moments associated to (2.2.9) with W as in (2.5.4) are given by
Mn = 〈znI, I〉W =
(
mn(aq2, b) −v(mn(a, b)−mn(aq, b))
−v(mn(a, b)−mn(aq, b)) mn(a, b)
)
,
where mn(a, b) are given in (2.2.6).
Proof. Using (2.5.7) we can write
Ax(A∗)x =
(
q2x −v(1− qx)
−v(1− qx) 1
)
. (2.5.9)
Substituting (2.5.9) in 〈xnI, I〉W =
∑∞
x=0 q
xax
(bq;q)x
(q;q)x
qnxAx(A∗)x, we get the result using
(2.2.6).
2.5.2 Explicit expression of Pn
In this section we give an explicit expression of Pn in terms of scalar little q-Jacobi polynomials
by decoupling the matrix valued q-difference operator (2.5.3).
Theorem 2.5.5. The monic matrix valued orthogonal polynomials with respect to the matrix
valued inner product (2.2.9) and weight matrix (2.5.4) are of the form
Pn(z) =
N−1n
(
κn11pn(z; aq
2, b; q) κn12pn+1(z; a, b; q) + κ
n
11(1− z)vpn(z; aq2, b; q)
κn12pn−1(z; aq
2, b; q) κn22pn(z; a, b; q) + κ
n
21(1− z)vpn−1(z; aq2, b; q)
)
,
where
Nn =
(
1 α
0 1
)
, α =
1− qn + aqn+1 − abq2n+2
1− abq2n+2 v = v
(
1 + qn
aq − 1
1− abq2n+2
)
,
pn(z; a, b; q) are the little q-Jacobi polynomials (2.2.4) and with coefficients
κn11 = (−1)nq
(
n
2
)
(aq3; q)n
(abqn+3; q)n
, κn12 = (−1)n+1vq
(
n+1
2
)
(aq; q)n+1
(abqn+2; q)n+1
,
κn21 = (−1)nξnavq
(
n
2
)
−n+2 (1− qn)(1− bqn)
(1− aq)(1− aq2)
(aq; q)n
(abqn+1; q)n
, (2.5.10)
κn22 = (−1)nξnq
(
n
2
)
(aq; q)n
(abqn+1; q)n
,
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where
ξn =
(
1 + aq|v|2 (1− q
n)(1− bqn)
(1− abqn+1)(1− aqn+1)
)−1
.
Proof. Let us define P˜n = NnPn and notice that (Λ˜n)n≥0 = (NnΛnN−1n )n≥0 are diagonal. Then
DP˜n = Λ˜nP˜n = diag(−q−n−1 − abqn+2,−q−n − abqn+1)P˜n. Now write using (2.5.7)
P˜n(q
x) = NnPn(q
x) =
(
p˜n11(q
x) p˜n12(q
x)
p˜n21(q
x) p˜n22(q
x),
)
,
Qn(q
x) = P˜n(q
x)Ax =
(
qxp˜n11(q
x) p˜n12 − (1− qx)vp˜n11(qx)
qxp˜n21(q
x) p˜n22 − (1− qx)vp˜n21(qx)
)
(2.5.11)
=
(
rn11(q
x) rn12(q
x)
rn21(q
x) rn22(q
x)
)
,
=⇒
(
p˜n11(q
x) p˜n12(q
x)
p˜n21(q
x) p˜n22(q
x)
)
=
(
q−xrn11(q
x) rn12(q
x) + v(q−x − 1)rn11(qx)
q−xrn21(q
x) rn22(q
x) + v(q−x − 1)rn21(qx)
)
,
Taking into account (2.5.6) and the proof of step 2 in the proof of Theorem 2.5.2 we obtain
(DP˜n)(q
x)Ax = P˜n(q
x−1)Ax(q−x − 1)A−1
+ P˜n(q
x)Ax
(
A−xKAx − q−x(A−1 + aA))
+ P˜n(q
x+1)Ax(aq−x − abq)A
= (q−x − 1)Qn(qx−1) +Qn(qx)q−x
(−(q−1 + aq) 0
0 −(1 + a)
)
+ (aq−x − abq)Qn(qx+1)
= diag(−q−n−1 − abqn+2,−q−n − abqn+1)Qn(qx). (2.5.12)
Since the eigenvalues as well as all the matrix coefficients involved are diagonal, (2.5.12) gives
four uncoupled scalar-valued q-difference equations
−(q−n−1 + abqn+2)rn11(qx) = rn11(qx−1)(q−x − 1)− rn11(qx)q−x(q−1 + aq)
+ rn11(q
x+1)(aq−x − abq)
−(q−n + abqn+1)rn21(qx) = rn21(qx−1)(q−x − 1)− rn21(qx)q−x(q−1 + aq)
+ rn21(q
x+1)(aq−x − abq),
−(q−n−1 + abqn+2)rn12(qx) = rn12(qx−1)(q−x − 1)− rn12(qx)q−x(1 + a)
+ rn12(q
x+1)(aq−x − abq),
−(q−n + abqn+1)rn22(qx) = rn22(qx−1)(q−x − 1)− rn22(qx)q−x(1 + a)
+ rn22(q
x+1)(aq−x − abq),
that can be solved using (2.2.7). Using the first column of the last equation of (2.5.11) we obtain
recurrences for the polynomials p˜n11 of degree n and p˜
n
21 of degree n − 1, which gives the first
column in
P˜n(z)=
(
κn11pn(z; aq
2, b; q) κn12pn+1(z; a, b; q) + κ
n
11(1− z)vpn(z; aq2, b; q)
κn21pn−1(z; aq
2, b; q) κn22pn(z; a, b; q) + κ
n
21(1− z)vpn−1(z; aq2, b; q)
)
Since rn12, respectively r
n
22, are polynomial of degree n+ 1, respectively n, we find the explicit
expression for rn12 and r
n
22 in terms of little q-Jacobi polynomials from (2.2.7), so that (2.5.11)
gives the result.
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From the expression of the leading coefficient of P˜n, Nn, the coefficients κn11 and κ
n
12 are
determined and we obtain (2.5.10). The expression of (Nn)22 gives the relation
κn22 = (−1)nq
(
n
2
)
(aq; q)n
(abqn+1; q)n
− κn21vqn−1
(1− aq)(1− aq2)
(1− abqn+1)(1− aqn+1) . (2.5.13)
Now we use orthogonality to determine completely κn21 and κ
n
22,
〈P˜m, P˜n〉W =
∞∑
x=0
(aq)x
(bq; q)x
(q; q)x
(
P˜m(q
x)Ax
)(
P˜n(q
x)Ax
)∗
=
∞∑
x=0
(aq)x
(bq; q)x
(q; q)x
Qm(q
x)Q∗n(q
x) = Hnδm,n,
(2.5.14)
where Hn is a strictly positive matrix and Qm(qx)Q∗n(qx) =rm11(qx)rn11(qx) + rm12(qx)rn12(qx) rm11(qx)rn21(qx) + rm12(qx)rn22(qx)
rm21(q
x)rn11(q
x) + rm22(q
x)rn12(q
x) rm21(q
x)rn21(q
x) + rm22(q
x)rn22(q
x)
 . (2.5.15)
Combining (2.5.14) with entry (2, 1) of (2.5.15) we have
(Hn)21δm,n =
∞∑
x=0
(aq)x
(bq; q)x
(q; q)x
(rm21r
n
11 + r
m
22r
n
12)
= 〈rm21, rn11〉(a,b) + 〈rm22, rn12〉(a,b)
= 〈κm21zpm−1(z; aq2, b; q), κn11zpn(z; aq2, b; q)〉(a,b) (2.5.16)
+ 〈κm22pm(z; a, b; q), κn12pn+1(z; a, b; q)〉(a,b)
= κm21κ
n
11〈pm−1(z; aq2; b; q), pn(z; aq2, b; q)〉(aq2,b)
+ κm22κ
n
12〈pm(z; a, b; q), pn+1(z; a, b; q)〉(a,b).
Taking (m,n) 7→ (n, n− 1) and using the orthogonality relations (2.2.5) gives a linear relation,
which together with (2.5.13) determine κn22 and κ
n
21 as given by (2.5.10). This completes the
proof of the theorem.
Corollary 2.5.6. For the matrix valued polynomials (P˜n)n≥0 as in the proof of Theorem 2.5.5
with diagonal eigenvalues we have
〈P˜m, P˜n〉W = Hnδm,n,
where Hn is the diagonal matrix
diag(|κn11|2hn(aq2, b; q) + |κn12|2hn(a, b; q), |κn21|2hn(aq2, b; q) + |κn22|2hn(a, b; q)),
and hn(a, b; q) is defined in (2.2.5).
Proof. For m = n (2.5.16) shows (Hn)21 = 0. Similarly we compute (Hn)12 = 0. The entries
(1, 1) and (2, 2) can be found by straightforward calculations similar to entries (1, 2) and (2, 1).
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2.5.3 The matrix valued q-hypergeometric equation
Write P˜i,n for the i-th row of the matrix valued polynomial P˜n. The equation DP˜n = Λ˜nP˜n can
be written as two decoupled row equations
DP˜i,n(z) = P˜i,n(q
−1z)F−1(z) + P˜i,n(z)F0(z) + P˜i,n(qz)F1(z)
= λ˜i,nP˜i,n,
(2.5.17)
where i = 1, 2, λ˜1,n = −q−n−1 − abqn+2, λ˜2,n = −q−n − abqn+1 and P˜i,n are the rows of the
matrix polynomials P˜n. We rewrite (2.5.17) by multiplying on the right by zA
P˜i,n(q
−1z) (1− z) + P˜i,n(z)
(
z (K − λi,nI)A−
(
I + aA2
))
+ P˜i,n(qz)
(
(a− abqz)A2) = 0. (2.5.18)
Proposition 2.5.7. The solution of (2.5.18) is
P˜i,n(z) = P˜i,n(0) 2η1
[
KA− λ˜i,nA,−abqA2
aA2
; q, qz
]
. (2.5.19)
Proof. Since 0 < a < q−1 we have σ(aA2) ∩ q−N\{0} = {a, aq2} ∩ q−N\{0} = ∅, so that we can
apply Theorem 2.4.2 on (2.5.18) to get (2.5.19).
Because P˜i,n are not only analytic row-vector-valued, but actually polynomials, we find
conditions on P˜i,n(0) in order for the series (2.5.19) to terminate. Writing P˜i,n(z) =
∑∞
k=0G
k
i z
k
we have
Gki =
q
1− qkG
k−1
i (I − qk−1(K − λ˜i,n)A+ abq2k−1A2)(I − aqkA2)−1, (2.5.20)
and we must have Gni 6= 0 and Gn+1i = 0. Therefore
(Gni )
t ∈ ker((I − qn(K − λ˜i,nA) + abq2n+1A2)t). (2.5.21)
The matrix is upper triangular and the (1, 1)-entry vanishes for λ1,n and the (2, 2)-entry vanishes
for λ2,n. Using the definition of Gki we can determine G
0
2 completely up to a scalar, since all
the matrices in (2.5.20) are invertible for 1 ≤ k ≤ n. Because λ˜1,n−1 = λ˜2,n it is not possible to
determine G01, since the kernel in (2.5.21) is also non-trivial for n replaced by n− 1. . However
adding the orthogonality relation (2.5.14), we can determine G01. Therefore the coefficients of
P˜i,n(0) are completely determined up to a scalar by the fact that it is a orthogonal polynomial
solution to (2.5.18).
Proposition 2.5.7 gives a way to write the orthogonal polynomials in a closed form. The matrix
valued basic hypergeometric series expression of the polynomials might be useful to generalize the
polynomials to higher dimensions.
2.5.4 The three term recurrence relation and the Rodrigues formula
The first goal in this section is to find the three term recurrence relation for P˜n;
zP˜n(z) = AnP˜n+1(z) +BnP˜n(z) + CnP˜n−1(z). (2.5.22)
By comparing the leading coefficients of (2.5.22) we read off
An = NnN
−1
n+1 =
1 − q
n(1− q)(1− aq)(1 + abq2n+3)
(abq2n+2; q2)2
v
0 1
 .
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By a well-known argument
Cn = 〈P˜n, P˜n〉WA∗n−1〈P˜n−1, P˜n−1〉−1W .
Therefore by Corollary 2.5.6 we can write Cn = HnA∗n−1H
−1
n−1. To find Bn we first remark that
P˜n(0) =
(
κn11 κ
n
12 + κ
n
11v
κn21 κ
n
22 + κ
n
21v
)
and det(P˜n(0)) = κn11κ
n
22 − κn21κn12 > 0, because both terms are positive by Theorem 2.5.5. If we
plug in z = 0 in (2.5.22) we find
Bn = −AnP˜n+1(0)(P˜n(0))−1 − CnP˜n−1(0)(P˜n(0))−1.
Theorem 2.5.8 gives a Rodrigues formula for the matrix valued little q-Jacobi polynomials.
Theorem 2.5.8. The expression
Pn(x) = q
−xDnq
(
axq(n+1)x(bq; q)x
(q; q)x−n
T (qx)R(n)T (qx)∗
)
W (qx)−1, (2.5.23)
defines a sequence of matrix valued orthogonal polynomials with respect to (2.2.9) with weight
matrix (2.5.4), where
R(n) =
 (1− aqn+2)(1− abqn+3) + av2q2(1− qn)(1− bqn+1)1− abq2n+3 0
−(1− qn)avq2 1− aqn+2
 .
Proof. Since the proof contains a couple of lengthy but direct calculations, we only give a sketch
and leave the details to the reader.
To see that (2.5.23) defines a family of orthogonal polynomials two things need to be proved.
(1) For all n ≥ 0, (2.5.23) defines a matrix valued polynomial of degree n with non-singular
coefficients. (2) The polynomials defined by (2.5.23) are orthogonal with respect to the q-weight
given by (2.5.4).
First step.
Let us write qxW (qx) = ρ(qx)T (qx)T (qx)∗, where ρ(qx) is the weight associated to the scalar
little q-Jacobi polynomials with parameters a and b. Using the q-Leibniz rule (2.2.1) and that
T (qx)R(n)T (qx)∗ is a matrix valued polynomial of degree 2 in qx we write
Dnq
(
axq(n+1)x(bq; q)x
(q; q)x−n
T (qx)R(n)T (qx)∗
)
W (qx)−1
= Dnq
(
axq(n+1)x(bq; q)x
(q; q)x−n
)
(ρ(x))−1T (qx)R(n)T (qx)∗(T (qx)T (qx)∗)−1
+
[n
1
]
q
Dn−1q
(
ax+1q(n+1)(x+1)(bq; q)x+1
(q; q)x−n+1
)
× (ρ(x))−1Dq (T (qx)R(n)T (qx)∗) (T (qx)T (qx)∗)−1
+
[n
2
]
q
Dn−2q
(
ax+2q(n+1)(x+2)(bq; q)x+2
(q; q)x−n+2
)
× (ρ(x))−1D2q (T (qx)R(n)T (qx)∗) (T (qx)T (qx)∗)−1.
(2.5.24)
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With the use of (2.2.2) and some lengthy calculations we can find polynomials tn, rn and sn
of degree n in qx such that
tn(q
x) = Dnq
(
axq(n+1)x(bq; q)x
(q; q)x−n
)
ρ(qx)−1,
qxrn(q
x) = Dn−1q
(
ax+1q(n+1)(x+1)(bq; q)x+1
(q; q)x+1−n
)
ρ(qx)−1,
q2xsn(q
x) = Dn−2q
(
ax+2q(n+1)(x+2)(bq; q)x+2
(q; q)x+2−n
)
ρ(qx)−1.
Let us now focus on the matrix part of (2.5.24). By using the q-Leibniz rule, (2.2.2) and the fact
that T (qx+1) = T (qx)A we can write
Dq(T (q
x)R(n)T (qx)∗)(T (qx)∗)−1T (qx)−1 =
1
(1− q)qxT (q
x)R1(n)T (q
x)−1
D2q(T (q
x)R(n)T (qx)∗)(T (qx)∗)−1T (qx)−1 =
1
(1− q)2q2xT (q
x)R2(n)T (q
x)−1,
where
R1(n) = R(n)−AR(n)A∗,
R2(n) = R(n)− (1 + q−1)AR(n)A∗ + q−1A2R(n)(A∗)2.
In (2.5.24) we can now write
(T (qx)R(n)T (qx)∗) (T (qx)T (qx)∗)−1 = q−xA0(n) +B0(n) + qxC0(n)
Dq (T (q
x)R(n)T (qx)∗) (T (qx)T (qx)∗)−1 = q−2xA1(n) + q−xB1(n) + C1(n),
D2q(T (q
x)R(n)T (qx)∗) (T (qx)T (qx)∗)−1 =q−3xA2(n) + q−2xB2(n) + q−xC2(n).
Tedious, although straightforward calculations, show that t0nA0(n) + r
0
nA1(n) + s
0
nA2(n) = 0,
tnnC0(n)+r
n
nC1(n)+s
n
nC2(n) = 0 and t
n
nB0(n)+r
n
nB1(n)+s
n
nB2(n)+r
n−1
n C1(n)+s
n−1
n C2(n) is
non-singular. This shows that (2.5.23) is a matrix valued polynomial of degree n with non-singular
leading coefficient.
Second step.
To prove that the sequence of polynomials given by (2.5.23) is orthogonal, we must prove that for
n ≥ 1 and 0 ≤ m < n, 〈Pn, xmI〉W = 0 holds.
In order to prove this we use Lemma 2.5.9, which will be proved later.
Lemma 2.5.9. For 1 < k < n,
Dn−kq
(
ax+k−1q(n+1)(x+k−1)(bq; q)x+k−1
(q; q)x+k−n−1
T (qx+k−1)R(n)T (qx+k−1)∗
)
Dkq (q
xm)
is zero for x = 0 and x→∞.
By using the q-Leibniz rule (2.2.1), the formal identity given in (2.2.3) and Lemma 2.5.9, we
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get
〈Pn, zm〉W =
∞∑
x=0
Dnq
(
axq(n+1)x(bq; q)x
(q; q)x−n
T (qx)R(n)T (qx)∗
)
qxm
= Dn−1q
(
axq(n+1)x(bq; q)x
(q; q)x−n
T (qx)R(n)T (qx)∗
)
Dq(q
xm)|∞x=0
+
∞∑
x=0
Dn−1q
(
ax+1q(n+1)(x+1)(bq; q)x+1
(q; q)x+1−n
T (qx)R(n)T (qx)∗
)
Dq(q
xm)
=
∞∑
x=0
Dn−1q
(
ax+1q(n+1)(x+1)(bq; q)x+1
(q; q)x+1−n
T (qx)R(n)T (qx)∗
)
Dq(q
xm),
By repeating this process we obtain
〈Pn, zm〉 =
∞∑
x=0
Dn−m−1q
(
ax+m+1qn(x+m+2)(bq; q)x+m+1
(q; q)x+m+1−n
× T (qx)R(n)T (qx)∗
)
Dm+1q (q
xm)qx = 0
because Dm+1q (q
xm) = 0. This gives the desired result.
Proof of Lemma 2.5.9. To see that the first boundary condition at x = 0 holds, we use the
expression
1
(q; q)x−n
=
(qx−n+1; q)n
(q; q)x
,
which vanishes at x = 0. Any other quantity involved is bounded in x = 0, hence Lemma 2.5.9
holds in this case.
For x → ∞, use that a < q−1 and so ax+k−1q(n+1)(x+k−1) tends to 0 when x tends to ∞.
Since all the other quantities remain bounded when x tends to∞, we obtain the desired result.
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Chapter 3
Explicit matrix inverses for lower
triangular matrices with entries involving
continuous q-ultraspherical polynomials
For a one-parameter family of lower triangular matrices with entries involving contin-
uous q-ultraspherical polynomials we give an explicit lower triangular inverse matrix,
with entries involving again continuous q-ultraspherical functions. The matrices are
q-analogues of results given by Cagliero and Koornwinder recently. The proofs are not
q-analogues of the Cagliero-Koornwinder case, but are of a different nature involving
q-Racah polynomials. Some applications of these new formulas are given. Also the
limit β → 0 is studied and gives rise to continuous q-Hermite polynomials for 0 < q < 1
and q > 1. This chapter is based on Aldenhoven [1].
3.1 Introduction
In [68] Koelink, van Pruijssen and Roma´n needed to invert a lower triangular matrix with entries
involving Gegenbauer (or ultraspherical) polynomials. The solution was given by Cagliero and
Koornwinder [18] in the wider context of a two-parameter family of lower triangular matrices
involving Jacobi polynomials. The inverse of this matrix is given in terms of Jacobi polynomials
as well. Cagliero and Koornwinder [18] solved this problem using the Rodrigues formula for the
Jacobi polynomials and some variations on the product rule. Thereafter Koelink, de los R´ıos and
Roma´n [66] used the results of Cagliero and Koornwinder [18] with an extra free parameter.
In this chapter we give a partial q-analogue of the result of Cagliero and Koornwinder [18]. In
Chaper 5, also see [4], which is a quantum analogue of [67, 68], the main Theorem 3.1.1 is used to
obtain an inverse of a lower triangular matrix with entries involving continuous q-ultraspherical
polynomials. Theorem 3.1.1 gives the inverse of this matrix in a more general situation. Theorem
3.1.1 is the main result of this chapter.
Theorem 3.1.1. Let β ∈ C\{0}, β 6= q k2 for k ∈ Z. Define doubly infinite lower triangular
matrices Lβ(x) and Mβ(x) by
Lβ(x)m,n =
1
(β2q2n; q)m−n
Cm−n(x;βqn|q), n ≤ m,
Mβ(x)m,n =
βm−nq(m−1)(m−n)
(β2qm+n−1; q)m−n
Cm−n(x;β−1q1−m|q), n ≤ m,
where m,n ∈ Z and Cm(x;β|q) are the continuous q-ultraspherical polynomials defined in Section
3.2 for all β. ThenMβ(x) and Lβ(x) are each other’s inverse, i.e. Lβ(x)Mβ(x) = I = Mβ(x)Lβ(x),
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where Im,n = δm,n is the identity.
The proof of Theorem 3.1.1 is given in Section 3.3.
Theorem 3.1.1 has a finite dimensional analogue, because the entries of LβMβ only involve
finite sums of continuous q-ultraspherical polynomials. From Theorem 3.1.1 we have the following
corollary.
Corollary 3.1.2. For a non-negative integer N and β ∈ C\{0} such that β 6= q− k2 for k =
0, 1, . . . , 2N − 2. Define lower triangular matrices Lβ(x) and Mβ(x)
Lβ(x)m,n =
1
(β2q2n; q)m−n
Cm−n(x;βqn|q), 0 ≤ n ≤ m ≤ N
Mβ(x)m,n =
βm−nq(m−1)(m−n)
(β2qm+n−1; q)m−n
Cm−n(x;β−1q1−m|q), 0 ≤ n ≤ m ≤ N.
Then Mβ(x) and Lβ(x) are each others inverse, i.e. Lβ(x)Mβ(x) = I = Mβ(x)Lβ(x), where I is
the identity matrix.
The proof of Theorem 3.1.1 is not a straightforward q-analogue of the proof given by Cagliero
and Koornwinder [18]. The proof uses q-Racah polynomials and does not use Rodrigues formulas
or product rules of differentials which are the essential ingredients for the proof in [18]. In
particular, the q → 1 limit of the proof presented here gives an alternative proof of the special
case α = β of Cagliero and Koornwinder [18].
The coefficients of eikθ of products of two continuous q-ultraspherical polynomials are computed
and we express the coefficients in terms of terminating balanced basic hypergeometric series
4φ3. For certain parameters this series transforms to a q-Racah polynomial. The orthogonality
relations of the q-Racah polynomials then lead to Theorem 3.1.1. The proof of Theorem 3.1.1, for
q → 1, gives an interesting new proof of [18, Theorem 4.1] in the special case α = β, showing
that the coefficients of eikθ of products of certain Gegenbauer polynomials are actually Racah
polynomials. The entries of the matrix identity L(x)M(x) = I in [18, Theorem 4.1] correspond to
orthogonality relations of Racah polynomials, see Example 3.4.1.
In Section 3.5 we study matrices Lβ and Mβ for Theorem 3.1.1 for a suitable limit β → 0.
The entries of Lβ become continuous q-Hermite polynomials and the entries of Mβ converge to
continuous q−1-Hermite polynomials as β → 0.
We emphasize again that our proof is different than the proof of Calgiero and Koornwinder
[18]. It is possible to extend the proof of Calgiero and Koornwinder [18] to a q-analogue for certain
polynomials in the q-Askey scheme [63]. For example [18, Lemma 5.1] has a q-analogue for the
q-derivative operator [43, Exercise 1.12]. Then with the use of Rodrigues’ formula and suitable
parameters for the orthogonal polynomials it is possible to find q-analogues for [18, (4.1),(4.2)].
The author was able to extend [18, (4.1), (4.2)] to the little q-Jacobi polynomials. However
these results involve different q-shifts in the x of the polynomials and don’t seem to lead to a
result similar to Theorem 3.1.1 or [18, Theorem 4.1]. Also Calgiero and Koornwinder [18] were
motivated by [17, 68] to extend their formulas to a two parameter family of Jacobi polynomials.
We lack this motivation and therefore decided not to include these results for the little q-Jacobi
polynomials in this chapter. We didn’t extend the results to other families of polynomials.
3.2 Preliminaries
We recall some facts on basic hypergeometric series and related polynomials, see Gasper and
Rahman [43] and Koekoek, Lesky and Swarttouw [63]. Some results in this section can also be
found in the introduction of this thesis. We fix 0 < q < 1 and we follow notation of [43].
For β ∈ C, the continuous q-ultraspherical polynomials are given by
Cn(x;β|q) =
n∑
k=0
(β; q)k(β; q)n−k
(q; q)k(q; q)n−k
ei(n−2k)θ, x = cos(θ), (3.2.1)
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see [43, Exercise 1.28] and [63, §14.10]. Notice that the continuous q-ultraspherical polynomials
are defined for all β. A generating function for the continuous q-ultraspherical polynomials is
∞∑
n=0
Cn(x;β|q)tn = (βte
iθ, βte−iθ; q)∞
(teiθ, te−iθ; q)∞
, (3.2.2)
where |t| < 1 and x = cos(θ) ∈ [−1, 1], see [43, Exercise 1.29] and [63, (14.10.27)].
For α, β, γ, δ ∈ R such that qα = q−N , βδq = q−N or γq = q−N , for N ∈ N, define the
q-Racah polynomials
Rn(µ(x);α, β, γ, δ; q) = 4φ3
[
q−n, αβqn+1, q−x, γδqx+1
αq, βδq, γq
; q, q
]
, (3.2.3)
where µ(x) = q−x+γδqx+1 and n = 0, 1, . . . , N . If qα = q−N and β = 1 the q-Racah polynomials
are not orthogonal with respect to a positive measure. Still the q-Racah polynomials are orthogonal
N∑
x=0
(q−N , γδq; q)x
(q, γδqN+2; q)x
(1− γδq2x+1)
(1− γδq) q
NxRm(µ(x))Rn(µ(x)) = δm,nhm(γ, δ;N),
where Rm(µ(x)) = Rm(µ(x); q−N−1, 1, γ, δ; q) and hm(γ, δ;N) is given in [43, §7.2] and [63,
§14.2]. It follows that if n = 0 we have
N∑
x=0
(q−N , γδq; q)x
(q, γδqN+2; q)x
(1− γδq2x+1)
(1− γδq) q
NxRm(µ(x)) = δm,0h0(γ, δ;N), (3.2.4)
where h0(γ, δ;N) = δN,0 if γ 6= q−` and δ 6= q−m with `,m = 1, 2, . . . , N .
Note that (3.2.4) can also be proved directly, also see [11]. To show this substitute (3.2.3) in
(3.2.4) so that
N∑
x=0
(q−N , γδq; q)x
(q, γδqN+2; q)x
(1− γδq2x+1)
(1− γδq) q
Nx
N∑
k=0
(q−m, qm−N , q−x, γδqx+1; q)k
(q, q−N , δq, γq; q)k
qk.
Then expand the left hand side of (3.2.4) in qx observing that it is a polynomial in qx of degree
N − k. Finally applying the summation formula [43, (II.21)] on the x-sum gives the right hand
side of (3.2.4).
Remark 3.2.1. One of the referees pointed out that if qα = q−N and β = 1 then from (3.2.3) it
follows that Rn = RN−n. Therefore for n > 12N the polynomial Rn will have degree N − n < n.
So there can be no non-degenerate orthogonality. However, the system of polynomials Rn for
n ≤ 1
2
N can still be orthogonal with respect to positive weights.
Sears’ transformation formula, [43, (III.15) & (III.16)], for terminating balanced 4φ3 series is
4φ3
[
q−n, a, b, c
d, e, f
; q, q
]
= an
(ea−1, fa−1; q)n
(e, f ; q)n
4φ3
[
q−n, a, db−1, dc−1
d, aq1−ne−1, aq1−nf−1
; q, q
]
(3.2.5)
=
(a, ef(ab)−1, ef(ac)−1; q)n
(e, f, ef(abc)−1; q)n
4φ3
[
q−n, ea−1, fa−1, ef(abc)−1
ef(ab)−1, ef(ac)−1, q1−na−1
; q, q
]
, (3.2.6)
where abc = defqn−1.
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3.3 Proof of Theorem 3.1.1
The idea of the proof of Theorem 3.1.1 is to first expand a sum of products of continuous
q-ultraspherical polynomials in terms of eikθ, where x = cos(θ). We show that the coefficients of
eikθ are balanced basic hypergeometric series 4φ3. For the continuous q-ultraspherical polynomials
with parameters as in Theorem 3.1.1 we show that the coefficients of eikθ correspond to the
orthogonality relations for q-Racah polynomials. This proves the key Lemma 3.3.4 from which
Theorem 3.1.1 follows.
Lemma 3.3.1. Take n ∈ N. Let αk, βk and c(k) be constants for k = 0, 1, . . . , n. Then
n∑
k=0
c(k)Cn−k(x;αk|q)Ck(x;βk|q) =
n∑
p=0
d(p) ei(n−2p)θ, x = cos(θ), (3.3.1)
where d(p) is given by
d(p) =
n−p∑
k=0
c(k)
(αk; q)p
(q; q)p
(αk; q)n−p−k
(q; q)n−p−k
(βk; q)k
(q; q)k
× 4φ3
[
q−p, αkqn−p−k, q−k, βk
q1−pα−1k , q1−kβ
−1
k , q
n−p−k+1 ; q, q
2α−1k β
−1
k
]
+
n∑
k=n−p+1
c(k)
(αk; q)n−k
(q; q)n−k
(βk; q)p−n+k
(q; q)p−n+k
(βk; q)n−p
(q; q)n−p
× 4φ3
[
qk−n, qp−n, αk, βkqk+p−n
q1−n+kα−1k , qk+p−n+1, q1−n+pβ
−1
k
; q, q2α−1k β
−1
k
]
. (3.3.2)
Proof. First expand the left hand side of (3.3.1) using (3.2.1), so that the left hand side of (3.3.1)
equals
n∑
k=0
c(k)
n−k∑
s=0
(αk; q)s
(q; q)s
(αk; q)n−k−s
(q; q)n−k−s
k∑
t=0
(βk; q)t
(q; q)t
(βk; q)k−t
(q; q)k−t
ei(n−2(s+t))θ. (3.3.3)
Now fix p = s+ t and substitute s = p− t in (3.3.3) so that the coefficient of ei(n−2p)θ becomes
n∑
k=0
c(k)
k∧p∑
t=0∨(k+p−n)
(αk; q)p−t
(q; q)p−t
(αk; q)n−k−p+t
(q; q)n−k−p+t
(βk; q)t
(q; q)t
(βk; q)k−t
(q; q)k−t
. (3.3.4)
For 0 ≤ k ≤ n−p so that k+p−n ≤ 0, the t-sum of (3.3.4) is, after simplifying the q-Pochhammer
symbols, the balanced terminating 4φ3
(αk; q)p
(q; q)p
(αk; q)n−p−k
(q; q)n−p−k
(βk; q)k
(q; q)k
× 4φ3
[
q−p, αkqn−p−k, q−k, βk
q1−pα−1k , q1−kβ
−1
k , q
n−p−k+1 ; q, q
2α−1k β
−1
k
]
. (3.3.5)
For n− p ≤ k ≤ n so that k + p− n ≥ 0 substitute t 7→ t+ k + p− n so that the t-sum of (3.3.4)
is, after simplifying the q-Pochhammer symbols, the balanced terminating 4φ3
(αk; q)n−k
(q; q)n−k
(βk; q)p−n+k
(q; q)p−n+k
(βk; q)n−p
(q; q)n−p
× 4φ3
[
qk−n, qp−n, αk, βkqk+p−n
q1−n+kα−1k , qk+p−n+1, q1−n+pβ
−1
k
; q, q2α−1k β
−1
k
]
. (3.3.6)
Combining (3.3.5) and (3.3.6) gives (3.3.2).
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Remark 3.3.2. Since the continuous q-ultraspherical polynomials are polynomials in x the
coefficients of ei(n−p)θ and eipθ of the left hand side of (3.3.1) must be equal. Therefore
d(p) = d(n− p) and (3.3.1) can be rewritten in terms of Chebychev polynomials Tp of the first
kind, see [63, §9.8.2], as follows
n∑
k=0
c(k)Cn−k(x;αk|q)Ck(x;βk|q) =
[n
2
]∑
p=0
(2− δn,2p)d(p)Tn−2p(x).
Remark 3.3.3. It is possible to write (3.3.2) uniformly
d(p) =
n∑
k=0
c(k)
(αk; q)p
(q; q)p
(βk; q)k
(q; q)k
(αk; q)∞
(αkqn−k−p; q)∞
(qn−k−p+1; q)∞
(q; q)∞
× 4φ3
[
q−p, αkqn−p−k, q−k, βk
q1−pα−1k , q1−kβ
−1
k , q
n−p−k+1 ; q, q
2α−1k β
−1
k
]
.
If 0 ≤ k ≤ n− p we have that (3.3.5) is equal to
(αk; q)p
(q; q)p
(βk; q)k
(q; q)k
(αk; q)∞
(αkqn−k−p; q)∞
(qn−k−p+1; q)∞
(q; q)∞
× 4φ3
[
q−p, αkqn−p−k, q−k, βk
q1−pα−1k , q1−kβ
−1
k , q
n−p−k+1 ; q, q
2α−1k β
−1
k
]
. (3.3.7)
Use the convention
(q1−N ; q)∞
(q1−N ; q)t
= (q1−N+t; q)∞,
so that for n− p < k ≤ n
(q1−N ; q)∞
(q; q)∞
∞∑
t=0
Ct
(q, q1−N ; q)t
=
(qN+1; q)∞
(q; q)∞
∞∑
t=0
CN+t
(q, qN+1; q)t
,
where N ∈ N and Ct are arbitrary constants. Then for N = k+p−n we have that (3.3.7) becomes
(αk; q)p
(q; q)p
(βk; q)k
(q; q)k
(αk; q)∞
(αkqn−k−p; q)∞
(q1+k+p−n; q)∞
(q; q)∞
×
∞∑
t=0
(q−p, αkqn−k−p, βk, q−k; q)t+k+p−n
(q, q1+k+p−n; q)t(q1−pα−1k , q1−kβ
−1
k ; q)t+k+p−n
(
q2α−1k β
−1
k
)t+k+p−n
=
(αk; q)p
(q; q)p
(βk; q)k
(q; q)k
(αk; q)∞
(αkqn−k−p; q)∞
× (q
1+k+p−n; q)∞
(q; q)∞
(q−p, αkqn−k−p, βk, q−k; q)k+p−n
(q1−pα−1k , q1−kβ
−1
k ; q)k+p−n
(
q2α−1k β
−1
k
)k+p−n
× 4φ3
[
qk−n, αk, βkqk+p−n, qp−n
qk+p−n+1, qk−n+1α−1k , q1+p−nβ
−1
k
; q, q2α−1k β
−1
k
]
. (3.3.8)
Simplifying the q-Pochhammer symbols of (3.3.8) shows that (3.3.8) is equal to (3.3.6).
Lemma 3.3.4. For m,n ∈ Z such that n ≤ m, let β ∈ C such that β2 6= q−2m+1, q−2m+2, . . . ,
q−2n. Then
m−n∑
k=0
(1− β2q2n+2k−1)
(β2q2n+k−1; q)m−n+1
βkqk(k+n−1)
× Cm−n−k(x;βqk|q)Ck(x;β−1q1−k−n|q) = δm,n. (3.3.9)
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Proof. Apply Lemma 3.3.1 with n, αk, βk specialized to m − n, qk+nβ, q1−k−nβ−1 so that in
particular αkβk = q for all k. Then the left hand side of (3.3.9) is
∑m−n
p=0 d(p)e
i(m−n−2p)θ, where
x = cos(θ) and
d(p) =
m−n−p∑
k=0
(1− β2q2n+2k−1)
(β2q2n+k−1; q)m−n+1
βkqk(k+n−1)
× (βq
k+n; q)p
(q; q)p
(βqk+n; q)m−n−p−k
(q; q)m−n−p−k
(β−1q1−k−n; q)k
(q; q)k
× 4φ3
[
q−k, q−p, βqm−p, q−n−k+1β−1
βqn, q−p−n−k+1β−1, qm−n−k−p+1
; q, q
]
+
m−n∑
k=m−n−p+1
(1− β2q2n+2k−1)
(β2q2n+k−1; q)m−n+1
βkqk(k+n−1)
× (q
k+nβ; q)m−n−k
(q; q)m−n−k
(q1−k−nβ−1; q)p−m+n+k
(q; q)p−m+n+k
(q1−k−nβ−1; q)m−n−p
(q; q)m−n−p
× 4φ3
[
qk−m+n, qp−m+n, qk+nβ, q1+p−mβ−1
q1−mβ−1, qk+p−m+n+1, βq2n−m+p+k
; q, q
]
. (3.3.10)
We transform the basic hypergeometric series 4φ3 of (3.3.10). Apply Sears’ transformation formula
(3.2.5) to the first 4φ3 in (3.3.10) to see that the 4φ3 is equal to
(q−n−k+1β−1, qm−n−k+1; q)k
(q−n−k−p+1β−1, qm−n−k−p+1; q)k
q−pk
× 4φ3
[
q−k, q−p, qn−m+p, β2q2n+k−1
βqn, βqn, qn−m
; q, q
]
. (3.3.11)
Apply Sears’ transformation formula (3.2.6) to the second 4φ3 in (3.3.10) in order to see that the
4φ3 is equal to
(q1+p−mβ−1, qn−m, βqn; q)m−n−p
(βq2n−m+k+p, q1−mβ−1, q−k; q)m−n−p
× 4φ3
[
qn−m+p, β2q2n+k−1, q−p, q−k
qn−m, βqn, βqn
; q, q
]
. (3.3.12)
The basic hypergeometric series of (3.3.11) and (3.3.12) can be written as the q-Racah polynomial
Rp(µ(k); qn−m−1, 1, βqn−1, βqn−1; q), see (3.2.3). Therefore (3.3.10) becomes, after simplifying
the q-Pochhammer symbols using (qrβ−1; q)` = (−1)`q
1
2
`(`−1)+r`β−`(βq1−r−`; q)` repeatedly,
(βqn; q)p(βqn; q)m−n−p
(β2q2n; q)m−n(q; q)p(q; q)m−n−p
×
m−n∑
k=0
(β2q2n−1, qn−m; q)k
(q, β2qn+m; q)k
(1− β2q2n+2k−1)
(1− β2q2n−1) q
k(m−n)
×Rp(µ(k); qn−m−1, 1, βqn−1, βqn−1; q). (3.3.13)
The k-sum of (3.3.13) corresponds to the orthogonality relations (3.2.4) for the q-Racah polynomial.
Hence (3.3.13) becomes
d(p) =
(βqn; q)m−n
(βq2n; q)m−n(q; q)m−n
δp,0h0(βq
n, βqn;m− n).
Since h0(βqn, βqn;m − n) = 0 if n < m and h0(βqn, βqn;m − n) = 1 if m = n, the result
follows.
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Proof of Theorem 3.1.1. Multiplying the matrices Lβ and Mβ it is sufficient to evaluate the
entries of LβMβ for m ≥ n. Hence
(Lβ(x)Mβ(x))m,n =
m∑
k=n
βk−nq(k−1)(k−n)
(β2q2k; q)m−k(β2qn+k−1; q)k−n
× Cm−k(x;βqn|q)Ck−n(x; q1−kβ−1|q)
=
m−n∑
k=0
(1− β2q2n+2k−1)
(β2q2n+k−1; q)m−n+1
βkqk(k+n−1)
× Cm−n−k(x;βqk+n|q)Ck(x; q1−k−nβ−1|q).
Applying Lemma 3.3.4 then yields the result.
3.4 Applications
Example 3.4.1. The limit q → 1 in the proof of Theorem 3.1.1 gives a new proof for [18,
Theorem 4.1] for α = β. Lemma 3.3.1 gives
n∑
k=0
c(k)C
(αk)
n−k (x)C
(βk)
k (x) =
n∑
p=0
d(p)ei(n−2p)θ, x = cos(θ),
where C
(α)
k (x) are the Gegenbauer polynomials, see [63, §9.8.1], and
d(p) =
n−p∑
k=0
c(k)
(αk)p
p!
(αk)n−p−k
(n− p− k)!
(βk)k
k!
× 4F3
[ −p, αk + n− p− k,−k, βk
1− p− αk, 1− k − βk, n− p− k + 1
; 2− αk − βk
]
+
n∑
k=n−p+1
c(k)
(αk)n−k
(n− k)!
(βk)p−n+k
(p− n+ k)!
(βk)n−p
(n− p)!
× 4F3
[
k − n, p− n, αk, βk + k + p− n
1− n+ k − αk, k + p− n+ 1, 1− n+ p− βk
; 2− αk − βk
]
.
Then Lemma 3.3.4 yields, for 0 ≤ n ≤ m and α ∈ C, 2α 6= −2m+ 1,−2m+ 2 . . . ,−2n,
m−n∑
k=0
(2n+ 2k + 2α− 1)
(2n+ k + 2α− 1)m−n+1
C
(α+k+n)
m−n−k (x)C
(1−k−n−α)
k (x) = δm,n,
which is the key equation to show [18, Theorem 4.1] for the case α = β.
Example 3.4.2. The problem of finding an inverse of the matrix Lβ in Theorem 3.1.1 originally
arose in [4], also see Chapter 5, where the finite dimensional lower triangular matrix
L(x)m,n = q
m−n (q2; q2)m(q2; q2)2n+1
(q2; q2)m+n+1(q2; q2)n
Cm−n(x; q2n+2|q2),
with 0 ≤ n ≤ m ≤ N , for arbitrary N ∈ N appears. Using Corollary 3.1.2 in base q2 with β = q2
after conjugation with a diagonal matrix we find that the inverse matrix is given by
(L(x))−1m,n = q
(2m+1)(m−n) (q2; q2)m(q2; q2)m+n
(q2; q2)2m(q2; q2)n
Cm−n(x; q−2m|q2),
with 0 ≤ n ≤ m ≤ N . Note that the entries of L(x) and its inverse L(x)−1 are independent of
the size of N .
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Example 3.4.3. From the continuous q-ultraspherical polynomial generating function (3.2.2) it
follows that
∞∑
n=0
Cn(x;αβ|q)tn = (αte
iθ, αte−iθ; q)∞
(teiθ, te−iθ; q)∞
(αβteiθ, αβte−iθ; q)∞
(αteiθ, αte−iθ; q)∞
=
∞∑
m,n=0
Cm(x;α|q)Cn(x;β|q)tm(αt)n.
Comparing the powers of t shows
Cn(x;αβ|q) =
n∑
k=0
αkCn−k(x;α|q)Ck(x;β|q).
Now take β = α−1, then (3.2.1) for β = 1 gives
δn,0 =
n∑
k=0
αkCn−k(x;α|q)Ck(x;α−1|q). (3.4.1)
On the other hand from Lemma 3.3.1 it follows that
n∑
k=0
αkCn−k(x;α|q)Ck(x;α−1|q) =
n∑
p=0
d(p)ei(n−2p)θ, x = cos(θ). (3.4.2)
Combining (3.4.1) and (3.4.2) it follows that d(p) = δn,0. Writing out the explicit expression of
d(p) gives for n > 0 the identity
0 =
n−p∑
k=0
αk
(α; q)p
(q; q)p
(α; q)n−p−k
(q; q)n−p−k
(α−1; q)k
(q; q)k
4φ3
[
q−p, αqn−p−k, q−k, α−1
q1−pα−1, αq1−k, qn−p−k+1
; q, q2
]
+
n∑
k=n−p+1
αk
(α; q)n−k
(q; q)n−k
(α−1; q)p−n+k
(q; q)p−n+k
(α−1; q)n−p
(q; q)n−p
× 4φ3
[
qk−n, qp−n, α, qk+p−nα−1
q1−n+kα−1, qk+p−n+1, αq1−n+p
; q, q2
]
.
In particular if p = 0
n∑
k=0
αk
(α; q)n−k
(q; q)n−k
(α−1; q)k
(q; q)k
= 0. (3.4.3)
Remark that (3.4.3) also follows from the q-Chu-Vandermonde sum [43, (1.5.2)]. For p = 1 and
n 7→ n+ 1 we find
n∑
k=0
αk
(α; q)n−k
(q; q)n−k
(α−1; q)k
(q; q)k
(
1 +
(1− αqn−k)(1− qk)
(1− αq1−k)(1− qn+1−k) q
1−k
)
= αn
(α−1; q)n
(q; q)n
.
Remark that this result also follows from applying (3.4.3) twice.
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3.5 Limit case β → 0
Define L0(x) and M0(x) by the limits
L0(x)m,n = lim
β→0
Lβ(x)m,n, M
0(x)m,n = lim
β→0
Mβ(x)m,n,
where the limit is taken over β 6= q k2 , with k ∈ Z. We show that the limits exist, that the entries
of L0(x) are given in terms of continuous q-Hermite polynomials and that the entries of M0(x)
are a given in terms of continuous q−1-Hermite polynomials.
The continuous q-Hermite polynomials are given by
H(x|q) =
n∑
k=0
(q; q)n
(q; q)k(q; q)n−k
ei(n−2k)θ, x = cos(θ), (3.5.1)
see [63, §14.26]. The continuous q-Hermite polynomials are, apart from a different normalization,
the special case β = 0 of the continuous q-ultraspherical polynomials
Cn(x; 0|q) = Hn(x|q)
(q; q)n
. (3.5.2)
The corresponding generating function for the continuous q-Hermite polynomials is
∞∑
n=0
Hn(x|q)
(q; q)n
tn =
1
(teiθ, te−iθ; q)∞
|t| < 1, x = cos(θ), (3.5.3)
see [63, (14.26.11)].
The polynomials Hn(x|q−1) are called the continuous q−1-Hermite polynomials and are defined
by taking q 7→ q−1 in (3.5.1), see [10]. The continuous q-Hermite polynomials are orthogonal with
respect to a positive measure on (−1, 1). However the continuous q−1-Hermite polynomials are
orthogonal on the imaginary axis and correspond to an indeterminate moment problem, see [10]
and [56].
Theorem 3.5.1. The doubly infinite lower triangular matrices L0(x) and M0(x) are given by
L0(x)m,n =
Hm−n(x|q)
(q; q)m−n
, M0(x)m,n = (−1)m−nq
(
m−n
2
)
Hm−n(x|q−1)
(q; q)m−n
,
where m,n ∈ Z so that n ≤ m. M0(x) and L0(x) are each others inverse, i.e. L0(x)M0(x) = I =
M0(x)L0(x), where Im,n = δm,n is the identity.
Proof. With (3.5.2) we have for n ≤ m
L0(x)m,n = lim
β→0
Lβ(x)m,n = lim
β→0
1
(β2q2n; q)m−n
Cm−n(x;βqn|q) = Hm−n(x|q)
(q; q)m−n
.
From (3.2.1) it follows that Cn(x;β|q) = (βq−1)nCn(x;β−1|q−1). Therefore write Mβ(x)m,n as
βm−nq(m−1)(m−n)
(β2qm+n−1; q)m−n
(β−1q−m)m−nCm−n(x;βqm−1|q−1)
=
q−(m−n)
(β2qm+n−1; q)m−n
Cm−n(x;βqm−1|q−1).
Upon taking the limit β → 0 and using (3.5.2) we find
M0(x)m,n = lim
β→0
Mβ(x)m,n = q
−(m−n) Hm−n(x|q−1)
(q−1; q−1)m−n
= (−1)m−nq
(
m−n
2
)
Hm−n(x|q−1)
(q; q)m−n
.
From Theorem 3.1.1 it follows that L0(x)M0(x) = I = M0(x)L0(x).
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Corollary 3.5.2. For N ∈ N define lower triangular matrices L0(x) and M0(x)
L0(x)m,n =
Hm−n(x|q)
(q; q)m−n
, M0(x)m,n = (−1)m−nq
(
m−n
2
)
Hm−n(x|q−1)
(q; q)m−n
,
where 0 ≤ n ≤ m ≤ N . Then M0(x) and L0(x) are each others inverse, i.e. L0(x)M0(x) = I =
M0(x)L0(x), where I is the identity matrix.
Remark 3.5.3. Theorem 3.5.1 also follows from a generating function for the continuous q−1-
Hermite polynomials. From [55, Theorem 21.2.1]
∞∑
n=0
(−1)nq
(
n
2
)
Hn(x|q−1)
(q; q)n
tn = (teiθ, te−iθ; q)∞, |t| < 1, x = cos(θ). (3.5.4)
Combining (3.5.3) and (3.5.4) it follows that for |t| < 1
1 =
(teiθ, te−iθ; q)∞
(teiθ, te−iθ; q)∞
=
( ∞∑
m=0
Hm(x|q)
(q; q)m
tm
)( ∞∑
n=0
(−1)nq
(
n
2
)
Hn(x|q−1)
(q; q)n
tn
)
=
∞∑
p=0
(
p∑
k=0
Hp−k(x|q)
(q; q)p−k
(−1)kq
(
k
2
)
Hk(x|q−1)
(q; q)k
)
tp.
Take p = m− n so that we have
m−n∑
k=0
Hm−n−k(x|q)
(q; q)m−n−k
(−1)kq
(
k
2
)
Hk(x|q−1)
(q; q)k
= δm,n. (3.5.5)
From (3.5.5) Theorem 3.5.1 also follows.
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Chapter 4
Radial part calculations for quantum
symmetric pairs with simple generators
We introduce the class of quantum symmetric pairs with simple generators. It is
proved that the radial part of every element of a quantum symmetric pair with simple
generators restricted to the set of regular points of this element can be computed.
These computations are done explicitly for the Casimir elements of the quantum
analogues of (SU(2),U(1)), (SU(2)× SU(2), diag) and (SU(3),U(2)) and give rise to
second order q-difference equations for matrix valued spherical functions in general.
This chapter is based on [2].
4.1 Introduction
There exist two ways of constructing quantum symmetric pairs, which are quantum analogues
of the symmetric pairs (G,K) of Lie groups, considering subalgebras of quantized universal
enveloping algebras. Since the quantized universal enveloping algebra is a Hopf algebra, which
does not contain many Hopf subalgebras, one of the main problems was to find a good analogue
for the symmetric pairs (G,K) for compact Lie groups G. The first decisive step was taken
by Koornwinder [76]. Koornwinder constructed twisted primitive elements of the quantized
universal enveloping algebra of sl2 with one free parameter which can be considered as quantum
analogues of the symmetric pair (SU(2),U(1)). Dijkhuizen, Noumi and Sugitani [27, 90, 91, 92, 99]
continued the work of Koornwinder and constructed quantum group analogues of K as two sided
coideals of the quantized universal enveloping algebra for the classical Lie algebras. Independently,
Letzter [81, 83, 84, 85, 86] developed the theory of quantum symmetric pairs for all semisimple
symmetric Lie algebras considering right coideals of quantized universal enveloping algebras. The
two approaches appear to be equivalent, see [81, Section 6].
Computing the radial part of Casimir elements of quantum symmetric pairs goes back to
Koornwinder [76]. Koornwinder [76] constructed these twised primitive elements to identify the
action of the Casimir element of the quantized universal enveloping algebra of SU(2) with a
second order q-difference equation for the Askey-Wilson polynomials in two parameters. It turns
out that the radial part of Casimir elements of quantum analogues of symmetric pairs, which
generate the center of the quantized universal enveloping algebra, corresponds to q-difference
equations for spherical functions. Dijkhuizen, Noumi and Sugitani [27, 28, 90, 91, 92, 99]
continued Koornwinder’s work and found many more examples of q-difference equations which
have spherical functions as solutions. They found many important non-trivial connections between
the representations theory of quantum symmetric pairs and orthogonal polynomials appearing in
the q-Askey scheme [63]. Letzter [84, 85] continued the work of Dijkhuizen, Noumi and Sugitani
and found even more examples of spherical functions related to quantum symmetric pairs. She
identified these spherical functions with Macdonald polynomials [85, Theorem 8.2].
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If A is the quantum torus of Uq(g), computing the scalar valued radial part of Y ∈ Uq(g) boils
down to computing AY modulo the augmentation ideal B+ = {B ∈ B : (B) = 0} for almost
all A ∈ A. Note that we use the counit  as a one-dimensional representation of the coideal
subalgebra B. More recently Letzer [84, 85] united the computations for the scalar valued radial
parts for all quantum symmetric pairs where the restricted root system is reduced. Letzter showed
[85, Theorem 8.2] that the scalar valued radial part of the Casimir elements for the quantum
symmetric pairs where the restricted root system is reduced gives rise to q-difference equations
for Macdonald polynomials.
However restricting the radial part to the scalar valued level, where only the trivial irreducible
representation  is taking into account, throws away information. Therefore the problem remains
to calculate the radial part of elements of the quantized universal enveloping algebra on the level
of any finite dimensional irreducible representation of B in general. For semi-simple Lie algebras
this problem has been studied, e.g. Warner [107, Chapter 8.2] for computations of the radial part
of the center and Casselman and Milicˇic´ [20] for computations of the radial part for any element
of U(g). For a symmetric pair (G,K) of Lie groups we have the Cartan decomposition G = KAK,
see [52, Chapter V, Theorem 6.7], where A is the torus of G. Unfortunately, there does not exist
a Cartan decomposition for the symmetric pairs (U(g),U(k)) of universal enveloping algebras in
general. Therefore Casselman and Milicˇic´ [20] used the Iwasawa decomposition for (U(g),U(k)).
Using the Iwasawa decomposition Casselman and Milicˇic´ [20] proved that there exists a map Π
which maps every element of U(g) to a matrix valued differential equation defined on the regular
points of the torus. The map Π is a useful tool for finding matrix valued differential equations for
matrix valued spherical functions, see [20, Theorem 3.1] and [20, Example 3.7].
Using [20, Theorem 3.1] Koelink, van Pruijssen and Roma´n [67, 68] computed the matrix
valued radial part for the two Casimir elements of U(su(2))⊗U(su(2)) related to the symmetric pair
(SU(2)× SU(2), diag). Koelink, van Pruijssen and Roma´n [67, 68] studied matrix valued spherical
functions on (SU(2)× SU(2), diag). The matrix valued radial part gives rise to a first and second
order differential equation. These two differential equations [68, Theorem 7.14] are essential for
completely classifying all matrix valued orthogonal polynomials related to the spherical functions
of (SU(2)× SU(2),diag), see [68, Theorem 6.3].
In Chapter 5, also see [4], matrix valued spherical functions on the quantum analogue of
(SU(2) × SU(2),diag) are studied. The center of the quantum analogue of SU(2) × SU(2) is
generated by two Casimir elements. The radial part on the level of any finite dimensional irreducible
representation of the quantized universal enveloping algebra is computed, see Proposition 5.5.10.
The q-difference equations are essential to complete the matrix valued spherical functions, which
in turn are related to matrix valued orthogonal polynomials, see Theorem 5.4.18.
The method used in Chapter 5 to compute the radial part of the Casimir elements on the
level of any finite dimensional irreducible representation is ad-hoc. This chapter shows that these
computations can be extended to a subclass of the quantum symmetric pairs with so-called “simple
generators” such that we can put these computations in a more general framework. Moreover
we give an explicit algorithm to compute the radial part of AY for every Y ∈ Uq(g) and A ∈ A
such that A is a regular point for Y . This method is a q-analogue for Casselman and Milicˇic´
[20]. We apply this method to compute the radial part of the Casimir elements of the quantum
analogue of (SU(2),U(1)), (SU(2)× SU(2), diag) and (SU(3),U(2)). Note that this method not
only applies to central elements, but that it can be used to compute the radial part in general for
every element of a quantum symmetric pair with simple generators.
However the problem of calculating the radial part of elements of quantum symmetric pairs
in general still remains an open question. To extend the algorithm described in this chapter
to quantum symmetric pairs in general we must find commutation relations between Fi and
θq(FjKj). We were not able to find commutation relations that behave well enough to apply the
method. Therefore we will only consider quantum symmetric pairs with simple generators.
The chapter is organized as follows. In Section 4.2 we fix the notation of quantized universal
enveloping algebras on Kac-Moody algebras. In Section 4.3 the definition of quantum symmetric
pairs with simple generators is given. The class of quantum symmetric pairs with simple
generators are a subclass of quantum symmetric pairs introduced by Kolb [71]. We give a
complete classification of all quantum symmetric pairs with simple generators related to the
symmetric pairs of semi-simple Lie algebras found in [9] and [52]. In Section 4.4 we prove a
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quantum analogue of the Iwasawa decomposition for quantum symmetric pairs with simple
generators. Then we state Theorem 4.4.6 of the chapter, which is the main theorem of the
chapter. The proof of Theorem 4.4.6 explains how to calculate the radial part of AZ. Theorem
4.4.6 is technical and we will see in Section 4.5 that this theorem has important applications. In
Section 4.5 we study spherical functions on quantum symmetric pairs with simple generators.
We show that there exists a quantum analogue for the map Π of Casselman and Milicˇic´ [20], see
Definition 4.5.3 and Theorem 4.5.4. At the end of Section 4.5 we study the ∗-invariance and
state Theorem 4.5.8 which proves an orthogonality relation for spherical functions. In Section
4.6 we show that the proof of Theorem 4.4.6 can be used to compute the radial part explicitly
for the Casimir elements of the quantum analogues of (SU(2),U(1)), (SU(2)× SU(2), diag) and
(SU(3),U(2)). The results for the quantum analogue of (SU(2),U(1)) match with the results
of Koornwinder [76] when restricted to the trivial representation . Moreover, the radial part
calculations of the center in general give an alternative proof for [65, Theorem 7.6]. The results for
the quantum analogue of (SU(2)× SU(2),diag) match with the results of Chapter 5. The radial
part of the two second order Casimir elements, generating the center of the quantum analogue of
(SU(3),U(2)), are calculated. We identify the radial part of the center restricted to the trivial
representation  with Askey-Wilson polynomials in two free parameters, which match with the
results of Dijkhuizen and Noumi [27] for the quantum analogue of (SU(3),U(2)). Note that the
quantum analogue of (SU(3),U(2)) is excluded by Letzter [85], since the restricted root system is
non-reduced. Moreover, we compute the radial part of the center in general extending the result
of Dijkhuizen and Noumi [27] for the quantum analogue of (SU(3),U(2)) to the matrix valued
case.
4.2 Quantized universal enveloping algebra
In this section we fix the notation. For more information we refer to Kac [60], Kolb [71] and
Lusztig [87]. We mainly follow Kolb [71, §2.1 and §3.1].
Let I be a finite set, and let A = (aij)i,j∈I be a generalized Cartan matrix, i.e. for all i, j ∈ I,
aij ∈ Z, aii = 2, aij ≤ 0 for i 6= j and aij = 0 if and only if aji = 0. Assume that there is
a D = diag(i : i ∈ I) with coprime entries i ∈ N such that DA is symmetric. Define the
dual weight lattice P∨ to be the free abelian group of rank 2|I| − rank(A) generated over Z by
{hi : i ∈ I} and {ds : s = 1, 2, . . . , |I| − rank(A)}. Set h = C ⊗Z P∨. The weight lattice P of
A defined by P = {λ ∈ h∗ : λ(P∨) ⊆ Z}. Define Π∨ = {hi : i ∈ I}, choose αi ∈ h∗ linearly
independent such that αi(hj) = aji, αi(ds) ∈ {0, 1} and take Π = {αi : i ∈ I}. Denote Q = ZΠ
for the root lattice and Q∨ = ZΠ∨ for the coroot lattice of Q. Choose the set Q+ =
∑
i∈I Nαi of
positive roots of Q. We extend P∨, Q∨ and Q to 1
2
Z by taking Pˇ∨ = 1
2
Z[P∨], Qˇ∨ = 1
2
Z[Qˇ∨]
and Qˇ = 1
2
Z[Q]. Introduce the bilinear form on h∗ by (αi, αj) = iaij .
The Kac-Moody algebra g = g(A) is the Lie algebra over C generated by h and ei, fi for i ∈ I
with relations given in [60, §1.3]. Let g′ = [g, g] be the derived Lie algebra and note that g′ is
generated by ei, fi for i ∈ I.
For any i ∈ I define the fundamental reflections ri ∈ GL(h) by ri(h) = h − αi(h)hi for all
h ∈ h. The Weyl group W is generated by the fundamental reflections ri.
The quantized enveloping algebra Uq(g) of g is the associative unital C-algebra generated by
Ei, Fi and Kµ for i ∈ I and µ ∈ P∨, subjected to the relations
K0 = 1, KhKh′ = Kh+h′ ,
KhEi = q
αi(h)EiKh, KhFi = q
−αi(h)FiKh,
[Ei, Fj ] = δi,j
Ki −K−1i
qi − q−1i
, where qi = q
i ,Ki = K
i
hi
,
(4.2.1)
where h, h′ ∈ P∨ and the quantum Serre relations Fij(Ei, Ej) = Fij(Fi, Fj) = 0 for all i, j ∈ I
where
Fij(X,Y ) =
1−aij∑
n=0
(−1)n
[
1− aij
n
]
qi
X1−aij−nY Xn.
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The coproduct ∆, counit  and antipode S on Uq(g) are given by
∆ : Ei, Fi,Kh 7→ Ei ⊗ 1 +Ki ⊗ Ei, Fi ⊗K−1i + 1⊗ Fi,Ki ⊗Ki,
 : Ei, Fi,Kh 7→ 0, 0, 1
S : Ei, Fi,Kh 7→ −K−1i Ei,−FiKi,K−h.
With these actions Uq(g) becomes a Hopf algebra. Let Uq(g′) be the Hopf subalgebra of Uq(g)
generated by Ei, Fi and K
±1
i for all i ∈ I.
For Theorem 4.4.3 and Theorem 4.4.6 we have to extend the quantized universal enveloping
algebra with the roots of Kh. We denote Uˇq(g) for the associative complex algebra generated by
Uq(g) and Kh for h ∈ Pˇ∨ with the same relations (4.2.1) taking h, h′ ∈ Pˇ∨. The Hopf subalgebra
Uˇq(g′) of Uˇq(g) is generated by Ei, Fi and Kh for h ∈ Qˇ∨. Note that Uq(g) is a Hopf subalgebra
of Uˇq(g) and that Uq(g′) is a Hopf subalgebra of Uˇq(g′).
Let U+, U− and U0 be the Hopf subalgebras of Uq(g) generated respectively by {Ei : i ∈ I},
{Fi : i ∈ I} and {Kh : h ∈ P∨}. Take Uˇ0 to be the Hopf subalgebra of Uˇq(g) generated by
{Kh : h ∈ Qˇ∨}. By [87, §3.2] we have U+ ⊗ U0 ⊗ U− ' Uq(g) and U+ ⊗ Uˇ0 ⊗ U− ' Uˇq(g) as
vector spaces under the multiplication map. Write U0′ for the subalgebra of U0 generated by all
elements {K±1i : i ∈ I} and write Uˇ0′ for the subalgebra of Uˇ0 generated by {Kh : h ∈ Qˇ∨}. By
[87, §3.2] we have U+ ⊗ U0′ ⊗ U− ' Uq(g′) and U+ ⊗ Uˇ0′ ⊗ U− ' Uˇq(g′) as vector spaces under
the multiplication map. If rank(A) = |I| then Uq(g) = Uq(g′), and in explicit cases we write Uq(g)
for Uq(g′).
For C[Q], the group algebra of the root lattice, we define an algebra isomorphism C[Q]→ U0′
defined on the generators by αi 7→ Ki. For any β ∈ Q we write
Kβ =
∏
i∈I
K
ni
i , where β =
∑
i∈I
niαi. (4.2.2)
By (4.2.2) we find commutation relations of the form
KβEi = q
(β,αi)EiKβ , KβFi = q
−(β,αi)FiKβ ,
for all β ∈ Q and i ∈ I. By the same argument there exists an algebra isomorphism C[Qˇ]→ Uˇ0′
and we define Kβ ∈ Uˇ0′ for any β ∈ Qˇ similar to (4.2.2).
Take n ∈ N and U = (u1, u2, . . . , un) ∈ In, we abbreviate FU = Fu1Fu2 . . . Fun and EU =
Eu1Eu2 . . . Eun .
4.3 Quantum symmetric pairs
We introduce admissible pairs which are a generalization of the Satake diagrams as given in [9],
see also Kolb [71, Definition 2.3].
Let X ⊆ I such that gX is of finite type, see [71, p. 399]. Write WX ⊆W for the corresponding
parabolic subgroup of W with longest element wX and ΦX ⊆ Φ for the corresponding root
system. Let ρ∨X be the half sum of the positive coroots of ΦX . For Aut(A) we denote the
group of all permutations σ on I such that ai,j = aσ(i),σ(j). A pair (X, τ) where X ⊆ I and
τ ∈ Aut(A,X) = {σ ∈ Aut(A) : σ(X) = X} is called an admissible pair if
1. τ2 = idI ,
2. The action of τ on X coincides with the action of −wX ,
3. If j ∈ I\X and τ(j) = j, then αj(ρ∨X) ∈ Z.
Given an admissible pair (X, τ) we define an involution θ = θ(X, τ) by [71, Theorem 2.5] such
that on h we have θ(h) = −wXτ(h). By duality θ induces a map Θ : h∗ → h∗ : α 7→ −wXτ(α).
Let k′ = {x ∈ g′ : θ(x) = x} be the fixed point Lie subalgebra of g′ with respect to involution
θ. Take MX to be the subalgebra of Uq(g′) generated by {Ei, Fi,K±1i : i ∈ X} and MˇX to be
the subalgebra of Uˇq(g′) generated by {Ei, Fi : i ∈ X} and {Kh : h ∈ 12Z[{αi : i ∈ X}]}. The
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quantum torus A = AΘ is generated by all elements Kα where α ∈ Q such that Θ(α) = −α and
write Aˇ = AˇΘ for the quantum torus generated by Kα where α ∈ Qˇ and Θ(α) = −α. Let U0′Θ be
the subalgebra of U0′ consisting of all the fixed points Kβ , where β ∈ Q and Θ(β) = β and let
Uˇ0′Θ be the subalgebra of Uˇ
0′ with elements Kβ such that β ∈ Qˇ and Θ(β) = β.
For every admissible pair (X, τ), Kolb [71, Definition 4.3] defines the quantum involution
θq = θq(X, τ) : Uq(g′) → Uq(g′). In general the quantum involution θq is not a Hopf algebra
automorphism and is not an involution, i.e. θ2q 6= id, in general. However we always have
θq(Kh) = Kθ(h), θq |MX = idMX and θq → θ for q → 1.
Definition 4.3.1. For an admissible pair (X, τ) take c = (ci)i∈I\X ∈ (C×)I\X , s = (si)i∈I\X ∈
CI\X and define B = Bc,s = Bc,s(X, τ) to be the subalgebra of Uq(g′) generated by MX , U0′Θ
and
Bc,si := Bi := Fi + ciθq(FiKi)K
−1
i + siK
−1
i , i ∈ I\X.
The pair (Uq(g′),B) is called the quantum symmetric pair related to the admissible pair (X, τ).
If s = 0 we often write Bc = Bc,0. Note that B is a right coideal of Uq(g′) [71, Proposition 5.2],
i.e. ∆(B) ⊆ B⊗Uq(g′). If, for all i ∈ I\X, we have θq(FiKi) = −viEτ(i), where vi ∈ C×, we call
(Uq(g′),B) the quantum symmetric pair with simple generators (related to the admissible pair
(X, τ)).
The algebra Bˇ of algebra Uˇq(g′) is generated by {Bi}i∈I\X ,MˇX and Uˇ0′Θ . The quantum
symmetric pair (Uˇq(g′), Bˇ) has simple generators if (Uq(g′),B) has simple generators.
Proposition 4.3.2. Let (X, τ) be an admissible pair for quantum symmetric pair (Uq(g′),Bc,s).
The quantum symmetric pair (Uq(g′),B) has simple generators if and only if for all i ∈ X and
j ∈ I\X we have αi,j = (αi, αj) = 0. In particular, if A is indecomposable, then a quantum
symmetric pair has simple generators if and only if X = ∅.
Proof. Write θq for θq(X, τ). For each α ∈ Q write Uq(g)α for all Y ∈ Uq(g) such that KiY =
q(α,αi)Y Ki for all i ∈ I. Fix α ∈ Q and let Y ∈ Uq(g)α. The involutive automorphism
θq induces an involution Θ = −wXτ on the root lattice, hence θq(Y ) ∈ Uq(g)Θ(α). Since
θq(FiKi) = −viEτ(i) ∈ Uq(g)−τ(i) for all i ∈ I\X it follows that Θ(αi) = −ατ(i). Therefore
the longest element wX of WX acts as the identity on ατ(i) for all i ∈ I\X. It follows that
ατ(i) considered as a highest weight for the semisimple Lie subalgebra gX of g is trivial, hence
(ατ(i), αj) = 0 for all j ∈ X. Since τ is an automorphism on I which leaves X invariant we have
(αi, αj) = 0 for all i ∈ I\X and j ∈ X.
Definition 4.3.3. Let B1 and B2 be two right coideals of Uq(g′). We call B1 equivalent to B2 if
there exists a Hopf algebra isomorphism φ on Uq(g′) such that φ(B1) = B2.
Not all right coideals Bc,s are suitable quantum analogues for U(k′). Kolb [71, Lemma 5.3, 5.4
& 5.5] showed that for Bc,s to be a suitable quantum analogue for U(k′) we need restrictions on c
and s. Define
Ins = {i ∈ I\X : τ(i) = i, αi(hj) = 0 for all j ∈ X},
then Bc,s is a suitable quantum analogue for U(k′) if c ∈ C and s ∈ S, where
C = {c ∈ (C×)|I\X| : ci = cτ(i) if τ(i) 6= i and (αi,Θ(αi)) = 0},
S = {s ∈ C|I\X| : if si 6= 0 then i ∈ Ins and aji ∈ −2N0 for all j ∈ Ins\{i}}.
The construction of the quantum symmetric pair subalgebra Bc,s seems to be very artificial.
However if c ∈ C and s ∈ S, then Bc,s specializes to U(k) for q = 1 and Bc,s is maximal with this
property. Letzter [81, Theorem 5.8], [84, Theorem 7.5] showed that for finite dimensional g any
maximal coideal subalgebra of Uq(g) that specializes to U(k) for q = 1 is equivalent to a right
coideal Bc,s, see also Kolb [71, Remark 5.7 and Section 10].
For the rest of this section we assume c ∈ C and s ∈ S. We classify all quantum symmetric
pairs with simple generators for semi-simple Lie algebras using the theory developed by Araki
[9] and Letzter [84]. After the classification we work out a couple of these examples. In the last
example we work out the quantized universal enveloping algebra of affine sˆl2, which is infinite
dimensional and hence not semi-simple. For all the examples below we have X = ∅.
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Example 4.3.4. Every symmetric pair (G,K) of a compact Lie group G gives rise to a symmetric
pair (g, k) of semi-simple Lie algebras related to an admissible pair (X, τ). Araki [9] gives the
classification for all admissible pairs (X, τ) of symmetric compact finite dimensional Lie groups,
see also [52, Chapter X]. Each of the admissible pairs (X, τ) of [9] gives rise to a quantum
involution θq(X, τ), see [71, Definition 4.3], from which we can construct a quantum symmetric
pair (Uq(g),B). By a case by case check on the list of Araki [9] we give all admissible pairs
related to a symmetric pair (G,K) of compact groups, using Proposition 4.3.2, corresponding to
a quantum symmetric pair with simple generators.
1. Let g be a simple Lie algebra generated by {ei, fi, hi : 1 ≤ i ≤ m}. Take two copies g1 and
g2 of g and label the generators of g1 by {ei, fi, hi : 1 ≤ i ≤ m} and label the generators
of g2 by {ei+m, fi+m, hi+m : 1 ≤ i ≤ m}, take g = g1 ⊕ g2. The intertwiner on g1 ⊕ g2
is given by θ : ei, fi, hi 7→ ei+m, fi+m, hi+m and θ : ei+m, fi+m, hi+m 7→ ei, fi, hi, for
1 ≤ i ≤ m. Then (g1 ⊕ g2, diag) correspond to the quantum symmetric pair (Uq(g1 ⊕ g2) '
Uq(g1) ⊗ Uq(g2),Bc,s). Every right coideal for the quantum symmetric pair related to
admissible pair (X, τ) is equivalent to B1,0. See Examples 4.3.6 and 4.3.8 for quantum
symmetric pairs related to (SU(2)× SU(2), diag) and (SU(3)× SU(3), diag).
2. Type AI, where we have I = {1, 2, . . . , r} and τ = id. In this case every right coideal B for
quantum symmetric pair of type AI is equivalent to B1,0.
3. Type AIII, case 2, where I = {1, 2, . . . , r} for odd r = 2`+ 1, ` ∈ N. The permutation τ is
defined by i 7→ r − i+ 1. Every right coideal B for quantum symmetric pair of type AIII is
equivalent to B1,s, where s = (0, 0, . . . , 0, s, 0, . . . , 0) with an s ∈ C on entry ` of s.
AIII :
α1
αr
α2
αr−1
α3
αr−2
α`−1
α`+1
α`τ
4. Type AIV when r = 1, 2, i.e. the quantum symmetric pairs related to (SU(2),U(1)) and
(SU(3),U(2)).
For r = 1 we have I = {1} and τ = id. The right coideal B for the quantum symmetric pair
is equivalent to B1,s for s ∈ C. See Example 4.3.5.
For r = 2 we have I = {1, 2} and τ = (1 2). The right coideal B for the quantum symmetric
pair is equivalent to Bc,0 where c = (c, c) for c ∈ C×. See also Example 4.3.7.
5. Type BI, for ` = r, so that I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum
symmetric pair of type BI is equivalent to B1,0.
6. Type BII, for r = 1, so that I = {1} and τ = id. Every right coideal for the quantum
symmetric pair of type BII with r = 1 is equivalent to B1,0.
7. Type CI, where I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum symmetric
pair of type CI is equivalent to B1,s where s = (0, 0, . . . , 0, s) with s ∈ C.
8. Type DI, case 2, where r ≥ 3, so that I = {1, 2, . . . , r} and τ = ((r − 1) r). Every right
coideal for the quantum symmetric pair of type DI, case 2, is equivalent to B1,0.
DI.1 :
α1 α2 α3 αr−2
αr−1
αr
τ
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9. Type DI, case 3, where r ≥ 4, so that I = {1, 2, . . . , r} and τ = id. Every right coideal for
the quantum symmetric pair of type DI, case 3, is equivalent to B1,0.
10. Type EI, where I = {1, 2, . . . , 6} and τ = id. Every right coideal for the quantum symmetric
pair of type EI is equivalent to B1,0.
11. Type EII, where I = {1, 2, . . . , 6} and τ = (1 6)(3 5). Every right coideal for the quantum
symmetric pair of type EII is equivalent to B1,0.
EII :
α1 α3
α4
α5 α6
α2
τ
12. Type EV, where I = {1, 2, . . . , 7} and τ = id. Every right coideal for the quantum symmetric
pair of type EV is equivalent to B1,0.
13. Type EVIII, where I = {1, 2, . . . , 8} and τ = id. Every right coideal for the quantum
symmetric pair of type EVIII is equivalent to B1,0.
14. Type FI, where I = {1, 2, 3, 4} and τ = id. Every right coideal for the quantum symmetric
pair of type FI is equivalent to B1,0.
15. Type G, where I = {1, 2} and τ = id. Every right coideal for the quantum symmetric pair
of type G is equivalent to B1,0.
Example 4.3.5 (Type A1). Consider quantum symmetric pairs (Uq(sl2),Bc,s) for type AIV of
Araki [9]. Uq(sl2) is generated by E,F and K±1. The admissible pair is (∅, id) and the right
coideal B1,s, where s ∈ C, is generated by
B = F − EK−1 + sK−1.
Therefore the quantum pair (Uq(sl2),B1,s) corresponding to Gelfand pair (SU(2),U(1)) has simple
generators. The quantum torusA is generated byK±1 and therefore we call (Uq(sl2),B1,s) a pair of
rank 1. Fix c ∈ C× and s ∈ C and take Hopf algebra isomorphism φ : E,F,Kµ 7→ c− 12E, c 12 F,Kµ.
We see that φ(Bc,s) = B
1,c
1
2 s
, hence the right coideal Bc,s is equivalent to the right coideal B1,t
for some t ∈ C. This case has been studied first by Koornwinder [76].
Example 4.3.6 (Type A1 × A1). Let g = sl2 ⊕ sl2. Consider the quantum symmetric pairs
(Uq(g),B) related to (SU(2) × SU(2), diag). The admissible pair is given by (∅, (1 2)). A quick
computation gives C = {(c, c) : c ∈ C×} and S = {(0, 0)}. For c = (1, 1) and s = 0, the right
coideal B is generated by
B1 = F1 − E2K−11 , B2 = F2 − E1K−12 , K±1 = (K1K−12 )±1.
Therefore (Uq(g),B) is a quantum symmetric pair with simple generators. The quantum torus
A is generated by (K1K2)±1 and hence we call (Uq(g),B) a pair of rank 1. Let c ∈ C be
arbitrary and define Hopf algebra isomorphism φ : Ei, Fi,Kµ 7→ c−
1
2Ei, c
1
2 Fi,Kµ. We see that
φ(Bc,(0,0)) = B(1,1),(0,0) and therefore the right coideal Bc,(0,0) is equivalent to the right coideal
B(1,1),(0,0). This case is also studied in Chapter 5.
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Example 4.3.7 (Type A2). Let g = sl3. Take the quantum symmetric pair (Uq(g),B) related to
(SU(3),U(2)). The quantized universal enveloping algebra Uq(g) is generated by E1, E2, F1, F2,K1
and K2. The admissible pair is (∅, (1 2)) and C = C× × C×, S = {(0, 0)}. Let c1, c2 ∈ C× and
take right coideal B(c1,c2) generated by
B1 = F1 − c1E1K−11 , B2 = F2 − c2E2K−11 , K±1 = (K1K−12 )±1.
Therefore (Uq(g),B(c1,c2)) is a quantum symmetric pair with simple generators. The quantum
torus A is generated by (K1K2)±1, hence we call (Uq(g),B(c1,c2)) a pair of rank 1. Let φ be the
Hopf algebra isomorphism defined on the generators by φ(E1) = c
−1
1 E1, φ(F1) = c1F1 and as
the identity on the other generators. We see φ(B(c1,c2)) = B(1,c−11 c2), hence every right coideal
B(c1,c2) is equivalent to a right coideal B(1,d) for d ∈ C. So the quantum symmetric pair (Uq(g),B)
related to (SU(3),U(2)) has essentially one free parameter.
Example 4.3.8 (Type A2 × A2). Let g = sl3 ⊕ sl3. Consider the quantum symmetric pair
(Uq(g),B) related to (SU(3) × SU(3), diag). The admissible pair is given by (∅, τ) where τ =
(1 3)(2 4). We have C = {(c1, c2, c1, c2) : c1, c2 ∈ C×} and S = {(0, 0, 0, 0)}. Therefore Θ(∅, τ)
maps αi 7→ −ατ(i) and for c = 1 = (c1, c2, c1, c2) ∈ C and s = 0 = (0, 0, 0, 0), the right coideal
Bc,0 is generated by
B1 = F1 − c1E3K−11 , B2 = F2 − c2E4K−12 , B3 = F3 − c1E1K−13 , B4 = F4 − c2E2K−14 ,
(K1K
−1
3 )
±1 and (K2K−14 )
±1. Therefore (Uq(sl3)⊗ Uq(sl3),Bc,0) is a quantum symmetric pair
with simple generators. The quantum torus A is generated by (K1K3)±1 and (K2K4)±1, hence
we call (Uq(g),Bc,0) a pair of rank 2. Define the Hopf algebra isomorphism φ defined on the
generators by φ(Ei) = c
− 1
2
1 Ei, φ(Fi) = c
1
2
1 Fi if i = 1, 3 and φ(Ei) = c
− 1
2
2 Ei, φ(Fi) = c
1
2
2 Fi for
i = 2, 4. We have φ(Bc,0) = B1,0, where 1 = (1, 1, 1, 1). Hence the right coideal Bc,0 with c ∈ C
is equivalent to B1,0.
Example 4.3.9 (Quantum affine ŝl2 and the q-Onsager algebra). An example of a quantum
symmetric pair not related to a symmetric pair of semi-simple Lie algebras is the quantum affine
ŝl2 and its q-Onsager subalgebra [13, 14]. The embedding of the q-Onsager algebra in quantum
affine ŝl2 can be found in [57, Proposition 1.13], see also [71, §2]. The generalized Cartan matrix
of affine Lie algebra ŝl2(C) is given by A =
(
2 −2
−2 2
)
with I = {0, 1}. The algebra Uq(ŝl2) is
called quantum affine ŝl2. We take the admissible pair (X, τ) = (∅, id), then C = C× × C× and
S = {(0, 0)} For any c = (c1, c2) ∈ C, s = (0, 0) the right coideal Bc,s is generated by the simple
elements
B1 = F1 − c1E1K−11 , B2 = F2 − c2E2K−12 ,
for i ∈ I. The pair (Uq(ŝl2),Bc,s) is a quantum symmetric pair with simple generators, see also [71,
Example 7.6]. The quantum torus A is generated by K±11 and K±12 so that we call (Uq(ŝl2),Bc,s)
of rank 2. The right coideal Bc,s is isomorphic with the q-Onsager algebra. In [70] Kolb studies
the radial part of the Casimir of the Onsager algebra ŝl2 in the fashion of Casselman and Milicˇic´
[20]. One can wonder whether the results achieved in [70] can be extended to quantum affine sˆl2
using Theorem 4.4.6.
4.4 Quantum infinitesimal Cartan decomposition
In this section and Section 4.5 we assume that c and s are arbitrary finite sequences of elements
of C. We do not assume in general c ∈ C or s ∈ S.
Lemma 4.4.1. Let (Uq(g′),Bc,s) be a quantum symmetric pair. If α ∈ Q and K ∈ Aˇ = AˇΘ an
element of the quantum torus, then KαK ∈ Bˇc,sAˇ
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Proof. We only have to check the statement on the generators of Aˇ, therefore we assume K = Kβ
for some β ∈ Qˇ, with Θ(β) = −β. Moreover Θ is an involution on h∗. Hence take γ = 1
2
(α+Θ(α))
and δ = 1
2
(α−Θ(α))+β, so that Θ(γ) = γ and Θ(δ) = −δ. Then by the construction of γ and δ we
have Kγ ∈ Bˇc,s and Kδ ∈ Aˇ. Therefore we have KαKβ = Kα+β = Kγ+δ = KγKδ ∈ Bˇc,sAˇ.
Example 4.4.2. Take Example 4.3.6. We have Θ : α1, α2 7→ −α2,−α1. Furthermore the quan-
tum torus Aˇ is generated by Kλ(α1+α2) with λ ∈ 12Z. Let µ ∈ Q, we decompose KµKλ(α1+α2) in
BˇAˇ. Write µ = µ1α1 +µ2α2. According to the proof of Lemma 4.4.1 we have γ = 12 (µ+ Θ(µ)) =
1
2
(µ1 − µ2)α1 + 12 (µ2 − µ1)α2 and δ = 12 (µ−Θ(µ)) + λ(α1 + α2) = ( 12 (µ1 + µ2) + λ)(α1 + α2).
Hence we have KµKλ(α1+α2) = KγKδ ∈ BˇAˇ.
We now give a quantum analogue of the Iwasawa decomposition. There are multiple variants
of the quantum Iwasawa decomposition already known, see [85, Theorem 2.2]. However, Letzter
[85] restricts to only finite dimensional Lie algebras. The quantum Iwasawa decomposition given
by Letzter [85] decomposes Uq(g) in the right coideal B, the quantum torus A and the “positive
part” N+ generated by Ad(MX)(Ei) for all i ∈ I\X. However if the right coideal B has simple
generators we show in Theorem 4.4.3 that N+ can be replaced by its counterpart generated by
all Fi for i ∈ I\X.
Theorem 4.4.3 (Quantum Iwasawa decomposition). Let (Uq(g′),B = Bc,s) be a quantum
symmetric pair with simple generators. Let Aˇ = AˇΘ be the quantum torus of (Uˇq(g′), Bˇ) and
N be the subalgebra of Uq(g′) generated by Fi for i ∈ I\X. We have the quantum Iwasawa
decomposition Uˇq(g′) = BˇAˇN .
Proof. This proof is based on Kolb [71, Proposition 6.1 and Proposition 6.3].
Take integers M,N ≥ 0, U = (u1, u2, . . . , uM ) ∈ IM , V = (v1, v2, . . . , vN ) ∈ IN and β ∈ Qˇ.
Because U+ ⊗ Uˇ0 ⊗ U− ' Uˇq(g′) as vector spaces under the multiplication map it is sufficient to
show EUKβFV ∈ BˇAˇN . We prove, with induction on M , that EUKβFV ∈ BˇAˇN .
By Proposition 4.3.2 and the Serre relations an element Ei, where i ∈ X, commutes with
every Ej , where j ∈ I\X. Since Ei ∈ Bˇc,s we can pull all Ei, where i ∈ X, to the left and we
can assume that U ∈ (I\X)M . Similarly, an element Fi, where i ∈ X, commutes with every Ej
and Fj , where j ∈ I\X. Because Fi, where i ∈ X, q-commutes with every element in Uˇ0 and
Fi ∈ Bˇc,s, we can pull Fi to the left and we can assume V ∈ (I\X)N .
If M = 0 we have by Lemma 4.4.1 that KβFV ∈ BˇAˇN . Let M > 0 and assume that for all
M ′ < M and U ′ ∈ (I\X)M′ we have EU′KβFV ∈ BˇAˇN . Since u1 ∈ I\X there is t ∈ I\X such
that τ(t) = u and Bt = Ft − ctEu1K−1t + stK−1t , so
Eu1 =
1
ct
FtKt −BtKt + st
ct
.
Hence
EUKβFV =
1
ct
FtKtEU′KβFV −BtKtEU′KβFV +
st
ct
EU′KβFV .
Directly from the induction hypothesis we see EU′KβFV ∈ BˇAˇN . Since Kt and EU′ q-commute
there is x ∈ Q such that KtEU′ = qxEU′Kt and
BtKtEU′KβFV = q
xBtEU′Kβ+αtFV ∈ BˇAˇN .
Lastly for FtKtEU′KβFV = q
xFtEU′Kβ+αtFV we use the relation [Eu, Ft] = δut(Ku −
K−1u )(qu − q−1u )−1 repeatedly so that we can pull Ft through EU′ . Let i be the smallest
integer such that ui = t. We have
FtEU′Kβ+αtFV = Eu1 . . . Eui−1FtEuiEui+1 . . . EuM−1Kβ+αtFV
= −Eu1 . . . EuiFtEui+1 . . . EuM−1Kβ+αtFV
+ Eu1 . . . Eui−1
(
Kui −K−1ui
q − q−1
)
Eui+1 . . . EuM−1Kβ+αtFV .
(4.4.1)
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By the induction hypothesis
Eu1 . . . Eui−1
(
Kui −K−1ui
q − q−1
)
Eui+1 . . . EuM−1Kβ+αtFV
is in BˇAˇN after moving the K±1ui to the right at the cost of a power of q. Therefore, after repeated
application of (4.4.1), it is sufficient to show that EU′′FtKβ+αtFV ∈ BˇAˇN for all U ′′ such that
|U ′′| ≤ |U ′|. But Ft q-commute with Kβ+αt hence
EU′′FtKβ+αtFV = q
(αt,β+αt)EU′′Kβ+αtFtFV = q
(αt,β+αt)EU′′Kβ+αtFV ′ ,
where V ′ = (t, v1, v2, . . . , vN ). Now with the induction hypothesis EU′′Kβ+αtFV ′ ∈ BˇAˇN , which
yields the result.
Let Kλ ∈ Aˇ and Y ∈ Uˇq(g′). If we have two right coideals Bˇc,s and Bˇd,t with simple generators
for Uˇq(g′) Theorem 4.4.3 shows that we can write KλY ∈ Bˇc,sAˇN . The question that remains is
if an element of AˇN has a decomposition in Bˇc,sAˇBˇd,t. To answer this question we first introduce
for each element of Uq(g′) the set of regular points of Aˇ of this element.
We introduce the notation q-exp(x) = qx.
Definition 4.4.4. The set of regular points of 1 is Areg(1) = Aˇ. Let U = (u1, u2, . . . , uk) ∈
(I\X)k, with k > 0, and define the set of regular points Areg(FU ) to be all Kλ ∈ Aˇ such that
cv1cv2 . . . cvk−`
dv1dv2 . . . dvk−`
6= q-exp
k−∑`
i=1
(λ+ µ, αvi + ατ(vi))−
∑
1≤i,j<k−`,
i 6=j
(αvi , αvj )
 , (4.4.2)
for all 0 ≤ ` < k, where (v1, v2, . . . , vk−`) is any subsequence of U and µ runs over the set
{N1µu1 +N2µu2 + . . .+Nkµuk : |Nj | ≤ 1, for all 1 ≤ j ≤ k}, (4.4.3)
where µi =
1
2
(αi −Θ(αi)).
Let Y ∈ Uq(g) and Kλ ∈ A, then by the quantum Iwasawa decomposition, Theorem 4.4.3,
we can write KλY =
∑
j Cj(λ;Y )Kλj(λ;Y )FVj(λ;Y ), where Cj(λ;Y ) ∈ Bc,s, λj(λ;Y ) ∈ Q such
that Θ(λj(λ;Y )) = −λj(λ;Y ) and FVj(λ;Y ) ∈ N . The set of regular points Areg(Y ) of Y are all
λ ∈ Q such that λj(λ;Y ) ∈ Areg(FVj(λ;Y )) for all j.
Remark 4.4.5. Let U = (u1, u2, . . . , uk) ∈ (I\X)k and assume V = (v1, v2, . . . , vk−`) is a
subsequence of U , for 0 ≤ ` ≤ k. Then Areg(FU ) ⊆ Areg(FV ).
In Theorem 4.4.6, which is the main theorem of this chapter, we give sufficient conditions on
the elements of AN to decompose in Bˇc,sAˇBˇd,t.
Theorem 4.4.6. Let (X, τ) be an admissible pair and let Bc,s = Bc,s(X, τ) and Bd,t = Bd,t(X, τ)
be two right coideals such that (Uq(g′),Bc,s) and (Uq(g′),Bd,t) are quantum symmetric pairs
with simple generators. Fix U = (u1, u2, . . . , uk) with uj ∈ I\X and let Kλ ∈ Areg(FU ). Then
KλFU ∈ Bˇc,sAˇBˇd,t.
Proof. Let ∼ be the equivalence relation modulo Bˇc,sAˇBˇd,t. We proceed with induction on the
structure of FU . If |U | = 0, then KλFU ∈ Aˇ ⊆ Bˇc,sAˇBˇd,t. Let k = |U | > 0 and assume that, for
all V ⊂ U such that V 6= U , we have KλFV ∈ Bˇc,sAˇBˇd,t. For uk ∈ I\X compute
KλFU = KλFu1Fu2 . . . Fuk−1B
duk ,tuk
uk + dukKλFu1Fu2 . . . Fuk−1Eτ(uk)K
−1
uk
− tukKλFu1Fu2 . . . Fuk−1K−1uk .
(4.4.4)
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By Remark 4.4.5 Kλ ∈ Areg(F(u1,u2,...,uk−1)). Hence KλFu1Fu2 . . . Fuk−1 is in Bˇc,sAˇBˇd,t, by
the induction hypothesis. Therefore KλFu1Fu2 . . . Fuk−1B
duk ,tuk
uk belongs to Bˇc,sAˇBˇd,t. With
Lemma 4.4.1 and the induction hypothesis we show that
tukKλFu1Fu2 . . . Fuk−1K
−1
uk
= tukq
−(αuk ,αu1+αu2+...+αuk−1 )KλK−1uk Fu1Fu2 . . . Fuk−1
is in Bˇc,sAˇBˇd,t. By Lemma 4.4.1 we write KλK−1uk = KγKδ ∈ Bˇc,dAˇ, where γ = − 12 (αuk −
Θ(αuk )) and δ = λ− 12 (αuk−Θ(αuk )) = λ−µuk . For U ′ = (u1, u2, . . . , uk−1) we have to show that
Kλ−µuk ∈ Areg(FU′ ) and hence, by the induction hypothesis, Kλ−µukFU′ belongs to Bˇc,sAˇBˇd,t.
When 1 ≤ ` ≤ k we rewrite condition (4.4.2) for U for any subsequence (v1, v2, . . . , vk−`) of U ′ to
cv1cv2 . . . cvk−`
dv1dv2 . . . dvk−`
6= q-exp
(k−1)−(`−1)∑
i=1
(λ+ µ, αvi + ατ(vi))−
∑
1≤i,j<(k−1)−(`−1),
i 6=j
(αvi , αvj )
 .
(4.4.5)
Substitute ` 7→ `+ 1 in (4.4.5) and take Nk = −1 in (4.4.3), then
cv1cv2 . . . cvk−1−`
dv1dv2 . . . dvk−1−`
6= q-exp
(k−1)−`∑
i=1
(λ− µuk + µ˜, αvi + ατ(vi))−
∑
1≤i,j<(k−1)−`,
i 6=j
(αvi , αvj )
 ,
for 0 ≤ ` ≤ k − 1 and where µ˜ ranges over the subset
{N1µu1 +N2µu2 + . . .+Nk−1µuk−1 : |Nj | ≤ 1, for all 1 ≤ j ≤ k − 1}
of (4.4.3). Hence all the required conditions to apply the induction hypothesis on Kλ−µukFU′ hold.
It follows that Kλ−µukFU′ ∈ Bˇc,sAˇBˇd,t and KλFU ∼ dukKλFu1Fu2 . . . Fuk−1Eτ(uk)K
−1
uk .
We show that Eτ(uk)K
−1
uk can be pulled to the left side of (4.4.4). Let p be the largest integer
such that τ(uk) = up where 0 ≤ p ≤ k− 1. We show that we can pull Eτ(uk) through Fup . Since
[Ei, Fj ] = δi,j(qi − q−1i )−1(Ki −K−1i ) we have
dukKλFu1Fu2 . . . Fup−1FupEτ(uk)Fup+1 . . . Fuk−1K
−1
uk
= dukKλFu1Fu2 . . . Fup−1
(
Eτ(uk)Fup −
Kup −K−1up
qup − q−1up
)
Fup+1 . . . Fuk−1K
−1
uk
= dukKλFu1Fu2 . . . Fup−1Eτ(uk)FupFup+1 . . . Fuk−1K
−1
uk
+ q-exp((αup , αu1 + αu2 + . . .+ αup−1 ) + (αuk , αu1 + αu2 + . . .+ αuk−1 ))
× (qup − q−1up )−1dukKλKupK−1uk Fu1Fu2 . . . Fup−1Fup+1 . . . Fuk−1
− q-exp(−(αup , αu1 + αu2 + . . .+ αup−1 ) + (αuk , αu1 + αu2 + . . .+ αuk−1 ))
× (qup − q−1up )−1dukKλK−1up K−1uk Fu1Fu2 . . . Fup−1Fup+1 . . . Fuk−1 .
(4.4.6)
Let U ′ = (u1, u2, . . . , up−1, up+1, . . . , uk−1). By Lemma 4.4.1 we have that KλK±1up K
−1
uk belongs
to Bˇc,sKλ±µup−µuk . Using the induction hypothesis we will show that Kλ±µup−µukFU′ ∈
Bˇc,sAˇBˇc,s, so that (4.4.6) gives
dukKλFu1Fu2 . . . Fup−1FupEτ(uk)Fup+1 . . . Fuk−1K
−1
uk
∼ dukKλFu1Fu2 . . . Fup−1Eτ(uk)FupFup+1 . . . Fuk−1K−1uk .
(4.4.7)
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We show that Kλ±µup−µuk ∈ Areg(FU′) Note that, for 2 ≤ ` ≤ k, and for any subsequence
(v1, v2, . . . , vk−`) of U ′, (4.4.3) gives
cv1cv2 . . . cvk−`
dv1dv2 . . . dvk−`
6= q-exp
(k−2)−(`−2)∑
i=1
(λ+ µ, αvi + ατ(vi))−
∑
1≤i,j<(k−2)−(`−2),
i 6=j
(αvi , αvj )
 .
(4.4.8)
Substitute ` 7→ `+ 2 in (4.4.8) and take Nk = −1, Np = ±1 in (4.4.3), then
cv1cv2 . . . cvk−2−`
dv1dv2 . . . dvk−2−`
6= q-exp
(k−2)−`∑
i=1
(λ± µup − µuk + µ˜, αvi + ατ(vi))−
∑
1≤i,j<(k−2)−`,
i 6=j
(αvi , αvj )
 ,
for 0 ≤ ` ≤ k − 2 and where µ˜ ranges over the subset
{N1µu1+. . .+Np−1µup−1+Np+1µup+1+. . .+Nk−1µuk−1 : |Nj | ≤ 1, for all 1 ≤ j ≤ k−1, j 6= p}
of (4.4.3). Hence all the required conditions to apply the induction hypothesis on Kλ±µup−µukFU′
hold. It follows that Kλ−µukFU′ ∈ Bˇc,sAˇBˇd,t.
By repeated application of (4.4.7) we can pull Eτ(uk) through (4.4.4). Taking into account
the q-commutation relations for K−1uk and Fui we have modulo Bˇc,sAˇBˇd,t
KλFU ∼ q-exp((λ, ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1 ))
× duk
cuk
cukEτ(uk)K
−1
uk
KλFu1Fu2 . . . Fuk−1
= q-exp((λ, ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1 ))
× duk
cuk
(Fuk − cukB
cuk ,suk
uk + sukK
−1
uk
)KλFu1Fu2 . . . Fuk−1
∼ q-exp((λ, αuk + ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1 ))
× duk
cuk
KλFukFu1Fu2 . . . Fuk−1 ,
(4.4.9)
because we already noticed that K−1uk KλFu1Fu2 . . . Fuk−1 ∈ Bˇc,sAˇBˇd,t. Hence we obtain for
U ∈ (I\X)k and Kλ ∈ Areg(FU ) the identity
KλFU ∼ C(λ, U)KλFukFu1Fu2 . . . Fuk−1 , (4.4.10)
where
C(λ, U) = q-exp((λ, αuk + ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1 ))
duk
cuk
(4.4.11)
Let Sk be the permutation group on {1, 2, . . . , k}. For V = (v1, v2, . . . , vk) ∈ Ik and σ ∈ Sk
define the action of σ on Ik by σV = (vσ(1), vσ(2), . . . , vσ(k)).
Let σ = (1 2 . . . k) ∈ Sk be the rotation of order k. Define U0 = U and U` = σU`−1 for
` > 0. Fix Kλ ∈ Areg(FU ). Note that requirements (4.4.2) and (4.4.3) are invariant under
the action of σ, i.e. vi 7→ vσ(i) for all i ∈ I in (4.4.2) and (4.4.3), hence for all ` ≥ 0 we have
Kλ ∈ Areg(FU`). Therefore the requirements for (4.4.10) are satisfied for all U` and we have
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KλFU` ∼ C(λ, U`)FU`+1 for all ` ≥ 0. Since σk = id it follows that Uk = U0 and from (4.4.11)
we have
KλFU ∼
(
k−1∏
`=0
C(λ, Ui)
)
KλFU
= q-exp
(λ, k∑
i=1
(αui + αuτ(i) ))−
∑
1≤i,j≤k,
i 6=j
(αui , αuj )
× du1du2 . . . dukcu1cu2 . . . cuk KλFU .
(4.4.12)
Because Kλ ∈ Areg(FU ) it follows from (4.4.2) that the coefficient of FU on the right hand side
of (4.4.12) is not equal to one. Subtracting the right hand side gives KλFU ∼ 0 or equivalent
KλFU ∈ Bˇc,sAˇBˇd,t.
Remark 4.4.7. The proof of Theorem 4.4.6 is constructive, hence provides an algorithm to
calculate the radial part KλFU for all U = (u1, u2, . . . , uk) ∈ (I\X)k where Kλ ∈ Areg(FU ).
However the number of terms in Bˇc,sAˇBˇd,t of KλFU where |U | = k grows exponentially in
k. Indeed, in the worst case, to permute U = (u1, u2, . . . , uk) to (uk, u1, u2, . . . , uk−1), (4.4.4)
gives two extra terms KλFV , where |V | = k − 1, (4.4.6) gives 2(k − 2) extra terms KλFV ′ ,
where |V ′| = k − 2, and (4.4.9) gives two extra terms KλFV , where |V | = k − 1. If fk is
the number of terms for KλFU , where |U | = k, in the worst case, we have recurrence relation
fk = 4fk−1 + 2(k− 2)fk−2 for k ≥ 1, with starting values f−1 = 0 and f0 = 1. Since fk ≥ 4fk−1
we have fk ≥ 4k. On the other hand, fk−1 ≥ fk−2, so that fk = 4fk−1 + 2(k− 2)fk−2 ≤ 2kfk−1.
Therefore an upper bound is given by fk ≤ 2kk!. This shows that fk grows exponentially in k.
Applying the permutation k times finishes the algorithm, therefore, in the worst case, producing
kfk terms. The number of terms kfk grows exponentially in k.
Remark 4.4.8. Assumption (4.4.2) in Theorem 4.4.6 is to be expected. A similar assumption is
made in [20, Theorem 2.4] where Casselman and Milicˇic´ take the action of a, where a is an regular
point of the torus A. If a would not be a regular point [20, Lemma 2.2] fails to be true because of
a division by zero. The same problem occurs in the quantum case if we don’t assume (4.4.2).
4.5 Spherical functions on quantum symmetric pairs
In this section we introduce spherical functions in general. We give a quantum analogue for
the map Π of Casselman and Milicˇic´ [20] for quantum symmetric pairs with simple generators.
Moreover, we prove a quantum analogue, Theorem 4.5.4, of [20, Theorem 3.1]. Next we study
the ∗-invariance of the right coideals of a Hopf ∗-algebra. Theorem 4.5.8 gives conditions for an
orthogonality relation for spherical functions on Hopf ∗-algebras.
Definition 4.5.1. Let B and B′ be two right coideal subalgebras of a Hopf algebra A. Take
finite dimensional representations tB and tB′ of B, B′ acting on vector spaces V , W respectively.
A linear map Φ : A→ End(W,V ) is called a (tB, tB′ )-spherical function if for all B ∈ B, B′ ∈ B′
and Y ∈ A
Φ(BY B′) = tB(B)Φ(Y )tB′ (B′).
The space of all (tB, tB′ )-spherical functions is denoted by FtB,tB′ (A).
Remark 4.5.2. The case A = Uq(g), B = Bc,s and B′ = Bd,t where g is a semi-simple Lie
algebra with non-reduced root system has been studied by Letzter [85]. She classifies all spherical
functions where tB = B and tB′ = B′ . In this case the (B, B′ )-spherical functions are identified
with Macdonald polynomials, [85, Theorem 8.2].
Definition 4.5.3. Let (X, τ) be an admissible pair and Bˇc,s = Bˇc,s(X, τ) and Bˇd,t = Bˇd,t(X, τ)
be two right coideals of Uˇq(g′) with simple generators. Fix finite dimensional representations t1 of
Bˇc,s acting on vector space V and t2 of Bˇd,t acting on vector space W . Let Ft1,t2 (Uˇq(g′)) be the
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set of (t1, t2)-spherical functions on Uˇq(g′). Write Res for the restriction map of Ft1,t2 (Uˇq(g′)) to
the quantum torus Aˇ, i.e. Res(Φ) : Aˇ → End(W,V ).
Let Y ∈ Uˇq(g′) and Kλ ∈ Areg(Y ). According to Theorem 4.4.3 we have KλY ∈ Bˇc,sAˇN ,
hence we can write KλY =
∑
i Ci(λ;Y )Kµi(λ;Y )FVi(λ;Y ), where Ci(λ;Y ) ∈ Bˇc,s, µi(λ;Y ) ∈ Qˇ
with Θ(µi(λ;Y )) = −µi(λ;Y ) and Vi(λ;Y ) ∈
⋃
n≥0(I\X)n. Combining Theorem 4.4.3 with
Theorem 4.4.6 applied on all Kµi(λ;Y )FVi(λ;V ) for Kλ ∈ Areg(Y ) we have the map
Π(Y ) : Areg(Y )→ Bˇc,s ⊗ Aˇ ⊗ Bˇd,t.
For Kλ ∈ Areg(Y ), we introduce the notation
Π(Y )(Kλ) =
∑
i
Bi(λ;Y )Kλi(λ;X)B
′
i(λ;Y ), (4.5.1)
where Bi(λ;Y ) ∈ Bˇc,s, λi(λ;X) ∈ Aˇ and B′i(λ;Y ) ∈ Bˇd,t. Let ηt1,t2 = t1 ⊗ 1⊗ t2 and define the
map
Πt1,t2 (Y ) = ηt1,t2 ◦Π(Y ) : Areg(Y )→ End(V )⊗ Aˇ ⊗ End(W ).
We define a map · : End(V ) ⊗ Aˇ ⊗ End(W ) × Res(Ft1,t2(Uˇq(g′)) → End(W,V ) defined on the
generators by
(T1 ⊗Kλ ⊗ T2) · Res(Φ) = T1Φ(Kλ)T2,
for every T1 ∈ End(V ), T2 ∈ End(W ), λ ∈ Qˇ such that Θ(λ) = −λ and Φ ∈ Ft1,t2 (Uˇq(g′)).
Let A be a Hopf algebra. For a linear function F : A→ End(W,V ) with finite dimensional
complex vector spaces V and W and a ∈ A we define the right action of a on F by a.F (a′) = F (a′a)
for all a′ ∈ A. Note that in the setting of Definition 4.5.3, if Y ∈ ZUˇq(g)(Bd,t) = {Y ∈ Uˇq(g) :
[Y,B] = 0, ∀B ∈ Bd,t} and F ∈ Ft1,t2 (Uˇq(g′)), then Y.F ∈ Ft1,t2 (Uˇq(g′)). The following Theorem
is a quantum analogue of [20, Theorem 3.1].
Theorem 4.5.4. Let Bˇc,s and Bˇd,t be two right coideal with simple generators of Uˇq(g′). Let
Y ∈ Uq(g′) and Φ ∈ Ft1,t2(Uˇq(g′)). We have Res(Y.Φ)(Kλ) = Πt1,t2(Y )(Kλ) · Res(Φ), for all
Kλ ∈ Areg(Y ).
Proof. Let Kλ ∈ Areg(Y ) and by (4.5.1) write Π(Y )(Kλ) =
∑
iBi(λ;Y )Kλi(λ;X)B
′
i(λ;Y ).
Evaluate both sides in Kλ, which gives
Res(Y.Φ)(Kλ) = Φ(KλY ) =
∑
i
t1(Bi(λ;Y ))Φ(Kµi(λ;Y ))t2(B
′
i(λ;Y )),
and on the other hand
Πt1,t2 (Y )(Kλ) · Res(Φ) = (
∑
i
t1(Bi(λ;Y ))⊗Kµi(λ;Y ) ⊗ t2(B′i(λ;Y ))) · Φ
=
∑
i
t1(Bi(λ;Y ))Φ(Kµi(λ;Y ))t2(B
′
i(λ;Y )).
The element Πt1,t2(Y ) is called the radial part of Y . In Section 4.6 we compute the radial
part of central elements in three examples. But first we study the ∗-invariance of Bc,s.
Proposition 4.5.5. Let (X, τ) be an admissible pair and Bc,s = Bc,s(X, τ) be a right coideal
subalgebra of Uq(g′) with simple generators. Let µ ∈ Aut(A,X) such that µ restricted to X is
the identity on X, µ2 = id and µτ = τµ. Define a complex ∗-structure on Uq(g′) by
K∗i = Kµ(i), E
∗
i = σiKµ(i)Fµ(i), F
∗
i = σiEµ(i)K
−1
µ(i)
, (4.5.2)
where i ∈ I, σi = 1 if µ(i) 6= i and σi ∈ {±1} if µ(i) = i. Let Bc,s be a right coideal with simple
generators such that
cµτ(i) = σiστ(i)ci
−1q2−(αµ(i),αµτ(i)), sµτ(i) = −σici−1si. (4.5.3)
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The ∗-structure in (4.5.2) is a ∗-operator on Uq(g′). Moreover Bc,s is ∗-invariant with the ∗-action
given on the generators α ∈ Q, with Θ(α) = α, and i ∈ I\X by
K∗α = Kβ , B
∗
i = −σiciKµτ(i)−µ(i)Bµτ(i), (4.5.4)
where α =
∑
i∈I niαi ∈ Q, Θ(α) = α and β =
∑
i∈I niαµ(i).
Proof. By a direct verification on the generators (4.5.2) defines a ∗-structure on Uq(g′), see also
[61, Proposition 6.1.17]. Assuming (4.5.3) a straightforward calculation gives (4.5.4). We check
that the elements of (4.5.4) are again in Bc,s. Because Bc,s is simple, by Proposition 4.3.2 and
the definition of Θ, see [71, (2.10)], we have Θ(αi) = −ατ(i) if i ∈ I\X and Θ(αj) = αj if j ∈ X.
Note that µ(j) = j for all j ∈ X, τ2 = id and τµ = µτ . Let α ∈ Q such that Θ(α) = α and write
α =
∑
i∈I niαi, then
∑
i∈I
niαi = Θ
∑
i∈I
niαi
 = − ∑
i∈I\X
nτ(i)αi +
∑
j∈X
njαj ,
so that ni = −nτ(i) if i ∈ I\X. Let β =
∑
i∈I niαµ(i), such that K
∗
α = Kβ , then
Θ(β) = −
∑
i∈I\X
niατµ(i) +
∑
j∈X
njαµ(j)
= −
∑
i∈I\X
niαµτ(i) +
∑
j∈X
njαj
= −
∑
i∈I\X
nτ(i)αµ(i) +
∑
j∈X
njαj = β,
so that Kβ ∈ Bc,s. Let i ∈ I\X, then by (4.5.4) B∗i = −σiciKµτ(i)−µ(i)Bµτ(i). We show that
Kµτ(i)−µ(i) ∈ Bc,s. We have Θ(αµτ(i) − αµ(i)) = ατµ(i) − ατµτ(i) = αµτ(i) − αµ(i), hence
Kµτ(i)−µ(i) ∈ Bc,s. Therefore B∗i ∈ Bc,s, when i ∈ I\X. For i ∈ X we have E∗i , F ∗i ,K∗i ∈MX ⊆ Bs,t. This yields that B∗c,s = Bc,s, which proves the last part of the proposition.
Remark 4.5.6. Take µ = id and σi = 1 for all i ∈ I in Proposition 4.5.5, then the ∗-operator
defined by K∗i = Ki, E
∗
i = KiFi and F
∗
i = EiK
−1
i is called the compact real form of Uq(g′).
For the right coideal Bc,s such that cτ(i) = ci−1q2−(αi,ατ(i)) and sτ(i) = −ci−1si, we have that
Bc,s is ∗-invariant. We denote Uq(sun) for the quantized universal enveloping algebra Uq(sln)
equipped with the compact real form.
Definition 4.5.7. For a Hopf (∗-)algebra A define the set Agrp of group-like elements to be the
non-zero elements a ∈ A such that ∆(a) = a⊗ a.
Note that from the Hopf algebra axioms we have m ◦ (⊗ id) ◦∆ = id, thus for every a ∈ Agrp
we have a = (a)a. So that (1− (a))a = 0, hence (a) = 1. By the Hopf algebra axiom of the
antipode m ◦ (S ⊗ 1) ◦∆ = η ◦  we have S(a)a = 1 for every a ∈ Agrp. Hence each a ∈ Agrp is
invertible with inverse a−1 = S(a).
Theorem 4.5.8 motivates the ∗-invariance of the right coideal subalgebras on Uq(g). This
theorem is a generalization of Theorem 5.5.5, which plays a key role in the orthogonality for the
matrix valued spherical functions of the quantum symmetric pair (Uq(su2)⊗ Uq(su2),B).
Theorem 4.5.8. Let A be a Hopf ∗-algebra and B, B′ be two ∗-invariant right coideal subalgebras
of A. Let Φ,Ψ : A→ End(V,W ) be two (tB, tB′ )-spherical functions for unitary representations
tB of B and tB′ of B′. Take as ∈ Agrp to be a self adjoint element, i.e. a∗s = as, and define
τas : A→ C : a 7→ tr((Φ.as)(Ψ.as)∗).
If a2sS(a
∗) = S(a)∗a2s for all a ∈ A then τas is a (a−1s Bas , B′ )-spherical function, where a−1s Bas
is the counit representation restricted to a−1s Bas and B′ the counit representation of B′. We
reformulate that if a2sS(a
∗) = S(a)∗a2s for all a ∈ A, then for all a ∈ A, b ∈ B and b′ ∈ B′ we have
τas (a
−1
s basab
′) = (a−1s bas)τas (a)(b
′).
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Remark 4.5.9. The algebra a−1s Bas in Theorem 4.5.8 is a right coideal subalgebra, because as
and a−1s are group like. Also if as does not satisfy a2sS(a∗) = S(a)∗a2s for all a ∈ A the spherical
function behavior τas (ab
′) = τas (a)(b′) still holds for all a ∈ A and b ∈ B′.
Proof of Theorem 4.5.8. Let M = dim(V ) and N = dim(W ). Write Φ = (Φm,n)m,n and
Ψ = (Ψm,n)m,n with Φm,n,Ψm,n linear functionals on A where 1 ≤ m ≤M and 1 ≤ n ≤ N . A
straightforward calculation gives
tr((Φ.as)(Ψ.as)
∗) =
M∑
m=1
N∑
n=1
(Φm,n.as)(Ψm,n.as)
∗,
so that for every a ∈ A
τas (a) =
M∑
m=1
N∑
n=1
∑
(a)
Φm,n(asa(1))Ψm,n(asS(a(2))
∗),
using ξ∗(a) = ξ(S(a)∗) for all linear functions ξ : A→ C and a ∈ A.
Take b′ ∈ B′ and a ∈ A we prove first that τas (ab′) = τas (a)(b′) for all as ∈ Agrp. We have
τas (ab
′) =
M∑
m=1
N∑
n=1
∑
(a),(b′)
Φm,n(asa(1)b
′
(1))Ψm,n(asS(a(2))
∗S(b′
(2)
)∗).
Because B′ is a right coideal of A we have b′
(1)
∈ B′. Since Φ is a (tB, tB′ )-spherical function we
have Φm,n(asa(1)b
′
(1)
) =
∑N
k=1 Φm,k(asa(1))t
B′
k,n(b
′
(1)
). Moreover tB
′
is a unitary representation
and B′ is ∗-invariant, hence tB′k,n(b′(1)) = tB
′
n,k((b
′
(1)
)∗). We obtain
τas (ab
′) =
M∑
m=1
N∑
n,k=1
∑
(a),(b′)
Φm,k(asa(1))t
B′
k,n(c(1))Ψm,n(asS(a(2))
∗S(b′
(2)
)∗)
=
M∑
m=1
N∑
n,k=1
∑
(a),(b′)
Φm,k(asa(1))Ψm,n(asS(a(2))
∗S(b′
(2)
)∗)tB′n,k((b
′
(1)
)∗)
=
M∑
m=1
N∑
k=1
∑
(a),(b′)
Φm,k(asa(1))Ψm,k(asS(a(2))
∗S(b′
(2)
)∗(b′
(1)
)∗)
=
M∑
m=1
N∑
k=1
∑
(a)
Φm,k(asa(1))Ψm,k
asS(a(2))∗∑
(b′)
S(b′
(2)
)∗(b′
(1)
)∗
.
Use the antipode axiom for the Hopf algebra A so that∑
(b′)
S(b′(2))
∗(b′(1))
∗ = (
∑
(b′)
b′(1)S(b
′
(2)))
∗ = (b′).
Therefore we see that τas (ab
′) = τas (a)(b′).
Now we show that if a2sS(a
∗) = S(a)∗a2s for all a ∈ A then τas(a−1s basa) = (a−1s bas)τas(a)
for all a ∈ A and b ∈ B. Let a ∈ A and b ∈ B, we have
τ(a−1s basa) =
M∑
m=1
N∑
n=1
∑
(a),(b)
Φm,n(b(1)asa(1))Ψm,n(asS(a
−1
s )∗S(b(2))∗S(as)∗S(a(2))∗).
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Since as is invertible and a group like element it follows from antipode axiom for the Hopf algebra
that S(as) = a
−1
s . Because as is self adjoint we have S(as)
∗ = S(a∗s) = a
−1
s . For the right coideal
B we have, b(1) ∈ B. This yields
τ(a−1s basa) =
M∑
m,k=1
N∑
n=1
∑
(a),(b)
tBm,k(b(1))Φk,n(asa(1))Ψm,n(a2sS(b(2))∗a
−1
s S(a(2))
∗)
=
M∑
k=1
N∑
n=1
∑
(a)
Φk,n(asa(1))Ψk,n
∑
(b)
b∗
(1)
a2sS(b(2))
∗a−1s S(a(2))∗
,
where we used the spherical property of Ψ, which is
Ψm,n(b(1)a
−1
s a(1)) =
M∑
k=1
tBm,k(b(1))Ψk,n(a
−1
s a(1)),
and the unitary of the representation, i.e. tBm,k(b(1)) = t
B
k,m(b
∗
(1)
). Note that b(2) ∈ A and by the
property of as we have a2sS(b
∗
(2)
) = S(b(2))
∗a2s, therefore
∑
(b)
b∗(1)a
2
sS(b(2))
∗a−1s S(a(2))
∗ =
∑
(b)
b∗(1)S(b
∗
(2))asS(a(2))
∗ = (b∗)asS(a(2))∗.
Use that (b∗) = (b) and (as) = 1 = (a−1s ), hence (b∗) = (asba−1s ). Combining these facts
we have τas (asba
−1
s a) = (asba
−1
s )τas (a).
In Theorem 4.5.8 we need as ∈ Agrp self adjoint such that a2sS(a∗) = S(a)∗a2s for all a ∈ A.
In the next lemma we show that each quantized function algebra Uq(g) contains such an element.
Lemma 4.5.10. Suppose g is a semi-simple Lie algebra and suppose Uq(g) is equipped with
compact real form. Let ρ be the half sum of the positive roots and let sa = K−ρ ∈ Uˇq(g). Then
as is self adjoint and a2sS(a
∗) = S(a)∗a2s for all a ∈ Uq(g).
Proof. By Remark 4.5.6 the compact real form act trivially on U0, hence K∗−ρ = K−ρ.
On the generators of Uq(g) we check readily that S2(a) = K2ρaK−2ρ for all a ∈ Uq(g), see
also [61, Chapter 6, Proposition 6] and [64, p. 79, Exercise 4.1.1]. By [61, Chapter 1, Proposition
10] we have S−1 = ∗ ◦ S ◦ ∗. Apply S−1 = ∗ ◦ S ◦ ∗ on both sides of S2(a) = K2ρaK−2ρ
to obtain S(a) = (S(K∗2ρ)S(a
∗)S(K∗−2ρ))
∗. Since K2ρ and K−2ρ are self adjoint we have
S(a)∗ = K−2ρS(a∗)K2ρ, from which the statement follows.
Example 4.5.11. Let n be an arbitrary positive integer and let g = sln be the simple Lie algebra
of type An. The half sum of positive roots ρ is given by 2ρ =
∑n
i=1(n− i+ 1)iαi, see [62, p. 684].
From ρ the elements as of Lemma 4.5.10 is given by
as = K−ρ =
n∏
i=1
K
− 1
2
(i−n−1)i
i .
For example as for n = 1, n = 2 and n = 3 is respectively equal to
K−
1
2 , (K1K2)
−1, (K31K
4
2K
3
3 )
− 1
2 .
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4.6 Calculations of the radial part
In this section we compute the radial part of the Casimir elements of the quantum analogues
of (SU(2),U(1)), (SU(2)× SU(2), diag) and (SU(3),U(2)). We assume that every right coideal
Bc,s is ∗-invariant for the compact real form on Uq(g) and that c ∈ C ∩ (R×)k and s ∈ S ∩ Rk.
However, the calculations in this chapter can be executed for general c and s, although these
cases will not have a nice limit if q → 1 and often the radial part of the Casimir elements will not
generate a second order q-difference equation of Askey-Wilson type, [63].
Example 4.6.1 extends the results of [76] and gives rise to an alternative proof for [65, Theorem
7.6] of which we skip the details. Example 4.6.2 coincides with Proposition 5.5.10. Example 4.6.3
extends Letzter’s classification [85, Theorem 8.2] to an example for a quantum symmetric pair
where the restricted root system is non-reduced. We show that the radial part of the center in
Example 4.6.3 restricted to the trivial representation coincides with [27, Theorem 5.4]. Moreover
we compute the radial part of the center in Example 4.6.3 in general, which has not yet been done
before and which extend the result of Dijkhuizen and Noumi [27] for the quantum analogue of
(SU(3),U(2)) to the matrix valued case. Note that the method described here is not restricted to
the center, but this method can be used to calculate the radial part for any element of a quantum
symmetric pair with simple generators.
Example 4.6.1. The spherical functions on quantum analogue of (SU(2),U(1)), see Example
4.3.5, were first studied by Koornwinder [76]. Let g = su2. Koornwinder [76] computed the radial
part of the Casimir element Ω which is the generator of the center of Uq(g). In this example we
show that the radial part of Koornwinder [76] coincides with the radial part Π(Ω) ∈ Bˇc,s⊗Aˇ⊗Bˇd,t
for well chosen values for c, d, s and t.
Recall the definition of the rank 1 coideal Bc,s from Example 4.3.5. Since Bc,s is ∗-invariant
for the compact real form on Uq(g) if follows from Remark 4.5.6 that c = −1. Therefore we write
Bs = B−1,s. We slightly modify the generators of Bs and write
Bs = F + EK
−1 + s(K−1 − 1),
with s ∈ S ∩ R. Note that the right coideal Bs is also generated by Bs. The Casimir element
generating the center of Uq(sl2) is given by
Ω =
q−1K + qK−1 − 2
(q − q−1)2 + EF,
see [64, Proposition 3.2]. Fix s, t ∈ S ∩ R. The quantum torus algebra Aˇ appearing in the
quantum Iwasawa decomposition, Theorem 4.4.3, is generated by Kλ where λ ∈ 1
2
Z. For λ ∈ 1
2
Z
we compute KλΩ as an element of Bˇs ⊗ Aˇ ⊗ Bˇt.
First apply Theorem 4.4.3 to bring KλEF in the quantum Iwasawa decomposition form. We
have
KλEF = q2λEKλF = −q4λKλ+1F 2 − sq2λ(K−1 − 1)Kλ+1F + q2λBsKλ+1F (4.6.1)
According to the proof of Theorem 4.4.6 we proceed to decompose KλF and KλF 2 inductively
in BˇsAˇBˇt.
KλF = Kλ(−EK−1 − t(K−1 − 1) +Bt)
= q2λ(F + s(K−1 − 1)−Bs)Kλ +KλBt − t(Kλ−1 −Kλ)
= q4λKλF +
(
sq2λ − t
)
(Kλ−1 −Kλ)− q2λBs +KλBt.
Hence we have (
1− q4λ
)
KλF =
(
sq2λ − t
)
(Kλ−1 −Kλ)− q2λBsKλ +KλBt. (4.6.2)
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We now proceed one level higher and obtain
KλF 2 = KλF (−EK−1 − t(K−1 − 1) +Bt)
= −q2λ−2EK−1KλF + 1
(q − q−1) (K
λ −Kλ−2)− t
q2
Kλ−1F + tKλF +KλFBt
= q4λ−2KλF 2 +
(
t− q2λ−2
)
KλF +
(
q2λ−2s− t
q2
)
Kλ−1F
+
1
(q − q−1) (K
λ −Kλ−2)− q2λ−2BsKλF +KλFBt,
hence we have(
1− q4λ−2
)
KλF 2 =
(
t− q2λ−2
)
KλF +
(
q2λ−2s− t
q2
)
Kλ−1F
− 1
(q − q−1) (K
λ −Kλ−2)− q2λ−2BsKλF +KλFBt.
(4.6.3)
Assume that q4λ 6= 1 and q4λ−2 6= 1, which definitely holds if Kλ ∈ Areg(EF ). Use (4.6.3) in
(4.6.1) to obtain
KλEF = − (s− q
2λ+2t)
(1− q4λ+2) K
λ+1F − (s− q
2λt)
(1− q4λ+2)K
λF + q2λ
1
(1− q4λ+2)BsK
λ+1F
− q4λ+2 1
(1− q4λ+2)K
λ+1FBt − q4λ+2 K
λ+1 −Kλ
(q − q−1)(1− q4λ+2) ,
substitute (4.6.2) gives that KλEF is equal to
q2λ
(t− q2λ+2s)(s− q2λ+2t)
(1− q4λ+2)(1− q4λ+4) (K
λ+1 −Kλ)− q2λ (t− q
2λs)(s− q2λt)
(1− q4λ)(1− q4λ+2) (K
λ −Kλ−1)
+ q4λ+2
Kλ+1 −Kλ−1
(1− q4λ+2)(q − q−1) − q
2λ (s− q2λt− q2λ+2t+ q4λ+2s)
(1− q4λ)(1− q4λ+4) K
λBt
− q2λ (t− q
2λs− q2λ+2s+ q4λ+2t)
(1− q4λ)(1− q4λ+4) BsK
λ + q2λ
(s− 2q2λ+2t+ q4λ+4s)
(1− q4λ+2)(1− q4λ+4)K
λ+1Bt
+ q2λ
(t− 2q2λ+2s− q4λ+4t)
(1− q4λ+2)(1− q4λ+4)BsK
λ+1 + q2λ
(1 + q4λ+4)
(1− q4λ+2)(1− q4λ+4)BsK
λ+1Bt
− q4λ+2 1
(1− q4λ+2)(1− q4λ+4)B
2
sK
λ+1 − q4λ+2 1
(1− q4λ+2)(1− q4λ+4)K
λ+1B2t .
Add Kλ(q−1K + qK−1 − 2) to both sides so that we have KλΩ ∈ BˇsAˇBˇt.
Take σ, τ ∈ R such that s = q 12 (q−σ − qσ)(q−1 − q)−1, t = q 12 (q−τ − qτ )(q−1 − q)−1. For
λ 6= 0,− 1
2
,−1 we obtain
q(q − q−1)2KλΩ = f(qλ)(Kλ+1 −Kλ) + f(q−λ−1)(Kλ −Kλ−1)
+ (1− q)2Kλ + (Bˇc,s)+Aˇ(Bˇd,t)+
(4.6.4)
where for C ⊆ Uˇq(g′) we use the notation C+ = {c ∈ C : (c) = 0} and
f(qλ) =
(1 + q2λ+σ+τ+2)(1 + q2λ−σ−τ+2)(1− q2λ+σ−τ+2)(1− q2λ−σ+τ+2)
(1− q4λ+2)(1− q4λ+4) .
Identifying z with q2λ+1 and Kλ−1,Kλ,Kλ1 with q−1z, z, qz in (4.6.4) we find the second order
q-difference operator for Askey-Wilson polynomials with two free parameters. This observation is
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a key ingredient, see [76, Lemma 5.1], of some of the main results in Koornwinder [76, Theorem
5.2 and Theorem 5.3].
In a similar fashion the Bˇc,sAˇBˇd,t-decomposition of the Casimir element gives rise to the
q-difference equation for the Askey-Wilson polynomials in four free parameters described in the
second alternative proof of [65, Remark 7.7]. Hence we can obtain an alternative proof for [65,
Theorem 7.6] which requires conjugation of the radial part of the Casimir operator. We skip the
details.
Example 4.6.2. Recall that the right coideal B of the quantum analogue of (SU(2)×SU(2), diag)
is generated by
B1 = F1 − E2K−11 , B2 = F2 − E1K−12 , K±1 = (K1K−12 )±1,
see also Example 4.3.6. Let g = su2 ⊕ su2. The Casimir elements generating the center of Uq(su2)
are given by
Ω1 =
q−1K1 + qK−11 − 2
(q − q−1)2 + E1F1, Ω2 =
q−1K2 + qK−12 − 2
(q − q−1)2 + E2F2.
Note that σ : Uq(g)→ Uq(g) : Xi 7→ Xτ(i) where X = Ei, Fi,Ki and τ = (1 2) is a Hopf algebra
isomorphism, i.e. σ is the flip operator. Therefore it is sufficient to calculate the radial part only
for Ω1.
The quantum torus A of the quantum Iwasawa decomposition, Theorem 4.4.3, of Uq(g) is
generated by A±1 = (K1K2)±1. We compute the radial part of AλΩ1 in BˇAˇBˇ where λ ∈ 12Z.
We apply the quantum Iwasawa decomposition, Theorem 4.4.3, on AλΩ1 and obtain
AλE1F1 = q
2λE1A
λF1 = q
2λ(F2K2 −B2K2)AλF1
= q4λ+2K−
1
2Kλ+
1
2 F1F2 − q2λB2K− 12Kλ+ 12 F1.
(4.6.5)
Inductively we determine the BAB-decomposition of AλF1 and AλF 21 .
AλF1 = A
λ(B1 + E2K
−1
1 ) = A
λB1 + q
2λE2K
−1
1 A
λ = AλB1 + q
4λAλF1 − q2λB1Aλ.
Assume that λ 6= 0, then
AλF1 =
1
1− q4λ
(
AλB1 − q2λB1Aλ
)
. (4.6.6)
For AλF1F2 we have
AλF1F2 = A
λF1(B2 + E1K
−1
2 )
= AλF1B2 +A
λ
(
E1F1 − K1 −K
−1
1
q − q−1
)
K−12
= AλF1B2 + q
2λE1K
−1
2 A
λF1 −Aλ
(
K1 −K−11
q − q−1
)
K−12
= AλF1B2 + q
4λAλF1F2 − q2λB2AλF1 −Aλ
(
K1 −K−11
q − q−1
)
K−12 .
(4.6.7)
Assume λ 6= − 1
2
and substitute (4.6.6) and (4.6.7) into (4.6.5) then gives
AλE1F2 = − q
4λ+2
(1− q4λ+2)(q − q−1)K
1
2Aλ+
1
2 +
q4λ+2
(1− q4λ+2)(q − q−1)K
− 1
2Aλ−
1
2
+
q4λ+2
(1− q4λ+2)2K
− 1
2Aλ+
1
2B1B2 − q
6λ+3
(1− q4λ+2)2K
− 1
2B1A
λ+ 1
2B2
− q
2λ+1
(1− q4λ+2)2K
− 1
2B2A
λ+ 1
2B1 +
q4λ+2
(1− q4λ+2)2K
− 1
2B2B1A
λ+ 1
2 .
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Hence for λ 6= 1
2
the radial part of the Casimir becomes
AλΩ1 =
1
q
(1− q4λ+4)
(q − q−1)2(1− q4λ+2)K
1
2Aλ+
1
2 + q
(1− q4λ)
(q − q−1)2(1− q4λ+2)K
− 1
2Aλ−
1
2
− 2
(q − q−1)2A
λ
+
q4λ+2
(1− q4λ+2)2K
− 1
2Aλ+
1
2B1B2 − q
6λ+3
(1− q4λ+2)2K
− 1
2B1A
λ+ 1
2B2
− q
2λ+1
(1− q4λ+2)2K
− 1
2B2A
λ+ 1
2B1 +
q4λ+2
(1− q4λ+2)2K
− 1
2B2B1A
λ+ 1
2 .
The Hopf-algebra isomorphism σ maps σ(K) = K−1 and σ(B1) = B2. Since σ(Ω1) = Ω2 it
follows that
AλΩ2 =
1
q
(1− q4λ+4)
(q − q−1)2(1− q4λ+2)K
− 1
2Aλ+
1
2 + q
(1− q4λ)
(q − q−1)2(1− q4λ+2)K
1
2Aλ−
1
2
− 2
(q − q−1)2A
λ
+
q4λ+2
(1− q4λ+2)2K
1
2Aλ+
1
2B2B1 − q
6λ+3
(1− q4λ+2)2K
1
2B2A
λ+ 1
2B1
− q
2λ+1
(1− q4λ+2)2K
1
2B1A
λ+ 1
2B2 +
q4λ+2
(1− q4λ+2)2K
1
2B1B2A
λ+ 1
2 .
The radial parts computed above correspond to the radial parts of Proposition 5.5.10. For the
special case of the counit representation, the maps Π,(Ω1) and Π,(Ω2) coincide. Identifying
z = q2λ+1 and Aλ−
1
2 , Aλ, Aλ+
1
2 with q−1z, z, qz, we obtain the second order q-difference
equation for the Chebyshev polynomials of the second kind. In Chapter 5 we continue studying
matrix valued spherical functions that are solutions to the second order q-difference equations
Πt,t(Ωi) for all irreducible finite dimensional representations t.
Example 4.6.3. In this last example we study the radial part of the center of the quantum
analogue of (SU(3),U(2)), see also Example 4.3.7. This case is excluded in Letzter [85], because
the restricted root system is non-reduced. The radial part of the center of the quantum analogue
of (SU(3),U(2)) restricted to the trivial representation is identified with the results of Dijkhuizen
and Noumi [27, Theorem 5.4]. Recall that the right coideal Bc is generated by
Bc1 = F1 − c1E1K−11 , Bc2 = F2 − c2E2K−11 , K±1 = (K1K−12 )±1.
Let g = su3. If we allow third roots of K1 and K2 in Uq(g) the center of Bc is formally generated
by the two second order Casimir elements of the form
Ω1 = K
1
3
1 K
− 1
3
2
[
q−2K1K2 +K−11 K2 + q
2K−11 K
−1
2
(q − q−1)2 + qK2E1F1 + q
−1K−11 E2F2 − Eˇ3F3
]
,
Ω2 = K
− 1
3
1 K
1
3
2
[
q−2K1K2 +K1K−12 + q
2K−11 K
−1
2
(q − q−1)2 + q
−1K−12 E1F1 + qK1E2F2 − E3Fˇ3
]
,
(4.6.8)
where E3 = E1E2 − qE2E1 = [E1, E2]q, F3 = F1F2 − qF2F1 = [F1, F2]q, Eˇ3 = E1E2 −
q−1E2E1 = [E1, E2]q−1 and Fˇ3 = F1F2 − q−1F2F1 = [F1, F2]q−1 . See also [45] and [97] for the
explicit expression of (4.6.8). We compute the radial part for Ω˜1 = K
− 1
3
1 K
1
3
2 Ω1 ∈ Uq(g) and
Ω˜2 = K
1
3
1 K
− 1
3
2 Ω2 ∈ Uq(g). The computations modulo (Bc)+ on the left and (Bd)+ on the right
are identified explicitly with orthogonal polynomials of the q-Askey scheme [63].
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The computation of the radial part is tedious but straightforward. Therefore we omit most
of the computations and use a couple of tricks to simplify the computations. Introduce the flip
operator σ on Uq(g) defined on the generators by σ(Xi) = σ(Xτ(i)) and σ(ci) = σ(cτ(i)) where
τ = (1 2). Note that the flip operator σ is a Hopf ∗-algebra isomorphism on Uq(g) leaving Bc and
Bd invariant so that σ(Ω˜1) = Ω˜2. Hence we only have to compute the radial part of Ω˜1.
The quantum torus A is generated by A±1 = (K1K2)±1. Let λ ∈ 12Z. We first compute
the radial part of expressions AλFX up to degree 4, i.e. |X| ≤ 4, where X = (1), X = (1, 1),
X = (1, 2), X = (1, 1, 2), X = (1, 2, 1), X = (2, 2, 1), X = (1, 2, 1, 2), X = (1, 1, 2, 2) and
X = (2, 1, 1, 2). Other expressions AλFX needed for the computation of the radial part can be
obtained from the flip operator σ. By Theorem 4.4.6 we have
AλF1 = A
λBd1 −
d1
c1
qλBc1A
λ +
d1
c1
q2λAλF1, (4.6.9)
Next, by Theorem 4.4.6, we have permutations F1F2 → F2F1 σ−→ F1F2 and F 21 → F 21 , where
σ−→
is used for the flip operator,
AλF1F2 = A
λF1B
d
2 − d2
(
K1K
−1
2 −K−11 K−12
q − q−1
)
Aλ − d2
c2
qλ+1Bc2A
λF1 +
d2
c2
q2λ+1AλF2F1,
AλF 21 = A
λF1B
d
1 −
d1
c1
qλ−2Bc1A
λF1 +
d1
c1
q2λ−2AλF 21 .
(4.6.10)
Using the flip operator we can now compute AλFX ∈ BˇcAˇBˇd for all |X| ≤ 2. We proceed with
|X| = 3. The expressions used of degree three have permutation F 21 F2 → F2F 21 → F1F2F1 →
F 21 F2, therefore we calculate
AλF 21 F2 = A
λF 21B
d
2 − d2
(
q4K −K−11 K−12
q − q−1
)
AλF 21 − d2q
(
K −K−11 K−12
q − q−1
)
AλF1
− d2
c2
qλ+2Bc2A
λF 21 +
d2
c2
q2λ+2AλF2F
2
1 ,
AλF2F
2
1 = A
λF2F1B
d
1 − d1q−2
(
K−1 −K−11 K−12
q − q−1
)
AλF1
− d1
c1
qλ−1Bc1A
λF2F1 +
d1
c1
q2λ−1AλF1F2F1,
AλF1F2F1 = A
λF1F2B
d
1 − d1
(
K−1 − q2K−11 K−12
q − q−1
)
AλF1
− d1
c1
qλ−1Bc1A
λF1F2 +
d1
c1
q2λ−1AλF 21 F2.
(4.6.11)
For |X| = 4 the computation splits into two permutations F1F2F1F2 → F2F1F2F1 σ−→ F1F2F1F2
and F 21 F
2
2 → F2F 21 F2 → F 22 F 21
σ−→ F1F 22 F1
σ−→ F 21 F 22 . By Theorem 4.4.6 the first permutation is
AλF1F2F1F2 = A
λF1F2F1B
d
2 − d2q−1
(
K1K
−1
2 −K−11 K−12
q − q−1
)
AλF2F1
− d2
(
K1K
−1
2 − q−2K−11 K−12
q − q−1
)
AλF1F2
− d2
c2
qλBc2A
λF1F2F1 +
d2
c2
q2λAλF2F1F2F1
(4.6.12)
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and the second permutation is
AλF 21 F
2
2 = A
λF 21 F2B
d
2 − d2
(
(q + q−1)K1K−12 − (q−3 + q−1)K−11 K−12
q − q−1
)
AλF1F2
− d2
c2
qλBc2A
λF 21 F2 +
d2
c2
q2λAλF2F
2
1 F2,
AλF2F
2
1 F2 = A
λF2F
2
1B
d
2 − d2
(
(1 + q−2)K1K−12 − (1 + q−2)K−11 K−12
q − q−1
)
AλF2F1
− d2
c2
qλBc2A
λF2F
2
1 +
d2
c2
q2λAλF 22 F
2
1 .
(4.6.13)
With Theorem 4.4.3 we bring all terms of AλΩ˜1 in the form of the quantum Iwasawa
decomposition, for K2E1F1 and K
−1
1 E2F2 we have
AλK2E1F1 =
q2λ+3
c2
K−1Aλ+1F2F1 − q
λ−1
c2
Bc2K
−1Aλ+1F1,
AλK−11 E2F2 =
q2λ+1
c1
AλF1F2 − q
λ+1
c1
Bc1A
λF2.
To find the quantum Iwasawa decomposition for AλEˇ3F3 and AλE3Fˇ3 we apply a trick. The
q-commutator of Bc1 and B
c
2 is
[Bc1 , B
c
2 ]q = F3 − c1c2q−1Eˇ3K−11 K−12 + c1(q − q−1)E2F2K−11
− c1q
(
K2 −K−12
q − q−1
)
K−11 + c2
(
K1 −K−11
q − q−1
)
K−12 .
Hence we have
AλEˇ3F3 = q
2λEˇ3A
λF3
=
q2λ+1
c1c2
(
−[Bc1 , Bc2 ]q + F3 + c1(q − q−1)E2F2K−11
−c1q
(
K2 −K−12
q − q−1
)
K−11 + c2
(
K1 −K−11
q − q−1
)
K−12
)
Aλ+1F3,
=
q2λ+1
c1c2
(
− [Bc1 , Bc2 ]qAλ+1F3 + q2λ+2Aλ+1F 23 + q2λ+3(q − q−1)Aλ+1F1F2F3
− qλ+2(q − q−1)Bc1Aλ+1F2F3
+
c2K1K
−1
2 + (c1q − c2)K−11 K−12 − c1qK−11 K2
(q − q−1) A
λ+1F3
)
,
(4.6.14)
We assume that Bc and Bd are ∗-invariant with respect to the ∗-structure corresponding to
the compact real form. By Remark 4.5.6 we find that c1c2 = q3 and d1d2 = q3. Let ∼ be the
equivalence relation module (Bc)+ from the left and (Bd)+ from the right. From (4.6.9) and
(4.6.11) it follows that AλFX ∼ 0 if |X| = 1 or |X| = 3. For |X| = 2 we have from (4.6.10) that
AλF 21 ∼ 0 and
(q − q−1)(1− q4λ+2)AλF1F2 ∼ −
(
d2 +
q2λ+4
c2
)
Aλ +
(
d2 +
q2λ+4
c2
)
Aλ−1, (4.6.15)
69
With (4.6.12) and (4.6.13) we compute
(q − q−1)(1− q4λ)AλF1F2F1F2
∼ −
(
d2q
−1 +
q2λ+3
c2
)
AλF2F1 +
(
d2q
−1 +
q2λ+1
c2
)
Aλ−1F2F1
−
(
d2µ+
q2λ+2
c2
)
AλF1F2 +
(
d2q
−2 +
q2λ+2
c2
)
Aλ−1F1F2,
(q − q−1)(1− q8λ)AλF2F 21 F2
∼ −
(
d2(1 + q
−2) +
q2λ+3
c2
(q + q−1)
)
AλF2F1
+
(
d2(1 + q
−2) +
q2λ+3
c2
(q−3 + q−1)
)
Aλ−1F2F1
− q4λ
(
d1(1 + q
−2) +
q2λ+3
c1
(q + q−1)
)
AλF1F2
+ q4λ
(
d1(1 + q
−2) +
q2λ+3
c1
(q−3 + q−1)
)
Aλ−1F1F2.
(4.6.16)
From (4.6.15) and (4.6.16) it follows
AλF1F2 ∼ f12(λ)Aλ + g12(λ)Aλ−1,
AλF1F2F1F2 ∼ f1212(λ)Aλ + g1212(λ)Aλ−1 + h1212(λ)Aλ−2,
AλF2F
2
1 F2 ∼ f2112(λ)Aλ + g2112(λ)Aλ−1 + h2112(λ)Aλ−2,
where
f12(λ) = g12(λ) =
d2q
(1− q2)
(1 + q2λ+1)
(1− q4λ+2) ,
f1212(λ) =
1
(1− q2)2
(q2λ+5 + d22q
2 + q4 + d2
c2
q2λ+4)(1 + q2λ+1)
(1− q4λ+2)(1− q4λ) ,
g1212(λ) = −(f1212(λ) + h1212(λ)),
h1212(λ) =
1
(1− q2)2
(q4 + q2λ+3 + d22 +
d2
c2
q2λ+4)(1 + q2λ−1)
(1− q4λ)(1− q4λ−2) ,
f2112(λ) = q
3 (1 + q
2)
(1− q2)2
(1 + q2λ+3)(1 + q2λ+1)
(1− q4λ+2)(1− q4λ) ,
g2112(λ) = −(f2112(λ) + h2112(λ)),
h2112(λ) = q
2 (1 + q
2)
(1− q2)2
(1 + q2λ+3)(1 + q2λ−1)
(1− q4λ)(1− q4λ−2) .
And therefore we have
AλF3 ∼ (f12(λ)− qf21(λ))Aλ + (g12(λ)− qg21(λ))Aλ−1,
AλF1F2F3 ∼ (f1212(λ)− qf1221(λ))Aλ + (g1212(λ)− qg1221(λ))Aλ−1
+ (h1212(λ)− qh1221(λ))Aλ−2,
AλF2F1F3 ∼ (f2112(λ)− qf2121(λ))Aλ + (g2112(λ)− qg2121(λ))Aλ−1
+ (h2112(λ)− qh2121(λ))Aλ−2,
AλF 23 ∼ (f123(λ)− qf213(λ))Aλ + (g123(λ)− qg213(λ))Aλ
+ (h123(λ)− qh213(λ))Aλ−2.
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Hence (4.6.14) is, modulo ∼, equal to
∼ q2λ−2
(
q2λ+2f33(λ+ 1) + q
2λ+3(q − q−1)f123(λ+ 1) + (c2 − q
4c−12 )
(q − q−1) f3(λ+ 1)
)
Aλ+1
+q2λ−2
(
q2λ+2g33(λ+ 1) + q
2λ+3(q − q−1)g123(λ+ 1)
+
(c2 − q4c−12 )
(q − q−1) g3(λ+ 1) +
(q4c−12 − c2)
(q − q−1) f3(λ)
)
Aλ
+q2λ−2
(
q2λ+2h33(λ+ 1) + q
2λ+3(q − q−1)h123(λ+ 1) + (q
4c−12 − c2)
(q − q−1) g3(λ)
)
Aλ−1.
Combining the explicit expressions of AλE1F2, AλE2F2 and AλEˇ3F3 modulo ∼ gives
(1− q2)2AλΩ˜1 ∼ f(qλ)(Aλ+1 −Aλ) + f(q−λ−2)(Aλ−1 −Aλ) + (1− q
6)
(1− q2)A
λ, (4.6.17)
where f(qλ) is
f(qλ) =
(1 + c2d2q2λ)(1 + c
−1
2 d
−1
2 q
2λ+6)(1− c2d−12 q2λ+4)(1− c−12 d2q2λ+4)
(1− q4λ+4)(1− q4λ+6) ,
and g(λ) = f(−λ− 2). Observe that from (4.6.17) and the flip operator σ we have AλΩ˜1 ∼ AλΩ˜2.
With the identification z = q2λ+2 and Aλ−1, Aλ, Aλ+1 7→ q−1z, z, qz in (4.6.17), the polynomial
solutions of the q-difference equation (4.6.17) are Askey-Wilson polynomials in two free parameters.
The Askey-Wilson polynomials are of the form pn(x;−c2d2q−2,−c−12 d−12 q4, c2d−12 q2, c−12 d2q2|q2).
Upon using p
(α,β)
n (x; s, t|q) = pn(x; q
1
2 ts−1, q
1
2
+αst−1,−q 12 (st)−1,−q 12+βst|q) we find the poly-
nomial solutions for (4.6.17) to be
p
(1,0)
n (x; q
−1c2, q−2d2|q2) = pn(x;−c2d2q−2,−c−12 d−12 q4, c2d−12 q2, c−12 d2q2|q2).
This result extends the classification given by Letzter [85, Theorem 8.2] to an example of a
quantum symmetric pair where the restricted root system is non-reduced. With parametrization
c = qσ+1 and d = qτ+2, where σ, τ ∈ R, we identify the radial part of the center restricted
to the trivial representation with Dijkhuizen and Noumi [27, Theorem 5.4]. Using the same
calculations we can compute the second order q-difference equation Πt1,t2 (Ω˜i) for any irreducible
finite dimensional representations t1 and t2 on respectively Bc and Bd. We will not work out the
details in this chapter. But it will be interesting if the matrix valued second order q-difference
equations Πt1,t2 (Ω˜i) for any irreducible finite dimensional representations t1 and t2 can be related
to matrix valued spherical functions and matrix valued orthogonal polynomials.
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Chapter 5
Matrix valued orthogonal polynomials
related to the quantum analogue of
(SU(2)× SU(2), diag)
Matrix valued spherical functions related to the quantum symmetric pair for the
quantum analogue of (SU(2)× SU(2), diag) are introduced and studied in detail. The
quantum symmetric pair is given in terms of a quantized universal enveloping algebra
with a coideal subalgebra. The matrix valued spherical functions give rise to matrix
valued orthogonal polynomials, which are matrix valued analogues of a subfamily of
Askey-Wilson polynomials. For these matrix valued orthogonal polynomials a number
of properties are derived using this quantum group interpretation: the orthogonality
relations from the Schur orthogonality relations, the three-term recurrence relation
and the structure of the weight matrix in terms of Chebyshev polynomials from
tensor product decompositions, the matrix valued Askey-Wilson type q-difference
operators from the action of the Casimir elements. A more analytic study of the
weight gives an explicit LDU-decomposition in terms of continuous q-ultraspherical
polynomials. The LDU-decomposition gives the possibility to find explicit expressions
of the matrix entries of the matrix valued orthogonal polynomials in terms of continuous
q-ultraspherical polynomials and q-Racah polynomials. This chapter is based on
Aldenhoven, Koelink and Roma´n [4].
5.1 Introduction
Shortly after the introduction of quantum groups it was realized that many special functions of
basic hypergeometric type [43] have a natural relation to quantum groups, see e.g. [21, Ch. 6],
[61], [77] for references. In particular, many orthogonal polynomials in the q-analogue of the
Askey scheme, see e.g. [63], have found an interpretation on compact quantum groups analogous
to the interpretation of orthogonal polynomials of hypergeometric type from the Askey scheme
on compact Lie groups and related structures, see e.g. [104], [105].
In case of the harmonic analysis on classical Gelfand pairs one studies spherical functions
and related Fourier transforms, see [25]. For our purposes a Gelfand pair consists of a Lie group
G and a compact subgroup K so that the trivial representation of K in the decomposition of
any irreducible representation of G restricted to K occurs with multiplicity at most one. The
spherical functions are functions on G which are left- and right-K-invariant. The zonal spherical
functions are realized as matrix elements of irreducible G-representations with respect to a fixed
K-vector. For special cases the zonal spherical functions can be identified with explicit special
functions of hypergeometric type, see [25, Ch. 9], [39, §IV]. The zonal spherical functions are
eigenfunctions to an algebra of differential operators, which includes the differential operator
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arising from the Casimir operator in case G is a reductive group. For special cases with G
compact, we obtain orthogonality relations and differential operators for the spherical functions,
which can be identified with orthogonal polynomials from the Askey-scheme. For the special case
G = SU(2) × SU(2) with K ∼= SU(2) embedded as the diagonal subgroup, the zonal spherical
functions are the characters of SU(2), which are identified with the Chebyshev polynomials Un
of the second kind by the Weyl character formula. The quantum analogue of the Gelfand pair
situation has been generalized to the setting of quantum groups, mainly in the compact context,
see e.g. Andruskiewitch and Natale [8] for the case of finite-dimensional Hopf-algebra with a Hopf
sub-algebra, Floris [40], Koornwinder [78], Vainermann [103] for more general compact quantum
groups, and, for a non-compact example, Caspers [19].
The notions of matrix valued and vector-valued spherical functions have already emerged at
the beginning of the development of the theory of spherical functions, see e.g. [41] and references
given there. However, the focus on the relation with matrix valued or vector-valued special
functions only came later, see e.g. references given in [50], [96]. Gru¨nbaum, Pacharoni, Tirao
[47] give a group theoretic approach to matrix valued orthogonal polynomials emphasizing the
role of the matrix valued differential operators, which are manipulated in great detail. The
paper [47] deals with the case (G,K) = (SU(3),U(2)). Motivated by [47] and the approach of
Koornwinder [74], the group theoretic interpretation of matrix valued orthogonal polynomials on
(G,K) = (SU(2)× SU(2),SU(2)) is studied from a different point of view, in particular with less
manipulation of the matrix valued differential operators, in [67], [68], see also [50], [96]. The point
of view is to construct the matrix valued orthogonal polynomials using matrix valued spherical
functions, and next using this group theoretic interpretation to obtain properties of the matrix
valued orthogonal polynomials. This approach for the case (G,K) = (SU(2)×SU(2), SU(2)) leads
to matrix valued orthogonal polynomials for arbitrary size, which can be considered as analogues of
the Chebyshev polynomials of the second kind. A combination of the group theoretic approach and
analytic considerations then allows us to understand these matrix valued orthogonal polynomials
completely, i.e. we have explicit orthogonality relations, three-term recurrence relations, matrix
valued differential operators having the matrix valued orthogonal polynomials as eigenfunctions,
expression in terms of Tirao’s [101] matrix valued hypergeometric functions, expression in terms
of well-known scalar-valued orthogonal polynomials from the Askey-scheme, etc. This has been
analytically extended to arbitrary size matrix valued orthogonal Gegenbauer polynomials [66],
see also [95] for related 2× 2-cases.
The interpretation on quantum groups and related structures leads to many new results for
special functions of basic hypergeometric type. In this chapter we use quantum groups in order
to obtain matrix valued orthogonal polynomials as analogues of a subclass of the Askey-Wilson
polynomials. In particular, we consider the Chebyshev polynomials of the second kind, recalled in
(5.5.6), as a special case of the Askey-Wilson polynomials [12, (2.18)]. Moreover, we know that
the Chebyshev polynomials occur as characters on the quantum SU(2) group, see [109, §A.1]. The
approach in this chapter is to establish the quantum analogue of the group-theoretic approach as
presented in [67], [68], see also [50], [96], for the example of the Gelfand pair G = SU(2)× SU(2)
with K ∼= SU(2). For this approach we need Letzter’s approach [84], [85], [86] to quantum
symmetric spaces using coideal subalgebras. We stick to the conventions as in Kolb [71] and
we refer to [73, §1] for a broader perspective on quantum symmetric pairs. So we work with
the quantized universal enveloping algebra Uq(g) = Uq(su(2)⊕ su(2)), introduced in Section 5.3,
equipped with a right coideal subalgebra B, see Section 5.4. Once we have this setting established,
the branching rules of the representations of Uq(g) restricted to B follow by identifying B with
the image of Uq(su(2)) (up to an isomorphism) under the comultiplication using the standard
Clebsch-Gordan decomposition. In particular, it gives explicit intertwiners. Next we introduce
matrix valued spherical functions in Section 5.4. Using the matrix valued spherical functions
we introduce the matrix valued orthogonal polynomials. Then we use a mix of quantum group
theoretic and analytic approaches to study these matrix valued orthogonal polynomials. So we
find the orthogonality for the matrix valued orthogonal polynomials from the Schur orthogonality
relations, the three-term recurrence relation follows from tensor-product decompositions of Uq(g)-
representations, the matrix valued q-difference operators for which these matrix valued orthogonal
polynomials are eigenvectors follow from the study of the Casimir elements in Uq(g). More analytic
properties follow from the LDU-decomposition of the matrix valued weight function, and this
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allows to decouple the matrix valued q-difference operators involved. The decoupling gives the
possibility to link the entries of the matrix valued orthogonal polynomials with (scalar-valued)
orthogonal polynomials from the q-analogue of the Askey-scheme, in particular the continuous
q-ultraspherical polynomials and the q-Racah polynomials. The approach of [47] does not seem
to work in the quantum case, because the possibilities to transform q-difference equations are
very limited compared to transforming differential equations. We note that in [8, §5] matrix
valued spherical functions are considered for finite-dimensional Hopf algebras with respect to a
Hopf-subalgebra.
The approach to matrix valued orthogonal polynomials from this quantum group setting
also leads to identities in the quantized function algebra. This chapter does not include the
resulting identities after using infinite-dimensional representations of the quantized function
algebra. Furthermore, we have not supplied a proof of Lemma 5.5.4 using infinite-dimensional
representations and the direct integral decomposition of the Haar functional, but this should be
possible as well.
In general, the notion of a quantum symmetric pair seems to be best-suited for the development
of harmonic analysis in general and in particular of matrix valued spherical functions on quantum
groups, see e.g. [73], [84], [85], [86], [90], [93] and references given there. When considering other
quantum symmetric pairs in relation to matrix valued spherical functions, the branching rule of
a representation of the quantized universal enveloping algebra to a coideal subalgebra seems to
be difficult. In this chapter it is reduced to the Clebsch-Gordan decomposition, and there is a
nice result by Oblomkov and Stokman [93, Prop. 1.15] on a special case of the branching rule
for quantum symmetric pair of type AIII, but in general the lack of the branching rule for the
quantum symmetric pairs is an obstacle for the study of quantum analogues of matrix valued
spherical functions of e.g. [50], [47], [96], [93].
The matrix valued orthogonal polynomials resulting from the study in this chapter are matrix
valued analogues of the Chebyshev polynomials of the second kind viewed as an example of the
Askey-Wilson polynomials. We expect that it is possible to obtain matrix valued analogues of the
continuous q-ultraspherical polynomials viewed as subfamily of the Askey-Wilson polynomials
using the approach of [66] using the Askey-Wilson q-derivative instead of the ordinary derivative.
We have not explicitly worked out the limit transition q ↑ 1 of the results, but by the set-up it is
clear that the formal limit gives back many of the results of [67], [68].
The contents of the chapter are as follows. In Section 5.2 we fix notation regarding matrix
valued orthogonal polynomials. In Section 5.3 the notation for quantized universal enveloping
algebras is recalled. Section 5.4 states all the main results of this chapter. It introduces the
quantum symmetric pair explicitly. Using the representations of the quantized universal enveloping
algebra and the coideal subalgebra, the matrix valued polynomials are introduced. We continue
to give explicit information on the orthogonality relations, three-term recurrence relations, q-
difference operators, the commutant of the weight, the LDU-decomposition of the weight, the
decoupling of the q-difference equations and the link to scalar-valued orthogonal polynomials
from the q-Askey scheme. The proofs of the statements of Section 5.4 occupy the rest of the
chapter. In Section 5.5 the main properties derivable from the quantum group set-up are derived,
and we discuss in Appendix 5.A the precise relation of the branching rule for this quantum
symmetric pair and the standard Clebsch-Gordan decomposition. In Section 5.6 we continue the
study of the orthogonality relations, in which we make the weight explicit. This requires several
identities involving basic hypergeometric series, whose proofs we relegate to Appendix 5.B. Section
5.7 studies the consequences of the explicit form of the matrix valued q-difference operators of
Askey-Wilson type to which the matrix valued orthogonal polynomials are eigenfunctions.
In preparing this chapter we have used computer algebra in order to verify the statements
up to certain size of the matrix and up to certain degree of the polynomial in order to eliminate
errors and typos. Note however, that all proofs are direct and do not use computer algebra. A
computer algebra package used for this purpose can be found on the homepage of the second
author.1
The convention on notation follows Kolb [71] for quantized universal enveloping algebras and
right coideal subalgebras and we follow Gasper and Rahman [43] for the convention on basic
hypergeometric series and we assume 0 < q < 1.
1http://www.math.ru.nl/~koelink/publist-ro.html
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5.2 Matrix valued orthogonal polynomials
In this section we fix notation and give a short background to matrix valued orthogonal polynomials,
which were originally introduced by Krein in the forties, see e.g. references in [16], [24]. General
references for this section are [16], [24], [49], and references given there.
Assume that we have a matrix valued function W : [a, b]→M2`+1(C), 2`+ 1 ∈ N, a < b, so
that W (x) > 0 for x ∈ [a, b] almost everywhere. We use the notation A > 0 to denote a strictly
positive definite matrix. Moreover, we assume that all moments exist, where integration of a
matrix valued function means that each matrix entry is separately integrated. In particular,
the integrals are matrices in M2`+1(C). It then follows that for matrix valued polynomials
P,Q ∈M2`+1(C)[x] the integral
〈P,Q〉 =
∫ b
a
P (x)∗W (x)Q(x) dx ∈M2`+1(C). (5.2.1)
exists. This gives a matrix valued inner product on the space M2`+1(C)[x] of matrix valued
polynomials, satisfying
〈P,Q〉 = 〈Q,P 〉∗, 〈P,QA+RB〉 = 〈P,Q〉A+ 〈P,R〉B,
〈P, P 〉 = 0 ∈M2`+1(C) ⇐⇒ P (x) = 0 ∈M2`+1(C) ∀x
for all P,Q,R ∈M2`+1(C)[x] and A,B ∈M2`+1(C). More general matrix valued measures can
be considered [16], [24], but for this chapter the above set-up suffices.
A matrix valued polynomial P (x) =
∑n
r=0 x
rP r , P r ∈M2`+1(C) is of degree n if the leading
coefficient Pn is non-zero. Given a weight W , there exists a family of matrix valued polynomials
(Pn)n∈N so that Pn is a matrix valued polynomial of degree n and∫ b
a
(
Pn(x)
)∗
W (x)Pm(x) dx = δn,mGn, (5.2.2)
where Gn > 0. Moreover, the leading coefficient of Pn is non-singular. Any other family of
polynomials (Qn)n∈N so that Qn is a matrix valued polynomial of degree n and 〈Qn, Qm〉 = 0
for n 6= m, satisfies Pn(x) = Qn(x)En for some non-singular En ∈M2`+1(C) for all n ∈ N. We
call the matrix valued polynomial Pn monic in case the leading coefficient is the identity matrix
I. The polynomials Pn are called orthonormal in case the squared norm Gn = I for all n ∈ N in
the orthogonality relations (5.2.2).
The matrix valued orthogonal polynomials Pn satisfy a matrix valued three-term recurrence
of the form
xPn(x) = Pn+1(x)An + Pn(x)Bn + Pn−1(x)Cn (5.2.3)
for matrices An, Bn, Cn ∈ M2`+1(C) for all n ∈ N. Note that in particular An is non-singular
for all n. Conversely, assuming P−1(x) = 0 (by convention) and fixing the constant polynomial
P0(x) ∈ M2`+1(C) we can generate the polynomials Pn from the recursion (5.2.3). In case the
polynomials are monic, the coefficient An = I for all n and P0(x) = I as the initial value. In
general, the matrices satisfy Gn+1An = C∗n+1Gn, GnBn = B
∗
nGn, so that in the monic case
Cn = G
−1
n−1Gn for n ≥ 1. In case the polynomials are orthonormal, we have Cn = A∗n−1 and Bn
Hermitian.
Note that the matrix valued ‘sesquilinear form’ (5.2.1) is antilinear in the first entry of the
inner product, which leads to a three-term recurrence of the form (5.2.3) where the multiplication
by the constant matrices is from the right, see [24] for a discussion.
In case a subspace V ⊂ C2`+1 is invariant for W (x) for all x, V ⊥ is also invariant for W (x)
for all x. Let ιV : V → C2`+1 be the embedding of V into C2`+1, so that PV = ιV ι∗V ∈M2`+1(C)
is the corresponding orthogonal projection, then W (x)PV = PVW (x) for all x. Let P
V
n : [a, b]→
End(V )[x] be the matrix valued polynomial defined by PVn (x) = ι
∗
V Pn(x)ιV , where Pn are the
monic matrix valued orthogonal polynomials for the weight W . Then PVn form a family of monic
V -endomorphism-valued orthogonal polynomials, and Pn(x) = PVn (x) ⊕ PV
⊥
n (x). The same
decomposition can be written down for the orthonormal polynomials.
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The projections on invariant subspaces are in the commutant ∗-algebra {T ∈ M2`+1(C) |
TW (x) = W (x)T ∀x}. In case the commutant algebra is trivial, the matrix valued orthogonal
polynomials are irreducible. The primitive idempotents correspond to the minimal invariant sub-
spaces, and hence they determine the decomposition of the matrix valued orthogonal polynomials
into irreducible cases.
We denote by Ei,j ∈M2`+1(C) the matrix with zero’s except at the (i, j)-the entry where it
is 1. So for the corresponding standard basis {ek}2`k=0 we set Ei,jek = δj,kei. We usually use
the basis {ek}2`k=0 in describing the results for the matrix valued orthogonal polynomials, but
occasionally the basis is relabeled {e`k}`k=−`, as is customary for the Uq(su(2))-representations of
spin `. In the latter case we use superscripts to distinguish from the previous case; E`i,je
`
k = δj,ke
`
i ,
i, j, k ∈ {−`, · · · , `}.
5.3 Quantized universal enveloping algebra
We recall the setting for quantized universal enveloping algebras and quantized function algebras,
and this section is mainly meant to fix notation. The definitions can be found at various sources
on quantum groups, such as the books [21], [38], [61], and we follow Kolb [71].
Fix for the rest of this chapter 0 < q < 1. The quantized universal enveloping algebra can be
associated to any root datum, but we only need the simplest cases g = sl(2) and g = sl(2)⊕ sl(2).
The quantized universal enveloping algebra is the unital associative algebra generated by k, k−1,
e, f subject to the relations
kk−1 = 1 = k−1k, ke = q2ek kf = q−2fk, ef − fe = k − k
−1
q − q−1 , (5.3.1)
where we follow the convention as in [71, §3]. For our purposes it is useful to extend the algebra
with the roots of k and k−1, denoted by k1/2, k−1/2 satisfying
k1/2k−1/2 = 1 = k−1/2k1/2, k1/2k1/2 = k, k−1/2k−1/2 = k−1,
k1/2e = qek1/2, k1/2f = q−1fk1/2.
(5.3.2)
The extended algebra is denoted by Uq(sl(2)), and it is a Hopf-algebra with comultiplication ∆,
counit ε, antipode S defined on the generators by
∆(e) = e⊗ 1 + k ⊗ e, ∆(f) = f ⊗ k−1 + 1⊗ f, ∆(k±1/2) = k±1/2 ⊗ k±1/2,
S(e) = −k−1e, S(f) = −fk, S(k±1/2) = k∓1/2,
ε(e) = 0 = ε(f), ε(k±1/2) = 1.
The Hopf-algebra has a ∗-structure defined on the generators by
(k±1/2)∗ = k±1/2, e∗ = q2fk, f∗ = q−2k−1e.
We denote the corresponding Hopf ∗-algebra by Uq(su(2)).
The identification as Hopf ∗-algebras with [76], [65] is given by
(A,B,C,D)↔ (k1/2, q−1k−1/2e, qfk1/2, k−1/2).
The irreducible finite dimensional type 1 representations of the underlying ∗-algebra have
been classified. Here type 1 means that the spectrum of K1/2 is contained in q
1
2
Z. For each
dimension 2`+ 1 of spin ` ∈ 1
2
N there is a representation in H` ∼= C2`+1 with orthonormal basis
{e`−`, e`−`+1, · · · , e``} and on which the action is given by
t`(k1/2)e`p = q
−pe`p, t
`(e)e`p = q
2−pb`(p)e`p−1, t
`(f)e`p = q
p−1b`(p+ 1)e`p+1,
b`(p) =
1
q−1 − q
√
(q−`+p−1 − q`−p+1)(q−`−p − q`+p),
(5.3.3)
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where t` : Uq(su(2))→ End(H`) is the corresponding representation. Note that b`(p) = b`(1− p).
Finally, recall that the center Z(Uq(su(2))) is generated by the Casimir element ω,
ω =
q−1k−1 + qk − 2
(q−1 − q)2 + fe =
qk−1 + q−1k − 2
(q−1 − q)2 + ef,
t`(ω) =
(
q−
1
2
−` − q 12+`
q−1 − q
)2
I.
(5.3.4)
We use the notation Uq(g) to denote the Hopf ∗-algebra Uq(su(2)⊕ su(2)), which we identify
with Uq(su(2))⊗Uq(su(2)), where K1/2i , K−1/2i , Ei, Fi, i = 1, 2, are the generators. The relations
(5.3.1) and (5.3.2) hold with (k1/2, k−1/2, e, f) replaced by (K1/2i ,K
−1/2
i , Ei, Fi) for any fixed i
and the generators with different index i commute. The tensor product of two Hopf ∗-algebras is
again a Hopf ∗-algebra, where the maps on a simple tensor X1 ⊗X2 are given by, see e.g. [21,
Ch. 4],
∆(X1 ⊗X2) = ∆13(X1)∆24(X2), ε(X1 ⊗X2) = ε(X1)ε(X2),
S(X1 ⊗X2) = S(X1)⊗ S(X2), (X1 ⊗X2)∗ = X∗1 ⊗X∗2 ,
(5.3.5)
where we use leg-numbering notation.
The irreducible finite dimensional type 1 representations of Uq(g) are labeled by (`1, `2) ∈
1
2
N× 1
2
N, and the representations t`1,`2 : Uq(g)→ End(H`1,`2 ), H`1,`2 = H`1⊗H`2 , are obtained
as the exterior tensor product of the representations of spin `1 and `2 of Uq(su(2)). Here type 1
means that the spectrum of K
1/2
i , i = 1, 2, is contained in q
1
2
Z.
We have used the notation ∆, ε, S for the comultiplication, counit, and antipode for all Hopf
algebras. From the context it should be clear which comultiplication, counit and antipode is
meant. The corresponding dual Hopf ∗-algebra related to the quantized function algebra is not
needed for the description of the results in Section 5.4, and it will be recalled in Section 5.5.1.
5.4 Matrix valued orthogonal polynomials related to the quan-
tum analogue of (SU(2)× SU(2),diag)
In this section we state the main results of the chapter. First we introduce the specific quantum
symmetric pair, which is to be considered as the quantum analogue of a symmetric space G/K,
in this case SU(2)× SU(2)/SU(2). Quantum symmetric spaces have been introduced and studied
in detail by Letzter [84], [85], [86], see also Kolb [71], In particular, Letzter has shown that
Macdonald polynomials occur as spherical functions on quantum symmetric pairs motivated by
work by Koornwinder, Dijkhuizen, Noumi and others. In our case, B ⊂ Uq(g) as in Definition
5.4.1, is the appropriate right coideal subalgebra. Using the explicit branching rules for t(`1,`2)|B
of Theorem 5.4.3 we introduce matrix valued spherical functions in Definition 5.4.4. To these
matrix valued spherical functions we associate matrix valued polynomials in (5.4.8), and we
spend the remainder of this section to describe properties of these matrix valued polynomials.
This includes the orthogonality relations, the three-term recurrence relation, and the matrix
valued polynomials as eigenfunctions of a commuting set of matrix valued q-difference equations
of Askey-Wilson type. Moreover, we give two explicit descriptions of the matrix valued weight
function W , one in terms of spherical functions for this quantum symmetric pair, and one in
terms of the LDU-decomposition. The LDU-decomposition gives the possibility to decouple the
matrix valued q-difference operator, and this leads to an explicit expression for the matrix entries
of the matrix valued orthogonal polynomials in terms of scalar-valued orthogonal polynomials
from the q-Askey scheme in Theorem 5.4.18.
For the symmetric pair (G,K) = (SU(2) × SU(2), SU(2)), K = SU(2) corresponds to the
fixed points of the Cartan involution θ flipping the order of the pairs in G. The quantized
universal enveloping algebra associated to G is Uq(g) as introduced in Section 5.3. As the quantum
analogue of K we take the right coideal subalgebra B ⊂ Uq(g), i.e. B ⊂ Uq(g) is an algebra
satisfying ∆(B) ⊂ B ⊗ Uq(g), as in Definition 5.4.1. Letzter [84, Section 7, (7.2)] has introduced
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the corresponding left coideal subalgebra, and we follow Kolb [71, §5] in using right coideal
subalgebras for quantum symmetric pairs. Note that we have modified the generators slightly in
order to have B∗1 = B2.
Definition 5.4.1. The right coideal subalgebra B ⊂ Uq(g) is the subalgebra generated by K±1/2,
where K = K1K
−1
2 , and
B1 = q
−1K−1/21 K
−1/2
2 E1 + qF2K
−1/2
1 K
1/2
2 ,
B2 = q
−1K−1/21 K
−1/2
2 E2 + qF1K
1/2
1 K
−1/2
2 .
Remark 5.4.2. (i) B is a right coideal as follows from the general construction, see [71, Prop. 5.2].
It can be verified directly by checking it for the generators. Note ∆(K±1/2) = K±1/2 ⊗K±1/2
is immediate, and
∆(B1) = B1 ⊗ (K1K2)−1/2 +K1/2 ⊗ q−1(K1K2)−1/2E1 +K−1/2 ⊗ qF2K−1/2
is in B ⊗ Uq(g) by a straightforward calculation. Since B2 = B∗1 , it also follows for B2, since
K±1/2 are self-adjoint. The relations, cf. [71, Lemma 5.15],
K1/2B1 = qB1K
1/2, K1/2B2 = q
−1B2K1/2, [B1, B2] =
K −K−1
q − q−1 , (5.4.1)
hold in Uq(g) as can also be checked directly.
(ii) Let Ψ: Uq(su(2))→ Uq(su(2)) be defined by
Ψ(k1/2) = k−1/2, Ψ(k−1/2) = k1/2, Ψ(e) = q3f, Ψ(f) = q−3e,
then Ψ extends to an involutive ∗-algebra isomorphism. Consider the map
ι ◦ (Ψ⊗ Id) ◦∆: Uq(su(2))→ Uq(g)
where ι is the algebra morphism mapping x ⊗ y ∈ Uq(su(2)) ⊗ Uq(su(2)) to the corresponding
element X1Y2 ∈ Uq(g) for x and y generators of Uq(su(2)). Then we see that k1/2 7→ K−1/2,
qfk1/2 7→ B1, and q−1k−1/2e 7→ B2 under the map ι ◦ (Ψ⊗ Id) ◦∆. In particular, the relations
(5.4.1) follow. We conclude that B is isomorphic as a ∗-algebra to ∆(Uq(su(2)) ⊂ Uq(g) by the
∗-isomorphism ι ◦ (Ψ⊗ Id).
(iii) In particular, B ∼= Uq(su(2)) as ∗-algebras. So the irreducible type 1 representations of B
are labeled by the spin ` ∈ 1
2
N. This can be made explicit by t` : B → End(H`) and setting
t`(K1/2)e`p = q
−pe`p, t
`(B1)e
`
p = b
`(p)e`p−1, t
`(B2)e
`
p = b
`(p+ 1)e`p+1 (5.4.2)
with the notation of (5.3.3). We use the same notation t` for these representations here and in
(5.3.3), since they correspond under the identification of B as Uq(su(2)).
(iv) Let σ be the ∗-algebra isomorphism on Uq(g) = Uq(su(2)) ⊗ Uq(su(2)) by flipping the
order in the tensor product, or equivalently by flipping the subscripts 1 ↔ 2. Then σ : B → B
is an involution B1 ↔ B2, K ↔ K−1. On the level of representations of Uq(g) and B it
follows t`1,`2(σ(X)) = P ∗t`2,`1(X)P , X ∈ Uq(g), where P : H`1,`2 → H`2,`1 is the flip, and
t`(σ(Y )) = (J`)∗t`(Y )J`, Y ∈ B, where J` : H` →H`, J` : e`p 7→ e`−p.
Theorem 5.4.3. The finite dimensional representation t`1,`2 of Uq(g) restricted to B decomposes
multiplicity-free into irreducible representations t` of B;
t`1,`2 |B '
`1+`2⊕
`=|`1−`2|
t`, H`1,`2 '
`1+`2⊕
`=|`1−`2|
H`.
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With respect to the orthonormal bases {e`p}`p=−` of H` and {e`1i ⊗ e`2j }`1,`2i=−`1,j=−`2 for H`1,`2
the B-intertwiner β``1,`2 : H` →H`1,`2 is given by
β``1,`2 : e
`
p 7→
`1∑
i=−`1
`2∑
j=−`2
C`1,`2,`i,j,p e
`1
i ⊗ e`2j ,
where C`1,`2,`i,j,p are Clebsch-Gordan coefficients satisfying C
`1,`2,`
i,j,p = 0 if i− j 6= p.
The proof of Theorem 5.4.3 is a reduction to the well-known Clebsch-Gordan decomposition
for the quantized universal enveloping algebra Uq(su(2)), see e.g. [21], [61], using Remark 5.4.2.
The proof is presented in Appendix 5.A. In particular, (β``1,`2 )
∗β``1,`2 is the identity on H`. Note
that
(β``1,`2 )
∗ : H`1,`2 →H`, e`1n1 ⊗ e`2n2 7→
∑`
p=−`
C`1,`2,`n1,n2,p e
`
p.
In general the decomposition of an irreducible representation restricted to a right coideal
subalgebra seems a difficult problem. In this particular case we can reduce to the Clebsch-Gordan
decomposition, and yet another known special case is by Oblomkov and Stokman [93, Prop. 1.15],
but in general this is an open problem.
In particular, for fixed ` ∈ 1
2
N, we have [t`1,`2 |B : t`] = 1 if and only if
(`1, `2) ∈ 1
2
N× 1
2
N, |`1 − `2| ≤ ` ≤ `1 + `2, `1 + `2 − ` ∈ Z. (5.4.3)
We use the reparametrisation of (5.4.3) by
ξ = ξ` : N× {0, 1, . . . , 2`} → 1
2
N× 1
2
N, ξ(n, k) =
(
n+ k
2
, `+
n− k
2
)
, (5.4.4)
see also Figure 5.1 and [67, Fig. 1, 2]. In case ` = 0, we have t0 = ε|B, where ε is the counit of Uq(g),
is the trivial representation of B, and the condition (5.4.3) gives `1 = `2 and ξ0(n, 0) = ( 12n, 12n).
With these preparations we can introduce the matrix valued spherical functions associated to
a fixed representation t` of B, where we use the notation of Theorem 5.4.3.
Definition 5.4.4. Fix ` ∈ 1
2
N and assume (`1, `2) ∈ 12N × 12N so that [t`1,`2 |B : t`] = 1. The
spherical function of type ` associated to (`1, `2) is defined by
Φ``1,`2 : Uq(g)→ End(H`), Z 7→ (β``1,`2 )∗ ◦ t`1,`2 (Z) ◦ β``1,`2 .
Remark 5.4.5. (i) Note that the requirement on (`1, `2) in Definition 5.4.4 corresponds to the
condition (5.4.3). Since β``1,`2 is a B-intertwiner, we have
Φ``1,`2 (XZY ) = t
`(X)Φ``1,`2 (Z)t
`(Y ), ∀X,Y ∈ B, ∀Z ∈ Uq(g). (5.4.5)
(ii) Note that the condition (5.4.3) is symmetric in `1 and `2. With the notation of Remark
5.4.2(iv) we have Φ``2,`1(Z) = J
`Φ``1,`2(σ(Z))J
` for Z ∈ Uq(g). This follows from β``2,`1 =
Pβ``1,`2J
`, which is a consequence of (5.A.2).
In case ` = 0, H0 ∼= C, we need `1 = `2. Then Φ0`1,`1 are linear maps Uq(g)→ C. In particular,
Φ00,0 equals the counit ε, and the spherical function ϕ =
1
2
(q−1 + q)Φ0
1/2,1/2
is scalar-valued
linear map on Uq(g). The elements Φ0n/2,n/2 can be written as a multiple of Un(ϕ), where Un
denotes the Chebyshev polynomial of the second kind of degree n, see Proposition 5.5.3. This
statement can be considered as a special case of Theorems 5.4.8, but we need the identification
with the Chebyshev polynomials in the spherical case ` = 0 in order to obtain the weight function
in Theorem 5.4.8. Proposition 5.5.3 will follow from Theorem 5.4.6. The identification of the
spherical functions for ` = 0 with Chebyshev polynomials corresponds to the classical case, since
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the spherical functions on G × G/G are the characters on G and the characters on SU(2) are
Chebyshev polynomials of the second kind, as the simplest case of the Weyl character formula. It
also corresponds to the computation of the characters on the quantum SU(2) group by Woronowicz
[109], since the characters are identified with Chebyshev polynomials as well.
Next Theorem 5.4.6 gives the possibility to associate polynomials in ϕ to spherical functions
of Definition 5.4.4. Theorem 5.4.6 essentially follows from the tensor product decomposition of
representations of Uq(g), which in turn follows from tensor product decomposition for Uq(su(2)),
and some explicit knowledge of Clebsch-Gordan coefficients.
Theorem 5.4.6. Fix ` ∈ 1
2
N and let (`1, `2) ∈ 12N× 12N satisfy (5.4.3), then for constants Ai,j
we have
ϕΦ``1,`2 =
∑
i,j=±1/2
Ai,jΦ
`
`1+i,`2+j
, A1/2,1/2 6= 0.
In order to interpret the result of Theorem 5.4.6 we evaluate both sides at an arbitrary
X ∈ Uq(g). The right hand side is a linear combination of linear maps from H` to itself after
evaluating at X. For the left hand side we use the pairing of Hopf algebras, so that multiplication
and comultiplication are dual to each other and the left hand side has to be interpreted as(
ϕΦ``1,`2
)
(X) =
∑
(X)
ϕ(X(1)) Φ
`
`1,`2
(X(2)) ∈ End(H`), (5.4.6)
which is a linear combination of linear maps from H` to itself, using ∆(X) = ∑(X)X(1) ⊗X(2).
The convention in Theorem 5.4.6 is that Ai,j is zero in case (`1 + i, `2 + j) does not satisfy (5.4.3).
The proof of Theorem 5.4.6 can be found in Section 5.5.2.
Since B is right coideal subalgebra we see that the left hand side of Theorem 5.4.6 has the
same transformation behavior as (5.4.5). Indeed, for X ∈ B and Y ∈ Uq(g) we have(
ϕΦ``1,`2
)
(XY ) =
∑
(X),(Y )
ϕ(X(1)Y(1)) Φ
`
`1,`2
(X(2)Y(2))
=
∑
(X),(Y )
ε(X(1))ϕ(Y(1)) Φ
`
`1,`2
(X(2)Y(2)) =
∑
(Y )
ϕ(Y(1)) Φ
`
`1,`2
(
∑
(X)
ε(X(1))X(2)Y(2))
=
∑
(Y )
ϕ(Y(1)) Φ
`
`1,`2
(XY(2)) =
∑
(Y )
ϕ(Y(1)) t
`(X)Φ``1,`2 (Y(2)) = t
`(X)
(
ϕΦ``1,`2
)
(Y ),
(5.4.7)
where we have used that X(1) ∈ B by the right coideal property and (5.4.5) for ϕ = Φ01/2,1/2 in
the second equality, and the counit axiom
∑
(X) ε(X(1))X(2) = X in the fourth equality and then
(5.4.5) for Φ``1,`2 and the fact that ϕ(Y(1)) is a scalar. Similarly, the invariance property from the
right can be proved.
Theorem 5.4.6 leads to polynomials in ϕ by iterating the result and using that A1/2,1/2 is
non-zero.
Corollary 5.4.7. There exist 2`+ 1 polynomials r`,kn,m, 0 ≤ k ≤ 2`, of degree at most n so that
Φ`ξ(n,m) =
2∑`
k=0
r`,kn,m(ϕ) Φ
`
ξ(0,k), n ∈ N, 0 ≤ m ≤ 2`.
The aim of the chapter is to show that the polynomials r`,kn,m give rise to matrix valued
orthogonal polynomials. Put
Pn = P
`
n ∈ End(H`)[x] (Pn)i,j = r`,in,j , 0 ≤ i, j ≤ 2`, (5.4.8)
where the matrix valued polynomials Pn are taken with respect to the relabeled standard basis
ep = e`p−`, p ∈ {0, 1, · · · , 2`}, so that Pn =
∑2`
i,j=0 r
`,i
n,j ⊗Ei,j . From Corollary 5.4.13 or Theorem
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k −→
n
−→
`1 −→
`2
−→
Figure 5.1: The spherical functions Φ``1,`2 when ` = 2 and interpretation of ϕ · Φ`5/2,5/2 in terms
of the matrix valued spherical functions. The reparametrization ξ is depicted.
5.4.18 we see that the polynomial r`,in,j has real coefficients. The case ` = 0 corresponds to a three-
term recurrence relation for (scalar-valued) orthogonal polynomials, and then the polynomials
coincide with the Chebyshev polynomials Un viewed as a subclass of Askey-Wilson polynomials
[12, (2.18)], see Proposition 5.5.3.
We show that the matrix valued polynomials (Pn)∞n=0 are orthogonal with respect to an
explicit matrix valued weight function W , see Theorem 5.4.8, arising from the Schur orthogonality
relations. The expansion of the entries of weight function in terms of Chebyshev polynomials
is given by quantum group theoretic considerations except for the calculation of the coefficients
in this expansion. The matrix valued orthogonal polynomials satisfy a matrix valued three-
term recurrence relation as follows from Theorem 5.4.6, which in turn is a consequence of the
decomposition of tensor product representations of Uq(g). However, in order to determine the
matrix coefficients in the matrix valued three-term recurrence we use analytic methods. The
existence of two Casimir elements in Uq(g) leads to the matrix valued orthogonal polynomials
being eigenfunctions of two commuting matrix valued q-difference operators, see [68] for the
group case. This extends Letzter [85] to the matrix valued set-up for this particular case. The
q-difference operators are the key to determining the entries of the matrix valued orthogonal
polynomials explicitly in terms of scalar-valued orthogonal polynomials from the q-Askey-scheme
[63], namely the continuous q-ultraspherical polynomials and the q-Racah polynomials. In this
deduction the LDU-decomposition of the matrix valued weight function W is essential, since the
conjugation with L allows us to decouple the matrix valued q-difference operator.
In the remainder of Section 5.4 we state these results explicitly, and we present the proofs in the
remaining sections. First we give the main statements which essentially follow from the quantum
group theoretic set-up, except for explicit calculations, and these are Theorems 5.4.8, 5.4.12,
5.4.14. The remaining Theorems 5.4.16, 5.4.18 are obtained using scalar orthogonal polynomials
from the q-analogue of the Askey scheme [63] and transformation and summation formulas for
basic hypergeometric series [43].
We start by stating that the matrix valued polynomials (Pn)∞n=0 introduced in (5.4.8) are
orthogonal with the conventions of Section 5.2. The orthogonality relations of Theorem 5.4.8 are
due to the Schur orthogonality relations. The expansion of the entries of the weight function in
terms of Chebyshev polynomials follows from the fact that the entries are spherical functions, i.e.
correspond to the case ` = 0 so that they are polynomial in ϕ. The non-zero entries follow by
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considering tensor product decompositions, but the explicit values for the coefficients αt(m,n) in
Theorem 5.4.8 require summation and transformation formulas for basic hypergeometric series.
Theorem 5.4.8. The polynomials (Pn)∞n=0 defined in (5.4.8) form a family of matrix valued
orthogonal polynomials, so that Pn is of degree n with non-singular leading coefficient. The
orthogonality for the matrix valued polynomials (Pn)n≥0 is given by
2
pi
∫ 1
−1
Pm(x)
∗W (x)Pn(x)
√
1− x2dx = Gmδm,n,
where the squared norm matrix Gm is diagonal;
(Gn)i,j = δi,jq
2n−2` (1− q4`+2)2
(1− q2n+2i+2)(1− q4`−2i+2n+2) .
Moreover, for 0 ≤ m ≤ n ≤ 2` the weight matrix is given by
W (x)m,n =
n∑
t=0
αt(m,n)Um+n−2t(x),
where
αt(m,n) = q
2n(2`+1)−n2−(4`+3)t+t2−2`+m 1− q4`+2
1− q2m+2
(q2; q2)2`−n(q2; q2)n
(q2; q2)2`
× (−1)
m−t(q2m−4`; q2)n−t
(q2m+4; q2)n−t
(q4`+4−2t; q2)t
(q2; q2)t
,
and W (x)m,n = W (x)n,m if m > n.
The proof of Theorem 5.4.8 proceeds in steps. First we study explicitly the case ` = 0,
motivated by works by Koornwinder [76], Letzter [84], [85], [86], and others. Secondly, we show
that taking traces of a matrix valued spherical function of type ` associated to (`1, `2) times the
adjoint of a spherical function of type ` associated to (`′1, `
′
2) gives, up to an action by an invertible
group-like element of Uq(g), a polynomial in the generator for the case ` = 0. Then the explicit
expression of the Haar functional on this polynomial algebra, stated in Lemma 5.5.4, gives the
matrix valued orthogonality relations. Finally, the explicit expression for the weight is obtained
by analyzing the explicit expression of W in terms of the matrix entries of the intertwiners β``1,`2
in case `1 + `2 = `. These matrix entries are Clebsch-Gordan coefficients.
The leading coefficient of Pn can be calculated explicitly from the proof of Theorem 5.4.8.
Corollary 5.4.9. The leading coefficient of Pn is a non-singular diagonal matrix;
lc(Pn)i,j = δi,j2
nqn
(q2i+2, q4`−2i+2; q2)n
(q2, q4`+4; q2)n
.
The weight W is not irreducible, see Section 5.2, but splits into two irreducible block matrices.
The symmetry J of the weight function of Theorem 5.4.8 is essentially a consequence of Remark
5.4.5(ii), but we need the explicit expression of the weight in order to prove that the commutant
algebra is not bigger.
Proposition 5.4.10. The commutant algebra
{W (x) : x ∈ (−1, 1)}′ = {Y ∈ End(H`) : W (x)Y = YW (x), ∀x ∈ (−1, 1)},
is spanned by I and J , where J : ep 7→ e2`−p, p ∈ {0, · · · , 2`}, is a self-adjoint involution.
Then JPn(x)J = Pn(x) and JGn(x)J = Gn(x). Moreover, the weight W decomposes into two
irreducible block matrices W+ and W−, where W+, respectively W−, acts in the +1-eigenspace,
respectively −1-eigenspace, of J . So for P++P− = I, where P+, P− are the orthogonal self-adjoint
projections P+ =
1
2
(I + J), P− = 12 (I − J), we have that W+, respectively W−, corresponds to
P+W (x)P+, respectively P−W (x)P−, restricted to the +1-eigenspace, respectively −1-eigenspace,
of J .
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Remark 5.4.11. Tirao [102] discusses a more general non-orthogonal decomposition. Instead of
the commutant algebra we can also study
A = {Y ∈ End(H`) : YW (x) = W (x)Y ∗, ∀x ∈ (−1, 1)}.
Koelink and Roma´n [69, Example 4.3] showed that A = {W (x) : x ∈ (−1, 1)}′ so that in this
more general non-orthogonal decomposition there is no further reduction.
The special cases for ` = 1
2
and ` = 1 are given at the end of this section. In particular, we
identify all scalar-valued orthogonal polynomials occurring in this framework explicitly in terms
of Askey-Wilson polynomials.
Theorem 5.4.6 can be used to find a three-term recurrence relation for the matrix valued
orthogonal polynomials Pn, cf. Section 5.2, so the underlying tensor product decompositions
provide the three-term recurrence relation. However, the resulting expressions for the entries of
the coefficients of the matrices are rather complicated expressions in terms of Clebsch-Gordan
coefficients. For the corresponding matrix valued monic polynomials Qn(x) = Pn(x)lc(Pn)−1,
see Corollary 5.4.9 for the explicit expression for the leading coefficient, we can derive a simple
expression for the matrices in the three-term recurrence relation once we have obtained more
explicit expressions for the matrix entries of Qn. This is obtained in Section 5.7 using an explicit
link of the matrix entries to scalar orthogonal polynomials in the q-Askey scheme.
Theorem 5.4.12. The monic matrix valued orthogonal polynomials (Qn)n≥0 satisfy the three-
term recurrence relation
xQn(x) = Qn+1(x) +Qn(x)Xn +Qn−1(x)Yn,
where Q−1(x) = 0, Q0(x) = I and
Xn =
2`−1∑
i=0
q2n+1(1− q2i+2)2(1− q4`+2n+2)2
2(1− q2i+2n)(1− q4`+2n−2i)(1− q2n+2i+2)(1− q4`−2i+2n+2)Ei,i+1
+
2∑`
i=1
q2n+1(1− q2n)2(1− q4`+2n+2)2
2(1− q2n+2i)(1− q4`+2n−2i)(1− q2n+2i+2)(1− q4`−2i+2n+2)Ei,i−1,
Yn =
2∑`
i=0
1
4
(1− q2n)2(1− q4`+2n+2)2
(1− q2n+2i)(1− q4`+2n−2i)(1− q2n+2i+2)(1− q4`−2i+2n+2)Ei,i.
Note that Xn → 0, Yn → 14 as n→∞.
The three-term recurrence relation for the matrix valued orthogonal polynomials Pn is given in
Corollary 5.4.13, which follows from Theorem 5.4.12, since we have Gn+1An = lc(Pn+1)∗lc(Pn),
GnBn = lc(Pn)∗Xnlc(Pn), and Gn−1Cn = lc(Pn−1)∗Ynlc(Pn). For future reference we give the
explicit expressions in Corollary 5.4.13.
Corollary 5.4.13. The matrix valued orthogonal polynomials (Pn)n≥0 satisfy the three term
recurrence relation
xPn(x) = Pn+1(x)An + Pn(x)Bn + Pn−1(x)Cn,
where P−1(x) = 0, P0(x) = I and
An =
2∑`
i=0
1
2q
(1− q2n+2)(1− q4`+2n+4)
(1− q2i+2n+2)(1− q4`−2i+2n+2)Ei,i,
Bn =
2`−1∑
i=0
q2n+1
2
(1− q4`−2i)(1− q2i+2)
(1− q4`+2n−2i)(1− q2n+2i+4)Ei,i+1
+
2∑`
i=1
q2n+1
2
(1− q2i)(1− q4`−2i+2)
(1− q2n+2i)(1− q4`−2i+2n+4)Ei,i−1,
Cn =
2∑`
i=0
q
2
(1− q2n)(1− q4`+2n+2)
(1− q2n+2i+2)(1− q4`+2n−2i+2)Ei,i.
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Note that the case ` = 0 gives a three-term recurrence relation that can be solved in terms of
the Chebyshev polynomials, see Proposition 5.5.3.
In the group case, the spherical functions are eigenfunctions of K-invariant differential operators
on G/K, see e.g. [20], [41]. For matrix valued spherical functions this is also the case, see [100],
and this has been exploited in the special cases studied in [47], [67], [68]. In the quantum group
case the action of the Casimir operator gives rise to a q-difference operator for the corresponding
spherical functions, see [85]. The first occurrence of an Askey-Wilson q-difference operator, see
[12], [49], [55], in this context is due to Koornwinder [76]. For the matrix valued orthogonal
polynomials we have a matrix valued analogue of the Askey-Wilson q-difference operator, as given
in Theorem 5.4.14. We obtain two of these operators, one arising from the Casimir operator for
Uq(su(2)) in the first leg of Uq(g) and one from the Uq(su(2)) Casimir operator of the second leg.
This is related to a kind of Cartan decomposition of Uq(g), cf. (5.4.5), which, however, does not
exist in general for quantized universal enveloping algebras. We can still resolve this problem
using techniques based on [20, §2], see the first part of the proof in Section 5.5. The proof of
Theorem 5.4.14 is completed in Section 5.7.
Theorem 5.4.14. Define two matrix valued q-difference operators by
Di =Mi(z)ηq +Mi(z−1)ηq−1 , i = 1, 2,
where the multiplication by the matrix valued functions Mi(z) and Mi(z−1) is from the left,
and where ηq is the shift operator defined by (ηq f˘)(z) = f˘(qz), f˘(z) = f(µ(z)), where x = µ(z) =
1
2
(z + z−1). The matrix valued function M1 is given by
M1(z) = −
2`−1∑
i=0
q1−i(1− q2i+2)
(1− q2)2
z
(1− z2)Ei,i+1 +
2∑`
i=0
q1−i
(1− q2)2
(1− q2i+2z2)
(1− z2) Ei,i,
and M2(z) = JM1(z)J , where Jep = e2`−p. The matrix valued orthogonal polynomials Pn
are eigenfunctions for the operators Di with eigenvalue matrices given by Λn(i) such that
DiPn = PnΛn(i) and
Λn(1) =
2∑`
j=0
q−j−n−1 + qj+n+1
(q−1 − q)2 Ej,j , Λn(2) = JΛn(1)J.
Explicitly
(DiPn)(µ(z)) =Mi(z)(ηqP˘n)(z) +Mi(z−1)(ηq−1 P˘n)(z) = Pn(µ(z))Λn(i),
where ηq and ηq−1 are applied entry-wise to the matrix valued orthogonal polynomials Pn.
Theorem 5.4.14 shows that JD1J = D2, since J is constant. In particular, D1 +D2 commutes
with J and reduces to a q-difference operator for the matrix valued orthogonal polynomials
associated with the weight W+ or W−, see Proposition 5.4.10. Similarly, D1 −D2 anticommutes
with J .
Note that for any matrix valued polynomial P , the expression Mi(z)P˘ (qz) +Mi(z−1)P˘ (z/q)
is symmetric in z ↔ z−1, and hence again a function in x = µ(z). The case ` = 0 corresponds to
only one q-difference operator, which we rewrite as(
1− q2z2
1− z2 ηq +
1− q2z−2
1− z−2 ηq−1
)
p˘n = (q
−n + qn+2)p˘n. (5.4.9)
For the Chebyshev polynomials Un(x) = (qn+2; q)
−1
n pn(x; q,−q, q1/2,−q1/2|q) rewritten as Askey-
Wilson polynomials [12, (2.18)] are solutions for the relation (5.4.9), see [63, §14.1], [43, §7.7], [55,
Ch. 15-16]. In particular, we consider the operators of Theorem 5.4.14 as matrix valued analogues
of the Askey-Wilson operator, see Askey and Wilson [12], or [7], [43], [55].
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Corollary 5.4.15. The q-difference operators D1 and D2 are symmetric with respect to the
matrix valued weight W , i.e. for all matrix valued polynomials P , Q, we have∫ 1
−1
(
(DiP )(x)
)∗
W (x)Q(x) dx =
∫ 1
−1
(
P (x)
)∗
W (x)(DiQ)(x) dx, i = 1, 2.
By [49, §2] it suffices to check Corollary 5.4.15 for P = Pn, Q = Pm, so that by Theorem
5.4.14 and Theorem 5.4.8 we need to check that Λn(i)∗Gnδm,n = GnΛm(i)δm,n, which is true
since the matrices involved are real and diagonal.
In order to study the matrix valued orthogonal polynomials and the weight function in more
detail we need the continuous q-ultraspherical polynomials [7, Chapter 2], [43], [55, Chapter 20],
[63];
Cn(x;β|q) =
n∑
r=0
(β; q)r(β; q)n−r
(q; q)r(q; q)n−r
ei(n−2r)θ, x = cos θ. (5.4.10)
The continuous q-ultraspherical polynomials are orthogonal polynomials for |β| < 1. The
orthogonality measure is a positive measure in case 0 < q < 1 and β real with |β| < 1. Explicitly∫ 1
−1
Cn(x;β|q)Cm(x;β|q)w(x;β | q)√
1− x2 dx = δnm, 2pi
(β, βq; q)∞
(β2, q; q)∞
(β2; q)n
(q; q)n
1− β
1− βqn
w(cos θ;β|q) = (e
2iθ, e−2iθ; q)∞
(βe2iθ, βe−2iθ; q)∞
.
(5.4.11)
Note that in the special case β = q1+k, k ∈ N, the weight function is polynomial in x = cos θ, and
w(cos θ; q1+k|q) = 4(1− cos2 θ) (qe2iθ, qe−2iθ; q)k (5.4.12)
We use the continuous q-ultraspherical polynomials (5.4.10) for any β ∈ C. In particular,
for β = q−k with k ∈ N the sum in (5.4.10) is restricted to n − k ≤ r ≤ k, and in particular
Cn(x; q−k; q) = 0 in case n − k > k. With this convention we can now describe the LDU-
decomposition of the weight matrix, and state the inverse of the unipotent lower triangular matrix
L in Theorem 5.4.16.
Theorem 5.4.16. The matrix valued weight W as in Theorem 5.4.8 has the following LDU-
decomposition:
W (x) = L(x)T (x)L(x)t, x ∈ [−1, 1],
where L : [−1, 1]→M2`+1(C) is the unipotent lower triangular matrix
L(x)mk = q
m−k (q
2; q2)m(q2; q2)2k+1
(q2; q2)m+k+1(q2; q2)k
Cm−k(x; q2k+2|q2), 0 ≤ k ≤ m ≤ 2`,
and T : [−1, 1]→M2`+1(C) is the diagonal matrix, 0 ≤ k ≤ 2`,
T (x)kk = ck(`)
w(x; q2k+2|q2)
1− x2 ,
ck(`) =
q−2`
4
(1− q4k+2)(q2; q2)2`+k+1(q2; q2)2`−k(q2; q2)4k
(q2; q2)22k+1(q
2; q2)22`
.
The inverse of L is given by
(
L(x)
)−1
k,n
= q(2k+1)(k−n)
(q2; q2)k(q
2; q2)k+n
(q2; q2)2k(q2; q2)n
Ck−n(x; q−2k|q2), 0 ≤ n ≤ k.
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Note that T , L and L−1 are matrix valued polynomials, which is clear from the explicit
expression and (5.4.12). It is remarkable that the LDU-decomposition is for arbitrary size 2`+ 1,
but that there is no dependence of L on the spin ` and that the dependence of T on the spin ` is
only in the constants ck(`).
We prove the first part of Theorem 5.4.16 in Section 5.6. The proof of Theorem 5.4.16 is
analytic in nature, and a quantum group theoretic proof would be desirable. The statement on
the inverse of L(x) is taken from Chapter 3, also see [1], where the inverse of a lower triangular
matrix with matrix entries continuous q-ultraspherical polynomials in a more general situation is
derived. The inverse L−1 is derived in Example 3.4.2. The inverse of L in the limit case q ↑ 1
was derived by Cagliero and Koornwinder [18], and the proof of Chapter 3 is of a different nature
than the proof presented in [18].
Theorem 5.4.16 shows that det(W (x)) is the product of the diagonal entries of T (x). Since all
coefficients ck(`) > 0 and the weight functions are positive, we obtain Corollary 5.4.17.
Corollary 5.4.17. The matrix valued weight W (x) is strictly positive definite for x ∈ [−1, 1].
In particular, the matrix valued weight W (x)
√
1− x2 of Theorem 5.4.8 is strictly positive definite
for x ∈ (−1, 1).
Using the lower triangular matrix L of the LDU-decomposition of Theorem 5.4.16 we are able te
decouple D1 of Theorem 5.4.14 after conjugation with Lt(x). We get a scalar q-difference equation
for each of the matrix entries of Lt(x)Pn(x), which is solved by continuous q-ultraspherical
polynomials up to a constant. Since we have yet another matrix valued q-difference operator
for Lt(x)Pn(x), namely LtD2(Lt)−1 with D2 as in Theorem 5.4.14, we get a relation for the
constants involved. This relation turns out to be a three-term recurrence relation along columns,
which can be identified with the three-term recurrence for q-Racah polynomials. Finally, use
(Lt(x))−1 to obtain an explicit expression for the matrix entries of the matrix valued orthogonal
polynomials of Theorem 5.4.18.
Before stating Theorem 5.4.18, recall that the q-Racah polynomials, see e.g. [43, §7.2], [55,
§15.6], [63, §14.2], are defined by
Rn(µ(x);α, β, γ, δ; q) = 4φ3
[
q−n, αβqn+1, q−x, γδqx+1
αq, βδq, γq
; q, q
]
, (5.4.13)
where n ∈ {0, 1, 2, . . . , N}, N ∈ N, µ(x) = q−x + γδqx+1 and so that one of the conditions
αq = q−N , or βδq = q−N , or γq = q−N holds.
Theorem 5.4.18. For 0 ≤ i, j ≤ 2` we have
Pn(x)i,j =
2∑`
k=i
(−1)kqn+(2k+1)(k−i)+j(2k+1)+2k(2`+n+1)−k2
× (q
2; q2)k(q
2; q2)k+i
(q2; q2)2k(q2; q2)i
(q−4`, q−2j−2n; q2)k
(q2, q4`+4; q2)k
(q2; q2)n+j−k
(q4k+4; q2)n+j−k
×Rk(µ(j); 1, 1, q−2n−2j−2, q−4`−2; q2)Ck−i(x; q−2k|q2)Cn+j−k(x; q2k+2|q2).
Note that the left hand side is a polynomial of degree at most n, whereas the right hand side
is of degree n + j − i. In particular, for j > i the leading coefficient of the right hand side of
Theorem 5.4.18 has to vanish, leading to Corollary 5.4.19.
Corollary 5.4.19. With the notation of Theorem 5.4.18 we have for j > i
2∑`
k=i
(−1)kq(2k+1)(k−i)+j(2k+1)+2k(2`+n+1)−k2
× (q
2; q2)k(q
2; q2)k+i
(q2; q2)2k
(q−4`, q−2j−2n; q2)k
(q2, q4`+4; q2)k
× (q
2+2k; q2)n+j−k
(q4k+4; q2)n+j−k
Rk(µ(j); 1, 1, q
−2n−2j−2, q−4`−2; q2) = 0.
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By evaluating Corollary 5.4.7 at 1 ∈ Uq(g) we obtain Corollary 5.4.20, which is not clear from
Theorem 5.4.18.
Corollary 5.4.20. For all m ∈ {0, · · · , 2`} we have ∑2`k=0(Pn( 12 (q + q−1)))k,m = 1.
5.4.1 Examples
We end this section by specializing the results for low-dimensional cases. The case ` = 0 reduces
to the Chebyshev polynomials Un(x) of the second kind as observed following Theorem 5.4.14.
This is proved in Proposition 5.5.3, which is required for the proofs of the general statements of
Section 5.4.
Example: ` = 1
2
In this case we work with 2 × 2 matrices. By Proposition 5.4.10 we know that the weight
is block-diagonal, so that in this case we have an orthogonal decomposition to scalar-valued
orthogonal polynomials. To be explicit, the matrix valued weight W is given by
YW (x)Y t =
√
1− x2
(
2x+ (q + q−1) 0
0 −2x+ (q + q−1)
)
,
Y =
1
2
√
2
(
1 1
−1 1
)
, x ∈ [−1, 1].
In this case, see Section 5.2, the polynomials Pn diagonalize since the leading coefficient is diagonal-
ized by conjugation with the orthogonal matrix Y , and we write Y Pn(x)Y t = diag(p
+
n (x), p
−
n (x)).
Then we can identify p±n by any of the results given in this section, and we do this using the
three-term recurrence relation of Corollary 5.4.13. After conjugation, the three-term recurrence
relation for p+n is given by
xp+n (x) =
1
2q
(1− q2n+6)
(1− q2n+4)p
+
n+1(x) +
q2n+1
2
(1− q2)2
(1− q2n+2)(1− q2n+4)p
+
n (x)
+
q
2
(1− q2n)
(1− q2n+2)p
+
n−1(x),
and the three-term recurrence relation for p−n is obtained by substituting x 7→ −x into the
three-term recurrence relation for p+n . The explicit expressions for p
+
n and p
−
n are given in terms
of continuous q-Jacobi polynomials P
(α,β)
n (x|q) for (α, β) = ( 12 , 32 ), see [12, §4], [63, §14.10]. Note
that P
( 1
2
, 3
2
)
n (−x|q2) = (−1)nq−nP (
3
2
, 1
2
)
n (x|q2), see [43, Exercise 7.32.(ii)]. So we obtain
p+n (x) =
(1− q4)
(1− q2n+4)
(q2,−q3,−q4; q2)n
(q2n+6; q2)n
P
( 1
2
, 3
2
)
n (x|q2),
p−n (x) = (−1)nq−n
(1− q4)
(1− q2n+4)
(q2,−q3,−q4; q2)n
(q2n+6; q2)n
P
( 3
2
, 1
2
)
n (x|q2),
which is a q-analogue of [67, §8.2]. Moreover, writing down the conjugation of the q-difference
operator D1 + D2 of Theorem 5.4.14 for the case ` =
1
2
for the conjugated polynomials gives
back the Askey-Wilson q-difference for the continuous q-Jacobi polynomials P
(α,β)
n (x|q) for
(α, β) = ( 1
2
, 3
2
) and ( 3
2
, 1
2
). Working out the eigenvalue equation for D1 − D2 gives a simple
q-analogue of the contiguous relations of [67, p. 5708].
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Example: ` = 1
For ` = 1 we work with 3× 3 matrices. By Proposition 5.4.10 we can block-diagonalize the matrix
valued weight:
YW (x)Y t =
√
1− x2
(
W+(x) 0
0 W−(x)
)
,
Y =
1
2
√
2
 1 0 10 √2 0
−1 0 1
 , x ∈ [−1, 1],
where W+ is a 2× 2 matrix valued weight and W− is a scalar-valued weight. Explicitly,
W+(x) =
 4x
2 + (q2 + q−2) 2
√
2q−1
(1 + q2 + q4)
(1 + q2)
x
2
√
2q−1
(1 + q2 + q4)
(1 + q2)
x
4q2
(1 + q2)2
x2 + (q2 + q−2)
 ,
W−(x) = −4x2 + (q2 + 2 + q−2).
The polynomials diagonalize by Y Pn(x)Y t = diag(P
+
n (x), p
−
n (x)), where P
+
n is a 2 × 2 matrix
valued polynomial and p−n is a scalar-valued polynomial. Conjugating Corollary 5.4.13, the
three-term recurrence relations for P+n and p
−
n are
xP+n (x) = P
+
n+1(x)An + P
+
n (x)Bn + P
+
n−1(x)Cn,
xp−n (x) =
1
2q
(1− q2n+8)
(1− q2n+6)p
−
n+1(x) +
q
2
(1− q2n)
(1− q2n+2)p
−
n−1(x),
where
An =
1
2q

(1− q2n+8)
(1− q2n+6) 0
0
(1− q2n+8)(1− q2n+2)
(1− q2n+4)2
 ,
Bn =
1
2
√
2
 0 q
2n+1 (1− q2)(1− q4)
(1− q2n+4)2
q2n+1
(1− q2)(1− q4)
(1− q2n+2)(1− q2n+6) 0
 ,
Cn =
q
2

(1− q2n)
(1− q2n+2) 0
0
(1− q2n)(1− q2n+6)
(1− q2n+4)2
 .
The scalar-valued polynomial p−n can be identified with the continuous q-ultraspherical polynomi-
als;
p−n (x) = q
n (1− q2)(1− q6)
(1− q2n+2)(1− q2n+6)Cn(x; q
4|q2).
The 2× 2 matrix valued polynomials P+n are solutions to the matrix valued q-difference equation
DP+n,1 = P
+
n Λn. Here D = M(z)ηq +M(z
−1)ηq−1 is the restriction of the conjugated D1 +D2
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to the +1-eigenspace of J . The explicit expressions for M(z) and Λn are
M(z) =
q−1
(1− q2)(1− z2)

(1 + q2)
(1− q2) (1− q
4z2) −√2q2z
−√2q(1 + q2)z 2q (1− q
4z2)
(1− q2)
 ,
Λn =
q
−n−1 (1 + q2)(1 + q2n+4)
(1− q2)2 0
0 2q−n
(1 + q2n+4)
(1− q2)2
 .
These results are q-analogues of some of the results given in [67, §8.3]. Note moreover that W−(0)
is a multiple of the identity, so that the commutant of W− equals the commuting algebra of Tirao
[102]. Since the commutant is trivial, the weight W− is irreducible, which can also be checked
directly.
Example: ` = 3
2
When ` = 3
2
we have 4× 4 matrices. By Proposition 5.4.10 we can block diagonalize the matrix
valued weight. In this case we find two 2× 2 matrix valued weights. The matrix valued weight W
is given explicitly by
YW (x)Y t =
√
1− x2
(
W+(x) 0
0 W−(x)
)
, Y =
1
2
√
2

1 0 0 1
0 1 1 0
0 −1 1 0
−1 0 0 1
 ,
for x ∈ [−1, 1], where W+ and W− are 2 × 2 matrix valued weights, W+ corresponding to the
+1-eigenspace of J and W− corresponding to the −1-eigenspace of J . Explicitly we have for W+
W+(x)1,1 = 8x
3 − 4x+ 1
q3
(1− q8)
(1− q2) ,
W+(x)1,2 = W+(x)2,1 =
4
q
(1− q8)
(1− q6)x
2 + 2(q2 + q−2)x− 1
q
(1− q8)
(1− q2) ,
W+(x)2,2 = 8q
4 (1− q2)2
(1− q6)2 x
3 + 4q
(1− q8)(1− q2)
(1− q6)2 x
2
+
2
q2
(1 + 2q2 + 3q4 + 2q6 + 3q8 + 2q10 + q12)(1− q2)2
(1− q6)2 x
+
1
q3
(1− q8)(1− q10)
(1− q6)2 ,
and for W− we have the identity W−(x) = JW+(−x)J , where J is the antidiagonal. The
orthogonal polynomials Pn related to weight W decompose by conjugation with the orthogonal
matrix Y , we write Y Pn(x)Y t = diag(P
+
n (x), P
−
n (x)) where both P
+
n and P
−
n are 2× 2 matrix
valued polynomials. Both W+(
1
4
) and W−( 14 ) are a multiple of the identity. Therefore the
commutant of W+ and W1 equals the commuting algebra of Tirao [102]. In both cases the
commutant is trivial and hence W+ and W− are irreducible. The three term recurrence relation
for P+n is given by
xP+n (x) = P
+
n+1(x)An + P
+
n (x)Bn + P
+
n−1(x)Cn,
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where
An =
1
2q

(1− q2n+10)
(1− q2n+8) 0
0
(1− q2n+2)(1− q2n+10)
(1− q2n+4)(1− q2n+6)
 ,
Bn =
q2n+1
2
 0
(1− q2)(1− q6)
(1− q2n+4)(1− q2n+6)
(1− q2)(1− q6)
(1− q2n+2)(1− q2n+8)
(1− q4)2
(1− q2n+4)(1− q2n+6)
 ,
Cn =
q
2

(1− q2n)
(1− q2n+2) 0
0
(1− q2n)(1− q2n+8)
(1− q2n+4)(1− q2n+6)
 .
To obtain the three term recurrence relation for P−n we substitute x 7→ −x and conjugate An, Bn
and Cn with antidiagonal J . Let D = M(z)ηq +M(z−1)ηq−1 be the restriction of the conjugated
q-difference equation D1 +D2 to the +1-eigenspace of J . The 2× 2 matrix valued polynomials
P+n are solutions to the matrix valued q-difference equation DP
+
n = P
+
n Λn. Explicit expressions
for M(z) and Λn are given by
M(z) =
1
(1− q)(1− q2)(1− z2)
×
q−2(1− q5z2)(1− q + q2) −(1− q)qz
q−1
(1− q6)(1− q)
(1− q2) z −q
4z2 +
(1+q4)
(1+q)
z + q−1
 ,
Λn =
q
−n−2 (1− q + q2)(1 + q2n+5)
(1− q)(1− q2) 0
0 q−n−1
(1 + q2n+5)
(1− q)(1− q2)
 .
Example: ` = 2
For ` = 2 we work with 5× 5 matrices. By Proposition 5.4.10 we can block diagonalize the matrix
valued weight
YW (x)Y t =
√
1− x2
(
W+(x) 0
0 W−(x)
)
, Y =
1
2
√
2

1 0 0 0 1
0 1 0 1 0
0 0
√
2 0 0
0 −1 0 1 0
−1 0 0 0 1
 ,
for x ∈ [−1, 1], where W+ is a 3× 3 matrix valued weight and W− is a 2× 2 matrix valued weight.
The explicit expression for the 2× 2 matrix valued weight W− is
W−(x)1,1 = − 16q
6
(1 + q2)2(1 + q4)2
x4 − 4
q2
(1− q2 + 3q4 − 3q6 + 3q8 − q10 + q12)
(1 + q4)2
x2
+
1
q4
(1 + q2)(1 + q6),
W−(x)1,2 = W−(x)2,1 = −8
q
(1− q10)
(1− q8) x
3 +
2
q3
(1 + q2)(1− q10)
(1− q2)(1 + q4) x,
W−(x)2,2 = −16x4 + 12x2 + 1
q4
(1− q10)
(1− q2) .
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Conjugating the orthogonal polynomials Pn related to weight W by orthogonal matrix Y we
can write Y Pn(x)Y t = diag(P
+
n (x), P
−
n (x)), where P
+
n is the 3 × 3 matrix valued polynomial
corresponding to the +1-eigenspace of J and P−n is the 2 × 2 matrix valued polynomial corre-
sponding to the −1-eigenspace of J . Evaluating W−(0) yields a scalar multiple of the identity,
hence the commuting algebra of Tirao [102] equals the commutant of W−. The commutant is
trivial, therefore we find that W− is irreducible. The three term recurrence relation for P−n is
given by
xP−n (x) = P
−
n+1(x)An + P
−
n (x)Bn + P
−
n−1(x)Cn,
where
An =
1
2q

(1− q2n+2)(1− q2n+12)
(1− q2n+4)(1− q2n+8) 0
0
(1− q2n+12)
(1− q2n+10)
 ,
Bn =
q2n+2
2

(1− q2n)(1− q2n+10)
(1− q2n+4)(1− q2n+8) 0
0
(1− q2n)
(1− q2n+2)
 ,
Cn =
q
2

(1− q2n)(1− q2n+10)
(1− q2n+4)(1− q2n+8) 0
0
(1− q2n)
(1− q2n+2)
 .
Take D = M(z)ηq +M(z−1)ηq−1 to be the restriction of the conjugated q-difference equation
D1 + D2 to the −1-eigenspace of J . The 2 × 2 matrix valued orthogonal polynomials P−n are
eigenvalue solutions to the matrix valued q-difference equation DP−n = P−n Λn. The explicit
expressions for M(z) and Λn are given by
M(z) =
q
−2 (1− q6z2)(1 + q2)
(1− q2) −q
−2(1 + q2)(1 + q4)z
−qz q−3 (1− q
6z2)(1 + q4)
(1− q2)
 ,
Λn =
q
−n−2 (1 + q2)(1 + q2n+6)
(1− q2)2 0
0 q−n−3
(1 + q4)(1 + q2n+6)
(1− q2)2
 .
5.5 Quantum group related properties of spherical functions
In this section we start with the proofs of the statements of Section 5.4 which can be obtained
using the interpretation of matrix valued spherical functions on Uq(g).
5.5.1 Matrix valued spherical functions on the quantum group
In this subsection we study some of the properties of the matrix valued spherical functions which
follow from the quantum group theoretic interpretation. In particular, we derive Theorem 5.4.3
from Remark 5.4.2. The precise identification with the literature and the standard Clebsch-
Gordan coefficients is made in Appendix 5.A, and we use the intertwiner and the Clebsch-Gordan
coefficients as presented there.
We also need the matrix elements of the type 1 irreducible finite dimensional representations.
Define
t`m,n : Uq(su(2))→ C, t`m,n(X) = 〈t`(X)e`n, e`m〉, n,m ∈ {−`, · · · , `},
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where we take the inner product in the representation space H` for which the basis {e`n}`n=−` is
orthonormal. Denoting t1/2−1/2,−1/2 t1/2−1/2,1/2
t
1/2
1/2,−1/2 t
1/2
1/2,1/2
 = (α β
γ δ
)
,
then α, β, γ, δ generate a Hopf algebra, where the Hopf algebra structure is determined by
duality of Hopf algebras. Moreover, it is a Hopf ∗-algebra with ∗-structure defined by α∗ = δ,
β∗ = −qγ, which we denote by Aq(SU(2)). Then the Hopf ∗-algebra Aq(SU(2)) is in duality
as Hopf ∗-algebras with Uq(su(2)). In particular, the matrix elements t`m,n ∈ Aq(SU(2)) can
be expressed in terms of the generators and span Aq(SU(2)). Moreover, the matrix elements
t`m,n ∈ Aq(SU(2)) form a basis for the underlying vector space of Aq(SU(2)). The left action
of Uq(g) on Aq(SU(2)) is given by (X · ξ)(Y ) = ξ(Y X) for X,Y ∈ Uq(g) and ξ ∈ Aq(SU(2)).
Similarly the right action is given by (ξ ·X)(Y ) = ξ(XY ) for X,Y ∈ Uq(g) and ξ ∈ Aq(SU(2)).
A calculation gives k1/2 · t`m,n = q−nt`m,n and t`m,n · k1/2 = q−mt`m,n, so that α · k1/2 = q1/2α,
β · k1/2 = q−1/2β, γ · k1/2 = q1/2γ, δ · k1/2 = q−1/2δ.
Since k1/2 and its powers are group-like elements of Uq(g), it follows that the left and right
action of k1/2 and its powers are algebra homomorphisms. See e.g. [21], [38], [61], [65], and
references given there.
In the same way we view
t`1m1,n1 ⊗ t`2m2,n2 : Uq(g)→ C
were the functions are taken with respect to the Hopf algebra tensor product Uq(g) = Uq(su(2))⊗
Uq(su(2)). In particular for λ, µ ∈ 12Z we find the expression t
`1
m1,n1 ⊗ t`2m2,n2(Kλ1Kµ2 ) =
δm1,n1δm2,n2q
−λm1−µm2 . Similarly, the Hopf ∗-algebra spanned by all the matrix elements
t`1m1,n1⊗t`2m2,n2 is isomorphic toAq(SU(2))⊗Aq(SU(2)). We setAq(G) = Aq(SU(2))⊗Aq(SU(2))
for G = SU(2)× SU(2).
Define A = K
1/2
1 K
1/2
2 and let A be the commutative subalgebra of Uq(g) generated by A and
A−1. Recall the spherical function Φ``1,`2 from Definition 5.4.4, and recall the transformation
property (5.4.5).
Definition 5.5.1. The linear map Φ: Uq(g)→ End(H`) is a spherical function of type ` if
Φ(XZY ) = t`(X)Φ(Z)t`(Y ), ∀X,Y ∈ B, ∀Z ∈ Uq(g).
So the spherical function Φ``1,`2 is a spherical function of type ` by (5.4.5).
Proposition 5.5.2. Fix ` ∈ 1
2
N, and assume (`1, `2) satisfies (5.4.3).
(i) Write Φ``1,`2 =
∑`
m,n=−`(Φ
`
`1,`2
)m,n ⊗ E`m,n, where E`m,n are the elementary matrices, then(
Φ``1,`2
)
m,n
=
`1∑
m1,n1=−`1
`2∑
m2,n2=−`2
C`1,`2,`m1,m2,mC
`1,`2,`
n1,n2,n
t`1m1,n1 ⊗ t`2m2,n2 .
(ii) A spherical function Φ of type ` restricted to A is diagonal with respect to the basis {e`p}`p=−`.
Moreover, for each λ ∈ Z,(
Φ``1,`2 (A
λ)
)
m,n
= δm,n
`1∑
i=−`1
`2∑
j=−`2
(
C`1,`2,`i,j,n
)2
q−λ(i+j),
so that Φ``1,`2 (1) is the identity.
(iii) Assume Φ is a spherical function of type ` and that
Φ =
∑`
m,n=−`
Φm,n ⊗ E`m,n : Uq(g)→ End(H`),
with all linear maps Φm,n on Uq(g) in the linear span of the matrix elements t`1i1,j1 ⊗ t
`2
i2,j2
,
−`1 ≤ i1, j1 ≤ `1, −`2 ≤ i2, j2 ≤ `2, then Φ is a multiple of Φ``1,`2 .
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Proof. Note (Φ``1,`2(X))m,n = 〈Φ``1,`2(X)e`n, e`m〉 for X ∈ Uq(g), therefore we first compute
Φ``1,`2 (X)e
`
n. For X ∈ Uq(g) we have
Φ``1,`2 (X)e
`
n = (β
`
`1,`2
)∗ ◦ t`1,`2 (X)
 `1∑
n1=−`1
`2∑
n2=−`2
C`1,`2,`n1,n2,ne
`1
n1
⊗ e`2n2

= (β``1,`2 )
∗
(
`1∑
m1,n1=−`1
`2∑
m2,n2=−`2
C`1,`2,`n1,n2,n
× 〈t`1,`2 (X)e`1n1 ⊗ e`2n2 , e`1m1 ⊗ e`2m2 〉e`1m1 ⊗ e`2m2
)
=
∑`
m=−`
`1∑
m1,n1=−`1
`2∑
m2,n2=−`2
C`1,`2,`m1,m2,mC
`1,`2,`
n1,n2,n
× (t`1m1,n1 ⊗ t`2m2,n2 )(X)e`m.
This proves (i).
To obtain (ii) write Φ =
∑`
m,n=−` Φm,n ⊗ E`m,n, and observe t`(Kµ)Φ(Aλ) = Φ(KµAλ) =
Φ(AλKµ) = Φ(Aλ)t`(Kµ) for all λ ∈ Z, µ ∈ 1
2
Z that implies q−mµΦm,n(Aλ) = q−nµΦm,n(Aλ)
since t`(Kµ) is diagonal. This gives Φm,n(Aλ) = 0 for m 6= n. Next pair Φ``1,`2 with Aλ
using (i) and the observation made before Proposition 5.5.2 and the fact C`1,`2,`m1,m2,m = 0 unless
m1 −m2 = m. Next take λ = 0, and use (5.A.4).
Finally, for (iii) note that for X ∈ B we have Φ(X) = t`(X)Φ(1) = Φ(1)t`(X). Since
t` : B → End(H`) is an irreducible unitary representation, Schur’s Lemma implies that Φ(1) = cI
is a multiple of the identity. Theorem 5.4.3 implies that for X ∈ B
t`(X)m,n =
`1∑
m1,n1=−`1
`2∑
m2,n2=−`2
C`1,`2,`m1,m2,mC
`1,`2,`
n1,n2,n
(t`1m1,n1 ⊗ t`2m2,n2 )(X)
and, by the multiplicity free statement in Theorem 5.4.3, this is the only (up to a constant)
possible linear combination of the matrix elements t`1m1,n1 ⊗ t`2m2,n2 for fixed (`1, `2) which has
this property. Hence, (iii) follows.
The special case Φ0
1/2,1/2
: Uq(g) → C can now be calculated explicitly using the Clebsch-
Gordan coefficients C
1/2,1/2,0
m,−m,0 from (5.A.5). Explicitly,
ϕ =
1
2
(q−1 + q)Φ01/2,1/2
=
1
2
qt
1
2
− 1
2
,− 1
2
⊗ t
1
2
− 1
2
,− 1
2
− 1
2
t
1
2
− 1
2
, 1
2
⊗ t
1
2
− 1
2
, 1
2
− 1
2
t
1
2
1
2
,− 1
2
⊗ t
1
2
1
2
,− 1
2
+
1
2
q−1t
1
2
1
2
, 1
2
⊗ t
1
2
1
2
, 1
2
=
1
2
qα⊗ α− 1
2
β ⊗ β − 1
2
γ ⊗ γ + 1
2
q−1δ ⊗ δ.
(5.5.1)
This element is not self-adjoint in Aq(SU(2))⊗Aq(SU(2)). Recall the right action of Uq(g) on the
map Φ: Uq(g)→ End(H`), including the case ` = 0, by (Φ ·X)(Y ) = Φ(XY ) for all X,Y ∈ Uq(g).
This is analogous to the construction discussed at the beginning of this subsection. Then
ψ = ϕ ·A−1 = 1
2
α⊗ α− 1
2
q−1β ⊗ β − 1
2
qγ ⊗ γ + 1
2
δ ⊗ δ = ψ∗ (5.5.2)
is self-adjoint for the ∗-structure of Aq(SU(2))⊗Aq(SU(2)). Then by construction
ψ((AXA−1)Y Z) = ε(X)ψ(Y )ε(Z), ∀X,Z ∈ B, Y ∈ Uq(g). (5.5.3)
94
5.5.2 The recurrence relation for spherical functions of type `
The proof of Theorem 5.4.6 in the group case can be found in [67, Prop. 3.1], where the constants
Ai,j are explicitly given in terms of Clebsch-Gordan coefficients. This proof can also be applied
in this case, giving the coefficients Ai,j explicitly in terms of Clebsch-Gordan coefficients. A more
general set-up can be found in [96, Proposition 3.3.17]. The approach given here is related [67,
Prop. 3.1], except that it differs in its way of establishing A1/2,1/2 6= 0.
Proof of Theorem 5.4.6. As Uq(g)-representations the tensor product decomposition
t1/2,1/2 ⊗ t`1,`2 ∼=
∑
i,j=±1/2
t`1+i,`2+j
follows from the standard tensor product decomposition for Uq(su(2)), see (5.A.1). It follows that
ϕΦ``1,`2 =
∑
i,j=±1/2
Ψi,j , Ψi,j =
∑`
m,n=−`
Ψi,jm,n ⊗ E`m,n,
where Ψi,jm,n is in the span of the matrix elements t
`1+i
r1,s1 ⊗ t`1+jr2,s2 . Note that (5.4.7), and a similar
calculation for multiplication by an element from B from the other side, show that ϕΦ``1,`2 has the
required transformation behavior (5.4.5) for the action of B from the left and the right. Since the
matrix elements t`1r1,s1 ⊗ t`2r2,s2 form a basis for Aq(G), it follows that each Ψi,j satisfies (5.4.5),
so that by Proposition 5.5.2(iii) Ψi,j = Ai,j Φ
`
`1+i,`2+j
. Here Ψi,j = 0 in case (`1 + i, `2 + j) does
not satisfy the conditions (5.4.3).
It remains to show that A1/2,1/2 6= 0. In order to do so we evaluate the identity of Theorem
5.4.6 at a suitable element of Uq(g). For the Uq(su(2))-representations in (5.3.3) it is immediate
that t`(ek) = 0 for k > 2` and that t`r,s(e
2`) = 0 except for the case (r, s) = (−`, `) and then
t`−`,`(e
2`) 6= 0. Extending to Uq(g) we find that Φ``1,`2 (E
k1
1 E
k2
2 ) = 0 if k1 > 2`1 or k2 > 2`2, and(
Φ``1,`2
)
m,n
(E2`11 E
2`2
2 ) = δm,−`1+`2δn,`1−`2C
`1,`2,`
−`1,−`2,mC
`1,`2,`
`1,`2,n
× t`1−`1,`1 (E
2`1
1 )t
`2
−`2,`2 (E
2`2
2 ),
(5.5.4)
where the right hand side is non-zero in case m = −`1 + `2, n = `1 − `2.
So if we evaluate the identity of Theorem 5.4.6 at E2`1+11 E
2`2+1
2 , it follows that only the
term with (i, j) = (1/2, 1/2) on the right hand side of Theorem 5.4.6 is non-zero, and the specific
matrix element is given by (5.5.4) with (`1, `2) replaced by (`1 +
1
2
, `2 +
1
2
). It suffices to check
that the left hand of Theorem 5.4.6 is non-zero when evaluated at E2`1+11 E
2`2+1
2 . By (5.4.6) we
need to calculate the comultiplication on E2`1+11 E
2`2+1
2 . Using the non-commutative q-binomial
theorem [43, Exercise 1.35] twice we get
∆(E2`1+11 E
2`2+1
2 ) = ∆(E1)
2`1+1∆(E2)
2`2+1
=
2`1+1∑
k1=0
2`2+1∑
k2=0
[
2`1 + 1
k1
]
q2
[
2`2 + 1
k2
]
q2
× Ek11 Ek22 K2`1+1−k11 K2`2+1−k22 ⊗ E2`1+1−k11 E2`2+1−k22 .
From (5.5.1) we find that ϕ(Ek11 E
k2
2 K
2`1+1−k1
1 K
2`2+1−k2
2 ) = 0 unless k1 = k2 = 1, and in that
case the term β ⊗ β of (5.5.1) gives a non-zero contribution, and the other terms give zero. So we
find (
ϕΦ``1,`2
)
(E2`1+11 E
2`2+1
2 ) =
[
2`1 + 1
1
]
q2
[
2`2 + 1
1
]
q2
× ϕ(E1E2K2`11 K2`22 )
(
Φ``1,`2
)
(E2`11 E
2`2
2 ),
and this is non-zero for the same matrix element (m,n) = (−`1 + `2, `1 − `2) by (5.5.4).
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Note that we can derive the explicit value of A1/2,1/2 from the proof of Theorem 5.4.6 by
keeping track of the constants involved. However, we don’t need the explicit value except in the
case ` = 0.
In the special case ` = 0, the recurrence of Theorem 5.4.6 has two terms and we obtain
ϕΦ0`1,`1 = A1/2,1/2 Φ
0
`1+1/2,`1+1/2
+A−1/2,−1/2 Φ0`1−1/2,`1−1/2,
A1/2,1/2 =
1
2
q−1
1− q4`1+4
1− q4`1+2 , A−1/2,−1/2 =
1
2
q
1− q4`1
1− q4`1+2 .
(5.5.5)
The value of A1/2,1/2 can be obtained by evaluating at the group like element A
λ, using
Proposition 5.5.2(ii) and 2ϕ(Aλ) = qλ+1 + q−1−λ and comparing leading coefficients of the
Laurent polynomials in qλ. This gives 1
2
q−1(C`1,`1,0−`1,−`1,0)
2 = A1/2,1/2(C
`1+1/2,`1+1/2,0
−`1−1/2,−`1−1/2,0)
2,
and the value for A1/2,1/2 follows from (5.A.6). Having A1/2,1/2, we evaluate at 1, i.e. the case
λ = 0, which gives A1/2,1/2 + A−1/2,−1/2 = 12 (q + q
−1) by Proposition 5.5.2(ii), from which
A−1/2,−1/2 follows.
Proposition 5.5.3. For n ∈ N we have Φ01
2
n, 1
2
n
= qn
1− q2
1− q2n+2Un(ϕ).
Recall that the Chebyshev polynomials of the second kind are orthogonal polynomials;
Un(cos θ) =
sin((n+ 1)θ)
sin θ
,
∫ 1
−1
Un(x)Um(x)
√
1− x2 dx = δm,n 1
2
pi,
xUn(x) =
1
2
Un+1(x) +
1
2
Un−1(x), U−1(x) = 0, U0(x) = 1,
(5.5.6)
see e.g. [43], [55], [63].
Proof. From (5.5.5) it follows that Φ01
2
n, 1
2
n
= pn(ϕ) for a polynomial pn of degree n satisfying
x pn(x) =
1
2
q−1
1− q2n+4
1− q2n+2 pn+1(x) +
1
2
q
1− q2n
1− q2n+2 pn−1(x),
with initial conditions p0(x) = 1, p1(x) =
2
q+q−1 x. Set pn(x) = q
n 1−q2
1−q2n+2 rn(x), then r0(x) = 1,
r1(x) = 2x and 2x rn(x) = rn+1(x) + rn−1(x). So rn(x) = Un(x).
5.5.3 Orthogonality relations
In this subsection we prove Theorem 5.4.8 from the quantum group theoretic interpretation up to
the calculation of certain explicit coefficients in the expansion of the entries of the weight.
Recall the Haar functional on Aq(SU(2)). It is the unique left and right invariant positive
functional h0 : Aq(SU(2)) → C normalized by h0(1) = 1, see e.g. [21], [61, §4.3.2], [65], [109].
The Schur orthogonality relations state
h0 : Aq(SU(2))→ C, h0
(
t`1m,n(t
`2
r,s)
∗) = δ`1,`2δm,rδn,sq2(`1+n) (1− q2)(1− q4`1+2) . (5.5.7)
Then the functional h = h0 ⊗ h0 is the Haar functional on Aq(G) = Aq(SU(2)) ⊗ Aq(SU(2)).
We can identify the analogue of the algebra of bi-K-invariant polynomials on G as the algebra
generated by the self-adjoint element ψ, and give the analogue of the restriction of the invariant
integration in Lemma 5.5.4.
Lemma 5.5.4. A functional τ : Uq(g)→ C that satisfies τ((AXA−1)Y Z) = ε(X)ψ(Y )ε(Z) for
all X,Z ∈ B and all Y ∈ Uq(g) is a polynomial in ψ as in (5.5.2). Moreover, the Haar functional
on the ∗-algebra C[ψ] ⊂ Aq(G) is given by
h(p(ψ)) =
2
pi
∫ 1
−1
p(x)
√
1− x2 dx.
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Proof. From Proposition 5.5.2(iii) and (5.5.3) we see that any functional on Uq(g) satisfying
the invariance property is a polynomial in ψ, since this space is spanned by Φ01
2
n, 1
2
n
· A−1
for n ∈ N. From Proposition 5.5.3 we have Φ01
2
n, 1
2
n
· A−1 is a multiple of Un(ψ), since the
right action of A−1 is an algebra homomorphism. The Schur orthogonality relations give
h((Φ01
2
n, 1
2
n
·A−1)(Φ01
2
m, 1
2
m
·A−1)∗) = 0 for m 6= n, and since the argument of h is polynomial
in ψ, we see that it has to correspond to the orthogonality relations (5.5.6) for the Chebyshev
polynomials. So we find the expression for the Haar functional on the ∗-algebra generated by
ψ.
Theorem 5.5.5 is a special case of Theorem 4.5.8.
Theorem 5.5.5. Assume Ψ,Φ: Uq(g)→ End(H`) are spherical functions of type `, see Definition
5.5.1. Then the map
τ : Uq(g)→ C, X 7→ tr
(
(Ψ ·A−1)(Φ ·A−1)∗)(X),
satisfies τ((AXA−1)Y Z) = ε(X)τ(Y )ε(Z) for all X,Z ∈ B and all Y ∈ Uq(g).
In particular, any such trace is a polynomial in the generator ψ by Lemma 5.5.4.
Corollary 5.5.6. Fix ` ∈ 1
2
N, then for k, p ∈ {0, 1, · · · , 2`},
W (ψ)k,p := tr
(
(Φ`ξ(0,k) ·A−1)(Φ`ξ(0,p) ·A−1)∗
)
=
p∧k∑
r=0
αr(k, p)Uk+p−2r(ψ),
with
(
W (ψ)k,p
)∗
= W (ψ)p,k.
Proof of Theorem 5.5.5. Write Ψ =
∑`
m,n=−` Ψm,n ⊗E`m,n, Φ =
∑`
m,n=−` Φm,n ⊗E`m,n, with
Ψm,n and Φm,n linear functionals on Uq(g), so that
tr
(
(Ψ ·A−1)(Φ ·A−1)∗) = ∑`
m,n=−`
(Ψm,n ·A−1)(Φm,n ·A−1)∗
=⇒ τ(Y ) =
∑`
m,n=−`
∑
(Y )
Ψm,n(A
−1Y(1))Φm,n(A−1S(Y(2))∗),
(5.5.8)
using the standard notation ∆(Y ) =
∑
(Y ) Y(1) ⊗ Y(2) and ξ∗(X) = ξ(S(X)∗) for ξ : Uq(g)→ C
and X ∈ Uq(g).
Let Z ∈ B and Y ∈ Uq(g), then we find
τ(Y Z) =
∑`
m,n=−`
∑
(Y ),(Z)
Ψm,n(A
−1Y(1)Z(1)) Φm,n(A−1S(Y(2))∗S(Z(2))∗).
Since B is a right coideal, we can assume that Z(1) ∈ B, so, by the transformation property (5.4.5),
Ψm,n(A−1Y(1)Z(1)) =
∑`
k=−` Ψm,k(A
−1Y(1))t`k,n(Z(1)). Using this, and t
`
k,n(Z(1)) = t
`
n,k(Z
∗
(1)
)
by the ∗-invariance of B and the unitarity of t`, and next move this to the Φ-part, and summing
over n and the transformation property (5.4.5) for Φ, we obtain
τ(Y Z) =
∑`
m,k=−`
∑
(Y ),(Z)
Ψm,k(A
−1Y(1))
∑`
n=−`
Φm,n(A−1S(Y(2))∗S(Z(2))∗)t`n,k(Z
∗
(1)
)
=
∑`
m,k=−`
∑
(Y )
Ψk,n(A
−1Y(1)) Φk,n
(
A−1S(Y(2))∗
∑
(Z)
S(Z(2))
∗Z∗
(1)
)
= ε(Z)
∑`
n,k=−`
∑
(Y )
Ψm,n(A
−1Y(1)) Φk,n(A−1S(Y(2))∗) = ε(Z)τ(Y ),
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using
∑
(Z) S(Z(2))
∗Z∗
(1)
=
(∑
(Z) Z(1)S(Z(2))
)∗
= ε(Z) by the antipode axiom in a Hopf algebra.
For the invariance property from the left, we proceed similarly using that A is a group-like
element. So for Y ∈ Uq(g) and X ∈ B we have
τ(AXA−1Y ) =
∑`
m,n=−`
∑
(X),(Y )
Ψm,n(X(1)A
−1Y(1))
× Φm,n(A−1S(A)∗S(X(2))∗S(A−1)∗S(Y(2))∗).
Now S(A)∗ = A−1, S(A−1)∗ = A. Proceeding as in the previous paragraph using X(1) ∈ B we
obtain
τ(AXA−1Y ) =
∑`
n,k=−`
∑
(X),(Y )
Ψk,n(A
−1Y(1))
×
∑`
m=−`
t`k,m(X
∗
(1)
)Φm,n(A
−2S(X(2))∗AS(Y(2))∗)
=
∑`
n,k=−`
∑
(Y )
Ψk,n(A
−1Y(1))
∑
(X)
Φk,n(X
∗
(1)
A−2S(X(2))∗AS(Y(2))∗).
The result follows if we prove
∑
(X)X
∗
(1)
A−2S(X(2))∗A = A−1ε(X). In order to prove this we
need the observation that S(X∗) = A−2S(X)∗A2 for all X ∈ Uq(g), which can be verified on the
generators and follows since the operators are antilinear homomorphisms, see Remark (5.5.7).
Now we obtain the required identity;∑
(X)
X∗(1)A
−2S(X(2))∗A =
∑
(X)
X∗(1)S(X
∗
(2))A
−1 = ε(X∗)A−1 = ε(X)A−1.
Remark 5.5.7. The required identity S(X∗) = A−2S(X)∗A2 for all X ∈ Uq(g) can be general-
ized to arbitrary semisimple g. Indeed, since the square of the antipode S is given by conjugation
with an explicit element of the Cartan subalgebra associated to ρ = 1
2
∑
α>0 α, see e.g. [79,
Ex. 4.1.1], and since in a Hopf ∗-algebra S◦∗ is an involution, we find that S(X∗) = K−ρS(X)∗Kρ
if S2(X) = K−ρXKρ as in [79, Ex. 4.1.1].
Proof of Corollary 5.5.6. By Theorem 5.5.5 and Lemma 5.5.4, the trace is a linear combination
of Φ01
2
n, 1
2
n
· A−1, hence a polynomial in ψ. To obtain the expression we need to find those
n’s for which Φ01
2
n, 1
2
n
·A−1 occurs in W (ψ)k,p by Proposition 5.5.3. Using (5.4.4), (5.5.8) and
Proposition 5.5.2, we find that inW (ψ)k,p matrix only matrix elements of the form t
1
2
k
a1,b1
(t
1
2
p
c1,d1
)∗⊗
t
`− 1
2
k
a2,b2
(t
`− 1
2
p
c2,d2
)∗ occur. Using the Clebsch-Gordan decomposition we see that t
1
2
k
a1,b1
(t
1
2
p
c1,d1
)∗ and
similarly t
`− 1
2
k
a2,b2
(t
`− 1
2
p
c2,d2
)∗ can be written as a sum of matrix elements from t
1
2
(k+p)−r, r ∈
{0, 1, · · · , k ∧ p}, and similarly t2`− 12 (k+p)−s, s ∈ {0, 1, · · · , (2`− k) ∧ (2`− p)}. By Proposition
5.5.3 and Proposition 5.5.2, the only n’s that can occur are n = k + p− 2r, r ∈ {0, 1, · · · , k ∧ p}.
The statement on the adjoint follows immediately from (5.5.8) and ψ being self-adjoint, see
(5.5.2).
We now can start the first part of the proof of Theorem 5.4.8, except for the fact that we have
to determine certain constants. This is contained in Lemma 5.5.8.
Lemma 5.5.8. We have∑`
i=−`
`1∑
m1=−`1
`2∑
m2=−`2
(
C`1,`2,`m1,m2,i
)2
q2(m1+m2) = q−2`
(1− q4`+2)
(1− q2) .
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The proof of Lemma 5.5.8 is a calculation using Theorem 5.4.6, which we postpone to Subsection
5.6.3.
First part of the proof of Theorem 5.4.8. Using the notation of Section 5.4 we find from Corollary
5.4.7 and (5.4.8)
tr
(
(Φ`ξ(n,i) ·A−1)(Φ`ξ(m,j) ·A−1)∗
)
=
2∑`
k=0
2∑`
p=0
r`,kn,i(ψ)tr
(
(Φ`ξ(0,k) ·A−1)(Φ`ξ(0,p) ·A−1)∗
)
r`,pm,j(ψ)
=
2∑`
k=0
2∑`
p=0
Pn(ψ)
∗
i,kW (ψ)k,pPm(ψ)p,j =
(
(Pn(ψ))
∗W (ψ)Pm(ψ)
)
i,j
where we use that the action by A−1 from the right is an algebra homomorphism, since A−1 is
group like, and that ψ is self-adjoint. By Proposition 5.5.2, Lemma 5.5.4 and (5.5.7) we have
2
pi
∫ 1
−1
(
(Pn(x))
∗W (x)Pm(x)
)
i,j
√
1− x2 dx
= h
(
tr
(
(Φ`ξ(n,i) ·A−1)(Φ`ξ(m,j) ·A−1)∗
))
= δn,mδi,j
q2`+2n(1− q2)2
(1− q2n+2i+2)(1− q4`+2n−2i+2)
×
 ∑`
r=−`
1
2
(n+i)∑
a=− 1
2
(n+i)
`+ 1
2
(n−i)∑
b=−`− 1
2
(n−i)
|C
1
2
(n+i),`+ 1
2
(n−i),`
a,b,r |2q2(a+b)

2
(5.5.9)
after a straightforward calculation. Plugging in Lemma 5.5.8 in (5.5.9), and rewriting proves the
result using Corollary 5.5.6.
Note that we have not yet determined the explicit values of αt(m,n) in Theorem 5.4.8 and
we have not shown that W is a matrix valued weight function in the sense of Section 5.2. The
values of the constants αt(m,n) will be determined in Section 5.6.1 and the positivity of W (x)
for x ∈ (−1, 1) will follow from Theorem 5.4.16.
5.5.4 q-Difference equations
It is well-known, see e.g. Koornwinder [76], Letzter [85], Noumi [90], that the center of the
quantized enveloping algebra can be used to determine a commuting family of q-difference
operators to which the corresponding spherical functions are eigenfunctions. In this subsection
we derive the matrix valued q-difference operators corresponding to central elements to which we
find matrix valued eigenfunctions.
The center of Uq(g) is generated by two Casimir elements, see Section 5.3;
Ω1 =
qK−11 + q
−1K1 − 2
(q − q−1)2 + E1F1, Ω2 =
qK−12 + q
−1K2 − 2
(q − q−1)2 + E2F2.
Because of Proposition 5.5.2 and (5.3.4) we find
Ωi · Φ``1,`2 = Φ``1,`2 · Ωi =
(
q−
1
2
−`i − q 12+`i
q−1 − q
)2
Φ``1,`2 , i = 1, 2. (5.5.10)
The goal is to compute the radial parts of the Casimir elements acting on arbitrary spherical
functions of type ` in terms of an explicit q-difference operator. In order to derive such a q-difference
operator, we find a BAB-decomposition for suitable elements in Uq(g) in Proposition 5.5.10. This
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special case of a BAB-decomposition is the analogue of the KAK-decomposition, which has not
a general quantum algebra analogue. For this purpose, we first establish Lemma 5.5.9, which can
be viewed as a quantum analogue of [20, Lemma 2.2], and gives the BAB-decomposition of F2Aλ.
Lemma 5.5.9. Recall A = K
1/2
1 K
1/2
2 . For λ ∈ Z \ {0} we have
F2A
λ =
q−1
q1−λ − q1+λ
(
K1/2AλB1 − qλK1/2B1Aλ
)
.
Proof. Recall Definition 5.4.1, so the result follows from
AλB1 = q
−1AλK−1/21 K
−1/2
2 E1 + qA
λF2K
−1/2
1 K
1/2
2
= q(q1−λ − q1+λ)K−1/21 K1/22 F2Aλ + qλB1Aλ,
and using K1/2 = K
1/2
1 K
−1/2
2 ∈ B.
Proposition 5.5.10. The BAB-decomposition for the Casimir elements Ω1 and Ω2 is given by
Ω1A
λ =
q(1− q2λ+4)
(1− q2)2(1− q2λ+2)K
1/2Aλ+1 − 2q
2
(1− q2)2A
λ
+
q3(1− q2λ)
(1− q2)2(1− q2λ+2)K
−1/2Aλ−1 − q
2λ+1
(1− q2λ+2)2B1K
−1/2B2Aλ+1
− q
2λ+2
(1− q2λ+2)2A
λ+1K−1/2B2B1 +
qλ
(1− q2λ+2)2B1K
−1/2Aλ+1B2
+
q3λ+3
(1− q2λ+2)2K
−1/2B2Aλ+1B1,
and
Ω2A
λ =
q(1− q2λ+4)
(1− q2)2(1− q2λ+2)K
−1/2Aλ+1 − 2q
2
(1− q2)2A
λ
+
q3(1− q2λ)
(1− q2)2(1− q2λ+2)K
1/2Aλ−1 − q
2λ+1
(1− q2λ+2)2B2K
1/2B1A
λ+1
− q
2λ+2
(1− q2λ+2)2A
λ+1K1/2B1B2 +
qλ
(1− q2λ+2)2B2K
1/2Aλ+1B1
+
q3λ+3
(1− q2λ+2)2K
1/2B1A
λ+1B2.
Proof. We first concentrate on Ω2, the statement for Ω1 follows by flipping the order using σ as
in Remark 5.4.2(iv). We need to rewrite E2F2Aλ, which we do in terms of F2Aλ and next using
Lemma 5.5.9. The details are as follows.
Using Definition 5.4.1, the commutation relations and pulling through F2 to the left, we get
B2F2A
λ = q−1E2F2Aλ−1 + q2F1F2K1/2Aλ. (5.5.11)
Similarly, and only slightly more involved, we obtain
F2A
λB2 = q
λ−2E2F2Aλ−1 − qλ−2K2 −K
−1
2
q − q−1 A
λ−1 + q1−λF1F2K1/2Aλ. (5.5.12)
Using (5.5.11) and (5.5.12) we eliminate the term with F1F2, and shifting λ to λ+ 1 gives
(q−1 − q2λ+1)E2F2Aλ = B2F2Aλ+1 − q2+λF2Aλ+1B2 − q2λ+1K2 −K
−1
2
q − q−1 A
λ. (5.5.13)
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Apply Lemma 5.5.9 on the first two terms on the right hand side of (5.5.13) and note that the
remaining terms in (5.5.13) and in Ω2Aλ can be dealt with by observing that K2 = K−1/2A =
AK−1/2. Taking corresponding terms together proves the BAB-decomposition for Ω2Aλ after a
short calculation.
Our next task is to translate Proposition 5.5.10 into an operator for spherical functions of
type `, from which we derive eventually, see Theorem 5.4.14, an Askey-Wilson q-difference type
operator for the matrix valued orthogonal polynomials Pn. Let Φ be a spherical function of type
`, then we immediately obtain from Proposition 5.5.10
Φ(Ω1A
λ) =
q(1− q2λ+4)
(1− q2)2(1− q2λ+2) t
`(K1/2)Φ(Aλ+1)− 2q
2
(1− q2)2 Φ(A
λ)
+
q3(1− q2λ)
(1− q2)2(1− q2λ+2) t
`(K−1/2)Φ(Aλ−1)
− q
2λ+1
(1− q2λ+2)2 t
`(B1K
−1/2B2)Φ(Aλ+1)
− q
2λ+2
(1− q2λ+2)2 Φ(A
λ+1)t`(K−1/2B2B1)
+
qλ
(1− q2λ+2)2 t
`(B1K
−1/2)Φ(Aλ+1)t`(B2)
+
q3λ+3
(1− q2λ+2)2 t
`(K−1/2B2)Φ(Aλ+1)t`(B1).
(5.5.14)
The analogous expression for Φ(Ω2Aλ) of (5.5.14) can be obtained using the flip σ, see Remark
5.4.2(iv). In particular, it suffices to replace all t`(X) in (5.5.14) by J`t`(X)J`, see Remark
5.4.2(iv), to get the corresponding expression.
By Proposition 5.5.2(ii) we know that Φ(Aλ) is diagonal. We can calculate the matrix entries
of Φ(Ω1Aλ) using the diagonal matrices t`(K±1/2), t`(B1K−1/2B2), t`(K−1/2B2B1) and the the
upper triangular matrices t`(B1K−1/2), t`(B1) having only non-zero entries on the superdiagonal
and the lower triangular matrices t`(K−1/2B2), t`(B2) having only non-zero entries on the
subdiagonal, see (5.4.2), (5.3.1). By (5.5.14), Φ(Ω1Aλ) is a diagonal matrix as well.
For Φ a spherical function of type ` we view the diagonal restricted to A as a vector-valued
function Φˆ;
Φˆ : A → H`, Aλ 7→
∑`
m=−`
Φ(Aλ)m,m e
`
m.
So we can regard the Casimir elements as acting on the vector-valued function Φˆ, and the action
of the Casimir is made explicit in Proposition 5.5.11.
Proposition 5.5.11. Let Φ be a spherical function of type `, with corresponding vector-valued
function Φˆ : A → H` representing the diagonal when restricted to A. Then
Φˆ(Ω1A
λ) = M`1(q
λ)Φˆ(Aλ+1)− 2q
2
(1− q2)2 Φˆ(A
λ) +N`1(q
λ)Φˆ(Aλ−1),
where M`1(z) is a tridiagonal and N
`
1(z) is a diagonal matrix with respect to the basis {e`n}`n=−`
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of H` with coefficients
(N`1(z))m,m =
q3+m(1− z2)
(1− q2)2(1− q2z2) ,
(M`1(z))m,m+1 =
zqm+1
(1− q2z2)2 (b
`(m+ 1))2,
(M`1(z))m,m =
q1−m(1− q4z2)
(1− q2)2(1− q2z2) −
z2q2+m
(1− q2z2)2
(
(b`(m))2 + (b`(m+ 1))2
)
,
(M1(z))m,m−1 =
z3qm+3
(1− q2z2)2 (b
`(m))2.
Moreover, for Ω2 the action is
Φˆ(Ω2A
λ) = M`2(q
λ)Φˆ(Aλ+1)− 2q
2
(1− q2)2 Φˆ(A
λ) +N`2(q
λ)Φˆ(Aλ−1),
where M`2(z) = J
`M`1(z)J
` is a tridiagonal, and M`2(z) = J
`M`1(z)J
` is a diagonal matrix.
Remark 5.5.12. The proof of Theorem 5.4.14 does not explain why the matrix coefficients of
ηq and ηq−1 in Theorem 5.4.14 are related by z ↔ z−1. In Proposition 5.5.11 there is a lack
of symmetry between the up and down shift in λ, and only after suitable multiplication with
Φˆ0 from the left and right the symmetry of Theorem 5.4.14 pops up. It would be desirable to
have an explanation of this symmetry from the quantum group theoretic interpretation. Note
that the symmetry can be translated to the requirement Ψ(z)N1(q−2z−1) = M1(z)Ψ(qz) with
Ψ(qλ) = Φˆ`0(A
λ)Φˆ`0(A
−1−λ)−1.
The remark following (5.5.14) on how to switch to the second Casimir operator gives the
conjugation between M`1 and M
`
2 , respectively N
`
1 and N
`
2 . Note that in case ` = 0, Φ and Φˆ are
equal, and we find that Proposition 5.5.11 gives the operator
Φ(Ω2A
λ) = Φ(Ω1A
λ) =
q(1− q2λ+4)
(1− q2)2(1− q2λ+2) Φ(A
λ+1)− 2q
2
(1− q2)2 Φ(A
λ)
+
q3(1− q2λ)
(1− q2)2(1− q2λ+2) Φ(A
λ−1)
for Φ: Uq(g)→ C a spherical function (of type 0), which should be compared to [76, Lemma 5.1],
see also [85], [90].
Proof. Consider (5.5.14) and calculate the (m,m)-entry. Using the explicit expressions for the
elements t`(X) for X ∈ B, see (5.4.2), (5.3.1), in (5.5.14), we find
Φ(Ω1A
λ)m,m =
q3+m(1− q2λ)
(1− q2)2(1− q2λ+2) Φ(A
λ−1)m,m − 2q
2
(1− q2)2 Φ(A
λ)m,m
+
q1−m(1− q2λ+4)
(1− q2)2(1− q2λ+2) Φ(A
λ+1)m,m
− q
2λ+2+m(b`(m+ 1))2
(1− q2λ+2)2 Φ(A
λ+1)m,m
− q
2λ+2+m(b`(m))2
(1− q2λ+2)2 Φ(A
λ+1)m,m
+
qλ+m+1(b`(m+ 1))2
(1− q2λ+2)2 Φ(A
λ+1)m+1,m+1
+
q3λ+3+m(b`(m))2
(1− q2λ+2)2 Φ(A
λ+1)m−1,m−1,
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which we can rewrite as stated with the matrices M`1(q
λ) and N`1(q
λ). The case for Ω2 follows
from the observed symmetry, or it can be obtained by an analogous computation.
In particular, we can apply Proposition 5.5.11 to Φ`
ξ(n,m)
using (5.5.10) to find an eigenvalue
equation. In order to find an eigenvalue equation for the matrix valued polynomials, we first
introduce the full spherical functions Φˆ`n : A → End(C2`+1) defined by
Φˆ`n =
2∑`
i,j=0
(Φˆ`n)i,j ⊗ Ei,j , (Φˆ`n)i,j(Aλ) = (Φ`ξ(n,j)(Aλ))i−`,i−` (5.5.15)
for n ∈ N. So we put the vectors (Φˆ`
ξ(n,0)
, · · · , Φˆ`
ξ(n,2`)
) as columns in a matrix, and we relabel in
order to have the matrix entries labeled by i, j ∈ {0, · · · , 2`}. We reformulate Proposition 5.5.11
and (5.5.10) as the eigenvalue equations
Φˆn(A
λ)Λn(i) = Mi(q
λ)Φˆ`n(A
λ+1) +Ni(q
λ)Φˆ`n(A
λ−1),
Λn(1) =
2∑`
j=0
q1−n−j + q3+n+j
(1− q2)2 Ej,j , Λn(2) = JΛn(1)J,
(5.5.16)
where
(
Mi(z)
)
m,n
=
(
M`i (z)
)
m−`,n−` for m,n ∈ {0, 1, · · · , 2`}, and similarly for Ni, are the
matrices of Proposition 5.5.11 shifted to the standard matrix with respect to the standard basis
{en}2`n=0 of C2`+1. Note that the symmetry of Proposition 5.5.11 then rewrites as M2(z) =
JM1(z)J , N2(z) = JN1(z)J , with J : en 7→ e2`−n.
Now we rewrite Corollary 5.4.7 after pairing with Aλ as
Φˆ`n(A
λ) = Φˆ`0(A
λ)Pn
(
µ(qλ+1)
) ∈ End(C2`+1), (5.5.17)
where µ(x) = 1
2
(x+ x−1), using that pairing with the group-like elements Aλ is a homomorphism
and ϕ(Aλ) = µ(qλ+1) by (5.5.1). Using (5.5.17) in (5.5.16) proves Corollary 5.5.13.
Corollary 5.5.13. Assuming Φˆ`0(A
λ) is invertible, the matrix valued polynomials Pn satisfy the
eigenvalue equations
Pn(µ(q
λ)) Λn(i) = M˜i(q
λ)Pn(µ(q
λ+1)) + N˜i(q
λ)Pn(µ(q
λ−1)), i = 1, 2,
where
M˜i(q
λ) =
(
Φˆ`0(A
λ−1)
)−1
Mi(qλ−1)Φˆ`0(Aλ),
N˜i(q
λ) =
(
Φˆ`0(A
λ−1)
)−1
Ni(qλ−1)Φˆ`0(Aλ−2),
and Λn(i) are defined in (5.5.16) and µ(x) =
1
2
(x+ x−1).
It remains to prove the assumption in Corollary 5.5.13 for sufficiently many λ, and to calculate
the coefficients in the eigenvalue equations explicitly. This is done in Section 5.7.
Having established (5.5.17), we can prove Corollary 5.4.9 by considering coefficients in the
Laurent expansion.
Proof of Corollary 5.4.9. The left hand side of (5.5.17) can be expanded as a Laurent series in
qλ by Proposition 5.5.2(ii) and (5.5.15). The leading coefficient of degree `+ n is an antidiagonal
matrix
(
Φˆ`n(A
λ)
)
i,j
= qλ(`+n)
(
C
1
2
(n+j),`+ 1
2
(n−j),`
− 1
2
(n+j),−`− 1
2
(n−j),i−`
)2
+ lower order terms,
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since the Clebsch-Gordan coefficient is zero unless i+j = 2`. With a similar expression for Φˆ`0(A
λ)
on the right hand side and expanding Pn
(
µ(qλ+1)
)
= lc(Pn)qn(λ+1)2−n + lower order terms
gives
lc(Pn)i,j = δi,jq
n2−n
(
C
1
2
(n+j),`+ 1
2
(n−j),`
− 1
2
(n+j),−`− 1
2
(n−j),`−j
)2 (
C
1
2
j,`− 1
2
j,`
− 1
2
j,−`+ 1
2
j,`−j
)−2
,
and (5.A.7) gives the result.
Corollary 5.4.9 gives P0(x) = I, so Corollary 5.5.13 gives
Λ0(i) = M˜i(q
λ) + N˜i(q
λ), ∀λ ∈ Z. (5.5.18)
5.5.5 Symmetries
Even though we can use the explicit expression of the weight W to establish Proposition 5.4.10,
we show the occurrence of J in the commutant from Remark 5.4.5(ii).
Observe that (`1, `2) = ξ(n, k) gives (`2, `1) = ξ(n, 2` − k) and that σ(A) = A, so Remark
5.4.5(ii) yields
(
Φ`
ξ(n,i)
·A−1)(σ(Z)) = J`(Φ`
ξ(n,2`−i) ·A−1
)
(Z)J` for any Z ∈ Uq(g). Similarly,
using moreover that σ is a ∗-isomorphism and that S and σ commute, see (5.3.5) we obtain(
Φ`
ξ(n,j)
·A−1)∗(σ(Z)) = J`(Φ`
ξ(n,2`−i) ·A−1
)∗
(Z)J`. Since (σ ⊗ σ) ◦∆ = ∆ ◦ σ and (J`)2 = 1,
we find for Z ∈ Uq(g) from these observations, cf. (5.5.8),
tr
(
(Φ`ξ(n,i) ·A−1)(Φ`ξ(m,j) ·A−1)∗
)
(σ(Z))
= tr
(
(Φ`ξ(n,2`−i) ·A−1)(Φ`ξ(m,2`−j) ·A−1)∗
)
(Z).
By the first part of the proof of Theorem 5.4.8(
(Pn(ψ))
∗W (ψ)Pm(ψ)
)
i,j
(σ(Z)) =
(
(Pn(ψ))
∗W (ψ)Pm(ψ)
)
2`−i,2`−j
(Z).
Note that ψ(σ(Z)) = ψ(Z) by the symmetric expression of (5.5.2). Again using (σ⊗σ)◦∆ = ∆◦σ,
we have p(ψ)(σ(Z)) = p(ψ)(Z) for any polynomial p. It follows that(
(Pn(ψ))
∗W (ψ)Pm(ψ)
)
i,j
=
(
(Pn(ψ))
∗W (ψ)Pm(ψ)
)
2`−i,2`−j
. (5.5.19)
For n = m = 0, (5.5.19) proves that J is in the commutant algebra for W as stated in Proposition
5.4.10.
Note that (5.5.19), after applying the Haar functional on the ∗-algebra generated by ψ as
in Lemma 5.5.4, also gives JGnJ = Gn as is immediately clear from the explicit expression for
the squared norm matrix Gn in Theorem 5.4.8 derived in Section 5.5.3. It moreover shows that
(JPnJ)n∈N is a family of matrix valued orthogonal polynomials with respect to the weight W . It
is a consequence of Corollary 5.4.9, see Section 5.2, that JPnJ = Pn, since J lc(Pn)J = lc(Pn) by
Corollary 5.4.9.
Note that we have now proved Proposition 5.4.10 except for the ⊃-inclusion in the first line.
This is done after the proof of Theorem 5.4.8 is completed at the end of Section 5.6.1.
As a consequence of the discussion on symmetries, we can formulate the symmetry for Φˆ`n in
Lemma 5.5.14.
Lemma 5.5.14. With J : en 7→ e2`−n we have JΦˆ`n(Aλ)J = Φˆ`n(Aλ) for all λ ∈ Z.
Proof. This is a consequence of initial observations in Section 5.5.5. For i, j ∈ {0, · · · , 2`}, using
(5.5.15) and σ(Aλ) = Aλ we obtain(
JΦˆ`n(A
λ)J
)
i,j
=
(
Φˆ`n(A
λ)
)
2`−i,2`−j =
(
Φ`ξ(n,2`−j)(A
λ)
)
`−i,`−i
=
(
J`Φ`ξ(n,j)(A
λ)J`
)
`−i,`−i =
(
Φ`ξ(n,j)(A
λ)
)
i−`,i−` =
(
Φˆ`n(A
λ)
)
i,j
.
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5.6 The weight and orthogonality relations for the matrix valued
polynomials
In this section we complement the quantum group theoretic proofs of Section 5.5 of some of the
statements of Section 5.4 using mainly analytic techniques. In Section 5.6.1 we prove the statement
on the expansion of the entries of the weight function in terms of Chebyshev polynomials of
Theorem 5.4.8. In Section 5.6.2 we prove the LDU-decomposition of Theorem 5.4.16. In Section
5.6.3 we prove Lemma 5.5.8 using a special case and induction using Theorem 5.4.6 in the
induction step.
5.6.1 Explicit expressions of the weight
In order to prove the explicit expansion of the matrix entries of the weight W in terms of
Chebyshev polynomials, we start with the expression of Corollary 5.5.6 for the matrix entries of
the weight W . After pairing with Aλ, we expand as a Laurent polynomial in qλ in Proposition
5.6.1. Then we can use Lemma 5.6.2, whose proof is presented in Appendix 5.B.1.
Proposition 5.6.1. For 0 ≤ k, p ≤ 2`, λ ∈ Z we have
W (ψ)k,p(A
λ) =
1
2
(k+p)∑
s=− 1
2
(k+p)
d`s(k, p)q
2sλ, d`s(k, p) = d
`
−s(k, p),
d`s(k, p) =
1
2
k∑
i=− 1
2
k
1
2
p∑
j=− 1
2
p
s=j−i
∑`
n=−`
q2(i+j−n)+2(i+
1
2
k)(i−n+`− 1
2
k)+2(j+ 1
2
p)(j−n+`− 1
2
p)
×
[
k
1
2
k−i
]
q2
[
2`−k
`− 1
2
k+n−i
]
q2
[
p
1
2
p−j
]
q2
[
2`−p
`− 1
2
p+n−j
]
q2[
2`
`−n
]2
q2
.
Proof. We obtain from Corollary 5.5.6
W (ψ)k,p(A
λ) =
∑`
m,n=−`
(
Φ`ξ(0,k) ·A−1
)
m,n
(Aλ)
(
Φ`
ξ(0,p)
·A−1)
m,n
(A−λ)
=
∑`
m,n=−`
(
Φ`ξ(0,k)
)
m,n
(Aλ−1)
(
Φ`
ξ(0,p)
)
m,n
(A−1−λ),
(5.6.1)
using that Aλ is a group like element and S(Aλ)∗ = A−λ. Proposition 5.5.2(ii) gives the explicit
expression
W (ψ)k,p(A
λ) =
∑`
n=−`
1
2
k∑
i=− 1
2
k
1
2
p∑
j=− 1
2
p
(
C
1
2
k,`− 1
2
k,`
i,i−n,n
)2 (
C
1
2
p,`− 1
2
p,`
j,j−n,n
)2
q2λ(j−i)q2(i+j−n),
where the Clebsch-Gordan coefficients are to be taken as zero in case |i−n| > `− 1
2
k, respectively
|j − n| > `− 1
2
p. Now put s = j − i, then s runs from − 1
2
(k+ p) up to 1
2
(k+ p), and we have the
Laurent expansion
W (ψ)k,p(A
λ) =
1
2
(k+p)∑
s=− 1
2
(k+p)
d`s(k, p)q
2sλ,
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with
d`s(k, p) =
1
2
k∑
i=− 1
2
k
1
2
p∑
j=− 1
2
p
s=j−i
∑`
n=−`
(
C
1
2
k,`− 1
2
k,`
i,i−n,n
)2 (
C
1
2
p,`− 1
2
p,`
j,j−n,n
)2
q2(i+j−n).
Plugging in the explicit expression (5.A.3) gives the explicit expression for d`s(k, p).
In order to show that d`s(p, k) = d
`
−s(p, k), we note that p(ψ)(A
λ) = p(µ(qλ)) is symmetric in
λ↔ −λ for any polynomial p and so Corollary 5.5.6 implies the symmetry.
Note that for a matrix element of Pn(ψ)∗W (ψ)Pm(ψ) a similar expression can be given, cf.
the first part of the proof of Theorem 5.4.8, but this is not required. The symmetry in the
Laurent expansion of W (ψ)k,p(A
λ) does not seem to follow directly from known symmetries for
the Clebsch-Gordan coefficients, see e.g. [61, Ch. 3].
Now we can proceed with the proof of Theorem 5.4.8, for which we need Lemma 5.6.2.
Lemma 5.6.2. For ` ∈ 1
2
N and for k, p ∈ {0, · · · , 2`} subject to k ≤ p and k + p ≤ 2` we have
with the notation of Proposition 5.6.1 and Theorem 5.4.8,
k∑
r=0
k+p−2r∑
a=0
2s=k+p−2(r+a)
αr(k, p) = d
`
s(k, p).
Lemma 5.6.2 contains the essential equality for the proof of the explicit expression of the
coefficients of the matrix entries of the weight of Theorem 5.4.8. The proof of Lemma 5.6.2 can
be found in Appendix 5.B.1, and it is based on a q-analogue of the corresponding statement for
the classical case [67, Thm. 5.4]. Previously in 2011, Mizan Rahman (private correspondence) has
informed one of us that he has obtained a q-analogue of the underlying summation formula for
[67, Thm. 5.4]. It is remarkable that Rahman’s q-analogue is different from the one needed here
in Lemma 5.6.2.
Second part of the proof of Theorem 5.4.8. We prove the statement on the explicit expression of
the matrix entries of the weight in terms of Chebyshev polynomials. By Corollary 5.5.6 we have
W (ψ)k,p(A
λ) =
k∧p∑
r=0
αr(k, p)Uk+p−2r(µ(qλ)) =
k∧p∑
r=0
k+p−2r∑
a=0
αr(k, p)q
(k+p−2r−2a)λ
=
1
2
(k+p)∑
s=− 1
2
(k+p)
 k∧p∑
r=0
k+p−2r∑
a=0
2s=k+p−2(r+a)
αr(k, p)
 q2sλ
for all λ ∈ Z. Since the coefficients αr(k, p) are completely determined by W (ψ)k,p and since
W (ψ)k,p = W (ψ)2`−k,2`−k =
(
W (ψ)p,k
)∗
, we can restrict to the case k ≤ p, k + p ≤ 2`. For
this case the result follows from Lemma 5.6.2, and hence the explicit expression for αr(k, p) in
Theorem 5.4.8 is obtained.
Note that proof of Theorem 5.4.8 is not yet complete, since we have to show that the weight
is strictly positive definite for almost all x ∈ [−1, 1], see Section 5.2. This will follow from the
LDU-decomposition for the weight as observed in Corollary 5.4.17, but in order to prove the
LDU-decomposition of Theorem 5.4.16 we need the explicit expression for the coefficients αt(m,n)
of Theorem 5.4.8.
In Section 5.5.5 we observed that J commutes with W (x) for all x. In order to prove
Proposition 5.4.10 we need to show that the commutant is not larger, and for this we need the
explicit expression of αt(m,n) of Theorem 5.4.8.
106
Proof of Proposition 5.4.10. Let Y be in the commutant, and for Wk ∈ Mat2`+1(C) write W (x) =∑2`
n=0WkUn(x) using Theorem 5.4.8. Then [Y,Wk] = 0 for all k. The proof follows closely
the proofs of [67, Prop. 5.5] and [66, Prop. 2.6]. Note that W2` and W2`−1 are symmetric and
persymmetric (i.e. commute with J). Moreover (W2`)m,n is non-zero only for m + n = 2`
and (W2`−1)m,n is non-zero only for |m + n − 2`| = 1. From the explicit expression of the
coefficients αt(m,n) we find that all non-zero entries of W2` and W2`−1 are different apart from
the symmetry and persymmetry. The proof of Proposition 5.4.10 can then be finished following
[67, Prop. 5.5].
5.6.2 LDU-Decomposition
In order to prove the LDU-decomposition of Theorem 5.4.16 for the weight we need to prove the
matrix identity termwise. So we are required to show that
W (x)m,n =
m∧n∑
k=0
L(x)m,kT (x)k,kL(x)n,k (5.6.2)
for the expression of W (x) in Theorem 5.4.8 and for the expressions of L(x) and T (x) in Theorem
5.4.16. Because of symmetry we can assume without loss of generality that m ≥ n. Then (5.6.2) is
equivalent to Proposition 5.6.3 after taking into account the coefficients in the LDU-decomposition,
so it suffices to prove Proposition 5.6.3 in order to obtain Theorem 5.4.16
Proposition 5.6.3. For 0 ≤ n ≤ m ≤ 2`, ` ∈ 1
2
N and with αt(m,n) defined in Theorem 5.4.8,
we have
n∑
t=0
αt(m,n)Um+n−2t(x)
=
n∑
k=0
βk(m,n)
w(x; q2k+2|q2)
1− x2 Cm−k(x; q
2k+2|q2)Cn−k(x; q2k+2|q2),
βk(m,n) =
(q2; q2)m
(q2; q2)m+k+1
(q2; q2)n
(q2; q2)n+k+1
(q2; q2)2k(1− q4k+2)
× (q
2; q2)2`+k+1(q
2; q2)2`+k
q2`(q2; q2)22`
.
Before embarking on the proof of Proposition 5.6.3, note that each summand on the right
hand side of the expression of Proposition 5.6.3 is an even, respectively odd, polynomial for m+n
even, respectively odd, since the continuous q-ultraspherical polynomials are symmetric and since
w(x; q2k+2|q2) = 4(1− x2)
k∏
j=1
(1− 2(2x2 − 1)q2j + q4j),
see (5.4.12), is an even polynomial with a factor (1− x2). In the proof of Proposition 5.6.3 we
use Lemma 5.6.4.
Lemma 5.6.4. Let 0 ≤ k ≤ m ≤ n and t ∈ N, then the integral
1
2pi
∫ 1
−1
w(x; q2k+2|q2)√
1− x2 Cm−k(x; q
2k+2|q2)Cn−k(x; q2k+2|q2)Un+m−2t(x)dx
is equal to zero for t > m and for 0 ≤ t ≤ m the integral above is equal to
Ck(m,n)Rk(µ(t); 1, 1, q
−2m−2, q−2n−2; q2)
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with
Ck(m,n) =
q
−2
(
k
2
)
1− q2k+2
(q2k+2; q2)m+n−2k
(q4k+4; q2)m+n−2k
(q2k+2; q2)m−k
(q2; q2)m−k
(q2k+2; q2)n−k
(q2; q2)n−k
× (−1)
k(q4k+4; q2)m+n−2k(q2; q2)k+1
(q2; q2)m+n+1
.
In Lemma 5.6.4 we use the notation (5.4.13) for the q-Racah polynomials. Lemma 5.6.4
shows that the expansion as in Proposition 5.6.3 is indeed valid, and it remains to determine the
coefficients βk(m,n).
The proof of Lemma 5.6.4 follows the lines of the proof of [68, Lem. 2.7], see Appendix
5.B.2. The main ingredients are, cf. the proof in [68], the connection and linearizion coeffi-
cients for the continuous q-ultraspherical polynomials dating back to the work of L.J. Rogers
(1894-5), see e.g. [7, §10.11], [55, §13.3], [43, (7.6.14), (8.5.1)]. So we write the product
Cm−k(x; q2k+2|q2)Cn−k(x; q2k+2|q2) as a sum over r of continuous q-ultraspherical polyno-
mials Cr(x; q2k+2|q2) using the linearizion formula and we write Un+m−2t, which is a continuous
q-ultraspherical polynomial for β = q, in terms of Cs(x; q2k+2|q2) using the connection formula.
The orthogonality relations for the continuous q-ultraspherical polynomials then give the integral
in terms of a single series. The details are in Appendix 5.B.2. From this sketch of proof it is
immediately clear that Lemma 5.6.4 can be generalized to a more general statement. This is the
content of Remark 5.6.5, whose proof is left to the reader.
Remark 5.6.5. For integers 0 ≤ t, k ≤ m ≤ n and parameters α, β, we have
1
2pi
∫ 1
−1
w(x; qk+1α|q)√
1− x2 Cm−k(x; q
k+1α|q)Cn−k(x; qk+1α|q)Cm+n−2t(x;β|q)dx
= Ck(m,n, α, β)4φ3
[
α−1q−k, q−m−n+t−1, αqk+1, βα−1q−t−1
α−1q−m, α−1q−n, β
; q, q
]
,
where Ck(m,n, α, β) is
(αqk+1, αqk+2, α−1q−m−n+k, α−2q−t, αβ−1qk+2, α−1β−1qt−m−n; q)∞
(α2q2k+2, q, qk−t+1, α−2q−m−n−1, β−1qk−m−n+t, β−1q; q)∞
× (αq
k+1; q)m−k
(q; q)m−k
(αqk+1; q)n−k
(q; q)n−k
(α2q2k+2; q)m+n−2k
(αqk+2; q)m+n−2k
× (α
−1βq−k−1; q)k−t
(q; q)k−t
(β; q)m+n−t−k
(αqk+2; q)m+n−t−k
(qk+1α)k−t.
Note that the 4ϕ3-series in Remark 5.6.5 is balanced, but in general is not a q-Racah polynomial.
In the proof of Proposition 5.6.3, and hence of Theorem 5.4.16, we need the summation formula
involving q-Racah polynomials stated in Lemma 5.6.6. Its proof is also given in Appendix 5.B.2.
Lemma 5.6.6. For ` ∈ 1
2
N and m,n, k ∈ N with 0 ≤ k ≤ n ≤ m we have
m∑
t=0
(−1)t (q
2m−4`; q2)n−t
(q2m+4; q2)n−t
(q4`+4−2t; q2)t
(q2; q2)t
(1− q2m+2n+2−4t)q2
(
t
2
)
−4`t
×Rk(µ(t); 1, 1, q−2m−2, q−2n−2; q2)
= qn(n−1)−k(k+1)−4n`(−1)n+k (q
2; q2)2`+k+1(q
2; q2)2`−k
(q2; q2)2`+1
(1− q2m+2)
(q2; q2)n(q2; q2)2`−n
.
With these preparations we can prove Proposition 5.6.3, and hence the LDU-decomposition of
Theorem 5.4.16.
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Proof of Proposition 5.6.3. Since we have the existence of the expression in Proposition 5.6.3,
it suffices to calculate βk(m,n) having the explicit value of the αt(m,n)’s from Theorem 5.4.8.
Multiply both sides by 1
2pi
√
1− x2Um+n−2t(x) and integrate using the orthogonality for the
Chebyshev polynomials, so that Lemma 5.6.4 gives
1
4
αt(m,n) =
n∑
k=0
βk(m,n)Ck(m,n)Rk(µ(t); 1, 1, q
−2m−2, q−2n−2; q2).
The q-Racah polynomials Rk(µ(t); 1, 1, q
−m−1, q−n−1; q2) satisfy the orthogonality relations
n∑
t=0
q2t(1− q2m+2n+2−4t)Ri(µ(t); 1, 1, q−2m−2, q−2n−2; q2)
×Rj(µ(t); 1, 1, q−2m−2, q−2n−2; q2)
= δi,jq
−2k(m+n+1) (1− q2m+2)(1− q2n+2
(1− q4k+2)
(q2m+4, q2n+4; q2)k
(q−2m, q−2n; q2)k
.
Using the orthogonality relations we find the explicit expression of βk(m,n) in terms of αt(m,n),
and using the explicit expression of αt(m,n) of Theorem 5.4.8 gives
βk(m,n) =
1
4
q2k(m+n+1)
Ck(m,n)
(1− q4k+2)
(1− q2m+2)(1− q2n+2)
(q−2m, q−2n; q2)k
(q2m+4, q2n+4; q2)k
×
n∑
t=0
q2t(1− q2m+2n+2−4t)Rk(µ(t); 1, 1, q−2m−2, q−2n−2; q2)αt(m,n).
This expression is summable by Lemma 5.6.6. Collecting the coefficients proves the proposition.
Last part of the proof of Theorem 5.4.8. Now that we have proved Theorem 5.4.16, Corollary
5.4.17 is immediate, since the coefficients of the diagonal matrix T (x) are positive on (−1, 1). So
the weight is strictly positive definite on (−1, 1), which is the last step to be taken in the proof of
Theorem 5.4.8.
5.6.3 Summation formula for Clebsch-Gordan coefficients
In this subsection we prove Lemma 5.5.8, which has been used in the first part of the proof
of Theorem 5.4.8, see Section 5.5.3. The proof of Lemma 5.5.8 is somewhat involved, since we
employ an indirect way using induction and Theorem 5.4.6.
Proof of Lemma 5.5.8. Assume for the moment that
∑`
i=−`
∣∣∣C`1,`2,`m,m−i,i∣∣∣2 q−2i = q2`1−2`−2m (1− q4`+2)(1− q4`1+2) . (5.6.3)
Assuming (5.6.3) the lemma follows, using C`1,`2,`m1,m2,i = 0 if m1 −m2 6= i,
∑`
i=−`
`1∑
m1=−`1
`2∑
m2=−`2
|C`1,`2,`m1,m2,i|
2q2(m1+m2) =
`1∑
m1=−`1
q4m1
∑`
i=−`
∣∣∣C`1,`2,`m1,m1−i,i∣∣∣2 q−2i
=
`1∑
m1=−`1
q2`1−2`+2m1
(1− q4`+2)
(1− q4`1+2) = q
−2` (1− q4`+2)
(1− q2) .
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It remains to prove (5.6.3). We do this in case `1 +`2 = `. Put (`1, `2) = (k/2, `−k/2) = ξ(0, k)
for k ∈ N and k ≤ 2`. Using the explicit expression for the Clebsch-Gordan coefficients (5.A.3),
we find that in this special case the left hand side of (5.6.3) equals
∑ (q2; q2)k(q2; q2)2`−k(q2; q2)`−i(q2; q2)`+i
(q2; q2)k/2−m(q2; q2)k/2+m(q2; q2)`−k/2−m+i(q2; q2)`−k/2+m−i(q2; q2)2`
×q−2i+2(m−k/2)(m−i+`−k/2),
where the sum runs over i for −`+ k/2 +m ≤ i ≤ `− k/2 +m. Substitute i 7→ p− `+ k/2 +m
to see that this equals
`−k/2+m∑
i=−`+k/2+m
(q2; q2)`−i(q2; q2)`+i
(q2; q2)`−k/2+m−i(q2; q2)`−k/2−m+i
q−2i(1+m+k/2)
=
`−k∑
p=0
(q2; q2)2`−p−k/2−m(q2; q2)p+k/2+m
(q2; q2)p(q2; q2)2`−p−k
q−2(1+m+k/2)(p−`+k/2+m).
Simplifying the expression we find that
q−2(1+m+k/2)(−`+k/2+m)
(q2; q2)2`−k/2−m(q2; q2)k/2+m
(q2; q2)2`−k
×2φ1
[
q−4`+2k, q2m+k+2
q−4`+k+2m
; q2, q−2k−2
]
is equal to
q−2(1+m+k/2)(−`+k/2+m)
(q2; q2)2`−k/2−m(q2; q2)k/2+m(q−4`−2; q2)2`−k
(q2; q2)2`−k(q−4`+k+2m; q2)2`−k
,
since the 2ϕ1 can be summed by the reversed q-Chu-Vandermonde sum [43, (II.7)]. Putting
everything together proves (5.6.3), and hence for the case (`1, `2) = ξ(0, k) Lemma 5.5.8 , i.e.
`1 + `2 = `.
To prove Lemma 5.5.8 in general, we set
f``1,`2 (λ) := tr(Φ
`
`1,`2
(Aλ)) =
∑`
i=−`
`1∑
m1=−`1
`2∑
m2=−`2
∣∣∣C`1,`2,`m1,m2,i∣∣∣2 q−λ(m1+m2),
hence it is sufficient to calculate f``1,`2 (−2). We will show by induction on n that f`ξ(n,k)(−2) is
independent of (n, k), or equivalently that f``1,`2(−2) is independent of (`1, `2). Since we have
established the case n = 0, Lemma 5.5.8 then follows.
In order to perform the induction step we consider the recursion of Theorem 5.4.6. Using
ϕ(Aλ) = 1
2
(q1+λ + q−1−λ) we see that ϕ(1) = ϕ(A−2) = 1
2
(q + q−1). Taking the trace of
Theorem 5.4.6 at A0 = 1 and using Proposition 5.5.2(ii) we find, after taking traces,
1
2
(q + q−1)(2`+ 1) = (A1/2,1/2 +A−1/2,−1/2 +A−1/2,1/2 +A1/2,−1/2)(2`+ 1). (5.6.4)
Next we evaluate Theorem 5.4.6 at A−2 and we take traces, so, using ϕ(A−2) = ϕ(1),
1
2
(q + q−1)f``1,`2 (−2) =
∑
i,j=±1/2
Ai,jf
`
`1+i,`2+j
(−2),
110
which we rewrite, assuming f``1,`2 (−2) = F ` is independent of (`1, `2) for `1 + `2 ≤ `+ n, so that
f`
`1+
1
2
,`2+
1
2
(−2) is
1
A1/2,1/2
(
1
2
(q + q−1)−A1/2,−1/2 −A−1/2,1/2 −A−1/2,−1/2
)
F ` = F`,
by (5.6.4) for the last equality. So the statement also follows for `1 + `2 = ` + n + 1, and the
lemma follows.
5.7 q-Difference operators for the matrix valued polynomials
We continue the study of q-difference operator for the matrix valued orthogonal polynomials
started in Corollary 5.5.13. In particular, we show that the assumption on the invertibility of
Φˆ0 follows from the LDU-decomposition in Theorem 5.4.16. Then we make the coefficients in
the matrix valued second order q-difference operator of Corollary 5.5.13 explicit in Section 5.7.1.
Comparing to the scalar-valued Askey-Wilson q-difference operators, see e.g. [7], [43], [55], [63],
we view the q-difference operator as a matrix valued analogue of the Askey-Wilson q-difference
operator. Next, having the matrix valued orthogonal polynomials as eigenfunctions to the matrix
valued Askey-Wilson q-difference operator, we use this to obtain an explicit expression of the
matrix entries of the matrix valued orthogonal polynomials in terms of scalar-valued orthogonal
polynomials from the q-Askey scheme by decoupling of the q-difference operator using the matrix
valued polynomial L in the LDU-decomposition of Theorem 5.4.16. From this expression we can
obtain an explicit expression for the coefficients in the matrix valued three-term recurrence relation
for the matrix valued orthogonal polynomials, hence proving Theorem 5.4.12 and Corollary 5.4.13.
5.7.1 Explicit expressions of the q-difference operators
In order to make make Corollary 5.5.13 explicit, we need to study the invertibility of the matrix
Φˆ`0(A
λ). For this we first use Theorem 5.5.5 and its Corollary 5.5.6, and in particular (5.6.1).
Because of Proposition 5.5.2(ii), this is only a single sum. In the notation of (5.5.15), we find
W (ψ)k,p(A
λ) =
∑`
n=−`
(Φˆ`0)n,k(A
λ−1)(Φˆ`0)n,p(A−λ−1)
=
((
Φˆ`0(A
−λ−1)
)∗
Φˆ`0(A
λ−1)
)
p,k
.
Taking the determinant gives, recalling µ(z) = 1
2
(z + z−1),
det
(
Φˆ`0(A
−λ−1)
)
det
(
Φˆ`0(A
λ−1)
)
= det
(
W (µ(qλ))
)
= det
(
T (µ(qλ))
)
=
2∏`
k=0
T (µ(qλ))k,k =
2∏`
k=0
4ck(`)(q
2+2λ, q2−2λ; q2)k
using the LDU-decomposition for the weight of Theorem 5.4.16 and (5.4.12). The right hand side
is non-zero for λ ∈ Z unless 1 ≤ |λ| ≤ 2`. So Φˆ`0(Aλ) is invertible for λ ≥ 2` or λ < −2`− 1 or
λ = −1, i.e. for an infinite number of λ ∈ Z and it is meaningful to consider Corollary 5.5.13.
Proof of Theorem 5.4.14. Corollary 5.5.13 gives a second-order q-difference equation for the
matrix valued orthogonal polynomials for an infinite set of λ. So it suffices to check that for
i = 1, 2 the matrix valued functions M˜i, N˜i of Corollary 5.5.13 coincide with Mi, Ni, where
Ni(z) =Mi(z−1), of Theorem 5.4.14, or
Φˆ`0(A
λ−1)Mi(qλ) = Mi(qλ−1)Φˆ`0(Aλ), Φˆ`0(Aλ−1)Ni(qλ) = Ni(qλ−1)Φˆ`0(Aλ−2), (5.7.1)
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where Mi, Ni as in (5.5.16), see Proposition 5.5.11, and Mi, Ni as in Theorem 5.4.14, where
Ni(z) =Mi(z−1).
By (5.5.18) we need
Λ0(i) =Mi(z) +Ni(z) =Mi(z) +Mi(z−1), (5.7.2)
which is an easy check using the explicit expressions of Theorem 5.4.14. Now (5.7.2) and (5.5.16)
for n = 0 show that any equation of (5.7.1) implies the other equation of (5.7.1). Indeed, assuming
the second equation of (5.7.1) holds, then
Φˆ`0(A
λ)Mi(qλ+1) + Φˆ`0(Aλ)Ni(qλ+1) = Φˆ`0(Aλ)Λ0(i)
= Mi(qλ)Φˆ`0(A
λ+1) +Ni(qλ)Φˆ`0(A
λ−1) = Mi(qλ)Φˆ`0(Aλ+1) + Φˆ
`
0(A
λ)Ni(qλ+1)
implying the first equation of (5.7.1).
By Proposition 5.5.2(ii) and (5.5.15) the matrix entries of Φˆ`0(A
λ) are Laurent series in qλ.
Setting z = qλ, we see that in order to verify (5.7.1) entry-wise, we need to check equalities for
Laurent series in z.
We first consider the second equality of (5.7.1) for i = 1. In this case the matrices N1 and N1
are band-limited. Hence, the (m,n)-th entry of both sides of (5.7.1) involves either two or one
terms, so we need to check
Φ`ξ(0,n−1)(A
λ−1)m−`,m−`
∣∣∣
z=qλ
N1(z)n−1,n + Φ`ξ(0,n)(Aλ−1)m−`,m−`
∣∣∣
z=qλ
N1(z)n,n
= N1(
z
q
)m,mΦ
`
ξ(0,n)(A
λ−2)m−`,m−`
∣∣∣
z=qλ
.
(5.7.3)
The proof of (5.7.3) involves the explicit expression of the spherical functions in terms of Clebsch-
Gordan coefficients using Proposition 5.5.2(ii). It is given in Appendix 5.B.3.
The statements for the second q-difference equation with i = 2 follows from the symmetries of
Proposition 5.5.11 and Lemma 5.5.14.
The explicit expressions have been obtained initially by computer algebra, and then later the
proof as presented here and in Appendix 5.B.3 has been obtained.
5.7.2 Explicit expressions for the matrix entries of the matrix valued
orthogonal polynomials
Having established the q-difference equations for the matrix valued orthogonal polynomials of
Theorem 5.4.14 and having the diagonal part of the LDU-decomposition of the weight in terms of
weight functions for the continuous q-ultraspherical polynomials in Theorem 5.4.16, it is natural
to look at the q-difference operators conjugated by the polynomial function Lt. It turns out that
this completely decouples one of the second order q-difference operators of Theorem 5.4.14. This
gives the opportunity to link the matrix entries of the matrix valued orthogonal polynomials to
continuous q-ultraspherical polynomials. In order to determine the coefficients we use the other
q-difference operator and the orthogonality relations. Having such an explicit expression we can
determine the three-term recurrence relation for the monic matrix valued orthogonal polynomials
straightforwardly, and hence also for the matrix valued orthogonal polynomials Pn, since we
already have determined the leading coefficient in Corollary 5.4.9.
The first step is to conjugate the second order q-difference operator D1 of Theorem 5.4.14
with the matrix Lt of the LDU-decomposition of Theorem 5.4.16 into a diagonal q-difference
operator. This conjugation is inspired by the result of [68, Theorem 6.1]. This conjugation
takes D2 in a three-diagonal q-difference operator. For any n ∈ N, let Rn(x) = Lt(x)Qn(x),
where Qn(x) = Pn(x)
(
lc(Pn)
)−1
denote the corresponding monic polynomial. Note that we have
determined the leading coefficient lc(Pn) in Corollary 5.4.9. Then (Rn)n≥0 forms a family of
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matrix valued polynomials, but note that the degree of Rn is larger than n, and that the leading
coefficient of Rn is singular. Note that Rn satisfy the orthogonality relations∫ 1
−1
(Rn(x))∗T (x)Rm(x)√1− x2dx = ∫ 1
−1
(
Qn(x)
)∗
W (x)Qm(x)
√
1− x2dx
= δm,n
pi
2
(
lc(Pm)
∗)−1Gm(lc(Pm))−1. (5.7.4)
Theorem 5.7.1. The polynomials (Rn)n≥0 are eigenfunctions of the q-difference operators
Di = Ki(z)ηq +Ki(z−1)ηq−1 ,
with eigenvalues Λn(i), where
K1(z) =
2∑`
i=0
q1−i
(1− q2)2
(1− q2i+2z2)
(1− z2) Ei,i,
K2(z) = −
2∑`
i=1
qi−2`+1
(1− q4`−2i+2)
(1− q2)2
z
(1− z2)Ei,i−1
+
2∑`
i=0
2qi−2`+1
1
(1− q2)2
(1 + q4`+2)
(1 + q2i)(1 + q2i+2)
(1− q2i+2z2)
(1− z2) Ei,i
−
2`−1∑
i=0
qi−2`+1
1
(1− q2)2
(1− q4`+2i+4)(1− q2i+2)2
(1− q4i+6)(1− q4i+2)(1 + q2i+2)2
× (1− q
2i+2z2)(1− q2i+4z2)
z(1− z2) Ei,i+1.
Proof. We start by observing that the monic matrix valued orthogonal polynomials Qn are
eigenfunctions of the second order q-difference operators Di of Theorem 5.4.14 for the eigenvalue
lc(Pn)Λn(i)lc(Pn)−1 = Λn(i), since the matrices are diagonal and thus commute. By conjugation
we find that Rn satisfy
Ki(z)R˘n(qz) +Ki(z−1)R˘n( z
q
) = Rn(x)Λn(i), Ki(z) = L˘t(z)Mi(z)
(
L˘t(qz)
)−1
using the notation L˘t(z) = Lt(µ(z)), etc., with x = µ(z) = 1
2
(z + z−1) as before. It remains to
calculate Ki(z) explicitly. We show in Appendix 5.B.4 that the expressions for Ki are correct by
verifying
Ki(z)L˘t(qz) = L˘t(z)Mi(z), i = 1, 2. (5.7.5)
Lemma 5.7.2. For n ∈ N and 0 ≤ i, j ≤ 2` we have
Rn(x)ij = βn(i, j)Cn+j−i(x; q2i+2|q2),
where Cn(x;β|q) are the continuous q-ultraspherical polynomials (5.4.10) and βn(i, j) is a constant
depending on i, j and n.
Proof. Evaluate D1Rn(x) = Rn(x)Λn(1) in entry (i, j). Since D1 is decoupled, we get a q-
difference equation for the polynomial
(Rn)i,j , which, after simplifying, is
(1− q2i+2z2)
(1− z2) R˘n(qz)ij +
(1− q2i+2z−2)
(1− z−2) R˘n(q
−1z)ij
= q1+i(q−j−n−1 + qj+n+1)R˘n(z)ij .
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All polynomial solutions of this q-difference are given by a multiple of the Askey-Wilson
polynomials, pn+j−i(x; qi+1,−qi+1, q1/2,−q1/2|q), see [55, §16.3], [43, §7.5], [63, §14.1]. Ap-
ply the quadratic transformation, see [12, (4.20)], to see that the polynomial solutions are
pn+j−i(x; qi+1,−qi+1, qi+2,−qi+2|q2). These polynomials are multiples of the continuous q-
ultraspherical polynomials Cn+j−i(x; q2i+2|q2), [55, §13.2], [43, §7.4-5], [63, §14.10.1]. Hence, the
polynomial matrix entries Rn(x)ij are a multiple of Cn+j−i(x; q2i+2|q2).
Our next objective is to determine the coefficients βn(i, j) of Lemma 5.7.2. Having exploited
that the matrix valued polynomials Rn are eigenfunctions for the decoupled operator D1 of
Theorem 5.7.1, we can use Lemma 5.7.2 in (5.7.4) to calculate the (i, j)-th coefficient of (5.7.4);
2
pi
2∑`
k=0
βn(k, i)βm(k, j)ck(`)
×
∫ 1
−1
Cn+i−k(x; q2k+2|q2)Cm+j−k(x; q2k+2|q2)
w(x; q2k+2|q2)√
1− x2 dx
= δm,nδi,j(Gm)i,i(lc(Pm))
−2
i,i ,
(5.7.6)
using that lc(Pm) and the squared norm matrix Gm are diagonal matrices, see Corollary 5.4.9
and Theorem 5.4.8. The integral in (5.7.6) can be evaluated by (5.4.11). In particular, the case
m+ j = n+ i of (5.7.6) gives the explicit orthogonality relations
2∑`
k=0
βm+j−i(k, i)βm(k, j)ck(`)
(q2k+4; q2)k
(q2; q2)k
(q4k+4; q2)m+j−k
(q2; q2)m+j−k
(1− q2k+2)
(1− q2m+2j+2)
= δi,j4
1−mq−2`
(1− q4`+2)2
(1− q2m+2i+2)(1− q4`−2i+2m+2)
(q2, q4`+4; q2)2m
(q2i+2, q4`−2i+2; q2)2m
.
(5.7.7)
Theorem 5.7.3. We have
Rn(x)i,j = (−1)i 2−n (q
2, q4`+4; q2)n
(q2j+2, q4`−2j+2; q2)n
(q−4`, q−2j−2n; q2)i
(q2, q4`+4; q2)i
× (q
2; q2)n+j−i
(q4i+4; q2)n+j−i
qj(2i+1)+2i(2`+n+1)−i
2
×Ri(µ(j); 1, 1, q−2n−2j−2, q−4`−2; q2)Cn+j−i(x; q2i+2|q2).
Proof. From Theorem 5.7.1 we have
K2(z)R˘n(qz) +K2(z−1)R˘n(q−1z) = R˘n(z)Λn(2). (5.7.8)
Evaluate (5.7.8) in entry (i, j) and use Lemma 5.7.2 to find a three term recurrence relation in i
of βn(i, j),
(q−j−n−1 + qj+n+1)
(q−1 − q)2 βn(i, j)C˘n+j−i(z; q
2i+2|q2)
= βn(i+ 1, j)
(
K2(z)i,i+1C˘n+j−i−1(qz; q2i+4|q2)
+K2(z−1)i,i+1C˘n+j−i−1(q−1z; q2i+4|q2)
)
+βn(i, j)
(
K2(z)iiC˘n+j−i−1(qz; q2i+2|q2)
+K2(z−1)iiC˘n+j−i(q−1z; q2i+2|q2)
)
+βn(i− 1, j)
(
K2(z)i,i−1C˘n+j−i+1(qz; q2i|q2)
+K2(z−1)i,i−1C˘n+j−i+1(q−1z; q2i|q2)
)
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Multiply by (1 − z2)(1 − q2)2 and evaluate the Laurent expansion at the leading coefficient
in z of degree n + j − i + 3. The leading coefficient in z of the continuous q-ultraspherical
polynomial C˘n(αz;β|q) is (β;q)n(q;q)n α
n. After a straightforward computation this leads to the three
term recurrence relation
(1 + q4`−2j+2n+2)βn(i, j)
= q2i+3
(1− q4`+2i+4)(1− q2i+2)2(1− q2n+2i+2j+4)
(1− qn+i+j+2)(1− q4i+6)(1− q4i+2)(1− q2i+2)2 βn(i+ 1, j)
−2q2i+2 (1 + q
4`+2)(1− q2n+2j+2)
(1 + q2i)(1 + q2i+2)
βn(i, j)
+q2i+1(1− qn+i+j+1)(1− q4`−2i+2)(1− q2n+2j−2i+2)βn(i− 1, j).
This recursion relation can be rewritten as the three-term recurrence relation for the q-Racah
polynomials after rescaling, see [43, Ch. 7], [55, §15.6] [63, §14.2]. We identify (α, β, γ, δ) as in
(5.4.13) with (1, 1, q−2n−2j−2, q−4`−2) in base q2. This gives
βn(i, j) = γn(j)(−1)i (q
−4`, q−2j−2n; q2)i
(q2, q4`+4; q2)i
(q2; q2)n+j−i
(q4i+4; q2)n+j−i
q2ji+2i(2`+n+1)−i
2
×Ri(µ(j); 1, 1, q−2n−2j−2, q−4`−2; q2)
for some constant γn(j) independent of i. Plugging this expression in (5.7.7) for i = j gives
|γn(j)|2 by comparing with the explicit orthogonality relations for the q-Racah polynomials, see
[43, Ch. 7], [55, §15.6] [63, §14.2].
For j ≥ i we have Ri,j(x) = Lj,i(x)(xnId + l.o.t), and since the explicit expression of Lj,i
shows that the leading coefficient (of degree j − i) is positive, we see that the leading coefficient
(of degree n + j − i) of Ri,j in case j ≥ i is positive. Since γn(j) is independent of i, we take
i = 0, which shows that γn(j) is positive.
Proof of Theorem 5.4.18. Using Theorem 5.7.3 with the explicit inverse of L(x) as given in
Theorem 5.4.16 gives an explicit expression for the matrix entries of Qn(x) = (L(x)−1)tRn(x).
Then we obtain the matrix entries of Pn(x) = Qn(x)lc(Pn) from this expression and Corollary
5.4.9, stating that the leading coefficient is a diagonal matrix.
5.7.3 Three-term recursion relation
The matrix valued orthogonal polynomials satisfy a three-term recurrence relation, see Section
5.2. Moreover, Theorem 5.4.6 shows that the three-term recurrence relation can in principle be
obtained from the tensor-product decomposition. However, in that case we obtain the coefficients
of the matrices in the three-term recurrence relation in terms of sums of squares of Clebsch-Gordan
coefficients, and this leads to a cumbersome result. In order to obtain an explicit expression for
the three-term recurrence relation as in Theorem 5.4.12 and Corollary 5.4.13 we use the explicit
expression obtained in Theorem 5.4.18 and Lemma 5.7.4, which is [68, Lemma 5.1]. Lemma 5.7.4
is only used to determine Xn.
Lemma 5.7.4. Let (Qn)n≥0 be a sequence of monic (matrix valued) orthogonal polynomials
and write Qn(x) =
∑n
k=0 Q
n
kx
k, where Qnk ∈ MatN (C). The sequence (Qn)n≥0 satisfies the
three-term recurrence relation
xQn(x) = Qn+1(x) +Qn(x)Xn +Qn−1(x)Yn,
where Y−1 = 0, Q0(x) = I and
Xn = Q
n
n−1 −Qn+1n , Yn = Qnn−2 −Qn+1n−1 −Qnn−1Xn.
So we start by calculating the one-but-leading term in the monic matrix valued orthogonal
polynomials.
115
Lemma 5.7.5. For the monic matrix valued orthogonal polynomials (Qn)n≥0 we have
Qnn−1 = −
2`−1∑
j=0
q
2
(1− q2n)(1− q2j+2)
(1− q2)(1− q2n+2j+2)Ej,j+1
−
2∑`
j=1
q
2
(1− q2n)(1− q4`−2j+2)
(1− q2)(1− q4`−2j+2n+2)Ej,j−1.
Proof. Since (Rn(x))i,j = βn(i, j)Cn+j−i(x; q2i+2|q2) and Qn(x) = Lt(x)−1Rn(x) by Theorem
5.7.3, see Section 5.7.2, we have
Qn(x)i,j =
2∑`
k=i
q(2k+1)(k−i)
(q2; q2)k(q
2; q2)k+i
(q2; q2)2k(q2; q2)i
βn(i, j)
× Ck−i(x; q−2k|q2)Cn+j−k(x; q2k+2|q2),
(5.7.9)
and this expression shows that deg(Qn(x)i,j) = n+ j − i. So in case j − i ≤ 0, we can only have
a contribution to Qnn−1 in case i− j = 0 or i− j = 1. The first case does not give a contribution,
since (5.7.9) is even or odd for n+ j − i even or odd. So we only have to calculate the leading
coefficient in (5.7.9) for i−j = 1. With the explicit value of βn(i, j) as in Section 5.7.2 or Theorem
5.4.18 and Corollary 5.4.20 we see that Qnn−1 in case i− j = 1 gives the required expression for(
Qnn−1
)
j,j−1.
On the other hand, by Proposition 5.4.10 and since J lc(Pn)J = lc(Pn) by Corollary 5.4.9,
it follows that JQn(x)J = Qn(x). Therefore we find the symmetry of the entries of the monic
matrix valued polynomials
(
Qn(x)
)
i,j
=
(
Qn(x)
)
2`−i,2`−j , so that the case j − i ≥ 0 can be
reduced to the previous case, and we get
(
Qnn−1
)
j,j+1
=
(
Qnn−1
)
2`−j,2`−j−1.
Proof of Theorem 5.4.12. The explicit expression for Xn follows from Lemma 5.7.4 and Lemma
5.7.5.
By Theorem 5.4.8 and Corollary 5.4.9 we have the orthogonality relations
2
pi
∫ 1
−1
(
Qm(x)
)∗
W (x)Qn(x)
√
1− x2dx = δm,n
(
lc(Pm)
∗)−1Gm(lc(Pm))−1
= δm,nGm
(
lc(Pm)
)−2
,
since the matrices involved are diagonal and self-adjoint, hence pairwise commute. By the
discussion in Section 5.2, we have
Yn = G
−1
n−1
(
lc(Pn−1)
)2
Gn
(
lc(Pn)
)−2
,
and a straightforward calculation gives the required expression.
Appendix
5.A Branching rules and Clebsch-Gordan coefficients
Proof of Theorem 5.4.3. The Clebsch-Gordan decomposition for Uq(su(2)) and the corresponding
intertwiner involving Clebsch-Gordan coefficients is well-known, see e.g. [61, §3.4]. With the
convention of the standard orthonormal bases as in Section 5.3 the Clebsch-Gordan coefficients
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give the unitary intertwiner
γ`1,`2 =
`1+`2⊕
`=|`1−`2|
γ``1,`2 :
`1+`2⊕
`=|`1−`2|
H` →H`1 ⊗H`2 ,
γ``1,`2 : H` →H`1 ⊗H`2 , e`n 7→
`1∑
n1=−`1
`2∑
n2=−`2
C`1,`2,`n1,n2,n e`1n1 ⊗ e`2n2 ,
(
t`1 ⊗ t`2)(∆(X)) ◦ γ`1,`2 = γ`1,`2 ◦ `1+`2∑
`=|`1−`2|
t`(X), ∀X ∈ Uq(su(2)).
(5.A.1)
Identifying the generators (K1/2,K−1/2, E, F ) of the Hopf algebra as in [61, §3.1.1-2] with the
generators (k−1/2, k1/2, f, e) as in Section 5.3, we see that the Hopf algebra structures are the
same. Moreover, in this case the representations t` as in Section 5.3 correspond precisely with
the representations T1` of [61, §3.2.1] including the choice of orthonormal basis. This gives
C`1,`2,`n1,n2,n = Cq(`1, `2, `;n1, n2, n), where the right hand side is the notation of the Clebsch-Gordan
coefficient as in [61, §3.4.2, (41)]. The Clebsch-Gordan coefficients are explicitly known in terms
of terminating basic hypergeometric orthogonal polynomials, the so-called q-Hahn polynomials
[63], see [61, §3.4].
In order to obtain Theorem 5.4.3 from (5.A.1), we use Remark 5.4.2(ii). With the ∗-algebra
isomorphism Ψ as in Remark 5.4.2 we have t`(Ψ(X)) = J`t`(X)J` for all X ∈ Uq(su(2)), where
the intertwiner J` : H` →H`, J` : e`p 7→ e`−p is a unitary involution. Note that the representations
of Uq(su(2)) in (5.3.3) and of B in (5.4.2) are not related via the map of Remark 5.4.2(ii), but
they are related by the same operator J`. Theorem 5.4.3 now follows after setting β``1,`2 =
(J`1⊗Id)◦γ``1,`2◦J`, so that in particular C
`1,`2,`
n1,n2,n = C`1,`2,`−n1,n2,−n = Cq(`1, `2, `;−n1, n2,−n).
The Clebsch-Gordan coefficients satisfy several symmetry relations, and we require, see [61,
§3.4.4(70)],
C`1,`2,`n1,n2,n = C
`2,`1,`
n2,n1,−n. (5.A.2)
We need explicit expressions of the Clebsch-Gordan coefficients for the case `1 + `2 = `, which
follow from the explicit expressions in [61, §3.4.2, p. 80]. For fixed ` ∈ 1
2
N, let −` ≤ m ≤ `, and
we consider the case `1 = (`+m)/2 and `2 = (`−m)/2. The Clebsch-Gordan coefficients in this
case are given by
(
C
1
2
(`+m), 1
2
(`−m),`
i,j,k
)2
= q2(i+
1
2
(`+m))(j+ 1
2
(`−m))
[
`+m
1
2
(`+m)−i
]
q2
[
`−m
1
2
(`−m)−j
]
q2[
2`
`−k
]
q2
, (5.A.3)
assuming i − j = k and i ∈ {− 1
2
(` + m), 1
2
(` + m) + 1, · · · , 1
2
(` + m)}, j ∈ {− 1
2
(` −m), 1
2
(` −
m) + 1, · · · , 1
2
(`−m)}, k ∈ {−`,−`+ 1, · · · , `}.
Observe that the unitarity gives
δm,n = 〈e`m, e`n〉 =
`1∑
n1,m1=−`1
`2∑
n2,m2=−`2
C`1,`2,`m1,m2,mC
`1,`2,`
n1,n2,n〈e`1m1 ⊗ e`2m2 , e`1n1 ⊗ e`2n2 〉
=
`1∑
n1=−`1
`2∑
n2=−`2
C`1,`2,`n1,n2,mC
`1,`2,`
n1,n2,n
(5.A.4)
using the fact that the Clebsch-Gordan coefficients are real, see [61, §3.2.4].
We also need some of the simplest cases of Clebsch-Gordan coefficients, see [61, §3.2.4, p. 75],
C
1/2,1/2,0
1/2,1/2,0
=
−1√
1 + q2
, C
1/2,1/2,0
−1/2,−1/2,0 =
q√
1 + q2
, (5.A.5)
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and the other Clebsch-Gordan coefficients C
1/2,1/2,0
m,n,0 being zero. Another case required is a
generalization of a case of (5.A.5), see [61, §3.2.4, p. 80]
C`,`,0−`,−`,0 = q
2`
√
1− q2
1− q4`+2 (5.A.6)
and more generally
C`1,`2,`−`1,−`2,`2−`1 = q
`1+`2−`
(
(q2; q2)2`1 (q
2; q2)2`2
(q2; q2)`1+`2+`+1(q
2; q2)`1+`2−`
(1− q4`+2)
) 1
2
. (5.A.7)
5.B Proofs involving only basic hypergeometric series
In Appendix 5.B we collect the proofs of various intermediate results only involving basic
hypergeometric series. For these proofs we use the results of Gasper and Rahman [43]. In
particular we follow the standard notation of [43], and recall 0 < q < 1.
5.B.1 Proofs of lemmas for Theorem 5.4.8
Here we present the details of the proof of Lemma 5.6.2, which is used in order to prove the
explicit expression of the matrix entries of the weight in terms of Chebyshev polynomials in
Theorem 5.4.8. We start with two intermediate results needed in the proof. Lemma 5.B.1 can be
viewed as a q-analogue of Sheppard’s result [7, Cor. 3.3.4].
Lemma 5.B.1. For b, c, d, e ∈ C× we have
n∑
k=0
(dqk; q)n−k(eqk; q)n−k
(q−n, b, c; q)k
(q; q)k
(
de
bc
qn
)k
= cn
n∑
k=0
q
2k(n−1)−2
(
k
2
) (
de
bc2
)k
(d/c, e/c; q)n−k
(q−n, c, bcq1−n/(de); q)k
(q; q)k
qk.
Proof. Applying first [43, (III.13)] and next [43, (III.12)] gives
3φ2
[
q−n, b, c
d, e
; q,
de
bc
qn
]
=
(e/c; q)n
(e; q)n
3φ2
[
q−n, c, d/b
d, cq1−n/e
; q, q
]
= cn
(d/c, e/c; q)n
(d, e; q)n
3φ2
[
q−n, c, bcq1−n/de
cq1−n/d, cq1−n/e
; q,
q
b
]
.
Multiplying with (d, e; q)n and expanding gives
n∑
k=0
(dqk, eqk; q)n−k
(q−n, b, c; q)k
(q; q)k
(
de
bc
qn
)k
= cn
n∑
k=0
(d/c, e/c; q)n
(q1−nc/d, q1−nc/e; q)k
(q−n, c, bcq1−n/de; q)k
(q; q)k
( q
b
)k
= cn
n∑
k=0
q
2k(n−1)−2
(
k
2
) (
de
bc2
)k
(d/c, e/c; q)n−k
(q−n, c, bcq1−n/(de); q)k
(q; q)k
qk.
Lemma 5.B.2 gives a simple q-analogue of a Taylor expansion.
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Lemma 5.B.2 (a q-Taylor formula). Let B(q−M ) =
∑N
t=0 At(−1)t(q−M ; q)t be a polynomial
in q−M , then
∆nqB(q
−M )
q
(
n+1
2
)
(q−n; q)n
∣∣∣∣∣∣
M=0
= An,
where ∆q is the q-shift operator ∆qB(q−M ) = qM (B(q−M )−B(q−M−1)).
Proof. Define ft(x) = (x; q)t, then
∆qft(q
−M ) = qM (ft(q−M )− ft(q−M−1))
= q(1− qt)(q−M ; q)t−1 = q(1− qt)ft−1(q−M ).
Repeated application of ∆q on ft(q−M ) then gives
∆nq ft(q
−M ) = qn(qt; q−1)nft−n(q−M ) = q
n+tn−
(
n
2
)
(−1)n(q−t; q)nft−n(q−M ). (5.B.1)
Putting M = 0 in (5.B.1) the expression is zero if n > t and n < t. Therefore
∆nq ft(q
−M )
∣∣
M=0
= δn,t(−1)nq
(
n+1
2
)
(q−n; q)n.
This gives the result.
Proposition 5.B.3. Let ` ∈ 1
2
Z and k, p ∈ N such that k, p ≤ 2`, k − p ≤ 0 and k + p ≤ 2`.
Take s ∈ N such that s ≤ p and define
e`s(k, p) = q
2ks+k+p−2`
p−s∑
i=0
q−2i(s+1)
[
k
i
]
q2
[
p
i+ s
]
q2
×
k−s∑
n=0
q2n(−2i+k+p−s+1)
[
2`−k
n+s
]
q2
[
2`−p
n
]
q2[
2`
i+n+s
]2
q2
.
Then we have
e`s(k, p) = q
2p(2`+1)−p2−2`+k (1− q4`+2)
(1− q2k+2)
(q2; q2)2`−p(q2; q2)p
(q2; q2)2`
×
p−s∑
T=0
qT
2−(4`+3)T (−1)p−T (q
2k−4`; q2)p−T
(q2k+4; q2)p−T
(q4`−2T+4; q2)T
(q2; q2)T
.
Proof. The proof proceeds along the lines of the proof of [67, Proposition A.1], and we only give
a sketch. We start by reversing the inner summation, using M = 2`− k− s−m in e`s(k, p) to get
e`s(k, p) = q
2ks+k+p−2`+2(k+p−s+1)(2`−k−s)
p−s∑
i=0
q2i(2k+s−1)
[
k
i
]
q2
[
p
i+ s
]
q2
×
k−s∑
M=0
q2M(2i−k−p+s−1)
[
2`−k
M
]
q2
[
2`−p
2`−k−s−M
]
q2[
2`
2`−p−M+i
]2
q2
(5.B.2)
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We rewrite the inner summation over M
k−s∑
M=0
q2M(2i−k−p+s−1)
[
2`−k
M
]
q2
[
2`−p
2`−k−s−M
]
q2[
2`
2`−p−M+i
]2
q2
=
(q2; q2)2`−k(q2; q2)2`−p(q2; q2)2`−k+i(q2; q2)k−i
(q2; q2)22`(q
2; q2)2`−k−s
×
k−s∑
M=0
q−2M(k+s)
(q2k−4`+2s; q2)M (q2k−2i+2; q2)M
(q2; q2)M (q−4`+2k−2i; q2)M
B(q−2M ),
(5.B.3)
where B(q−2M ) = q2M(s+i−p)(q4`−2k−2M+2; q2)i(q2k−2p+2s+2M+2; q2)p−i−s is a polynomial in
q−2M of degree p− s that depends on `, k, p, i and s. The polynomial B(q−2M ) has an expansion
in (−1)t(q−2M ; q2)t such that B(q−2M ) =
∑p−s
t=0 At(−1)t(q−2M ; q2)t. By Lemma 5.B.2, the
coefficients At are obtained by repeated application of the q-shift operator;
∆t
q2
B(q−2M )
q
2
(
t+1
2
)
(q−2t; q2)t
∣∣∣∣∣∣
M=0
= At. (5.B.4)
We substitute B(q−2M ) =
∑p−s
t=0 At(−1)t(q−2M ; q2)t into (5.B.3) and we interchange the sum-
mations over M and t. Then the sum over M can be rewritten as a summable 2ϕ1. Using the
reversed q-Chu-Vandermonde summation [43, (II.7)] we can rewrite (5.B.3) as
(q2; q2)2`−k(q2; q2)2`−p
(q2; q2)22`
(q2; q2)2`−k+i(q2; q2)k−i
(q2; q2)2`−k−s
×
p−s∑
t=0
q
−2t(k+s+t+1)+2
(
t
2
)
At
(q2k−4`+2s, q2k−2i+2; q2)t(q−4`−2; q2)2`−k−s−t
(q−4`+2k−2i; q2)2`−k−s
.
(5.B.5)
Substituting (5.B.4) and (5.B.5) into (5.B.2) and interchanging the sums over i and t, we find
that e`
s(k,p)
is
q2ks+k+p−2`+2(2`−k−s)(k+p−s+1)
(q2; q2)k(q
2; q2)p(q2; q2)22`−k(q
2; q2)2`−p
(q2; q2)22`(q
2; q2)2`−k−s(q2; q2)s(q2; q2)p−s
×
p−s∑
t=0
q
−2t(k+s+t+1)−2
(
t
2
)
(q2k−4`+2s; q2)t(q−4`−2; q2)2`−k−s−t(q2k+2; q2)t
×
∆t
q2
q
2
(
t+1
2
)
(q−2t; q2)t
∣∣∣∣∣∣
M=0
q2M(s−p)(q2k−2p+2s+2M+2; q2)p−s
×
p−s∑
i=0
q2i(−2`+p−s−t−1)
(q2s−2p, q−2k, q4`−2k−2M+2; q2)i
(q2, q−2k−2M , q−2k−2t; q2)i
.
The inner sum over i is a 3ϕ2-series and after some rewriting, it can be transformed using Lemma
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5.B.1. The sum over i becomes
p−s∑
i=0
q2i(−2`+p−s−t−1)(q−2k−2M+2i, q−2k−2t+2i; q2)p−s−i
× (q
4`−2k−2M+2, q−2k, q2s−2p; q2)i
(q2; q2)i
= q−2k(p−s)
p−s∑
i=0
q
2i(2p−2s+k−t−2`−2)−4
(
i
2
)
(q−2t, q−2M ; q2)p−s−i
× (q
−2p+2s, q−2k, q4`+2t−2p+2s+4; q2)i
(q2; q2)i
.
We observe that the evaluation of the t-order q-difference operator yields only one non-zero term
in the sum over i, namely the one corresponding to i = p− s− t. After simplifications we have
e`s(k, p) = q
(4`−2p+3)s+s2+k−2`−p (1− q4`+2)
(1− q2k+2)
(q2; q2)2`−p(q2; q2)p
(q2; q2)2`
×
p−s∑
t=0
(−1)s+tqt2+t(4`−2p+2s+3) (q
2k−4`; q2)s+t(q4`−2p+2s+2t+4; q2)p−s−t
(q2k+4; q2)s+t(q2; q2)p−s−t
.
Reversing the order of summation using T = p− s− t proves the proposition.
Proof of Lemma 5.6.2. Recall from Proposition 5.6.1, that we have
W (ψ)k,p(A
λ) =
1
2
(k+p)∑
s=− 1
2
(k+p)
d`s(k, p)q
2sλ.
Therefore the coefficients of d`s(k, p) and α
`
i(k, p) are related by
d`s(k, p) =
p−(s+ 1
2
(p−k))∑
t=0
α`t(k, p).
Suppose that p − k ≤ 0, k + p ≤ 2` and s ≥ 1
2
(k − p). Using Proposition 5.6.1 we find the
expression
d`
s+ 1
2
(k−p)(k, p) = q
2ks+k+p−2`
p−s∑
i=0
q−2i(s+1)
[
k
i
]
q2
[
p
i+ s
]
q2
×
2`−k−s∑
n=0
q2n(−2i+k+p−s+1)
[
2`−k
n+s
]
q2
[
2`−p
n
]
q2[
2`
i+n+s
]2
q2
.
By taking e`s(k, p) = d
`
s+ 1
2
(k−p), Proposition 5.B.3 shows that d
`
s+ 1
2
(k−p)(k, p) is equal to
q2p(2`+1)−p
2−2`+k (1− q4`+2)
(1− q2k+2)
(q2; q2)2`−p(q2; q2)p
(q2; q2)p
×
p−s∑
t=0
qt
2−(4`+3)t(−1)k−t (q
2k−4`; q2)p−t
(q2k+4; q2)p−t
(q4`−2t+4; q2)t
(q2; q2)t
.
(5.B.6)
Comparing (5.B.6) with the explicit expression of α`i(k, p) yields the statement of the lemma.
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5.B.2 Proofs of lemmas for Theorem 5.4.16
Here we present the proof of the technical lemmas needed in the proof of Theorem 5.4.16, in
which the LDU-decomposition of the weight matrix is presented.
For completeness we start by recalling the linearizion and connection relations for the continuous
q-ultraspherical polynomials, see [7, §10.11], [55, §13.3], [43, (7.6.14), (8.5.1)]. The connection
coefficient formula is
Cn(x; γ|q) =
bn/2c∑
k=0
1− βqn−2k
1− β β
k (γ/β; q)k(γ; q)n−k
(q; q)k(βq; q)n−k
Cn−2k(x;β|q), (5.B.7)
and the linearizion formula is
Cn(x;β|q)Cm(x;β|q) =
m∧n∑
k=0
1− βqm+n−2k
1− β
(q; q)m+n−2k(β; q)m−k
(β2; q)m+n−2k(q; q)m−k
× (β; q)n−k(β; q)k(β
2; q)m+n−k
(q; q)n−k(q; q)k(qβ; q)m+n−k
Cm+n−2k(x;β|q).
(5.B.8)
The proof of Lemma 5.6.4 follows the lines of the proof of [68, Lem. 2.7] closely.
Proof of Lemma 5.6.4. In order to evaluate the integral of Lemma 5.6.4, we observe that the
weight function in the integral is the weight function (5.4.11) for the continuous q-ultraspherical
(in base q2) with β = q2k+2. Rewrite the product of the two continuous q-ultraspherical (in
base q2) with β = q2k+2 as a sum over i of Cm+n−2k−2i(x; q2k+2|q2) using (5.B.8). Since the
Chebyshev polynomials can be viewed as continuous q-ultraspherical polynomials, which in base q2
is Um+n−2t(x) = Cm+n−2t(x; q2|q2), we can use (5.B.7) to write the Chebyshev polynomial as a
sum of continuous q-ultraspherical polynomials with β = q2k+2. Plugging in the two summations,
and next using the orthogonality relations (5.4.11) shows that we can evaluate the integral of
Lemma 5.6.4 as a single sum;
q(2k+2)(k−t)
(q2k+2, q2k+4; q2)∞
(q2, q4k+4; q2)∞
×
t∧m−k∑
r=0∨t−k
(1− q2m+2n−2k+2−4r)
(1− q2m+2n−2k+2−2r)
(q2k+2; q2)r
(q2; q2)r
(q2k+2; q2)m−k−r
(q2; q2)m−k−r
(q2k+2; q2)n−k−r
(q2; q2)n−k−r
× (q
4k+4; q2)m+n−2k−r
(q2k+2; q2)m+n−2k−r
(q−2k; q2)k+r−t
(q2; q2)k+r−t
(q2; q2)m+n−t−k−r
(q2k+4; q2)m+n−t−k−r
q(2k+2)r.
(5.B.9)
We consider two cases; k ≥ t and k ≤ t. If k ≥ t, note that
1− q2m+2n−2k+2−4r
1− q2m+2n−2k+2−2r = q
−2r (qk−m−n+1,−qk−m−n+1, q2k−2m−2n−2; q2)r
(qk−m−n−1,−qk−m−n−1, q2k−2m−2n; q2)r
,
so that we can rewrite (5.B.9) as a terminating very-well-poised 8ϕ7-series. Explicitly,
(q2k+2, q2k+4; q2)∞
(q2, q4k+4; q2)∞
(q2k+2; q2)m−k
(q2; q2)m−k
(q2k+2; q2)n−k
(q2; q2)n−k
× (q
4k+4; q2)m+n−2k
(q2k+2; q2)m+n−2k
(q−2k; q2)k−t
(q2; q2)k−t
(q2; q2)m+n−t−k
(q2k+4; q2)m+n−t−k
q(2k+2)(k−t)
×8W7(q2k−2m−2n−2; q2k−2m, q2k−2n, q2t−2m−2n−2, q2k+2, q−2t; q2, q−2k).
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Here we use the notation of [43, §2.1]. Using Watson’s transformation formula [43, (III.18)] and
recalling the definition (5.4.13) of the q-Racah polynomials we can rewrite the 8W7 as a balanced
4$3;
(q2k−2m−2n, q−2t; q2)t
(q2k−2t+2, q−2m−2n−2; q2)t
4φ3
[
q−2k, q2t−2m−2n−2, q2k+2, q−2t
q−2m, q−2n, q2
; q2, q2
]
=
(q2k−2m−2n, q−2t; q2)t
(q2k−2t+2, q−2m−2n−2; q2)t
Rk(µ(t); 1, 1, q
−2m−2, q−2n−2; q2).
Simplifying the q-shifted factorials gives the required expression.
For the second case k ≤ t, we proceed similarly. After applying Watson’s transformation we
also employ Sears’ transformation for a terminating balanced 4ϕ3 series [43, (III.15)] in order to
recognize the expression for the q-Racah polynomial.
We leave the proof of the generalization of Lemma 5.6.4 in Remark 5.6.5 along the same lines
to the reader.
In the proof of the LDU-decomposition of Theorem 5.4.16 we have also used Lemma 5.6.6,
whose proof is presented next.
Proof of Lemma 5.6.6. We first write the q-Racah polynomial in the left hand side of Lemma
5.6.6 as a 4ϕ3-series and interchange the sums to get
k∑
j=0
(q−2k, q2k+2; q2)j
(q2, q2, q−2m, q−2n; q2)j
q2j
n∑
t=j
(−1)t (q
2m−4`; q2)n−t
(q2m+4; q2)n−t
(q4`+4−t; q2)t
(q2; q2)t
× (q−2t, q−2m−2n+2t−2; q2)j(1− q2m+2n+2−4t)q2
(
t
2
)
−(4`+4)t
,
(5.B.10)
which has a well-poised structure. Relabeling t = j + p gives that the inner sum is equal to
(q−2m−2n−2)j
(q4`−2m−2n+2; q2)j
(q−4`−2; q2)j
(q2; q2)j
×(q−2j ; q2)j(q−2m−2n−2+2j ; q2)j(1− q2m+2n+2−4j)q(4`+6)j
×
n−j∑
p=0
(q−4`−2+2j , q2j−m−n+1,−q2j−m−n+1, q−2m−2n−2+4j ; q2)p
(q2, q4`−2m−2n+2+2j , q2j−m−n−1,−q2j−m−n−1; q2)p
q(4`−2j+2)p.
Multiplying the inner sum with
(q2j−2m,q2j−2n;q2)p
(q2j−2n,q2j−2n;q2)p
, we can rewrite the sum as a very-well-poised
6ϕ5-series
6W5(q
4j−2m−2n−2; q−2−4`+2j , q2j−2n, q2j−2m; q2, q4`−2j+2).
This very-well-poised 6ϕ5 series can be evaluated by using [43, (II.21)] as
(q4j−2m−2n, q4`−2n+2; q2)n−j
(q4`−2m−2n+2j+2, q2j−2n; q2)n−j
.
Straightforward calculations show that (5.B.10) is given by
(q2m−4`; q2)n
(q2m+4; q2)n
(1− q2m+2n+2) (q
−2m−2n; q2)n
(q4`−2m−2n+2; q2)n
(q4`+2−2n; q2)n
(q−2n; q2)n
×
k∑
j=0
(q−2k, q2k+2, q−2`−2; q2)j
(q2, q2, q−2`; q2)j
q2j .
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The inner sum can be rewritten as a balanced 3ϕ2. Using the q-Saalschu¨tz transformation [43,
(II.12)], we find that (5.B.10) reduces to
(q2m−4`; q2)n
(q2m+4; q2)n
(1− q2m+2n+2) (q
−2m−2n; q2)n
(q4`−2m−2n+2; q2)n
(q4`+2−2n; q2)n
(q−2n; q2)n
(q−2k, q4`+4; q2)k
(q2, q4`−2k+2; q2)k
.
(5.B.11)
Finally, simplifying the q-Pochhammer symbols we prove that (5.B.11) is equal to the right hand
side of Lemma 5.6.6.
5.B.3 Proof of (5.7.3).
Here we verify that (5.7.3) is valid entry-wise. It follows from Theorem 5.4.14, Propositions 5.5.2
and 5.5.11, and the fact that Ni(z) =Mi(z−1), that the (m,n)-th entry of the left hand side of
(5.7.3) is given by
n−1∑
k=0
q`−m−2n+2k+3(1− q2n)
(
C
n−1
2
,`−n−1
2
,`
−n−1
2
+k,`−m−n−1
2
+k,m−`
)2 z−`+m+n−2k
(1− q2)2(1− z2)
−
n∑
k=0
q`−m−2n+2k+1
(
C
n
2
,`−n
2
,`
−n
2
+k,`−m−n
2
+k,m−`
)2 (z2 − q2n+2)z−`+m+n−2k
(1− q2)2(1− z2) . (5.B.12)
On the other hand, the (m,n)-th entry of the right hand side of (5.7.3) is given by
n∑
k=0
q2`−m−2n+4k+1
(
C
n
2
,`−n
2
,`
−n
2
+k,`−m−n
2
+k,m−`
)2 (1− q−2z2)z−`+m+n−2k
(1− q2)2(1− z2) . (5.B.13)
If we multiply (5.B.12) and (5.B.13) by (1− q2)2(1− z2), they become Laurent series in zs. By
equating the coefficients of zs, the proof of (5.7.3) boils down to prove the following equality:
q`−m−2n+2k+3(1− q2n)
(
C
n−1
2
,`−n−1
2
,`
−n−1
2
+k,`−m−n−1
2
+k,m−`
)2
− q`−m−2n+2k+3
(
C
n
2
,`−n
2
,`
−n
2
+k+1,`−m−n
2
+k+1,m−`
)2
+ q`−m+2k+3
(
C
n
2
,`−n
2
,`
−n
2
+k,`−m−n
2
+k,m−`
)2
= q`−m−2n+4k+3
(
C
n
2
,`−n
2
,`
−n
2
+k+1,`−m−n
2
+k+1,m−`
)2
− q`−m−2n+4k+5
(
C
n
2
,`−n
2
,`
−n
2
+k,`−m−n
2
+k,m−`
)2
.
The last equation is proved by using (5.A.3) and performing some simple manipulation of the
q-binomial coefficients.
5.B.4 Proof of (5.7.5).
The expressions for K1 and K2 can be obtained using the inverse of L given in Theorem 5.4.16,
so that K1 and K2 are uniquely determined. So it suffices to check (5.7.5).
In order to prove (5.7.5) we need to distinguish between the cases i = 1 and i = 2, since there
is no symmetry between the two cases.
The case i = 1 of (5.7.5) is L˘t(z)M1(z) = K1(z)L˘t(qz). Consider the (m,n)-entry of
K1(z)L˘t(qz)− L˘t(z)M1(z);
K1(z)m,mL˘(qz)n,m −M1(z)n−1,nL˘(z)n−1,m(z)−M1(z)n,nL˘(z)n,m(z). (5.B.14)
The convention is that matrices with negative labels are zero. In case m > n, (5.B.14) is zero,
since L is lower triangular. In case m = n, we see that K1(z)m,m = M1(z)m,m implies that
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(5.B.14) is zero as well. Note that this also covers the case n = 0. Assume 0 ≤ m < n, and
multiplying (5.B.14) by (1− q2)2(1− z2), and using the explicit expressions from Theorems 5.4.16
and 5.7.1 and canceling common factors, we need to show that the following expression equals
zero
q−m(1− q2+2mz2) C˘n−m(qz; q2m+2|q2)
+ q−nz (1− q2n+2m+2) C˘n−m−1(z; q2m+2|q2)
− q−n(1− q2+2nz2) C˘n−m(z; q2m+2|q2).
Now we can use the Laurent expansion of (5.4.10) to rewrite the expression as
q−m(1− q2+2mz2)
n−m∑
k=0
(q2m+2; q2)k(q
2m+2; q2)n−m−k
(q2; q2)k(q2; q2)n−m−k
(qz)n−m−2k
+ q−n (1− q2n+2m+2)
n−m−1∑
k=0
(q2m+2; q2)k(q
2m+2; q2)n−m−1−k
(q2; q2)k(q2; q2)n−m−1−k
zn−m−2k
− q−n(1− q2+2nz2)
n−m∑
k=0
(q2m+2; q2)k(q
2m+2; q2)n−m−k
(q2; q2)k(q2; q2)n−m−k
zn−m−2k.
It is a straightforward calculation to show that the coefficient of zn−m−2k, with integer −1 ≤
k ≤ n−m, equals zero. This proves the case i = 1 of (5.7.5).
To prove the case i = 2 of (5.7.5), we evaluate K2(z)L˘t(qz)− L˘t(z)M2(z) in the (m,n)-entry,
which is slightly more complicated than the corresponding case for i = 1
K2(z)m,m−1L˘(qz)n,m−1 +K2(z)m,mL˘(qz)n,m +K2(z)m,m+1L˘(qz)n,m+1
− L˘(z)n+1,mM2(z)n+1,n − L˘(z)n,mM2(z)n,n.
(5.B.15)
If m > n+1 all terms vanish in (5.B.15), because of the lower triangularity of L. In case m = n+1,
(5.B.15) reduces to K2(z)n+1,n −M2(z)n+1,n, which is indeed zero. Suppose m ≤ n, we expand
(5.B.15) under the convention that continuous q-ultraspherical polynomials with negative degree
are zero. Expand the continuous q-ultraspherical polynomials in z in (5.B.15) and take out the
term
1
(1− z2)
1
(1− q2)2
(q2; q2)n(q2; q2)2m+1
(q2; q2)m+n+1(q2; q2)m
By a long but straightforward calculation we can show that the coefficient of zn−m−2k, k ∈
{−1, 0, . . . , n−m+ 1} equals zero. This proves the case i = 2.
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Chapter 6
Matrix valued orthogonal polynomials
related to the quantum analogue of
(SU(3),U(2))
Matrix valued spherical functions related to the quantum symmetric pair for the quan-
tum analogue of (SU(3),U(2)) are introduced and studied. The quantum symmetric
pair is given in terms of a quantized universal enveloping algebra and a right coideal
subalgebra. Under the assumption of a conjecture about the branching rules of the
quantum analogue of (SU(3),U(2)), the matrix valued spherical functions give rise
to matrix valued polynomials, which are matrix valued analogues of a subfamily of
Askey-Wilson polynomials in two free parameters. For these matrix valued orthogonal
polynomials an orthogonality relation from the Schur orthogonality relations is proved.
The example of the first nontrivial spherical functions and the matrix valued weight
for a 2×2 matrix valued polynomial are given. This chapter is of a preliminary nature.
Therefore at the end of this chapter an outlook with research ideas is given.
6.1 Introduction
The interplay between quantum groups and special functions of basic hypergeometric type [43]
has been studied since the introduction of quantum groups, see e.g. [21, 61, 77]. Moreover
many implementations of orthogonal polynomials of basic hypergeometric type pop-up in the
representation theory of quantum groups. The identification of spherical functions on quantum
symmetric pairs in terms of special functions is one of them [85].
The quantum analogue for symmetric pairs of Lie groups has been developed Dijkhuizen,
Noumi and Sugitani in the early nineties [27, 28, 90, 91, 92, 99] for classical Lie groups. Letzter
developed a more comprehensive theory of quantum symmetric pairs for all semisimple Lie algebras
[81, 83, 84, 85, 86], see also the overview article of Kolb [71]. The motivating example of the
development of this theory is Koornwinder [76] He studied scalar valued spherical functions on
the quantum analogue of (SU(2),U(1)), considering twisted primitive elements in the quantized
universal enveloping algebra of Uq(sl2). Koornwinder [76] identified all scalar valued spherical
functions with Askey-Wilson polynomials in two free parameters. Dijkhuizen and Noumi [27]
continued the work of Koornwinder [76] and extend to quantum analogues of (SU(n+ 1),U(n))
where they consider two sided coideals of the quantized universal enveloping algebra of Uq(gln+1).
They identified the scalar valued spherical functions on these quantum analogues of (SU(n +
1),U(n)) with Askey-Wilson polynomials in two free parameters. Letzter [81] showed that her
approach to quantum symmetric pairs as a quantized universal enveloping algebra with a right
coideal subalgebra essentially provides the same subalgebras as the ones of Dijkhuizen and Noumi
[27]. Letzter [85] identified all scalar valued spherical functions for quantum symmetric pairs with
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reduced restricted root systems with Macdonald polynomials. Therefore Letzter [85] excluded the
quantum analogue of (SU(3),U(2)), since the restricted root system is non-reduced.
Scalar valued functions on symmetric spaces have a matrix valued analogue. For example,
Gru¨nbaum, Pacharoni, Tirao [47] gave a group theoretic approach to matrix valued orthogonal
polynomials manipulating matrix valued differential operators. In [47] they consider the symmetric
pair (SU(3),U(2)). Motivated by [47] and the approach of Koornwinder [74], the group theoretic
interpretation of matrix valued orthogonal polynomials on (SU(2)× SU(2), diag) are studied from
a different point of view which requires less manipulation of matrix valued differential operators,
see [67, 68]. The idea in [67, 68] is to construct matrix valued orthogonal polynomials related
to matrix valued spherical functions which satisfy certain recurrence relations using the group
theoretic interpretation. This approach for (SU(2)× SU(2),diag) led to matrix valued orthogonal
polynomials of arbitrary size, which can be considered to be matrix valued analogues of Chebyshev
polynomials. Using the group theoretical interpretation of these matrix valued polynomials along
with analytic tools we are able to understand these matrix valued polynomials in much detail,
i.e explicit orthogonality, three term recurrence relation, matrix valued differential operators
having these polynomials as eigenfunctions, expressing entries of the matrix valued polynomials
in explicit well-known scalar valued orthogonal polynomials from the Askey scheme, etc.
More recently the methods used in [67, 68] are extended to a specific example of a quantum
symmetric pair. In [4] matrix valued orthogonal polynomials related to matrix valued spherical
functions of the quantum analogue of (SU(2)×SU(2),diag) are studied. For the quantum analogue
of (SU(2)× SU(2), diag) we consider the quantum symmetric pair (Uq(g),B), where Uq(g) is the
quantized universal enveloping algebra of SU(2)× SU(2), where g = su2 ⊕ su2, and B is a right
coideal subalgebra of Uq(g), defined in Kolb [71]. Many results that appear in [67, 68] turn
out to have a quantum analogue found in [4], e.g. explicit orthogonality relations, three term
recurrence relations, matrix valued q-difference operators having these matrix valued polynomials
as eigenfunctions, expressions of the entries of the matrix valued polynomials in explicit well-known
scalar valued orthogonal polynomials from the q-Askey scheme, etc. We may obtain many results
in [67, 68] upon formally taking the limit q ↑ 1 in [4]. Although many methods in [4] give rise to
new identities and proofs not found in [67, 68], for example see Chapter 3 and [1]. Matrix valued
orthogonal polynomials related to matrix valued spherical functions on quantum symmetric spaces
different from the quantum analogue of (SU(2)× SU(2), diag) have not been studied.
In this chapter, motivated by van Pruijssen [96], Heckman [50] and [4] we develop matrix
valued orthogonal polynomials related to the quantum analogue of (SU(3),U(2)). The contents
of this chapter is as follows. In Section 6.2 the notation for the quantized universal enveloping
algebras is fixed. We give the finite dimensional irreducible representations of type one on the
quantized universal enveloping algebras. At the end of this section we introduce dynamical
root vectors which give rise to the unitary orthonormal Mudrov-Shapovalov basis for the finite
dimensional irreducible representations of type one, see [89]. In Section 6.3 we fix the right
coideal subalgebra B of the quantized universal enveloping algebra. The right coideal subalgebra
is ∗-invariant and has one free parameter. The Cartan subalgebra of B is determined which is
used to classify the unitary finite dimensional irreducible representations of B of type one. In
Section 6.4 a conjecture is stated regarding the decomposition of finite dimensional irreducible
representations of the quantized universal enveloping algebra of type one restricted to the right
coideal B. We give substantial evidence to assume that this conjecture is true through proving
several weaker statements of the conjecture. In Section 6.5 we classify the zonal spherical
functions on the quantum analogue of (SU(3),U(2)) as a subfamily of Askey-Wilson polynomials
in two free parameters. The classification is identified with the results of Dijkhuizen and Noumi
[27]. In Section 6.6 we introduce matrix valued spherical functions on the quantum analogue
of (SU(3),U(2)) which, upon assuming the conjecture about the branching rules, give rise to
matrix valued polynomials, defined in Section 6.7. For the matrix valued polynomials 6.7 an
orthogonality relation is proved, using Schur’s orthogonality relations. Due to time constrains we
restrict the matrix valued polynomials to only one free parameter. In Section 6.8 we give the
example of the first nontrivial zonal spherical function and the weight for one of the 2× 2 matrix
valued polynomials. Since this chapter is of a preliminary nature we give an outlook in Section
6.9 with future research ideas.
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6.2 Preliminaries
In this section we fix the notation for the quantized universal enveloping algebra of SU(3). We
introduce the irreducible representations of type one on the quantized universal enveloping algebra
of SU(3) and we construct a unitary orthonormal basis for these representations, following Mudrov
[89].
Let A = (ai,j)i,j =
(
2 −1
−1 2
)
be the Cartan matrix for g = su3. Let Q be the root lattice
generated by the roots α1, α2 ∈ h∗ such that there exists a bilinear form on h∗ defined by
(αi, αj) = ai,j . The weight lattice P is generated by the dominant weights $1 =
2
3
α1 +
1
3
α2
and $2 =
1
3
α1 +
2
3
α2 over Z and let P+ be the positive weight cone generated by the dominant
weights $1 and $2 over N. The quantized universal enveloping algebra Uq(g) of g is the unital
associative algebra generated by Ei, Fi and K
±1
i , where i = 1, 2, subjected to the relations
K±1i K
±1
j = K
±1
j K
±1
i , K
±1
i K
∓1
j = K
∓1
j K
±1
i , KiK
−1
i = 1 = K
−1
i Ki,
KiEj = q
(αi,αj)EjKi, KiFj = q
−(αi,αj)FjKi, [Ei, Fj ] =
Ki −K−1i
q − q−1 δi,j ,
(6.2.1)
for i, j = 1, 2 and, for i 6= j, the quantum Serre’s relations
E2i Ej − (q + q−1)EiEjEi + EjE2i = 0 = F 2i Fj − (q + q−1)FiFjFi + FjF 2i .
The quantized universal enveloping algebra Uq(g) has a Hopf algebra structure with comultiplica-
tion ∆, counit  and antipode S defined by
∆ : Ei, Fi,K
±1
i 7→ Ei ⊗ 1 +Ki ⊗ Ei, Fi ⊗K−1i + 1⊗ Fi,K±1i ⊗K±1i ,
 : Ei, Fi,K
±1
i 7→ 0, 0, 1, S : Ei, Fi,K±1i 7→ −K−1i Ei,−FiKi,K∓1i ,
with i = 1, 2. A ∗-structure on Uq(g) is given by the compact real form E∗i = KiFi, F ∗i = EiK−1i
and (K±1i )
∗ = K±1i for i = 1, 2, so that Uq(g) is a Hopf ∗-algebra.
The center of Uq(g) is formally, if we allow cube roots of Ki, generated by the two Casimir
elements
Ω1 = K
1
3
1 K
− 1
3
2
[
q−2K1K2 +K−11 K2 + q
2K−11 K
−1
2
(q − q−1)2 + q
−1K2E1F1 + qK−11 E2F2 − Eˇ3F3
]
,
Ω2 = K
− 1
3
1 K
1
3
2
[
q−2K1K2 +K1K−12 + q
2K−11 K
−1
2
(q − q−1)2 + qK
−1
2 E1F1 + q
−1K1E2F2 − E3Fˇ3
]
,
(6.2.2)
where E3 = E1E2−qE2E1 = [E1, E2]q , F3 = F1F2−qF2F1 = [F1, F2]q , Eˇ3 = E1E2−q−1E2E1 =
[E1, E2]q−1 and Fˇ3 = F1F2 − q−1F2F1 = [F1, F2]q−1 . See also [45] and [97] for the explicit
expressions of (6.2.2).
Let λ ∈ P+ such that λ = λ1$1 + λ2$2. The finite dimensional irreducible representation tλ
of type one of Uq(g) on the vector space Vλ is an algebra homomorphism tλ : Uq(g)→ End(Vλ)
such that there exists a highest weight vector vλ ∈ Vλ with
tλ(Ki)vλ = q
λivλ, tλ(Ei)vλ = 0, tλ(Uq(g))vλ = Vλ,
for i = 1, 2, see [61, §6.2 and §7.1]. By Schur’s lemma the representation of the Casimir elements
(6.2.2) act as a scalar on the vector space Vλ. Therefore the representation of the Casimir elements
is determined on the highest weight vectors. A straightforward calculation shows that for every
λ ∈ P+ and v ∈ Vλ we have tλ(Ωi)v = χΩiv, for i = 1, 2, where
χΩ1 = q
− 2
3
λ1− 43λ2 (1 + q
2λ1+2 + q2λ1+2λ2+2)
(1− q2)2 ,
χΩ2 = q
− 4
3
λ1− 23λ2 (1 + q
2λ2+2 + q2λ1+2λ2+2)
(1− q2)2
(6.2.3)
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with λ = λ1$1 + λ2$2.
We introduce the unitary orthonormal Mudrov-Shapovalov basis [89] for Vλ. To do so define
dynamical root vectors Eˆ3 and Fˆ3, see also [89, §3], by
Eˆ3 = [h2 + 1]qE2E1 − [h2]qE1E2, Fˆ3 = F1F2[h2 + 1]q − F2F1[h2]q , (6.2.4)
where [x]q = (qx − q−x)/(q − q−1) and Ki = qhi . In (6.2.4) we follow Mudrov [89], and in the
notation of (6.2.1) we have
Fˆ3 = F1F2
(
qK2 − q−1K−12
q − q−1
)
− F2F1
(
K2 −K−12
q − q−1
)
,
and similar for Eˆ3. In particular [F1, Fˆ3] = 0 and [E1, Eˆ3] = 0, see [89, Lemma 7.1].
Let λ ∈ P+. Mudrov [89] works with Verma modules Mλ. The Verma module Mλ can be
transformed to a finite dimensional irreducible representations Vλ in the obvious way transitioning
the results for Verma modules to finite dimensional irreducible representations Vλ. Denote vλ ∈ Vλ
and v∗λ ∈ V ∗λ by the canonical generators, which carry the highest and lowest weights. The cyclic
Shapovalov pairing 〈·, ·〉 : V ∗λ ⊗ Vλ → C follows from [89, §4]. For X,Y ∈ Uq(g) we abbreviate, as
in [89], 〈v∗λX,Y vλ〉 = v∗λXY vλ, which is well-defined by cyclicity.
Lemma 6.2.1. Let X = (i1, i2, . . . , ik), Y = (i
′
1, i
′
2, . . . , i
′
k′), where ij , i
′
j′ ∈ {1, 2, 3ˆ}. Define
FX = Fi1Fi2 . . . Fik , where F3ˆ = Fˆ3. Then
v∗λ(FX)
∗FY vλ = δX,Y qH(λ,X)||FXvλ||2MS,
where δX,Y = 1 if and only if X = Y and otherwise δX,Y = 0 and ||·||MS is the Mudrov-Shapovalov
form defined by Mudrov [89, §8], H(λ,X) is given by
H(λ,X) = #{i ∈ X : i = 3ˆ}+
∑
i∈X
∑
j∈Xi
(αi, αj)−
∑
i∈X
(λ, αi),
where we take α3ˆ = α1 + α2 and for ik ∈ X set Xik = (i` ∈ X : ` ≥ k).
Proof. We check readily that Fˆ ∗3 = qEˆ3K
−1
1 K
−1
2 and EiK
−1
j = q
(αi,αj)EiK
−1
j , where Eˆ3K
−1
j =
q(α3ˆ,αj)K−1j Eˆ3 for α3ˆ = α1 + α2. Denote K3ˆ = (K1K2)
−1. We have
v∗λF
∗
X = q
#{i∈X:i=3ˆ}v∗λEikK
−1
ik
Eik−1K
−1
ik−1 . . . Ei1K
−1
i1
= q
#{i∈X:i=3ˆ}+∑i∈X ∑j∈Xi (αi,αj)v∗λK−1i1 K−1i2 . . .K−1ik EikEik−1 . . . Ei1
= qH(λ,X)v∗λEikEik−1 . . . Ei1 .
By Mudrov [89, §8] we have
v∗λ(FX)
∗FY vλ = qH(λ,X)v∗λEikEik−1 . . . Ei1Fi′1Fi′2 . . . Fi′k′
vλ = δX,Y q
H(λ,X)||FXvλ||2MS.
Lemma 6.2.2. Let λ = λ1$1 +λ2$2 and define λ3 = λ1 +λ2. If X is such that FX = F
k
2 Fˆ
`
3F
m
1 ,
then
H(λ,X) = m(m+ 1) + `(`+m+ 2) + k(k + `−m+ 1)− λ1(`+m)− λ2(k + `),
||FXvλ||2MS = [`]q ![m]q ![k]q !
`−1∏
i=0
[λ2 − i+m+ 1]q [λ2 − i]q [λ3 − i+ 1]q
×
m−1∏
i=0
[λ1 − i]q
k−1∏
i=0
[λ2 − i+m− `]q .
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Proof. For X such that FX = F
k
2 Fˆ
`
3F
m
1 , we have
#{i ∈ X : i = 3ˆ}+
∑
i∈X
∑
j∈Xi
(αi, αj) = `+
m∑
i=1
m∑
j=i
(α1, α1) +
∑`
i=1
∑`
j=i
(α3ˆ, α3ˆ) +
m∑
j=1
(α3ˆ, α1)

+
k∑
i=1
 k∑
j=i
(α2, α2) +
∑`
j=1
(α2, α3ˆ) +
m∑
j=1
(α2, α1)

= m(m+ 1) + k(k −m+ 1) + `(k + `+m+ 2),
and ∑
i∈X
(λ, αi) = k(λ, α2) + `(λ, α3ˆ) +m(λ, α1) = (k + `)λ1 + (m+ `)λ2.
By Lemma 6.2.1 we find the explicit expression for H(λ,X). The explicit expression for ||FXvλ||2MS
can be found in [89, §8].
This allow us to find a unitary orthonormal basis for Vλ.
Theorem 6.2.3. For each weight λ ∈ P+ the vector space Vλ has an unitary orthonormal basis
given by (
q−
1
2
H(λ,X)||FXvλ||−1MSFXvλ
)
X
, (6.2.5)
where X sums over all FX = F
k
2 Fˆ
`
3F
m
1 where 0 ≤ m ≤ λ1, 0 ≤ ` ≤ λ2 and 0 ≤ k ≤ λ2 +m− `.
Proof. By Mudrov [89, §8] the vector space Vλ has an orthogonal basis
(Fk2 Fˆ
`
3F
m
1 vλ)k,`,m, ||Fk2 Fˆ `3Fm1 vλ||MS 6= 0,
hence the sequence (6.2.5) is basis for Vλ. By Lemma 6.2.1 the basis (6.2.5) is orthonormal. From
Lemma 6.2.2 it follows that ||Fk2 Fˆ `3Fm1 vλ||MS 6= 0 if and only if 0 ≤ m ≤ λ1, 0 ≤ ` ≤ λ2 and
0 ≤ k ≤ λ2 +m− `.
6.3 Finite dimensional irreducible representations of the right
coideal B
In this section we recall the right coideal subalgebra B of Uq(g). This right coideal subalgebra B
is the quantum analogue of U(k) where k = gl2 embedded in g. By Letzter [81] the right coideal
subalgebra B specializes to U(k) as q → 1 and B is a maximal right coideal subalgebra with this
property, see also [71, §10].
Let c1, c2 ∈ C× and write c = (c1, c2). Following [71, Example 9.4] the right coideal Bc = B is
the right coideal subalgebra of Uq(g), i.e. ∆(B) ⊂ B ⊗ Uq(g), generated by
K±1 =
(
K1K
−1
2
)±1
, Bc1 = B1 = F1 − c1E2K−11 , Bc2 = B2 = F2 − c2E1K−12 . (6.3.1)
Moreover we assume c1c2 = q3 = c1c2 so that B becomes ∗-invariant with B∗1 = −c1K−1B2,
B∗2 = −c2KB1 and K∗ = K. We call (Uq(g),B) the quantum symmetric pair related to
(SU(3),U(2)).
By a straightforward computation we have
∆(B1) = B1 ⊗K−11 + 1⊗ F1 − c1K−1 ⊗ E2K−11 ,
∆(B2) = B2 ⊗K−12 + 1⊗ F2 − c2K ⊗ E1K−12 .
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From [71, Lemma 7.2] it follows Z1 = −K−1 and Z2 = −K so that from [71, Theorem 7.4] the
Serre relations for B are
B21B2 − [2]qB1B2B1 +B2B21 = [2]q(qc2K + q−2c1K−1)B1,
B22B1 − [2]qB2B1B2 +B1B22 = [2]q(qc1K−1 + q−2c2K)B2.
The Cartan subalgebra of Bc is generated by elements K±1, C1 and C2, where
C1 = B1B2 − qB2B1 − 1
q − q−1 c2K +
q + q−1
q − q−1 c1K
−1,
C2 = B2B1 − qB1B2 − 1
q − q−1 c1K
−1 +
q + q−1
q − q−1 c2K.
(6.3.2)
Moreover if c1, c2 ∈ R×, then C1 and C2 are self adjoint. Then the Cartan subalgebra of Bc
satisfy relation [K,Ci] = 0 for i = 1, 2, [C1, C2] = 0 and
KB1 = q
−3B1K, C1B1 = qB1C1, C2B1 = q−1B1C2,
KB2 = q
3B2K, C1B2 = q
−1B2C1, C2B2 = qB2C2.
(6.3.3)
Note that by [72, Theorem 8.5] the center of B is of rank 2. Hence the center of B is generated by
K
1
3C1 and K
− 1
3C2, allowing cube roots.
If t is a unitary finite dimensional irreducible representation of Bc on the vector space W , then
by (6.3.3), there exists a highest weight vector w ∈W such that t(Bc1)w = 0, t(K)w = ±qµw for
some µ ∈ R, Bcw = W and qµ−3 /∈ σ(K).
Proposition 6.3.1. Let t be an unitary finite dimensional irreducible representation of Bc on
the vector space W such that the action of K on W has positive spectrum. Then t is determined
completely by the dimension of W and the action of K on the highest weight vector of W .
Proof. Fix w the highest weight vector of W normalized by 〈w,w〉 = 1. Let µ ∈ R such that
t(K)w = qµw. Define wi = t(B
c
2)
iw ∈W for i ∈ N. Then t(K)wi = qµ+3iwi by (6.3.3), so that
〈wi, wj〉 = 0 if i 6= j. Fix n ∈ N such that wi 6= 0 for 0 ≤ i ≤ n and wn+1 = 0. We show that a
basis for W is {wi}ni=0.
Since [K,Cj ] = 0 for j = 1, 2 and the eigenvalues of (wi)
n
i=0 are all different t(Cj)wi ∈ Cwi.
Let η1, η2 ∈ C such that t(C1)w = η1w and t(C2)w = η2w. We show that (wi)ni=0 is a orthogonal
basis for W and that
η1 =
c1q−µ+1(1 + q−2n−2)− c2qµ+2n
q − q−1 , η2 =
c2qµ−1(1 + q2n+2)− c1q−µ−2n
q − q−1 , (6.3.4)
so that the actions of C1 and C2 are determined by n and µ.
We prove by induction on i that t(Bc1)wi = b
c
iwi−1 for some b
c
i ∈ C, showing that the span
of {wi}ni=0 is invariant for Bc. For i = 0 we have t(Bc1)w0 = 0 by the highest weight property
t(Bc1)w0 = t(B
c
1)w = 0. Let i > 0 and assume that for each j < i we have t(B
c
1)wj = b
c
jwj−1.
Note that from the commutation relations (6.3.3) for C1 and C2 we have t(C1)wi = t(C1(B
c
2)
i)w =
q−iη1wi and t(C2)wi = t(C2(Bc2)
i)w = qiη2wi. Using C1 we find the recurrence relation
t(Bc1)wi = t(B
c
1)(B
c
2)
iw
= t
(
C1 + qB
c
2B
c
1 +
c2
(q − q−1)K −
(q + q−1)
(q − q−1) c1K
−1
)
(Bc2)
i−1w
= qt(Bc2B
c
1)wi−1 +
(
q1−iη1 +
q3i+µ−3c2
(q − q−1) −
(q + q−1)
(q − q−1) q
3−3i−µc1
)
wi−1,
(6.3.5)
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where we use the explicit actions t(C1)wi = q
−iη1wi and t(K±1)wi = q±(3i+µ)wi in the last
step of (6.3.5). By the induction hypothesis it follows from (6.3.5)
t(Bc1)wi = qt(B
c
2)b
c
i−1wi−2 +
(
q1−iη1 +
q3i+µ−3c2
(q − q−1) −
(q + q−1)
(q − q−1) q
3−3i−µc1
)
wi−1
=
(
qbci−1 + q
1−iη1 +
q3i+µ−3c2
(q − q−1) −
(q + q−1)
(q − q−1) q
3−3i−µc1
)
wi−1.
(6.3.6)
Hence t(Bc1)wi = b
c
iwi−1 for some b
c
i ∈ C. Since t(Bc2)wi = wi+1 and the K acts as a real scalar
on all wi we have that all (wi)
n
i=0 are linear independent, orthogonal and hence a basis for W .
We now determine the explicit value of bci . Iterating b
c
i in (6.3.6) gives
t(Bc1)wi = [i]q
(
η1 +
c2qµ+2i−2 − c1q1−µ−2i(1 + q2i)
(q − q−1)
)
wi−1 = bciwi−1. (6.3.7)
Since W is a (n+ 1)-dimensional vector space we must have t(Bc1B
c
2)wn = 0, therefore
η1 +
c2qµ+2n − c1q−1−µ−2n(1 + q2n+2)
(q − q−1) = 0.
Hence we get the explicit expression for η1 in (6.3.4). The explicit expression for η2 in (6.3.4)
follows from the same derivation interchanging C1 with C2.
It remains to calculate the squared norm of basis (wi)
n
i=0. Combining (6.3.7) and (6.3.4) we
have
t(Bc1)wi = [i]q
(c2qµ+2i−2 + c1q−µ−2n−1)(1− q2n−2i+2)
(q − q−1) wi−1.
Therefore we have
〈wk, wk〉 = 〈t(((Bc2)k)∗(Bc2)k)w,w〉
= (−1)kc2kq3
(
k
2
)
〈t(Kk(Bc1)k(Bc2)k)w,w〉
= (−1)k(c1c2)kq3
(
k
2
)
−k(2n+µ−1)
×
k−1∏
i=0
[i+ 1]q
(1 + c2c
−1
1 q
2µ+2n+2i+1)(1− q2n−2i)
(q − q−1) 〈t(K
k)w,w〉
=
q
3
(
k
2
)
−2kn+k
(1− q2)k [k]q !(−c2c
−1
1 q
2µ+2n+1; q2)k(q
2n; q−2)k > 0,
because q3c2c
−1
1 = c1c2c2c
−1
1 = |c2|2 > 0, hence c2c−11 > 0. Now the unitarity of the representa-
tion follows.
From Proposition 6.3.1 it follows that a unitary finite dimensional irreducible representation
of Bc on W such that the action of K on W has positive spectrum, is completely determined by
the action of K and the dimension of the vector space W . This allows us to define the unitary
finite dimensional irreducible representations of type 1 on Bc.
Definition 6.3.2. For µ ∈ R and n ∈ N we define the unitary (n+1)-dimensional irreducible type
1 representation t
(µ,n)
c of Bc on a vector space W (µ,n)c as follows. Let w(µ,n)c be a highest weight
vector such that t
(µ,n)
c (K)w
(µ,n)
c = q
µw
(µ,n)
c , t
(µ,n)
c (B1)w
(µ,n)
c = 0, t
(µ,n)
c (B
c
2)
kw
(µ,n)
c 6= 0 for
all 0 ≤ k ≤ n, and t(µ,n)c (Bc2)n+1w(µ,n)c = 0. The vector space W (µ,n)c is generated by {wi}ni=0
where wi = (B
c
2)
iw
(µ,n)
c .
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The actions of the generators of B and the Cartan algebra of B are
t
(µ,n)
c (B
c
1)wi = [i]q
(c2qµ+2i−2 + c1q−µ−2n−1)(1− q2n−2i+2)
(q − q−1) wi−1, t
(µ,n)
c (B
c
2)wi = wi+1,
t
(µ,n)
c (C1)wi = q
−iη1wi, t
(µ,n)
c (C2)wi = q
iη2wi, t
(µ,n)
c (K
±1)wi = q±(3i+µ)wi.
We summarize the statements proved in this chapter about the unitary finite dimensional
irreducible representations.
Theorem 6.3.3. All unitary finite dimensional irreducible representations of Bc on vector space
W such that the action of K on W has positive spectrum are, up to equivalence, the representations
t
(µ,n)
c where µ ∈ R and n ∈ N.
Remark 6.3.4. Let µ ∈ R and n ∈ N. Let (wi)ni=0 be the orthogonal basis for W (µ,n) of
Definition 6.3.2. We define orthonormal basis (w˜i)
n
i=0 by w˜i = wi/||wi||. The actions of C1, C2
and K on the orthonormal are the same. For Bc1 and B
c
2 we compute
t
(µ,n)
c (B
c
1)w˜i = −c1q−2i−n−µ+1
√
(1− q2i)
(1− q2)
(1− q2n−2i+2)
(1− q2) (q + c2c
−1
1 q
2µ+2n+2i)w˜i−1,
t
(µ,n)
c (B
c
2)w˜i = q
i−n+1
√
(1− q2i+2)
(1− q2)
(1− q2n−2i)
(1− q2) (q + c2c
−1
1 q
2µ+2n+2i+2)w˜i+1.
6.4 Branching rules
In this section we study the branching rules for representations of Uq(g) restricted to B. We state
a conjecture about the branching rules and we prove the conjecture partially. Unfortunately, we
have no complete proof at the moment.
Note that since B is ∗-invariant every finite dimensional irreducible representation of Uq(g)
restricted to the right coideal subalgebra B decomposes completely into finite dimensional
irreducible representations. This fact is also noted by Letzter [82, Theorem 3.3]. We state the
explicit decomposition as a conjecture.
Conjecture 6.4.1. Let λ ∈ P+ such that λ = λ1$1 + λ2$2 and fix the finite dimensional
irreducible representation tλ of Uq(g) on the vector space Vλ. The representation tλ restricted to
Bc decomposes into irreducible representations on Bc multiplicity free;
tλ|Bc '
⊕
(µ,n)
t
(µ,n)
c , Vλ =
⊕
(µ,n)
W
(µ,n)
c , (6.4.1)
where the sum is taken over (µ, n) = (λ1 + 2λ2 − 3k1, k1 − k2), with λ2 ≤ k1 ≤ λ1 + λ2 and
0 ≤ k2 ≤ λ2. 1
Conjecture (6.4.1) has been checked computationally for all λ = λ1$1+λ2$2 where λ1+λ2 ≤ 8.
Note that the labeling in Conjecture (6.4.1) is independent of the parameter c of the coideal
subalgebra Bc.
Proposition 6.4.2. Let λ = λ1$1 + λ2$2 ∈ P+ be a highest weight. Suppose that µ1, µ2, . . . ,
µm are the highest weights of the irreducible representations on B obtained from restricting tλ
to B. Let N1, N2, . . . , Nm be the corresponding dimensions of the irreducible representations
obtained from restricting tλ to B. For every ` ∈ Z we have the identity
q(2λ1+λ2)`
m∑
i=1
qµi`(1− q3Ni`) =
λ1∑
p=0
(1 + λ2)q
3`p −
λ2∑
p=0
(1 + λ1)q
3`(p+λ1+1). (6.4.2)
1 A few days before printing we were able to prove this conjecture. Unfortunately this margin is too narrow
to contain a proof nor there was enough time left to write out the details.
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Proof. This proposition can be proved from the Weyl character formula. However, we give an
alternative proof using the Mudrov-Shapovalov basis.
Every irreducible representation tλ restricted to B decomposes completely into the irreducible
representations t(µi,Ni−1). Since tλ(K) is diagonalizable, we have for each ` ∈ Z
tr(tλ(K
`)) =
m∑
i=1
Ni∑
j=1
q3µij` =
m∑
i=1
qµi`
(1− q3Ni`)
(1− q3`) .
Multiply by (1− q3`) yields the left hand side of (6.4.2), up to a factor q(2λ1+λ2)`.
To obtain the right hand side of (6.4.2) we compute the action of K = K1K
−1
2 on an element
of the Mudrov-Shapovalov basis. Let vλ be a highest weight for Vλ, then tλ(K)vλ = q
λ1−λ2vλ.
Let i, j, k be integers such that the Mudrov-Shapovalov norm ||F(i,j,k)vλ||MS defined in Lemma
6.2.1 is non-zero. We have tλ(K
`)F i2Fˆ
j
3F
k
1 vλ = q
3`(i−k)+`(λ1−λ2)F i2Fˆ
j
3F
k
1 vλ. By Lemma 6.2.2
||F(i,j,k)vλ||MS 6= 0 if and only if 0 ≤ k ≤ λ1, 0 ≤ j ≤ λ2 and 0 ≤ i ≤ λ2 + k − j, so that
tr(K`) =
λ1∑
k=0
λ2∑
j=0
λ2+k−j∑
i=0
q3`(i−k)+`(λ1−λ2)
= q(3−2λ1−λ2)`
(1 + λ1)q3`(λ1+λ2+1) − (λ1 + λ2 + 2)q3`λ1 + (1 + λ2)q−3`
(1− q3`)2 .
(6.4.3)
Multiply (6.4.3) by q(2λ1+λ2)`)(1− q3`) and expanding the q-powers in geometric sequences the
find the right hand side of (6.4.2).
Remark 6.4.3. The identity (6.4.2) holds for the decomposition of Conjecture 6.4.1. However
(6.4.2) does not determine the decomposition. For example, let λ = 2$1 + 2$2. We can calculate
that the restriction of tλ to B decomposes into
⊕
(µ,n) t
(µ,n) where
(µ, n) ∈ {(−6, 2), (−6, 3), (−6, 4), (−3, 1), (−3, 2), (−3, 3), (0, 0), (0, 1), (0, 2)}.
Unfortunately the set of representations of B having the same dimensions
(µ′, n′) ∈ {(−6, 3), (−6, 3), (−6, 4), (−3, 1), (−3, 1), (−3, 2), (0, 0), (0, 2), (0, 2)},
is also a solution for the left hand side of (6.4.2) where for each (µ′, n′), µi = µ′ and Ni = n′ + 1.
Note that the second set of solutions is not multiplicity free. However, assuming that the number
of constituents in (6.4.1) is lesser or equal to (λ1 +1)(λ2 +1) and the decomposition is multiplicity
free, Conjecture 6.4.1 follows from Proposition 6.4.2.
Although we are not able to prove Conjecture 6.4.1, we can prove the decomposition partially.
Theorem 6.4.4. Let λ = λ1$1 + λ2$2 ∈ P+ be a positive weight. Upon restricting the finite
dimensional irreducible representation tλ to B, the representation tλ decomposes as
tλ '
∑
(µ,n)
t(µ,n)
⊕ tW , Vλ =
⊕
(µ,n)
W (µ,n)
⊕W,
where (µ, n) runs over (−2λ1−λ2, λ1 +λ2−x) for 0 ≤ x ≤ λ2 and (−2λ1−λ2 +3x′, λ1 +λ2−x′)
for 0 < x′ ≤ λ1 and tW is the representation on the vector space W orthogonal to
⊕
W (µ,n).
Moreover, this proves Conjecture 6.4.1 for the special cases k1 = λ1 + λ2, 0 ≤ k2 ≤ λ2 and
λ2 ≤ k1 < λ1 + λ2, k2 = 0.
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$1
$2
α1
α2
α1 + α2
ν(0)
ν(1)
ν(2)
ν(3)
ν(4)
ν(5)
pi(0)
pi(1)
pi(2)
λ = λ1$1 + λ2$2
−λ1$1 + (λ1 + λ2)$2
B1
B2
Figure 6.1: Weight diagram for λ = 2$1 + 5$2.
Proof. Let λ = λ1$1 + λ2$2 ∈ P+ be a dominant weight. For each 0 ≤ ` ≤ λ2, choose a vector
u` of the weight spaces V
ν(`)
λ with weight ν(`) = −λ1$1 + (λ1 + λ2)$2 − `(α1 + α2), such that{u`}0≤`≤λ2 is an orthonormal set of vectors in Vλ. By the choice of u` we have tλ(B1)u` = 0,
tλ(F1)u` = 0 and tλ(E2)u` = 0. The weight diagram is depicted in Figure 6.1.
Hence, the subspace U =
⊕λ2
`=0 Cu` consists of highest weight vectors for B-representations.
Recall that the center of B is generated by K 13C1 and K− 13C2. Since K acts as q−2λ1−λ21U on
U and K
1
2C1 act as a constant in each representation, it suffices to study tλ(C1) on U , because
tλ(C1) maps U to itself. We show that tλ(C1) acts as a three-term recurrence operator on U .
Polynomial solutions for this three term recurrence relation are identified with dual q-Krawtchouk
polynomials. Hence we find highest weight vectors for finite dimensional irreducible representations
of B of the form wx =
∑λ2
`=0 K`(x)u`, where K`(x) are dual q-Krawtchouk polynomials in x of
degree `.
We work out the details. From (6.3.2), since tλ(B2B1)|U = 0 and tλ(K)|U = q−2λ1−λ2 , it
suffices to calculate the action of tλ(B1B2) on U . By Theorem 6.2.3 we may choose orthonormal
basis elements u` = ||FXvλ||−1FXvλ, with ||FXvλ|| = q
1
2
H(λ,X)||FXvλ|| and X = (0, `, λ1).
Looking at the weight space decomposition of the eigenvalues of the Cartan elements of Uq(g) we
have 〈tλ(B1B2)u`, up〉 = 0 for |`− p| > 1, also see Figure 6.1. For |`− p| ≤ 1, using the unitarity
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of the basis, we have
〈tλ(B1B2)u`, up〉 = −c1q−3−2λ1−λ2 〈tλ(B2)u`, tλ(B2)up〉.
We first solve p = `± 1. It is sufficient to do p = `− 1, since p = `+ 1 follows by shifting ` and
taking the complex conjugate. By the explicit expression of B2 from (6.3.1) we have
〈tλ(B2)u`, tλ(B2)u`−1〉 = 〈tλ(F2)u`, tλ(F2)u`−1〉 − c2〈tλ(E1K−12 )u`, tλ(F2)u`−1〉
− c2〈tλ(F2)u`, tλ(E1K−12 )u`−1〉+ |c2|2〈tλ(E1K−12 )u`, tλ(E1K−12 )u`−1〉
= −c2〈tλ(E1K−12 )u`, tλ(F2)u`−1〉,
where we compare the weight spaces of the elements in the last step. It suffices to calculate
〈tλ(E1K−12 )u`, tλ(F2)u`−1〉 = 〈u`, tλ((E1K−12 )∗F2)u`−1〉 = q−2λ1−λ2 〈u`, tλ(F1F2)u`−1〉.
For the dynamical root vector Fˆ3 = F1F2[h2 + 1]q−F2F1[h2]q and noting that tλ(F2F1)u`−1 = 0
we have
||Fˆ `3Fλ11 vλ||
||Fˆ `−13 Fλ11 vλ||
u` = tλ(Fˆ3)u`−1 = [λ1 + λ2 − `+ 2]qtλ(F1F2)u`−1,
so that with Lemma 6.2.2
〈tλ(B1B2)u`, u`−1〉 =
q2
(1− q2)
√
(1− q2`+2)(q−2λ2+2` − 1) ∈ R≥0.
For p = 0 we use (6.3.1) so that
〈tλ(B2)u`, tλ(B2)u`〉 = 〈tλ(F2)u`, tλ(F2)u`〉+ |c2|2〈tλ(E1K−12 )u`, tλ(E1K−12 )u`〉,
considering the weight spaces of the elements. By straightforward calculations using either Lemma
6.2.2 or (6.2.1) with tλ(E2)u` = tλ(F1)u` = 0, we have
〈tλ(F2)u`, tλ(F2)u`〉 = q2+`−λ1−λ2
(
q`+λ1+λ2 − q−`−λ1−λ2
q − q−1
)
,
〈tλ(E1K−12 )u`, tλ(E1K−12 )u`〉 = q`−3λ1−2λ2
(
q`+λ1 − q−`−λ1
q − q−1
)
.
Let α = (c2q−λ2 − c−12 qλ2−2)(q − q−1)−1 so that for each 0 ≤ ` ≤ λ2, we get
(1− q2)
q2
(tλ(B1B2)− α)u` = α`u`+1 + β`u` + α`−1u`−1, (6.4.4)
with
α` =
√
(1− q2`+2)(q−2λ2+2` − 1), β` = −(q2c−12 − c2)q2`−λ2−1.
We find the polynomial solutions for the recurrence relation xP`(x) = α`P`+1(x) + β`P`(x) +
α`−1P`−1(x) of (6.4.4). The monic normalized recurrence relation of (6.4.4) is
xp`(x) = p`+1(x) + β`p`(x) + (1− q2`)(q−2λ2+2`−2 − 1)p`−1(x).
Put q`(x) = b
−`p`(bx) so that
xq`(x) = q`+1(x)− b−1(q2c−12 − c2)q−λ2+2`−1q`(x) + b−2(1− q2`)(q−2λ2+2`−2 − 1)q`−1(x).
(6.4.5)
There are two ways to identify (6.4.5) with known polynomial solutions, both giving the same
result. The first solution is b = qλ2−1 and q`(x) = K`(λ(x);−q2c−22 , λ2; q2) with spectral
points λ(x) = q−2x − q2x−2λ2+2c−22 for 0 ≤ x ≤ λ2. The second solution is b = −qλ2+1c−12 and
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q`(x) = K`(λ(x);−q−2c22, λ2; q2) with spectral points λ(x) = q−2x−c22q−2x−λ2−2 for 0 ≤ x ≤ λ2.
We take the first solution b = qλ2−1. The spectral points of p`(x) are µ(x) = bλ(x). By the three
term recurrence relation for P`(x) we have
lc(P`(x)) =
1
γ1γ2 . . . γ`
=
1√
(−1)`(q2, q−2λ2 ; q2)`
.
The leading coefficient of the dual q-Krawtchouk polynomial K`(λ(x);−q2c−22 , λ2; q2), see [63,
§14.17], is (q−2λ2 ; q2)−1` . Since p`(x) = β`q`(β−1x) we have
P`(x) =
√
(−1)` (q
−2λ2 ; q2)`
(q2; q2)`
q`(λ2−1)cx2K`(λ(x);−q2c−22 , λ2; q2).
We have the spectrum
σ
(
1− q2
q2
(B1B2 − α)
)
= {c2qλ2−2x−1 − c−12 q−λ2+2x+1 : 0 ≤ x ≤ λ2}.
Hence we have tλ(C1)u` = tλ(B1B2)u` + γu`, where
γ = − c2q
−2λ1−λ2
(q − q−1) +
(q + q−1)
(q − q−1) c1q
2λ1+λ2 .
Therefore tλ(B1B2)u` = tλ(C1)u` − γu` and we have λ(x) = (q−2 − 1)(µC1 (x)− α− γ). Hence
µC1 (x) =
1
(q−1 − q)
[
c2q
λ2−2x − c1q2λ1+λ2+1(1 + q−2λ1−2λ2+2x−2)
]
. (6.4.6)
The finite dimensional representations are read off the eigenvalues (6.4.6), which are (µ, n) =
(−2λ1 − λ2, λ1 + λ2 − x), where 0 ≤ x ≤ λ2.
For the second part choose for each 0 ≤ ` ≤ λ1 a lowest weight vector u′`, i.e. u′` 6= 0 and
tλ(B2)u
′
` = 0, of the weight space V
pi(`)
λ with weight pi(`) = (λ1 + λ2)$1 − λ2$2 − `(α1 + α2),
such that (u′`)0≤`≤λ1 is an orthonormal set of vectors in Vλ. In a similar way as above we
construct vectors w′
x′ =
∑λ1
`′=0 K`′ (x
′)u`′ , where K`′ (x′) are dual q-Krawtchouk polynomials in
x′ of degree `′, which are lowest weight vectors for finite dimensional irreducible representations of
B. Reading off the spectrum we identify the lowest weight vectors w′
x′ with the finite dimensional
irreducible representations (µ, n) = (−2λ1−λ2 + 3x′, λ1 +λ2−x′) for 0 ≤ x′ ≤ λ1. Note that the
lowest weight vector w′0 generates the same finite dimensional irreducible representation as the
highest weight vector w0, giving overlap for x = 0 = x′. We leave the details to the reader.
6.5 Scalar valued spherical functions
We introduce the scalar valued spherical functions following Letzter [84, §4] and we recover some
results of Dijkhuizen and Noumi [27]. The scalar valued spherical functions are functions of
the quantized function algebra of G = SU(3) satisfying certain transformation properties. We
show that the algebra of all spherical function is a polynomial ring in one spherical function φ.
Moreover we relate the subset of zonal spherical functions of the algebra of all spherical function
with Askey-Wilson polynomial in φ with two free parameters. At the end of this section we find
an explicit expression for the Haar function on the quantized function algebra expressed as a
integral with an Askey-Wilson measure.
Denote Aq(G) for the quantized function algebra of G = SU(3) as defined in [61, Chapter 9]
and [58, Chapter 7]. The quantized function algebra Aq(G) is a Hopf ∗-algebra. By the quantum
Peter-Weyl theorem [61, §11.2] we have a Hopf algebra isomorphism
Aq(G) '
⊕
λ∈P+
Vλ ⊗ V ∗λ . (6.5.1)
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The elements of Aq(G) are linear maps of Uq(g) to C. For each element v1 ⊗ v∗2 ∈ Vλ ⊗ V ∗λ we
write tv1,v2λ for the corresponding matrix element in Aq(G) defined by
tv1,v2λ (X) = v
∗
2 tλ(X)v1,
with X ∈ Uq(g). Therefore Aq(G) is spanned by the matrix elements tv1,v2λ for all λ ∈ P+,
v1 ∈ Vλ and v∗2 ∈ V ∗λ .
Definition 6.5.1. Let c1, c2, d1, d2 ∈ C× such that c1c2 = q3 = d1d2 and take c = (c1, c2) and
d = (d1, d2). A spherical functions on Uq(g) associated to (Bc,Bd) is a linear map φ ∈ Aq(G)
such that φ(BXB′) = (B)φ(X)(B′) for B ∈ Bc, B′ ∈ Bd and X ∈ Uq(g). We denote BcABd
for the space of all spherical functions.
Note that by [61, Chapter 11, Proposition 68] the space BcABd is a subalgebra of Aq(G). For
each λ ∈ P+, denote BcABd(λ) = BcABd ∩ (Vλ ⊗ V ∗λ ). By the Peter-Weyl theorem (6.5.1) we
have BcABd = ⊕λ∈P+BcABd (λ).
Let λsph = $1 +$2 ∈ P+Θ . Recall from Section 4.3 that Θ maps αi to −ατ(i) where τ = (1 2),
so that P+Θ = {λ ∈ P+ : Θ(λ) = −λ} = λsphN. According to [84, Theorem 3.4] the space
BcABd (λ) is a one dimensional Bc left and Bd right module if and only if λ ∈ P+Θ = Nλsph. The
nonzero elements of BcABd (λ), where λ ∈ P+Θ , are called the zonal spherical functions associated
to (Bc,Bd). For each m ∈ N, choose a non-zero element φ˜m of BcABd (mλsph).
Define for each λ ∈ P the function ζλ on A by ζλ ·Kβ = q(λ,β) for each β ∈ P such that
Θ(β) = −β. Denote C[P ] for the algebra generated by the multiplicative group {ζλ : λ ∈ P}. Let
Res be the algebra homomorphism from Aq(G) to C[P ] defined by the restriction to the quantum
torus A. The following lemma can be found in [84, Lemma 4.1].
Lemma 6.5.2. For each λ ∈ P+Θ we have
Res(φ˜λ) =
∑
0≤β≤λ
fβζ
β ,
where fβ are scalars and fλ 6= 0.
The following theorem is from [84, Theorem 4.2].
Theorem 6.5.3. The restriction map Res : BcABd → U0 is injective.
For each λ ∈ P+Θ we define φλ to be the scalar multiple for φ˜λ such that the coefficients of ζλ
in Res(φλ) is 1.
Give two representations t, t′ of Uq(g). The multiplicity of t′ occurring in t is denoted by [t : t′].
We give a well known result of the tensor product decomposition, it follows for example from the
classical case in [54, §24.4], for the finite dimensional irreducible representations of Uq(g).
Proposition 6.5.4. Let λ, λ′ ∈ P+ be two dominant weights. Take the set
Λ = {(−1,−1), (−1, 0), (0,−1), (0, 0), (0, 1), (1, 0), (1, 1)}.
Then [tλsph ⊗ tλ : tλ′ ] ≥ 1 implies λ′ − λ = iα1 + jα2 for some (i, j) ∈ Λ.
Lemma 6.5.5. Let m ∈ N. With initial value φ−1 = 0 we have the three term recurrence
relation
φ1 · φm = Am+1φm+1 +Amφm +Am−1φm−1, (6.5.2)
where (φ1 · φm)(Y ) =
∑
(Y ) φ1(Y(1))φm(Y(2)).
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Proof. We check that φ1 · φm ∈ BcABd . Let B ∈ Bc and Y ∈ Uq(g), we have
(φ1 · φm)(BY ) =
∑
(B),(Y )
φ1(B(1)Y(1))φm(B(2)Y(2)) =
∑
(B),(Y )
(B(1))φ1(Y(1))φm(B(2)Y(2))
=
∑
(Y )
φ1(Y(1))φm
∑
(B)
(B(1))B(2)
Y(2)) = (B)(φ1 · φm)(Y ),
(6.5.3)
where we use the Hopf algebra axiom for the antipode and that B(1) ∈ Bc. Similarly we can
prove for every B′ ∈ Bd that (φ1 · φm)(Y B′) = (φ1 · φm)(Y )(B′). Hence φ1 · φm ∈ BcABd .
Let λ ∈ P+Θ . Since λ+ iα1 + jα2 ∈ P+Θ if and only if i = j and φ1 · φm ∈ BcABd , it follows
from Proposition 6.5.4 that φ1 · φm ∈ BcABd(λ − λsph) ∪ BcABd(λ) ∪ BcABd(λ + λsph). By
[84, Theorem 3.4] each space BcABd(λ′), with λ′ ∈ P+Θ , is one dimensional, hence there exist
Am+1, Am, Am−1 ∈ C such that φ1 · φm = Am+1φm+1 +Amφm +Am−1φm−1.
Proposition 6.5.6. Each zonal spherical function φm is a polynomial of degreem in φ1. Moreover
the algebra BcABd is a polynomial ring generated by φ1, i.e. BcABd = C[φ1].
Proof. We first proof that Am+1 6= 0 of (6.5.2). Let m ∈ N, by Lemma 6.5.2 we have
Res(φm) = (ζ
λsph )m +
m−1∑
i=0
fiλsph (ζ
λsph )i, fi ∈ C.
Hence the degree of Res(φm) in ζ
λsph is m. Since Res is an algebra homomorphism the degree of
Res(φ1 · φm) in ζλsph is m+ 1. Comparing the coefficient of (ζλsph )m+1 in (6.5.2) restricted to
the quantum torus yields that Am+1 6= 0.
From (6.5.2) it follows that each φm is a polynomial of degree m in φ1. Since all φm generate
BcABd we have that BcABd = C[φ1].
For a function f on C we define the operator ηq by ηqf(z) = f(qz). Note that ηq−1f(z) =
f(q−1z).
Theorem 6.5.7. The radial part (1 − q2)2Π(Ωi) of the Casimir elements Ωi is equal to the
following second order q-difference equation
f(z)(ηq − 1) + f(z−1)(ηq−1 − 1) +
(1− q6)
(1− q2) , (6.5.4)
where
f(z) =
(1 + c2d2q−2z)(1 + c−12 d
−1
2 q
4z)(1− c2d−12 q2z)(1− c−12 d2q2z)
(1− z2)(1− qz2)
Proof. From (4.6.17) we find the radial part (1 − q2)2Π(Ωi). Identifying z = q2λ−2 and
Aλ−1, Aλ, Aλ+1 7→ q−1z, z, qz in (4.6.17) then gives the q-difference equation (6.5.4).
Theorem 6.5.8. For each m ∈ N the zonal spherical functions are given by
φm = 2
−m(q2m+4; q2)−1m pm(φ1;−c2d2q−2,−c−12 d−12 q4, c2d−12 q2, c−12 d2q2|q2),
with Askey-Wilson polynomials pm(x; a, b, c, d|q).
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Proof. The Askey-Wilson polynomials pm(x; a, b, c, d|q) are characterized as polynomial solutions
to the second order q-difference equation
q−m(1− qm)(1− abcdqm−1) = f(z)(ηq − 1) + f(z−1)(ηq−1 − 1), (6.5.5)
where
f(z) =
(1− az)(1− bz)(1− cz)(1− dz)
(1− z2)(1− qz2) .
By 4.5.4 we have Res(Ωi.φm) = Π,(Ωi)·Res(φm). Combining (6.5.4) with (6.2.3) and identifying
1
2
(z + z−1) = Res(φ1) we find
(1− q2)2χΩiφm(z) = f(z)(φm(qz)− φm(z)) + f(z−1)(φm(q−1z)− φm(z)) +
(1− q6)
(1− q2)φm(z).
(6.5.6)
Comparing (6.5.6) with (6.5.5) we see that Res(φm) is a scalar multiple of the Askey-Wilson
polynomial of degree m in Res(φ1) for a, b, c, d, q 7→ −cdq−2,−c−12 d−12 q4, c2d−12 q2, c−12 d2q2, q2.
Since Res(φm) is monic, we identify Res(φm) with the monic Askey-Wilson polynomial of degree
m. The theorem now follows from Theorem 6.5.3 and Proposition 6.5.6.
Remark 6.5.9. The Askey-Wilson polynomials which appear in [27, Theorem 5.5] can be
identified with the Askey-Wilson polynomials in Theorem 6.5.8 upon taking c2 = qσ+1 and
d2 = qτ+2 with σ, τ ∈ R
For a, b, c, d ∈ C, such that at least three variables have absolute value lesser or equal to 1, the
orthogonality relation for the Askey-Wilson polynomials pm(x; a, b, c, d|q) is given by
1
2pi
∫ 1
−1
pm(x; a, b, c, d|q)pn(x; a, b, c, d|q) w(x)√
1− x2 dx
+
∑
e,k
pm(ek; a, b, c, d|q)pn(ek; a, b, c, d|q)wk(e; f, g, h) = hnδm,n,
(6.5.7)
where
w(x) = w(x; a, b, c, d|q) = h(x, 1)h(x,−1)h(x, q
1
2 )h(x,−q 12 )
h(x, a)h(x, b)h(x, c)h(x, d)
,
h(x, α) =
∞∏
k=0
(1− 2αqkx+ α2q2k),
(6.5.8)
the sum runs over e and k where e ∈ {a, b, c, d} such that |e| > 1 and k ∈ N such that |eqk| > 1
and e, f, g, h is a permutation of a, b, c, d,
wk(e; f, g, h) =
(e−2; q)∞
(q, ef, fe−1, eg, ge−1, eh, he−1; q)∞
(e2, ef, eg, eh; q)k
(q, eqf−1, eqg−1, eqh−1; q)k
× (1− e
2q2k)
(1− e2)
(
q
efgh
)k
,
ek =
(eqk + e−1q−1)
2
,
and
hn =
(abcdqn−1; q)n(abcdq2n; q)∞
(qn+1, abqn, acqn, adqn, bcqn, bdqn, cdqn; q)∞
.
Lemma 6.5.10. Let as = (K1K2). Define ψ = φ1.a
−1
s , then ψ is self-adjoint.
The proof of Lemma 6.5.10 is tedious and involves some computer calculations. Therefore the
proof of Lemma 6.5.10 is postponed to the appendix of this chapter.
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Lemma 6.5.11. The space of spherical functions
asBca−1s ABd = {χ ∈ Aq(G) : χ(asBa
−1
s XB
′) = (B)χ(X)(B′), ∀B ∈ Bc, B′ ∈ Bd, X ∈ Uq(g)},
is and algebra and is equal to C[ψ].
Proof. Note that since as is a group like element asBca−1s is a right coideal subalgebra. Therefore
by [61, Chapter 11, Proposition 68] the space
asBca−1s ABd is a subalgebra of Aq(G).
We show that
asBca−1s ABd is contained in BcABd .a
−1
s . Let ξ ∈ asBca−1s ABd , B ∈ Bc, B
′ ∈ Bd
and X ∈ Uq(g). Then (ξ.as)(BXB′) = ξ(asBXB′) = ξ(asBa−1s asXB′) = (B)ξ(asX)(B′), and
since as ∈ Uq(g) is invertible we replace X by asX and we find ξ.as ∈ BcABd . Hence asBca−1s ABd
is contained in BcABd .a−1s .
For each B ∈ Bc, B′ ∈ Bd and X ∈ Uq(g) we have (φ1.a−1s )(asBa−1s XB′) = φ1(Ba−1s XB′) =
(B)φ1(a
−1
s X)(B
′) = (B)(φ1.a−1s )(X)(B′). So ψ = φ1.a−1s ∈ asBca−1s ABd . Since a
−1
s is a
group like element we have
(φn1 .a
−1
s )(X) =
∑
(as),(X)
φ1((a
−1
s )(1)X(1))φ1((a
−1
s )(2)X(2)) . . . φ1((a
−1
s )(n)X(n))
=
∑
(X)
(φ1.a
−1
s )(X(1))(φ1.a
−1
s )(X(2)) . . . (φ1.a
−1
s )(X(n)) = (φ1.a
−1
s )
n(X),
(6.5.9)
for all n ∈ N and X ∈ Uq(g). Hence the action of a−1s on the left is an algebra homomorphism.
Because BcABd = C[φ1] by Proposition 6.5.6 it follows from (6.5.9) that ψ = φ1.a−1s generates
asBca−1s ABd as a polynomial ring.
Lemma 6.5.12. Let c, d ∈ R. A functional τ : Uq(g) → C satisfying τ((asBa−1s )Y B′) =
(B)τ(Y )(B′) for all B ∈ Bc, all B′ ∈ Bd and all Y ∈ Uq(g), is a polynomial in ψ. Moreover, the
Haar functional on the ∗-algebra C[ψ] ⊂ Aq(G) is given by
h(p(ψ)) =
∫
p(x)dm(x),
where p is a polynomial and dm(x) is the Askey-Wilson measure defined in the right hand side of
(6.5.8) normalized by 1 with parameters a, b, c, d being −c2d2q−2,−c−12 d−12 q4, c2d−12 q2, c−12 d2q2
in base q2.
Proof. By Lemma 6.5.11 the space
asBca−1s ABd is spanned by all φm.a
−1
s . Since the right
action of a−1s is an algebra homomorphism φm.a−1s is, by Theorem 6.5.8, a multiple of the
Askey-Wilson polynomial pm(ψ;−c2d2q−2,−c−12 d−12 q4, c2d−12 q2, c−12 d2q2|q2). For all m 6= n,
the Schur’s orthogonality relations give h((φm.a
−1
s )(φn.a
−1
s )
∗) = 0. Since p(ψ) is polynomial in
ψ it has to correspond to the orthogonality relations (6.5.7) for the Askey-Wilson polynomials.
So we find the expression for the Haar functional on the ∗-algebra generated by ψ.
6.6 Matrix valued spherical functions
The goal of this section is to introduce a matrix valued extension of spherical function. Let
c1, c2, d1, d2 ∈ C× such that c1c2 = q3 = d1d2 and fix c = (c1, c2) and d = (d1, d2).
Definition 6.6.1. For each weight λ ∈ P+ and tuple (µ, n) where µ ∈ Z and n ∈ N such that
t(µ,n) is contained in tλ upon restricting to Bc we denote the unitary Bc-intertwiner by
β
(µ,n)
λ (c) : W
(µ,n)
c → Vλ.
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Conjecture 6.4.1 shows that if t
(µ,n)
c occurs in Vλ then t
(µ,n)
c also occurs in Vλ+λsph . For fixed
(µ, n) we look for those λ such that t
(µ,n)
c occurs in Vλ and not in Vλ−λsph .
Definition 6.6.2. Let n ∈ N and µ ∈ Z, so that t(µ,n) is a finite dimensional irreducible
representation on B. For 0 ≤ k ≤ n we define the bottom elements bk(µ, n) ∈ P+ as follows:
1. If −n ≤ µ then bk(µ, n) = (µ+ n+ 2k)$1 + (n− k)$2, where 0 ≤ k ≤ n.
2. If −2n < µ < −n then bk(µ, n) = k$1 − (µ + 2k)$2 if 0 ≤ k < −µ − n and bk(µ, n) =
(µ+ n+ 2k)$1 + (n− k)$2 if −µ− n ≤ k ≤ n.
3. If µ ≤ −2n then bk(µ, n) = k$1 − (µ+ 2k)$2, where 0 ≤ k ≤ n.
We denote B(µ,n) = {bk(µ, n) : 0 ≤ k ≤ n} for the bottom for pair (µ, n).
Note that the bottom B(µ,n) is independent of c. Moreover, the bottom B(µ,n) is similar to
the bottom in [96, Theorem 2.3.16]. Using Theorem 6.4.4 we show that for each bottom elements
bk(µ, n) there exists an intertwiner β
(µ,n)
bk(µ,n)
. We do not assume Conjecture 6.4.1 for Proposition
6.6.3.
Proposition 6.6.3. Let n ∈ N and µ ∈ Z. For each 0 ≤ k ≤ n the Bc-intertwiner β(µ,n)bk(µ,n) :
W
(µ,n)
c → Vbk(µ,n) exists.
Proof. The statement follows from Theorem 6.4.4 applied on a case by case check on the bottom
from Definition 6.6.2. In case 1, where −n ≤ µ, the bottom is of the form bk(µ, n) = (µ +
n+ 2k)$1 + (n− k)$2. By Theorem 6.4.4 the representation tbk(µ,n) restricted to Bc contains
representations t
(µ′,n′)
c where (µ
′, n′) = (−2µ− 3n− 3k, µ+ 2n+ k − `) for 0 ≤ ` ≤ n− k and
(µ′, n′) = (−2µ−3n−3k+3`, µ+2n+k−`) where 0 ≤ ` ≤ µ+n+2k. Take ` = µ+n+k ≤ µ+n+2k
in the second case so that (µ′, n′) = (µ, n), hence t(µ,n)c is contained in tbk(µ,n) upon restricting
to B. In case 3, where µ ≤ −2n, the bottom is of the form bk(µ, n) = k$1 − (µ + 2k)$2. By
Theorem 6.4.4 the representation tbk(µ,n) restricted to B contains representations t
(µ′,n′)
c where
(µ′, n′) = (µ,−k − µ− `) for 0 ≤ ` ≤ −µ− 2k and (µ′, n′) = (µ+ 3`,−µ− k − `) for 0 ≤ ` ≤ k.
Take ` = −k − µ − n in the first case so that (µ′, n′) = (µ, n), hence t(µ,n)c is contained in
tbk(µ,n) upon restricting to B. Case 2 is a combination of case 3 if 0 ≤ k < −µ− n and case 1 if−µ− n ≤ k ≤ n.
Definition 6.6.4. Let λ ∈ P+ be a positive weight and let tuple (µ, n) be a tuple where µ ∈ Z,
n ∈ N such that t(µ,n)c is contained in tλ upon restricting to Bc. The non-zero linear map
Φ : Uq(g)→ End(W (µ,n)d ,W
(µ,n)
c ) is a spherical function of type (µ, n) if
Φ(BXB′) = t(µ,n)c (B)Φ(X)t
(µ,n)
d (B
′), ∀B ∈ Bc, ∀X ∈ Uq(g), ∀B′ ∈ Bd. (6.6.1)
Definition 6.6.5. Let λ ∈ P be a positive weight and (µ, n) be a weight for Bc such that t(µ,n)(c)
is contained in tλ upon restricting tλ to Bc. We define the spherical functions of type (µ, n)
associated to λ by
Φ
(µ,n)
λ (c, d) : Uq(g)→ End(W
(µ,n)
d ,W
(µ,n)
c ), Y 7→
(
β
(µ,n)
λ (c)
)∗ ◦ tλ(Y ) ◦ β(µ,n)λ (d).
The β
(µ,n)
λ (c) and β
(µ,n)
λ (d) are B-intertwiners the spherical functions of type (µ, n) associated
to λ satisfy condition (6.6.1), so they are spherical functions of type (µ, n). Note that Φ
(µ,n)
λ are
uniquely defined up to a phase factor.
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Definition 6.6.6. Let µ ∈ Z and n ∈ N, so that t(µ,n) is a finite dimensional irreducible
representation on Bc. Let B(µ,n) be the bottom for the pair (µ, n). We define the parametrization
ξ : N× {0, 1, . . . , n} → P+ as follows
ξ(d, k) = bk(µ, n) + dλsph,
where d ∈ N and k ∈ {0, 1, . . . , n}. The (µ, n)-well is defined by P+(µ, n) = {ξ(d, k) : d ∈ N, k ∈
{0, 1, . . . , n}} ⊂ P+.
Figures 6.1, 6.2 and 6.3 depict the set P+(µ, n), which is precisely the set of λ ∈ P+ for which
tλ contains t
(µ,n)
c upon restricting to Bc, for different types of (µ, n).
α1
α2
λsph
$1
$2
k d
Figure 6.1: Case −n ≤ µ, where (µ, n) = (−2, 3).
6.7 Matrix valued orthogonal polynomials
Let c1, c2, d1, d2 ∈ C× such that c1c2 = q3 = d1d2 and fix c = (c1, c2) and d = (d1, d2). With
this conjecture we are able to construct matrix valued polynomials related to the matrix valued
spherical functions of type (µ, n) associated with a positive weight λ, where t
(µ,n)
c is contained in
tλ upon restricting to Bc. We show that there exists a weight matrix so that these matrix valued
polynomials are orthogonal with respect to this weight matrix. Due to time constraints we only
work out the matrix valued polynomials for which c = d.
Proposition 6.7.1. Assume Conjecture 6.4.1 holds. Fix µ ∈ Z, n ∈ N and let λ ∈ P+ be a
weight such that t
(µ,n)
c is contained in the decomposition of tλ restricted to Bc. Denote β(µ,n)λ (c)
for the Bc-intertwiner given explicitly by
β
(µ,n)
λ (c)(wi) =
nλ∑
r=0
K
(µ,n)
λ (r; i; c)ur, (6.7.1)
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α1
α2
λsph
$1
$2
k
d
Figure 6.2: Case −2n < µ < −n, where (µ, n) = (−5, 3).
α1
α2
λsph
$1
$2
k
d
Figure 6.3: Case µ ≤ −2n, where (µ, n) = (−7, 3).
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where (wi(c))
n
i=0 is the orthonormal basis of W
(µ,n)
c from Definition 6.3.2 and (ur)
nλ
r=0 is the
orthonormal Mudrov-Shapovalov basis as in Theorem 6.2.3 and dim(Vλ) = nλ + 1.
(i) A spherical function Φ of type (µ, n) restricted to the quantum torus A generated by
(K1K2)m, with m ∈ Z, is diagonal with respect to basis (wi(c))ni=0 and (wj(d))nj=0 of
W
(µ,n)
c and W
(µ,n)
d .
(ii) Suppose c = d. Let Φ be a spherical function of type (µ, n) such that
Φ =
n∑
i,j=0
Φi,j ⊗ E(µ,n)i,j (c, d) : Uq(g)→ End(W (µ,n)d ,W
(µ,n)
c ),
with all linear maps Φi,j in the linear span of matrix elements t
ur,us
λ , 0 ≤ r, s ≤ nλ, then Φ
is a multiple of Φ
(µ,n)
λ = Φ
(µ,n)
λ (c, c).
Proof. For all m ∈ Z we have t(µ,n)c (K)Φ(Am) = Φ(KAm) = Φ(AmK) = Φ(Am)t(µ,n)d (K). We
compute Φi,j(A
mK) = qµ+3jΦi,j(A
m) and
Φi,j(KA
m) = 〈t(µ,n)c (K)Φ(Am)wj(c), wi(d)〉
= 〈Φ(Am)wj(c), t(µ,n)d (K)wi(d)〉 = qµ+3iΦi,j(Am).
Hence qµ+3iΦi,j(A
m) = qµ+3jΦi,j(A
m) for all 0 ≤ i, j ≤ n. Therefore Φi,j(Am) = 0 if i 6= j,
from which (i) follows.
For (ii) and observe that t
(µ,n)
c (B)Φ(1) = Φ(B) = Φ(1)t
(µ,n)
c (B) for all B ∈ Bc. By Schur’s
lemma there exists a ν ∈ C such that Φ(1) = νI, where I ∈ End(W (µ,n)c ) is the identity map.
With (6.7.1) and Conjecture 6.4.1 we have for each B ∈ Bc,
t
(µ,n)
c (B)i,j =
nλ∑
r,s=0
K
(µ,n)
λ (r; c; i)K
(µ,n)
λ (r; c; j)t
ur,us
λ (B).
By the multiplicity freeness of Conjecture 6.4.1 this is, up to a constant, the only combination of
matrix elements tur,usλ with this property. Hence (ii) follows.
Theorem 6.7.2. Suppose c = d. Let µ ∈ Z and n ∈ N and fix a positive weight λ ∈ P+ such
that t(µ,n) is contained in tλ upon restricting to B. There exist constants Ai,j such that
φ1 · Φ(µ,n)λ =
∑
(i,j)∈Λ
Ai,jΦ
(µ,n)
λ+iα1+jα2
, (6.7.2)
so that A1,1 6= 0, where we take φ1 from Section 6.5.
To interpret the result of Theorem 6.7.2 we evaluate both sides of (6.7.2) at an arbitrary
X ∈ Uq(g). After evaluating in X, the right hand side of (6.7.2) is a linear combination of
elements in End(W
(µ,n)
c ). The left hand side of (6.7.2) evaluated in X is interpreted as(
φ1 · Φ(µ,n)λ
)
(X) =
∑
(X)
φ1(X(1))Φ
(µ,n)
λ (X(2)) ∈ End(W
(µ,n)
c ).
By a similar computation as (6.5.3) we can show that for every B ∈ Bc, B′ ∈ Bd and X ∈ Uq(g)
we have the transformation behavior (φ1 · Φ(µ,n)λ )(BXB′) = t
(µ,n)
c (B)(φ1 · Φ(µ,n)λ )(X)t
(µ,n)
d (B
′).
In this computation it is essential that Bc and Bd are right coideals.
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Proof. Write λ = λ1$1 + λ2$2. Let (ur)
nλ
r=0 be the Mudrov-Shapovalov basis as in Theorem
6.2.3 where dim(Vλ) = nλ + 1. By Proposition 6.5.4
φ1 · Φ(µ,n)λ =
∑
(i,j)∈Λ
Ψi,j , Ψi,j =
n∑
k,`=0
Ψi,jk,` ⊗ E
(µ,n)
k,` ,
where Ψi,jk,` is in the span of the matrix elements t
ur,us
λ+iα1+jα2
. Since φ1 · Φ(µ,n) satisfies the
transformation property (6.5.3) and the matrix elements tur,usλ+iα1+jα2
form a basis for Aq(G) it
follows that all Ψi,j also satisfy (6.5.3). By Proposition 6.7.1 it follows that each Ψi,j is a multiple
of spherical function Φ
(µ,n)
λ+iα1+jα2
. Let Φi,j = Ai,jΦ
(µ,n)
λ+iα1+jα2
in case λ+ iα1 + jα2 ∈ P+(µ, n).
We have
φ1 · Φ(µ,n)λ =
∑
(i,j)∈Λ
λ+iα1+jα2∈P+(µ,n)
Ai,jΦ
(µ,n)
λ+iα1+jα2
. (6.7.3)
To show that A1,1 6= 0 we evaluate (6.7.3) at a suitable element of Uq(g). For every λ ∈ P+,
with λ = λ1$1 + λ2$2, and (i, j) ∈ Λ we have tλ+iα1+jα2(Eλ1+11 Eλ2+12 ) 6= 0 if and only if
i = 1 = j. Therefore Φ
(µ,n)
λ+iα1+jα2
(Eλ1+11 E
λ2+1
2 ) 6= 0 if and only if i = 1 = j. Hence the
right hand side of (6.7.3) evaluated at Eλ1+11 E
λ2+1
2 is A1,1Φ
(µ,n)
λ+iα1+jα2
(Eλ1+11 E
λ2+1
2 ), with
Φ
(µ,n)
λ+iα1+jα2
(Eλ1+11 E
λ2+1
2 ) 6= 0. It remains to show that the left hand side of (6.7.3) evaluated in
Eλ1+11 E
λ2+1
2 is non-zero. To compute the left hand side of (6.7.3) we compute the comultiplication
of Eλ1+11 E
λ2+1
2 , which is
∆(Eλ1+11 E
λ2+1
2 ) = ∆(E1)
λ1+1∆(E2)
λ2+1
=
λ1+1∑
k1=0
λ2+1∑
k2=0
[
λ1 + 1
k1
]
q2
[
λ2 + 1
k2
]
q2
q−k2(λ1+1−k1)
× (Ek11 Ek22 Kλ1+1−k11 Kλ2+1−k22 )⊗ Ek11 Ek22 ,
using the q-binomial theorem twice, see [43, Exercise 1.35]. In the appendix we prove, applying
the projection (β
(0,0)
λsph
(c))∗ on (6.A.5), that φ1(Ek11 E
k2
2 K
λ1+1−k1
1 K
λ2+1−k2
2 ) 6= 0 if and only if
k1 = 0 = k2 or k1 = 1 = k2. If k1 = 0 = k2 then Φ
(µ,n)
λ (E
λ1+1−k1
1 E
λ2+1−k2
2 ) = 0, but if
k1 = 1 = k2 then Φ
(µ,n)
λ (E
λ1+1−k1
1 E
λ2+1−k2
2 ) 6= 0. Hence it follows that
(φ1 ·Φ(µ,n)λ )(Eλ1+11 Eλ2+12 ) =
(1− q2λ1+2)(1− q2λ2+2)
(1− q2)2 φ1(E1E2K
λ1
1 K
λ2
2 )Φ
(µ,n)
λ (E
λ1
1 E
λ2
2 ) 6= 0.
Therefore we have A1,1 6= 0.
Theorem 6.7.2 gives rise to polynomials in φ1 iterating the result using that A1,1 6= 0.
Corollary 6.7.3. let µ ∈ Z and n ∈ N. There exist n+ 1 polynomials r(µ,n),ki,j (c), 0 ≤ k ≤ n, of
degree at most i so that
Φ
(µ,n)
ξ(i,j)
(c, c) =
n∑
k=0
r
(µ,n),k
i,j (c)(φ1)Φ
(µ,n)
ξ(0,k)
(c, c), i ∈ N, 0 ≤ j ≤ n.
Corollary 6.7.3 gives rise to the matrix valued polynomials.
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Definition 6.7.4. Let µ ∈ Z, n ∈ N. The (n + 1) × (n + 1) matrix valued polynomials
Pm(x) = P
(µ,n)
m (x; c|q) ∈ End(W (µ,n)c )[x] are defined by
(Pm(x))i,j = r
(µ,n),i
m,j (c)(x), 0 ≤ i, j ≤ n,
where r
(µ,n),i
m,j (c) is defined in Corollary 6.7.3.
Our goal in this section is to show that the matrix valued polynomials (Pm)∞m=0 are orthogonal
with respect to a weight matrix W ∈ End(W (µ,n)c )[x]. The next theorem follows from Theorem
4.5.8.
Theorem 6.7.5. Assume Φ,Ψ : Uq(g)→ End(W (µ,n)d ,W
(µ,n)
c ) are spherical functions of type
(µ, n). Then the map
τ : Uq(g)→ C : X 7→ tr((Φ.a−1s )(Ψ.a−1s )∗)(X),
satisfies τ((asBa
−1
s )XB
′) = (B)τ(X)(B′) for all B ∈ Bc, B′ ∈ Bd and X ∈ Uq(g).
Definition 6.7.6. Let µ ∈ Z, n ∈ N. The weight matrix W is defined by
Wi,j = tr((Φ
(µ,n)
ξ(0,i)
(c, d).a−1s )(Φ
(µ,n)
ξ(0,j)
(c, d).a−1s )
∗), 0 ≤ i, j ≤ n.
Lemma 6.7.7. The weight matrix W from Definition 6.7.6 is polynomial in ψ, i.e. W ∈
End(W
(µ,n)
d ,W
(µ,n)
c )[ψ].
Proof. By Theorem 6.7.5 the elements Wi,j are contained in asBca−1s ABd . From Lemma 6.5.11
asBca−1s ABd = C[ψ], hence Wi,j ∈ C[ψ]. Therefore we have W ∈ End(W
(µ,n)
d ,W
(µ,n)
c )[ψ].
Theorem 6.7.8. Assume c = d. Let µ ∈ Z, n ∈ N, and N = n+ 1. The N ×N matrix valued
polynomials Pm(x) = Pm(x; c, µ,N |q) from Definition 6.7.4 are orthogonal with respect to the
weight W ∈ End(W (µ,n)c ) from Definition 6.7.6. Moreover the orthogonality is given by∫
Pk(x)
∗W (x)P`(x)dm(x) = δk,`Hk
where Hk ∈ End(W (µ,n)c ) is a diagonal matrix and dm(x) is the Askey-Wilson measure defined in
the right hand side of (6.5.8) normalized by 1 with parameters a, b, c, d being −c2q−2, −c−2q4,
q2, q2 in base q2.
Proof. We find from Corollary 6.7.3
tr((Φ
(µ,n)
ξ(k,i)
.a−1s )(Φ
(µ,n)
ξ(`,j)
.a−1s )
∗)
=
n∑
m1,m2=0
r
(µ,n),m1
k,i (φ1)tr(Φ
(µ,n)
ξ(0,i)
.a−1s )tr((Φ
(µ,n)
ξ(0,j)
.a−1s )
∗)r(µ,n),m2`,j (ψ)
=
n∑
m1,m2=0
Pk(ψ)
∗
i,m1
W (ψ)m1,m2P`(ψ)m2,j = (Pk(ψ)
∗W (ψ)P`(ψ))i,j ,
where we used that the action of a−1s from the right is an algebra homomorphism, because a−1s
is a group like element, and that ψ is self adjoint, by Lemma 6.5.10. Apply the Askey-Wilson
measure using Lemma 6.5.12 on both sides and integrate. From Lemma 6.5.12 we have∫
(Pk(x)
∗W (x)Pm(x))i,j dq2m(x) = h(tr((Φ
(µ,n)
ξ(k,i)
.a−1s )(Φ
(µ,n)
ξ(`,j)
.a−1s )
∗)). (6.7.4)
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Write Φ
(µ,n)
ξ(k,i)
=
∑n
r,s=0 Φr,s ⊗ E(µ,n)r,s and Φ(µ,n)ξ(`,j) =
∑n
r,s=0 Φ
′
r,s ⊗ E(µ,n)r,s , where Φr,s,Φ′r,s ∈
Aq(G). The trace of the right hand side of (6.7.4) is
tr((Φ
(µ,n)
ξ(k,i)
.a−1s )(Φ
(µ,n)
ξ(`,j)
.a−1s )
∗)) =
n∑
r,s=0
(Φr,s.a
−1
s )(Φ
′
r,s.a
−1
s )
∗.
By Schur orthogonality relations, see [61, §13.3.2], and Proposition 6.7.1 we have
h((Φr,s.a
−1
s )(Φ
′
r,s.a
−1
s )
∗) = 0,
if ξ(k, i) 6= ξ(`, j). So if k 6= ` or i 6= j then (6.7.4) is zero. This yields the result.
6.8 Examples
In this section we discuss two explicit examples. First we construct explicitly the first nontrivial
zonal spherical function. In the second example we give the 2×2 matrix-valued spherical functions
of type (−2, 1) corresponding to the bottom of the well and we compute the weight matrix. The
expressions of the spherical functions are given in terms of the basis (wi(c))
n
i=0 introduced in
Proposition 6.7.1. In all the computations we used extensively GAP [42].
Example 6.8.1. Let λsph = $1 +$2 be the spherical weight and let Φ
(0,0)
λsph
be the first nontrivial
zonal spherical function, i.e. the spherical function of type (µ, n) = (0, 0) of degree one. Observe
that in this case we have W
(0,0)
d 'W
(0,0)
c ' C. Hence, Φ(0,0)λsph is a linear map Uq(g)→ C which
we denote by ϕ. More precisely,
ϕ(Y ) =
(
β
(0,0)
λsph
(c)
)∗ ◦ tλsph (Y ) ◦ β(0,0)λsph (d), Y ∈ Uq(g), (6.8.1)
where β
(0,0)
λsph
(s) : W
(0,0)
s → Vλsph is the intertwiner given in Definition 6.6.5. Observe that Vλsph
has dimension eight. Let vλsph be a highest weight vector of Vλsph . Then the Mudrov-Shapovalov
basis of Vλsph is given explicitly by B = {v0, v1, v2, v3, v4, v5, v6, v7}, where
v0 = vλsph , v1 = q
−1/2F1vλ,
v2 = q(q
6 + 2q4 + 2q2 + 1)−1/2Fˆ3vλ, v3 = q1/2(q4 + q2 + 1)Fˆ3F1vλ,
v4 = q
−1/2F2vλ, v5 = (q2 + 1)−1/2F2F1vλ,
v6 = (q
4 + q2 + 1)−1F2Fˆ3F1vλ, v7 = q−1/2(q2 + 1)−1/2F 22 F1vλ.
In this basis, the intertwiner β
(0,0)
λsph
(d) : C→ Vλ is determined by β(0,0)λsph (d) : 1 7→ ud, where
ud =
√
q4 + q2 + 1√
q2 + 1
√
q6 + d21 + d
2
2 + 1
(
q2, 0,
d1(q2 + 1)− qd2√
q4 + q2 + 1
√
q2 + 1
, 0,
d2√
q2 + 1
, 0, 0, 1
)T
B
.
(6.8.2)
Now we apply tλsph (a
m
s ) on the vector ud and we obtain
tλsph (a
m
s )ud =
√
q4 + q2 + 1√
q2 + 1
√
q6 + d21 + d
2
2 + 1
×
(
q2m+2, 0,
q(q4 + q2 − d22)√
q4 + q2 + 1
√
q2 + 1d2
, 0,
d2√
q2 + 1
, 0, 0, q−2m
)T
B
.
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Finally, applying the projection (β
(0,0)
λsph
(c))∗, we get
ϕ(ams ) =
(q4 + q2 + 1)
(q2 + 1)
√
q6 + d21 + d
2
2 + 1
√
q6 + c21 + c
2
2 + 1
×
(
q2m+4 + q−2m +
(c1(q2 + 1)− qc2)(d1(q2 + 1)− qd2)
(q4 + q2 + 1)(q2 + 1)
+
d2c2
(q2 + 1)
)
.
Observe that if c1 = d1 and c2 = d2, then ϕ(1) = 1. Moreover, ϕ(a
m−1
s ) is a polynomial in the
variable x = (qm − q−m)/2 which is given by
ψ(x) = ϕ(am−1s ) =
q2(q4 + q2 + 1)
(q2 + 1)
√
q6 + d21 + d
2
2 + 1
√
q6 + c21 + c
2
2 + 1
×
(
x+
(c1(q2 + 1)− qc2)(d1(q2 + 1)− qd2)
(q4 + q2 + 1)(q2 + 1)
+
d2c2
(q2 + 1)
)
.
Example 6.8.2. We consider the representation of B given by (µ, n) = (−2, 1). For this case,
the bottom is given by B(−2,1) = {2$2, $1}. For simplicity, we take c1 = d1 and c2 = d2. The
spherical functions of type (−2, 1) associated to $1 and 2$2 are diagonal in the basis (w0, w1)
given in Proposition 6.7.1. We have
Φ
(−2,1)
2$2
(ams ) =

(q2+1)d22
(d22+1)(q
4+d22)
(
q2m+2 +
(q2−d22)2
(q2+1)d22
+ q−2m
)
0
0
d22
d22+1
(
qm + q
−m
d22
)
 ,
Φ
(−2,1)
$1 (a
m
s ) =
(
1 0
0
qmd22+q
−m+4
q4+d22
)
.
The weight matrix W is given in Definition 6.7.6. We have
W1,1 = tr(Φ
(−2,1)
2$2
(am−1s )Φ
(−2,1)
2$2
(a−m−1s ))
=
2d42q
2(q2 + 1)2
(d22 + 1)
2(q4 + d22)
2
x2
+
2d22(−2d22q6 − 2d22q4 + 2q8 + q4 + 2q6 + 2d42q2 − 2q2d22 + 2d42 + d42q4)
(d22 + 1)
2(q4 + d22)
2
x
+
8d42q
6 + q10d42 − 2d22q8 + 3d42q8 + 3d42q4 − 2q4d62 + d42q2 + q12 + q10 + d82 + q2d82
(d22 + 1)
2(q4 + d22)
2q2
,
W1,2 = tr(Φ
(−2,1)
$1 (a
m−1
s )Φ
(−2,1)
2$2
(a−m−1s ))
=
2d22(q
4 + q2 + 1)
(d22 + 1)(q
4 + d22)
x+
q8 + q6 − 2d22q4 + d42q2 + d42
(d22 + 1)(q
4 + d22)q
2)
,
W2,1 = tr(Φ
(−2,1)
2$2
(am−1s )Φ
(−2,1)
$1 (a
−m−1
s )) = W1,2,
W2,2 = tr(Φ
(−2,1)
$1 (a
m−1
s )Φ
(−2,1)
$1 (a
−m−1
s )) =
2d22q
4
(q4 + d22)
2
x+
q10 + 2d22q
6 + d42q
2 + d42 + q
12
q2(q4 + d22)
2
.
6.9 Outlook
The work described here contributes to the construction of matrix valued orthogonal polynomials
related to the quantum analogue of (SU(3),U(2)). We classified all unitary irreducible finite
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dimensional representations of the right coideal B. We conjectured the branching rule and
indicated some evidence for the conjecture. We classified all scalar valued spherical functions and
identified the zonal spherical functions with Askey-Wilson polynomials in two free parameters and
identified the results with Dijkhuizen and Noumi [27]. Moreover, we developed a basic framework
for constructing the matrix valued orthogonal polynomials. But what remained unsolved problems
and are future challenges?
The branching rules Conjecture 6.4.1 remains unsolved. 2 Since the construction of the matrix
valued orthogonal polynomials depend on Conjecture 6.4.1 it is essential that this conjecture is
proved. As shown in Remark 6.4.3, Proposition 6.4.2 is not enough to prove Conjecture 6.4.1.
However if we assume that the number of constituents in (6.4.1) is lesser or equal to (λ1 +1)(λ2 +1)
and (6.4.1) is multiplicity free, we are able to prove Conjecture 6.4.1 from Proposition 6.4.2. A
strategy to prove these two assumptions is to specialize the irreducible representations of B to
q = 1 and study their behavior, in the same lines as Letzter [82, §7].
The properties of the weight matrix W . We have not yet been able to prove that the weight
W is positive definite almost everywhere on [−1, 1]. Also we do not know if the weight is
indecomposable for each (µ, n). However numerical computations, for which some are presented
in this chapter as examples, indicate that both questions should answered affirmatively. We are
also interested if the weight admits a nice LDU-decomposition as in e.g. [4, Theorem 4.15].
The matrix valued q-difference equation. In Chapter 4, also see [2], we developed a method
to calculate the matrix valued radial part of the center of Uq(g). The computations were done
for the scalar valued radial part of the center. But these computations can be extended to the
matrix valued radial part giving rise to two second order matrix valued q-difference equations. It
should be of interest to know these two matrix valued q-difference equations.
The three term recurrence relation follows from Theorem 6.7.2, under assumption of Conjecture
6.4.1. Due to the different structure of the well of (SU(3),U(2)) compared to the well of
(SU(2)× SU(2), diag), see [4, Figure 1], the recurrence relation for the matrix valued orthogonal
polynomials is not tridiagonal in general. We are interested to understand the structure of the
matrix valued three term recurrence relation in more detail. Moreover we hope to find an explicit
matrix valued three term recurrence relation in the lines of [4, Theorem 4.11].
Explicit expressions of the matrix valued orthogonal polynomials, under assumption of Conjec-
ture 6.4.1, are not known. The matrix valued orthogonal polynomials should be extended to the
case c 6= d. Moreover, we would like to find explicit expressions of the entries of the matrix valued
orthogonal polynomials in terms of well known orthogonal polynomials as in e.g. [4, Theorem
4.17].
Appendix
6.A ∗-Invariance of ψ
In this appendix, we complete the proof of Lemma 6.5.10. Let λsph = $1 +$2 be the spherical
weight and let ϕ = Φ
(0,0)
λsph
be the first nontrivial zonal spherical function, i.e. the spherical function
of type (µ, n) = (0, 0) of degree one. In Example 6.8.1 we computed the explicit expression of ϕ.
Observe that the function ϕ is not self-adjoint. We introduce the function ψ˜ = ϕ · a−1s , so that
ψ˜(X) = (ϕ · a−1s )(X) = ϕ(a−1s X) for all X ∈ Uq(g). Observe that ψ˜ is an affine transformation
of the function ψ in Lemma 6.5.10. In the following lemma we prove the statement for ψ˜ from
which Lemma 6.5.10 follows directly.
Lemma 6.A.1. The function ψ˜ satisfies ψ˜∗(X) = ψ˜(S(X)∗) = ψ˜(X) for all X ∈ Uq(g).
Proof. We will show that
ϕ(a−1s X) = ϕ(a
−1
s S(X)
∗) (6.A.1)
for all X ∈ Uq(g). By the linearity of ϕ, it is enough to prove (6.A.1) for all X of the form
X = Kn11 K
n2
2 Fi1 · · ·FinEj1 · · ·Ejm , (6.A.2)
2 A few days before printing we were able to prove this conjecture. Unfortunately there was not enough time
left to write out the details.
151
with n1, n2 ∈ Z, i1, . . . , in, j1, . . . , jm ∈ {1, 2}. First we will show it is indeed sufficient to
prove (6.A.1) for X of the form (6.A.2) with m = 0, i.e. with no E’s on the right. Let
us assume that Ejm = E1, the case Ejm = E2 is completely analogous, and observe that
E1 = qc
−1
2 K2F2 − qc−12 Bc2, see (6.3.1). The definition of ψ˜ and the transformation behavior of ϕ
give
ϕ˜(a−1s K
n1
1 K
n2
2 Fi1 · · ·FinEj1 · · ·Ejm−1E1)
=
q
c2
ϕ(a−1s K
n1
1 K
n2
2 Fi1 · · ·FinEj1 · · ·Ejm−1K2F2)
− q
c2
ϕ(a−1s K
n1
1 K
n2
2 Fi1 · · ·FinEj1 · · ·Ejm−1K2Bc2)
=
q
c2
ϕ(a−1s K
n1
1 K
n2
2 Fi1 · · ·FinEj1 · · ·Ejm−1K2F2).
Using the relations (6.2.1), we pull K2F2 to the left and rewrite K
n1
1 K
n2
2 Fi1 · · ·Ejm−1K2F2 as
a linear combination of elements of the form Ks11 K
s2
2 Fi1 · · ·FinF2E1 · · ·Ejm−1 . Iterating this
procedure, and using the linearity of ϕ and (6.A.1), we see that it is enough to verify
ϕ(Kn1−11 K
n2−1
2 Fi1 · · ·Fin ) = (−1)nq2nϕ(K−n1−11 K−n2−12 Ei1 · · ·Ein ), (6.A.3)
for any n1, n2 ∈ Z and i1, . . . , in ∈ {1, 2}. From weight space considerations, it follows that
tλsph (Fi1 · · ·Fin )ud and tλsph (Ei1 · · ·Ein )ud are zero whenever n > 4, so that (6.A.3) is satisfied
trivially. In order to verify this condition for n ≤ 4, we use the expression (6.8.1) and we work out
the computations on the vector space Vλsph in terms of Mudrov-Shapovalov’s basis. For n = 0
we need to prove that ϕ(Kn1−11 K
n2−1
2 ) = ϕ(K
−n1−1
1 K
−n2−1
2 ) for all n1, n2. This equality is
verified applying the projection
(
β
(0,0)
λsph
(c)
)∗
to
tλsph (K
n1−1
1 K
n2−1
2 )ud
=
(
qn1+n2 , 0,
q(q4 + q2 − x22)√
q4 + q2 + 1
√
q2 + 1x2
, 0,
x2√
q2 + 1
, 0, 0, q2−n1−n2
)
B
,
tλsph (K
n1−1
1 K
−n2−1
2 )ud
=
(
q−n1−n2 , 0,
q(q4 + q2 − x22)√
q4 + q2 + 1
√
q2 + 1x2
, 0,
x2√
q2 + 1
, 0, 0, q2+n1+n2
)
B
.
Observe that
(
β
(0,0)
λsph
(c)
)∗
is calculated using the explicit expression (6.8.2). For n = 1 we have
tλsph (K
n1−1
1 K
n2−1
2 F1)ud =
(
0, 0, 0, q−n1+2n2+3/2, 0, 0, d−12 q
−2n1+n2+9/2, 0
)
B
,
tλsph (K
n1−1
1 K
n2−1
2 F2)ud =
(
0, q2n1−n2+3/2, 0, 0, 0, d2qn1−2n2+3/2, 0, 0
)
B
.
It is clear from the explicit expression (6.8.2) that uc is orthogonal to tλsph (K
n1−1
1 K
n2−1
2 F1)ud
and tλsph (K
n1−1
1 K
n2−1
2 F2)ud so that ϕ(K
n1−1
1 K
n2−1
2 F1) = ϕ(K
n1−1
1 K
n2−1
2 F2) = 0. Similarly
we prove that ϕ(K−n1−11 K
n2
2 E1) = ϕ(K
−n1−1
1 K
−n2−1
2 E2) = 0 and therefore (6.A.3) holds true.
In case n = 2 we have
tλsph (K
n1−1
1 K
n2−1
2 F
2
1 )ud = tλsph (K
n1−1
1 K
n2−1
2 F
2
2 )ud = 0,
tλsph (K
−n1−1
1 K
−n2−1
2 E
2
1)ud = tλsph (K
−n1−1
1 K
−n2−1
2 E
2
2)ud = 0.
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On the other hand we have
tλsph (K
n1−1
1 K
n2−1
2 F1F2)ud =
√
q4 + q2 + 1√
q2 + 1
√
q6 + d21 + d
2
2 + 1
×
(
0, 0,
√
q4 + q2 + 1q2√
q2 + 1
, 0,
q3√
q2 + 1
, 0, 0, q−n1−n2+3d2
)
B
,
tλsph (K
n1−1
1 K
n2−1
2 F2F1)ud =
√
q4 + q2 + 1√
q2 + 1
√
q6 + d21 + d
2
2 + 1(
0, 0, 0, 0,
√
q2 + 1 q2, 0, 0, d1q
−n1−n2+3
)
B
,
(6.A.4)
and
tλsph (K
−n1−1
1 K
−n2−1
2 E1E2)ud =
√
q4 + q2 + 1√
q2 + 1
√
q6 + d21 + d
2
2 + 1(
q−n1−n2−3d2, 0,
√
q4 + q2 + 1
q2
√
q2 + 1
, 0,
1√
q2 + 1
, 0, 0, 0
)
B
,
tλsph (K
−s1
1 K
−s2
2 E2E1)ud =
√
q4 + q2 + 1√
q2 + 1
√
q6 + d21 + d
2
2 + 1(
d1q
−n1−n2−3, 0, 0, 0,
√
q2 + 1 q−2 , 0, 0, 0
)
B
.
(6.A.5)
Finally we apply the projection (β
(0,0)
λsph
(c))∗ to (6.A.4) and (6.A.5). After a straightforward
computation we obtain
q4ϕ(Kn1−11 K
n2−1
2 E1E2) = ϕ(K
n1−1
1 K
n2−1
2 F1F2),
q4ϕ(K−n1−11 K
−n2−1
2 E1E2) = ϕ(K
n1
1 K
n2
2 F1F2).
This completes the case n = 2. We omit the proof of the cases n = 3 and n = 4, which are proved
analogously, although the computations become more involved.
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Samenvatting
Het doel van dit proefschrift is om verbanden te leggen tussen matrixwaardige orthogonale
polynomen en quantumgroepen. We bestuderen deze verbanden door sferische functies op
quantumsymmetrische paren te relateren met matrixwaardige orthogonale polynomen. Dit geeft
belangrijke kruisbestuivingen tussen speciale functies enerzijds en groeptheoretische beschouwingen
anderzijds.
In hoofdstuk 2 en 3 spelen alleen orthogonale polynomen een rol, waardoor deze twee hoofd-
stukken onafhankelijk van quantumgroepen bestudeerd kunnen worden. Hoofdstuk 2 beschrijft
matrixwaardige kleine q-Jacobi-polynomen. De matrixwaardige kleine q-Jacobi-polynomen worden
uitgewerkt voor het 2× 2 geval. Hoewel de scalaire kleine q-Jacobi-polynomen gerelateerd zijn
aan de corepresentaties van het quantumanalogon van SU(2), is er tot dusver geen groeptheoretis-
che beschouwing bekend van deze matrixwaardige kleine q-Jacobi-polynomen. In hoofdstuk 3
bestuderen we een familie van onderdriehoeksmatrices met continue q-ultrasferische polynomen als
matrixelementen. We beschrijven de inverse matrices van deze familie van onderdriehoeksmatrices
expliciet in termen van continue q-ultrasferische polynomen. Dit resultaat zal worden gebruikt in
hoofdstuk 5, waar we de inverse matrix expliciet nodig hebben om de matrixelementen van de
bijbehorende matrixwaardige orthogonale polynomen uit dat hoofdstuk te bepalen. Hoofdstuk
4 beschrijft een algoritme om de quantuminfinitesimale Cartandecompositie te berekenen voor
quantumsymmetrische paren met simpele generatoren. De quantumsymmetrische paren met
simpele generatoren zijn te classificeren door middel van orthogonaliteitseisen op het wortelsysteem
van de quantumgroepen. De quantuminfinitesimale Cartandecompositie van het centrum van
quantumsymmetrische paren speelt een zeer belangrijke rol in het bepalen van matrixwaardige
q-differentie-operatoren van matrixwaardige sferische functies, beschreven in hoofdstuk 5 en 6.
In hoofdstuk 5 bestuderen we de matrixwaardige sferische functies op het quantumanalogon
van (SU(2) × SU(2), diag) die we relateren aan matrixwaardige orthogonale polynomen. Deze
polynomen zijn de eerste voorbeelden van matrixwaardige orthogonale polynomen gerelateerd
aan quantumgroepen. Deze interpretatie geeft mogelijkheden om vele eigenschappen en sym-
metriee¨n af te leiden uit de achterliggende groepsstructuur. In hoofdstuk 6 bestuderen we de
matrixwaardige sferische functies op het quantumanalogon van (SU(3),U(2)) die gerelateerd
zijn aan matrixwaardige orthogonale polynomen, onder voorwaarde dat een vermoeden over de
vertakkingregels waar is. Deze polynomen hebben twee extra vrijheidsgraden. We waren niet in
staat het volledige programma van hoofdstuk 6 af te ronden en daarom sluiten we af met een
aantal open vragen.
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Summary
The aim of this thesis is to study the interplay between matrix valued orthogonal polynomials
and quantum groups. We study the connections between spherical functions on quantum groups
and matrix valued orthogonal polynomials. This interpretation leads to various results in special
functions and connections between special functions on the one hand and group theoretical aspects
on the other hand.
Chapters 2 and 3 focus on orthogonal polynomials. Therefore these two chapters can be studied
independent of quantum groups. Chapter 2 introduces matrix valued little q-Jacobi polynomials.
For the 2× 2 matrix valued case we work out the little q-Jacobi polynomials in detail. Although
the scalar valued little q-Jacobi polynomials are connected with corepresentations of the quantum
analogue of SU(2), there are no group theoretical interpretation of the matrix valued little q-Jacobi
polynomials known so far. In Chapter 3 we study a family of lower triangular matrices with
continuous q-ultraspherical polynomials as matrix entries. We describe the inverse matrices of
this family as lower triangular matrices with continuous q-ultraspherical polynomials as matrix
entries. We use this result in Chapter 5. The explicit inverse of the lower triangular matrices
with continuous q-ultraspherical polynomials is used to determine the entries of the matrix valued
orthogonal polynomials in Chapter 5. Chapter 4 describes an algorithm to compute the quantum
infinitesimal Cartan decomposition of quantum symmetric pairs with simple generators. The
quantum symmetric pairs with simple generators are classified by orthogonality properties on
the root system of the quantum groups. The quantum infinitesimal Cartan decomposition of the
center of quantum symmetric pairs play an important role in finding matrix valued q-difference
operators which have matrix valued spherical functions as eigenfunctions, as studied in Chapters
5 and 6. In Chapter 5 we study the matrix valued spherical functions on the quantum analogue of
(SU(2)×SU(2), diag) and its relation to matrix valued orthogonal polynomials. These polynomials
are the first example of matrix valued orthogonal polynomials related to quantum groups. This
interpretation allows us to derive many properties and symmetries from the quantum group
structure. Therefore they have many properties and symmetries of which we study a few in
Chapter 5. In Chapter 6 we study the matrix valued spherical functions on the quantum analogue
of (SU(3),U(2)). Assuming a conjecture about the branching rules, we connect matrix valued
spherical functions with matrix valued orthogonal polynomials. Their matrix valued orthogonal
polynomials have two extra free parameters. Chapter 6 is of a preliminary nature. Hence, at the
end of this chapter, an outlook with open problems is given.
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