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The amount of light an exoplanet reflects and emits towards an observer waxes and wanes
as the planet orbits through its phases. The amplitude and profile of reflection phase curves
constrain the albedo of planetary surfaces and atmospheres, while the thermal amplitude and
profile reveal temperature distributions and heat transport efficiencies, all providing valuable
insight into the nature of exoplanet surfaces and atmospheres. In this dissertation I highlight the
usefulness of utilizing full orbital phase curves in addition to occultation measurements, which
provides a higher sensitivity to planetary photons at the expense of a more challenging data
reduction. In the first few chapters of this dissertation, I introduce a novel non-parametric
algorithm to produce clean, robust exoplanet phase curves, and apply it to separate ensembles of
115 Neptunian and 50 Terran exoplanets observed by the Kepler satellite to measure an upper
limit on the average albedo of Kepler’s Neptunian planets, and make the first constraint on the
average albedo of Terran worlds. In the fourth chapter, I present the full orbital phase curve and
occultation of the ultra-hot Jupiter WASP-100b observed by the Transiting Exoplanet Survey
Satellite (TESS), and with the use of Bayesian methods, present the first measurement of a phase
shift of the thermal maximum among the phase curves observed by TESS, the degree of which
challenges the predicted efficiency of heat transport in the atmospheres of ultra-hot Jupiters. In
the final chapter, I present an example of how the NASA ROCKE-3D general circulation model
can be used to explore the physical mechanisms that influence the habitability of terrestrial
exoplanets, and then show how I generated phase curves from the 3-dimensional models to study
the signals produced by simulated TRAPPIST-1 habitable-zone worlds. The work in this
dissertation contributes valuable new information to the astronomical literature and provides
avenues for further research on the nature of short-period exoplanets.
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Chapter 1: Introduction
The study of extrasolar planets is a relatively new field of astronomy that continues to grow at a
rapid pace, in both popularity and as a science. The quantities we have learned about the thousands
of detected exoplanets have primarily been derived from the light we collect from their stars, and
rarely from light that has been reflected or radiated from the planets themselves. Their radii, semi-
major axes, orbital inclinations, and periods are all derived from the periodic loss of flux received
from the star as the planet’s shadow is cast in our direction (Sackett, 1999; Seager & Mallén-
Ornelas, 2003), while we derive their masses from variations in their transit times (Agol et al.,
2005) or from observing periodic Doppler shifts in stellar spectra caused by a star’s motion about
its system’s center of mass (Mayor & Queloz, 1995). Little of what we know about exoplanets
has come directly from the planets themselves, whether from transit transmission spectroscopy or
from reflected and radiated light from their atmospheres or surfaces. This is mostly due to the fact
that planets are relatively small, so small that they are literally outshone by their host stars by many
orders of magnitude, and often their signals are lost amid the noise.
When we observe a planet orbiting through its year, we are watching the illuminated portion of
the planet wax and wane over its surface, as I illustrate in Figure 1.1. If a planet is highly reflective
in the bandpass of observation, this waxing and waning will produce a characteristic sinusoidal
wave in the light curve of the system, with a period equal to the orbital period of the planet, and
an amplitude that is dependent on its reflectivity, radius, and distance to its star. We can observe
a similar phenomenon in the infrared if there is a hot-spot on the planet’s surface, which can be
positioned either at the substellar point1 or at some other longitude in the atmosphere, depending
on the atmosphere’s redistribution efficiency. If these signals are strong enough to be distinguished
from the observational noise, we would observe a periodic rise and fall in the light curve that is in
1The substellar point is the location on the planet’s surface at which its star is directly overhead.
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Figure 1.1 A simple illustrative example of a planetary phase curve in a photometric band ranging
over the visible and infrared spectrum. The top panel shows a planet through the different phases
of its orbit around its star (not to scale), while the bottom panel shows how the brightness of the
system changes with the corresponding phases for a planet that reflects symmetrically (Chapter 1.2)
and has a hot spot centered on the point of its surface that is directly beneath its star (Chapter 1.3).
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phase with the planetary orbital period, otherwise known as a phase curve.
As you will read in the following sections, reflected phase signatures can reveal the albedo and
scattering properties of a planet’s surface2, while thermal signatures can reveal the efficiency of
heat transport from the dayside to the nightside. In this way, we can gain unique insight into the
composition of exoplanetary surfaces and the dynamics of their atmospheres from just the changes
in flux we receive throughout a planet’s orbit.
Observing photometric variability as a way to measure the physical characteristics of an exo-
planet’s surface was first presented in Charbonneau (1999) and discussed in Seager et al. (2000),
although phase curve observations have been used to characterize the planets in our own solar sys-
tem for decades (e.g. Horak 1950; Irvine et al. 1968). In the following subsections, I will describe
the various photometric phase signatures an exoplanetary system can produce, how and what we
can derive from observing them, and provide some historical context for these techniques.
1.1 Prerequisite properties
In order to derive any planetary properties from its phase curve, it is necessary to have first
measured some physical properties of its star, such as its temperature and radius, and to have
measured the planet’s radius, orbital period, and semi-major axis. The stellar properties I use
to derive the planetary quantities in the following chapters are cited from the results of previous
research in conjunction with our own isochrone analysis using the isochrones package (Morton,
2015; Montet et al., 2015) with properties from the Dartmouth stellar evolutionary models (Dotter
et al., 2008).
For planets that transit their stars (i.e. all of the empirically studied exoplanets in this disserta-
tion), their properties are obtained from regression analyses of analytic models to the correspond-
ing light curves. The orbital period is relatively easy to obtain, especially for observations that
extend over many orbits, as it is a direct observable that relies only on the time between the center
2Throughout this dissertation I will use the word “surface” to mean the layer that is opaque to the observer in a
given bandpass. For a gas giant, the “surface” would be some outer layer of its atmosphere, while the surface of an
atmosphereless terrestrial world is its outermost solid layer.
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Figure 1.2 Original figure from Seager & Mallén-Ornelas (2003) showing a diagram of a light
curve with an exoplanet with radius Rp transiting a star with radius R? at two different impact
parameters b, defined by the planet-star separation a and orbital inclination i, from the point of
view of the observer. The total duration of the transit is tT = t4− t1 and the amount of time the
entire planet eclipses the star is tF = t3− t2.
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of each transit. The ratio of a planet’s radius Rp to its star’s radius R? is also an observable quantity,
since the loss of flux relative to the flux received outside of transit (∆F) is directly proportional to












where I assume the mass of the planet is much smaller than the mass of the star (mp << M?), and
that the planet is on a circular orbit. Zero eccentricity is assumed for all of the planets featured in
this dissertation, as is likely for planets with such short orbital periods3 due to their relatively rapid
tidal dissipation (Dobbs-Dixon et al., 2004; Rasio & Ford, 1996).
As is explained in more detail in subsections 1.4.1 and 1.4.2, short-period high-mass planets
will induce photometric variability of the host star in phase with the orbital period of the planet,
namely, ellipsoidal variations and Doppler beaming. Although these signals can provide valuable
information about the planet, such as its minimum mass mp sin i, it is important to correct for such
effects on the light curve if we are only interested in retrieving the planet’s atmospheric phase
curve.
To correct for the amplitude of these stellar phase curve effects for a given system, it is first
necessary to know the star’s radial velocity amplitude KRV from spectroscopic observations of
the Doppler effect caused by the star’s orbit about the center of mass of the system. Because I
cite values of KRV that have been measured by other authors in the next chapters, I won’t go into
much more detail about how this parameter is obtained (see Wright 2018 for a review on the radial
velocity method). We do, however, derive our own values for the orbital inclination i from our
measurements of the impact parameter b from the transit model fits. The angle of the planet’s
3All have orbital periods . 6 days, where only a few planets in the ensembles in Chapter 3 approach a 7 day period.
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orbital plane to our line of sight can be derived from the projected distance b between the center of
the planet and the center of the star, which itself can be derived from the depth of the transit, the
duration from ingress to egress t4,1 = t4− t1, and the amount of time in which the entire planet is






















This expression assumes the stellar disc has a uniform brightness, where in reality the depth and
shape of the transit light curve will be altered by the limb darkening of the star. I provide only a
simplified expression for b for illustrative purposes, but we do fit for limb darkening parameters in
our regression analyses as will be explained in later chapters.
1.2 The reflection phase curve
Having derived the radius, orbital separation, and period from the transit light curve, one can
also theoretically derive the geometric albedo of an exoplanet at full phase by measuring the am-
plitude of its reflection phase curve, where the geometric albedo is defined to be the ratio of the
amount of light reflected by the planet at full phase to the amount of light that would be scattered
off of a fully reflective and perfectly diffusing disc, i.e. a Lambertian disc, with a radius equal
to the radius of the planet at the same distance from the same star. Observing a full phase curve
allows us to constrain the more informative Bond albedo AB, which is defined to be the fraction of
incident light that gets reflected integrated over all phases and wavelengths. Measuring the Bond
albedo reveals information about the surface or atmospheric composition of a body, or can at least
rule out certain conditions. For example, a gaseous planet with a low albedo indicates the pres-
ence of particles that absorb strongly in the bandpass in which the observation is made (Kipping &
Spiegel, 2011). Additionally, observing a reflected light curve that is asymmetric in phase would
reveal a nonhomogeneous surface, due perhaps to the presence of clouds or discrete landmasses
(Hu et al., 2015; Cowan et al., 2009; Demory et al., 2013).
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The Bond albedo is mathematically described by the phase integral q scaled by the geometric
albedo Ag:






and the aptly named phase function φ(α) describes the phase dependence of the scattered light
as a fraction of the scattered flux at full phase. The reflected star-planet flux ratio received by the









In addition to describing scattering behavior, the Bond albedo can also be used to derive a planet’s
equilibrium temperature, assuming the planet is in thermal equilibrium with the stellar radiation.







where e is the emissivity (e= 1 for a blackbody), and l′ is a factor that represents how the absorbed
stellar radiation gets redistributed over the planetary surface. For a planet that redistributes this
energy uniformly, for example, l′ = 1/4 (Seager, 2010).
For a known planetary radius and orbital separation, the shape and maximum amplitude of the
planetary phase curve is determined by the scattering properties of the substance upon which the
stellar radiation is incident (Hansen & Travis, 1974; Seager et al., 2000). The directions in which
this radiation is scattered, and therefore the amount of reflected light we measure at a given phase
angle, is determined by the size distribution of the particles relative to the incident wavelengths.
Particles comparable in size to the wavelength, for example, will preferentially scatter light in the
direction in which the incident ray is traveling (Mie scattering), while even larger particles will
scatter more dramatically in the forward direction. In contrast, particles that are smaller than the
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incident wave tend to scatter light more isotropically (Rayleigh scattering). Cassini observations of
the full phase curve of Titan, for example, show that the Saturnian moon actually appears brighter
when back-illuminated at certain wavelengths than it does when fully illuminated due to the size of
the aerosols in its extended, hazy atmosphere (García Muñoz et al., 2017). By observing full, re-
flected phase curves of exoplanets, we may also begin to constrain the type and size of condensates
in atmospheres not found in our solar system.
Of course for planets orbiting in our line of sight, the peak in the reflection phase curve am-
plitude is not observable from our perspective once a planet passes behind its star4. However, the
amount of light from a planet near full phase can still be measured from the loss of flux when
the star eclipses its planet, which will appear as a secondary eclipse in the system’s light curve.
This “occultation depth” is comparable in magnitude to the amplitude of the phase curve near full
phase, and can be used to help constrain a planet’s geometric albedo when regressing a model to
the data, as I do in Chapter 4 for WASP-100b.
The first detection of reflected light from an exoplanet was reported by Collier Cameron et al.
(1999) for the close-in giant planet τ Boötis b, although this claimed detection was quickly disputed
by the null results of Charbonneau et al. (1999), who observed the same system. Nevertheless,
Charbonneau et al. (1999) used their null result with an assumed planetary radius to constrain an
upper limit on the geometric albedo of τ Boötis b. The albedo was constrained to what was at the
time a surprisingly dark Ag < 0.3, much less reflective than the gas giants in our own solar system,
which have geometric albedos ranging up to ∼ 0.6 near 500 nm (Madden & Kaltenegger 2018,
and references therein). Only 20-or-so exoplanets had been detected at the time of this first albedo
constraint, which came only a few years after the discovery of the first confirmed exoplanet by
Mayor & Queloz (1995).
It wouldn’t be until nearly a decade later that the first geometric albedo was measured from
reflected light, where Rowe et al. (2008) observed the hot-Jupiter HD 209458 b using the MOST
satellite to get a very low albedo of Ag = 0.038± 0.045 in the 400-700nm bandpass, a 1σ upper
4This is true for reflection that is symmetric about the substellar point on the planet’s surface, though in theory the
peak amplitude can be phase shifted due to asymmetric reflection caused by, e.g., clouds.
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limit of Ag < 0.08. Based on cumulative observations, low albedos for close-in gas giants have
now come to be expected in the optical-to-infrared transition regime (typically Ag < 0.3, Kipping
& Spiegel 2011; Cowan & Agol 2011b; Angerhausen et al. 2015; Sheets & Deming 2017; Mallonn
et al. 2019), and as I show in Chapter 3, short-period terrestrial exoplanet albedos in the same
wavelength regime are also likely to be low (Ag < 0.4, Jansen & Kipping 2018). However, in most
of the previous observations and albedo derivations mentioned, reflected light was not directly
detected from orbital phase curves, but rather inferred from their occultation depths.
Indeed, there are only a handful of full optical phase curves of gas giants in the literature
(Esteves et al., 2015; Shporer et al., 2019; Wong et al., 2020b; Bourrier et al., 2020; Jansen &
Kipping, 2020; Wong et al., 2020c; Beatty et al., 2020; Crossfield et al., 2020; von Essen et al.,
2020; Owens et al., 2021; Parviainen et al., 2021), and significantly less for terrestrial sized planets
(Batalha et al., 2011; Armstrong et al., 2016). Full reflection phase curves are difficult to detect for
a number of reasons, the first being that planets are relatively small, and as such they only reflect
a tiny fraction of their star’s light. The contrast ratio between an Earth-sized planet in full phase
at 0.02 AU from a Sun-like star, for example, is on the order of one part per million. Secondly,
a large amount of telescope time has to be dedicated to one field of view in order to define the
shape of the phase function over an entire orbit, and ideally over multiple orbits. With the goal
of detecting Earth-sized exoplanets transiting in the habitable zones of Sun-like stars, the Kepler
satellite provided the first opportunity for such long-baseline observations of exoplanetary systems
(Jenkins & Doyle, 2003; Borucki et al., 2010). As you will see from my work in Chapter 4, the
Transiting Exoplanet Survey Satellite (TESS) has also been a useful tool for observing full phase
curves of short-period gas giants in its continuous viewing zones, which each received ∼ 351 days
of observation (Ricker et al., 2015).
Designed to stare at the same field of stars for four years, Kepler was able to detect the first
full photometric phase curve of a terrestrial planet (Kepler-10b), which was measured to have a
very small phase curve amplitude of 7.6± 2.0 ppm (Batalha et al., 2011). For a terrestrial-sized
planet, assuming all of the observed light was scattered results in an unusually high Venusian-like
9
Figure 1.3 Figure from Hu et al. (2015) showing how the asymmetric phase curve of Kepler-7b
can be interpreted by model fits as an atmosphere with a low albedo and westward shifted hot
spot (top), or with a high albedo and inhomogeneous cloud coverage (bottom). The ambiguity
comes from the fact that the light curve of hot planets such as Kepler-7b can be dominated by
thermal emission in the Kepler bandpass, which ranges over 400− 900 nm. Spitzer observations
of Kepler-7b at 3.6 and 4.5µm reveal that the phase shift of the peak amplitude is likely due to
inhomogeneous clouds (Demory et al., 2013).
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albedo of 0.68, which is unlikely given the inability for condensates to form at the high temper-
atures expected of a planet in such close proximity to its star. Because Kepler’s visible bandpass
stretches out to 900 nm, it’s likely that the observed phase curve of Kepler-10b is instead domi-
nated by the visual-tail of thermal emission. Whether the phase curves of such hot close-in planets
are due to reflected light or thermal emission remains degenerate without corresponding infrared
observations.
Reflection phase curves are not guaranteed to be symmetric, especially if scattering is non-
Lambertian, and there are multiple mechanisms that can alter a phase curve’s shape and amplitude.
In one of my favorite studies involving photometric phase curves, Cowan et al. (2009) use multi-
band light curves of the Earth5 to show that diurnal albedo variations caused by the Earth’s rotation
can be used to map the longitudinal distribution of continents and water oceans. Phase curves can
even vary from observation to observation due to changes in a planet’s atmosphere, as is the case
for HAT-P-7b (Armstrong et al., 2016). A deviation of peak reflection from the planet’s substellar
point could indicate a concentration of clouds at specific longitudes for a planet with an atmosphere
(Demory et al., 2013; Shporer & Hu, 2015), or it could reveal different magnitudes of reflection
from surface features such as, e.g., lava oceans on airless bodies (Hu et al., 2015). For wide
visual-band observations of very hot planets, however, an asymmetric reflection phase curve can
be indistinguishable from thermal emission of a hot spot shifted away from the substellar point,
as illustrated in Figure 1.3. Infrared observations would need to be taken in order to break this
degeneracy.
1.3 The thermal phase curve
Just as a reflection phase curve provides insight into a surface’s scattering properties, measuring
the corresponding thermal flux as a function of phase sheds light on the dynamical properties,
temperature contrast, and possible chemical processes of that surface. For short-period exoplanets
that receive a majority of their energy from their star, the Bond albedo determines how much of that
5From the EPOXI mission.
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energy the planet absorbs, while the thermal redistribution efficiency dictates how that energy gets
distributed over a planet’s surface, and therefore how the temperature varies across said surface.
For example, observing a high thermal flux near occultation relative to a low thermal flux at “new”
phase indicates that there is a low thermal redistribution efficiency and therefore a high day-to-
night temperature contrast. Conversely, relatively small differences in flux between these phases
would indicate substantial atmospheric redistribution via winds.
It is somewhat unfortunate that there are multiple definitions for how to quantify the thermal
redistribution efficiency throughout the literature, and to the reader’s dismay, some of these defini-
tions even share the same symbol. To mitigate confusion, I won’t describe the different definitions
that can be found, but will instead describe just the definition I use throughout this dissertation.
Borrowing from Cowan & Agol (2011a), I define a dimensionless redistribution efficiency factor
ε such that
ε = τradωadv (1.8)
where τrad is the radiation timescale of the atmosphere and ωadv = ωrot −ωorb is the difference
in rotation frequency between the effective rotation of the planet about its polar axis ωrot and
the planet’s orbital frequency ωorb. For a planet with a tidally locked atmosphere, ωadv = 0, and
therefore zero thermal redistribution to the planet’s night side occurs, which is described by ε = 0.
For an atmosphere with super-rotating winds, ωadv > 0; for an atmosphere with sub-rotating winds,
ωadv < 0. In other words, for a planet with prograde rotation, ωadv > 0 defines a planet with
eastward winds carrying the hot spot east of the substellar point, while ωadv < 0 defines a planet
with a hot spot shifted toward the west. An atmosphere with a high thermal redistribution efficiency
is described by |ε|>> 1.
For a planet with super-rotating winds and a prograde orbit, the peak in the thermal phase
curve amplitude will occur prior to the planet’s occultation, when the eastern-shifted hot spot is
directly facing the observer. Conversely, the peak amplitude will occur post occultation for an
atmosphere with a western-shifted hot spot, i.e. sub-rotating winds. The first full phase curve
observed in the infrared showed only weak evidence for horizontal heat transport in the atmosphere
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of υ Andromedae b (Harrington et al., 2006), though a follow-up observation of the same system
at the same wavelength revealed a peak amplitude phase shifted by∼ 85◦ – farther than that of any
other atmosphere or surface observed to date (Crossfield et al., 2010). The location of the peak
amplitude in the phase curve can also be used to create a thermal map of the planet’s surface, as
was done for the first time by Knutson et al. (2007) (Figure 1.4).
A majority of planets observed to have thermal phase-shifted phase curve amplitudes have hot
spots that are east of the substellar point, suggesting that super-rotating eastward winds may be
more common than westward winds, at least at the atmospheric depths probed by 1.5, 3.6, and
4.5 µm (Crossfield et al., 2010; Batalha et al., 2011; Knutson et al., 2012; Cowan et al., 2012;
Zellem et al., 2014; Stevenson et al., 2014; Wong et al., 2015; Esteves et al., 2015; Wong et al.,
2016; Demory et al., 2016; Stevenson et al., 2017; Kreidberg et al., 2018; Jansen & Kipping,
2018). These observations are consistent with the literature on the atmospheric dynamics of hot
Jupiters (e.g. Showman & Guillot 2002). However, there have been planets observed with brighter
longitudes west of the substellar point, most notably in the visual Kepler bandpass, which may be
due to reflective condensates forming in the relatively cooler longitudes west of a hot spot (Esteves
et al., 2015; Hu et al., 2015; Dang et al., 2018). A westward shifted hot spot on a short period
gas giant was more recently detected in the infrared for the first time, which the authors suggest
could be due to either magnetic interactions, asynchronous rotation, or clouds obscuring thermal
emission on the eastern day side (Dang et al., 2018). Intriguingly, a phase offset can even vary in
time for observations made in the same waveband – as we see for HAT-P-7b – which is indicative
of changes in the weather on this ultra-hot Jovian world (Armstrong et al., 2016).
The thermal redistribution efficiency will determine the temperature contrast between the day
and the night side of a planet, and therefore the chemical processes that can occur throughout the
surface. Depending on the severity of the temperature contrast, these chemical processes can vary
wildly between one side of the planet and the other, which can keep the atmosphere in a state of
chemical disequilibrium (Komacek & Tan, 2018). Knowledge of the chemical states of exoplanet
atmospheres is important for the fidelity of models simulating close-in giant planet atmospheres,
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Figure 1.4 The first thermal map of an exoplanet made possible with Spitzer observations of the
full phase curve of HD 189733b by Knutson et al. (2007). This map shows an eastward offset from
the substellar point due to atmospheric winds (figure from Knutson et al. 2007).
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and ultimately our understanding of these systems.
While we can begin to estimate an exoplanet’s surface temperature with derivations of its equi-
librium or effective temperature, these quantities only work under the assumptions that the planet
behaves as a blackbody and is in thermal equilibrium with its star. The only temperature we can
truly measure from a phase curve is the brightness temperature of the planet’s photosphere at a
given phase in a given bandpass,
Tb(α,λ ) = Fp(α,λ )1/4σ−1/4, (1.9)
where σ is the Stefan–Boltzmann constant and Fp(α,λ ) is the measured surface flux of the planet
in a bandpass λ at phase α . The temperature contrast is then just the difference between the day-
side Tb derived from the secondary eclipse depth and Tb from the flux emitted from the planet’s
nightside. A deviation of the brightness temperature from a derived equilibrium temperature is
interesting and informative, as it indicates either a deviation from blackbody behavior due to ab-
sorption (Knutson et al., 2012), or non-Lambertian scattering in the wavelength of observation.
If a planet behaves as a blackbody, the same brightness temperature should be derived from
flux measurements made in different wavebands. Therefore, measuring a discrepancy in bright-
ness temperature between different wavelengths indicates that the planet does not radiate like a
blackbody (Charbonneau et al., 2005), which is an important caveat to consider in any simulations
or derivations that use Planck’s law to derive a temperature. Three dimensional dynamical models
have shown that the blackbody assumption is actually a fine one for modeling the dayside radiation
of short-period hot Jupiters such as HD 209458b, which show little to no absorption features, but
do begin to break down in cooler regions in the atmosphere where molecules can recombine and
create absorption features (Fortney et al., 2006).
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Figure 1.5 Original figure from Shporer et al. (2011) showing the Kepler light curve of the KOI-13
system phase folded on the orbital period of KOI-13b, a hot-Jupiter orbiting an A-type star once
every 1.76 days. The top panel shows the long-cadence Kepler data binned into solid black points
and fit with a phase curve model seen deconstructed into its separate parts in the bottom panel:
the dashed green line labeled R is the planet’s reflection component, the dashed blue line labeled
E is the component due to ellipsoidal variations, the dashed red line labeled B is for the Doppler
beaming component, and the solid black line is their sum. Note that the definition of orbital phase
in this figure is shifted by +0.5 compared to the phase definition used in this dissertation, and that
the transit and occultation signals at phase 0, 0.5, and 1 in the top panel have been removed.
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1.4 Stellar effects
Stars can also produce sinusoidal photometric signals in phase with a planet’s orbital period;
namely, ellipsoidal variations and Doppler beaming. The amplitudes of these effects can be on
the same order as that of a planetary phase curve, and can even dominate the light curve, making
it necessary to account for their presence in order to produce accurate results. The amplitudes of
these signals scale with the mass and orbital separation of the planet, and become negligible for
colder, less massive planets. However, massive short-period planets such as WASP-100b can have
a significant effect on the shape and motion of their stars, as we will see in Chapter 4. Luckily,
these photometric effects are distinct from those produced by a planet, which makes their signals
relatively easy to account for in a model regression to an observed phase curve. A good example
of an observation that includes all of these photometric effects can be seen in Figure 1.5.
1.4.1 Ellipsoidal variations
Massive close-in exoplanets can exert strong tidal forces on their stars. These differential grav-
itational forces will distort the shape of the star, causing its apparent size and therefore brightness
to change throughout the planet’s orbit. Because the star is stretched along the star-planet axis,
it will appear brightest at the planet’s quarter-phases and dimmer at the conjunctions, producing
a sinusoidal variation that peaks twice during the orbital phase curve, as illustrated in Figure 1.6.
The ellipsoidal variation phase curve is described by









sin i ppm (1.11)
for planet mass mp and orbital inclination i, where ηellip is a constant defined by the limb-darkening
coefficient u and stellar gravity darkening coefficient g (Morris, 1985; Mazeh & Faigler, 2010;
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Figure 1.6 Illustration of the brightness variation due to an ellipsoidal variation phase curve caused
by tidal distortion of the star by its planetary companion. The distortion of the star in this figure
has been greatly exaggerated for clarity.
Faigler & Mazeh, 2011) assuming negligable tidal precession,
ηellip =
3(15+u)
20(3−u) [1+g] . (1.12)
In this dissertation I allow the amplitude Aellip to float as a free parameter and call it a day, but it is
possible to derive a planetary mass from an observed ellipsoidal variation amplitude if the stellar
parameters are well known (Welsh et al., 2010; Shporer et al., 2011; Faigler & Mazeh, 2011).
Ellipsoidal variations were expected to be observed by Kepler and CoRoT prior to the launch
of these exoplanet dedicated satellites (Loeb & Gaudi, 2003; Pfahl et al., 2008), and have been
observed in the phase curves of many star-planet systems since they were first noticed in the Kepler
light curve of HAT-P-7 by Welsh et al. (2010).
1.4.2 Doppler beaming
Photons from a star moving along an observer’s line of sight will be relativistically beamed in
the reference frame of the observer due to the invariant nature of a photon’s phase-space density
under a Lorentz transformation (Loeb & Gaudi, 2003). In this case, the frequency dependence of
the emitted flux from the star scales as Fν ,? ∝ νδ , where δ = 3 in the classical Planck equation
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Figure 1.7 Illustration of the brightness variation of a Doppler beaming phase curve due to a star’s
orbital motion about the center of mass between itself and a planetary companion.
for blackbody emission. The frequency of photons from a star moving toward or away from an
observer at speed v? will be Doppler shifted by an amount ν = ν0(1+vR?/c), and therefore the
flux per unit frequency is also Doppler shifted,






c being the speed of light and F0,? the apparent flux emitted from the star in tangential motion to
the observer.
The value of δ averaged over a given bandpass can be estimated by setting δ (ν)≈ d lnF0/d lnν0
and integrating over the wavelengths of interest. This results in a greater photon flux in the forward
direction of the star’s motion, and a less dense flux behind the star. For a star orbiting the center
of mass with its planetary companion, the star will therefore appear to get brighter and dimmer







where the amplitude Abeam in ppm is simply the normalized right-hand side of Equation 1.13 for
v? = KRV , the radial velocity of the star. For solar-type stars observed in the optical, δ ≈ −1, but
all of this is really just to show where the factor of 4 comes from in our definitions of Abeam in
later chapters – in our phase curve regressions, we simply elect to let Abeam be a free parameter
informed by priors taken from the radial velocity measurements KRV . Similar to the ellipsoidal
variation amplitude, a planet’s mass (or the mass of any companion) can be derived from the
conservation of momentum with a measurement of the Doppler beaming amplitude,






(3−δ )2πa . (1.17)
In addition to beaming, there is another Doppler effect that can occur due to the consequences
of observing in a finite bandpass. If, for example, the spectrum of a star moving away from an
observer peaks near the red edge of an optical bandpass, the peak photon flux will be shifted to
lower frequencies that the instrument isn’t designed to detect. Conversely, lower energy photons
will be blue shifted into view as the star moves toward the observer. This Doppler shift effect is
accounted for by a simple scaling factor applied to Equation 1.14 (Mazeh & Faigler, 2010; Faigler
& Mazeh, 2011; Jansen & Kipping, 2020).
Doppler beaming has been observed in multiple light curves with very strong confidence.
Perhaps unsurprisingly, the effect was predicted to first be observed in eclipsing binary systems
(Zucker et al., 2007), which was later realized by van Kerkwijk et al. (2010) in the Kepler data,
where the first photometric radial velocity measurement that enabled a derivation of the mass of a
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companion white dwarf was produced. Doppler beaming induced by a substellar companion was
first observed by CoRoT (Mazeh & Faigler, 2010), and Kepler observations of these signals and
accompanying planetary mass measurements came soon after (e.g. Shporer et al. 2011; Faigler &
Mazeh 2011; Esteves et al. 2013).
1.5 Outline
There have been very few observations of full giant-planet phase curves to date, and even less
so for terrestrial planets due to their small size and consequently weak signals. Full planetary phase
curves are more likely to be confused with stellar activity or instrumental noise, and they require
much more time be dedicated to observing the same system than transits. But amongst the various
means of detecting planetary photons, photometric phase curves are particularly attractive from a
data perspective, considering transit survey missions such as Kepler and TESS have collected long
baselines of thousands of planetary systems at high precision. Further, although both the phase
curve and occultation effects have similar amplitudes, the signal to noise ratio (SNR) is actually
far superior using the phase curve method. This is because the phase curve temporal baseline is
increased by the ratio of the orbital period to the occultation duration, which in turn should improve
the SNR as∼t1/2. As an example of this, the amplitude of TrES-2b was first detected using just five
months of Kepler data from its phase curve (Kipping & Spiegel, 2011) before being later found in
occultation with the same precision after collating 2.7 years of Kepler data (Barclay et al., 2012).
Despite the relative difficulty of recovering a phase curve, the following chapters will continue to
show that being able to measure a full orbital phase curve provides fundamental information about
a planet that you just can’t get with an occultation or transit depth alone.
In Chapter 2 I address the problem of removing non-planetary signals by describing a new
algorithm to detrend exoplanet phase curves with a Python package I developed called phasma.
The method is relatively simple, yet powerful when applied in the appropriate circumstances. The
signal to noise ratio (SNR) of full phase curves can be further increased by stacking the phase
curves of similar planets into an ensemble, comparable to how light curves are folded onto the
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transit midpoint to minimize the noise. In Chapter 3 I use this idea to constrain the average albedo
of short-period Neptunian planets observed by Kepler, and make the first constraint on the average
albedo of terrestrial sized worlds in the largest phase curve ensemble study to-date.
Chapter 4 takes us nearly 1,200 light years from Earth to WASP-100b, a blisteringly hot gas
giant on a less-than 3-day orbit around an F-type star, observed by TESS for 76 of WASP-100b’s
years. I use phasma to isolate the planetary phase curve to measure its albedo, and for the first time
in the TESS data, find evidence for winds in an exoplanet atmosphere, furthering what we know
about the possible chemistry and atmospheric dynamics of a type of planet not found in our own
solar system.
Measuring an albedo or thermal redistribution efficiency from an observed phase curve requires
a flexible forward model whose parameters can be adjusted to fit the data, where at least tens of
thousands of adjustments are needed to converge on the values of the parameters that minimize the
error between the model and the data. At the time, and to the best of my knowledge, no such open
source computational phase curve model existed. A large part of my work presented in Chapters 3
and 4 involved creating such a model to run these regressions. My script6 creates a phase curve
model for user-specified inputs such as Bond albedo, redistribution efficiency, stellar and planetary
radii, the planet’s distance to its star, and stellar temperature, allowing a new model to be created
for every step in the regression’s parameter space.
The last chapter of my dissertation shows how we can use a 3-dimensional general circulation
model (GCM) to create our own planetary laboratory in which we can simulate the phase curves
of terrestrial exoplanets. Chapter 5 starts by introducing GCMs with an example of how they can
be used to study how dynamical properties such as planetary rotation rate can affect a planet’s
surface temperature distribution, and ultimately its potential for habitability. I then describe how
I converted the GCM’s static 3-dimensional model output into a function of the planet’s orbital
period, and then use this tool to obtain model phase curves from GCM simulations of the famous
6The script I wrote for modeling the thermal or reflection phase curve for a planet on a circular orbit par-
allel to our line of sight, observed with a given response function, can be found at my GitHub repository,
∼/tcjansen/phasecurve_model.
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habitable-zone exoplanets TRAPPIST-1e and TRAPPIST-1f.
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Chapter 2: Non-parameteric Detrending with phasma
2.1 Motivation
In Chapters 3 and 4, we seek to measure planetary phase curve signals in the TESS and Kepler
data sets. Unlike when stacking the transits of many planets (e.g. Teachey et al. 2018) or the
occultations (e.g. Sheets & Deming 2014), full phase curve signals last for days rather than hours.
Over time-scales of days, significant variations are observed in the TESS and Kepler time series, for
example due to focus drift and intrinsic stellar activity, and these trends require removal before the
phase curves of each planet can be analyzed for retrieving planetary characteristics. The difficulty
in the detrending process lies in choosing a method that balances the removal of unwanted signals
with the preservation of the signal of interest. The multi-day nature of the phase curve signal, for
example, requires far greater long-term stability in the final data product than that typically needed
when studying transits or occultations, and as a result, many conventional detrending approaches
are not well-suited for the task at hand.
For example, polynomial detrending would be inappropriate since even on the timescale of a
few hours polynomial orders up to 4th order are often necessary (Sandford & Kipping, 2017) for
adequate detrending. Accordingly, for multi-day timescales, very high order polynomials would be
needed, which become increasingly unstable. One solution to this is to use a moving polynomial
kernel (e.g. Armstrong et al. 2016), although assuming a strict polynomial-shape for the variations
does not have a clear motivation besides from mathematical convenience. Further, the order of the
polynomial function must be selected, typically using metrics such as the Bayesian Information
Criterion as a proxy for the full marginal likelihood. A problem with this is that often competing
orders will score similar marginal likelihoods, meaning that formal Bayesian model averaging
across an infinite sum of polynomial orders is necessary.
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Another popular approach is cosine filtering, which was first developed specifically for phase
curve analysis (Mazeh & Faigler, 2010), although it has since found significant value in transit
analysis too (e.g. Kipping et al. 2013). By adopting a Fourier-based approach, quasi-periodic
signals should be expected to be more accurately described than with polynomials, which distort
the power spectrum in unpredictable ways. However, since cosine filtering comprises a linear sum
of cosine terms of ever higher orders, it too becomes unstable at the high orders often necessary
when studying trends over many days (Kipping et al., 2013). Similarly, the algorithm typically
detrends using a linear sum of harmonic functions where the number of harmonics is fixed. As
with polynomial detrending, this is somewhat unsatisfactory since increasing or decreasing the
number of harmonics should lead to closely competing maximum likelihoods, meaning that formal
Bayesian model averaging should be invoked.
To overcome these issues, non-parametric detrending methods are an attractive alternative.
One such method is median filtering, where a moving median kernel with a specific bandwidth is
computed over the entire time series to build a moving median function, and the time series is then
divided out by this function. One popular choice for the bandwidth is on the order of ∼ O[101]
consecutive points (e.g. Jenkins et al. 2015), but this would not be appropriate here. At such
a small size, the method would remove not just the instrumental and stellar variations, but also
the variations due to the phase curve itself. Rather than use a bandwidth based on the number of
consecutive points, it is often preferable to use bandwidths with fixed temporal windows to account
for potentially sparse data arrays. In this vein, a common choice is a longer bandwidth arbitrarily
fixed to some value on the order of days (e.g. Rowe et al. 2010), but such an approach is not
designed nor intended to preserve phase curve functions.
To address the problems discussed above, we designed a new algorithm to detrend exoplanet
phase curves that is simple yet powerful, which we refer to as phasma1. Although similar non-
parametric methods have been developed for extracting transit signals (Samsing, 2015), phasma
is instead optimized for phase curve recovery. The philosophy behind phasma is that a planetary
1This isn’t an acronym – it’s the name of a character from Star Wars, just for fun!
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phase curve has a highly predictable spectral response function if the planet’s orbital period P
is a-priori known, as is the case for transiting systems. Specifically, the phase curve will have
strong power at ω = 2πn/P, where n is a positive integer describing the harmonics of the phase
curve. This information could be used to design a highly effective filter for removing the planetary
phase curve component of the original time series, F(t), leaving behind a pure nuisance signal,
G(t). Finally, the nuisance signal can be then removed from the original time series to reconstruct
the planetary phase curve, followed by phase folding and phase binning to enhance the final data
product.
Although many band-stop filters could be considered to construct G(t), an attractive option is
the moving average. A moving average of bandwidth P has excellent attenuation at ω = 2π/P and
all higher harmonics (see Figure 2.1). Moreover, the filter is computationally cheap and concep-
tually simple. In practice, we elect to use a moving median filter instead of the mean, since it has
the same spectral response properties but operates as a more robust estimator in the presence of
outliers.
2.2 Qualitative description
To illustrate how phasma functions, consider a segment of data starting at the first data point of
a photometric time series and ending one orbital period later in time. If the data were solely due
to a phase curve, then this segment of data would encompass an entire phase curve and thus have
a median equal to unity (for a normalized curve). If the data were due to a phase curve plus some
nuisance signal, then similarly the phase curve contribution averages out and the median point is
simply equal to the median level one would obtain if the signal were due to the nuisance signal
alone. In this way, by moving along point-by-point with a kernel bandwidth of P, we trace out the
nuisance signal exclusively.
phasma can be understood as comprising of the following three-step process:
















frequency response of 
phasma’s first step filtering
spectral power of an 
exoplanet’s phase curve
p riodicity
Figure 2.1 Spectral response function of applying a moving average filter with bandwidth P to
a time series, F(t), representing step 1 of phasma. The extreme attenuation at each harmonic re-
moves any flux contributions from the planetary phase curve, Fp(t), leaving behind a pure nuisance
signal G(t).
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2. Remove the nuisance signal from the original time series
3. Phase-fold the residual signal to attenuate any non-coherent power
2.3 Mathematical description
To formally prove the principle behind phasma, we provide here a mathematical description
of the algorithm by defining the observed flux to be a linear sum of the star’s flux, F?(t), and the
planet’s flux, Fp(t). We explicitly assume that Fp(t) is a real-valued, strictly periodic function
(although it need not be sinusoidal) and that the waveform of this function does not evolve in time
(e.g. the amplitude does not vary in time), such that it exhibits translational symmetry:
Fp(t +nP) = Fp(t) ∀ n ∈ Z. (2.1)
Assuming the above means that the spectral response function of Fp exhibits line spectra located
at ω = 2πn/P, where n is a positive integer, as depicted in Figure 2.1. In contrast, F?(t) is not
assumed to follow any particular functional form (although it is assumed to be real-valued), since
indeed real stars can produce highly complex and intricate light curves. As mentioned earlier, in
practice, the phasma algorithm uses a moving median, but we consider here using a moving mean
for mathematical convenience, and explain the use of medians shortly. We further consider the
time series to be well-approximated as being homoscedastic2. phasma works by first constructing





















2Homoscedasticity describes data that share the same variance, i.e., have the same error term.
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which may be re-written more compactly as
G(t) = F̄p +[F? ∗Π](t). (2.3)
In reality Equation 2.2 is performed as a sum of discrete observables, however, we argue that
the time sampling is much finer than the baseline and therefore any resulting discretization error
is negligible. In Equation 2.3, F̄p is time-invariant, since marginalizing any periodic function over
its period returns a constant, which is equal to the mean planetary flux in this case. In contrast, the
second term preserves time variability, where we have exploited the fact that a moving average is





0 if |t|> P2 ,
1 if |t| ≤ P2 .
(2.4)
It is instructive to consider the effect of this kernel on F?(t) in the frequency-domain, which
can be derived taking the Fourier transform (which we denote as the operator F) of F? ∗Π. Via the





Since the sinc function’s amplitude decreases as ω−1, high frequencies are attenuated, whereas
low-frequencies pass through. Accordingly, let us write that
F?(t) = F?,low(t)+∆F?(t), (2.6)
where the “low” subscript denotes the low frequency range (i.e. a periodicity greater than the
period of the planet) and ∆F? represents the residuals between the original function and its low-
pass filtered component. Since F?(t) is a positive, real-valued function at all times (flux cannot
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be negative), then the moving average must also be positive and real-valued. By definition, the
residuals of the original function around the moving average must therefore be real-valued but
approximately equally mixed between positive and negative values. This point will become im-
portant when phasma performs a phase-folding operation later. Returning to Equation 2.3, we may
now write that
G(t) = F̄p +F?,low(t). (2.7)
Having constructed and defined G(t), we now proceed to step 2 of phasma and remove G(t)
from the original time series. The target function for the final phase curve function, F̃(t), is defined
in this work as being the planetary flux divided by the mean stellar flux, Fp/F?, in the case of perfect





which is equivalent to taking the original time series, dividing it by G(t), and then subtracting unity





















where on the second line we have defined F ′p(t) = Fp(t)− F̄p (ultimately a constant offset does not
affect our inference of the phase curve shape), and in the denominator used F?,low(t) F̄p.
The final step is to take F̃(t) and phase-fold upon the orbital period, P. Since the signal F ′p(t)
is periodic in P, and we fold exactly on P, the signal remains undisturbed. In contrast, the ∆F?(t)
function is, in general, incoherent in P and is approximately evenly distributed between positive
and negative values, by virtue of its construction (see earlier discussion). Accordingly, randomly
sampling ∆F?(t) and taking the mean will converge towards zero as we increase the number of
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samples, broadly following a N−1/2 scaling. In other words, ∆F?(t) averages out on the phase fold.
We can get a quantitative handle on this attenuation by approximating ∆F?(t) as a high fre-
quency sinusoidal wave, for which the standard deviation of the signal is' |∆F?|/
√
2, where |∆F?|
is the sinusoidal amplitude. Finally, after conducting B/P folds (where B is the baseline of the time












where α is the orbital phase of the planet. Further attenuation of the residual stellar noise is then
possible using phase-bins, since again the planetary signal remains coherent in the folded domain
but the stellar component should not. Despite this, there remains a possibility for additional noise
contamination by the star and thus we later show how cases with excess noise can be identified via
the use of control system tests (see Section 3.2.3).
We highlight that in what has been presented thus far, the instrument response function has
been ignored; nonetheless, it does not affect phasma so long as the instrument is dominated by
low-frequency power. This can be seen from Equation 2.8, where an instrumental function acts
as a product to F(t) and thus also G(t) and therefore is cancelled out in that equation, so long
as the instrument function is largely unaffected by the convolution kernel. Stitching Kepler’s ob-
servational quarters together is one way to introduce high frequency power, since step functions
between each quarter would have high power in the frequency domain. For this reason, the work
in Chapter 3 applies phasma on a quarter-by-quarter basis.
Because the kernel bandwidth is P, we cannot reconstruct the nuisance signal in the first and
last P/2 segments of the time series. Therefore we require that the baseline B P so that the
fraction of unreconstructed data is relatively small, and thus the method remains both robust and
sensitive.
Finally, rather than using a moving mean, phasma is run with a moving median as a more














































































































































































































































































































































































































































































































HAT-P-7 Kepler SAP data: F(t) phasma reconstructed nuisance signal : G(t)

















































































































































































































































































































































HAT-P-7 Kepler SAP data: F(t)
phasma detrended phase curve (this work)
Figure 2.2 Top panel: SAP light curve of HAT-P-7, transits are clearly visible. We overlay the
moving median function (red) adopting a kernel width of P. Lower panel: Resulting phase curve
from our detrending (red cirlces, offset by +50 ppm) compared to the phase curve of Armstrong
et al. (2016) (grey triangles) for the same system but derived using an independent method.
2.4 Applied example: HAT-P-7b
As an example of our detrending method, we showcase its performance using Kepler obser-
vations of a well-known system that exhibits strong phase curve variations, HAT-P-7b (Borucki
et al., 2009). The simple aperture photometry (SAP) for this star is shown in Figure 2.2, where we
have normalized each quarter by the median flux. Setting P = 2.204735417 days as reported on
the NASA Exoplanet Archive (NEA; Akeson et al. 2013), we derive the median function, shown
in red in the top panel of Figure 2.2, and then divide the original data through this function. End
member data (within P/2 of the quarter stitch points) are not reconstructed. In this example and
the applied case in Chapter 3, only the long-cadence data is used or necessary.
The data are then phase folded, centered upon the time of transit minimum, and the data binned
to 500 evenly spaced phase points. Outliers exceeding 5 σ from each phase window are rejected.
The final phase curve is shown in the bottom panel of Figure 2.2 which we compare to that pre-
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sented in the independent analysis of Armstrong et al. (2016). Although Armstrong et al. (2016)
used a moving polynomial based detrending, the two methods provide equivalent results and give
us confidence that our algorithm performs as expected. Unlike Armstrong et al. (2016), there is no
need with our method to experiment with different polynomial orders or kernel sizes, and the de-
trending options are fixed and objective, enabling a fast and homogeneous detrending of hundreds
of different phase curves.
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Chapter 3: Kepler’s Dark Worlds: A Low Albedo for an Ensemble of
Neptunian and Terran Exoplanets
3.1 Introduction
As discussed in Chapter 1, the amount of light reflected and emitted from an exoplanet is a
direct probe of said planet’s surface or atmospheric composition. Several observational strate-
gies have been successful in detecting this light, including high-dispersion Doppler spectroscopy
(Snellen et al., 2010; Birkby et al., 2013), occultation detections both photometrically (Deming
et al., 2005) and spectroscopically (Charbonneau et al., 2008), and photometric phase curves
(Knutson et al., 2007). The study of these planetary photons, particularly when coupled with tran-
sit spectroscopy (Seager et al., 2000; Charbonneau et al., 2002), has been instrumental in shaping
our understanding of exoplanetary atmospheres to date (Burrows, 2014).
In cases where these planetary photons are detected and the planet is known to be a transiting
body, it is usually possible to measure the planetary albedo. Contextually, measuring an albedo
close to unity implies that the planet is more likely to have an abundance of highly reflective cloud
coverage or to have an icy surface, rather than, say, a bare surface darkened by basaltic rock (Hu
et al., 2012). The shape of a planet’s phase curve can also provide insight into a planet’s thermal
properties; for example an offset of the peak from the point of occultation implies a certain degree
of heat redistribution from the substellar point (Knutson et al., 2007) or asymmetric reflection from
patchy clouds (Demory et al., 2013). In any case, measuring the amplitude and shape of phase
curves allows us to identify individual planetary characteristics, which furthers our understanding
of planetary compositions on a broader scale.
As alluded to, Kepler data has already been used to detect numerous individual optical phase
curves (Borucki et al., 2009; Kipping & Spiegel, 2011; Esteves et al., 2013; Angerhausen et al.,
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2015), although primarily for Jupiter-sized planets on short-periods, such as HAT-P-7b. This is
largely a result of the strong detection bias intrinsic to the method itself, with the amplitude of
the effect scaling as (Rp/a)2 (Winn, 2010). For example, a 1.5 R⊕ Super-Earth with a geometric
albedo of Ag = 0.5 orbiting a Sun-like star at 0.05 AU would have a reflection amplitude below
1 ppm, making it exceedingly challenging for Kepler which has a median sensitivity of ∼40 parts
per million (ppm) for a 12th magnitude star (Christiansen et al., 2012). Consequently, meaningful
constraints on individual albedos are simply unobtainable for almost all Terran and many Neptu-
nian exoplanets found by Kepler.
As noted earlier, a major increase in the SNR is achievable by using phase curves rather than
occultations by essentially increasing the volume of data (Kipping & Spiegel, 2011). Similarly, we
propose in this work that a further increase in SNR can be achieved by stacking different planets
(of similar type) together to create an ensemble phase curve. Although information about the
individual planets is lost, this method enables a measurement of the average albedo for a collection
of previously unobtainable small worlds.
This stacking approach has been used in numerous other examples recently, such as search-
ing for exotrojans (Hippke & Angerhausen, 2015) and exomoons (Teachey et al., 2018), but the
most closely related example comes from the stacking of occultations in Sheets & Deming (2014).
Stacking occultations is attractive since the effect is intrinsically localized and morphologically
sharp, meaning simple local polynomial detrending can be used to correct for trends due to the
instrument and stellar activity. However, as highlighted in the case of TrES-2b, occultations have
considerably weaker SNR to planetary photons than the full phase curve (Kipping & Spiegel,
2011). Nevertheless, Sheets & Deming (2014) appear to be first to appreciate the stacking oppor-
tunity, and in that seminal paper measured an occultation depth of (3.8±1.1) ppm for an ensemble
of 31 sub-Saturn (R < 6 R⊕) Kepler planetary candidates. If the phase curve had zero contribution
from thermal emission and was solely due to reflected light, the authors estimate this occultation
depth corresponds to an average geometric albedo of Ag = (0.22± 0.06). In a follow-up study
performed by the same authors, similar methods were applied to a larger ensemble, where they
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measured lower geometric albedos on the order of 0.1 (Sheets & Deming, 2017).
In this study, we aim to maximize our sensitivity by stacking phase curves to measure the rep-
resentative albedos of an ensemble of 50 Terran planets and an ensemble of 115 Neptunian planets
– the largest phase curve ensemble considered to-date. In Section 3.2, we describe our detrending
and stacking methods, and define our target and ensemble criteria. In Section 3.3, we provide the
expressions used to construct the phase curve models, and in Section 3.4 we describe our regres-
sion methods and model selection. In Section 3.5 we state our results for the two ensembles, which
are then discussed in Section 3.6.
3.2 Data processing
In this work, we aim to measure the phase curve signal of a large ensemble of Kepler exo-
planets. Over the multi-day time-scales of full phase curves, significant variations are observed in
Kepler time series due to focus drift and intrinsic stellar activity, and these trends require removal
before the phase curves of each planet can be co-added. Furthermore, the multi-day nature of the
phase curve signal requires far greater long-term stability in the final data product than what is
typically needed when studying transits or occultations. For this reason, we begin processing the
data by applying the phasma algorithm described in Chapter 2, which is optimized for recovering
phase curves signals by removing low-frequency nuisance variability.
3.2.1 Suitable phasma targets
A basic requirement for phasma is a precise measurement of each planet’s orbital period, P.
Since the planets considered in this work are transiting, the period is indeed precisely known in all
cases.
Each Kepler quarter is offset slightly from the surrounding quarters due to the rotation of the
spacecraft causing the stars to appear on different CCDs of slightly different sensitivities. An
attempt at correcting for this is made in the PDC-MAP data product (Smith et al., 2012; Stumpe
et al., 2012) although the associated uncertainty in that correction is unclear. For simplicity, we
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detrend each Kepler quarter independently, giving a baseline B of ∼ 90 days. In order to satisfy
B P, our targets are selected such that P < 10 days.
In addition to this filter, we also eliminated systems with more than one planet, where the phase
curves would co-add and negatively affect our detrending approach. Next, we only considered
planets with a NASA Exoplanet Archive disposition of “CONFIRMED”.
Finally, we removed stars with logarithmic surface gravities less than 4. The log(g) cut is
motivated to remove stars with a higher false-positive rate (Sliski & Kipping, 2014) as well as
stars with increased activity signals, which have the potential to negatively influence our results.
In doing so we attenuate the contamination from these objects and declare a well-defined cut to
make our work reproducible.
Applying these cuts on September 29th 2016 gave us 477 Kepler Objects of Interest (KOIs)
which we used in what follows.
3.2.2 Choosing a binning scheme
In order to homogenize the different phase curves of each KOI, we decided to bin the data into
500 evenly-spaced phase bins. We then removed all phase points occuring within 5% of the orbital
period centered on the transit to ensure transits do not contaminate our sample, leaving 450 points.
For a given KOI, the point-to-point formal uncertainty estimates do not vary greatly throughout
the time series and thus is approximately homoscedastic. We attempted four different binning
schemes to create our binned phase curves for each individual KOI: a) simple mean b) weighted
mean c) simple median d) weighted median. The weighted-options account for the modest degree
of formal heteroscedasticity.
We binned all 477 KOIs in our sample with all four methods and then measured the median
absolute deviation of the final binned light curve from each. We ranked the methods from best to
worst for each KOI and then compiled the list of ranks for all KOIs. We find that the weighted
mean is the method that ranks the highest, winning 477 of the 477 trials. Accordingly, we elected
to adopt the weighted mean binning scheme in what follows.
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3.2.3 Applying to control systems
After applying our detrending algorithm to all 477 KOIs, we required some way to assess
whether the resulting phase curves were of acceptable quality (i.e. free of significant contamination
from stellar activity, for example). This required a point of comparison, so we elected to run our
code on two other samples of 477 Kepler Input Catalog (KIC) targets as a control system in which
no KOIs are presently known to reside. The first group is dubbed as “slow KICs”, chosen since
their rotation periods are slow and thus should be expected to display lower stellar activity than
usual. The second group is dubbed the “fast KICs” for the opposite reason, since they have fast
rotation and thus should have significant stellar activity.
The slow sample was defined such that rotation period was slower than 20 days, the effective
temperature of the star was between 3000 K and 7000 K, and the log surface gravity was greater
than 4.0. The fast sample used the same cuts, except the rotation period was required to be faster
than 5 days. In both cases, we used the McQuillan et al. (2014) rotation periods to perform these
cuts and ensured no KOIs existed at the time of writing.
For the fast sample, we detrended the time series assuming a fictional orbital period randomly
drawn from between 1 and 5 days. This represents a worst-case scenario for our method since
these fictional orbital periods are nearly in phase with the intrinsic stellar variations. In the case of
the slow sample, we draw a random orbital period from the same distribution, but here the intrinsic
variations are expected to be much slower than the kernel width, which should lead to a more
precise detrending.
After detrending, we define the uncertainty on the phase curve points in two ways. First, we










where σi are the SAP reported photometric errors and the sum is performed over a specific binning
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window. We find that for any given KOI the 450 binned σtheory are, as expected, very similar and
thus simply adopt their median value as a fixed point estimate for each unique KOI in what follows.
In addition to σtheory, which represents a best-case scenario uncertainty, we also empirically
measure the uncertainty in the final phase curve by computing the standard deviation. Since the
phase curve of each KOI can exhibit significant variations due to the intrinsic phase curve signal,
rather than noise, it is necessary to first perform a first-order removal of any such signal. To
accomplish this, we use a simple linear least squares fit of a composite sinusoidal model for the
ellipsoidal variations, Doppler beaming and reflection+thermal component following Equation 6
of Mazeh & Faigler (2010). We then define σinter as the the standard deviation of the residuals.
An idealized system would have σinter' σtheory, but persistent nuisance variations unaccounted
for by our detrending are generally expected to inflate σinter above σtheory. In this way, we identify
the ratio (σinter/σtheory) as a key metric for assessing the quality of our detrending. In general, we
expect the best case ratio to be unity, so we subtract one from this ratio and take the log to more
clearly inspect the diversity of ratios found. Repeating for our three samples (the KOIs, slow KICs,
and fast KICs), we present the resulting ratio proxies in Figure 3.1. As can be seen in this figure,
the fast KIC sample exhibits a larger typical ratio than of the slow KICs, as should be expected,
since our detrending algorithm is most likely to struggle in the fast regime.
Remarkably, the KOI sample displays an even lower ratio than that of the slow KIC control
sample, implying that KOI host stars are less active than even the slow rotating Kepler stars. One
possible explanation for this could be that a population of non-transiting planets are contaminating
the slow KIC sample, thus generating a higher uncertainty ratio, however we find this explana-
tion improbable. The number of transiting exoplanets that produce independently detectable phase
curve amplitudes has been relatively low, and therefore we would expect to see a similar paucity
of non-transiting planets with non-negligible phase curves in our slow KIC sample. Additionally,
the phase curve amplitude is at its maximum when the orbit is along the line of sight and would
therefore decrease for non-transiting exoplanets, further lowering the possibility of being respon-
sible for the larger uncertainty ratio in the slow KIC sample. Instead, this is most likely an artifact
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Figure 3.1 Right panels: Histograms showing the distribution of standard deviations obtained
(normalized by a theoretical benchmark) for the slow rotating and fast rotating control sample.
Left panel: Same as right except for the 477 KOIs considered in this work. The distribution is well
described by a mixture model of the fast KICs, slow KICs and an additional quieter subsample. The
density ratio of e between the quiet+slow and fast populations demarks our cut-off for acceptable
noise properties.
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of selection bias, since transit signals are intrinsically easier to detect around quieter stars.
We find that normal distributions well-describe both the slow and fast KIC histograms in Fig-
ure 3.1 and thus one can treat the KOI sample as being a mixture model of these two compo-
nents plus some additional even quieter component. Assuming this additional component is also
a normal distribution, we use maximum likelihood regression to find that the KOI sample is well-
described by a mixture model of 16.2% fast KICs, 30.0% slow KICs and 53.7% an additional quiet
sample component.
In general, we deem it satisfactory if a target star can be said to belong to either the quiet or
slow KIC sample, since our detrending algorithm is designed with such cases in mind. Accord-
ingly, using our mixture model, we demark that for all (σinter/σtheory) < 6.6, it is more likely a
sample would belong to the slow+quiet sample than the fast sample. At the critical ratio of 6.6, the
probability density ratio between the two populations is unity, but for the sake of conservatism we
push this back until the probability density ratio equals e, which occurs at (σinter/σtheory) = 3.6.
In Figure 3.2 we show a scatter plot of the two noise estimates for the 477 KOIs and draw a line
demarking the cut-off ratio of 3.6. This cut reduces our sample from 477 KOIs to 378, removing
99 targets.
3.2.4 Stacking different KOIs
Each binned phase curve has a slight but somewhat arbitrary offset that means simple stacking
of the curves present noticeably poor coherence. It is therefore necessary to define an offset term
for each KOI which is subtracted prior to the final stacking.
Consider the jth binned phase point of the final stacked phase curve of all KOIs, where j =
1,2, ...,nbins−1,nbins (where in our case nbins = 450). Within that bin, there are nKOI data points,
one from each KOI, contributing to the binned point. Ideally they would closely agree with each
other and display a small spread. If the spread were large, this would indicate we have poorly
selected our offset terms. Formally, rather than spread the standard deviation, we really want to





























































































































































































































































































































































































































































































































Figure 3.2 Scatter plot of the observed standard deviation versus the theoretical prediction with
perfect detrending for the 477 KOIs considered in this work. Objects south of a ratio of 3.6 (upper
dashed line) are considered to be of acceptable quality in what follows.
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each and every binned phase point (nbins = 450 in total), the final cost function is the sum of all of
these chi-squared terms i.e. C = ∑nbinsj=1 (χ j)
2. In principle then, we simply need to minimize C with













where we use i superscript to denote the ith KOI and j subscript to denote the jth binned phase
point, and we further define θ i as the offset term associated with the ith KOI, and µ j as the average
of the jth binned phase point.
One complication is that within each grand bin point, we want the points to lie close to the
“average”, µ j, but we can again choose to define average in several different ways: a) simple mean
b) weighted mean c) simple median d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the unweighted versions to be optimal. Nev-
ertheless, we tried all four strategies on each planet group considered. We defined the preferred
method as that which leads to the lowest median absolute deviation in the final grand stacked phase










Finally, we point out that for σ ij, we assume that for a particular given KOI, the errors are
homoscedastic (although heteroscedastic across different KOIs) such that σ ij = σ
i for all j =
1,2, ...,nbins− 1,nbins. Specifically, we set σ i to be equal to the standard deviation of the resid-
uals of each KOI’s phase curve after an initial simple fit (as described earlier in Section 3.2.3),
such that σ i is equal to σinter of the ith KOI. An illustration of this offset optimization scheme can
be seen in Figure 3.3.
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a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1 c
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principle then, we simply need to minimize C with respect













where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted









Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after











2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000 K to 10000 K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (5)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-












where u is the linear limb darkening coe cient and g
is the stellar gravity darkening coe cient. For these coef-
ficients, we queried the thoeretical tabulation presented in
Claret & Bloemen (2011) for the Kepler bandpass given a
vector of inputs defined by {Teff, logg, [Fe/H]}. In order to
draw intermediate points not present in the table, we trained
a random forest interpolative algorithm on the three inputs,
enabling us to quickly interpolate aellp for any given choice
of inputs.
MNRAS 000, 1–8 (2017)
...
The Albedo of Kepler’s Small Worlds 5
Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1 c
2
j . In
principle then, we simply need to minimize C with respect













where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵set term associated with the ith
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Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and no -linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal v lue and sequanti lly repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
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2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
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i g empirically calibrated models.
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soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000 K to 10000 K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (5)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-












where u is the linear limb darkening coe cient and g
is the stellar gravity darkening coe cient. For these coef-
ficients, we queried the thoeretical tabulation presented in
Claret & Bloemen (2011) for the Kepler bandpass given a
vector of inputs defined by {Teff, logg, [Fe/H]}. In order to
draw intermediate points not present in the table, we trained
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Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set he vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
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& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
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nents. For all calculations, we assume zero eccentricity for
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For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
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superscript to denote the jth binned phase point, and we
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As a bri f aside, the optimization of C i non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C w th respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
al elements of Q. After completion, we saved the new C
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The objective of this work is to easure the reflectio com-
ponent of the phase curv for a co-added sample of KOIs.
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thes oth r e↵ects are expected to have relatively little con-
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a-priori, unknown to us although they can be predicted us-
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et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
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whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
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nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equatio 9 of Mazeh
& Faigler (2010), such that
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Doppler boosting e↵ect by the sp ctrum shifting in and out
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Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
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i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
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To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
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The objective of this work is to measure the reflection com-
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Abeam = 4abeam Kc , (5)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
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As a brief aside, the optimization of C is non-trivial due
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To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
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i for
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Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
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To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
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where we use i subscript to denote the ith KOI and j
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a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, w simply need to minimize C with resp ct













where we use i subscript to deno e the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as t at which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we fo nd t at the weighted









Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q 1, with a variable x and performed a simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q 1 with this optimal value and sequa tially repeated
for all elements of q . After c mpletion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after






























2.7 Defining Pl n t Samples
T e objectiv of t is work i to meas re the reflection com
ponent of the phase curve for a co-added sample of KOIs.
S nce phase curves are comprised of several other e↵ects be-
sides r fl ction, it is de ireabl to choos a subset for hich
these other e↵ects are expected to h relatively little con-
tribution. However, th amplitudes f each component e,
a-priori, u known t us although t ey an be predicted us-
ing empirically calibrated models.
To this end, we forecast d th mplitude of th ell p-
soidal variations, the bea ing e↵ect, the t rmal component
and the reflection hase curve for each and every KOI. First,
we obtained the posterior distributions for each plan t’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and th Rowe
& Thompso (2015) transit parameter posteriors together,
whereas for casted massescome from the forecaster
packag (Chen et al. 2017a). We then comput the fore-
casted beaming, ellipsoidal, reflec ion and thermal compo-
nent . Fo all calculations, we ssume zero eccentricity for
simplicity.
For the beaming mplitude, we use Equ tion 9 of Mazeh
& Faigler (2010), s ch that
Abeam = 4 beam Kc , (6)
where K is the forecas ed radial velocity amplitude,
which can b computed from the forecasted planetary mass,
c is the spe d of light in vacuu and abeam is a factor of
order unity t account for the fini e bandpass u ed and the
Doppler boosting ↵ect by the spectrum shifting in and out
of said bandp ss (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code f alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of he parent star. We
comput d abeam across grid from 3000 K to 10000 K usi g
the Kepler bandpass and found that a f ur -ord r poly-
nomial - whic is substa tially faster to c ll - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upo the approxi-








MNRAS 000, 1–9 (2017)
The Albe o of Kepler’s Sm ll Worlds 5
Ideally they would closely agree with each other and display
a sma l spr ad. If the spread we large, this w uld indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, e really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
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where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ays: ) simple mean b) weighted mean c) simple me ian
d) weigh ed m dian. B ween KOIs, the data is certainly
heterosc dastic here and thus one should not expect un-
weighted versions to b optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defi ed
the prefered method as that which leads to th lowest me-
dian absolute deviation in the final grand stacked ight curve.
For all planet groups considered, we fou d that th weighte









Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i s equal to sinter of the ith KOI.
As a brief side, the optimization of C is non-trivial due
to the large dimensio ality and non-linearity of the probl m.
To solve this, we ini ially set the vector of o↵set erms, q ,
to be zero a d computed C(q ). We the replaced the first
term, q 1, with a var ble x and performed a simple downhill
1D minimiza ion of C(q ) w th r spect to x. We then th n re-
placed q 1 with this opti al value and s quantially repeated
for all elem nt of q . After completion, we saved the new C
and then repeated the entire process gain. T is was done
multiple t mes and we found rapid convergence of C after






























2.7 Defining Planet Sample
The objective of this w rk is o e ure th reflection com-
ponent of the p ase curve for a c -added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireabl to choose a subset for which
these other ↵ects are expected to have relatively littl con-
tribution. Ho ever, the ampli u es of each component re,
a-priori, unknow to us although they can be predic ed us-
ing empir cally calibrated mod l .
To this end, we for casted the a plitude of ellip-
soidal v riati s, the beamin e↵ect, the thermal compo nt
and the reflec ion pha e curv f r each and every KOI. F rst,
we ob i d the p sterior distributions for each plan t’s ob-
s rv d r dius and f recasted mass fro the study of Ch n
et al. (2017b). The radius poste or come from combining
the Mathur et al. (2017) s el ar po teriors and th Rowe
& Thomp on (2015) t ansi arameter post riors togeth r,
where s the forecast d mass scome from th for cast r
package (Chen t al. 2017a). We t n compute the fore-
casted b aming, ellips idal, eflection and t ermal compo-
nents. For all calculations, we a sume zero eccentricity for
simplicity.
For the be ming ampli ud , w use Equation 9 of Maz h
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed fro the forecasted planetary mass,
c is the speed of light in a vacuum and ab am is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of s i bandpass (Lo b & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private co munication) which depends upon a sin-
gle input, the e↵ec ive te peratu of the p r nt star. We
computed abeam across a grid from 3000 K to 10000 K using
th Kepler b ndpass and found that a fourth-ord r poly-
nomial - which is substantially faster to call - provi es an
excelle t approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
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where we use i subscript to denote the ith KOI and j
superscrip to denote the jth binned phase point, and we
further define q i as the o↵set t rm associat d with the ith
KOI, and µ j and the avera e of the j h binned phase point.
On complication is that within each grand bin point,
we w nt the points t lie close to e “average”, µ j, ut
we can agai cho s t define av ra e in several di↵ere t
w ys: a) simple me n b) weighted mean c) simple medi n
d) w ighted median. Betwe n KOIs, the d ta is certainly
heterosc das i here nd thus one should not expect the un-
weighted vers ons to b optimal. Nev rth l ss, w tried all
four str t gies on each planet group considered. W defined
the prefer d m th d as that which l ds to the lowest me-
dian ab olut devia ion i the final gra d stacked light curv .
For all planet groups consider d, we found that the weighted









Finally, we point out that for s ij, we assume that for a
particular given OI, the errors re homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviatio of the residuals of each KOI’s
phase curve afte n initi l simple fit (as de cribed earlier in
Section 2.5), such that s i is equal sinter of the ith KOI.
As a brief aside, the optimiz tion of C is no -trivial due
to the larg dimensionali y and on-lin arity of the pro l m.
To solve th s, we initially set the vector of o↵s t terms, q ,
to be zero and compute C(q ). We then replac d the first
term, q 1, wit a variable x and performed a simple d wnhill
1D minimiz tion of C(q ) with respect to x. We then then re-
placed q 1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
nd then repeated the en re process again. This was done
multipl times and w found rapid convergenc of C after






























2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
side reflecti n, it is sireabl to choose a subset for which
th e other e↵ cts are expected to have relatively little con-
ribu ion. However, the amplitudes of each component are,
a-priori, unk own to us although t ey can be predict d us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the llip-
soidal variations, the b a ing e↵ect, th hermal compo ent
d the reflection phase curve f r e ch and every KOI. First,
we obtained the post rior distributions f r ach planet’s ob-
s rved radiu and forecasted ass from the study of Chen
et al. (2017b). The radius posteriors come fr m combini g
th Mathur et al. (2017) stellar posteriors and the Rowe
& Thomps n (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted be mi g, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the foreca ted rad velocity amp itude,
which can b computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Ga di 2003). For this factor, we
computed abeam usi g the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, th e ctive temperature of the p rent star. We
computed b a across a grid from 3000 K to 10000 K using
the Kepler bandpass and found th t a fourth- rd poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
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where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
O e complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) w ight media . Between KOIs, the data is c rtai ly
heteroscedastic here and thus one shoul no expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four str tegies on each planet group consi ered. W d fined
the prefere method as that which lead to e lowest me-
dian absolute deviation in the final grand stacked light curve.
For all pla et groups considered, we found that the weighted









Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase cur after an i iti l simple fit (as described earlier in
Secti n 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C s non-trivial due
to the large d mensionality and non-linearity of t prob em.
To solve is, we initially set the vector of o↵set t rms, q ,
to be zero a d computed C(q ). We then replaced the first
term, q 1, with a variable x and performed a simple downhill
1D minim zatio of C(q ) with respect to x. We then then re-
placed q 1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
and then repeated the entire process again. This was done
multi le times and we found rapid convergence of C aft r






























2.7 Defining Planet Samples
The bjective of this work is to measure the refle ion com-
pon nt of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it s desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
Thomps n (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to acco nt for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000 K to 10000 K using
the Kepler bandpass and foun that a f ur -orde poly-
nomial - which is subs antially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
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imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect













where we use i subscript to denote he ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as t e o↵set term associated with the ith
KOI, and µ j and the average of the jth binned pha e point.
One complication is that ithin each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group co sidered. We define
the prefered me hod as that which lea s to the lowes me-
dian absolute deviation in the final grand ta ked light curv .
For all planet groups consid ed, we found that the weighted









Finally, we point u that for s ij, w assume that for a
particular given KOI, the errors are homoscedastic ( lthough
heterosc dastic cro s di↵erent KOIs) suc that s ij = s
i for
all j = 1,2, ...,nbins 1,nbins. Sp cifically, we set s i to be equal
to the standard deviation of the resid als of each KOI’s
phase curve aft r an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q 1, with a variable x and perf rme a simple downhill
1D minimiz tion of C(q ) with espect to x. W then then re-
placed q 1 with this optimal value and sequantially repeated
for all elements of q . After com letion, we saved the n w C
and then repeated the entire process again. This w s done
multiple times and we found rapid converg n e of C after
































2.7 Defining Planet Samples
The objective f this work is to measure the reflection com-
ponent of the pha curv for a co-added s mple of KOIs.
Since h se curv a compris d of several other e↵ects b -
sides reflection, it is d sireable to choose subset for which
these other e↵ects are expected to have relatively little on-
tribution. H wever, amplitudes of ach component are,
a-priori, unknow to u although they can be predic ed us-
ing empirically calibra d odels.
To this end, we forecasted the amplitude of the ellip-
soidal varia ions, th beaming e↵ect, the thermal co ponent
and the reflection p ase curv f e ch and every KOI. First,
we btained the post rio distributions for ach planet’s ob-
served radius and forecasted mass rom the study of Chen
t al. (2017b). The ra ius p teriors come from mbin ng
the Mathur et al. (2017) st ll r post riors and th Rowe
& Thompso (2015) ransit parameter posteriors t gether,
whereas the fo ec sted masse come f om the forec st r
package (Chen et al. 2017a). We then comput d t e fore-
caste beaming, llipsoidal, reflection and thermal compo-
nents. For all c lculations, we assume zero eccentr city for
simplicity.
F r the beaming amplitud , we us Equati n 9 of Mazeh
& Faigler (2010), s ch that
Abeam = 4abeam Kc , (6)
where K is the forec sted radial velocity a plitude,
whic ca b com uted from the fore ste pl etary ass,
c is the spe d of ligh in a vacuum and abeam is a factor of
order unity to account for the finite band ass used and the
D ppl r boo t g e↵ect by th spectrum shifting n and out
of said band ass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abea ac oss a grid from 3000 K to 10000 K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is subst ntially faster to call - provides an
excell t approximation such th t
abea '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2e f
+( 3.46⇥10 11)T 3eff +(1.07⇥10 15)T 4eff. (7)
For the lli oi al variat o s, w dopt Equation 7 of
Ma h & F igl r (2010), which is b sed up n t e approxi-
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In principle then, we simply need to minimize C with respect












where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “aver ge”, µ j, but
we can again choose to defi e averag in several di↵erent
ways: a) im le mean b) eig ted me n c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should n t expe the un-
w ight d versions to be op imal. N vertheless, we tried all
fou strat gies on ach pla t gr u considered. W defined
the pref r d method as tha which leads to the lowest me-
dian absolute deviation in the final gra d s acked light curve.
For all pla et groups consid red, we found t t the weighte









Finally, we point out tha for s ij, we assume that for a
particular given KOI, the err rs are homosc dastic (althoug
heteroscedastic cross di↵erent KOIs) such that s ij = s
i for
all j = 1,2, ...,nbi s 1,nbi s. Specifically, we set s i to be equal
to th standard deviation o the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q 1, with a variable x and performed a simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q 1 with this optimal value and quantially repeated
for all elements of q . After completion, we saved the new C
nd hen repeated the entire proce s again. This was done
multiple times and we found rapid convergence of C after
































2.7 Defining Planet Samples
The objective of this work is to asure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curv s are compris d of several other e↵ects be-
sides r flection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us althoug they can be pr icted us-
ing empirically calibrated models.
To this end, e fo c ted th amplitude of the ellip-
soidal varia ions, th bea ing e↵ect, the hermal component
and the refl ction phase cu ve fo each and every KOI. First,
we ob ained the posterior distributions f ach planet’s ob-
served radius and for caste mass from the study of Chen
et al. (2017b). The radius p teriors co e from combining
the Mathur et al. (2017) st ll r posteriors and the Rowe
& Thompson (2015) trans t parameter posteriors together,
whereas the for casted massescome from he forecaster
packag (Ch n t al. 2017a). We then c mput d fore-
casted beam ng, ellipsoid l, reflection and thermal compo-
n nts. For all c lculatio s, we assum zero ccentricity for
simpli ity.
Fo th b aming amplitude, w us Equatio 9 of Mazeh
& Faigler (2010), su h hat
Abeam = 4abeam Kc , (6)
here K is the forecasted radial velo ity amplitude,
w ich can be compu ed from the forecasted pla eta y mass,
c is h spe d of lig t i a v cuum an abea is a factor of
o er unity to accoun for the fini e b ndpass us a d the
Doppler boosting e↵ect by the spectrum shifting i and out
of said bandpass (Loeb & Gaudi 2003). F r is factor, we
computed abeam s g the IDL code of alpha_beam by Brian
Jackso ( rivate com unication) which d pends upon a sin-
gle input, the e↵ective temperature f the parent star. We
comput d abeam across a grid from 3000 K to 10000 K using
the K pler bandpass and foun that a fourth-order poly-
nomi l - which is substan ially faster o call - provides an
excelle t approximation, such th t
beam '(7.89)+( 2.64⇥10 3)Teff +(4.33⇥10 7)T 2eff
+( 3.46⇥ 0 11)T 3eff +(1.07⇥ 0 15)T 4eff. (7)
For the llipsoidal variations, we adopt Equation 7 of
Maz h & Faigler (2010), whic is based upon the approxi-

















Figure 3.3 Illustration of the offset optimization scheme used between KOIs. Each KOI’s phase
curve is offset by a constant θ i for the ith KOI, which is then opt mized for y minimizi g the cost
function C depicted.
The uncertainty on the binn d points is defined by 1.48261 multipli d by the median absolute
deviation (MAD) of the final bin ed ensemble curv , after excluding phase oints interi r t within
5% of the orbital period cent red on the transit. W opt to use the MAD as it is more robust agai st
outliers than the typical standard deviation.
As a brief asid , h o timization of C is non- rivial due to the large dimensionality and non-
linearity of the problem. To solve this, we initially set the vector of offset terms, θ , to be zero and
computed C(θ). We then replaced the first term, θ 1, with a variable x and performed a downhill
1D minimization of C(θ) with respect to x. We then replaced θ 1 wit his optimal value and
sequentially repeated for all lements of θ . After completion, we s ved the new C and then repeated
the entire proces again. T is was done multiple times and we found r p convergence of C to
machine pr cision after just a few full iterative rounds.
1The 1.4826 value is a known scaling factor on the median bsolute deviation (MAD) of a normal distribution that
is needed in order to use the MAD as an estimate of the typical standard deviation (Huber, 1981).
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3.2.5 Defining planet samples
The objective of this work is to measure the reflection component of the phase curve for a co-
added sample of KOIs. Since phase curves are comprised of several other effects besides reflection,
it is desirable to choose a subset for which these other effects are expected to have relatively little
contribution. However, the amplitudes of each component are unknown, although they can be
predicted using empirically calibrated models.
To this end, we forecasted the amplitude of the ellipsoidal variations Aellip, the beaming effect
Abeam, the thermal component Atherm, and the reflection phase curve Arefl for each and every KOI.
First, we obtained the posterior distributions for each planet’s observed radius and forecasted mass
from the study of Chen & Kipping (2018). The radius posteriors come from combining the Mathur
et al. (2017) stellar posteriors and the Rowe et al. (2015) transit parameter posteriors together,
whereas the forecasted masses come from the forecaster package (Chen & Kipping, 2017). We
then computed the forecasted beaming, ellipsoidal, reflection, and thermal components. For all
calculations, we assume zero eccentricity for simplicity.





where KRV is the forecasted radial velocity amplitude that can be computed from the forecasted
planetary mass, c is the speed of light in a vacuum, and ηbeam is a factor of order unity to account
for deviations from the magnitude of the beaming effect in a bolometric observation (i.e. a cor-
rection to the factor of 4 on the right side of Eq. 3.4, see Chapter 1.4.2) and for any effect due
to observing a spectrum that gets Doppler shifted in and out of a finite bandpass (Loeb & Gaudi,
2003; Faigler & Mazeh, 2011). To estimate this factor, we computed ηbeam using the IDL code of
alpha_beam by Brian Jackson (private communication) which depends upon a single input, the
effective temperature of the parent star. We computed ηbeam across a grid from 3000 K to 10000 K
using the Kepler bandpass and found that a fourth-order polynomial - which is substantially faster
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to call - provides an excellent approximation, such that
ηbeam '(7.89)+(−2.64×10−3)Teff +(4.33×10−7)T 2eff
+(−3.46×10−11)T 3eff +(1.07×10−15)T 4eff. (3.5)
For the ellipsoidal variations, we adopt Equation 7 of Mazeh & Faigler (2010), which is based












where u is the linear limb darkening coefficient and g is the stellar gravity darkening coefficient.
For these coefficients, we queried the theoretical tabulation presented in Claret & Bloemen (2011)
for the Kepler bandpass given a vector of inputs defined by {Teff, logg, [Fe/H]}. In order to draw
intermediate points not present in the table, we trained a random forest interpolative algorithm on
the three inputs, enabling us to quickly interpolate ηellip for any given choice of inputs.
For the reflection and thermal components, we adopt a fairly conservative choice for the ge-
ometric albedo equal to Ag = 0.1. Assuming a Lambertian sphere, this sets the Bond albedo to
AB = 32Ag. We computed the day- and night-side temperatures of the planet using the prescription











where T0 is the temperature of the planet at the substellar point (Hansen, 2008), given by
T0 ≡ Teff(a/R?)−1/2. (3.10)
The β term here represents a redistribution factor that we set to β = 13 , as a low but not un-
reasonable value in order to maximize the thermal component of the phase curve. The thermal
component was found by numerically integrating a linearly interpolated high-resolution tabulation
of the Kepler bandpass multiplied by the Planck function for the planetary and stellar components
respectively, and then taking the ratio multiplied by the ratio-of-radii squared. The flux-ratio in-
tegration is time consuming (∼ 0.1 seconds per call), and given the large number of calls needed
(∼20 million), we decided to create an initial library of results from Teff = 2000→ 10000 K and
TP = 300→ 4000 K on 30 K steps, which we then bicubic-spline interpolated later during the ac-
tual calculations on the posterior samples. Since we use a bicubic grid, we increased the edges of
the grid by 32 grid points either side of our formal interpolation range to avoid boundary errors.
Finally, the reflection component is simply computed as Arefl = Ag p2(a/R?)−2, where p2 is the
normalized transit depth. For each KOI, we step through the 40,000 joint posterior samples from
Chen & Kipping (2018) and compute the corresponding set of phase curve amplitudes at each step.
For each KOI, we also have a classification probability (Terran, Neptunian, Jovian or Stellar) based
on the posteriors and forecaster prediction of Chen & Kipping (2018). These classifications are
illustrated in Figure 3.4 for the KOIs under consideration.
We first defined a sample of sub-Jovians by using the forecaster classifications for which
there is a ≥ 90% probability of the KOI being either Terran or Neptunian. Of these, we then
label the KOIs as either Terran or Neptunian depending upon which class probability exceeded
50%. For each KOI, we inspected the posterior samples of the forecasted Arefl and Atherm and
counted the fraction of samples for which Arefl > 101/2Atherm. If this fraction exceeded 90%,
we denote the planet as a “cool” KOI. Similarly, we counted the fraction of samples for which
(Arefl+Atherm)> 101/2max[Abeam,Aellip] and those exceeding 90% fractions were labeled as “light”
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Figure 3.4 Classifications of each KOI using forecaster taken from Chen & Kipping (2018)
for the 477 initial KOIs considered in this work. Classifications shown represent the modal class
probability. Filled points were assigned as being “cool”, “quiet” and “light” (see Section 3.2.5 for
explanation of these terms), as well as having a < 10% chance of being Jovian or Stellar.
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KOIs.2 The final label we considered were KOIs for which we attribute the noise properties as most
likely belonging to the quiet- or slow-like KIC samples; objects which for simplicity we dub as
“quiet” (see Section 3.2.3 for details). Finally, we inspect the phase curves of each KOI by eye and
exclude any which vary obviously from the overall sample.
We briefly highlight that we make no effort to account for or exclude KOIs with transit timing
variations (TTVs). Short-period planets such as ours rarely exhibit TTVs and those that do are
typically sufficiently low-amplitude to have negligible effect on the results presented here (Mazeh
et al., 2013).
In total, our filters give us 115 quiet, light, cool Neptunians and 50 quiet, light, cool Terrans.
For comparison with previously studied samples, we plot the radii and equilibrium temperatures
of our sample in Figure 3.5.
3.3 Forward model
To measure the representative reflection and thermal quantities of the ensembles, we first gen-
erate model phase curves from the sum of a reflection component and a thermal component. The
reflection component is assumed to be symmetric for the ensemble, and is proportional to the
Bond albedo AB under the Lambertian approximation. The thermal component then depends on
the thermal redistribution efficiency factor ε and the intrinsic thermal factor f .
The thermal redistribution efficiency is here defined to be the ratio between the radiative
timescale of the planet’s photosphere and the timescale of advection, where the angular frequency
of advection is equal to the difference between the rotational frequency of the photosphere and the
orbital frequency of the planet (see Chapter 1.3). In other words, if the atmospheric mass heated
at the substellar point is redistributed about the surface much faster than the heat gets reradiated,
the planet would be described as having a large redistribution efficiency ε , typically ε  1. Con-
versely, a planet with relatively no heat redistribution would be described as having ε = 0. For a
planet that has winds moving in a direction opposite of the planetary rotation, ε is defined to be
2We use 101/2 because it is half an order-of-magnitude, and therefore becomes an order-of-magnitude when adding
components in quadrature.
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Figure 3.5 Illustrative comparison of our Terran and Neptunian sample versus that from Sheets
& Deming (2014) and Sheets & Deming (2017), as well as other literature sources (Désert et al.,
2011; Santerne et al., 2011; Fortney et al., 2011; Batalha et al., 2011; Demory et al., 2011; Esteves
et al., 2013; Sanchis-Ojeda et al., 2013; Shporer et al., 2014; Deleuil et al., 2014; Demory, 2014;
Gandolfi et al., 2015; Angerhausen et al., 2015; Armstrong et al., 2016)
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negative. The intrinsic thermal factor f is simply a scaling factor that accounts for any temperature
boost due to internal heating or presence of greenhouse gases in the atmosphere.
Our model described in the following section allows us to compute the phase curve of a single
exoplanet accounting for thermal emission and reflection. However, as described in Section 3.2,
the final data product under analysis is an ensemble of many exoplanets. In what follows, we will
assume that each planet within a subset shares the same Bond albedo, AB, thermal redistribution
factor, ε and intrinsic thermal factor, f . These parameter inferences should be interpreted as mea-
surements of the “typical” or “representative” values, since in reality there will be an underlying
and unknown distribution of these terms.
3.3.1 Thermal component













Bκ,p[T (α,θ ,Φ)]cos2 θ cosΦdθdΦ, (3.11)
where Bκ,? is the Planck function of the host star convolved with the Kepler bandpass, Rp is the
radius of the planet, R? the radius of the star, and Bκ,p[T (α,θ ,Φ)] is the temperature distribution-
dependent blackbody curve of the planet convolved with the Kepler bandpass,

















where κλ is the Kepler response function, and T (α,θ ,Φ) is the phase-dependent temperature
distribution across the planet’s surface, where α , θ and Φ represent the planetary phase, latitude
and longitude as viewed in the observer’s frame of reference, respectively. For our models we
have chosen a surface resolution of 15◦×15◦ in latitude and longitude, where further increasing
the resolution changes the thermal amplitude on the order of one-hundredth of a percent. It should
be noted that Φ and θ are independent of phase, where Φ≡ 0 in the direction of the observer.
We borrow from Hu et al. (2015) to define the phase-dependent temperature distribution T (α,θ ,Φ)
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to be equal to
T (α,θ ,Φ) = f T0(θ)P(ε,ξ ), (3.13)
where f is the intrinsic thermal factor, T0 is the sub-stellar temperature, and P is the thermal phase








where max(cos ξ , 0) = 12(cosξ + |cosξ |), i.e. a cosine function truncated at negative values. We
borrow our notation from Hu et al. (2015), where ξ represents the local planetary longitude defined
for all points in phase to be ξ ≡ Φ−α . The phase term α ranges from −π to π and is defined
to be zero at the secondary eclipse. For a planet with prograde rotation, ξ = 0 at the sub-stellar
longitude, ξ =−π/2 at the dawn terminator, and ξ = π/2 at the dusk terminator.
Equation (3.14) does not have an analytic solution, so we solve it numerically using scipy’s
ODE integrator, where we set the initial conditions equal to the approximated expression for Pdawn












(1−AB)1/4 cosθ 1/4, (3.16)
where T? is the effective temperature of the host star and a the semi-major axis.
3.3.2 Reflection component










[sin |α|+(π−|α|)cos |α|] , (3.17)
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where we adopt the Lambertian approximation so that AB = 32Ag. According to Seager & Sasselov
(2000) and Cahoy et al. (2010), this is a fine approximation under the homogeneously reflecting
atmosphere assumption.
3.4 Regression
3.4.1 Constructing a likelihood
To infer a subset’s atmospheric parameters AB, ε , and f , we require a likelihood function to
describe the probability of obtaining the ensemble data given a particular realization of an ensem-
ble model. To create an ensemble model for a particular choice of the atmospheric properties,
Ftot(AB,ε, f ), we first generate the phase curves of each individual planet using a set of global
atmospheric parameters, denoted by Fi,tot(AB,ε, f ) where i is the planet index. We next take the
weighted average of the individual phase curves using the same weighting as that used for the real
data stacking (see Section 3.2.4). Finally, this ensemble model is then subtracted from the ensem-
ble data to calculate the residuals, ri. With the residuals in hand, we write a likelihood function by





















We make two modifications to our model beyond that described thus far. First, we allow our
likelihood function to account for the possibility of underestimated uncertainties. Recall that the
measurement uncertainties on each binned point are computed using the median absolute deviation,
yet we acknowledge the possibility that these may underestimate the true value. We therefore add
a “jitter” term, σjitter, in quadrature to the errors, which is itself treated as a free parameter in the
model, similar to the prescription described by Teachey et al. (2018). Second, although our data
has been carefully normalized and offset (see Section 3.2.4), we include an offset term to the final
ensemble as a free parameter, γ , which simply allows us to propagate the uncertainty of the offset
into the covariances of any resulting posteriors, and serves as a final check that the data are indeed
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normalized correctly.
3.4.2 Model Look-Up Tables (LUTs)
In practice, we found that calling our Python implementation of the phase curve model for
each planet at each phase point was sufficiently computationally expensive to make conventional
Bayesian regression too time consuming. To solve this, we elected to build a pre-computed look-up
table (LUT) of ensemble model phase curves across a three-dimensional grid of AB, ε and f . For
any given choice of these parameters, we can then conduct a tri-linear interpolation of the regular
grid to reproduce any choice we wish that falls within the LUT’s calibrated range.
The ensemble models take into account the uncertainties in the measurements of stellar radius,
mass, effective temperature, and density by sampling from corresponding posterior distributions
of these quantities given in Mathur et al. (2017), generating model phase curves from each sample
draw, then implementing the average of these phase curves.
The parameter space from which we generate the models spans a uniform range of AB from
[0.0, 1.0] at a resolution of ∆AB = 0.01, f from [1.0, 2.0] at a resolution of ∆ f = 0.1, and a log
uniform range of logε from [-1.7, 1.7] at a resolution of ∆ logε = 0.05. It is possible for the
redistribution factor to extend beyond these limits to infinity, however we consider the change in
the thermal component for |ε|> 50 to be negligible.
3.4.3 Bayesian regression and priors
We utilize emcee (Foreman-Mackey et al., 2013) to perform an Affine Invariant Markov chain
Monte Carlo (MCMC) procedure on the ensemble phase curves. We obtain 2×106 samples using
100 walkers, burning the first half of the chain for a remaining total of 106 samples. Our priors span
a uniform range of AB from [0.0, 1.0], f from [1.0, 2.0], and ε from [-50, 50]. Although we gener-
ated the models spanning a log-uniform range of ε , sampling from a uniform prior distribution is
sufficient for this parameter due to its low impact on the model at ε & 10.
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3.4.4 Savage-Dickey density ratio (SDDR)
For a model that contains all of the parameters of another plus at least one additional parameter,
Dickey & Lientz (1970) show that the Bayes factor between the nested model and its parent model
can be estimated by simply taking the ratio of the probability density of the full model at the null
point of the nested model to the prior distribution at that same point, also known as the Savage-
Dickey density ratio (SDDR).
For the purpose of completeness, we use the SDDR to compare the results of a fit to a “black
planet” model (i.e. AB = 0) to the results of the fit to the full reflection-thermal model. Because
the black-planet model is a nested case of the full model, computing the SDDR is an appropriate
method of odds comparison for these models. Further, since the black-planet model is separated by
just one free parameter from the full model, the density of samples is sufficiently high to accurately
resolve the SDDR.
For a probability density P and uniform prior distribution of the full model Πfull, we can esti-







Our model accounts for both the thermal and reflected light component of an exoplanetary
phase curve, but there is a certain degree of degeneracy between these two components. This
degeneracy means that low signal-to-noise phase curves, as might be expected for small planets,
can have marginalized posterior distributions for albedo and thermal scaling factor which, when
taken independently, appear consistent with zero and thus a null detection. Accordingly, when
considering the basic question as to whether any kind of signal is even detected, inspection of
marginalized one-dimensional model parameter posteriors is not the most robust tool. Instead, we
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argue that it is better to compute the amplitude of the phase curve directly at each posterior sample
to construct an a-posteriori amplitude distribution when evaluating detection significance. Since
the phase curve model is quasi-sinusoidal, a simple amplitude estimate is not directly available, but
we can easily compute the root mean square (RMS) amplitude of any given phase curve model,
which is suitable as a proxy for signal amplitude.
The RMS amplitude posterior for the Terran worlds, shown in Figure 3.6, shows no strong
offset from zero and thus appears compatible with a null detection. Taking the median and sur-
rounding 68.3% quantile, the amplitude is measured to be 53+60−40 parts per billion - a remarkably
precise photometric precision even by Kepler’s standards. As a result, we treat the albedo and ther-
mal scaling factor – degenerate model parameters that control the phase curve amplitude – as also
being null detections. These null detections are corroborated by peaks in the posterior distributions
at AB = 0 and f = 1.
We instead measure an upper limit on the Bond albedo of AB < 0.63 to 95% confidence from
the posteriors, which under the Lambertian assumption of our model, corresponds to an upper
limit on the geometric albedo of Ag < 0.42. Similarly, we measure an upper limit on the thermal
factor of f < 1.6 to 95% confidence, and we find that the thermal redistribution factor ε remains
unconstrained. As expected, the vertical offset γ and error correction σjitter terms are marginal.
The posterior distributions for the fit to the model can be seen in Figure 3.7.
The posterior distribution of ε displays a non-uniform shape despite using a uniform prior.
Because of the complex interplay of this parameter with the other model parameters, we did not
have full conviction that this posterior was not simply a general artifact of null detections. To test
this, we scrambled the Terran phase curve data randomly in phase, and then repeated our regression
analysis on these randomized data. These posteriors, shown as black dashed lines in Figure 3.7,
reveal that indeed the ε posterior is an expected product of null detections, and we give it little
weight as a significant effect in what follows.
We briefly highlight that the posteriors from the real data display a more defined peak at AB = 0
than the scrambled data. Since the real data must contain a genuine signal at some level (even if
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Figure 3.6 Posterior distributions of the root mean square amplitudes for the Neptunian and Terran
ensemble data. The fit to the Terran ensemble returns an upper limit on the RMS amplitude of 169
parts per billion to the 95% confidence level, while the fit to the Neptunian ensemble returns an
RMS amplitude of 150+100−90 parts per billion.
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Table 3.1 Terran results: 68.3% credible intervals on the posterior distributions for our model
parameters. Upper panel lists the actual model parameters used, whereas lower panel lists three
other terms of interest.








γ [ppm] 0.01+0.05−0.01 0.01
+0.04
−0.01






RMS [ppb] 53+60−40 86
+90
−60
B(AB = 0 : AB > 0) 3.35 1.96
formally undetectable), it is more likely to be coherent than scrambled data, potentially explaining
this observation. However, it is not exactly clear why the scrambled data and the real data do not
produce identical posteriors, but it is also not obvious what level of difference should be inter-
preted as meaningful, either. Nonetheless, it does not affect the final interpretation that there is no
compelling case for a detection.
As described in Section 3.4.4, we compute the Bayes factor between the full model and a
simpler black-planet model with fixed AB = 0, which reveals a slight preference for the simpler
model than the model that allows AB to vary (Bblack:full = 3.35), which is consistent with the result
expected from a null result.
All of the measured and derived values for the fit to the Terran ensemble data can be seen in
Table 3.1.
3.5.2 Neptunian ensemble
For the Neptunian ensemble, we again compute a posterior distribution for the RMS phase
curve amplitude and find that it peaks at 150+100−90 ppb, as can be seen in Figure 3.6. To estimate
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Figure 3.7 Posterior distributions of the full thermal-reflection model fit for the Terran ensemble,
where the 1-D histograms show the probability densities of the fit to the ensemble data in solid-
green and to the flat-line data in dashed-grey [top]. The bottom panel shows the binned ensemble
data (500 bins in grey, 50 bins in black) plotted with model phase curves constructed from parame-
ters sampled from the posterior distributions (green), where the median phase curve is overplotted
in black.
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Figure 3.8 Posterior distributions of the full thermal-reflection model fit for the Neptunian en-
semble, where the 1-D histograms show the probability densities of the fit to the ensemble data
in solid-blue and to the flat-line data in dashed-grey [top]. The bottom panel shows the binned
ensemble data (500 bins in grey, 50 bins in black) plotted with model phase curves constructed
from parameters sampled from the posterior distributions (blue), where the median phase curve is
overplotted in black.
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Table 3.2 Neptunian results: 68.3% credible intervals on the posterior distributions for our model
parameters. Upper panel lists the actual model parameters used, whereas lower panel lists three
other terms of interest.








γ [ppm] 0.01+0.05−0.01 0.01
+0.06
−0.01






RMS [ppb] 150+100−90 87
+90
−60
B(AB = 0 : AB > 0) 2.77 6.46
the significance of this deviation from zero, we use the Lucy & Sweeney (1971) test to derive a
false alarm probability of 5.8% (1.9 σ ). In other words, if we assume the null hypothesis that the
amplitude is indeed zero, there is a 5.8% chance of measuring an amplitude on the order of 150ppb.
Accordingly, whilst certainly intriguing, we do not consider this to be a significant “detection” and
thus treat the inferred albedo and thermal scaling factor parameters as upper limits, as with the
Terran sample.
From the marginalized posteriors, we derive an upper limit on the ensemble Neptunian Bond
albedo of AB < 0.35 to 95% confidence, or Ag < 0.23 when converted to a geometric albedo.
As before, the thermal redistribution efficiency remains unconstrained, but we can constrain the
thermal scaling factor to be f < 1.40 to 95% confidence. The posterior distributions of the fit
to the full thermal-reflection model can be seen in Figure 3.8. The vertical offset γ and error
correction σ jitter terms are again marginal.
Comparing the posterior distributions of the full fit to the data to that of the fit to the random-
ized data, Figure 3.8 shows that they are nearly identical for all parameters except for the Bond
albedo. Here, the scrambled data produces a posterior peaked at zero whereas the real data prefer
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a slightly non-zero value, consistent with tentative evidence for a detection found from the RMS
amplitude posterior. Although the posterior distribution of the thermal redistribution efficiency
shows a preference for negative values (i.e. subrotating winds), this behavior is also displayed by
the fit to the scrambled data, which again suggests that this is not a significant result.
The Bayes factor as estimated by the Savage-Dickey ratio for the true Neptunian ensemble
data is determined to be Bblack:full = 2.77, which suggests that there is no substantial evidence for a
preference for the black-planet model over the full model. The weak preference of the black-planet
model over the full model can be corresponded to a 1.1 σ significance (
√
2erfc−1[1/(B+1)]; see
Kipping et al. 2010). However, we note that the degree to which the black planet model is favored
is less than that of the scrambled data, contrary to the same comparison in the definitively null
detection of the Terran ensemble.
All of the measured and derived values for the fit to the Neptunian ensemble data can be seen
in Table 3.2.
We briefly comment that an inspection of Figure 3.8 reveals a suggestive transit-like feature
near −0.25 in phase. We conducted a nonlinear least squares regression of a box-like dip seeding
from around this phase and achieved a χ2 improvement of 14.1 versus a flat-line. Given that three
extra free parameters are necessary (a mid-time, a depth, and a duration), this improvement does
not outweigh the likelihood penalty from the Schwarz (1978) BIC criterion (3 log450 = 18.3), and
thus we do not consider it to be significant.
To ensure that this feature does not significantly skew our results, we removed data between
phases−0.26 and−0.18 and repeated our regression. Referencing the results in Table 3.3, we find
that the maximum a-posteriori values change by less than one-sigma, indicating that this feature
does not appear to significantly affect our inferences. Naturally, the upper limits on our param-
eters are slightly modified when conditioning our inferences upon this truncated data set, with a
95% confidence upper limit on the Bond albedo of AB < 0.26, or Ag < 0.17 when converted to
geometric albedo. As with the complete set of data, the thermal redistribution efficiency remains
unconstrained, while an upper limit on the intrinsic thermal factor is constrained to f < 1.47 to
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Table 3.3 Results of the Neptunian phase curve minus points of interest: 68.3% credible intervals
on the posterior distributions for our model parameters on the Neptunian ensemble with points
between phases -0.26 and -0.18 removed. Upper panel lists the actual model parameters used,
whereas lower panel lists three other terms of interest.
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In this work, we have produced the first demonstration of a population-stack of exoplanet phase
curves for 50 Terran and 115 Neptunian confirmed Kepler planets. This analysis was enabled
by the simple but powerful non-parametric detrending algorithm optimized for reconstructing the
phase curves of transiting planets, dubbed phasma. A mathematical motivation and example test
in Chapter 2, along with a battery of control cases in Chapter 3.2.3, are presented to justify our use
of this new code.
After detrending, stacking, and regressing ensemble phase curve models to our data product,
we find modest evidence (2.4 σ ) for a coherent signal in the 115-planet Neptunian sample, with
an R.M.S. amplitude of 150+100−90 parts per billion. Given the weak significance of the signal and
the covariances between atmospheric model parameters, there is greater fractional uncertainty on
their value, with the 68.3% credible interval on geometric albedo being Ag = 0.10+0.08−0.07 for the
Neptunian ensemble. The probability density of this measurement peaks at slightly higher values
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of Ag than our fits on control-data with no signal, but we do not consider it significant enough to
claim a detection. Accordingly, we use the posterior to derive an upper limit of Ag < 0.23 to 95%
confidence.
This result indicates that most of the Neptunian planets in our ensemble are significantly darker
than the solar system’s Neptune, which has a full-disk albedo of 0.30 when integrated across the
Kepler response function (using the albedo spectrum from Karkoschka 1994). Lower albedos for
warm Neptunians has been predicted theoretically, as a consequence of temperatures becoming too
warm for bright clouds to form (Cahoy et al., 2010). The increased insolation on these short-period
planets can also lead to Doppler broadened spectral lines, for example of sodium and potassium,
which can also contribute to a lower albedo (Sudarsky et al., 2000; Seager & Sasselov, 2000;
Spiegel et al., 2010; Heng, 2016).
Our result may be compared to the stacked occultation measurement of Sheets & Deming
(2017), who find a typical geometric albedo of Ag = (0.05±0.04) and (0.23±0.11) for 2−4 R⊕
and 4−6 R⊕ Kepler planets, respectively. However, there are several important differences in the
samples (some of these can be seen illustratively in Figure 3.5). First, our definition of a Neptu-
nian planet, deduced by the classification algorithm forecaster, does not directly correspond to
the radius cut of 2− 6 R⊕, rather we extend down further to ∼ 1.25 R⊕. Second, the Neptunian
planets used in this work are all dispositioned as “CONFIRMED” rather than “CANDIDATE” on
the NASA Exoplanet Archive. Finally, our sample is considerably cooler than the planets used
by Sheets & Deming (2017), whose sample has a mean equilibrium temperature of ∼ 2000 K ver-
sus ∼ 1200 K for this work. Nevertheless, the results are broadly consistent and support a warm
Neptunian albedo of Ag . 0.2.
For the 50-planet Terran sample, we have derived what appears to be the first constraint on
this type of planet’s average albedo. While Sheets & Deming (2017) do have a category dubbed
“Super-Earths” spanning 1− 2 R⊕, probabilistic classifications from forecaster (Chen & Kip-
ping, 2017) indicate that the majority of such planets are more likely to belong to a population
with a mass-radius relation describing gaseous bodies, rather than solid ones. Aside from the pre-
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dictions of forecaster, we highlight that other independent studies support the argument that a
1−2 R⊕ category would, at the very least, have significant contamination of mini-Neptunes within
its sample (e.g. see Lopez & Fortney 2014; Rogers 2015; Lehmer & Catling 2017; Fulton et al.
2017).
Although our work derives the first Terran-ensemble albedo, the measurement is an upper limit
rather than a detection, as with the Neptunian set. Specifically, we measure an upper limit on
the representative geometric albedo of our 50-planet Terran ensemble to be Ag < 0.42 to 95%
confidence. This excludes a Venusian geometric albedo of 0.67 (i.e. planets covered in reflective
clouds or hazes), as well as the much less likely case of icy-covered surface such as Europa or
Enceladus. However, our measurement remains compatible with a Mercurian or Martian value
(0.14 and 0.17 respectively; albedos taken from Mallama 2009).
With a mean temperature of ∼ 1000 K, the Terran planets considered here are unlikely to be
covered in lava-oceans, as has been hypothesized for ultra-short period Kepler planets (Rouan
et al., 2011) and so these worlds are more likely to resemble Mercury. Aside from an albedo
constraint, we also find that the null detection constrains the thermal component such that the
marginalized intrinsic thermal factor must be f < 1.60 to the 95% confidence level. This result is
inconsistent with a Venusian strong greenhouse, which together with the lower albedo adds weight
to our argument that the Terran planets in our sample are likely non-Venusian in nature. This would
be compatible with a lack of thick atmosphere as a product of photo-evaporative sculpting (Lehmer
& Catling, 2017), leaving behind a dark, basaltic surface (Hu et al., 2012).
Continued photometric surveys for transiting planets promises to greatly increase our sample
of small planets suitable for analysis. The techniques described in this work show great promise to
measure the albedo of larger samples of planets, even at longer orbital periods in the near future.
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Table 3.4 KOIs used in the Terran ensemble.




















































Table 3.5 KOIs used in the Neptunian ensemble.
























































continued to the right...






























































Chapter 4: Detection of the Phase Curve and Occultation of WASP-100b
with TESS
4.1 Introduction
The amplitude and symmetry of a planetary phase curve reveals important atmospheric charac-
teristics of the planet in question, such as its albedo, thermal redistribution efficiency, day-to-night
temperature contrast, or whether a significant atmosphere exists at all (e.g. Knutson et al. 2007; Hu
et al. 2015; Kreidberg et al. 2019; Parmentier & Crossfield 2018 and references therein). Due to
their often bloated radii and proximity to their host stars, hot-Jupiters are excellent candidates for
atmospheric characterization. WASP-100b is one such hot-Jupiter discovered transiting a∼6900 K
F2 star with a radius of Rp = (1.69±0.29)RJup (Hellier et al., 2014). Observations of this system
with the Euler/CORALIE spectrograph reveal an eccentricity consistent with zero, and together
with the transit data give a mass of mp = (2.03± 0.12)MJup (Hellier et al., 2014). With an or-
bital period of 2.9 days and a semi-major axis of a = 0.046 AU reported by Hellier et al. (2014),
WASP-100b is likely tidally locked in a synchronous orbit to its star (Guillot et al., 1996).
At the time of writing, the Transiting Exoplanet Survey Satellite (TESS) has completed the
Southern-hemispherical half of its primary mission to survey the brightest stars for transiting exo-
planets (Ricker et al., 2015), and is well into its second half of the mission to survey the northern
hemisphere. Only a handful of full phase curves have been measured in the TESS data prior to
this study (Shporer et al., 2019; Daylan et al., 2019; Bourrier et al., 2020; Wong et al., 2020b).
With an orbital period of 2.9 days, WASP-100b is the longest-period planet to have a full phase
curve and occultation depth measured in the TESS data to-date. This is due in part to its location
in the continuous viewing zone of the TESS field of view. By observing WASP-100 in each of the
13 observational sectors, we are able to increase the signal-to-noise ratio of WASP-100b’s phase
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curve by stacking 76 of its orbits.
In this study, we present the first occultation measurements of WASP-100b and aim to con-
strain its atmospheric characteristics such as albedo, thermal redistribution efficiency, intrinsic
thermal scaling factor, and day-to-night temperature contrast. In Section 4.2, we describe our data
processing methods, and in Section 4.3 we measure the occultation depth of WASP-100b. In Sec-
tion 4.4, we describe the phase curve model used in our regression analysis, which is detailed in
Section 4.5. The constraints we are able to place on the atmospheric characteristics of WASP-100b
are presented in Section 4.6 and discussed in Section 4.7.
4.2 Extracting the phase curve
We analyze the 2-minute cadence Pre-search Data Conditioning simple aperture photometry
(PDCSAP) light curves of the WASP-100 system (TIC 38846515, TOI 106) from TESS Sectors
1 – 13, downloaded from the Mikulski Archive for Space Telescopes on September 9th, 2019.
All images were taken with TESS Camera 4. The PDCSAP light curves have been corrected for
systematics with the Science Processing Operations Center pipeline (Jenkins et al., 2016). Data
with quality flags indicating any anomalous behavior were removed prior to analysis1.
4.2.1 Outlier removal
We first remove any remaining outliers in the PDCSAP time series using a standard moving
filtering approach. We evaluate a moving median smoothing function through the time series
with a 10-point window, which we then linearly interpolate and evaluate the distance of the data
away from this function. Points greater than 4σ away are classified as outliers, where σ is given
by 1.4826 multiplied by the median absolute deviation of the residuals (a robust estimator of the
standard deviation, Huber 1981). We choose 4-sigma on the basis that this results in an expectation
that no more than one non-outlier data point will be erroneously removed, assuming Gaussian
noise.
1Data quality flag descriptions can be found in Section 9 of the TESS Science Data Products Description Document.
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Figure 4.1 Phase curve of WASP-100 detrended by the polynomial method (top panel, orange), the
moving median method phasma (top panel, blue), and the average of the two (bottom panel), the
latter of which is used in the analysis. The occultation and transit events at x = 0.0,±0.5 have been
removed both from this figure and before the regression analysis.
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4.2.2 Nuisance signal detrending
We apply two methods for removal of long-term stellar variability and low frequency system-
atics. In order to correctly apply the methods described in the remainder of this section, it was
necessary to first identify significant gaps of missing data in the light curve and concentrate on
each contiguous section of data individually for its reduction. We define a “significant” gap to be
one which is greater than 10% of the moving median window. For both detrending methods this
necessitates separating each sector of data at TESS’ data downlink gap, which lasts on the order of
∼ 1 day in the middle of each sector’s baseline.
For the first method, we fit a low-order polynomial function to each semi-sector of the cleaned
light curve using weighted linear least squares. The idea is that the polynomial acts as a low-cut
filter, but in reality polynomials can present complex behaviour in the frequency domain. For each
semi-sector, we mask the transits and then evaluate the Akaike Information Criterion (Akaike,
1974) of the polynomial fit from 1st to 20th order. The preferred model (lowest AIC score) is
adopted and used to normalize that semi-sector. This polynomial treatment is a fairly standard way
of removing long term trends in phase curve analysis and has been used by previous studies of both
Kepler and TESS data (e.g. Wong et al. 2020a; Shporer et al. 2019).
We then separately apply phasma2, a non-parametric moving median algorithm that operates as
a harmonic notch filter with a kernel equal to the orbital period P, removing nuisance signals that
are out of phase with the phase curve (e.g. long-term stellar variability and residual systematics).
Unlike the polynomial method, phasma not does assume any particular functional form for the
nuisance signal, which leads to a generally less-precise but more-accurate detrending (Jansen &
Kipping, 2018).
The primary transit and occultation are removed prior to the phasma detrending to avoid con-
taminating the moving median function and regression analysis. The semi-sector light curves are
then stitched, phase folded, and binned into 500 points in phase using a weighted mean (where the
weights comes from the PDCSAP uncertainties). During this binning, we calculate new uncertain-
2The development version of phasma can be downloaded at https://github.com/tcjansen/phasma
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ties for the binned points directly from the standard deviation of the data within that phase bin. In
this way the errors are empirically derived. As apparent from Figure 4.1, the two methods pro-
duce very similar phase curves, which provides confidence that the reconstructions are not purely
an artefact of the algorithms used. For our regression analysis, we take the mean of the binned
phasma detrended phase curve and the binned polynomial detrended phase curve to obtain the data
modeled in Section 4.4.
4.2.3 Background contamination
According to The Exoplanet Follow-up Observing Program (ExoFOP) for TESS there are 10
other sources within 1 arcminute of WASP-100, the brightest at a separation of 28.1 arcseconds and
about 13 times fainter than our target. With the TESS pixel width of 21 arcseconds, this source lies
in an adjacent pixel to WASP-100. Additionally, WASP-100 shares its central pixel with another
object at a separation of 3.78 arcseconds, which is about 400 times fainter than our target.
We correct for aperture contamination by background sources using their blend factors, fol-
lowing the prescription of Kipping & Tinetti (2010). Blend factors are obtained from the TESS
crowding metric “CROWDSAP”, which is defined to be the ratio of the flux of the target to the
total flux in the aperture3. The average crowding metric across all 13 sectors in which WASP-100
is observed is 0.93±0.01 (i.e. a contamination of 7% in flux).
4.3 Measuring the occultation
Formally, the phasma algorithm is not optimized for sharp features such as transits and occulta-
tions. This is because the convolution of a transit’s Fourier transform [characterized by harmonics
of the transit duration (Waldmann et al. 2012)] with phasma’s harmonic notch filter (characterized
by finite width notches) will, in general, lead to bleeding of the transit’s spectral power out of the
notches, thereby distorting the transit profile (Jansen & Kipping, 2018). For this reason, we elect
to detrend the occultation data using a distinct approach from phasma.
3CROWDSAP definition from the TESS Science Data Products Description Document.
72































































- . 0.3 0.2 0.1 +0.1 + . +0.3 + .
time from superior conjunction [days]
 Δχ2= 65.4117±13 ppm
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Figure 4.2 Comparison of the five different methods used to detrend the WASP-100b occulta-
tion events observed by TESS. We use the variability between the different methods to assign a
±16 ppm “systematic” error on top of the ±14 ppm random error.
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Specifically, we follow the approach of Teachey & Kipping (2018), who detrend the pho-
tometry with a multitude of common algorithms to ensure the result is robust against detrending
choices. We used CoFiAM (Kipping et al., 2013), BIC-guided polynomial detrending to semi-
sectors, BIC-guided polymonial detrending to local occultation regions, median filtering, and a
Gaussian process. We choose local occultation regions spanning ±2.5 transit durations from the
time of occultation such that the baseline is larger than the occultation window, but small enough
to exclude a phase curve signature. After detrending the occultations, the signals were coherently
phase-folded. The phase folded occultation resulting from each detrending method can be seen in
Figure 4.2.
We find clear evidence for an occultation event at the expected location for a near-circular
orbit for all five methods. The average depth of the occultation event is (100± 14) ppm with an
additional systematic error of±16 ppm originating from the differences between the methods. The
depth was obtained by regressing a Mandel & Agol (2002) transit model to the transit light curves,
and then scaling that best fitting template light curve to the occultation event (with limb darkening
turned off when applied to the occultation).
This formally assumes a circular orbit with a single free parameter describing the ratio of the
transit-to-occultation depth ratio. To check that the orbital eccentricity is indeed consistent with a
circular orbit, we allow the time of occultation to vary while fitting and measure a median offset
of tocc =−120±329 s, with an additional systematic error of ±69 s across the five methods. This
yields an upper limit on the eccentricity of |ecosω|< 0.0029 to 3σ confidence (see Section 4.4.1
in Kipping 2011).
The weighted mean of the measured occultation depths is then used in our regression’s likeli-
hood function in order to constrain the parameters contributing to the thermal component of the
full phase curve.
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4.4 Out-of-transit phase curve model
We model the out-of-transit phase curve of the WASP-100 system as a sum of the planet’s
atmospheric phase curve, photometric effects in-phase with the orbital period by the stellar host,
and a constant term γ that accounts for possible residual noise from the detrending process,
F (α) = Fp(α,AB, f ,ε)+F?(α,Abeam,Aellip)+ γ. (4.1)
This expression gives the flux of WASP-100 normalized by the average flux of the star as a





t0 is the transit ephemeris and P is the orbital period. Note that this expression is shifted from
the canonical definition of orbital phase by π/2 such that the transit occurs at α = ±π and the
occultation occurs at α = 0. This is simply to maintain consistency with the model described in
the remainder of this section.
The atmospheric contribution of the phase curve is described by the sum of its thermal compo-
nent FT (α,AB, f ,ε) and reflection component FR(α,AB),
Fp(α,AB, f ,ε) = FT (α,AB, f ,ε)+FR(α,AB). (4.2)
We model the thermal component with the Bond albedo AB, a thermal redistribution efficiency
factor ε (defined as in Cowan & Agol 2011a), and an intrinsic thermal scaling factor f . The
thermal redistribution efficiency is here defined to be the ratio between the radiative timescale
of the planet’s photosphere and the difference between the frequencies at which the photosphere
rotates about the planet and the surface rotates about its axis. In other words, if the atmospheric
mass heated at the substellar point is redistributed about the surface much faster than the heat gets
reradiated, the planet would be described as having a large redistribution efficiency ε , typically
ε  1. Conversely, a planet with relatively no heat redistribution would be described as having ε
= 0. For a planet with winds moving in a direction opposite of the planetary rotation, ε is defined
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to be negative. The intrinsic thermal factor f is simply a temperature scaling factor that accounts
for any deviation from the equilibrium temperature due to e.g. the presence of greenhouse gases in
the atmosphere or interior heat from a dynamic core.
We express the thermal emission component of the phase curve as












Bτ,p[T (α,θ ,Φ)]cos2 θ cosΦdθdΦ, (4.3)
where Bτ,? is the Planck function of the host star convolved with the wavelength response function
of TESS4, Rp is the radius of the planet, R? the radius of the star, and Bτ,p[T (α,θ ,Φ)] is the tem-
perature distribution dependent blackbody curve of the planet convolved with the TESS bandpass,

















where τλ is the response function of TESS, and T (α,θ ,Φ) is the phase-dependent temperature
distribution across the planet’s surface, where θ and Φ represent the planetary latitude and longi-
tude as viewed in the observer’s frame of reference, respectively. For our models, we have chosen
a surface resolution of 15◦×15◦ in latitude and longitude, where further increasing the resolution
only changes the thermal amplitude on the order of one-hundredth of a percent. It should be noted
that Φ and θ are independent of phase, where Φ≡ 0 in the direction of the observer.
We borrow from Hu et al. (2015) to define the phase-dependent temperature distribution T (α,θ ,Φ)
as
T (α,θ ,Φ) = f T0(θ)P(ε,ξ ), (4.5)
where T0 is the sub-stellar temperature and P is the thermal phase function, which for a planet on







4The TESS bandpass covers a wavelength range of approximately 600 - 1000 nm.
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where max(cosξ , 0) = 12(cosξ + |cosξ |), i.e. a cosine function truncated at negative values. We
borrow our notation from Hu et al. (2015), where ξ represents the local planetary longitude defined
for all points in phase to be ξ ≡ Φ−α for a synchronously rotating planet. For a planet with
prograde rotation, ξ = 0 at the sub-stellar longitude, ξ = −π/2 at the dawn terminator, and ξ =
π/2 at the dusk terminator.
Equation (4.6) does not have an analytic solution, so we solve it numerically using scipy’s
ODE integrator, where we set the initial conditions equal to the approximated expression for Pdawn












(1−AB)1/4 cosθ 1/4, (4.8)
where T? is the effective temperature of the host star and a the semi-major axis.
The reflection component of the atmospheric phase curve FR(α) is assumed to be symmetric










[sin |α|+(π−|α|)cos |α|] , (4.9)
where we adopt the Lambertian approximation such that Ag = 23AB. According to Seager et al.
(2000) and Cahoy et al. (2010), this is a fine approximation under the assumption that the atmo-
sphere is reflecting homogeneously. Caveats of this assumption and the expectation of symmetry
are discussed in Section 4.7.
The second term in Equation 4.1 describes the contribution to the phase curve by the host star,
F?(α,Abeam,Aellip) =−Abeam sin(α)−Aellip cos(2α). (4.10)
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The first sinusoidal term Abeam sin(α) accounts for relativistic beaming of the star’s radiation
as it orbits the system’s center of mass (Rybicki & Lightman, 1979). Ellipsoidal variations due
to any tidal distortion of the host star by the close-in companion can be described by the second
harmonic of the orbital period as Aellip cos(2α) (Morris, 1985). The amplitudes Abeam and Aellip
are left as free parameters in the regression and are described in further detail in Section 4.5.
The third term in our phase curve model γ accounts for a possible offset in the vertical align-
ment of our model from the data (not to be confused with the phase offset of the brightness max-
imum). Such an offset, which is constant in phase, could be a product of the normalization in
the polynomial detrending process, an effect of phasma’s harmonic notch filter, or residual stellar
noise.
4.5 Phase curve regression analysis
Bayesian inference of the model parameters, conditioned upon our phase curve data, is achieved
using emcee (Foreman-Mackey et al., 2013). We allow the Bond albedo AB, thermal redistribution









ellip to vary as free parameters.
Although the scaling factors ηbeam and ηellip can be approximated analytically, we instead choose
to leave them as free parameters to account for the uncertainty in their values. We obtain 106 sam-
ples from 2.5× 104 steps across 40 walkers, burning the first half of the chains for a remaining
total of 5× 105 samples. The chains were inspected to ensure they had converged and achieved
adequate mixing.
4.5.1 Transit fits
Many of the transit parameters affect the shape of the occultation and phase curve. For this
reason, it is helpful to determine a-posteriori distributions for the transit terms, which can then
serve as informative priors in the analysis of these effects. To this end, we detrended and re-
gressed the TESS data of WASP-100b’s transits for all thirteen available sectors. Detrending
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was performed by method marginalization over CoFiAM, a Gaussian process, a moving median
filter, semi-sector polynomials, and epoch-localized polynomials. The resulting light curve was
regressed using MULTINEST coupled to the Mandel & Agol (2002) forward transit model.
For these fits, we adopted uniform priors on the transit parameters, including the quadratic limb
darkening coefficients re-parameterized to the q1-q2 system (Kipping, 2013). The only exception
to this was for the stellar density, for which we adopt a Gaussian prior of (440± 100) kg m−3,
which comes from the isochrone analysis described in the following subsection (Section 4.5.2).
The maximum a-posteriori phase folded light curve model is shown in the top panel of Fig-
ure 4.3, which well describes the TESS data. The unbinned residuals to this solution display a
standard deviation of 1227 ppm. The one-sigma a-posteriori credible intervals for the seven fitted
parameters are given in Table 4.1.
To determine if there are any transit timing variations in the light curve of WASP-100, we fit the
transits in each sector assuming global transit shape parameters and unique transit times. We find
no evidence for any periodicity in the transit time residuals (see the bottom panel of Figure 4.3),
which have a standard deviation of 65.1 seconds. Because the standard deviation of the residuals
is very close to the median formal timing uncertainty of 64.3 seconds, we report there being no
evidence for significant TTV signals.
4.5.2 Prior distributions
One useful piece of prior information in our analysis comes from the star itself. We elected to
derive our own stellar parameter posteriors using an isochrone analysis of archival data. Specif-
ically, we used T. Morton’s isochrone package (Morton, 2015) with the Dartmouth stellar evo-
lutionary models to constrain the host star’s fundamental parameters. For this analysis, we used
V = 10.8±0.06 (Høg et al., 2000), Teff = 6900±120, [Fe/H] =−0.03±0.10, logg = 4.35±0.17
(Hellier et al., 2014) and the Gaia Data Release 2 parallax of 2.7153±0.0204mas (Gaia Collabo-
ration et al., 2018). The resulting stellar parameters can be seen in Table 4.1.
































































































































































































Figure 4.3 Top: Maximum a-posteriori light curve solution to the TESS data of WASP-100b. Here
we show 13 sectors of photometry folded upon the best fitting ephemeris. Bottom: Transit timing
variations of WASP-100b measured using TESS. We find no evidence for periodicity within the
observed times.
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[-10, 50], and [1, 5], respectively. The vertical offset γ is sampled from a uniform prior spanning
[-200, 200] ppm. We can construct more informative priors for the mass-induced amplitudes Aellip
and Abeam from the spectroscopic radial velocity measurements of WASP-100 (Hellier et al., 2014)
coupled with the posteriors of the transit light curve parameters and the characteristics of the host
star modeled with isochrones, which can be seen in Table 4.1.












where KRV is the radial velocity semi-amplitude, R? the radius of the star, a the semimajor axis
of the companion, P the orbital period, and i the inclination of the system in the observer’s line
of sight. For this expression we used the approximations of Faigler & Mazeh (2011) and Mor-
ris & Naftilan (1993) on the theoretical derivations by Kopal (1959) and the momentum relation
mp sin(i) = M?KrvP(2πa)−1. The scaling factor ηellip contains the limb-darkening and gravity-
darkening coefficients which we do not attempt to estimate, but instead leave as a free parameter
with a uniform prior spanning the estimated range for F-G-K stars of [1.0, 2.4] (Faigler & Mazeh,
2011).








where the scaling factor ηbeam accounts for deviations from the magnitude of the beaming effect
in a bolometric observation (i.e. a correction to the factor of 4 on the right side of Eq. 4.12, see
Chapter 1.4.2) and for any effect due to observing a spectrum that gets Doppler shifted in and out
of a finite bandpass (Loeb & Gaudi, 2003; Faigler & Mazeh, 2011). We adopt a conservative prior
for ηbeam, which we set to be uniform in the range [0.5, 1.5].








beam are then constructed from substituting
106 random samples from the posterior distributions of Krv, R?, a, P, and i into Equations (4.11)
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& (4.12). The profiles of all prior distributions discussed in this section can be seen in Figure 4.4.
4.5.3 Likelihood function
The likelihood function describes how the data are distributed about the model. A typical
approach is to detrend or whiten the data such that the likelihood function is simply a product
of Gaussians. In this work, the data has indeed been partially whitened through a processing of
photometric detrending. However, the detrending process applied to the phase curve is essentially a
low-cut filter (i.e. removes low-frequency correlated noise components), and so leaves frequencies
at or above the orbital frequency within the time series. This of course is necessary such that
the phase curve signal is not removed, but it means that high frequency stellar noise, such as
granulation, could persist in the light curve and would be decidedly non-white. To remedy this, we
work with the 500-point binned phase curve for our inference. Because each binned point spans
∼ 76 orbital periods, high frequency noise on top of the orbital frequency will not - in general - be
coherent, and thus will average out in the phase fold (Pont et al., 2006). This means that our phase
curve data has not only had the low-frequency components suppressed, but the high frequency
components as well (by a factor of
√
76 ' 8.7), which justifies our use of a Gaussian likelihood
function in what follows.
For the occultation, rather than model the full occultation shape, the key piece of information is
the actual depth. Further, since the depth has already been derived using an approach that includes
systematic error from detrending differences, we elect to simply include the depth as a single datum

























where n is the number of real-valued data points, σi the photometric uncertainty, and ri the residuals
of the phase curve model and the observed data.
The last two terms in Equation 4.13 describe the part of the likelihood function that takes the
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Table 4.1 System parameters for WASP-100 used in the regression analysis.
† For AB = 0
Stellar parameters from isochrones fits
Te f f (K) 6940±120
R? (R) 1.67+0.18−0.11




age (log10 yr) 9.18
+0.09
−0.14





System parameters from transit fits
P (days) 2.849382±0.000002











From Hellier et al. (2014)
mp(MJup) 2.03±0.12
Krv (km s−1) 0.213±0.008
e 0 (< 0.10 at 3σ )
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occultation depth measured in Section 4.3 into consideration when inferring the parameters of the
phase curve model, where σocc is the uncertainty of the measured occultation depth and rocc is the
difference between a depth sampled randomly from its posterior distribution and the value of the
model phase curve at the point in phase where the occultation occurs (i.e. F(α = 0)).
4.6 Phase curve results
4.6.1 Occultation
The occultation depth of (100± 14± 16) ppm is remarkably large and should therefore be
compared to theoretical expectation. We do this by evaluating the limiting case of a blackbody
atmosphere (zero albedo) with no redistribution and completely efficient redistribution. Using the
expressions of Cowan & Agol (2011b), we propagate our stellar and transit parameter posterior
samples into their expressions for the day-side temperature (Eqn. 4) and then integrate over the
TESS bandpass to predict (26+3−3 < δocc < 128
+11
−11) ppm. These extremes correspond to a disk-
integrated day-side temperature of (2098±37)K to (2680±48)K. Accordingly, we conclude that
our measured occultation depth is physically plausible, but towards the upper end of the scale. A
complete interpretation is offered shortly in combination with the phase curve results.
4.6.2 Non-zero albedo
From our complete phase curve + occultation model, we show the marginalized posterior distri-
butions of the model parameters as a corner plot in Figure 4.4. Of particular note is that the credible
interval for the Bond albedo is AB = (0.24±0.06), apparently offset away from zero. For a Lam-
bertian surface, this corresponds to a geometric albedo of Ag = (0.16± 0.04). The marginalized
posterior density at AB = 0 divided by the prior density yields the Savage-Dickey ratio (Dickey,
1971), an estimate of the Bayes factor for a nested model. Here, we report a Bayes factor of 165
in very strong favor of a non-zero albedo.
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Figure 4.4 Points and histograms in purple show the posterior distributions for the Bond albedo
AB, thermal redistribution efficiency ε , intrinsic thermal scaling factor f , ellipsoidal variation am-
plitude Aellip, relativistic beaming amplitude Abeam, and vertical offset γ in the model fit to the
phase curve of the WASP-100 system. Grey histograms show the corresponding prior distributions
used in the Bayesian regression analysis.
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Figure 4.5 The normalized out-of-transit phase curve of the WASP-100 system averaged across
observations made in sectors 1-13 of the TESS data (black points). Error bars are of the 1σ
photometric uncertainties of the data binned into 43 points in phase. The purple lines show a range
of phase curve models constructed from 1000 random samples in the posterior distributions from
the regression analysis. Blank regions in the phase curve correspond to the occultation (at phase =
0) and transit (phase = ±0.5), which are masked for analysis of the out-of-transit phase curve. The
data have been shifted by the average γ value from the posteriors to align with the model samples.
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thermal reflection atmospheric phase curve
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Figure 4.6 Samples from the posterior distribution of the model phase curve of the WASP-100
system deconvolved into the atmospheric components of WASP-100b’s phase curve (top) and the
separate planet/host components (bottom). The atmospheric component includes both reflected
light from the host star and thermal radiation from the planet itself. The phase of maximum bright-
ness in the atmospheric phase curve is offset from where the planet would appear to be in full-phase
due to thermal redistribution from the hot day side to the cooler night side, resulting in an eastward











Tmax - Tmin (K) 320+150−100
Thermal hotspot offset (◦E) 71+2−4
Night-side flux at eclipse (ppm) 50+22−19
Atmospheric offset (◦) 28+9−8
Atmospheric amplitude‡ (ppm) 62±9
Max-brightness offset (◦) 63+6−8
Max-brightness amplitude‡ (ppm) 73±9
Table 4.2 Measured and derived values from the model fits to the phase curve of WASP-100b.
† With the assumption of a Lambertian atmosphere such that Ag = 23AB
‡ Amplitude is peak-to-peak
4.6.3 Warm night side
The ratio between the radiative timescale and advective timescale of the atmospheric height
probed by TESS is measured to be ε = 10.9+5.3−3.8, indicating heat transport from the substellar point
to the nightside in an eastward direction, i.e. the same direction as the rotation of the surface
assuming WASP-100b is on a prograde orbit. This redistribution of heat causes an eastward shift
of the brightest region in the atmosphere of WASP-100b. Using the Savage-Dickey ratio to test
the ε = 0 case in which there is no thermal redistribution returns a Bayes factor of 151, which is
in very strong favor of the model with efficient thermal redistribution. This result is supported by
the fact that the occultation depth exceeds the peak-to-peak phase curve amplitude, implying a hot
night side. It will be important to verify this result using other observatories; additionally TESS
Cycle 3, which will revisit the field hosting WASP-100.
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4.6.4 Evidence for winds
We find that the phase of maximum brightness occurs (63+6−8)
◦ prior to the phase of occultation.
However, the phase of maximum brightness in the observed phase curve seen in Figure 4.5 does
not correlate to the phase shift of the atmospheric signal, since the observed phase curve is a
convolution of the atmospheric phase curve and the coherent photometric effects of the star. This
is illustrated in the bottom panel of Figure 4.6, which shows the observed phase curve deconvolved
into its stellar and atmospheric components according to samples from the regression analysis.
Additionally, because we measure a significant contribution of reflected light to the atmospheric
phase curve, even the phase shift of the atmospheric component, measured to be (28+9−8)
◦, does not
directly correlate to the offset of the hottest longitude from the substellar point (see the top panel
of Figure 4.6). After deconvolving the thermal and reflected components of WASP-100b’s phase
curve, we measure a longitudinal hotspot offset of (71+2−4)
◦ east of the substellar point. We measure
the brightness temperature of the hottest spot to be (2720±150)K, where the temperature of the
coolest spot is (2400±220)K, giving a longitudinal temperature contrast of ∆T = (320+150−100)K.
As a point of reference, we calculate the theoretical maximum peak temperature of WASP-
100b using the expression for the temperature at the substellar point from Cowan & Agol (2011a)
(Eqn. 4), assuming a zero albedo and no thermal redistribution. Leveraging our posterior samples
from the transit and isochrone solution, we estimate that the expected maximum peak temperature
should be no more than T = (2967±53)K, which the credible interval of our maximum measured
temperature is indeed below.
4.6.5 Additional heating?
The intrinsic thermal scaling factor f , which signifies a deviation from WASP-100b’s equilib-
rium temperature, is measured to be f = 1.22± 0.07. This suggests some modest evidence for
additional heating from an internal source, but with a Bayes factor of only 3.9 compared to the
f = 1 case, we caution that this result is somewhat marginal and cannot be verified using the in-
dependent occultation measurement on its own. Further, the theoretical maximum temperature is
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clearly above our inferred peak temperature, suggesting that no extra heating is needed. However,
that calculation assumes zero albedo while our models favor a modest albedo, which explains the
behavior of the f factor inflating slightly above unity to compensate for lower thermal energy in
the non-zero albedo case.
It is thus apparent that a slight degeneracy exists between a moderate-ε/moderate- f model and
a greater-ε/greater- f model, which can be explained by the change in the phase curve amplitude
with ε and the flexible nature of the model’s vertical baseline. When the thermal redistribution
efficiency of the atmosphere is high, the air mass heated at the substellar longitude is redistributed
toward the nonirradiated hemisphere in an attempt to reach thermodynamic equilibrium, which
results in a phase curve with a phase-shifted “hot-spot,” and a diminished thermal amplitude due
to the decrease in temperature contrast between the day and night sides. Consequently, the vertical
baseline of the thermal phase curve will be greater for a more thermally redistributed atmosphere
because the nightside has a higher temperature than one in which there is little to no thermal
redistribution.
A model which fits well to the phase offset and amplitude of the data in Figure 4.5 can be con-
structed with a high thermal redistribution efficiency ε and intrinsic thermal scalar f . However, the
data can also be well represented by an even larger ε as long as f , and therefore the average tem-
perature of WASP-100b, is also increased in order to maintain the thermal phase curve amplitude
that is given by the out-of-transit data and measured occultation depth. When ε and f increase, the
vertical baseline of the model shifts upward, and therefore the magnitude of the baseline correction
also increases to minimize χ2. Once ε  1, further increasing the magnitude of ε has little affect
on the phase offset of the point of maximum brightness.
4.6.6 Gravitational effects
We are unable to measure the Doppler beaming amplitude of WASP-100, though this is to
be expected for an upper limit of < 4.2 ppm at 95% confidence on the amplitude of this signal.
The data do not appear to put a significantly tighter constraint on the ellipsoidal variation amplitude
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compared to its prior distribution (Figure 4.4), which has an amplitude distribution of (12±3) ppm.
The posterior distribution of the ellipsoidal variation amplitude corresponds to a planetary mass of
1.97+0.48−0.40 MJup, which is in agreement with the prior set by the mass measured by the radial velocity
observations in Hellier et al. (2014).
4.6.7 Statistical significance
To gauge the statistical significance of our results, we conduct additional regression analyses
for five simpler phase curve models and compare their Bayesian information criteria (BIC, Schwarz
1978) and Akaike information criteria (AIC, Akaike 1974) to that of the full model that describes
the atmospheric phase curve and the stellar contribution to the phase curve (Equation 4.1). Both
criteria measure model likelihood while penalizing a higher number of free parameters.
The simplest model is that of the null result, which in this case is a flat line constant in phase.
When comparing the likelihood of the fit to the full model to that of the null model, we compute
∆BIC = 25 in strong favor of the full phase curve model. The AIC is even less punitive toward
the number of free parameters, for which we measure ∆AIC = 53 in very strong favor of the full
model.
To judge whether the thermal and reflection components of the atmospheric phase curve are
significantly retrieved, we repeat our regression analysis against models that exclude these atmo-
spheric components, i.e. Equation 4.1 in the case that i) Fp =FR(α,AB) and ii) Fp =FT (α,AB, f ,ε).
For the case in which the atmospheric phase curve is modeled by only a thermal component,
∆BIC = 6 in strong favor of the full model. The case in which the atmospheric phase curve is
modeled only by reflection performs even more poorly, measuring ∆BIC = 13 in even stronger
favor for the model that includes both atmospheric components.
We then perform additional regression analyses on a pair of models that do not include the
stellar components of the phase curve, namely the Doppler beaming and ellipsoidal variation ef-
fects. The model excluding ellipsoidal variations is strongly preferred over the full model, with
∆BIC = 6. For the case in which Abeam = 0, ∆BIC = 6 compared to the model without ellipsoidal
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Table 4.3 Model selection statistics on the phase curve of WASP-100b (binned into 500 points
minus the masked transit and occultation). The “full model” refers to Equation 4.1, while models
labeled “full model − [component]” refer to model scenarios that do not include said component.
Values correspond to the median models constructed from 1000 samples of their respective poste-
rior distributions.
Models χ2 BIC AIC
Flat line 452 458 454
Full model 385 434 401
Full model − beaming 385 421 397
Full model − ellipsoidal 391 428 403
Full model − reflection 390 439 406
Full model − thermal 409 446 421
Flat line model against the... ∆BIC ∆AIC
full model 24.7 53.2
full model − beaming 36.9 57.3
full model − ellipsoidal 30.8 51.2
full model − reflection 19.8 48.4
full model − thermal 12.8 33.2
variations, and ∆BIC > 10 against all of the other models, which makes the phase curve model
without Doppler beaming the most significantly preferred model of the six tested here.
From the statistical analysis discussed in this section, we conclude that the phase curve signal
of WASP-100b is real and significant. The values for the BIC and AIC for each of the models
tested in this section can be seen in Table 4.3.
4.6.8 Addressing the effect of TESS’s momentum dumps and other aspects of data reduction
The reaction wheels on the TESS spacecraft experience a build up of momentum that is cor-
rected for by resetting the reaction wheel speeds to lower values approximately once every 2.5
days, where each momentum dump causes a momentary increase in the spacecraft’s pointing in-
92
stability5. The occurrence rate of these momentum dumps is close enough to the orbital period
of the planet (∼ 2.9 days) to elicit some concern for the potential effect this may have on WASP-
100b’s phase curve.
To measure the magnitude of this effect, we construct a model of the momentum dump profile
in phase with WASP-100b and measure its maximum peak-to-peak amplitude. To do this, we first
locate the time of each momentum dump in all sectors of WASP-100’s observation and fold the
detrended light curve as a function of time since the momentum dump. We then construct a model
for the momentum dump profile by fitting a suite of polynomial functions of 0th to 20th order
using weighted linear least squares, and select the polynomial that produces the lowest Akaike
Information Criterion. We then unfold the noise-less polynomial model back into a function of
time, and refold into phase with WASP-100b. The resulting profile has a maximum peak-to-peak
amplitude significantly less than the peak-to-peak amplitude of the phase curve of WASP-100b,
and is less than its 2σ error. This analysis was repeated for both the phasma detrended light
curve and the slowpoly detrended light curve, and for momentum dump models chosen by the
Bayesian Information Criterion, each case showing the same result. From this we conclude that
the momentum dumps of the spacecraft’s reaction wheels have an insignificant effect on the phase
curve of WASP-100b.
Additionally, because each sector of observation comes with its own anomalies, we examine
the effect each sector has on the binned phase curve of WASP-100b by removing one sector from
the time series and comparing the resulting phase curve to the full 13-sector phase curve used in
our analysis. In each case, the binned data are all well within the 2σ error of the binned data in
the full phase curve, indicating that no one sector is significantly affecting the profile of the phase
curve of WASP-100b.
To examine if our choice of binning statistic has an effect on the results presented in the pre-
vious sections, we repeat the regression analysis for the phase curve constructed with median
binning, and find that all results presented in Table 4.2 agree within 1σ significance.
5See the TESS Data Release Notes
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4.7 Discussion
The results presented in this paper suggest that the atmosphere of WASP-100b is likely to
have a strong thermal redistribution efficiency indicative of atmospheric winds, with significant
reflectivity in the TESS waveband. From the measured occultation depth and regression analysis
of the phase curve, we measure a maximum dayside temperature of 2720±150 K, placing WASP-
100b in the “ultra hot” class of Jupiter-sized exoplanets (Parmentier et al., 2018; Arcangeli et al.,
2018; Bell & Cowan, 2018). Our study provides more insight into this relatively new class of
exoplanets.
4.7.1 WASP-100b in context
Of the three hot-Jupiter phase curves that have been observed by TESS so far (Shporer et al.
2019; Daylan et al. 2019; Bourrier et al. 2020; Wong et al. 2020b), WASP-100b is the first to
show a thermal phase shift indicative of efficient heat transport in its atmosphere. The magnitude
of its 71± 4◦ hotspot offset is rivaled only by the phase shift of υ Andromedae b, which has
been measured to be (84.5± 2.3)◦ (Crossfield et al., 2010). Such a large thermal phase shift is
unexpected for ultra-hot Jupiters such as WASP-100b, which have been predicted to have much
shorter radiative time scales than thermal redistribution time scales, and therefore negligible phase
curve offsets (Perez-Becker & Showman, 2013; Komacek & Showman, 2016; Komacek et al.,
2017; Schwartz et al., 2017). The eastward direction of WASP-100b’s hotspot offset is, however,
typical of hot-Jupiters that have been previously observed to have asymmetric thermal phase curves
(Parmentier & Crossfield 2018 and references therein).
Bell & Cowan (2018) have recently suggested a possible mechanism for increased heat trans-
port specific to ultra-hot Jupiters, which may help explain WASP-100b’s unexpectedly large east-
ward hotspot offset. On the day sides of these worlds, temperatures are hot enough to dissociate
hydrogen molecules. This hydrogen gas is then carried by eastward winds from the sub-stellar
point to cooler longitudes, where temperatures are low enough to allow for the recombination of
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H2. This recombination is a highly exothermic process, releasing a significant amount of energy
via latent heat to the surrounding gas. On the opposite hemisphere, the recombined molecular
gas is carried back to the hotter day side, where latent heat is used in the redissociation of H2,
effectively cooling the longitudes west of the sub-stellar point.
Indeed, when Komacek & Tan (2018) included heat transport via H2 dissociation/recombination
in a follow-up study to Komacek & Showman (2016), they found that the day-night temperature
contrast of ultra-hot Jupiters decreased with increasing incident stellar flux, the opposite conclusion
of their previous theoretical analysis. A quantitative analysis of the significance of H2 dissocia-
tion/recombination in the heat recirculation of WASP-100b is a bit beyond the scope of this study,
although we acknowledge it would certainly be worth exploring.
Our ability to measure such a large shift in the phase curve of WASP-100b may be a product
of the long observational baseline of the WASP-100 system. A majority of the planets viewed by
TESS can only be observed for a maximum of 27 days, i.e. the duration of one observational sector
in the TESS mission. For planets with peak-to-peak phase curve amplitudes as low as WASP-
100b’s, the majority will not have enough data to detect a phase curve with a significant signal
to noise ratio. The convenient location of WASP-100 in the continuous viewing zone of TESS
has allowed its observation through many orbits, therefore strengthening the signal to noise ratio
of a phase curve amplitude that is relatively small due to the decreased longitudinal temperature
contrast of WASP-100b.
WASP-100b’s geometric albedo of 0.17± 0.05 is among the highest measured from a TESS
phase curve so far, comparable to the geometric albedo of WASP-19b (Wong et al., 2020b) and sig-
nificantly greater than that measured of WASP-18b (Shporer et al., 2019) and WASP-121b (Daylan
et al., 2019). The albedo we measure is in line with the expectation for hot-Jupiters to have a rela-
tively low reflectivity in the optical to near-infrared transition regime (Mallonn et al., 2019) and is
similar to that of several hot-Jupiters observed by Kepler (Angerhausen et al., 2015).
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4.7.2 Caveats
In modeling the phase curve of a star-planet system, there is some danger in confusing a star’s
relativistic beaming signal for an eastward offset of the hotspot in the planet’s atmospheric phase
curve. Fortunately we are able to break this degeneracy for the WASP-100 system with the radial
velocity measurements presented in Hellier et al. (2014) (see Table 4.1), which we use to construct
an informative prior on the magnitude of the star’s relativistic beaming amplitude in our regression
analysis.
The main limitations of our atmospheric phase curve model lie in our assumptions that the at-
mosphere of WASP-100b is Lambertian, and radiates as a blackbody. If the atmosphere of WASP-
100b is in actuality composed of many particles that scatter photons in a preferential direction,
the relative contributions of the modeled reflection and thermal components to the observed phase
curve would have to be altered accordingly (Dyudina et al., 2016). Approximating WASP-100b’s
spectrum as that of a blackbody could be an adequate model for the dayside spectrum, where tem-
peratures are high enough to dissociate absorbent molecules such as H2O, TiO, and VO, and to
support a H− continuum opacity (Arcangeli et al., 2018; Lothringer et al., 2018). Because we
measure a high redistribution efficiency of heat from the day side to the night side on WASP-100b,
the 2400±200 K nightside temperature we derive from the model fit may also be high enough to
justify the blackbody approximation, although the posterior distribution of this measurement indi-
cates the nightside temperature is likely low enough to maintain the molecular bond of prominent
visible-infrared absorbers such as titanium oxide and vanadium oxide (Lothringer et al., 2018), in
which case the blackbody assumption would not hold.
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Chapter 5: Studying Phase Variability with the ROCKE-3D General
Circulation Model
5.1 Demonstrating ROCKE-3D: Exploring the effects of planetary rotation rate on habit-
ability
Modeling the atmospheres and surface environments of Earth-like worlds is a highly complex
problem with potentially rich rewards in the field of exoplanetary science. Deepening our un-
derstanding and physical intuition of the forces governing a planet’s climate not only allows us
to speculate about the diversity of conditions and potential sustainability of life beyond our solar
system, but also grants insight into the past, present, and future Earth.
The most complete method of climate modeling is the application of three-dimensional General
Circulation Models (GCMs). GCMs specialize in the diagnostics of atmospheric dynamics, with
the ability to track wind velocities, changes in latent heat, differential albedos, and in the case of the
GCM used in this study (see below and Way et al. 2017), changes in oceanic energy transport and
ground hydrology. Each GCM is unique in its capabilities and computational efficiency depending
on the desired complexity of the model (see e.g. Yang et al. 2019 and Fauchez et al. 2020 for recent
exoplanet climate model comparison efforts).
The rate at which a planet rotates about its axis has a significant impact on its atmospheric
circulation. At the most fundamental level, the number and latitudinal extent of wind cells on
a planet is determined in part by the strength of the Coriolis effect (Figure 5.1), which itself is
determined by the planet’s rotation period. Del Genio & Suozzo (1987) used the Goddard Institute
for Space Studies Model 1 GCM to show that for terrestrial bodies rotating more slowly than the
Earth, the Hadley cell extends toward the poles and becomes the primary source of large-scale heat
transport. This results in a more uniform temperature distribution across latitudes. The latitudinal
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Wind cells on rapid rotatorsWind cells on slow rotators
Figure 5.1 An illustration of the influence of the Coriolis effect on atmospheric circulation (arrows
on the globe) for slowly rotating planets and more rapidly rotating planets. For reference, the wind
cells on Earth are more similar to the diagram on the right.
extent of the Hadley cell also plays a significant role in large scale precipitation patterns across a
surface, and is (for example) responsible for arid desert regions occurring in northern Africa rather
than in continental Europe here on Earth.
However, determining the precise origins and distributions of rocky planet rotations is a fun-
damental and challenging question in planetary and astronomical science. Because we can only
observe the rotation rates of rocky planets in our own solar system, for now we must rely on theo-
retical predictions to estimate the ranges of possible rotation rates. For example, Miguel & Brunini
(2010) suggest the initial rotation periods of rocky planets range from 10 to 10,000 hrs. Other work
suggests the upper limit on a planet’s initial rotational velocity is bound by the critical angular ve-
locity at which centrifugal forces become stronger than the planet’s own surface gravity (Kokubo
& Ida, 2007).
The rotation period of a planet at a given time is also dependent on its evolutionary path and
frequency of encounters with exchanges in angular momentum, including star-planet and planet-
moon tidal dissipation. For example, Barnes (2017) shows that for a Moon-less Earth with an initial
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rotation period of 3 days, stellar tides would cause its rotation to become synchronous within 4.5
Gyr. Evolution toward synchronized rotation due to tides is even swifter for potentially temperate
planets around lower mass stars, with the spin-down rate following dΩ/dt ∝ M2∗/a6, where a is
the orbital semi-major axis (Goldreich & Soter, 1966). For an Earth-like planet in the habitable
zone of a Gliese 581-like M dwarf star, Heller et al. (2011) show that the evolution time scale
for equilibrium rotation is about 100 Myr. In light of these studies, the shape of the probability
distribution of rocky planet rotation rates is debatable, although its range is most certainly wide.
We do however expect a trend towards overall slower rotation rates with age due to star-planet tidal
interactions.
Yang et al. (2014) used the Community Atmosphere Model version 3.1 GCM (Collins et al.,
2004) to show that clouds tend to congregate around the substellar point of slowly rotating planets,
thus increasing the planetary albedo and decreasing the surface temperature at that point, subse-
quently extending the inner habitable zone to smaller orbits. However, it is important to note that
most of the Yang et al. (2014) study was conducted on an aquaplanet configuration, and because
of the different heat capacities and albedos of land and ocean, we expect a significant land mass to
have a non-zero effect on the overall climate.
In our study we adopt the continental configuration of the Earth to study the effects of slow ro-
tations and increased insolations on the climate of an Earth-like world using the Resolving Orbital
and Climate Keys of Earth and Extraterrestrial Environments with Dynamics (ROCKE-3D) GCM
developed in multi-institutional collaboration at the Goddard Institute for Space Studies (GISS)
(Way et al., 2017). This model is further differentiated from those used in previous rotation studies
in that ROCKE-3D uses a fully coupled dynamic ocean scheme rather than the static ocean model
often adopted.
We investigate both the fractional habitability and silicate rock weathering of an Earth-like ter-
restrial world as key probes of short- and long-term climate states and stability. It is uncontroversial
to state that the now-classical ‘zeroth-order’ marker of habitability given by a global mean surface
temperature (Kasting et al., 1993; Kopparapu et al., 2013) is only a broad indicator of terrestrial
99
planet environment; useful for a first pass evaluation of a system, but too basic for either predicting
observable characteristics or potential for life. However, extending the parameterization of ‘hab-
itability’ to higher orders (e.g. details of atmospheric chemistry, hydrological features, orbit and
rotation, planet composition and geophysics, spatially-resolved climate) quickly becomes cumber-
some and uninformative in the absence of observable constraints on many variables. A variety of
first-order or even second-order markers have been used to further refine habitability predictions
(e.g. Spiegel et al. 2009; Schulze-Makuch et al. 2011). In this study we perform a first-order
analysis similar to that of Spiegel et al. (2009) to evaluate the ‘habitability’ of rocky worlds with
rotation periods slower than that of modern Earth.
Furthermore, although the temperature range of 0-100 ◦C is not a strict set of boundaries for
biochemistry and biological function (Rothschild & Mancinelli 2001 and references therein) it
does nonetheless encompass the temperature range over which known biochemistry takes place at
high efficiency for modern Earth atmospheric surface pressures (Gillooly et al., 2001; Rothschild,
2007). We also emphasize that because this temperature range is directly related to H2O phase
changes on a planet with an Earth-like atmospheric composition and surface gravity, it is centrally
important to changes in surface albedo. These phase changes are also critical to the global climate
state due to the contribution of latent heat to the overall energy transport in the atmosphere. In
other words, in this present work we treat the term ‘habitability’ as a convenient label, primarily
for evaluating the physical and chemical environment of a rocky planet.
In subsection 5.1.1 we describe the models used in this study, and in subsections 5.1.2 and
subsection 5.1.3 we define the methods we use to determine the fractional habitability and sili-
cate weathering rate from the model output. In subsections 5.1.4 and 5.1.5 we provide results on
the behavior of surface temperature, fractional habitability, precipitation, and the silicate weather-
ing rate for longer rotation periods and increased insolations. In subsection 5.1.6 we discuss the
implications of these results, and present a brief conclusion in subsection 5.1.7.
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5.1.1 Description of the models in this study
The ROCKE-3D general circulation model was developed from the NASA Goddard Institute
for Space Studies’ preexisting ModelE2 GCM (Schmidt et al., 2014), whose publicly available
model results for Earth climate studies continue to be utilized by the international community.
ROCKE-3D was created for the purpose of extending the capabilities of ModelE2 toward mod-
eling exoplanet atmospheres and rocky solar system planet atmospheres. For this study we use
ROCKE-3D’s dynamic ocean capabilities, which are fully coupled to the model atmosphere. A
brief description of the key elements of the models used in this study is below. For a more com-
prehensive description of ROCKE-3D, we refer the reader to Way et al. (2017).
Each model planet in this study is one Earth radius in size and has a topography and continen-
tal/oceanic distribution similar to that of the Earth. For dynamic simplicity, we set the eccentricity
and obliquity of our model planets to zero. The surface resolution is 4◦ by 5◦ in latitude and longi-
tude, respectively. For the fully coupled dynamic ocean we use oceanic layers of varying thickness,
with an overall depth of 1129.3 meters. The atmosphere spans nearly one bar of pressure from 984
to 0.139 mb over 40 vertical layers of varying thickness.
The dominant atmospheric constituent in each model is N2, where CO2 and CH4 are included
at 400 and 1.00 parts per million, respectively. H2O is given a modern-Earth profile at model
start, which changes depending on the atmospheric circulation, evaporation, and precipitation in
each simulation. It should be noted that all runs have oxygen-free atmospheres, and no ecosystem
models are implemented, i.e. vegetation and other biological sources are not included in these
simulations.
ROCKE-3D uses the Suite of Community Radiative Transfer (SOCRATES) radiation scheme
to solve the two-stream approximated radiative transfer equation (Edwards & Slingo, 1996; Ed-
wards, 1996). In this study we use the present-day Solar spectrum to weight the short-wave com-
ponent of the planetary flux, although SOCRATES does have the capability to use a variety of
stellar spectra. Land albedo is set to 0.2 at model start, although this can be changed by snow
accumulation and soil wetness on the surface.
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To study the effects of rotation rate on the surface temperature of an Earth-like world, we
analyze the results of nine simulation runs with rotations slower than (and equal to) that of present-
day Earth. These rotations are trot = 1, 2, 4, 8, 16, 32, 64, 128, and 256 times the sidereal day length
of present-day Earth. In solar days, these correspond to 1, 2, 4.03, 8.16, 16.7, 35.0, 76.6, 191,
and 848 times the solar day length of present-day Earth. Additionally, we consider the effects of
increasing the insolation S0 by 10% and 20% for each rotation period, where S0 = 1365.3 W m−2,
the insolation of modern-day Earth. Specific insolations will be referenced using the nomenclature
00trotX1.nS0, where 1.n indicates the insolation multiplier for n = 0, 1, or 2. For example, the
simulation with a rotation period of 32 days and an insolation of 1.2S0 will be referenced as
032X1.2S0.
The GCM data presented in this study have been averaged over ten model years post hydro-
logical and radiative equilibrium, which are reached within an order of 102 simulated years. For a
more in depth description of the simulations in this study, see Way et al. (2018).
5.1.2 Defining fractional habitability
Here we define the ‘fractional habitability’ fh(trot) as the fractional surface area that maintains
a mean temperature between 0 and 100 ◦C at 984 mb of atmospheric pressure, averaged over at
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for total surface area Atot , specific latitude grid θi and longitude grid Φ j, number of latitude and
longitude grids nθ and nΦ, respectively, and the area of the i, jth grid cell Ai, j, where we have
adopted the ‘habitability function’ H(θ ,Φ, trot) from Spiegel et al. (2009), defined to be








We suggest that this is a useful 1st-order probe of climate state (habitability, see 5.1) for our
simulations, for which seasonal variation is minimal. In a more general case where seasonal varia-
tion does occur, we would be motivated to consider both the surface area that is always capable of
supporting liquid water, and the surface area that can support liquid water for part of a single orbit,
i.e. the seasonal fractional habitability, as is done in Spiegel et al. (2009). Because our simulations
are of planets with zero obliquity and zero orbital eccentricity, season variations are not present.
Instead, fh(trot) captures key aspects of simulation-to-simulation variations in cloud cover and
albedo across the surface, as well as variations in heat transport. In other words, fh(trot) contains
more information about the state of a climate than the globally averaged mean temperature, yet is
sufficiently simple to allow us to build a meaningful physical intuition for the conditions of systems
that have many sensitivities and underlying parameter dependencies.
5.1.3 Defining the silicate weathering rate
The carbonate-silicate cycle plays an important role in the stabilization of the climate of water-
bearing terrestrial worlds. An element of this cycle is the silicate weathering process (e.g. Kasting
et al. 1993), in which CO2 is drawn from the atmosphere as carbonic acid in precipitation. When
this acid contacts silicate rock, the silicates are chemically dissolved (with reaction rates dependent
on temperature and acid concentrations) and the products are carried into the oceans via runoff.
Eventually the products of silicate weathering, such as calcite (CaCO3), sink to the ocean floor and
become subducted into the mantle, where carbonate metamorphism eventually transforms them
back into CO2, which may re-enter the atmosphere diffusely or via volcanic outgassing. This
process is commonly associated with the regulation of Earth’s climate close to a state where surface
liquid water is abundant (Berner et al., 1983; Walker et al., 1981). For example, a decrease in solar
forcing would result in a drop in surface temperature and precipitation, leading to a build up of
atmospheric CO2 and therefore an increased greenhouse effect, effectively re-warming the surface.
If surface temperatures and precipitation patterns are significantly altered by planetary rotation rate,
it is critical to our understanding of long-term exoplanetary climate stability to contemplate how
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the silicate weathering rate is impacted by rotation.
We adapt the method of Walker et al. (1981) to model the total silicate weathering rate W from
the ROCKE-3D output, normalized by the total weathering rate W0 of the 001X1.0S0 model, i.e.
the 1-solar insolation, 1-day rotation period model,
W/W0 =










where Ri, j is the runoff of precipitation over bare soil on the surface and over soil underground in
the i, jth cell, weighted by the fraction of soil in that cell. Ti, j is the soil temperature in the i, jth
cell (in Kelvin) averaged across layers of soil with a total depth of 3.5 meters, and weighted by
the thickness of each soil layer and the area of the grid cell. The subscript “0” indicates the values
from the 001X1.0S0 model.
Our representation of the relative weathering rate deviates from Eq. 1 of Walker et al. (1981)
in a number of important ways. First, we exclude the expression for the dependence on the partial
pressure of CO2 (i.e. (P/P0)
0.3) because the abundances of CO2 are fixed across all models of
varying rotations and insolations, and we assume the partial pressures of CO2 remain constant
over the relatively short timescales of the simulation runs. Thus (P/P0)
0.3 is simply equal to unity
for all cases explored in this study.
The temperature scaling factor of 17.7 in the exponent of Equation 5.3 is chosen according to
the following rationale. Walker et al. (1981) used experimental results of the temperature depen-
dence of the silicate weathering rate (Lagache, 1965; Lagache, 1976) together with conservative
results from climatological models to get a scaling factor of 13.7 as an estimate of the depen-
dence of runoff on temperature (Wetherald & Manabe, 1975; Manabe & Stouffer, 1980; Manabe
& Wetherald, 1980). This is the value used in many silicate weathering studies (e.g. Sleep &
Zahnle 2001; Rushby et al. 2018), however, because ROCKE-3D gives runoff as a diagnostic, our
study does not require an estimate of the dependence on temperature as a proxy for runoff and
we therefore retain the temperature scaling factor of 17.7 determined solely by the experimental
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Figure 5.2 Mean global surface temperature in ◦C for each model as a function of rotation period
(in sidereal days), with insolations (in solar insolations S0) represented by lines of different color.
results of Lagache (1965); Lagache (1976).
5.1.4 Effects of rotation on fractional habitability
As shown in Figure 5.2 and by Way et al. (2018), the ROCKE-3D runs provide evidence that
the average global surface temperature tends to decrease with increasingly long days (i.e. longer
rotation periods) for runs with 10% and 20% increases in insolation. This trend is clearest in
the 1.2S0 runs due to the increased insolation initiating a global climate state that contains fewer
regions capable of switching between ice-covered and ice-free for all rotations. The relationship
between average global surface temperature and rotation period is less consistent for the solar
insolation models, although the 064X1.0S0, 128X1.0S0, and 256X1.0S0 rotation models remain
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at lower average surface temperatures than the more rapidly rotating model planets.
Figure 5.3 shows the total northward transport of dry static energy and latent heat for a sample
of rotation periods at 1.0 solar insolation. While the transport changes direction at lower altitudes
as expected for the Hadley cell, the net energy transport is indeed poleward. This illustrates that
heat is more efficiently transported toward the poles for slower rotating planets, causing the more
uniform distribution of surface temperature across latitudes seen in Figure 5.4. Due to the high
thermal inertia of the model ocean, which reaches depths of nearly 1300 meters, the oceans stay
above their freezing point despite the tendency for land masses to slip below 0◦C, especially for
model planets with the longest day lengths where land masses cool significantly on the night side.
The fraction of the surface that lies in the temperature range 0 ≤ T ≤ 100◦C for each rotation
period and insolation can be seen in Figure 5.5, and specific values of fh for each rotation and
insolation are shown in Table 5.1. We find moderate increases in fractional habitability fh across
all rotations for 10 and 20% increases in insolation, which follows intuitively from the increase in
mean global surface temperature with insolation (Figure 5.2).
For the 1.0S0 insolation case, there is an intriguing rise and decline in fractional habitability as
a function of rotation, with a defined peak of fh(16) = 0.92 at the 16-day rotation period model.
This is an additional 12% of temperate surface area compared to the average value of 〈 fh〉= 0.80
for 1.0S0 insolation. This peak in fractional habitability at intermediate rotation periods is due to
the interplay between two dynamical regime changes: one between a quasi-geostrophic state and
a quasi-barotropic state, and another in which diurnal heating contrasts begin to dominate.
In a quasi-geostrophic state typical of rapidly rotating planets, the Coriolis effect is strong
enough to significantly deflect the atmospheric flow away from the direction of the high- to low-
pressure gradient. For slower rotating planets, the Coriolis force weakens enough such that the
flow can continue along the pressure gradient, allowing the Hadley cell to extend to higher lati-
tudes (Figure 5.3) and the poleward temperature gradient to decrease into a quasi-barotropic state
(see Figure 9 in Way et al. 2018). This poleward extension of the relatively warm equatorial air





Figure 5.3 Total northward transport of energy as a sum of the dry static energy transport and
latent heat transport in the solar insolation case for a different rotation period in each subfigure,
with atmospheric pressure (mb) on the vertical axis. From top to bottom these rotation periods are
1x, 16x, and 256x the sidereal day length of present Earth.
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slower rotations
Figure 5.4 Surface temperatures for the 1.0S0 case (i.e. solar insolation) as a function of rotation
shown on a Robinson projection of the globe. Rotation periods from left to right are 1x, 2x, 4x,
8x, 16x, 32x, 64x, 128x, 256x the sidereal day length of present Earth. Approximate continental
configuration can be seen outlined in black. All red-colored regions are above freezing.
when the Rossby radius of deformation1 approaches the size of the planet (Del Genio et al., 1983;
Edson et al., 2011; Showman et al., 2013), which occurs at a rotation period between 8 and 16 days
for an Earth-sized planet (Del Genio & Suozzo, 1987).
The second dynamical transition occurs when the dominant circulation switches from an equator-
to-pole motion to a day-to-night motion as the length of the solar day grows & the radiative relax-
ation time scale of the planet, which for our Earth-like model is on the order of 1-2 months (Way
et al., 2018). Therefore the length of the solar day becomes longer than our models’ radiative re-
laxation time in the 32 and 64 day rotation period interval, at which point the diurnal temperature
contrast begins to increase significantly. As the average nightside temperature decreases with in-
creasing rotation periods, the total area in which water can remain in liquid form at the surface is
effectively diminished.
The rotation period at which the peak in fractional habitability occurs is therefore a result of the
overlap of these dynamical transitions in the rotation period domain — in the 16-32 day interval,
both the equator and poles are sufficiently warm while the nightside does not yet grow too frigid.
A common trend for every insolation is the steep abatement in fractional habitability for rota-
tion periods greater than 16 and 32 days. In addition to the increase in diurnal temperature contrast,
we speculate that this occurs after the efficiency of the poleward transport of heat from the equator
has been maximized and an increase of cloud coverage at the substellar point works to reflect more
1The Rossby radius of deformation is a measure of the distance a parcel of air is driven by pressure and gravitational
effects before it gets deflected into a direction perpendicular to the pressure gradient by the Coriolis force.
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Figure 5.5 Fraction of the total surface area where the surface temperature T [◦C] lies in the range
0≤ T ≤ 100 as a function of rotation period (longer days to the right) and insolation S0.
incoming radiation as rotation period increases. Because we are unable to track the exact location
of the substellar point in these particular simulation runs, our speculation cannot be addressed until
we obtain averages from finer time sampling of the models in future studies.
5.1.5 Effects of rotation on precipitation and silicate weathering rate
Surface temperatures rise with insolation and precipitation increases correspondingly. For a
10% increase in insolation, the total precipitation summed over the planetary surface increases by
an average of (4±3)×1014 kg/day across all rotation models, while for a 20% increase in insola-
tion, the total precipitation similarly increases by (6±3)×1014 kg/day compared to the 001X1.0S0






1 0.76 0.97 0.98
2 0.78 0.97 0.98
4 0.80 0.97 0.98
8 0.81 0.92 0.98
16 0.92 0.98 0.98
32 0.87 0.96 0.99
64 0.78 0.88 0.94
128 0.74 0.82 0.87
256 0.71 0.75 0.82
Table 5.1 Fraction of the model’s surface area where the surface temperature T [◦C] falls into the
range 0 ≤ T ≤ 100, i.e. ‘fractional habitability’. For reference, the Earth had a net fractional
habitability of 0.85 according to temperatures measured in 2004 (Spiegel et al., 2009), although
we reiterate that our models adopt a 0◦ obliquity and an eccentricity of 0, which should therefore
not be directly compared to Earth values.
not as consistent as the relationship between rotation rate and surface temperature, despite their
correlation. As can be seen in Figure 5.6, the four slowest rotating models (032X, 064X, 128X,
256X) have the lowest total precipitation, however, the 001X model experiences less total precip-
itation than the succeeding rotation models (002X, 004X) despite having a higher average global
temperature.
Another distinction of the more rapidly rotating models is the latitudinal extent of precipitation
over land masses. At one solar insolation, the 001X, 002X, and 004X models show a noticeably
greater amount of precipitation at higher latitudes than the models with increasingly long days
(Figure 5.7). For rotation periods >8 days, the bulk of the precipitation over land mass is concen-
trated within 50◦ in latitude about the equator.
Increased precipitation over land will correlate with an increase in underground runoff (and
surface runoff, depending on the topography of the location of precipitation). For a given temper-
ature, an increase in runoff directly correlates to an increase in the rate of silicate weathering (Eq.
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5.3). This is reflected in Figure 5.8, where the silicate weathering rate for a 10% and 20% increase
in insolation increases by up to 8.5 times the rate of weathering of the 001X1.0S0 model.
As can also be seen in Figure 5.8, there is a distinct growth and decline around a well defined
peak in the relative weathering rates across all insolations, which reaches a maximum around a
rotation period of 4 days. Despite having more precipitation over land (Figure 5.6), the models
with rotation periods greater than 32 days experience decreased weathering rates relative to the
001X1.0S0 model. This is due to a decrease in soil temperature with increasingly long days.
Because neither the average soil temperatures nor total runoffs display the same relation to
rotation period as does the relative weathering rate (Figures 5.9 and 5.10), it is apparent that
weathering rates cannot be solely attributed to a global average soil temperature nor amount of
precipitation/runoff, but rather to a spatial conjunction of the two. For models with very long days,
a soil depth greater than the current depth of 3.5 meters may be needed to sufficiently capture
diurnal soil temperatures.
5.1.6 Discussion
For Earth-like planets with rotation periods of 1, 2, 4, 8, 16, 32, 64, 128, and 256 days, we
find for a 10% and 20% increase in insolation that average global surface temperatures decrease
for planets with longer days (as shown in Way et al. 2018). This drop in mean global surface
temperature may be due to an increase in albedo from an increase in cloud cover at the substellar
point, as has been observed in Way et al. (2018) and in previous GCM studies of slowly rotating
planets (e.g. Yang et al. 2014). In the near future we will continue to run these ROCKE-3D
simulations to obtain sub-day averages in order to track cloud distribution and evolution with
changing rotation periods.
For all insolations we find that surface temperatures become more uniform in latitude with
increasing day lengths. This is due in part to a weakening Coriolis force with longer rotation peri-
ods, which enables the Hadley cells to grow in latitudinal extent, transporting heat more efficiently
from the equator to the poles. This result is in qualitative agreement with previous studies that
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Figure 5.6 Total precipitation in kg day−1 weighted by grid area as a function of rotation period and
insolation. Solid lines indicate precipitation over bare soil (i.e. land) while dashed lines indicate
precipitation over the entire surface. Models with different insolations are indicated by color.
Figure 5.7 Kilograms per day of precipitation over land averaged across longitudes as a function of
rotation and insolation S0. Rotation periods are in present Earth sidereal days. Grey regions mark
latitudes which have no land masses.
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Figure 5.8 Total silicate weathering rate as a function of rotation and insolation relative to the
weathering rate of the 1-day rotation 1.0 solar insolation case. The horizontal dashed line shows
where the total weathering ratio between models is equal to 1.




































Figure 5.9 Average global soil temperature in
Celsius weighted by soil thickness as a function
of rotation period in days and insolation S0.






























Figure 5.10 Total runoff in kg day−1 as a func-
tion of rotation period and insolation S0.
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used GCMs to observe the effect of rotation rate on terrestrial planet atmospheres (e.g. Williams
& Holloway 1982; Del Genio & Suozzo 1987; Kaspi & Showman 2015; Showman et al. 2013 and
references therein). Additionally, Way et al. (2018) show by comparing ROCKE-3D simulations
with a dynamic ocean (as used in this study) to ROCKE-3D simulations with a static ocean that
the dynamic ocean significantly aids poleward heat transport and is responsible for a diminished
ocean-ice fraction compared to the static ocean model.
Our results suggest that there may be a ‘rotational Goldilocks zone’ in which the fractional
habitability reaches a maximum at a critical rotation period (§2.2, Figure 5.5). We speculate that
this critical rotation period occurs at the transition between two rotational regimes: one in which
the efficiency of poleward heat transport increases with slower rotations, effectively increasing
the surface temperatures in the upper latitudes; the other regime encompasses even slower rota-
tions, where the Hadley cell has extended to the poles and the nightside significantly cools with
increasingly long nights, while cloud coverage (and therefore albedo) continues to grow about the
substellar point, effectively decreasing the mean global surface temperature.
Our simulation results for the solar insolation case show a peak in fractional habitability at a
rotation period of 16 days (Figure 5.5). Although there is no similar peak in the models with higher
insolations, they do show a similar monotonic drop in fractional habitability with rotation periods
beyond ∼ 16− 32 days. If these results are supported with additional models with finer rotation
and insolation sampling, this could suggest a potential ‘Goldilocks’ zone for planetary rotation rate
in addition to orbital range. Given the expectation that rotation rate evolves due to tides, this also
suggests the possibility of peak fractional habitability at a predictable system age.
Across all insolations we also find that there is a peak in the rate of silicate weathering rel-
ative to the 001X1.0S0 model centered around a 4-day rotation period (Figure 5.8). While the
simulations used here maintain a fixed atmospheric CO2 abundance, we can nonetheless draw
some conclusions about the potential evolution of weathering and climate states. The carbon-
silicate (C-S) cycle on the modern Earth operates with a weathering or sequestration rate of
∼ 7×1012 mols C yr−1 (moles of carbon per year, e.g. Rushby et al. 2018; Brantley & Koepenick
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1995) and an estimated current mantle outgassing rate of ∼ 3× 1012 mols C yr−1 (e.g. Sleep &
Zahnle 2001; Zhang & Zindler 1993). Overall, together with other cycling pathways such as tec-
tonic erosion and arc volcanism, it is estimated that the in-balance carbon fluxes in the Earth system
operate at a level around 1012− 1013 mols yr−1. Given a present-day estimated atmospheric car-
bon content of ∼ 1.8× 1014 mols, this implies that ∼ 1− 10% of the Earth’s atmospheric carbon
is undergoing cycling per year as part of the C-S balancing feedback loop. Therefore there is
considerable sensitivity on short timescales to any forcings that affect elements of the cycle.
Our results (Figure 5.8) suggest that weathering rates can peak by factors of ∼ 8 (for higher
insolations) due to precipitation and temperature changes from rotational evolution. We stress that
we do not track the full evolution of a single planet, i.e. we do not incorporate a C-S cycle in our
models, but rather hold atmospheric CO2 constant, and we do not evolve rotations within a model
run. In a real system we might, for example, expect a co-evolution of rotation-altered weathering
with atmospheric CO2 that leads to a progressive lowering of CO2 and global temperatures that
nonetheless remains in equilibrium at any given time due to the feedback cycle. However, this
depends critically on the rate of rotational evolution. The overall climate state should adjust to
daylength changes on comparatively rapid timescales (e.g. centuries), whereas the C-S cycle is
completed over ∼ 108 yr timescales (Sleep & Zahnle, 2001).
There is a wide range of expected rotational evolution timescales for worlds in the nominal hab-
itable zone of different stellar masses, ranging from very rapid tidal evolution toward synchronous
or pseudo-synchronous rotation (e.g. < 107 years for low-mass stars [Goldreich & Soter 1966;
Kasting et al. 1993]) to timescales commensurate with a system’s present age (e.g. 109 years as
for a moonless Earth [Barnes 2017]). For terrestrial-analog planets at the inner edge of the liquid
water orbital range, with higher than solar insolation, it is therefore possible that weathering can
evolve to draw down atmospheric CO2 at rates far in excess of C-S equilibrium fluxes.
This could lead to climate plunging into a snowball state (Deitrick et al., 2018) at intermediate
rotation rates to those of the modern Earth and synchronous or psuedosynchronous rotators. In
extreme cases, a planet could remain snowballed until reaching its final slow rotation state. At
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this point whether or not it will ‘recover’ to a more temperate state will hinge on the geophysical
gas flux and the still poorly understood properties of climate on very slowly rotating worlds (Kite
et al., 2011).
In light of our results, it is intriguing to speculate on the role of rotation in the faint young Sun
paradox (Sagan & Mullen, 1972), given the expectation for shorter day lengths on the early Earth.
An exploration of this speculation however would require a new suite of simulations for the early
Earth, with the appropriate solar insolation, range of atmospheric abundances, and shorter rotation
periods.
It is important to note that the exact relationship between the weathering rate and rotation is
specific to a planet’s landmass distribution. As we have shown, an Earth-like planet with a similar
continental distribution to the Earth will experience an increased weathering rate for rotation pe-
riods <16 days as the Hadley cell, and therefore location of rainfall, expands to higher Northern
latitudes where there is more landmass to be weathered. But for a planet with a different conti-
nental distribution, the rotation period that maximizes the silicate weathering rate could very well
be shifted. Nonetheless, our results support the suggestion of Rushby et al. (2018) to consider the
relationships between the carbonate-silicate cycle and fundamental planetary properties and the
subsequent impact on long-term habitability.
5.1.7 Conclusions
In this study we have used the Goddard Institute for Space Studies’ ROCKE-3D general cir-
culation model to examine how increases in insolation and planetary rotation period may affect a
planet’s ‘fractional habitability’ and silicate weathering rate. In light of our results, we argue that
the rotation period and length of a planet’s day is an important factor to consider in the determina-
tion of the habitability of exoplanets.
We believe that our present GCM study is the first to investigate the role of planetary rotation
period on the silicate weathering rate. We have shown that the irradiation and length of an Earth-
like planet’s day has a significant effect on its draw-down rate of atmospheric CO2.
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For both fractional habitability and silicate weathering we find evidence for peak-like behavior
as a function of planetary day length. In terms of fractional habitability we suggest that there may
be a ‘Goldilocks’ zone for planetary rotation rate in addition to orbital location. We also propose
that a young terrestrial-type planet experiencing fast rotational evolution due to star-planet tides
may pass through an epoch of significantly enhanced CO2 draw-down, potentially destabilizing its
climate.
While it is extremely challenging to obtain observational constraints on rocky-exoplanet ro-
tation rates, methods such as phase-curve photometry (e.g. Ford et al. 2001) might eventually
yield results. We also suggest that a distinct climate state (such as low-temperature snowball states
for water-rich worlds), combined with estimates of system age and tidal evolution, could itself
conceivably provide clues to planetary spin.
5.2 Phase curve modeling of the TRAPPIST-1 planetary atmospheres with ROCKE-3D
The recent discovery of the TRAPPIST-1 planetary system presents an interesting opportunity
to study how atmospheric reflectivity and heat transport can affect photometric phase curve ob-
servations. The system was initially detected by Gillon et al. (2016) and found to harbor three
terrestrial transiting planets. Continued monitoring of the system with ground and space-based ob-
servatories revealed that the system has four additional terrestrial transiting planets (Gillon et al.,
2017), three of which are within the Habitable Zone (HZ) of the host star (Bolmont et al., 2017),
with planet e having the most potentially favorable conditions for surface liquid water (Wolf, 2017).
Analysis of the Transit Timing Variations (TTVs) by Grimm et al. (2018) produced improved mass
and density estimates, constraining the interior models and fractions of volatiles. A lack of absorp-
tion features from Hubble Space Telescope (HST) observations during transit excludes cloud-free
hydrogen-dominated atmospheres for most of the planets, leaving open the potential for temperate
surface conditions (de Wit et al., 2018; Ducrot et al., 2018; Zhang et al., 2018). Even so, the activ-
ity of the host star and high XUV irradiation of the planets may have had a profound effect on their
atmospheres (Becker et al., 2020; Peacock et al., 2019; Fleming et al., 2020), possibly leading to
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substantial loss of their atmospheric mass (Roettenbacher & Kane, 2017; Wheatley et al., 2017;
Hori & Ogihara, 2020). Further observations by the K2 mission enabled the confirmation of the
outer planet and verification of its orbital period (Luger et al., 2017a). A compilation of transit data
by Agol et al. (2021) further refined the planetary masses to a precision of 3–5%. The orbital archi-
tecture of this compact planetary system ensures that there are relatively frequent “syzygy” events,
such as planet-planet occultations (Luger et al., 2017b), and occasions when multiple planets si-
multaneously contribute to the maximum reflected light at superior conjunction. Such events will
allow tests of atmospheric models to be conducted based on the amplitude of the phase signatures
and the passbands at which they are observed.
In this paper we model the phase variations of the TRAPPIST-1 system and the connection
to general circulation models (GCMs) of the planetary atmospheres. In Section 5.2.1 we summa-
rize the theoretical methodology to derive the photometric phase variations. In Section 5.2.2 we
calculate the phase variations of the TRAPPIST-1 planetary system and predict maximum phase
amplitudes for the individual planets and combined phase events for various geometric albedo as-
sumptions. The phase variations resulting from general circulation models of TRAPPIST-1e and
TRAPPIST-1f are described in Section 5.2.3, including short-wave reflected light and long-wave
thermal emission components. Section 5.2.6 contains a discussion of detectability prospects using
current and future facilities, and the importance of distinguishing between different atmospheric
evolution scenarios. Finally, we provide a summary of our work and concluding remarks in Sec-
tion 5.2.7.
5.2.1 Photometric phase variations
Photometry of exoplanet host stars with sufficient photometric precision and observational ca-
dence can reveal the phase variations due to the planets (Shporer, 2017) and can distinguish be-
tween planetary and stellar companions (Kane & Gelino, 2012). Here we describe the variations
at optical wavelengths due to the reflected and scattered light components of the photons received
from the planet. Due to the relatively low mass of the planets in the TRAPPIST-1 system, the
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Doppler beaming and ellipsoidal variation components have a negligible effect and are discussed
in Section 5.2.6.
Here we adopt the formalism of Kane & Gelino (2010, 2011). The flux ratio of a planet with
radius Rp to the host star at wavelength λ and phase angle α is given by
Fp(α,λ )
F?(λ )




where Ag(λ ) is the geometric albedo and φ(α,λ ) is the phase function. The star–planet separation,





where a is the semi-major axis, e is the orbital eccentricity, and ν is the true anomaly. The phase
angle, defined to be zero when the planet is at superior conjunction, is given by
cosα =−sin(ω +ν) (5.6)
for an argument of periapsis ω . The phase function φ(α,λ ) is often approximated by a Lambert
sphere, which assumes the atmosphere isotropically scatters over 2π steradians. Here we adopt
the empirically derived “Hilton function” (Hilton, 1992), based upon observations of Jupiter and
Venus and represented as a visual magnitude correction of the form
∆m(α) = 0.09(α/100◦)+2.39(α/100◦)2−0.65(α/100◦)3, (5.7)
resulting in a phase function of the form
φ(α) = 10−0.4∆m(α). (5.8)
One of the main measurables from the detection of phase variations is the geometric albedo Ag(λ ),
which in turn depends upon the surface conditions of the planet. Since many of the planets in the
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TRAPPIST-1 system are terrestrial and complete atmospheric desiccation may have occurred, there
are various possible surface scenarios. For example, Kane et al. (2011) describes the three basic
scenarios of rock, molten, and atmosphere in the context of 55 Cancri e, where rock and molten
correspond to geometric albedos of 0.1 and 0.6 respectively. Given the equilibrium temperatures
of the TRAPPIST-1 planets (Gillon et al., 2017), they are unlikely to have molten surfaces, but we
adopt a "reflective" surface/atmosphere to represent the high geometric albedo of 0.6. Geometric
albedos for planets with atmospheres vary enormously, depending on composition, cloud decks,
haze layers, etc (Jansen & Kipping, 2018; Madden & Kaltenegger, 2018; Mansfield et al., 2019).
For the atmosphere scenario, we adopt an Earth geometric albedo of 0.434, particularly as it lies in
between the bare rock and reflective surface scenarios described above.
5.2.2 Combined phase amplitudes
As noted in Section 5.2, the TRAPPIST-1 system is a particularly interesting science case,
partly due to the compact nature of the system resulting in a high frequency of full orbital phases
for each of the planets. Such a system poses a modeling challenge since the phase variations for
all planets must be accounted for (Kane & Gelino, 2013), but can also be an advantage if the
planets regularly line up near superior conjunction where their phase amplitudes combine for a
stronger effect (Gelino & Kane, 2014). This is especially true for the TRAPPIST-1 system since
the planets are close to orbital resonance (Gillon et al., 2017), ensuring regular occurrence of such
superposition of phase effects.
The properties of the TRAPPIST-1 planets that are relevant to phase variations are shown in
Table 5.2 (Gillon et al., 2017; Luger et al., 2017a). All seven planets are within 0.06 AU of the
host star, with orbital periods all less than 20 days. The sizes of the planets indicate that all of
them are in the terrestrial regime and, as mentioned in Section 5.2, three of the planets lie within
the conservative HZ and an additional planet lies within the optimistic HZ (see Kane et al. (2016)
for definitions of conservative and optimistic HZ boundaries). A study of the effect of revised
stellar distances by Kane (2018) found that the TRAPPIST-1 planet semi-major axes and radii are
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Table 5.2 TRAPPIST-1 planetary orbital parameters and reflection flux ratios extracted from Gillon
et al. (2017) and Luger et al. (2017a).
Planet P a Rp i Flux Ratio (ppm)
(days) (AU) (R⊕) (deg) Maximum Rocky Reflective Atmosphere
b 1.5109 0.011 1.086 89.65 17.317 1.732 10.390 7.516
c 2.4218 0.015 1.056 89.67 8.729 0.873 5.237 3.788
d 4.0496 0.021 0.772 89.75 2.351 0.235 1.410 1.020
e 6.0996 0.028 0.918 89.86 1.925 0.193 1.155 0.835
f 9.2067 0.037 1.045 89.68 1.441 0.144 0.864 0.625
g 12.353 0.045 1.127 89.71 1.132 0.113 0.679 0.491
h 18.764 0.060 0.715 89.80 0.261 0.026 0.157 0.113
relatively unaffected by the Gaia DR2 release (Gaia Collaboration et al., 2018).
We use the methodology described in Section 5.2.1 to construct a predicted phase amplitude
model as a function of time for the system. As noted in Section 5.2.1, one of the primary com-
ponents in the model is the geometric albedo for the planets. The phase amplitude for the three
scenarios of rocky, reflective, and atmosphere (see Section 5.2.1) are shown in Table 5.2, along
with a "maximum" amplitude calculated for an albedo of unity. These calculations include only
the reflected light component integrated over a broad (bolometric) passband. The combined phase
variation model using the unity albedos is represented in Figure 5.11, where the solid lines show
the flux ratio for the individual planets and the dotted line shows the combined effect from all
planets. The top panel depicts the phase variations for one complete orbit of the outer planet (h),
and the bottom panel shows these same variations on the scale of an orbit of a HZ planet (e). As
described by Kane & Gelino (2013), an accurate orbital ephemeris may be used to predict times
when the combined effect of all planets will produce a relatively high phase amplitude.
An important component of exoplanet phase variations is that contributed by the infrared (IR)
flux from the planet (Selsis et al., 2011). Using the calculated planetary equilibrium temperatures
provided by Gillon et al. (2017), we estimated the IR flux from each of the planets that contributes
to the passband of various instruments. Even the hottest of the planets, TRAPPIST-1b with a tem-
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Figure 5.11 The combined flux variations of the TRAPPIST-1 system due to the reflected light
from the planetary surfaces as a function of orbital phase. Individual planetary phase variations are
shown as solid lines, and the combined signature for all planets is shown as a dotted line. These
calculations assume planetary albedos of unity so that the amplitudes may be scaled linearly to
lower albedos. The top panel shows the phase variations for one complete orbit of the outermost
planet, and the bottom panel is phased on the orbital period of planet e.
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Figure 5.12 Predicted eclipse depth for the known TRAPPIST-1 planets as a function of wave-
length, assuming an albedo of 0.1 (top panel) and 0.8 (bottom panel).
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perature of ∼400 K, does not contribute significantly to the integrated flux for Kepler or TESS
passbands. However, the eclipse depth will produce a stronger signature than that from phase vari-
ations and will depend on the wavelength at which it was observed. Shown in Figure 5.12 are
the predicted eclipse depths for each of the seven known TRAPPIST-1 planets as a function of
wavelength. These were calculated by integrating high resolution spectra for the star and planet
into 0.15 micron bins (Baraffe et al., 2015). The top and bottom panels assume extreme values for
the planetary albedos of 0.1 and 0.9, respectively. The models also assume local Lambertian scat-
tering for the reflected flux and local radiative equilibrium for the thermal emission. As expected,
the high atmospheric absorption scenarios produce the most detectable features at longer wave-
lengths. The IR signatures of the planets are explored in the context of the GCM results provided
in Section 5.2.3.
5.2.3 Description of the TRAPPIST-1 ROCKE-3D models
We have employed the ROCKE-3D (Resolving Orbital and Climate Keys of Earth and Ex-
traterrestrial Environments with Dynamics) GCM (Way et al., 2017) to simulate atmospheric cir-
culation on TRAPPIST-1e and TRAPPIST-1f using the updated planet parameters from Grimm
et al. (2018) assuming a synchronous rotation and aqua-planet configuration. The stellar spec-
trum of TRAPPIST-1 is represented by a 2600 K BT Settl with [Fe/H] = 0 (Baraffe et al., 2015).
ROCKE-3D was run at a 4◦×5◦ (46×72 coordinates) latitude-longitude resolution with an alti-
tude resolution of 40 layers up to 0.1 mb.
For TRAPPIST-1e, we have simulated both a 1 bar modern Earth-like atmosphere mostly
composed of N2 and 400 ppm of CO2, and a 1 bar Archean-like atmosphere composed of N2,
10,000 ppm of CO2 and 2,000 ppm of CH4 such as assumed in Charnay et al. (2013) composition
B. For TRAPPIST-1f, the modern Earth atmospheric composition led to a fully frozen ocean from
top to bottom and to the crash of the simulation. As a result, only the Archean Earth simulation
from Charnay et al. (2013) was simulated for TRAPPIST-1f. Note that H2O is treated as a variable
specie, predicted by the GCM.
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Table 5.3 ROCKE-3D bandpasses (µm)
modern Earth-like Archean Earth-like
Short-wave 0.200 - 0.320 0.200 - 0.385
0.320 - 5.050 0.385 - 0.500
0.505 - 0.690 0.500 - 0.690
0.690 - 0.770 0.690 - 0.870
0.770 - 0.890 0.870 - 0.900
0.890 - 0.980 0.900 - 1.080
0.980 - 1.040 1.080 - 1.120
1.040 - 1.100 1.120 - 1.160
1.100 - 1.160 1.160 - 1.200
1.160 - 1.240 1.200 - 1.300
1.240 - 1.340 1.300 - 1.340
1.340 - 1.420 1.340 - 1.420
1.420 - 1.520 1.420 - 1.460
1.520 - 1.620 1.460 - 1.520
1.620 - 1.800 1.520 - 1.560
1.800 - 1.960 1.560 - 1.620
1.960 - 2.380 1.620 - 1.680
2.380 - 2.950 1.680 - 1.800
2.950 - 4.100 1.800 - 1.940
4.100 - 4.500 1.940 - 2.000
4.500 - 20.00 2.000 - 2.140
- 2.140 - 2.500
- 2.500 - 2.650
- 2.650 - 2.850
- 2.850 - 3.150
- 3.150 - 3.600
- 3.600 - 4.100
- 4.100 - 4.600
- 4.600 - 20.00
Long-wave 3.333 - 4.950 3.339 - 4.149
4.950 - 6.667 4.149 - 4.566
6.667 - 7.519 4.566 - 7.092
7.519 - 8.130 7.092 - 7.634
8.130 - 8.929 7.634 - 8.333
8.929 - 10.10 8.333 - 8.929
10.10 - 12.50 8.929 - 10.10
12.50 - 13.33 10.10 - 12.50
13.33 - 16.95 13.33 - 16.95
16.95 - 18.18 12.50 - 18.18
18.18 - 25.00 18.18 - 25.00
25.00 - 10.00×103 25.00 - 10.00×103
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We used SOCRATES2 radiation parameterization (Edwards & Slingo, 1996; Edwards, 1996)
to compute the radiative transfer through the atmosphere as described by Way et al. (2017). For
the modern Earth-like atmosphere, twelve bands in the longwave and twenty-one bands in the
shortwave have been used to build the GCM, while twelve bands in the longwave and twenty-
nine bands in the shortwave have been used in the case of the Archean Earth-like atmosphere (see
Table 5.3 for the specific wavebands). These spectral resolutions lead to fluxes accurate to within
several W/m2 for planets orbiting an M dwarf such as TRAPPIST-1. TRAPPIST-1e is assumed to
be fully covered by a global ocean (Unterborn et al., 2018) with a horizontal resolution 4◦×5◦ and
13 vertical layers down to a 100 m depth. The ocean includes ocean heat transport (OHT) with
dynamic sea ice parameterization (Way et al., 2017) allowing fractional gridbox sea ice cover. The
simulations were run until the radiative balance at the top of the atmosphere (TOA) was reached
(e.g., a radiative imbalance smaller than ±0.2 Wm−2).
5.2.4 Constructing the phase curve from the GCM results
The ROCKE-3D phase curves of the TRAPPIST-1 planets are modeled as a sum of the out-
going shortwave radiation – a product of the incident stellar radiation and planetary albedo – and
the outgoing longwave thermal radiation across the longitudes visible to the observer at each point
in phase. These radiation quantities are delivered by ROCKE-3D in static 2-dimensional grids
spanning latitude and longitude, having been averaged over 100 model years post hydrological
and radiative equilibrium. In order to represent the photometric phase variations of the modeled
TRAPPIST-1 system from the perspective of an observer, we employ a moving window over the
modeled surface that integrates over the observable longitudes as a function of phase and the given
orbital dynamics, as described in the remainder of this section. The angle definitions and nomen-
clature in the following have been adapted from Hu et al. (2015).
For a phase angle α defined such that α = 0 at occultation and α =±π at transit, the luminosity
2https://code.metoffice.gov.uk/ trac/socrates
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of the hemisphere viewed by an observer as a function of phase can be expressed simply as
L(α) = LSW (α)+LLW (α). (5.9)









[AB(ξ (Φ),θ)I(ξ (Φ),θ)×A(ξ (Φ),θ)cosθ cosΦ] , (5.10)
where AB(ξ (Φ),θ) is the Bond albedo of a specific grid cell, and I(ξ (Φ),θ) is the incident stellar
radiation at the top of the atmosphere at the same grid cell, where each grid cell is defined by its
latitude θ and local longitude ξ (which itself depends on the longitude in the observer’s frame Φ
− more on this later). The outgoing short-wave radiation is then weighted by the grid cell area
A(ξ (Φ),θ) and the angle of its normal to the observer.
Adopting an inclination of 90◦, the range of visible latitudes is constant with phase and defined
to exist in [−π/2,π/2] from the south pole to the north pole respectively. The planetary longitude
in the observer’s frame is defined such that Φ =−π/2 at the west terminator, Φ = π/2 at the east
terminator, and Φ = 0 in the direction of the observer.
For the reflection component of the phase curve, the relevant range of longitudes [Φi,Φ j] is
that which appears illuminated at a given phase. The western-most illuminated longitude Φi and






γα−π/2 x = i,







0 −π < α ≤ 0,
1 0≤ α < π.
These longitudes are then translated to the corresponding columns of the GCM grid (i.e. the
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“local longitudes” in the planetary frame, for which we use the symbol ξ ) by considering the local
longitude facing the observer at observation start, the planet’s rotation frequency and orbital period,
and the phase angles elapsed over the observation:
ξ (Φx,α) = Φx(α)+ξô(α), (5.12)
where ξô is the local longitude in the direction of the observer at a given phase. For a planet on a
prograde orbit, this is equal to
ξô(α) = [ξ0−P frot(α−α0)] mod 2π, (5.13)
where α0 is the phase angle at the start of the observation, ξ0 is the local longitude in the direction
of the observer at the start of the observation, P is the orbital period in days, and frot is the rota-
tion frequency of the planet in days−1. Assuming a synchronously rotating planet, as we do for
TRAPPIST-1e and f, P frot = 1.
The long-wave component of the phase curve extracted from ROCKE-3D at a given phase










[FT (ξ (Φ),θ)×A(ξ (Φ),θ)cosθ cosΦ] , (5.14)
where FT (ξ (Φ),θ) is the outgoing net thermal flux at the top of the atmosphere at a specific grid
cell. Because the entire surface emits long-wave radiation throughout its orbit, the western and
eastern-most radiating longitudes in the frame of the observer are constant in phase for the thermal
component of the phase curve. Translating these longitudes to the local longitudes can then be





−π/2 x = i,
π/2 x = j.
(5.15)
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Because the model data are given in a relatively low resolution of latitude and longitude, the
longitude bounds in the discrete summations described in this section likely fall somewhere be-
tween grid lines, in which case only a fraction of the longitude will be visible to the observer.
To correct for this, we create a linearly interpolated function of longitudinal surface luminosity at
each point in phase, which we use to perform the discrete sums. These surface luminosities are
then divided by the stellar luminosity emitted by one hemisphere (integrated over the correspond-
ing short and long-wave bands) to produce flux ratios. Note that the isotropic approximation of
the surface luminosity (see Equation 5.10) does not take into account atmospheric absorption nor
back-scattering effects.
5.2.5 Model phase curve discussion
Figure 5.13 shows the phase curves extracted from the ROCKE-3D GCM simulations for
TRAPPIST-1e with the “modern Earth” atmosphere and for TRAPPIST-1e and TRAPPIST-1f with
an “Archean-like” atmosphere in both the wide shortwave bandpass spanning 0.2–20 µm, and the
wide longwave bandpass spanning 3.33–10,000 µm. The combined phase variations of planets
e and f, phased on the orbit of planet h, are shown in Figure 5.14. The amplitudes of the phase
variations and the effect of their combination are comparable to those predicted in Figure 5.11 and
Table 5.2, where recall that the albedo was set to unity.
The cause for the differences between the TRAPPIST-1e “modern Earth” phase curves and
the “Archean” model phase curves, both in terms of the shift in the peak amplitude and the rel-
ative asymmetry, lies in the differences between the distribution of the outgoing radiation across
their surfaces. Maps of the outgoing radiation for each model can be examined in the Robinson
projections shown in Figure 5.15.
For the long-wave radiation, the westerly-dominant asymmetry about the substellar longitude
seen in the “Modern Earth” TRAPPIST-1e map results in a shift of the phase curve maximum of
17◦ post-occultation, which can be seen in Figure 5.13. Interestingly, the thermal radiation in the
Archean-like model of the same planet extends in the opposite (eastern) direction compared to
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Figure 5.13 Phase curves of the ROCKE-3D GCM simulations of TRAPPIST-1e with a “modern
Earth” atmospheric configuration of 1 bar of N2 and 400 ppm of CO2 (yellow), an “Archean-
like” model of TRAPPIST-1e with 1 bar of N2, 10,000 ppm of CO2 and 2,000 ppm of CH4 from
Charnay et al. (2013) (teal), and a model of TRAPPIST-1f with the same Archean-like atmospheric
composition (red). Dashed lines show the reflection components of the phase curves integrated
over bandpasses spanning 0.2–20 microns, while the dash-dotted lines show the long-wave thermal
components over a wavelength range spanning 3.33–10,000 microns (see Table 5.3 for the specific
spectral resolution). Solid lines show the sum of the reflection and thermal components, i.e. the
total outgoing radiation from the top of the atmosphere over a wavelength range of 0.2–10,000
microns. Each curve is phased on the orbital period of the respective planet. Note: In a true
photometric observation, the transit and occultation events would be present in the phase curves,
but are not included here.
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Phased on the orbital period of planet hTRAPPIST-1eTRAPPIST-1f
total
Figure 5.14 Phase curves of the ROCKE-3D generated models of TRAPPIST-1e (teal) & f (red),
both with the atmospheric models of composition B in Charnay et al. (2013). Both curves have
been phased on the orbital period of TRAPPIST-1h to showcase how the phase curves of the
two planets can interfere (dashed line). Note: In a true photometric observation the transit and
occultation events would be present in the phase curves, but are not included here.
the model with the more modern Earth-like atmospheric composition, which results in a shift of
the phase curve maximum of 7.4◦ prior to occultation. Likewise, the case of the TRAPPIST-1f
long-wave radiation is relatively symmetric around the sub-stellar point (with a slight westward
shift of 2.5◦), explaining the nearly symmetric phase curve calculated for TRAPPIST-1f shown
in Figure 5.13. It is worth noting that the perturbation of Keplerian orbits detected in the form of
TTVs (Grimm et al., 2018; Agol et al., 2021) will also affect the shift in the peak phase amplitudes.
These TTV effects are relatively small, varying the true longitude variations of the planetary orbits
by less than ±0.4% of the orbit, compared with the eclipse duration of 0.6% of the orbit.
Figure 5.16 shows the phase curve amplitudes and shifts of their maxima in each of the wave-
bands listed in Table 5.3. Here we can see that the phase shifts of the phase curve maxima and
the peak-to-trough amplitudes can vary quite considerably with wavelength. Comparing the phase
curves in the shortwave bandpasses (left column) to those in the longwave bandpasses (right col-
umn) shows that the shortwave phase curve amplitudes are less than 1 ppm for each TRAPPIST
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Figure 5.15 Robinson projections of the outgoing short-wave (left column) and long-wave (right
column) radiation from the top of the simulated atmospheres of TRAPPIST-1e & f created by
the ROCKE-3D GCM. Each row displays the results of the three simulations explored in this
study: the TRAPPIST-1e “modern Earth” atmosphere (top), the TRAPPIST-1e “Archean-like”
atmosphere (middle), and the TRAPPIST-1f “Archean-like” atmosphere (bottom). The sub-stellar
point is at the center of each map, where the gray areas in the left column show the sides of the
synchronously rotating planets that do not receive stellar radiation. Grid lines represent 30◦ in
longitude and latitude. Note that the color in each map is scaled differently to highlight the unique
radiation patterns of each surface.
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model, and are consistently smaller than the longwave phase curve amplitudes, which can be as
high as 25 ppm for the TRAPPIST-1f model (owing to the relatively low thermal redistribution to
the nightside). The most promising signal from the models comes from the phase curve of the mod-
ern Earth-like TRAPPIST-1e in the farthest infrared waveband, which produces a peak-to-trough
amplitude of nearly 7 ppm. Though it has a lower amplitude than the 25 ppm signal produced by
the “Archean” TRAPPIST-1f model, the “modern Earth” model of TRAPPIST-1e radiates more
photons overall, and, having a shorter orbital period, can be observed over more orbits in the same
amount of time. Interestingly, the phase curve maxima in the same FIR band for the TRAPPIST-1e
simulations occur 0.30 orbital periods post-occultation for the “modern Earth” model and 0.43 or-
bital periods post-occultation for the “Archean Earth” model, which are caused by a concentration
of outgoing radiation from the nightsides of these simulated planets.
5.2.6 Discussion
Evaluating the nature of of the TRAPPIST-1 planets and their atmospheres remains a continu-
ing focus for much of the exoplanet community (Turbet et al., 2020). Numerous groups have been
formed to study the TRAPPIST-1 atmospheres, including an advocation for robust comparison of
atmospheric models (Fauchez et al., 2020). Studies include predictions of potential biosignatures
(Hu et al., 2020) and recommendations for their interpretation (Fujii et al., 2018; Schwieterman
et al., 2018), and the effects of clouds and hazes in their atmospheres (Moran et al., 2018; Fauchez
et al., 2019). Observations of the TRAPPIST-1 system with the James Webb Space Telescope
(JWST) are discussed in detail by Lustig-Yaeger et al. (2019), whose analysis demonstrates that
CO2-rich atmospheres may be detected with ∼10 transits, but aerosol hazes, such as the H2SO4
haze found on Venus, may limit such detections. The simulations carried out by Fauchez et al.
(2019) further discuss the challenges of detecting H2O if the planet is not in a moist greenhouse
state, thus confining the water vapor to the lower atmosphere.
Several of the TRAPPIST-1 planets lie interior to the HZ in the region defined as the Venus
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Figure 5.16 Peak-to-trough phase curve amplitudes for the separate wavebands covered in the
ROCKE-3D GCM. Marker locations on the x-axis indicate the central wavelength in each band.
Marker colors represent a shift in the phase curve maximum from superior conjunction, where
markers with dotted outlines have peak amplitudes that are hidden behind the star during oc-
cultation. Redder points indicate a post-occultation maximum while bluer points indicate a pre-
occultation maximum. These shifts are caused by a concentration of outgoing radiation on either
the eastern hemisphere (blue) or western hemisphere (red) relative to the substellar point. The left-
hand column shows the reflected shortwave radiation, while the righthand column shows the out-
going thermal radiation (see Table 5.3 for the specific bandpasses). The top row shows the modern
Earth-like model for TRAPPIST-1e, middle row the Archean Earth-like model for TRAPPIST-1e,
and bottom row the Archean Earth-like model for TRAPPIST-1f.
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in high insolation regimes have indicated a rapid atmospheric evolution towards a runaway green-
house scenario, such as the case of Kepler-1649b (Kane et al., 2018). However, many questions
remain regarding the divergence of the apparent Venus–Earth dichotomy and the relative effects
of insolation flux, water delivery, and the initial conditions of the interior and atmosphere (Kane
et al., 2019). In particular, the potential diversity of terrestrial planets within the TRAPPIST-1
system provide an opportunity to study possible runaway greenhouse environments outside of the
nominal VZ through JWST observations (Lincowski et al., 2018). Thus, determining evidence of a
post-runaway greenhouse environment for the TRAPPIST-1 planets would be extremely insightful
for the evolution of terrestrial planets (Lincowski et al., 2019; Way & Del Genio, 2020).
A further consideration is that of atmospheric mass loss of the TRAPPIST-1 planets, exac-
erbated by their relatively old age (Burgasser & Mamajek, 2017; Gonzales et al., 2019) and
high XUV environment (Roettenbacher & Kane, 2017). For example, the recent discovery of
LHS 3844b (Vanderspek et al., 2019) was demonstrated through follow-up observations to have
no thick atmosphere (Kreidberg et al., 2019), indicating a volatile-poor formation scenario (Kane
et al., 2020). However, the analysis of transmission spectroscopy data performed by Moran et al.
(2018) indicates that the outer (d, e, and f) planets may have volatile-rich extended atmospheres.
Verification of such extended atmospheres with further observations is critically important for in-
vestigating the interplay between atmospheric loss due to stellar erosion and on-going outgassing
production of secondary atmospheres (Kite & Barnett, 2020).
In Sections 5.2.2 and 5.2.3, we provide predictions of the phase amplitude due to the reflected
light and thermal emission components. Our models do not account for the additional effects
of Doppler beaming and ellipsoidal variations (Loeb & Gaudi, 2003; Zucker et al., 2007), but
it is unnecessary to account for these aspects of the photometric variations since the planets are
terrestrial and will produce negligible beaming and ellipsoidal amplitudes. Specifically, for the
TRAPPIST-1 planets, our calculations of the Doppler beaming and ellipsoidal variation amplitudes
are 1 and 4 orders of magnitude less than the reflected light amplitude, respectively. For example,
in the case of TRAPPIST-1e, the predicted amplitude of the phase variations due to reflected light
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is 0.835 ppm for the atmosphere model (see Table 5.2). The corresponding amplitudes of the
Doppler beaming and ellipsoidal variations are 0.073 ppm and 0.063 ppb, respectively.
There are several caveats to note with respect to the detectability of the phase signatures de-
scribed here. The differences in the phase signatures between the modern Earth-like and Archean-
like atmospheres discussed in Section 5.2.5 could easily become entangled in the atmospheric
signatures (including the effects of cloud distribution and topography) of other planets within the
system, each with their own phase signatures. In particular, contamination by the residuals from
the inner planets could lead to a similar apparent shift in the phase maxima that was attributed in
Section 5.2.5 to differences in shortwave and longwave radiation. This problem may be partially
mitigated through a concerted effort to provide a detailed characterization of the inner planets. The
orbital ephemerides of the system is remarkably well established, and the combination of the pre-
cisely determined planetary orbits with the phase signatures of the inner planets may allow their
effects to be subtracted from investigations of the phase signatures for planets e and f.
Finally, the detectability of the phase amplitudes presents a significant observational challenge,
even if only a single planet were present. For example, Wolf et al. (2019) demonstrated that mea-
surements at the level of ppm, and even ppb, may be required for discerning various aqua-planet
scenarios for M dwarf terrestrial planets. Pidhorodetska et al. (2020) provided noise model esti-
mates for a TRAPPIST-1e spectrum, assuming 85 transits observed with future exoplanet facilities.
The noise model calculations used the detailed reports for the Habitable Exoplanet Observatory
(HabEx) mission (Gaudi et al., 2020), the Large UV/Optical/Infrared Surveyor (LUVOIR) mis-
sion (The LUVOIR Team, 2019), and the Origins Space Telescope (Meixner et al., 2019). These
noise calculations suggest that HabEx, LUVOIR, and Origins achieve a 1σ noise floor at 5 ppm.
This noise floor is higher than many of the phase amplitudes predicted in this study for the indi-
vidual planets. Therefore, a more viable goal in the short-term may be to leverage the precisely
determined orbits of the planets to observe the system during the syzygy events of planet-planet
occultations, described in Section 5.2.2. Such a detection would not easily resolve differences
between atmospheres and topographies due to the degeneracies inherent in a multi-planet fit to
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the data, but would indicate the extent of the scattering and reflective properties of the combined
atmospheric profile.
5.2.7 Conclusions
Exoplanetary science has undergone a significant shift in recent years towards detailed charac-
terization of terrestrial planets. This has been enabled by the dramatic rise in discoveries across a
broad range of exoplanet demographics, combined with the prolific development of ground- and
space-based facilities capable of spectroscopy of planetary atmospheres. Among multi-planet sys-
tems, the TRAPPIST-1 system stands out due to its large number of relatively small planets that
reside in a range of insolation environments, allowing unprecedented studies of comparative plan-
etology. It is therefore likely that TRAPPIST-1 will be one of the most observed systems with
respect to atmospheric characterization studies.
The process of deep characterization of terrestrial exoplanet atmospheres requires significant
observing time carried out over multiple wavelength ranges. In addition to the retrieval models
applied to spectroscopic data (Barstow et al., 2020), phase variations yield additional insights into
atmospheric properties. The amplitude and shape of the variations have a strong wavelength de-
pendence (Sudarsky et al., 2005), also depending on atmospheric composition and topography
(Cowan & Agol, 2008; Cowan et al., 2013). Furthermore, the seasonal variations that may cor-
respond with photometric variability can serve as a biosignature (Olson et al., 2018). Thus, the
detection of phase variations for a system with the astrobiological significance of TRAPPIST-1
would add complementary information to the overall characterization of the planets. Even so, the
relatively low signal-to-noise phase signals expected in the face of stellar activity present signif-
icant challenges in the years ahead, motivating additional effort to distinguish between planetary
and stellar photometric variability (Serrano et al., 2018).
In terms of detectable signatures, our simulations show that the observational prospects of de-
tecting the combined phase amplitude of several TRAPPIST-1 planets with JWST, though feasible,
will likely provide limited resolution of the phase change with respect to the orbital period. A de-
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tailed observing campaign that could robustly use the signatures presented here to distinguish be-
tween, for example, the Archean-like and modern Earth-like scenarios described in Section 5.2.3,
will need to filter out phase signatures from other planets within the system and also overcome the
noise floor limitations of missions such as HabEx, LUVOIR, and Origins. However, the prospect
of such deep insights into the atmospheric and surface characteristics of the TRAPPIST-1 planets
motivates further increases in atmospheric characterization capabilities in the coming years.
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Conclusion
Though challenging to obtain, full orbital phase curves of exoplanetary systems provide valu-
able new insight into the composition and dynamics of extrasolar planetary surfaces and atmo-
spheres. The work produced in this dissertation contributes new information to the astronomical
literature on the reflectivity of short-period terrestrial exoplanets, challenges the thermal redistri-
bution properties of ultra-hot Jupiters, and explores the possible phase curve signals produced by
habitable worlds, all by analyzing both long baseline observations and complex theoretical models
of the full orbital phase curves these systems produce.
Assuming a planetary albedo without any prior knowledge will introduce much uncertainty in
the outcome of calculations that require this parameter. Anticipating signal to noise ratios (SNR)
of light being reflected or emitted from a planet for observational planning, for example, is one
case where certainty is rewarded. Assessing the possible chemical processes that can take place in
a planetary atmosphere is another instance where albedo plays a crucial role in understanding the
nature of planets outside of our solar system. Our work in Chapter 3 and Jansen & Kipping (2018)
provides the first evidence that adopting Ag < 0.42 for short-period Terran worlds is an appropriate
albedo approximation at 95% confidence in the 400 - 900 nm wavelength range, and similarly for
adopting Ag < 0.23 for hot Neptunes.
Since the publication of Jansen & Kipping (2018), phase variations have been observed for
only one terrestrial world so far: LHS 3844b, a 1.3R⊕ planet on an 11 hour orbit around an M
dwarf type star (Kreidberg et al., 2019; Vanderspek et al., 2019). From the phase curve amplitude
and occultation depth measured from Spitzer observations of LHS 3844b, Kreidberg et al. (2019)
constrain a Bond albedo to < 0.2 at 2σ confidence. Although we can not directly compare our
Kepler bandpass terrestrial-albedo constraint of AB < 0.63 at 95% confidence to their constraint on
the infrared-bandpass albedo, the authors find by comparing their Spitzer observations to modeled
emission spectra of a range of different planetary compositions that LHS 3844b’s phase curve
amplitude is most consistent with a basaltic surface, which is in agreement with our conclusion
that short-period Terran worlds are much more likely to be Mercurian in nature than Venusian.
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In Chapter 4 and Jansen & Kipping (2020), we present the first evidence for winds in the atmo-
sphere of a hot-Jupiter in the TESS dataset by measuring a phase offset of WASP-100b’s brightness
amplitude, indicating heat transport away from the substellar point. Shortly after publishing our
results, Wong et al. (2020c) released a phase curve study of known transiting planets from the first
year of the TESS mission, which included a separate analysis of WASP-100b using the same data
as in our work. In their study, the measured occultation depth is in very good agreement with our
own; however, the authors state that they find only marginal evidence for a phase shift in maximum
brightness, though they do detect an eastward offset of [12±6]◦, which is just within a 2σ agree-
ment with our measured atmospheric brightness offset of [28+9−8]
◦. The difference is most likely
due to the distinct methods used to detrend the light curve, where they aim to remove systematics
by normalizing light curve segments using polynomials fit to those segments, whose durations are
determined by TESS’s periodic momentum dumps (see Section 4.6.8).
These light curve segments, however, are very close in duration to the orbital period of WASP-
100b, in which case a low-order polynomial fit is susceptible to picking up on the phase curve sig-
nal itself, where normalizing by this fit would then attenuate the signal of interest. Paradoxically,
Wong et al. (2020c) measure a brightness amplitude that is 1.7σ larger than our measurements,
contrary to an expected attenuation. We recognize that phasma is not without limitations that
contribute to our uncertainties, namely its requirement to trim a full orbit of data for each contigu-
ous light curve segment. Regardless, further observation of WASP-100b in TESS’s return to the
southern hemisphere, or with JWST, should help solve these discrepancies, while an injection and
blind-recovery exercise would help determine whether phasma or polynomial-fitting is the optimal
method for phase curve recovery.
Although evidence for efficient heat redistribution challenges the theoretical expectation for
ultra-hot Jupiters to have much shorter radiation timescales than advection timescales (Zhang,
2020), further evidence for a shift in the brightness maximum from the substellar point on ultra-
hot Jupiters has emerged from the second half of the TESS mission (Beatty et al., 2020; Owens
et al., 2021). The first of these studies, whose authors include the lead authors of the Wong et al.
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(2020c) study, present a phase curve analysis of the ultra-hot Jupiter KELT-1b, where they measure
an eastward brightness offset of 18.3±7.4◦ (Beatty et al., 2020). Furthermore, the authors suggest
that KELT-1b may have a significant dayside geometric albedo of Ag ∼ 0.5 in the TESS bandpass,
evidenced by a large occultation depth and agreement with 1D dayside-emission models. In this
case, the maximum brightness phase shift is likely to be a combination of reflection from highly
reflective clouds blown west from the cooler night side, and a thermal brightness maximum (i.e.
"hot-spot") that is even farther to the east than it would be without a reflection component, which
is consistent with our observations of WASP-100b. This is also consistent with a strong positive
correlation between geometric albedo and equilibrium temperature recently observed by Wong
et al. (2020c). Until very recently, our phase curve offset was only one of two discovered in the
TESS band so far, where a recent publication by Owens et al. (2021) measures both a significant
phase curve offset and high albedo for WASP-12b, another ultra-hot Jupiter. The sample of TESS
phase curves to draw conclusions from is still relatively low (27 distinct systems as of April 2021,
to the best of my knowledge [Shporer et al. 2019; Bourrier et al. 2020; Jansen & Kipping 2020;
von Essen et al. 2020; Beatty et al. 2020; Owens et al. 2021; Parviainen et al. 2021]), but TESS’s
extended mission and continued analysis of its light curves will contribute more data to studying
these phenomena further.
Although our study on the effect of planetary rotation rate on habitability in Chapter 5.1 is not
directly related to phase curves, the impact it has had in the literature on exoplanet habitability is
worth mentioning nonetheless. Graham & Pierrehumbert (2020), for example, conducted a sub-
sequent study on the effect of continental silicate weathering rates on the climate and habitability
of terrestrial worlds, this time considering the thermodynamic limit on the concentration of weath-
ering products in runoff and the energetic limit on the effect of instellation on precipitation rate,
which our study did not include. In a framework of zero-dimensional models, they show that the
inclusion of these limits creates a new mechanism for maintaining warm climate states in the outer
reaches of the habitable zone, where the authors cite our 3D GCM study as an example of how
higher dimensional processes are important for a more complete understanding of weathering’s
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effect on habitability. On a more observational note, Guzewich et al. (2020) use GCM results sim-
ilar to ours in Jansen et al. (2019) to assess the impact of planetary rotation rate on the reflectance
and thermal emission spectrum of habitable exoplanets, where they find that the main observable
effects of slowing planetary rotation rate is the change in absorption band depths of gas species
that are typically used to assess habitability (e.g. H2O, O2, and O3), caused by rotation-induced
changes in cloud distribution and atmospheric opacity.
From Chapter 5.2.7 we can see that detecting a full phase curve similar in amplitude to the
phase curves produced from the ROCKE-3d GCM simulations of TRAPPIST-1e or TRAPPIST-1f
would be extremely challenging (if not impossible) with the upcoming James Webb Space Tele-
scope (JWST), given the 101 ppm order of magnitude noise floor estimates typically assumed for
SNR calculations of JWST observations (Fauchez et al., 2019; Gillon et al., 2020). Nevertheless,
having the largest aperture of all space-telescopes so far, JWST will provide the most informative
phase curves of a variety of exoplanets to-date, given its large collecting area and wide spectral
coverage. Among JWST’s accepted Cycle 1 proposals are full-orbital phase curve studies of the
famously flat-spectrumed GJ1214b (Bean et al., 2010), the ultra-short period super Earth K2-141b
(Barragán et al., 2018; Malavolta et al., 2018), and the hot-Jupiter WASP-121b3. With the telescope
planned to launch later this year, these studies are set to map atmospheric H2O and CO abundances
over 360 degrees of longitude on an exoplanet, break the reflection-thermal phase curve degener-
acy with the first near-infrared spectroscopic phase curve of a super-Earth, and finally identify the
pesky aerosols enshrouding GJ1214b while unveiling its atmospheric composition at last.
Phase curve analysis is an exciting field of exoplanetary science precisely because of its po-
tential to answer many remaining questions about the nature of exoplanetary atmospheres. As is
almost always the case, more observations will allow us to make more confident statements on the
influence of certain planetary characteristics on the phase curves we observe. The sample size is
still relatively small, but the population and diversity of exoplanet phase curves is guaranteed to
grow in time, especially with the successful deployment of future space telescopes such as JWST.
3JWST General Observer programs 1803, 2347, and 1729, respectively.
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Dotter A., Chaboyer B., Jevremović D., Kostov V., Baron E., Ferguson J. W., 2008, ApJS, 178, 89
Ducrot E., et al., 2018, AJ, 156, 218
147
Dyudina U., Zhang X., Li L., Kopparla P., Ingersoll A. P., Dones L., Verbiscer A., Yung Y. L.,
2016, ApJ, 822, 76
Edson A., Lee S., Bannon P., Kasting J. F., Pollard D., 2011, Icarus, 212, 1
Edwards J. M., 1996, Journal of Atmospheric Sciences, 53, 1921
Edwards J. M., Slingo A., 1996, Quarterly Journal of the Royal Meteorological Society, 122, 689
Esteves L. J., De Mooij E. J. W., Jayawardhana R., 2013, ApJ, 772, 51
Esteves L. J., De Mooij E. J. W., Jayawardhana R., 2015, ApJ, 804, 150
Faigler S., Mazeh T., 2011, MNRAS, 415, 3921
Fauchez T. J., et al., 2019, ApJ, 887, 194
Fauchez T. J., et al., 2020, Geoscientific Model Development, 13, 707
Fleming D. P., Barnes R., Luger R., Vand erPlas J. T., 2020, ApJ, 891, 155
Ford E. B., Seager S., Turner E. L., 2001, Nature, 412, 885
Foreman-Mackey D., Hogg D. W., Lang D., Goodman J., 2013, PASP, 125, 306
Fortney J. J., Cooper C. S., Showman A. P., Marley M. S., Freedman R. S., 2006, ApJ, 652, 746
Fortney J. J., et al., 2011, ApJS, 197, 9
Fujii Y., et al., 2018, Astrobiology, 18, 739
Fulton B. J., et al., 2017, AJ, 154, 109
Gaia Collaboration et al., 2018, A&A, 616, A1
Gandolfi D., et al., 2015, A&A, 576, A11
García Muñoz A., Lavvas P., West R. A., 2017, Nature Astronomy, 1, 0114
148
Gaudi B. S., et al., 2020, arXiv e-prints, p. arXiv:2001.06683
Gelino D. M., Kane S. R., 2014, ApJ, 787, 105
Gillon M., et al., 2016, Nature, 533, 221
Gillon M., et al., 2017, Nature, 542, 456
Gillon M., et al., 2020, in Bulletin of the American Astronomical Society. p. 0208,
doi:10.3847/25c2cfeb.afbf0205
Gillooly J. F., Brown J. H., West G. B., Savage V. M., Charnov E. L., 2001, Science, 293, 2248
Goldreich P., Soter S., 1966, Icarus, 5, 375
Gonzales E. C., Faherty J. K., Gagné J., Teske J., McWilliam A., Cruz K., 2019, ApJ, 886, 131
Graham R. J., Pierrehumbert R., 2020, ApJ, 896, 115
Grimm S. L., et al., 2018, A&A, 613, A68
Guillot T., Burrows A., Hubbard W. B., Lunine J. I., Saumon D., 1996, ApJ, 459, L35
Guzewich S. D., Lustig-Yaeger J., Davis C. E., Kopparapu R. K., Way M. J., Meadows V. S., 2020,
ApJ, 893, 140
Hansen B. M. S., 2008, The Astrophysical Journal Supplement Series, 179, 484
Hansen J. E., Travis L. D., 1974, Space Sci. Rev., 16, 527
Harrington J., Hansen B. M., Luszcz S. H., Seager S., Deming D., Menou K., Cho J. Y. K., Richard-
son L. J., 2006, Science, 314, 623
Heller R., Barnes R., Leconte J., 2011, Origins of Life and Evolution of the Biosphere, 41, 539
Hellier C., et al., 2014, MNRAS, 440, 1982
149
Heng K., 2016, ApJ, 826, L16
Hilton J. L., 1992, Explanatory Supplement to the Astronomical Almanac, ed. Seidelmann, P.K..
University Science Books, Mill Valley CA, http://www.uscibooks.com/urban.htm
Hippke M., Angerhausen D., 2015, ApJ, 811, 1
Høg E., et al., 2000, A&A, 355, L27
Horak H. G., 1950, ApJ, 112, 445
Hori Y., Ogihara M., 2020, ApJ, 889, 77
Hu R., Ehlmann B. L., Seager S., 2012, ApJ, 752, 7
Hu R., Demory B.-O., Seager S., Lewis N., Showman A. P., 2015, ApJ, 802, 51
Hu R., Peterson L., Wolf E. T., 2020, ApJ, 888, 122
Huber P. J., 1981, Robust Statistics. John Wiley and Sons, New York
Irvine W. M., Simon T., Menzel D. H., Pikoos C., Young A. T., 1968, AJ, 73, 807
Jansen T., Kipping D., 2018, MNRAS, 478, 3025
Jansen T., Kipping D., 2020, MNRAS, 494, 4077
Jansen T., Scharf C., Way M., Del Genio A., 2019, ApJ, 875, 79
Jenkins J. M., Doyle L. R., 2003, ApJ, 595, 429
Jenkins J. M., et al., 2015, AJ, 150, 56
Jenkins J. M., et al., 2016, in Software and Cyberinfrastructure for Astronomy IV. p. 99133E,
doi:10.1117/12.2233418
Kane S. R., 2018, ApJ, 861, L21
150
Kane S. R., Gelino D. M., 2010, ApJ, 724, 818
Kane S. R., Gelino D. M., 2011, ApJ, 729, 74
Kane S. R., Gelino D. M., 2012, MNRAS, 424, 779
Kane S. R., Gelino D. M., 2013, ApJ, 762, 129
Kane S. R., Gelino D. M., Ciardi D. R., Dragomir D., von Braun K., 2011, ApJ, 740, 61
Kane S. R., Kopparapu R. K., Domagal-Goldman S. D., 2014, ApJ, 794, L5
Kane S. R., et al., 2016, ApJ, 830, 1
Kane S. R., Ceja A. Y., Way M. J., Quintana E. V., 2018, ApJ, 869, 46
Kane S. R., et al., 2019, Journal of Geophysical Research (Planets), 124, 2015
Kane S. R., Roettenbacher R. M., Unterborn C. T., Foley B. J., Hill M. L., 2020, The Planetary
Science Journal, 1, 36
Karkoschka E., 1994, Icarus, 111, 174
Kaspi Y., Showman A. P., 2015, ApJ, 804, 60
Kasting J. F., Whitmire D. P., Reynolds R. T., 1993, Icarus, 101, 108
Kipping D. M., 2011, The Transits of Extrasolar Planets with Moons
Kipping D. M., 2013, MNRAS, 435, 2152
Kipping D. M., Spiegel D. S., 2011, MNRAS, 417, L88
Kipping D. M., Tinetti G., 2010, MNRAS, 407, 2589
Kipping D. M., et al., 2010, ApJ, 725, 2017
151
Kipping D. M., Hartman J., Buchhave L. A., Schmitt A. R., Bakos G. Á., Nesvorný D., 2013, ApJ,
770, 101
Kite E. S., Barnett M., 2020, arXiv e-prints, p. arXiv:2006.02589
Kite E. S., Gaidos E., Manga M., 2011, ApJ, 743, 41
Knutson H. A., et al., 2007, Nature, 447, 183
Knutson H. A., et al., 2012, ApJ, 754, 22
Kokubo E., Ida S., 2007, ApJ, 671, 2082
Komacek T. D., Showman A. P., 2016, ApJ, 821, 16
Komacek T. D., Tan X., 2018, Research Notes of the American Astronomical Society, 2, 36
Komacek T. D., Showman A. P., Tan X., 2017, ApJ, 835, 198
Kopal Z., 1959, Close binary systems
Kopparapu R. K., et al., 2013, ApJ, 765, 131
Kreidberg L., et al., 2018, AJ, 156, 17
Kreidberg L., et al., 2019, Nature, 573, 87
Lagache M., 1965, Bull. Soc. Franc. Minér. Crist, 88, 223
Lagache M., 1976, Geochimica Cosmochimica Acta, 40, 157
Lehmer O. R., Catling D. C., 2017, ApJ, 845, 130
Lincowski A. P., Meadows V. S., Crisp D., Robinson T. D., Luger R., Lustig-Yaeger J., Arney
G. N., 2018, ApJ, 867, 76
Lincowski A. P., Lustig-Yaeger J., Meadows V. S., 2019, AJ, 158, 26
152
Loeb A., Gaudi B. S., 2003, ApJ, 588, L117
Lopez E. D., Fortney J. J., 2014, ApJ, 792, 1
Lothringer J. D., Barman T., Koskinen T., 2018, ApJ, 866, 27
Lucy L. B., Sweeney M. A., 1971, AJ, 76, 544
Luger R., et al., 2017a, Nature Astronomy, 1, 0129
Luger R., Lustig-Yaeger J., Agol E., 2017b, ApJ, 851, 94
Lustig-Yaeger J., Meadows V. S., Lincowski A. P., 2019, AJ, 158, 27
Madden J. H., Kaltenegger L., 2018, Astrobiology, 18, 1559
Malavolta L., et al., 2018, AJ, 155, 107
Mallama A., 2009, Icarus, 204, 11
Mallonn M., Köhler J., Alexoudi X., von Essen C., Granzer T., Poppenhaeger K., Strassmeier
K. G., 2019, A&A, 624, A62
Manabe S., Stouffer R. J., 1980, J. Geophys. Res., 85, 5529
Manabe S., Wetherald R. T., 1980, Journal of Atmospheric Sciences, 37, 99
Mandel K., Agol E., 2002, ApJ, 580, L171
Mansfield M., Kite E. S., Hu R., Koll D. D. B., Malik M., Bean J. L., Kempton E. M. R., 2019,
ApJ, 886, 141
Mathur S., et al., 2017, ApJS, 229, 30
Mayor M., Queloz D., 1995, Nature, 378, 355
Mazeh T., Faigler S., 2010, A&A, 521, L59
153
Mazeh T., et al., 2013, ApJS, 208, 16
McQuillan A., Mazeh T., Aigrain S., 2014, ApJS, 211, 24
Meixner M., et al., 2019, arXiv e-prints, p. arXiv:1912.06213
Miguel Y., Brunini A., 2010, MNRAS, 406, 1935
Montet B. T., et al., 2015, ApJ, 809, 25
Moran S. E., Hörst S. M., Batalha N. E., Lewis N. K., Wakeford H. R., 2018, AJ, 156, 252
Morris S. L., 1985, ApJ, 295, 143
Morris S. L., Naftilan S. A., 1993, ApJ, 419, 344
Morton T. D., 2015, isochrones: Stellar model grid package (ascl:1503.010)
Olson S. L., Schwieterman E. W., Reinhard C. T., Ridgwell A., Kane S. R., Meadows V. S., Lyons
T. W., 2018, ApJ, 858, L14
Owens N., de Mooij E. J. W., Watson C. A., Hooton M. J., 2021, MNRAS, 503, L38
Parmentier V., Crossfield I. J. M., 2018, Exoplanet Phase Curves: Observations and Theory. p. 116,
doi:10.1007/978-3-319-55333-7_116
Parmentier V., et al., 2018, A&A, 617, A110
Parviainen H., et al., 2021, A&A, 645, A16
Peacock S., Barman T., Shkolnik E. L., Hauschildt P. H., Baron E., 2019, ApJ, 871, 235
Perez-Becker D., Showman A. P., 2013, ApJ, 776, 134
Pfahl E., Arras P., Paxton B., 2008, ApJ, 679, 783
Pidhorodetska D., Fauchez T. J., Villanueva G. L., Domagal-Goldman S. D., Kopparapu R. K.,
2020, ApJ, 898, L33
154
Pont F., Zucker S., Queloz D., 2006, MNRAS, 373, 231
Rasio F. A., Ford E. B., 1996, Science, 274, 954
Ricker G. R., et al., 2015, Journal of Astronomical Telescopes, Instruments, and Systems, 1,
014003
Roettenbacher R. M., Kane S. R., 2017, ApJ, 851, 77
Rogers L. A., 2015, ApJ, 801, 41
Rothschild L., 2007, Extremophiles: defining the envelope for the search for life in the universe.
p. 113
Rothschild L. J., Mancinelli R. L., 2001, Nature, 409, 1092
Rouan D., Deeg H. J., Demangeon O., Samuel B., Cavarroc C., Fegley B., Léger A., 2011, ApJ,
741, L30
Rowe J. F., et al., 2008, ApJ, 689, 1345
Rowe J. F., et al., 2010, ApJ, 713, L150
Rowe J. F., et al., 2015, ApJS, 217, 16
Rushby A. J., Johnson M., Mills B. J. W., Watson A. J., Claire M. W., 2018, Astrobiology, 18, 469
Rybicki G. B., Lightman A. P., 1979, Radiative processes in astrophysics
Sackett P. D., 1999, in Mariotti J. M., Alloin D., eds, NATO Advanced Study Institute (ASI)
Series C Vol. 532, Planets Outside the Solar System: Theory and Observations. p. 189
(arXiv:astro-ph/9811269)
Sagan C., Mullen G., 1972, Science, 177, 52
Samsing J., 2015, ApJ, 807, 65
155
Sanchis-Ojeda R., Rappaport S., Winn J. N., Levine A., Kotson M. C., Latham D. W., Buchhave
L. A., 2013, ApJ, 774, 54
Sandford E., Kipping D., 2017, AJ, 154, 228
Santerne A., Bonomo A. S., Hébrard G., Deleuil M., Moutou C., Almenara J. M., Bouchy F., Díaz
R. F., 2011, A&A, 536, A70
Schmidt G. A., et al., 2014, Journal of Advances in Modeling Earth Systems, 6, 141
Schulze-Makuch D., et al., 2011, Astrobiology, 11, 1041
Schwartz J. C., Kashner Z., Jovmir D., Cowan N. B., 2017, ApJ, 850, 154
Schwarz G., 1978, The Annals of Statistics, 6, 461
Schwieterman E. W., et al., 2018, Astrobiology, 18, 663
Seager S., 2010, Exoplanet Atmospheres: Physical Processes
Seager S., Mallén-Ornelas G., 2003, ApJ, 585, 1038
Seager S., Sasselov D. D., 2000, ApJ, 537, 916
Seager S., Whitney B. A., Sasselov D. D., 2000, ApJ, 540, 504
Selsis F., Wordsworth R. D., Forget F., 2011, A&A, 532, A1
Serrano L. M., Barros S. C. C., Oshagh M., Santos N. C., Faria J. P., Demangeon O., Sousa S. G.,
Lendl M., 2018, A&A, 611, A8
Sheets H. A., Deming D., 2014, ApJ, 794, 133
Sheets H. A., Deming D., 2017, AJ, 154, 160
Showman A. P., Guillot T., 2002, A&A, 385, 166
156
Showman A. P., Wordsworth R. D., Merlis T. M., Kaspi Y., 2013, Atmospheric Circulation of
Terrestrial Exoplanets. p. 277, doi:10.2458/azu_uapress_9780816530595-ch12
Shporer A., 2017, PASP, 129, 072001
Shporer A., Hu R., 2015, AJ, 150, 112
Shporer A., et al., 2011, AJ, 142, 195
Shporer A., et al., 2014, ApJ, 788, 92
Shporer A., et al., 2019, AJ, 157, 178
Sleep N. H., Zahnle K., 2001, J. Geophys. Res., 106, 1373
Sliski D. H., Kipping D. M., 2014, ApJ, 788, 148
Smith J. C., et al., 2012, PASP, 124, 1000
Snellen I. A. G., de Kok R. J., de Mooij E. J. W., Albrecht S., 2010, Nature, 465, 1049
Spiegel D. S., Menou K., Scharf C. A., 2009, ApJ, 691, 596
Spiegel D. S., Burrows A., Ibgui L., Hubeny I., Milsom J. A., 2010, ApJ, 709, 149
Stevenson K. B., et al., 2014, Science, 346, 838
Stevenson K. B., et al., 2017, AJ, 153, 68
Stumpe M. C., et al., 2012, PASP, 124, 985
Sudarsky D., Burrows A., Pinto P., 2000, ApJ, 538, 885
Sudarsky D., Burrows A., Hubeny I., Li A., 2005, ApJ, 627, 520
Teachey A., Kipping D. M., 2018, Science Advances, 4, eaav1784
Teachey A., Kipping D. M., Schmitt A. R., 2018, AJ, 155, 36
157
The LUVOIR Team 2019, arXiv e-prints, p. arXiv:1912.06219
Turbet M., Bolmont E., Bourrier V., Demory B.-O., Leconte J., Owen J., Wolf E. T., 2020, Space
Sci. Rev., 216, 100
Unterborn C. T., Desch S. J., Hinkel N. R., Lorenzo A., 2018, Nature Astronomy, 2, 297
Vanderspek R., et al., 2019, ApJ, 871, L24
Waldmann I. P., Tinetti G., Drossart P., Swain M. R., Deroo P., Griffith C. A., 2012, ApJ, 744, 35
Walker J. C. G., Hays P. B., Kasting J. F., 1981, J. Geophys. Res., 86, 9776
Way M. J., Del Genio A. D., 2020, Journal of Geophysical Research (Planets), 125, e06276
Way M. J., et al., 2017, ApJS, 231, 12
Way M. J., Del Genio A. D., Aleinov I., Clune T. L., Kelley M., Kiang N. Y., 2018, ApJS, 239, 24
Welsh W. F., Orosz J. A., Seager S., Fortney J. J., Jenkins J., Rowe J. F., Koch D., Borucki W. J.,
2010, ApJ, 713, L145
Wetherald R. T., Manabe S., 1975, Journal of Atmospheric Sciences, 32, 2044
Wheatley P. J., Louden T., Bourrier V., Ehrenreich D., Gillon M., 2017, MNRAS, 465, L74
Williams G. P., Holloway J. L., 1982, Nature, 297, 295
Winn J. N., 2010, arXiv e-prints, p. arXiv:1001.2010
Wolf E. T., 2017, ApJ, 839, L1
Wolf E. T., Kopparapu R. K., Haqq-Misra J., 2019, ApJ, 877, 35
Wong I., et al., 2015, ApJ, 811, 122
Wong I., et al., 2016, ApJ, 823, 122
158
Wong I., et al., 2020a, AJ, 159, 29
Wong I., et al., 2020b, AJ, 159, 104
Wong I., et al., 2020c, AJ, 160, 155
Wright J. T., 2018, Radial Velocities as an Exoplanet Discovery Method. p. 4, doi:10.1007/978-3-
319-55333-7_4
Yang J., Boué G., Fabrycky D. C., Abbot D. S., 2014, ApJ, 787, L2
Yang J., Leconte J., Wolf E. T., Merlis T., Koll D. D. B., Forget F., Abbot D. S., 2019, ApJ, 875,
46
Zellem R. T., et al., 2014, ApJ, 790, 53
Zhang X., 2020, Research in Astronomy and Astrophysics, 20, 099
Zhang Y., Zindler A., 1993, Earth and Planetary Science Letters, 117, 331
Zhang Z., Zhou Y., Rackham B. V., Apai D., 2018, AJ, 156, 178
Zucker S., Mazeh T., Alexander T., 2007, ApJ, 670, 1326
de Wit J., et al., 2018, Nature Astronomy, 2, 214
van Kerkwijk M. H., Rappaport S. A., Breton R. P., Justham S., Podsiadlowski P., Han Z., 2010,
ApJ, 715, 51
von Essen C., Mallonn M., Borre C. C., Antoci V., Stassun K. G., Khalafinejad S., Tautvaišienė
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