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Abstract
The presented work is part of a larger research program dealing
with developing tools for coupling biogeochemical models in contam-
inated landscapes. The specific objective of this article is to provide
the researchers a tool to build hexagonal raster using information from
a rectangular raster data (e.g. GIS format), data porting. This tool
involves a computational algorithm and an open source software (writ-
ten in C). The method of extending the reticulated functions defined
on 2D networks is an essential key of this algorithm and can also be
used for other purposes than data porting. The algorithm allows one
to build the hexagonal raster with a cell size independent from the
geometry of the rectangular raster. The extended function is a bi-
cubic spline which can exactly reconstruct polynomials up to degree
three in each variable. We validate the method by analyzing errors in
some theoretical case studies followed by other studies with real ter-
rain elevation data. We also introduce and briefly present an iterative
water routing method and use it for validation on a case with concrete
terrain data.
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1 Introduction
Predicting the long distance effects of local environmental changes requires
a coupling between local and regional models of ecological and abiotic pro-
cesses. Examples include the integration of local vegetation processes with
regional transport models for heavy metals (e.g. [27, 28, 29] for reviews and
general methodological steps), or the local resources development with move-
ment of animal species (e.g. [24] for review of Partial Differential Equations
(PDEs) used in spatial interactions and population dynamics, and [19] for
an application using Geographic Information Systems (GIS)).
Direct coupling of the models is technically possible, but allows less flexi-
bility for further model development. Alternatively, more common and flex-
ible geographical objects are used as an interface among models of processes
occurring at different space-time scales. One specific problem with this inte-
gration strategy is that the kind and properties of the geographical objects
used as input to or output from local and regional models are usually differ-
ent (see [55] for some examples of problems raised by integrated modelling).
The differences arise due to methodological constraints related to the mea-
surements of the space variables and to the modelling techniques. Table 1
summarizes the types of geographical objects which can occur (summarized
and developed from [18]).
It can be seen from the inspection of this table that raster data and vector
data are not basic terms in geographical ontology (see also [16]). For instance
a raster refers in principle to a square tessellation of the plane with a constant
value of the space variable function inside each square. Although raster data
models are not a primary information source, in practical modelling they are
frequently the only available primary data source scales (e.g. in digital terrain
models). A large volume of GIS raster data is now-a-days collected and used
for scientific research purposes, as well as for different practical applications,
and a wide variety of software has been developed over time for reading and
processing it [23, 3] (one may also see [53] for a practical guide to use public
domain geostatistical and GIS software). The data of a raster are organized
into rows and columns and structured as a matrix. Any information of
interest is characterized by an unique value in each cell which maybe “null”
if no data is available. This information may represent continuous data,
as elevation, temperature, rainfall intensity or discrete (thematic, nominal)
data, as land use or soil category, [23]. The fidelity of a raster data with
respect to the real information is a challenging issue [11, 34, 36, 39, 48]
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Table 1: Types of geographical objects occurring directly and indirectly in the modelling
of coupled environmental process (reconstructed and adapted from [18]). Field type ap-
proach allows a rigorous description of the error and empirical verification, while discrete
type approach does not allow a good treatment of errors, usually involves a filtering of
empirical data.
Approach Measurement, observa-
tion
Primary (“real”) geograph-
ical objects
Derived (“methodologi-
cal”) geographical ob-
jects (resulted from data
modelling and plane dis-
cretization)
Field type
(properties
with relation
of spatial
location)
Variables z - observable
at a scale much smaller
than the derived ge-
ographical objects and
the empirical precision
of geographical location
Variables z - observable
at a scale larger than the
potentially derivable ge-
ographical objects and
the empirical precision
of geographical location
Tuples < x, y, z1, . . . , zn >
with space variables z and
location (x, y).
Tuples with (x, y) on the
observation polygon or on
the transect line (e.g the
center of the 50 x 50 m
plot).
Interpolated field (the infi-
nite set of tuples).
Substrates with at-
tributes (polygons,
contour lines, regu-
larly distributed points
as centers of a plane
discretization). The
polygons are charac-
terized by a variation
of the variables inside
them (a constant in the
simplest case). The size
of the polygons is not
empirically constrained;
Substrates with at-
tributes. It makes no
natural sense to have the
size of the discretization
units smaller than the
observation scale of the
spatial variables.
Discrete type
(substrate
located in
space with
properties)
The observation scale
does not influence the
approach. Usually this
approach make use of
old geographical maps
or methodological ob-
jects resulted from field
approach.
Points, polygons, lines fill-
ing and empty geographical
space.
Field obtained by planar
enforcement (points with
a certain value inside the
discrete object, by class,
and a constant value in
the empty space).
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that must be taken into consideration since the errors propagate on raster
data outputs [42, 54, 56]. Usually, large cells entail poor accuracy. Some
mathematical models of environmental phenomena require information at a
subgrid-scale. For example, the input data for partial differential equations
must satisfy a certain degree of smoothness. Also, the domain discretization
may be better suited to configurations other than that of common square
cells. Such situations may appear when one uses finite volume or finite
element methods to numerically solve PDEs, as well as when one uses models
based on hexagonal cellular automata [1]. With the development of laser
altimetry in geography and ecology ([31, 50]), point clouds tend to be more
often used for direct analysis within a GIS. Hexagonal lattices can be used
for the extraction of knowledge by clustering techniques from such data (e.g.
[30, 20]). Using the rasters obtained by interpolations of LiDAR data, [40]
have pointed out the important influence of DTM resolution on the estimated
soil loss by erosion modelling. This influence could be explored also by erosion
models using hexagonal lattices if the porting software would be available.
In this context, one can say that there is a need to build spatial interpolation
algorithms for the purpose of porting rectangular raster information to other
networks with cells of a different size or geometry, i.e. a method of data
porting (DP). These algorithms should be developed in such a way to preserve
as much as possible the original measured space variables. In this article we
tackle the particular situation of variables treated by a field type approach,
observable at a scale much smaller than the derived geographical objects
and the empirical precision of geographical location, having the size of the
derived and not empirically constrained polygons. In particular, we present
a DP method to construct a hexagonal raster using a rectangular raster data
input. To the best of our knowledge and according to [57], there are currently
no databases provided in “hexagonal raster format”.
1.1 Data porting methods
A rough classification divides DP into one stage and multi-stage methods.
In a one stage method, the data value corresponding to a cell ci of a new
grid is given by the direct inspection of the values corresponding to the old
grid cells that intersect ci. The methods in this class (e.g. the nearest neigh-
bor, [9], area weighted mean, [57], and kriging methods, [5]) approximate the
discrete raster function. In [17], the authors develop a rescaling method also
applicable to the transformation of grid configuration (from rectangular to
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triangular or hexagonal). The method is based on sampling points on the
original grid located around the point in the center of a pixel of the rescaled
grid. The kriging methods are well suited for irregular sample points and they
are not effective on regular and dense grids. Moreover, they require a set of
information concerning the correlation functions. Such information must be
known in advance or can be inferred by a proper process from the existing
data (see also [35, 10]). The multi-stage class methods [9, 32] assume the
existence of one or more intermediate (everywhere defined) functions from
which the cell values in the new grid are sampled. In this article, we propose
a two stage method similar to one widely used in image resampling, [9, 32].
The basic assumption is that the raster values represent the point values
of an everywhere defined function that models a certain physical property.
In most cases, the function is not analytically known and the raster values
are calculated from the values of this function on a set of irregular spatially
distributed points. The idea of constructing an intermediate stage is that
an extension function is closer than the raster to the model function. Using
this method, the hexagonal raster tends to approximate the model function
rather than its raster representation. The construction of the intermediate
function is essentially based on 2D bicubic interpolation. The bicubic in-
terpolating polynomial is widely used in geomorphology, hydrology, image
processing, computer graphics, [37]. It is known that the way one chooses
the interpolating polynomial is not unique, but it strongly depends on the
specifics of the data one has to interpolate.
1.2 Applications of hexagonal raster
As an application for this hexagonal raster, we propose an iterative cel-
lular automaton based method to model the drainage network of a given
landscape. Such channel networks are of interest in domains as hydrology,
geomorphology, ecology etc.
The water flow on hill slopes is a complex phenomenon that needs a lot
of information concerning the physical properties about the soils and plant
cover of the terrain. Focusing only on water path, one ignores all these
details and builds simplified models based only on the terrain topography.
In this approach, the water is viewed as a thin film flowing (like rolling balls)
from a cell to its adjacent neighbors. There are at least two reasons to use
hexagonal instead of rectangular raster: the cell adjacency and the local
symmetry of the hexagonal structure. For the square grid case, each cell has
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four adjacent neighbors with which shares a face and other four with which
shares a corner (all these eight neighbors forming the well known Moore
neighborhood1), and thus, some kind of anisotropy is induced by this type of
structure. In contrast, the adjacent cells in a hexagonal raster are of the same
type, all six neighbors sharing an edge with the central cell and being at the
same distance from its center; this implies no ambiguity in defining the first
order neighborhood of a given cell. Such kind of adjacency and the superior
symmetry of the cells make the hexagonal raster more suitable to model water
flow, erosion, population migration etc. By example, it was observed, [8], that
flow direction vectors are better preserved for hexagonal instead of square
tilled grids when one moves from one scale to another. Moreover, concerning
the properties of symmetry, [14] showed that the mean values obtained using
square lattice-gas cellular automata models do not obey the Navier-Stokes
equations (although the model conserves mass and momentum) due to the
lack of enough symmetry, whereas hexagonal symmetry is sufficient [60]. This
emphasizes the local group of symmetries can have major implications when
passing from local to global level.
For regular square networks, there are many methods [41, 43, 46, 52]
to extract the drainage network. All these methods assume a flow routing
algorithm and a criterion for establishing if a cell belongs to or doesn’t be-
long to the discharge network. The common drawbacks of such approaches
are the drainage pattern’s dependence on the grid resolution [42], the prob-
lems of pits (there is no downstream flow from a cell pit) and flat regions
(the flow direction cannot reliably be obtained from the neighboring cells
[25, 49]) We propose here a hybrid method which combines a hexagonal flow
routing scheme with cellular automaton. Due to their simplicity, reduced
numerical effort, and fast computational speed, cellular automata are cur-
rently frequently used for numerical simulation of natural phenomena, see
[4, 6, 13, 12, 38, 47, 58] to cite a few. Regular cellulars based on squares are
directly compatible with GIS rasters and therefore, they are almost always
met when modelling with such input data. However, there are situations
when simulations by cellular automata on hexagonal grids are more suitable
than the ones on rectangular grids, [2, 7, 13, 44].
In Section 2 we present a general overview of DP method we are proposing
1There are situations when models with Moore type neighbors are suitable, e.g. the
discrete approximation of PDEs. On the other hand, there are physical situations where
the boundary length between cells and a better network symmetry play an important role,
and therefore this type of neighborhood is not anymore adequate.
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in this article and we argue in its favor. After introducing some necessary
notations, we describe in Section 3 the Essentially Non-Oscillating (ENO)
and Outlier Filtering (OF) algorithms used to build the 1D interpolant. We
then present the construction of the 2D intermediate function which uses the
above 1D interpolant. The last part of this section is devoted to the process of
DP where we first describe the construction of a hexagonal network and then
present the numerical GIS data conversion of this network. The algorithms
accompanying the DP method are detailed in A. Section 4 is dedicated to
the validation process of DP method and is divided into two parts. We
analyze the errors of DP using a theoretical and then a practical dataset
consisting of terrain elevation data provided by GIS rasters. The second part
of this section describes a routing method built for the hexagonal raster.
The routing method is based on a simplified model of hexagonal cellular
automaton for water flow and is applied to real GIS data of some zones from
the Romanian territory. The conclusions, perspectives and observations are
presented in the last section of this article.
2 Method
Usually, when dealing with exact interpolation by smooth functions, there
is a class of data that introduces spurious oscillations (Gibbs phenomenon,
[33]). In order to eliminate this phenomenon, we propose an ENO method.
ENO provides an exact and continuous interpolant for a given 1D reticu-
lated function, and tries to minimize (in some sense described in Section 3.1)
the oscillations produced by interpolation on the discontinuity zones of the
reticulated function.
Another undesirable complication is related to the possible presence of the
data outliers. In this case, before using any interpolation method, one usually
tries to filter these outliers. In this article, we propose a direct interpolation
OF method. OF eliminates the eventually rare abnormal data of a reticulated
function, but does not always provide an exact and continuous interpolant.
The transition from the square to a hexagonal raster data is accomplished
in four steps. First, starting from the square raster, one defines the 2D
reticulated function on the set of all square centers; its value at any such
center is equal to the raster datum of the square containing that center.
Using this function, one then constructs the intermediate (extension) function
which will be defined at any point from the square raster domain. Next, one
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defines the hexagonal cellular network, and finally constructs the hexagonal
raster: the value of the hexagonal raster function on any cell will be given
by the value of the intermediate function at its center.
3 2D Bi-cubic Extension
The function extension problem is too wide a field of mathematics to be
tackled in a single paper, so we restrict ourselves to a narrow subject that
can be formulated as follows. Let D be a rectangular domain in R2 and N a
finite set of points (xi, yj) in D. A reticulated function is defined by
g : N → R, N =
⋃
i,j
{(xi, yj)} , g(xi, yj) = gi,j. (1)
If one thinks of the reticulated function g as a restriction to N of a function
G defined on the entire domain D, then it makes sense, when given g, to
ask about the values of G at a point outside of N (see [51] for an interesting
discussion concerning the meaningfulness of spatio-temporal interpolation of
the discrete data).
By extension of the reticulated function (1) one means a numerical scheme
to estimate the value of G at any point (x, y) ∈ D. A bi-cubic extension of
the reticulated function (1) is a function defined on the entire domain D that
is a piecewise bi-cubic polynomial function g˜ ∈ pi3,3, where pi3,3 designates
the set of all polynomials of degree three in each of the two variables x and
y
g˜ : D → R, D =
⋃
a
ωa, g˜(x, y)
∣∣∣
ωa
∈ pi3,3, (2)
with ωa the elements of a cell partition of D.
The problem of the bi-cubic extension can be formulated as follows: given
a reticulated function (1), define the extension (2) that approximates the
model function G : D → R.
In what follows, we propose two methods to define a bi-cubic extension,
both of them assuming a 1D extension method. The 2D extension method
is obtained by successively applying the 1D method once along the Ox and
then along the Oy directions.
To define the 1D algorithm, we need to introduce some notations. Let
Ξ := {ξi}i=1,N be a set of 1D consecutive knots inside a generic interval [α, β],
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with α ≤ ξ1 < . . . < ξN ≤ β, and {fi}i=1,N the values of some reticulated
function f at these points. There are different formula to write the unique
cubic polynomial that equals the values fik at four distinct knots {ξik}k=1,4.
The Newton’s form of the Lagrange interpolation polynomial reads as [45]
Pf ;(i3,i4)(i1,i2) (ξ) := f(ξi1) + (ξ − ξi1)[ξi1 ; ξi2 ]f+
+(ξ − ξi1)(ξ − ξi2)
(
[ξi1 ; ξi2 ; ξi3 ]f + (ξ − ξi3)[ξi1 ; ξi2 ; ξi3 ; ξi4 ]f)
)
,
(3)
where [·;·], [·;·;·] and [·;·;·;·] represent the divided difference operators of order
one, two and three, respectively. The divided difference operator is recur-
sively defined as
[ξi1 ; ξi2 ] f =
fi2 − fi1
ξi2 − ξi1
,
[
ξi1 ; . . . ; ξin+1
]
f =
[
ξi2 ; . . . ; ξin+1
]
f − [ξi1 ; . . . ; ξin ] f
ξin+1 − ξi1
,
where the knots ξij are all different from each other.
For any k = 1, N − 1, we denote by Iξk the open interval
Iξk := (ξk, ξk+1), (4)
and by Sξk the set of up to six consecutive knots
Sξk := {ξk−2, ξk−1, ξk, ξk+1, ξk+2, ξk+3} ∩ Ξ. (5)
Sξk defines a neighborhood of knots that can influence the values of the ex-
tension function of f on the interval Iξk .
3.1 1D Essentially Non-Oscillating Extension (ENO)
Algorithm
The ENO type extension operator was first introduced in the context of nu-
merical approximation of hyperbolic system of partial differential equations,
[21, 22], in order to reduce the Gibbs oscillations that appear in the recon-
struction of the shock wave solution. In [26], the ENO algorithm (6) was
used to perform the multiresolution analysis of a 1D reticulated function de-
fined on a bounded interval. For each Iξk , the method defines an interpolant
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Pf ;(i3,i4)(i1,i2) (ξ) associated to the four distinct consecutive knots ξi1 , ξi2 , ξi3 , ξi4
from Sξk, by setting i1 := k, i2 := k + 1, and choosing i3, i4 such that
Pf ;(i3,i4)(k,k+1) (ξ) has, in some sense, the smallest oscillation on the interval ¯Iξk .
Specifically, we compare the above cubic polynomials associated to the
interval
¯
Iξk with the linear interpolant corresponding to the same interval
because linear interpolation is exact and it does not have oscillations. We
want to select the “nearest” cubic polynomial with respect to the linear
interpolant. In order to achieve this, we choose as a measure of oscillation,
the L2(Ik) distance2 between Pf ;(i3,i4)(k,k+1) and the linear interpolant Qfk(ξ) :=
f(ξk) + (ξ− ξk)[ξk; ξk+1]f . Therefore, using the simplifying notations Pf−1 :=
Pf ;(k−2,k−1)(k,k+1) , Pf0 := Pf ;(k−1,k+2)(k,k+1) , Pf1 := Pf ;(k+2,k+3)(k,k+1) , the 1D ENO algorithm
can now be sketched as
Find a s.t. a = arg min
b∈{−1,0,1}
∥∥∥Pfb −Qfk∥∥∥L2(Iξk) .
If a is not unique, then choose a := 0.
Set f˜(ξ) := Pfa (ξ), ∀ξ ∈ ¯Iξk := [ξk, ξk+1].
(6)
3.2 1D Outlier Filtering Extension (OF) Algorithm
As in the ENO algorithm, for each Iξk , one determines the polynomial Pf ;(i3,i4)(i1,i2)
such that the quantity ∣∣∣∣∣∣∣∣ d2dξ2Pf ;(i3,i4)(i1,i2)
∣∣∣∣∣∣∣∣
L2(Iξk)
,
is minimized. Unlike the ENO method, the OF method generally defines a
non-continuous extension function (possible discontinuities at the knots ξj).
The advantage of the method is that the extension function does not take
into account the “bad” points (outliers), points where the function (its value)
strongly deviates from a “regular behavior”.
Both the ENO and OF methods have the property of recovering poly-
nomial functions of degree up to three, i.e. if the reticulated function f is
2We choose the L2 distance for attenuating interpolation oscillations because the re-
sulting formulas are quite simple and easily to introduce in the code. One can use L1 or
some Lp distance. We have no arguments that one of them is the best.
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generated by a third degree polynomial P (ξ) then f˜(ξ) ≡ P (ξ), for any ξ.
The 1D OF algorithm can now be sketched as:
Find i1, i2, i3, i4 s.t.
{ξil}l=1,4 = arg min
ξl,ξm,ξp,ξq∈Sξk
∣∣∣∣∣∣∣∣ d2dξ2Pf ;(p,q)(l,m)
∣∣∣∣∣∣∣∣
L2(Iξk)
.
Set f˜(ξ) := Pf ;(i3,i4)(i1,i2) (ξ) ∀ξ ∈ I
ξ
k .
(7)
As previously mentioned, choose the value of f˜ at any knot ξj to be one of
the lateral limits or their average.
Two illustrative examples of 1D ENO and OF methods can be found in
Figures 2 and 3.
3.3 2D Extension Scheme
Let g be a 2D reticulated function of the form (1). As the 1D case, one
introduces Ixk := (xk, xk+1), I
y
l := (yl, yl+1) and the corresponding sets S
x
k ,
Syl , respectively, of form (5). Denote also by ωk,l the domain
ωk,l = I
x
k × Iyl .
Let (x, y) ∈ ωk,l. The key idea is to define an extension function as a cross
combination of 1D algorithms. At first, for any ym, one can define an exten-
sion function f˜(x, ym) by using a 1D method with respect to an x variable.
The restriction f˜k(x, ym) of this function to the interval I
x
k can be written as
f˜k(x, ym) := g(x
m
i1
, ym) + (x− xmi1 )[xmi1 ;xmi2 ]g(·, ym)+
+(x− xmi1 )(x− xmi2 )[xmi1 ;xmi2 ;xmi3 ]g(·, ym)+
+(x− xmi1 )(x− xmi2 )(x− xmi3 )[xmi1 ;xmi2 ;xmi3 ;xmi4 ]g(·, ym),
where the knots {xmil }l=1,4 belong to Sxk and they are given by the 1D method.
By [xmi1 ; . . . ;x
m
in ]g(·, ym) one means the divided difference operator that acts
on the reticulated function f := g(·, ym) and the knots {xmij }j=1,n.
Then, keeping x and having f˜k(x, ym) for each ym ∈ Syl , and using again
a 1D method, this time with respect to y variable, one sets the value of the
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extension function g˜ as
g˜(x, y) := f˜k(x, yi1) + (y − yi1)[yi1 ; yi2 ]f˜k(x, ·)+
+(y − yi1)(y − yi2)[yi1 ; yi2 ; yi3 ]f˜k(x, ·)+
+(y − yi1)(y − yi2)(y − yi3)[yi1 ; yi2 ; yi3 ; yi4 ]f˜k(x, ·).
One notes that the extension function g˜(x, y) can have some discontinuous
line x = x even inside of a rectangle ωk,l.
See A for comments on the mathematical properties on the extension
functions g˜.
When compared to the filter reconstruction, this nonlinear method is
time consuming. Though, since it is used only once in the beginning when
we transfer data from the GIS raster to the hexagonal raster, we can benefit
by applying this method since the Gibbs phenomenon is no longer present.
This can be important when big jumps appear in the data (for example, the
landscape elevation in rough terrain).
3.4 Data Porting
In this section, we present a method to construct the data set on a regu-
lar hexagonal raster starting from a raster data set used by GIS. The data
transformation from a GIS raster to a hexagonal raster involves two main
steps: the hexagonal tessellation of the domain on which the GIS raster is
defined and the method of assigning values to the hexagonal raster cells.
First, we present the geometry of a hexagonal raster including the number of
cells, their size and relative positions. Then, we present the method of data
transfer for real valued functions.
3.4.1 Hexagonal raster
The hexagonal raster differs from a GIS raster by the cell type used to tessel-
late the area of interest, with regular hexagons instead of square cells being
used for this tessellation.
The data set can be structured as rows and columns such that each row
has an equal number of cells. Let M and N be the number of rows and
columns, respectively, and let r be the radius of the circumscribed circle
of the regular hexagon. From a computational point of view, besides the
“parameters” M , N and r, one needs to know the position of the hexagon
centers with respect to a coordinate system.
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Figure 1: An example of hexagonal tessellation.
Let D be a rectangular domain whose sides are parallel to the xOy coor-
dinate system axes. A tessellation of D (Figure 1) can be defined as follows.
For any i = 1, N and j = 1,M , let xhi,j and y
h
i,j be the coordinates of the
center of the hexagonal cell hi,j. We denote by x˜0 and y˜0 the coordinates of
the upper left cell center in the tessellation, and define the knots (x˜ji , y˜j) by
x˜ji = x˜0 + (i− 1)r
√
3− (j − 1)%2r
√
3
2
,
y˜j = y˜0 + 3(j − 1)r
2
,
where a%2 represents the remainder of the division of a by 2. One now sets
xhi,j := x˜
j
i , y
h
i,j := y˜j.
3.4.2 Porting real numerical data from a rectangular to hexagonal
raster
The method of a rectangular raster data storage consists of: a rectangular
domain D, a function G defined on D, a tessellation of D with regular rect-
angular cells ci,j, and an approximation g
r of the function G by constant
values gri,j on ci,j,
gr : D → R, D =
⋃
i,j
ci,j, g
r(x, y)
∣∣∣
ci,j
= gri,j. (8)
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The basic idea is to use an intermediate extension function in the con-
version procedure. Let (xi, yj) be the center of the cell ci,j, N the set of all
these centers and let g be the reticulated function defined by
g : N → R, g(xi, yj) = gri,j.
Using a 2D extension algorithm, one can construct the extension function
g˜ : D˜ → R,
of g and then define
gh : D˜ → R, gh(x, y)
∣∣∣
hi,j
= g˜(xhi,j, y
h
i,j),
where hi,j denotes the hexagonal cell of center (x
h
i,j, y
h
i,j), and D˜ :=
⋃
i,j
hi,j.
4 Validation and Numerical Applications
The main steps of DP method introduced in Section 3.4.2 can be summarized
by the following chain
gr → g˜ → gh.
The accuracy of gh can be analyzed with respect to the raster function gr,
and with respect to the function, say G, which models the physical property
represented by the raster data. From an application point of view, the most
important is the accuracy of gh with respect to G. One can estimate the
errors between gh and G in some simple cases (e.g. when gr is directly
obtained from G using some mathematical operations), but not in general
because it depends on the way gr is produced. We now proceed to analyze
the accuracy of our DP method by using some theoretical examples as well
as a case of digital terrain model. We begin this section illustrating how the
extension methods work for the 1D case. Figure 2 presents four graphics: the
model function G, the raster gr, the reticulated function, and the extension
function g˜ obtained by ENO method. The OF method (when some outliers
are present) is exemplified in Figure 3.
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function is “closer” to the original function (some smooth function which plays here the role
of the function G) than the raster function. Note that it is generally better to approximate
the original function by the interpolation rather than the raster function.
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Figure 3: ENO vs OF in the presence of outliers. Starting from sin(pix) we have generated
a reticulated function where a part of the data have been “corrupted” with the value 0. The
above figures represent the reticulated function (dots) and extension function (continuous
line) obtained by the interpolation methods ENO (on left) and OF (on right). One can
observe that the first method is not appropriate for this kind of data, it does not recognize
the outliers, the second method makes a good attempt at this. This behavior of ENO is
typical of all exactly interpolating methods.
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4.1 Errors in data porting
There are four major sources of errors affecting data in a hexagonal raster
obtained by DP (from a rectangular raster) as a quantitative model of some
physical property:
• the error between the values of the physical property and the mathe-
matical function G which models this property (the modelling error);
• the error between the function gr provided by the GIS raster data and
G;
• the error between gr and its interpolant g˜;
• the error introduced by the discretization of g˜ on the hexagonal cells
represented by gh.
As our entry data in DP are raster data, we can only control the last two
components of the error. The better control of these errors gives a better
representation of G by gh. We first investigate the accuracy of gh with respect
to G by considering two theoretical examples where we know the analytic
form of G, as well as the way gr is obtained from G. We then analyze the
errors for some Digital Elevation Model (DEM).
4.1.1 Theoretical case study
Let real physical data be modeled by the (Runge type) function of parameter
a,
G(x, y; a) =
a
(1 + x2)(1 + y2)
, (9)
and let gr be a square raster approximation of it. In our example, we choose
a domain D = [−20, 20] × [−20, 20] and define two raster data with regular
partitions. The first one, denoted by SR1, has 41× 41 cells, and the second
one, denoted by SR2, has 201 × 201 cells. For each of these two partitions,
let gr be a square raster approximation of G (on any square cell gr equals
the value of G at its center).
Now, given the raster data gr, one can build a hexagonal raster following
the method described in the previous section. To emphasize the approxima-
tion behavior of our method, we construct several hexagonal rasters, each
one being defined by the number of the cells considered along the Ox di-
rection. The number of cell rows along the Oy direction results from the
requirement to cover the domain D. We choose five cases corresponding to
50, 100, 200, 300 and 600 horizontal cells. As an error measure, we consider
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the L1-distance between two functions. Thus, define
εhr :=
1
γ
∫
Ω
∣∣gr − gh∣∣ dξ, εha := 1
γ
∫
Ω
∣∣G− gh∣∣ dξ, εra := 1
γ
∫
Ω
|G− gr| dξ,
where Ω := D∩D˜, and γ := ∫
Ω
|gr|dξ. The numerical results for these errors
are graphically illustrated in Figure 4, for parameter a = 1 in G.
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Figure 4: The behavior of the errors εhr and εha as function of the hexagonal raster
dimension.
One should remark that, in general:
a) for a given GIS raster function gr, the error εhr does not go to 0 as the
hexagonal cell radius goes to 0;
b) gh tends to approximate the mathematical function G rather than the
approximation gr of G, εhr > εha;
c) if the number of cells is high enough, then gh is a better approximation
of the mathematical model expressed by function G than its first approxi-
mation gr;
d) a better approximation of G by gr improves the quality of the entire
approximation scheme.
This behavior lies in the fact that gh approximates g˜, while g˜ tries to
recover the function G (and this holds if G satisfies some regularity proper-
ties).
In the next theoretical example, we analyze the fidelity of representing G
with g˜. By fidelity, we mean a characteristic of the method of not introduc-
ing spurious artifacts (bumps, pits, oscillations etc.) which are not supported
by the raster data. Here, we compare ENO to filter reconstruction method
(Catmull-Rom cubic spline (CRS), [9]), well known and often used due to
their efficiency in constructing smooth functions from discrete data. We men-
tion that both methods use cubic polynomials and have the same accuracy.
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Using a 10× 10 raster covering the rectangular domain [−14, 14]× [−14, 14]
generated with the Runge type function G(x, y; 10) from (9), we try to recon-
struct the original function by ENO and CRS methods. Figure 5 presents a
comparison for such a case between these two methods. We have specifically
chosen such a low resolution raster in order to highlight that a scarcity of
the data (as in some environmental applications) may lead to poor results
when the chosen extrapolation method is inappropriate. Although the CRS
reconstructed g˜CRS is smoother (also the L1 error is a slightly better) than
the one of ENO, we remark that g˜CRS exhibits unpleasant artifacts. We
mention that, if a higher resolution raster is chosen, then both methods give
very good results.
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ENO 0.447 0.5965
CRS 0.428 0.5675
Figure 5: Comparison between 2D ENO and CRS. The level curves of these two extension
functions are drawn in the upper left and right pictures for ENO and CRS, respectively.
The level curves of G are represented in the lower left image. The relative L1 errors of
the extension functions, defined as εea = ||g˜−G(x, y; 10)||/||gr||, εer = ||g˜− gr||/||gr|| are
given in the table.
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4.1.2 Case study with GIS data
In this section, we use GIS data from Ampoi’s Valley with large cells (100
m cell size) and from Paul’s Valley - a subdomain in Ampoi’s basin - with
much smaller cells (10 m cell size).
First, we analyze the behavior of our DP method with respect to the input
data density, using the GIS from Paul’s Valley. This represents the basis
raster we refer in the next example. One associates a reticulated function g
to this raster as in Section 3.4.2, i.e.
g : N → R, N =
⋃
i,j
{(xi, yj)} , g(xi, yj) = gri,j,
where (xi, yj) and g
r
i,j are the centers and GIS values on the squares, respec-
tively. Starting from this basis raster, we construct several rasters by ran-
domly eliminating part of the data (replacing them with NODATA VALUE),
this process being achieved with some restrictions described in B. Then we
associate a reticulated function g(α) to such a raster α,
g(α) : N(α) → R, N(α) ⊂ N , g(α) = g on N(α),
where N(α) is the set of the remaining square centers.
To test the capability of ENO method to recover the missing data, we
apply it to g(α) for constructing the extension function g˜(α) by means of which
we can calculate the values at the points from N \ N(α). Now, one has to
compare these values with the corresponding ones from the basis raster. For
this purpose, we use two different measures:
1. the root-mean-square error3 (RMSE)
RMSE =
√
1
ν
∑
i,j
(
gri,j − g˜(α)(xi, yj)
)2
,
where4 ν = #
(N \N(α));
2. the infinity norm of g − g˜(α) on N
||g − g˜(α)||∞ = max
i,j
|gri,j − g˜(α)(xi, yj)|.
3Since ENO is an exact interpolation method, the expressions gri,j − g˜(α)(xi, yj) obvi-
ously vanish for (xi, yj) ∈ N(α).
4The notation #A for some set A stands for the cardinal of A.
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Then, the accuracy of DP is analyzed by comparing the basis hexagonal
raster gh generated by g˜ with the hexagonal rasters gh(α) generated by g˜(α).
These measures are calculated for different cases α and presented in Table 2.
Table 2: This table presents the errors between a basis square raster and different test
square rasters (α) by means of RMSE and ‖ · ‖∞ in columns 3 and 4, respectively. The
errors between the basis hexagonal raster (built from the basis square raster using ENO)
and the test hexagonal rasters (built from test square rasters using again ENO) are given
in columns 5 and 6. The basis square raster with cell size of 10 m contains 361 × 561
GIS data from Romanian Paul’s Valley, while the hexagonal rasters are based on cells of
10.418 m size.
Square Rasters Hexagonal Rasters
α #N(α)/#N RMSE || · ||∞ RMSE || · ||∞
1 0.25 0.097 2.33 0.076 2.230
2 0.21 0.106 2.50 0.086 2.500
3 0.17 0.121 3.40 0.102 3.420
4 0.14 0.123 2.66 0.109 1.957
5 0.12 0.137 3.73 0.122 3.370
As we have commented in the beginning of Section 4, it is almost impos-
sible to measure the error between the raster gh and the physical quantity G
modeled by it (we do not know this function). However, we can perform an
analysis of the accuracy when we have two different rasters of the same area,
one at a low and the other at high resolutions. It is assumed that the high
resolution raster is a good approximation of G. In such case, we generate the
extension function from the low resolution raster, and then we compare it
to the high resolution raster function. Following this strategy, we therefore
perform a qualitative and then a quantitative analysis.
Figure 6 presents pictures of the same portion of Paul’s Valley terrain
obtained from different raster data. In this figure, as well as in Figures 9 and
10, the color codes correspond to altitudes which are measured in meters.
The left and the middle images are generated by rectangular rasters of 100
and 10 m cell size, respectively. The right image “pictures” the accuracy of
our DP method with respect to the “real” function G behind the data rasters
and it is build on a hexagonal raster (of 5.7735 m cell size) obtained from
the low resolution rectangular raster corresponding to the left image. The
resemblance of this figure to the one in the middle which is built from a much
20
denser GIS raster represents an argument that our DP is able to recover the
“real” function G. This result is similar to the theoretical cases previously
studied. Moreover, this resemblance can be also verified with the airplane
photo from Figure 10.
Figure 6: Relief from Romanian Paul’s Valley. All the figures represents the same zone
from Romanian Paul’s Valley and are obtained as follows: the left one from a 13× 24 GIS
raster data with square cells of 100 m size, the middle one from a 130 × 240 GIS raster
data with square cells of 10 m size. The figure on the right is obtained on a hexagonal
raster (of 5.7735 m cell size) applying our ENO method to the same data input as for the
first figure.
The quantitative results of our analysis are summarized in Table 3. One
Table 3: Error analysis for the case study with GIS data. This table contains the relative
errors of the extension functions provided by ENO, CRS, and Id (the extension function
of Id is identical to the raster function). The analysis is performed using the same two
GIS rasters (one of high (H) and the other one of low (L) resolution) as those in Figure 6.
εLL = ||g˜L − grL||/||grL||, εLH = ||g˜L − grH ||/||grH ||, εHH = ||g˜H − grH ||/||grH ||, where the
norms || · || are in L1. The extension functions g˜L, g˜H are generated by the low, and high
resolution raster functions grL and g
r
H , respectively.
εLL ε
L
H ε
H
H
ENO 0.0076 0.0033 0.00078
CRS 0.0075 0.0033 0.00078
Id 0.0000 0.0081 0.00000
should remark that:
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a) for ENO and CRS, the extension function is closer to the high than
lower resolution raster function, although the extension function is build from
the lower resolution raster function: εLH < ε
L
L. This explains why the right
picture from Figure 6 is more similar to the middle picture than to the left
one.
b) the error between the extension and the high resolution raster function
is smaller than the error between the high and the low resolution raster
functions: εLH(ENO), ε
L
H(CRS) < ε
L
H(Id). This explains why the middle
picture from Figure 6 is more similar to the right picture than to the left
one.
c) the extension function generated by the high resolution raster is closer
than the extension function generated by the low resolution raster to the high
resolution raster function: εHH < ε
L
L. This says that the extension function
generated by the high resolution raster is better than the extension function
generated by the low resolution raster.
4.2 Water Routing
By water routing one means a method to define the way cells exchange water
between one another or the way water flows along the entire cellular. There
exists a large body of literature devoted to the subject, see for example
[41, 39, 43, 49, 52, 59], but most of the existent schemes are designed for the
square cells. However, there are also a few papers (see [6] for example) where
hexagonal instead of square cellulars are used and different water routing
schemes are presented. Any water routing scheme assumes two kinds of rules:
qualitative and quantitative ones. The qualitative rules give us a picture of
the water path, while the quantitative rules give us information about the
amount of water discharge along the water path. In what follows, using
notions as donor cells, receptor cells, steepest descent, and water velocity of
a cell, we present a method to model the water path.
First, let us introduce the local configuration of a hexagonal cellular. By
local configuration one means a central cell with its six adjacent cells defining
the neighborhood of this central cell. The sides of the central cell are indexed
from 1 to 6 counterclockwise. One denotes by Vi the neighbors of a cell i. The
quantities referring to the central cell are indexed with 0 and those referring
to its neighbors are indexed from 1 to 6, see Figure 7.
Steepest descent and water velocity. For each cell i, define its water po-
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Figure 7: A central cell i (indexed by 0) and its neighbors (indexed from 1 to 6).
tential ψi to be
ψi = hi + zi,
where hi denotes the water depth in this cell and zi stands for the altitude
to its soil surface.
We now consider a reference cell i of center (x0, y0) and its local config-
uration with the cells of centers {(xj, yj)}j=1,6. One may approximate the
tangent plane Π to the surface of the water potential by the best interpolant
plane given by the points {(xj, yj, ψj)}j=0,6. The equation of this plane can
be described as
z − z0 = a(x− x0) + b(y − y0),
where
a =
1
6
√
3r
, (2(ψ1 − ψ4) + ψ2 − ψ5 + ψ6 − ψ3) ,
b = − 1
6r
(ψ2 − ψ5 + ψ3 − ψ6)
and r represents the radius of the circumscribed circle of the hexagon.
The steepest descent of the cell i is defined as the projection of the grav-
itational force onto its tangent plane Π, and therefore, as a vector in R3 it is
given by
d =
(−a,−b,−(a2 + b2))T .
The slope of the cell i is now given by
s =
√
a2 + b2
1 + a2 + b2
, (10)
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and therefore, the projection versor of the steepest descent onto the xOy
plane is given by
τ =
(
− a√
a2 + b2
,− b√
a2 + b2
)
. (11)
Receptor/Donor cells. A cell of index j in the neighborhood Vi of the
central cell i is called a receptor cell if it satisfies two conditions:
ψj < ψ0
τ · nij > 0 (12)
where nij is the outward unitary normal to the face j of central cell i. The
set of all these receptor cells j associated to the cell i will be denoted by J−i .
If J−i 6= ∅, then i is called a donor cell.
Water velocity. The water velocity is calculated using the descent direc-
tion (11), the slope (10) and a Manning type empirical law
wi = v(hi, si)τ i, v(s, h) =
h2/3s1/2
nM
, (13)
where nM is the Manning coefficient and s the slope of the central cell.
Water flux. The basic assumption on the water flux across the cells is
that the water of any cell flows out to the neighboring cells toward which the
water velocity of that cell points to, and the water enters a cell only from the
neighboring cells whose water velocities point to that cell. This assumption
is analogous to the upwind scheme used in hyperbolic system approximation
theory [15]. A comparative portrait between Tarboton method on rectan-
gular raster and the above presented method for water flow among cells is
illustrated in Figure 8.
Let i be a donor cell. The water lost by the cell i during the time interval
4t is given by
4t l hi
∑
j∈J−i
nij ·wi, (14)
where l is the side of the hexagonal cell. A receptor cell j from the set J−i
receives a water quantity equal to
4t l hinij ·wi. (15)
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Figure 8: Water flow among cells in rectangular (left side) and hexagonal (right side)
rasters using Tarboton and our rules, respectively. Data written inside cells represent
altitudes and they come from a small region (the same on the left and on the right) of
Romanian Paul Valley. The values of the rectangular raster slightly differ from those of
the hexagonal one because they represent two different models of the same terrain surface.
Thus, the water flux trough the boundary of a cell i during the time
interval 4t is given by
Ffi = 4t l
−hi ∑
j∈J−i
nij ·wi +
∑
k∈V+i
hknki ·wk
 , (16)
where V+i is the set5 of neighboring cells of i shedding water to this cell.
One can now define the water flow as an iterative process by
hn+1i = h
n
i + Ff,ni , (17)
where Ff,ni represents the water flux trough the boundary of a cell i during
the time interval 4t at the nth iteration.
Figure 9 is a snapshot of a water flow modeled using the method described
in this section.
Figure 10 contains three images of the same zone cut out from Paul’s
Valley. The first one is a photo where one can observe the ravines of this
region, while the other two are images constructed from GIS data and include
5V+i =
{
k ∈ Vi
∣∣ ∃j ∈ J−k s.t. i = M(j, k)}, where M(j, k) represents the index of that
cell from Vk sharing with k the common face j.
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Figure 9: Water accumulation zones in Ampoi’s hydrographic basin. Starting from the
real elevation GIS raster data (542 columns by 310 rows of cells with 100 m side length)
of Ampoi’s landscape, we captured the areas of concentrated water flow using a hexagonal
cellular automaton. The hexagonal raster (with cell side of 57.735 m) was obtained by
porting the GIS data following the method described in Section 3.4. Beginning with a
uniform shallow water level for the entire landscape, we processed for a set time interval
the water flow across the cells using the law described by (16). The blue area in the figure
represents the hexagonal cells where the water layer exceeds the initial level. The white
border rectangle inside this figure marks the area from Paul’s Valley we have referred in
Figures 6 and 10.
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the water accumulation zones found in two different ways. It is known that if
Tarboton’s rules are used, then there is the possibility that the flow direction
in some cells cannot be defined. To overcome this problem, Tarboton uses
special treatments for such cells. The iterative process (based on Tarboton)
implemented by us only uses the basic rules without any improvement and
this can be a reason of why the water accumulation zones from the picture
in the middle are so spread out.
Figure 10: Potential water accumulation zones in Paul’s Valley. The left figure is a
photo of this region taken from the airplane. The relief from the image in the middle
is given by the same 130 × 240 GIS raster data with square cells of 10 m size used for
the middle picture from Figure 6. The relief from the right picture is generated from the
hexagonal raster (of 5.7735 m cell size) obtained by applying ENO DP to the same GIS
raster used for the middle image. The blue transparent areas represent the potential water
accumulation zones determined by an iterative process of type (17). The picture in the
middle is obtained using Tarboton’s rules for water change among cells. For the picture
on the right side, we used our water routing method described in this section. One clearly
observes that the accumulation zones indicated by this method overlap almost perfectly
the ravines and are less spread than the ones identified in the middle image.
5 Conclusions and Remarks
We provided a method for porting rectangular raster data on to hexagonal
raster. The basic idea of the algorithm is to use an intermediate function
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g˜ that interpolates the rectangular raster function gr and then define the
hexagonal raster function gh as the point values of g˜ at the center of the
hexagonal cell. The interpolation method can be extended to a less regular
grid and can be also used (see A) to recover missing data or to filter outliers.
Using some theoretical as well as some practical examples, we show that the
extension function is closer to the function represented by raster data than
raster function itself. As comparing to a well known cubic spline interpolant
(CRS), Catmull-Rom (see Figure 5), ENO and CRS method have the same
degree of accuracy, but CRS is faster than ENO method, and furnishes a
smooth function in contrast with almost continuous function obtained by
ENO method (see also Remark 1 in A for more theoretical details). The
main argument for using ENO instead of CRS is that ENO method does
not introduce spurious oscillations for cases of data with large gradients and
works on a less regular grid points. For the case of digital terrain model,
it is crucial to preserve the terrain shape and not to introduce artifacts.
Both methods also provide a good compromise between a reduced amount
of computational effort and the accuracy of the extended function.
The OF is an unsupervised outlier detection method and tries to recognize
an abnormal point in a well defined neighborhood by evaluating the variation
of the bicubic interpolant polynomials; an outlier is then detected since it
introduces a larger variation than the neighboring regular points do. The
method assumes some “smoothness” on these regular points and a certain
sparsity of the outlier distributions. We point out that OF eliminates a
detected outlier from the set of data used in the interpolation algorithm.
The theoretical example presented in Section 4.1 and other data simulations
not included in this paper encourage us to step further into this direction.
Table 4 compares features of our methods (ENO, OF), CRS, and Id (the
extension function of Id is identical to the raster function). The numbers from
the accuracy column represent the maximal degree of polynomials which can
be exactly reconstructed. The property of recovering polynomials is closely
related to the approximation order of the method. Data Recovery means the
capability of the method to supply the missing data from a raster; an example
of numerical errors in this matter is presented in Table 2. Row like grids can
be pictured as points being arranged along parallel lines; for a mathematical
definition, see A. The fidelity feature refers to the capacity of the method
to preserve the qualitative shape of the function one has to reconstruct (the
fidelity of a method should not be confused with the accuracy, see Figure 5
for two pictures of same accuracy but different shapes); the Id extension
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function keeps the shape of the point distribution. A ranking of the methods
from the speed point of view is given in the last column, 1 for the fastest.
Table 4: The main features of the interpolation methods discussed in this paper.
Method Accuracy Data
Recovery
Grid Fidelity Outlier
Detection
Speed
(rank)
ENO 3 Yes row like high No 3
OF 3 Yes row like unknown Yes 3
CRS 3 No regular medium No 2
Id 0 No any neutral No 1
The water routing method presented in the Section 4.2 has a physical
base and it is a simplified version of a discrete form of shallow water equa-
tions. One of the advantage of this approach is the use of hexagonal raster
that benefits from the higher isotropy of hexagonal cells which allow a more
suitable modelling of the transport phenomena. Another advantage of this
approach is that it can be incorporated in more elaborated water flow models
as a first step for a very quick investigation of the terrain topography and
the potential water accumulation.
Further research directions include:
1. To develop the software in order to be compatible with variables having
restrictions on the size and form of the discretization unit as a result
of the observation scale and method.
(a) to add other tessellations and irregular partitions, exposed as con-
figurable user inputs;
(b) to compute the value for each polygon in the plane partition in two
variants: at its center and by the average value of the intermediate
function in the polygon, exposed as configurable user inputs;
(c) to develop an algorithm for nominal DP.
2. To construct a user friendly interface for the DP tool.
3. To develop a multiresolution analysis by using cubic spline wavelets in
order to examine the GIS data (data de-noising and compression will
be also considered).
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Remarks Concerning the Asterix Porting Data Software
- The downloadable version of the Asterix Porting Data Software available
on the web is part of a larger package in development. The current version
contains the ENO scheme, the construction of a hexagonal raster, and the
DP from a GIS to a hexagonal raster. In addition, a tool for plotting the
hexagonal raster is also included.
- This version does not contain examples of all the theoretical and numerical
results from the article. Readers who are interested in these examples are
asked to email the authors.
- The software is available under GPL license and contains the necessary
documentation for its usage.
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A Essentially Non-Oscillating Extension Al-
gorithm
Here we present some details about the ENO algorithm and we extend it to
a less regular net of points. Let D be a rectangular domain
D := {(x, y) ∈ R2 | a ≤ x ≤ b, c ≤ y ≤ d},
where a, b, c, d are some arbitrarily fixed real numbers. We call a row like
grid in D any set N of the form
N := {Pi,j = (xji , yj) ∈ D | i = 1, Nj, j = 1,M}, (18)
where a <= xj1 < . . . < x
j
Nj
<= b for all j = 1,M and c <= y1 < . . . <
yM <= d. Note that the net has a variable number of knots on the lines
y = yj and distance between two consecutive yk and yk+1 is also variable.
Let L∞(D) be the space of bounded functions on D and R := {g :
N → R} the space of reticulated functions. One defines the restriction
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operator R : L∞(D)→ R by R(G)(Pi,j) = G(Pi,j) for all Pi,j ∈ N . We call
L : R → L∞(D) the extension operator.
To find the extension polynomial at an interval Iξk , one needs to solve the
minimization problem (6) which involves the calculation of the quantity
d kp,q :=
∥∥∥Pf ;(p,q)(k,k+1) −Qfk∥∥∥2L2(Iξk) . (19)
By standard calculation, we have
d kp,q = c ·
(
(λkp,q)
2 + (µkp,q)
2 + 3/2 · λkp,qµkp,q
)
, (20)
where
δkp,q = (ξk+1 − ξk)[ξk; ξk+1; ξp; ξq]f,
λkp,q :=
ξk − ξp
ξk+1 − ξk δ
k
p,q + [ξk; ξk+1; ξp]f,
µkp,q := λ
k
p,q + δ
k
p,q.
(21)
and c is a constant independent of the knots p and q. Using (20) and (21),
the minimization step in the algorithm (6) can be reformulated as:
Find i, j s.t. {(ξi, ξj)} = arg min
ξp,ξq
d kp,q,
with the pair (p, q) ∈ {(k − 2, k − 1), (k − 1, k + 2), (k + 2, k + 3)}.
(22)
Let lξ stand for the 1D continuous extension operator from the space of
reticulated functions to the space of continuous functions. The algorithm to
evaluate the 1D extension operator lξ read as:
31
Algorithm 1. The 1D ENO Algorithm
Data Input: {ξi}i=1,N , f : {ξi}i=1,N → R; ξ.
Data Output: lξ(f)(ξ).
1. Find Iξk such that ξ ∈ Iξk .
2. Define Sξk of the form (5).
3. Find the knots ξi, ξj using (22).
4. Set lξ(f)(ξ) := Pf ;(i,j)(k,k+1)(ξ).
Note that the extension 1D ENO algorithm can also be applied for the
points ξ outside the interval [ξ1, ξN ], using the following formula
lξ(f)(ξ) =

Pf ;(3,4)(1,2) (ξ), for ξ < ξ1
Pf ;(N−3,N−2)(N−1,N) (ξ), for ξ > ξN
. (23)
Now, having the 1D ENO scheme (22) and (23), one can set up the algorithm
to define the 2D extension operator L.
Algorithm 2. The 2D ENO Algorithm
Data Input: D,N , g : N → R; (x, y) ∈ D
Data Output: L(g)(x, y).
1. Find Iyk such that y ∈ Iyk .
2. Define Syk of the form (5).
3. For each m s.t. ym ∈ Syk , using Algorithm 1, calculate
fm(x) := lx(g(·, ym))(x)
4. Set L(g)(x, y) := ly(f(x, ·))
∣∣∣
Iyk
(y).
In this algorithm, lx and ly denotes the 1D extension operators with
respect to Ox and Oy knots, respectively. The notation lx(g(·, ym)) from
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Step 3 reads as follows: the extension operator lx acts on the reticulated
function g(·, ym) having the values g(xmi , ym) on the Ox knots {xmi }i=1,Nm .
Also, f(x, ·) from Step 4 represents the reticulated function having the values
f(x, ym) = fm(x) on the Oy knots ym ∈ Syk .
Remark 1 Essentially, the 2D ENO extension operator L is given by
L(g) := (ly ◦ lx)(g).
For the 2D ENO extension function the following properties hold:
1. L(g)(Pij) = g(Pij), for all g ∈ R.
2. L(G)=G, for all G ∈ pi3,3
3. L(g) is always continuous with respect to y and continuous with respect
to x except for a finite number of points.
4. If when on Step 4 of Algorithm 2 the problem (22) does not have a
unique solution for a particular x, then (x, y) is possibly a discontinuity
point of the extension function g˜. Otherwise, g˜ is locally continuous at
(x, y).
Remark 2 Algorithm 1 and Algorithm 2 can be easily adapted for the OF
interpolation method.
B Details on test rasters from Section 4.1.2
The test rasters we used in Section 4.1.2 are constructed as it follows.
Let δ be the cell size of the square basis raster, and m, n some positive
integers. In order to construct a square test raster, we randomly eliminate
rows of cells except the top and bottom rows, such that the distance between
any two consecutive remaining rows does not exceed mδ. Then, for each
of the remaining rows, we randomly eliminate cells except the first and last
ones, such that the distance between any two consecutive remaining cells
does not exceed nδ. The Figure 11 gives the correspondence between the
test index α and the parameters m, n, and an example of a possible point
distribution of the kept data in the grid for such test.
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Figure 11: The correspondence between the test raster index α and the parameters m,
n, and a snapshot example (the lower left corner) of a point distribution in the grid for
α = 5 and δ = 10 m.
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