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Abstract
We study the global existence and decay estimates for nonlinear wave
equations with the space-time dependent dissipative term in an exterior
domain. The linear dissipative effect may vanish in a compact space
region. Moreover the nonlinear terms need not divergence form. For
getting the higher order energy estimates, we introduce an argument using
the rescaling. The method is useful to control derivatives of the dissipative
coefficient.
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1 Introduction
Let d ≥ 2 and Ω = Rd/O, where O is a star-shaped domain with a smooth
and compact boundary ∂Ω. Moreover we assume that O contains the origin. In
this paper, we consider the initial-boundary value problem for nonlinear wave
equations with the space-time dependent dissipative term:
(DW)


(∂2t −△+B(t, x)∂t)u(t, x) = F (∂u, ∂
2u) (t, x) ∈ [0,∞)× Ω,
u(0, x) = u0(x), ∂tu(0, x) = u1(x) x ∈ Ω,
u(t, x) = 0 (t, x) ∈ [0,∞)× ∂Ω,
where u = (u1, · · · , ud), ∇ = (∂x1 , · · · , ∂xd) and ∂ = (∂t,∇). The initial data
(u0, u1) belongs to H
L(Ω)×HL−1(Ω) and satisfies the compatibility condition
of order L − 1. HL(Ω) is the Sobolev space in Ω. We make the following
assumptions for the space-time dependent damping coefficient matrix B(t, x) =
(Bpq(t, x))p,q=1,··· ,d:
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(B0) Bpq belong to B
∞([0,∞)×Ω), where B∞ is the function space of smooth
functions with bounded derivatives.
(B1) B(t, x) is nonnegative definite in [0,∞)× Ω.
(B2) ∂tB(t, x) is nonpositive definite in [0,∞)× Ω.
(B3) There exist b0 > 0 and R > 0 such that
d∑
p,q=1
Bpq(t, x)ηpηq ≥ b0|η|
2 (t ∈ [0,∞), |x| ≥ R, η ∈ Rd).
As is in (B3), dissipative term works on |x| ≥ R. This means that dissipative
effect may vanish in a compact space region.
We treat quadratic nonlinear terms. In what follows, ∂0 means ∂t and ∂j(j =
1, 2, · · · , d) means ∂xj . Assume that F is of the form
F (∂u, ∂2u) =

F˜i(∂u) +
d∑
j=1
∑
0≤a,b≤d
cabij (∂u)∂a∂bu
j


i=1,··· ,d
,
which satisfy
cabij = c
ba
ji , (1.1)
|Dαξ F˜i(ξ)| ≤ Cα,p1 |ξ|
max{0,p1−|α|} (ξ ∈ Rd × Rd+1, |α| ≤ L− 1) (1.2)
and
|Dαξ c
ab
ij (ξ)| ≤ Cα,p2 |ξ|
max{0,p2−1−|α|} (ξ ∈ Rd × Rd+1, |α| ≤ L− 1) (1.3)
for some pl ≥ 2 (l = 1, 2). The main objective of this paper is to prove the
global existence and decay estimate to (DW).
In the case of the coefficient function B vanishes, (DW) become the nonlinear
wave equations. Then it is well known that no matter how small the initial data,
there do not exist globally defined smooth solutions in general (e.g.[3], [5], [7]).
If F has the ”Null condition” then (DW) has a global smooth solution for
sufficiently smooth and small the initial data (e.g.[8], [15]).
In the case of the coefficient function B ≡ Const > 0, there are many re-
sults ([6], [10] etc.). When linear or semilinear version, it is known that the
asymptotic profile of the solution to (DW) is given by the corresponding solu-
tion of heat equation (e.g. [13], [14] etc.). Such a property is called the diffusion
phenomenon. Recently, there are many research concerning the diffusion phe-
nomenon for the nonuniform dissipation. When the dissipation depends on
space variable B = B(x), Todorova and Yordanov consider like B = (1+ |x|)−γ
to linear and semilinear version in [16], [17]. They show that if 0 ≤ γ < 1
then the solution to (DW) have some decay estimates, indeed Wakasugi [18]
confirms the diffusion phenomenon recently. When the dissipation depend on
time variable B = B(t), Wirth [20] proves that if tB(t)→ +∞ and B ∈ L1 then
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the solution to (DW) satisfy the decay estimate like corresponding solution to
heat equation. On the other hand, Mochizuki [11] consider the scattering for
the free wave equation when B depends time-space variable. He prove that if
there exist ξ, η ∈ L1 and small ε such that
|B(t, x)| ≤ εξ(|x|) + η(t), ξ, η ≥ 0, ξ′ ≤ 0, ξ′2 ≤ 2ξξ′′
then the solution to (DW) close to the free wave equation. We remark that
B(t, x) = (1 + t)−α(1 + |x|)−β , α+ β > 1 is a sufficient condition of above the
conditions.
Now we consider the nonuniform dissipative term which doesn’t decay near
infinity but vanishes in a compact region. Nakao [12] gets the energy decay
estimates like E(u(t)) = O((1 + t)−1) when B depends on space variable only,
where E(u(t)) is the standard energy of wave equations. Furthermore, Ikehata
[2] get the decay estimates as ‖u(t)‖2L2(Ω) = O((1 + t)
−1) and E(u(t)) = O((1+
t)−2) with the additional condition for the initial data. Those results mostly
deal with the linear and the semilinear problem. For quasilinear version with
divergence form, Nakao [12] consider the equation
∂2t u− div{σ(|∇
2u|)∇u}+ a(x)∂tu = 0, (1.4)
where σ is a smooth function like σ(x) = (1 + |x|)−
1
2 . Then the nonlinearity
order p satisfy p ≥ 3. Besides, the author of the present paper deals with
p = 2 and prove the decay estimates in [19]. Moreover there is no result when B
depend space-time variables. In this paper, we assume the space-time dependent
dissipation B effective near the space infinity, even if the nonlinear terms F have
no ”null condition” and ”divergence form”.
First, we get the global existence as follows:
Theorem 1.1. Let L ≥ [d2 ] + 3. Then there exists a small constant δˆ > 0 such
that if the initial data (u0, u1) ∈ H
L(Ω) × HL−1(Ω) satisfy the compatibility
condition of order L− 1 and
‖(u0, u1)‖HL(Ω)×HL−1(Ω) ≤ δ, (1.5)
then there exists a unique global solution to (DW) in
⋂L−1
j=0 C
j([0,∞);HL−j(Ω)∩
H10 (Ω))
⋂
CL([0,∞);L2(Ω)).
In the proof of Theorem 1.1, we use higher order energies (see for instance
[5],[15]) and the rescaling (see section 2). Note that if B = Const > 0, we
can prove theorem 1.1 under the assumption ‖(∇u0, u1)‖HL−1(Ω)×HL−1(Ω) ≤ δˆ
instead of (1.5), i.e. the smallness of ‖u0‖L2(Ω) is also needed for the case of
nonuniform dissipative term.
Next, we also prove the decay estimate as follows:
Theorem 1.2. In addition to the assumptions in Theorem 1.1, we assume (H1)
and (H2).
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(H1) ‖d0(·){B(0)u0 + u1}‖L2(Ω) <∞.
(H2)
∫ ∞
0
‖d0(·)∂tB(s)‖L∞(Ω)ds <∞,
where d0 : R
d → R is defined by
d0(x) =
{
|x| (d ≥ 3),
|x| log(A|x|) (d = 2)
(1.6)
with a constant A satisfying infx∈ΩA|x| ≥ 2. Furthermore if d = 2, we also
assume (H3).
(H3) There exists M such that suppu0 ∪ suppu1 ⊂ {x ∈ Ω : |x| ≤M}.
Then the global solution u to (DW) satisfy following estimates:
L−1∑
µ=0
‖(∂µt u(t), ∂
µ+1
t u(t))‖
2
HL−µ(Ω)×HL−µ−1(Ω) ≤ E0(1 + t)
−1 (1.7)
and
‖(∇u(t), ∂tu(t))‖
2
L2(Ω)×L2(Ω) ≤ E0(1 + t)
−2, (1.8)
where E0 is a constant depend on (u0, u1) and M .
Theorem 1.2 is the decay estimate which correspond to the result of Ikehata
[2].
The paper is organized as follows. In section 2 we prepare some known lem-
mas and the rescaling function. In section 3 we prove the high energy estimates
to (DW) and the theorem 1.1. In the proof, the rescaling argument plays an
important role. In section 4 we prove the Theorem 1.2.
2 Preliminaries
We consider the rescaling to (DW). Let u be the solution to (DW). We define
v(t, x) = λ−1u (λt, λx) (λ > 0), then v satisfies
∂2t v(t, x) −△v(t, x) = λ
{
∂2t u (λt, λx) −△u (λt, λx)
}
= −λB (λt, λx) ∂tu (λt, λx) + λF (∂u(λt, λx), ∂∇u(λt, λx))
= −λB (λt, λx) ∂tv(t, x) + Fλ(∂v(t, x), ∂∇v(t, x)),
where (Fλ)i(∂v, ∂∇v) = (F˜λ)i(∂v) +
d∑
j=1
∑
0≤a,b≤d
cabij (∂v)∂a∂bvj and F˜λ(∂v) =
λF˜ (∂v).
So v is the solution to the following initial-boundary value problem (DW)λ:
(DW)λ


(∂2t −△+Bλ(t, x)∂t)v = Fλ(∂v, ∂∇v) [0,∞)× Ωλ,
v(0, x) = v0(x), ∂tv(0, x) = v1(x) x ∈ Ωλ,
v(t, x) = 0 (t, x) ∈ [0,∞)× ∂Ωλ,
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where Ωλ = {x : λx ∈ Ω}, Bλ(t, x) = λB (λt, λx) , v0(x) = λ
−1u0(λx), v1(x) =
u1(λx). Then Bλ satisfy following (B1)λ - (B3)λ instead of (B1) - (B3).
(B1)λ Bλ(t, x) is nonnegative in [0,∞)× Ωλ,
(B2)λ ∂tBλ(t, x) is nonpositive in [0,∞)× Ωλ,
(B3)λ There exist b0 > 0 and R > 0 such that
∑
p,q=1,··· ,d
(Bλ(t, x))pqηpηq ≥ λb0|η|
2 (t ∈ [0,∞), |x| ≥
R
λ
, η ∈ Rd).
Furthermore Bλ satisfies
(B4)λ ‖∂
αBλ‖L∞([0,∞)×Ωλ) ≤ λ
|α|+1‖∂αB‖L∞([0,∞)×Ω).
We consider (DW)λ instead of (DW). Throughout this paper, ‖·‖p = ‖·‖Lp(Ωλ),
‖ · ‖Hl = ‖ · ‖Hl(Ωλ) and 〈·, ·〉 stands for L
2(Ωλ)-inner product.
First, we introduce some known results. First we prepare following lemmas
for estimating nonlinear terms.
Lemma 2.1 (Sobolev’s lemma). There exists a constant Cλ > 0 such that
‖f‖∞ ≤ Cλ‖f‖
H
[ d2 ]+1
(f ∈ H [
d
2 ]+1(Ωλ)).
Lemma 2.2 (Elliptic estimate). There exists Cλ > 0 such that for any ϕ ∈
Hm(Ωλ) ∩H
1
0 (Ωλ) with an integer m ≥ 2, we have∑
|α|=m
‖∇αϕ‖2 ≤ Cλ(‖△ϕ‖Hm−2 + ‖∇ϕ‖2).
Next, we prepare the Poincare type inequality associated with Bλ.
Lemma 2.3 (Poincare type inequality). There exists a constant C1 ≥ 1/4 such
that
‖f‖22 ≤ λ
−1C1〈f,Bλf〉+ λ
−2C1‖∇f‖
2
2 (f ∈ H
1
0 (Ωλ), λ > 0) (2.1)
Proof. We define Ur = {x ∈ Ωλ : |x| ≤ r}. Using Poincare inequality, we obtain
the following estimate:∫
Ur
|f(x)|2dx ≤ r2
∫
Ur
|∇f(x)|2dx (f ∈ H10 (Ur)).
Let f ∈ H10 (Ωλ) and ρ ∈ C
∞
0 (R
d) be a function satisfying 0 ≤ ρ ≤ 1, ρ(x) =
1(|x| ≤ 1), ρ(x) = 0(|x| ≥ 32 ) . We define ρλ(x) = ρ(
λx
R
) for λ > 0, then because
of ρλf ∈ H
1
0 (U 2R
λ
) we have
‖f‖22 =
∫
Ωλ
|ρλ(x)f(x)|
2dx+
∫
Ωλ
(1− |ρλ(x)|
2)|f(x)|2dx
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=∫
U 2R
λ
|ρλ(x)f(x)|
2dx+
∫
|x|≥R
λ
(1− |ρλ(x)|
2)|f(x)|2dx
≤
4R2
λ2
∫
U 2R
λ
|∇(ρλ(x)f(x))|
2dx+
∫
|x|≥R
λ
|f(x)|2dx
≤
4R2
λ2
∫
R
λ
≤|x|≤ 2R
λ
|∇ρλ(x)|
2|f(x)|2dx+
4R2
λ2
∫
U 2R
λ
|ρλ(x)|
2|∇f(x)|2dx
+
∫
|x|≥R
λ
|f(x)|2dx
≤
(
4R2‖∇ρ‖2∞ + 1
) ∫
|x|≥R
λ
|f(x)|2dx+
4R2
λ2
∫
Ωλ
|∇f(x)|2dx
≤
4R2‖∇ρ‖2∞ + 1
b0λ
〈f,Bλf〉+
4R2
λ2
‖∇f‖22.
Hence we get (2.1).
Finally, we introduce Hardy inequality and Gagliardo-Nirenberg inequality.
We need these in the proof of Theorem 1.2 in section 4.
Lemma 2.4 (Hardy inequality; see for instance [1]). Let d ≥ 2. There exists a
constant Cλ > 0 such that any f ∈ H
1
0 (Ωλ) satisfies∥∥∥∥ fd0
∥∥∥∥
2
≤ Cλ‖∇f‖2,
where d0 is defined by (1.6).
Lemma 2.5 (Gagliardo-Nirenberg inequality). Assume 1 ≤ q < d and 1
r
=
1
q
− 1
d
. Then there exists a constant Cλ > 0 such that
‖f‖r ≤ Cλ‖∇f‖q (f ∈ C
∞
0 (Ωλ)).
3 Energy estimates
In this section, we give a proof of the high order energy estimates.
First we introduce some notations. The energy E(v(t)) and the higher order
energies Zm(v(t)), Z(v(t)) are defined by
E(v(t)) =
1
2
{‖∂tv(t)‖
2
2 + ‖∇v(t)‖
2
2}, (3.1)
Zm(v(t)) =
L−1−m∑
µ=0
{
‖∇∂µt v(t)‖
2
Hm + ‖∂
µ+1
t v(t)‖
2
Hm
}
(0 ≤ m ≤ L− 1) (3.2)
and
Z(v(t)) =
L−1∑
m=0
Zm(v(t)). (3.3)
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We sometimes omit t or v(t). Note that ‖v‖22 + ZL−1(v) = ‖(v, ∂tv)‖
2
HL×HL−1
holds. The following result concerning local existence is standard:
Proposition 3.1 (Local existence; for instance [4] or [12]). Let L ≥
[
d
2
]
+3 and
assume that ∂Ωλ is smooth. Furthermore we assume the initial date (v0, v1) ∈
HL(Ωλ)×H
L−1(Ωλ) satisfies the compatibility condition of order L−1 associated
with the (DW)λ. Then there exists a unique local solution to (DW)λ in
XT :=
L−1⋂
j=0
Cj([0, T );HL−j(Ωλ) ∩H
1
0 (Ωλ))
⋂
CL([0, T );L2(Ωλ)),
where T depend on ‖(v0, v1)‖HL×HL−1 .
We define the function spaces XTδ and Xδ as follows:
XTδ =
{
v ∈ XT : ‖v(t)‖22 + Z(v(t)) ≤ δ
2 (0 ≤ t ≤ T )
}
and
Xδ =
{
v ∈ X∞ : ‖v(t)‖22 + Z(v(t)) ≤ δ
2 (0 ≤ t <∞)
}
.
This section, we prove the following proposition:
Proposition 3.2. There exist 0 < λ < 1 and δ = δ(λ) such that the local
solution v ∈ XTδ to (DW)λ satisfies
‖v(t)‖22 + Z(v(t)) +
∫ t
0
Z(v(s))ds ≤ Cλ‖(v0, v1)‖
2
HL×HL−1 . (3.4)
If Proposition 3.2 is holds, then we can prove Theorem 1.1. Indeed, using
Proposition 3.1 and Proposition 3.2, we can prove the unique global existence
theorem to (DW)λ by standard continuation argument. Furthermore we put
u(t, x) := λv(λ−1t, λ−1x), it is easy to see u satisfies the statement of Theorem
1.1.
In order to show Proposition 3.2, we only need the estimates of Z0. Indeed
we can prove the next lemma (see for instance [5].).
Lemma 3.3. For any λ > 0 there exist δ = δ(λ) and Cλ > 0 such that a local
solution v ∈ XTδ to (DW)λ satisfy the following estimates:
Z(v(t)) ≤ CλZ0(v(t)) (t ∈ [0, T )) (3.5)
and
Z(v(t)) ≤ CλZL−1(v(t)) (t ∈ [0, T )). (3.6)
Proof. Let v ∈ XTδ is a solution to (DW)λ. First, we prove (3.5). For 1 ≤ m ≤
L− 1, it hold that
Zm =
L−1−m∑
µ=0

‖∇∂µt v‖22 +
∑
2≤|a|≤m+1
‖∂µt ∇
av‖22 + ‖∂
µ+1
t v‖
2
Hm


7
≤ C

Z0 +
L−1−m∑
µ=0
∑
2≤|a|≤m+1
‖∂µt ∇
av‖22 + Zm−1

 .
Using Lemma 2.2 and (DW)λ, we get
L−1−m∑
µ=0
∑
2≤|a|≤m+1
‖∂µt ∇
av‖22 ≤ Cλ
L−1−m∑
µ=0
(
‖∂µt △v‖
2
Hm−1 + ‖∂
µ
t ∇v‖
2
2
)
≤ Cλ
L−1−m∑
µ=0
(
‖∂µ+2t v‖
2
Hm−1 + ‖∂
µ
t (Bλ∂tv)‖
2
Hm−1 + ‖∂
µ
t Fλ‖
2
Hm−1 + ‖∂
µ
t ∇v‖
2
2
)
.
It is easy to see that
L−1−m∑
µ=0
‖∂µ+2t v‖
2
Hm−1 ≤ Zm−1,
L−1−m∑
µ=0
‖∂µt ∇v‖
2
2 ≤ Z0
and
L−1−m∑
µ=0
‖∂µt (Bλ∂tv)‖
2
Hm−1 ≤ CλZm−1.
Furthermore applying Lemma A.1 and Lemma A.2 to the nonlinear terms, we
get
Zm(v(t)) ≤ CλZ0(v(t)) + CλZm−1(v(t))) + CλZ(v(t))
2
≤ CλZ0(v(t)) + CλZm−1(v(t))) + Cλδ
2Z(v(t)).
Therefore we obtain inductively that
Z(v(t)) =
L−1∑
m=0
Zm(v(t)) ≤ CλZ0(v(t)) + Cλδ
2Z(v(t)).
Choosing δ small enough depending on λ, we get (3.5).
Next, we prove (3.6). Using the same way as for the proof of (3.5), for
0 ≤ m ≤ L− 3, we have
Zm =
L−1−m∑
µ=0
{
‖∇∂µt v‖
2
Hm + ‖∂
µ+1
t v‖
2
Hm
}
=
1∑
µ=0
‖∇∂µt v‖
2
Hm +
L−1−m∑
µ=2
‖∇∂µt v‖
2
Hm + ‖∂tv‖
2
Hm +
L−1−m∑
µ=1
‖∂µ+1t v‖
2
Hm
≤ CZL−1(v)
+ C
L−1−m∑
µ=2
(
‖∇∂µ−2t △v‖
2
Hm + ‖∇∂
µ−2
t (Bλ∂tv)‖
2
Hm + ‖∇∂
µ−2
t Fλ‖
2
Hm
)
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+ C
L−1−m∑
µ=1
(
‖∂µ−1t △v‖
2
Hm + ‖∂
µ−1
t (Bλ∂tv)‖
2
Hm + ‖∂
µ−1
t Fλ‖
2
Hm
)
≤ Cλ
(
ZL−1 + Zm+1 + Zm+2 + δ
2Z
)
.
Similarly we can get ZL−2 ≤ CλZL−1 + Cλδ
2Z, thus it follows that
Z(v(t)) =
L−1∑
m=0
Zm(v(t)) ≤ CλZL−1(v(t)) + Cλδ
2Z(v(t)).
Choosing δ small enough depend on λ, we get (3.6). This completes the proof
of Lemma 3.3.
We consider the estimates of Z0(v(t)).
Lemma 3.4. Let µ ≤ L − 1 and λ ≤ 1. Then there exists a constant C > 0
such that a local solution v to (DW)λ satisfy
d
dt
E(∂µt v) + 〈∂
µ+1
t v,Bλ∂
µ+1
t v〉 ≤ Cλ
2Z0(v) + 〈∂
µ+1
t v, ∂
µ
t Fλ〉, (3.7)
d
dt
{〈∂µt v, ∂
µ+1
t v〉+
1
2
〈∂µt v,Bλ∂
µ
t v〉} + ‖∇∂
µ
t v‖
2
2 − ‖∂
µ+1
t v‖
2
2 (3.8)
≤ Cλ2Z0(v) + 〈∂
µ
t v, ∂
µ
t Fλ〉
and for any K > 0, it holds that
d
dt
〈∂µ+1t v, [h;∇∂
µ
t v]〉 (3.9)
+
∫
Ωλ
(
dφ+ |x|φ′
2
)
|∂µ+1t v|
2dx+
∫
Ωλ
(
(2− d)φ+ |x|φ′
2
)
|∇∂µt v|
2dx
≤
1
2
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS +
K
4
〈∂µ+1t v,Bλ∂
µ+1
t v〉
+
‖B‖L∞([0,∞)×Ω)b
2
0R
2
λK
‖∇∂µt v‖
2
2 + CλZ0(v) + 〈∂
µ
t Fλ, [h;∇∂
µ
t v]〉,
where σ is the outward pointing unit normal vector of ∂Ωλ,
φ(r) =
{
b0, (r ≤
R
λ
)
b0R
λr
, (r ≥ R
λ
)
, h(x) = xφ(|x|) (3.10)
and [h;∇g] : Rd → Rd is defined by
([h;∇g])i(x) = h(x) · ∇gi(x) (i = 1, 2, · · · , d)
for any g : Rd → Rd.
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Proof. Let 0 ≤ µ ≤ L − 1 and λ ≤ 1. First, we prove (3.7). Applying ∂µt to
(DW) and taking inner product it by ∂µ+1t u, we have
d
dt
E(∂µt v) + 〈∂
µ+1
t v,Bλ∂
µ+1
t v〉 (3.11)
= −
∑
1≤ν≤µ
(
µ
ν
)
〈∂µ+1t v, ∂
ν
t Bλ∂
µ−ν+1
t v〉+ 〈∂
µ+1
t v, ∂
µ
t Fλ〉,
where we use
∂µt v = 0 on ∂Ωλ. (3.12)
Note that even if µ = 0, (3.11) holds in the sense of the first term in the right-
hand side to be zero. Since λ ≤ 1, the definition of Z0 and condition (B4)λ
imply that
−
∑
1≤ν≤µ
(
µ
ν
)
〈∂µ+1t v, ∂
ν
t Bλ∂
µ−ν+1
t v〉 ≤ CZ0
∑
1≤ν≤µ
‖∂νt Bλ‖∞ ≤ Cλ
2Z0,
thus we obtain (3.7).
Second, we prove (3.8). Applying ∂µt to (DW) and taking inner product it
by ∂µt u, we have
d
dt
{〈∂µt v, ∂
µ+1
t v〉+
1
2
〈∂µt v,Bλ∂
µ
t v〉} + ‖∇∂
µ
t v‖
2
2 − ‖∂
µ+1
t v‖
2
2
= 〈∂µt v, ∂
µ+2
t v〉+ 〈∂
µ
t v,Bλ∂
µ+1
t v〉+ ‖∇∂
µ
t v‖
2
2 +
1
2
〈∂µt v, ∂tBλ∂
µ
t v〉
= −
∑
1≤ν≤µ
(
µ
ν
)
〈∂µt v, ∂
ν
t Bλ∂
µ−ν+1
t v〉+
1
2
〈∂µt v, ∂tBλ∂
µ
t v〉+ 〈∂
µ
t v, ∂
µ
t Fλ〉
≤ Cλ2Z0 + 〈∂
µ
t v, ∂
µ
t Fλ〉,
where we use assumption (B2)λ. It means that (3.8) holds.
Finally, we prove (3.9). Applying ∂µt to (DW)λ and taking inner product
(DW) by [h;∇∂µt v] we obtain
〈∂µ+2t v, [h;∇∂
µ
t v]〉 − 〈△∂
µ
t v, [h;∇∂
µ
t v]〉+ 〈Bλ∂
µ+1
t v, [h;∇∂
µ
t v]〉 (3.13)
= −
∑
1≤ν≤µ
(
µ
ν
)
〈∂νt Bλ∂
µ−ν+1
t v, [h;∇∂
µ
t v]〉+ 〈∂
µ
t Fλ, [h;∇∂
µ
t v]〉
Noting
∇∂µt v
k = σ · ∇∂µt v
kσ on ∂Ωλ, (3.14)
we obtain
〈∂µ+2t v, [h;∇∂
µ
t v]〉 −
d
dt
〈∂µ+1t v, [h;∇∂
µ
t v]〉 = −
d∑
i,k=1
∫
Ωλ
∂µ+1t v
k∂i∂
µ+1
t v
khidx
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= −
1
2
∫
Ωλ
h · ∇|∂µ+1t v|
2dx =
1
2
∫
Ωλ
divh|∂µ+1t v|
2dx
and
−〈△∂µt v, [h;∇∂
µ
t v]〉
=
d∑
k=1
∫
Ωλ
∇∂µt v
k · ∇(h · ∇∂µt v
k)dx−
d∑
k=1
∫
∂Ωλ
σ · ∇∂µt v
kh · ∇∂µt v
kdS
=
d∑
i,j,k=1
∫
Ωλ
∂j∂
µ
t v
k∂i∂
µ
t v
k∂ih
jdx +
1
2
∫
Ωλ
h · ∇|∇∂µt v|
2dx
−
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS
=
d∑
i,j,k=1
∫
Ωλ
∂j∂
µ
t v
k∂i∂
µ
t v
k∂ih
jdx −
1
2
∫
Ωλ
divh|∇∂µt v|
2dx
−
1
2
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS.
Therefore we get from (3.13) that
d
dt
〈∂µ+1t v, [h;∇∂
µ
t v]〉+
1
2
∫
Ωλ
(|∂µ+1t v|
2 − |∇∂µt v|
2)divhdx (3.15)
+
d∑
i,j,k=1
∫
Ωλ
∂j∂
µ
t v
k∂i∂
µ
t v
k∂ih
jdx
=
1
2
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS − 〈Bλ∂
µ+1
t v, [h;∇∂
µ
t v]〉
−
∑
1≤ν≤µ
(
µ
ν
)
〈∂νt Bλ∂
µ−ν+1
t v, [h;∇∂
µ
t v]〉+ 〈∂
µ
t Fλ, [h;∇∂
µ
t v]〉.
Now we remark that

∂hi
∂xj
= δijφ(|x|) + φ
′(|x|)
xixj
|x|
,
divh(x) = dφ(|x|) + φ′(|x|)|x|,
‖h‖∞ ≤
b0R
λ
and ‖∇h‖∞ ≤ 2b0.
(3.16)
hold. Using (3.16) and φ′(r) ≤ 0, we obtain
d∑
i,j,k=1
∫
Ωλ
∂j∂
µ
t v
k∂i∂
µ
t v
k∂ih
jdx
=
d∑
i,k=1
∫
Ωλ
|∂i∂
µ
t v
k|2φdx +
d∑
i,j,k=1
∫
Ωλ
∂j∂
µ
t v
k∂i∂
µ
t v
kφ′
xixj
|x|
dx
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=∫
Ωλ
|∇∂µt v|
2φdx+
d∑
k=1
∫
Ωλ
|x · ∇∂µt v
k|2φ′
1
|x|
dx
≥
∫
Ωλ
{φ+ |x|φ′}|∇∂µt v|
2dx.
These estimates and (3.15) imply that
d
dt
〈∂µ+1t v, [h;∇∂
µ
t v]〉 (3.17)
+
∫
Ωλ
(
(dφ+ |x|φ′)
2
)
|∂µ+1t v|
2dx+
∫
Ωλ
(
(2 − d)φ+ |x|φ′
2
)
|∇∂µt v|
2dx
≤
1
2
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS − 〈Bλ∂
µ+1
t v, [h;∇∂
µ
t v]〉
−
∑
1≤ν≤µ
(
µ
ν
)
〈∂νt Bλ∂
µ−ν+1
t v, [h;∇∂
µ
t v]〉+ 〈∂
µ
t Fλ, [h;∇∂
µ
t v]〉.
Let we estimate for the right side of (3.17). We calculate
|〈Bλ∂
µ+1
t v, [h;∇∂
µ
t v〉| = |〈
√
Bλ∂
µ+1
t v,
√
Bλ[h;∇∂
µ
t v]〉| (3.18)
≤
K
4
‖
√
Bλ∂
µ+1
t v‖
2
2 +
1
K
‖
√
Bλ[h;∇∂
µ
t v]‖
2
2
≤
K
4
〈∂µ+1t v,Bλ∂
µ+1
t v〉+
‖B‖L∞([0,∞)×Ω)b
2
0R
2
λK
‖∇∂µt v‖
2
2,
∣∣∣∣∣∣
∑
1≤ν≤µ
(
µ
ν
)
〈∂νt Bλ∂
µ−ν+1
t v, [h;∇∂
µ
t v]〉
∣∣∣∣∣∣ (3.19)
≤ C
∑
1≤ν≤µ
‖∂νt Bλ‖∞‖h‖∞‖∂
µ−ν+1
t v‖2‖∇∂
µ
t v‖2 ≤ CλZ0.
where we use (B1)λ, (B4)λ and (3.16). Combining estimates (3.17) - (3.19), we
get (3.9). This completes the proof of Lemma 3.4.
We define G(v(t)) by
G(v(t)) =
C0
2λ
Z0(v(t)) +
b0(2d− 1)
4
L−1∑
µ=0
〈∂µ+1t v(t), ∂
µ
t v(t)〉 (3.20)
+
b0(2d− 1)
8
L−1∑
µ=0
〈∂µt v(t), Bλ(t)∂
µ
t v(t)〉 +
L−1∑
µ=0
〈∂µ+1t v(t), [h;∇∂
µ
t v(t)]〉,
where
C0 = max
{
4b0R+
C1b0(2d− 1)
2
, d, ‖B‖L∞([0,∞)×Ω)b
2
0R
2 ×
8
b0
}
. (3.21)
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Lemma 3.5. There exists a constant 0 < λ < 1 such that the local solution v
to (DW)λ satisfies
d
dt
G(v(t)) +
b0
16
Z0(v(t)) (3.22)
≤
1
2
L−1∑
µ=0
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS + C¯λ
L−1∑
µ=0
〈∂µt Fλ, ∂
µ+1
t v + ∂
µ
t v + [h;∇∂
µ
t v]〉,
where C¯λ =
C0
λ
+
b0(2d− 1)
4
+ 1.
Proof. Let µ ≤ L−1 and K ≥ d
λ
. Calculating K×(3.7)+ b0(2d−1)4 ×(3.8)+(3.9),
we have
d
dt
{
KE(∂µt v) +
b0(2d− 1)
4
〈∂µ+1t v, ∂
µ
t v〉 (3.23)
+
b0(2d− 1)
8
〈∂µt v,Bλ∂
µ
t v〉+ 〈∂
µ+1
t v, [h;∇∂
µ
t v]〉
}
+K〈∂µ+1t v,Bλ∂
µ+1
t v〉 −
b0(2d− 1)
4
‖∂µ+1t v‖
2
2 +
∫
Ωλ
(
dφ+ |x|φ′
2
)
|∂µ+1t v|
2dx
+
b0(2d− 1)
4
‖∇∂µt v‖
2
2 +
∫
Ωλ
(
(2− d)φ+ |x|φ′
2
)
|∇∂µt v|
2dx
≤
K
4
〈∂µ+1t v,Bλ∂
µ+1
t v〉+
‖B‖L∞([0,∞)×Ω)b
2
0R
2
λK
‖∇∂µt v‖
2
2
+
1
2
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS + Cλ2Z0
(
K +
b0(2d− 1)
4
+
1
λ
)
+
(
K +
b0(2d− 1)
4
+ 1
)
〈∂µt Fλ, ∂
µ+1
t v + ∂
µ
t v + [h;∇∂
µ
t v]〉.
Using (B3)λ, K ≥
d
λ
, φ ≥ 0 and
rφ′(r) =
{
0, (r < R
λ
)
−φ(r), (r > R
λ
),
we obtain
K〈∂µ+1t v,Bλ∂
µ+1
t v〉 −
b0(2d− 1)
4
‖∂µ+1t v‖
2
2 +
∫
Ωλ
{
dφ+ |x|φ′
2
}
|∂µ+1t v|
2dx
≥
K
2
〈∂µ+1t v,Bλ∂
µ+1
t v〉+
∫
UR
λ
(
−
b0(2d− 1)
4
+
db0
2
)
|∂µ+1t v|
2dx
+
∫
|x|≥R
λ
(
λb0K
2
−
b0(2d− 1)
4
+
d− 1
2
φ
)
|∂µ+1t v|
2dx
≥
K
2
〈∂µ+1t v,Bλ∂
µ+1
t v〉+
b0
4
‖∂µ+1t v‖
2
2 (3.24)
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and
b0(2d− 1)
4
‖∇∂µt v‖
2
2 +
∫
Ωλ
(2 − d)φ+ |x|φ′
2
|∇∂µt v|
2dx (3.25)
=
∫
UR
λ
(
b0(2d− 1)
4
+
(2 − d)b0
2
)
|∇∂µt v|
2dx
+
∫
|x|≥R
λ
(
b0(2d− 1)
4
+
(1 − d)
2
b0R
λ|x|
)
|∇∂µt v|
2dx ≥
b0
4
‖∇∂µt v‖
2
2.
Combining (3.23), (3.24) and (3.25), we have
d
dt
{
KE(∂µt v) +
b0(2d− 1)
4
〈∂µ+1t v, ∂
µ
t v〉
+
b0(2d− 1)
8
〈∂µt v,Bλ∂
µ
t v〉+ 〈∂
µ+1
t v, [h;∇∂
µ
t v]〉
}
+
b0
4
{‖∂µ+1t v‖
2
2 + ‖∇∂
µ
t v‖
2
2}
≤
‖B‖L∞([0,∞)×Ω)b
2
0R
2
λK
‖∇∂µt v‖
2
2 +
1
2
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS
+ Cλ2Z0(v)
(
K +
b0(2d− 1)
4
+
1
λ
)
+
(
K +
b0(2d− 1)
4
+ 1
)
〈∂µt Fλ, ∂
µ+1
t v + ∂
µ
t v + [h;∇∂
µ
t v]〉.
Let K = C0
λ
and sum up µ from 0 to L− 1. Then we get
d
dt
G(v) +
b0
8
Z0(v) ≤ CλZ0(v)
+
1
2
L−1∑
µ=0
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS + C¯λ
L−1∑
µ=0
〈∂µt Fλ, ∂
µ+1
t v + ∂
µ
t v + [h;∇∂
µ
t v]〉,
where we use (3.21). We choose λ satisfies small such that λ satisfies Cλ ≤ b016 .
Then we obtain
d
dt
G(v) +
b0
16
Z0(v)
≤
1
2
L−1∑
µ=0
∫
∂Ω
h · σ|σ · ∇∂µt v|
2dS + C¯λ
L−1∑
µ=0
〈∂µt Fλ, ∂
µ+1
t v + ∂
µ
t v + [h;∇∂
µ
t v]〉.
This completes the proof of Lemma 3.5.
We choose the λ sufficiently small to hold the Lemma 3.5. Next Lemma are
the estimates of the nonlinear terms.
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Lemma 3.6. Let µ ≤ L− 1. Then there exists a constant Cλ > 0 such that the
local solution v ∈ XTδ to (DW)λ satisfies
〈∂µ+1t v, ∂
µ
t Fλ〉 ≤ CλδZ0 −
1
2
d∑
i,j=1
∑
1≤a,b≤d
d
dt
∫
Ωλ
∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dx
(3.26)
+
d∑
i,j=1
1
2
d
dt
∫
Ωλ
∂µ+1t v
i∂µ+1t v
jc00ij (∂v)dx,
〈∂µt v, ∂
µ
t Fλ〉 ≤ CλδZ0 +
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
∂µt v
i∂µt ∂bv
jc0bij (∂v)dx (3.27)
and
〈[h;∇∂µt v], ∂
µ
t Fλ〉 ≤ CλδZ0 + Cλδ
∫
∂Ωλ
|h · σ||σ · ∇∂µt v|
2dS (3.28)
+
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
h · ∇∂µt v
i∂µt ∂bv
jc0bij (∂v)dx.
Proof. We may assume that δ < 1. First, we prove (3.26). Using Lemma 3.3
and Lemma A.1, we have
〈∂µ+1t v, ∂
µ
t F˜λ〉 ≤ ‖∂
µ+1
t v‖2‖∂
µ
t F˜λ‖2 ≤ CλδZ ≤ CλδZ0.
Furthermore we calculate that
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µ+1t v
i∂µt (c
ab
ij (∂v)∂a∂bv
j)dx
=
∑
0≤ν≤µ−1
(
µ
ν
) d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µ+1t v
i∂νt ∂a∂bv
j∂µ−νt (c
ab
ij (∂v))dx
−
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µ+1t v
i∂µt ∂bv
j∂a(c
ab
ij (∂v))dx
−
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µ+1t ∂av
i∂µt ∂bv
jcabij (∂v)dx
+
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂a(∂
µ+1
t v
i∂µt ∂bv
jcabij (∂v))dx
= J1 + J2 +
d∑
i,j=1
∑
0≤a,b≤d
1
2
∫
Ωλ
∂µt ∂av
i∂µt ∂bv
j∂t(c
ab
ij (∂v))dx
15
−
d∑
i,j=1
∑
0≤a,b≤d
1
2
d
dt
∫
Ωλ
∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dx
+
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
∂µ+1t v
i∂µt ∂bv
jc0bij (∂v)dx
= J1 + J2 + J3 −
d∑
i,j=1
∑
1≤a,b≤d
1
2
d
dt
∫
Ωλ
∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dx
+
d∑
i,j=1
1
2
d
dt
∫
Ωλ
∂µ+1t v
i∂µ+1t v
jc00ij (∂v)dx.
We can estimate |Jk| ≤ CλδZ0 (k = 1, 2, 3) from Lemma 3.3 and Lemma A.2.
Therefore we get (3.26).
Second, we prove (3.27). Using Lemma 3.3 and Lemma A.1, we have
〈∂µt v, ∂
µ
t F˜λ〉 ≤ ‖∂
µ
t v‖2‖∂
µ
t F˜λ‖2 ≤ CλδZ ≤ CλδZ0.
Furthermore we calculate that
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µt v
i∂µt (c
ab
ij (∂v)∂a∂bv
j)dx
=
∑
0≤ν≤µ−1
(
µ
ν
) d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µt v
i∂νt ∂a∂bv
j∂µ−νt (c
ab
ij (∂v))dx
−
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂a∂
µ
t v
i∂µt ∂bv
jcabij (∂v)dx
−
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂µt v
i∂µt ∂bv
j∂a(c
ab
ij (∂v))dx
+
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
∂µt v
i∂µt ∂bv
jc0bij (∂v)dx
= J4 + J5 + J6 +
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
∂µt v
i∂µt ∂bv
jc0bij (∂v)dx.
We can estimate |Jk| ≤ CλδZ0 (k = 4, 5, 6) from Lemma 3.3 and Lemma A.2.
Therefore we get (3.27).
Finally, we prove (3.28), Using Lemma 3.3 and Lemma A.1, we have
〈[h;∇∂µt v], ∂
µ
t F˜λ〉 ≤ ‖h‖∞‖∇∂
µ
t v‖2‖∂
µ
t F˜λ‖2 ≤ CλδZ ≤ CλδZ0.
We calculate that
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
h · ∇∂µt v
i∂µt (c
ab
ij (∂v)∂a∂bv
j)dx
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=
∑
0≤ν≤µ−1
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
h · ∇∂µt v
i∂νt ∂a∂bv
j∂µ−νt (c
ab
ij (∂v))dx
−
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
h · ∇∂µt v
i∂µt ∂bv
j∂a(c
ab
ij (∂v))dx
−
d∑
i,j=1
∑
0≤a,b≤d
∫
Ωλ
∂ah · ∇∂
µ
t v
i∂µt ∂bv
jcabij (∂v)dx
+
d∑
i,j=1
∑
0≤a,b≤d
1
2
∫
Ωλ
h · ∇(cabij (∂v))∂
µ
t ∂av
i∂µt ∂bv
jdx
+
d∑
i,j=1
∑
0≤a,b≤d
1
2
∫
Ωλ
(divh)∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dx
+
d∑
i,j=1
∑
1≤a,b≤d
∫
∂Ωλ
σah · ∇∂
µ
t v
i∂µt ∂bv
jcabij (∂v)dS
−
d∑
i,j=1
∑
1≤a,b≤d
1
2
∫
∂Ωλ
h · σ∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dS
+
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
h · ∇∂µt v
i∂µt ∂bv
jc0bij (∂v)dx
= J7 + J8 + J9 + J10 + J11 + J12 + J13
+
d∑
i,j=1
∑
0≤b≤d
d
dt
∫
Ωλ
h · ∇∂µt v
i∂µt ∂bv
jc0bij (∂v)dx.
We can estimate |Jk| ≤ CλδZ0 (k = 7, 8, 9, 10, 11) from Lemma 3.3 and Lemma
A.2. Moreover using (3.14) and
‖∂v‖L∞(∂Ωλ) ≤ Cλ‖∂v‖
H
[d−12 ]+1(∂Ωλ)
≤ Cλ‖∂v‖
H
[ d−12 ]+2
≤ CλZ(v)
(The second inequality is the trace theorem, see for instance:[9]), we get
Jk ≤ C
d∑
i,j=1
∑
1≤a,b≤d
‖cabij (∂v)‖L∞(∂Ωλ)
∫
∂Ωλ
|h · σ||σ · ∇∂µt v|
2dS
≤ Cλδ
∫
∂Ωλ
|h · σ||σ · ∇∂µt v|
2dS (k = 12, 13).
Therefore we get (3.28). This completes the proof of Lemma 3.6.
We define G˜ as follows:
G˜(v(t)) =G(v(t)) + C¯λ
L−1∑
µ=0
d∑
i,j=1


1
2
∑
1≤a,b≤d
∫
Ωλ
∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dx
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−
1
2
∫
Ωλ
∂µ+1t v
i∂µ+1t v
jc00ij (∂v)dx
−
∑
0≤b≤d
{∫
Ωλ
∂µt v
i∂µt ∂bv
jc0bij (∂v)dx+
∫
Ωλ
h · ∇∂µt v
i∂µt ∂bv
jc0bij (∂v)dx
}
 .
Then the following lemma holds.
Lemma 3.7. Let v ∈ XTδ be the solution to (DW)λ and λ is sufficiently small
to hold the Lemma 3.5. Then there exist a δ = δ(λ) such that v satisfy
d
dt
G˜(v(t)) +
b0
32
Z0(v(t)) ≤ 0 (t ∈ [0, T ]) (3.29)
and
G˜(v(t)) ∼=λ ‖v(t)‖
2
2 + Z0(v(t)) (t ∈ [0, T ]), (3.30)
where comparability constant is independent of δ, t and T .
Proof. First, we prove (3.29). Using Lemma 3.5 and Lemma 3.6, we obtain
d
dt
G˜(v(t)) +
b0
16
Z0
≤ CλδZ0 +
1
2
L−1∑
µ=0
∫
∂Ωλ
h · σ|σ · ∇∂µt v|
2dS + Cλδ
L−1∑
µ=0
∫
∂Ωλ
|h · σ||σ · ∇∂µt v|
2dS.
Because of Rd/Ωλ is star shaped, it holds that h · σ ≤ 0 on ∂Ωλ. Then we can
choose δ sufficiently small depend on λ such that (3.29) holds.
Next, we prove (3.30). It follows from (2.1) that
∣∣∣∣∣
b0(2d− 1)
4
L−1∑
µ=0
〈∂µt v, ∂
µ+1
t v〉
∣∣∣∣∣ (3.31)
≤
b0(2d− 1)
4
L−1∑
µ=0
{
λ
4C1
‖∂µt v‖
2
2 +
C1
λ
‖∂µ+1t v‖
2
2
}
≤
b0(2d− 1)
4
L−1∑
µ=0
{
1
4
〈∂µt v,Bλ∂
µ
t v〉+
1
4λ
‖∇∂µt v‖
2
2 +
C1
λ
‖∂µ+1t v‖
2
2
}
≤
b0(2d− 1)
16
L−1∑
µ=0
〈∂µt v,Bλ∂
µ
t v〉+
C1b0(2d− 1)
4λ
Z0
and ∣∣∣∣∣
L−1∑
µ=0
〈∂µ+1t v, [h;∇∂
µ
t v]〉
∣∣∣∣∣ ≤
L−1∑
µ=0
‖∂µ+1t v‖2‖∇∂
µ
t v‖2‖h‖∞ ≤
b0R
λ
Z0. (3.32)
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Using (3.31), (3.32), (3.21) and Lemma 2.3, we have
G(v) (3.33)
≥
1
λ
(
C0
2
− b0R−
C1b0(2d− 1)
4
)
Z0 +
b0(2d− 1)
16
L−1∑
µ=0
〈∂µt v,Bλ∂
µ
t v〉
≥
b0R
λ
Z0 +
b0(2d− 1)
16
L−1∑
µ=0
〈∂µt v,Bλ∂
µ
t v〉 ≥ Cλ(‖v‖
2
2 + Z0).
On the other hand, Lemma 2.1, Lemma 3.3 and Lemma A.2 imply that
∣∣∣∣
∫
Ωλ
∂µt ∂av
i∂µt ∂bv
jcabij (∂v)dx
∣∣∣∣ ≤ ‖∂a∂µt vi‖2‖∂µt ∂bvjcabij (∂v)‖2 ≤ CλδZ0,
∣∣∣∣
∫
Ωλ
∂µ+1t v
i∂µ+1t v
jc00ij (∂v)dx
∣∣∣∣ ≤ ‖∂µ+1vi‖2‖∂µ+1t vjc00ij (∂v)‖2 ≤ CλδZ0,
∣∣∣∣
∫
Ωλ
∂µt v
i∂µt ∂bv
jc0bij (∂v)dx
∣∣∣∣ ≤ ‖∂µt vi‖2‖∂µt ∂bvjc0bij (∂v)‖2 ≤ CλδZ0
and∣∣∣∣
∫
Ωλ
h · ∇∂µt v
i∂µt ∂bv
jc0bij (∂v)dx
∣∣∣∣ ≤ ‖h‖∞‖∇∂µt vi‖2‖∂µt ∂bvjc0bij (∂v)‖2 ≤ CλδZ0.
Since these estimates and (3.33) imply that we can choose δ = δ(λ) to hold
G˜(v) ≥ Cλ(‖v‖
2
2 + Z0). It is clear that G˜(v(t)) ≤ C
′
λ(‖v‖
2
2 + Z0) is true. Thus
it holds that (3.30). This completes the proof of Lemma 3.7.
Proof of Proposition 3.2
Let λ and δ be sufficiently small to hold Lemma 3.5 and Lemma 3.7. Integrating
(3.29) over [0, t], we have
G˜(v(t)) +
b0
32
∫ t
0
Z0(v(s))ds ≤ G˜(v(t))|t=0.
Since (3.30) imply that
‖v(t)‖22 + Z0(v(t)) +
∫ t
0
Z0(v(s))ds ≤ Cλ(‖v0‖
2
2 + Z0(v(t))|t=0),
furthermore using Lemma 3.3, we get (3.4). This completes the proof of Propo-
sition 3.2.
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4 Decay Estimate
In this section, we prove Theorem 1.2. In what follows, λ and δ be sufficiently
small to hold Theorem 1.1. Let v ∈ Xδ be the solution to (DW)λ. Since (3.29)
implies
d
dt
{(1+ t)G˜(v(t))} = G˜(v(t)) + (1+ t)
d
dt
G˜(v(t)) ≤ G˜(v(t))−
b0
32
(1+ t)Z0(v(t)).
Integrating the above estimate over [0, t] and using (3.30), Lemma 2.3 and
Proposition 3.2, we obtain
(1 + t){‖v(t)‖22 + Z(v(t))} +
∫ t
0
(1 + s)Z(v(s))ds (4.1)
≤ Cλ‖(v0, v1)‖
2
HL×HL−1 + Cλ
∫ t
0
〈v(s), Bλ(s)v(s)〉ds.
We want to the estimate for the second term in the right-hand side in (4.1). As
is in Ikehata [2], we consider indefinite integral of v. We define
w(t, x) =
∫ t
0
v(s, x)ds. (4.2)
Then w satisfies

(∂2t −△+Bλ(t, x)∂t)w
=
∫ t
0
(∂tBλv + Fλ) ds+Bλ(0)v0 + v1 (t, x) ∈ [0,∞)× Ωλ,
w(0, x) = 0, ∂tw(0, x) = v0(x) x ∈ Ωλ,
w(t, x) = 0 (t, x) ∈ [0,∞)× ∂Ωλ.
(4.3)
We remark that ∂tw = v and E(w(t)) is well-defined in [0,∞).
Lemma 4.1. We assume that following (H1)λ and (H2)λ hold:
(H1)λ ‖d0(·){Bλ(0)v0 + v1}‖2 <∞,
(H2)λ
∫ ∞
0
‖d0(·)∂tBλ(s)‖∞ds <∞,
where d0 is defined in (1.6). Then it holds following (i) and (ii).
(i) When d ≥ 3, there exists a constant E0 = E0(v0, v1) such that
∫ t
0
〈v,Bλv〉ds ≤ E0 (4.4)
(ii) When d = 2, we assume also that (H3)λ holds.
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(H3)λ There exists M > 0 such that suppv0 ∪ suppv1 ⊂ {x ∈ Ωλ : |x| <
M
λ
}.
Then there exists Cλ,M > 0 such that
∫ t
0
〈v,Bλv〉ds ≤ Cλ,M‖(v0, v1)‖
2
HL×HL−1 + Cλ,M
{∫ t
0
(1 + s)Zds
}2
.
(4.5)
Proof. Taking inner product (4.3) by ∂tw, we have
d
dt
E(w(t)) + 〈v(t), Bλ(t)v(t)〉
= 〈∂tw(t), Bλ(0)v0 + v1〉+ 〈∂tw(t),
∫ t
0
∂tBλ(s)v(s)ds〉 + 〈∂tw(t),
∫ t
0
Fλds〉.
Integrating above equality over [0, t], we obtain
E(w(t)) +
∫ t
0
〈v(s), Bλv(s)〉ds ≤
1
2
‖v0‖
2
2 + 〈w(t), Bλ(0)v0 + v1〉 (4.6)
+
∫ t
0
〈∂tw(s),
∫ s
0
∂tBλ(r)v(r)dr〉ds +
∫ t
0
〈∂tw(s),
∫ s
0
Fλdr〉ds
=
1
2
‖v0‖
2
2 + (A) + (B) + (C).
First, we estimate (A). Using Lemma 2.4, we get
(A) = 〈w,Bλ(0)v0 + v1〉 ≤
∥∥∥∥ wd0(·)
∥∥∥∥
2
‖d0(·){Bλ(0)v0 + v1}‖2
≤ Cλ‖∇w‖2‖d0(·){Bλ(0)v0 + v1}‖2 ≤
1
4
E(w(t)) + Cλ‖d0(·){Bλ(0)v0 + v1}‖
2
2.
In particular, if suppv0 ∪ suppv1 ⊂ {x ∈ Ωλ||x| < M/λ} then we have
‖d(·){Bλ(0)v0 + v1}‖
2
2 ≤ Cλ,M‖(v0, v1)‖
2
HL×HL−1 .
Second, we estimate (B). Using (H2)λ and (3.4), we calculate
(B) =
∫ t
0
〈∂tw(s),
∫ s
0
∂tBλ(r)v(r)dr〉ds
= 〈w(t),
∫ t
0
∂tBλv(s)ds〉 −
∫ t
0
〈w(s), ∂tBλ(s)v(s)〉ds
≤ C sup
0≤s≤t
∥∥∥∥w(s)d0(·)
∥∥∥∥
2
sup
0≤s≤t
‖v(s)‖2
∫ t
0
‖d0(·)∂tBλ(s)‖∞ds
≤ Cλ sup
0≤s≤t
‖∇w(s)‖2 sup
0≤s≤t
‖v(s)‖2
∫ t
0
‖d0(·)∂tBλ(s)‖∞ds
≤
1
4
sup
0≤s≤t
E(w(s)) + Cλ sup
0≤s≤t
‖v(s)‖22
{∫ t
0
‖d0(·)∂tBλ(s)‖∞ds
}2
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≤
1
4
sup
0≤s≤t
E(w(s)) + Cλ‖(v0, v1)‖
2
HL×HL−1 .
Finally, we estimate (C). When d ≥ 3, using Lemma 2.5, we have
∫ t
0
〈∂tw,
∫ s
0
Fλdr〉ds = 〈w,
∫ t
0
Fλds〉 −
∫ t
0
〈w,Fλ〉ds
≤ 2 sup
0≤s≤t
‖w(s)‖ 2d
d−2
∫ t
0
‖Fλ‖ 2d
d+2
ds ≤
1
4
sup
0≤s≤t
E(w(s)) + Cλ
{∫ t
0
‖Fλ‖ 2d
d+2
ds
}2
.
Using Lemma 2.1, (3.4) and pl ≥ 2 (l = 1, 2), we obtain
∫ t
0
‖Fλ‖ 2d
d+2
ds ≤ Cλ
∫ t
0
Z0ds ≤ Cλ‖(v0, v1)‖
2
HL×HL−1 . (4.7)
Therefore we get
(C) ≤
1
4
sup
0≤s≤t
E(w(s)) + C‖(v0, v1)‖
2
HL×HL−1 .
On the other hand when d = 2, using Lemma 2.5 and Ho¨lder inequality, we
have
(C) =
∫ t
0
〈∂tw,
∫ s
0
Fλdr〉ds = 〈w,
∫ t
0
Fλds〉 −
∫ t
0
〈w,Fλ〉ds
≤ Cλ sup
0≤s≤t
∥∥∥∥w(s)| · |
∥∥∥∥
r
∥∥∥∥
∫ t
0
| · |Fλds
∥∥∥∥
r′
≤ Cλ sup
0≤s≤t
∥∥∥∥∇
(
w(s)
| · |
)∥∥∥∥
q
∫ t
0
‖| · |Fλ‖r′ds,
where r ∈ (2.∞), 1
r
+ 1
r′
= 1 and 1
r
= 1
q
− 12 . From the assumption (H3)λ and
the finite speed of propagation, it holds that
suppv(t) ∪ supp∂tv(t) ⊂ {x ∈ Ωλ : |x| ≤M/λ+ 2t} (t ∈ [0,∞)). (4.8)
Thus using (4.8) and considering the same way of (4.7), we get
∫ t
0
‖| · |Fλ‖r′ds ≤ Cλ,M
∫ t
0
(1 + s)Z0(v(s))ds.
Furthermore using Lemma 2.4 and Ho¨lder inequality, we obtain∥∥∥∥∇
(
w
| · |
)∥∥∥∥
q
≤
∥∥∥∥∇w| · |
∥∥∥∥
q
+
∥∥∥∥ w| · |2
∥∥∥∥
q
≤ Cλ‖∇w‖2
∥∥∥∥ 1| · |
∥∥∥∥
r
+ Cλ
∥∥∥∥ wd0
∥∥∥∥
2
∥∥∥∥ d0| · |2
∥∥∥∥
r
≤ Cλ‖∇w‖2
(∥∥∥∥ 1| · |
∥∥∥∥
r
+
∥∥∥∥ d0| · |1+ε0
∥∥∥∥
∞
∥∥∥∥ 1| · |1−ε0
∥∥∥∥
r
)
,
where ε0 =
r−2
2r . Remember 0 /∈ Ωλ and r > r(1 − ε0) > 2, we get
‖∇w‖2
(∥∥∥∥ 1| · |
∥∥∥∥
r
+
∥∥∥∥ d0| · |1+ε0
∥∥∥∥
∞
∥∥∥∥ 1| · |1−ε0
∥∥∥∥
r
)
≤ Cλ‖∇w‖2.
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Above estimates and Lemma 3.3 imply that
(C) ≤ Cλ,M sup
0≤s≤t
‖∇w(s)‖2
∫ t
0
(1 + s)Z(v(s))ds
≤
1
4
sup
0≤s≤t
E(w(s)) + Cλ,M
{∫ t
0
(1 + s)Z(v(s))ds
}2
.
Combining estimates for (A), (B), (C) and (4.6), we get (4.4) and (4.5). This
completes the proof of Lemma 4.1.
Remark 4.2. If Fλ has divergence form, we can prove (i) if that d = 2. Then
we do not need assume (H3)λ(See for instance: [19].).
Proof of Theorem 1.2
It is easy to see that if {(u0, u1), B} satisfy (H1), (H2) and (H3), then {(v0, v1), Bλ}
satisfy (H1)λ, (H2)λ and (H3)λ respectively. Therefore when d ≥ 3, combining
(4.1) and (4.4), we get
(1 + t){‖v(t)‖22 + Z(v(t))} +
∫ t
0
(1 + s)Z(v(s))ds ≤ E0(v0, v1). (4.9)
The above estimate means (1.7).
When d = 2, combining (4.1) and (4.5), we get
(1 + t){‖v(t)‖22 + Z(v(t))} +
∫ t
0
(1 + s)Z(v(s))ds
≤ Cλ,M‖(v0, v1)‖
2
HL×HL−1 + Cλ,M
{∫ t
0
(1 + s)Z(v(s))ds
}2
.
The above estimate and ‖(v0, v1)‖
2
HL×HL−1 ≤ δ
2 imply
H(t) ≤ Cλ,Mδ
2 + (H(t))2,
where H(t) =
∫ t
0 (1 + s)Z(v(s))ds. Because of H(0) = 0, we can choose a small
δ depend on λ and M such that H(t) ≤ Cλ,M (t ∈ [0,∞)). Therefore we obtain
(1+t){‖v(t)‖22+Z(v(t))}+
∫ t
0
(1+s)Z(v(s))ds ≤ Cλ,M‖(v0, v1)‖
2
HL×HL−1+C
2
λ,M .
This means (1.7). This completes the proof of (1.7).
Next, we prove (1.8). We calculate
d
dt
{
(1 + t)2E(v(t))
}
= 2(1+ t)E(v(t))− (1 + t)2〈∂tv,Bλ∂tv〉+ (1+ t)〈∂tv, Fλ〉.
Integrating the above equality over [0, t], we get
(1 + t)2E(v(t)) +
∫ t
0
(1 + s)2〈∂tv,Bλ∂tv〉ds
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≤ E(v(0)) + 2
∫ t
0
(1 + s)E(v(s))ds +
∫ t
0
(1 + s)2〈∂tv, Fλ〉ds
≤ E(v(0)) + 2
∫ t
0
(1 + s)Z0ds+ Cλ
{
sup
0≤s≤t
(1 + s)2E(v(s))
} 1
2
∫ t
0
(1 + s)Z0ds
≤ E(v(0)) + 2
∫ t
0
(1 + s)Z0ds+ Cλ
{∫ t
0
(1 + s)Z0ds
}2
+
1
2
sup
0≤s≤t
(1 + s)2E(v(s)).
Using the above estimate and (1.7), we obtain (1.8). This completes the proof
of Theorem 1.2.
A Estimates of nonlinear terms
We show the estimates of the nonlinear terms Fλ.
Lemma A.1. Let v ∈ XTδ , δ ≤ 1 and |α| ≤ L − 1. Then there exists Cλ > 0
such that
‖∂αF˜λ(∂v(t))‖2 ≤ CλZ(v(t)) (t ∈ [0, T ]). (A.1)
Proof. If |α| = 0, it is easy to see from Lemma 2.1 that we prove (A.1). Let
1 ≤ |α| ≤ L− 1. From the chain rule, we have
∂αF˜λ(∂v)
= λ
∑
α1+···+αl=α
Cα1,··· ,αl
∑
0≤j1,··· ,jl≤d
1≤i1,··· ,il≤d
Di1j1 · · ·Diljl F˜ (∂v)∂
α1∂j1v
i1 · · ·∂αl∂jlv
il ,
where Dij = Dξij . When l ≥ 2, we choose 2 < qi ≤ ∞ (i = 1, 2, · · · , l) satisfying
l∑
k=1
1
qk
=
1
2
and
1
2
≤
1
qk
+
L− 1− |αk|
d
. (A.2)
Then it holds that
‖∂αF˜λ(∂v)‖2
≤ Cλ
∑
α1+···+αl=α
∑
0≤j1,··· ,jl≤d
1≤i1,··· ,il≤d
‖Di1j1 · · ·Diljl F˜ (∂v)‖∞‖∂
α1∂j1v
i1 · · ·∂αl∂jlv
il‖2
≤ Cλ
∑
α1+···+αl=α
∑
0≤j1,··· ,jl≤d
1≤i1,··· ,il≤d
‖∂v‖max{0,p1−l}∞
l∏
k=1
‖∂αk∂jkv
ik‖qk
≤ Cλ
∑
α1+···+αl=α
‖∂v‖
max{0,p1−l}
H
[ d2 ]+1
l∏
k=1
‖∂∂αkv‖HL−1−|αk|
≤ Cλ(Z(v))
max {l,p1}
2 ≤ CλZ(v),
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where we use the generalized Ho¨lder inequality and a well known embedding
lemma like Lq ⊂ Hs (2 < q <∞, 12 ≤
1
q
+ s
d
). Indeed it holds from L ≥ [d/2]+3
that
l∑
k=1
{
1
2
−
L− 1− |αk|
d
}
−
1
2
≤ (l − 1)
{
1
2
+
1− L
d
}
≤ −
l − 1
d
< 0,
thus we can choose qk satisfying (A.2). When l = 1, we should choose q1 = 2.
This completes the proof of Lemma A.1.
Lemma A.2. Let v ∈ XTδ , δ ≤ 1, 1 ≤ |α| ≤ L, |β| ≤ L− 1 and |a+β| ≤ L+1.
For any i, j, a and b, it holds that
‖∂αvi∂β(cabij (∂v))‖2 ≤ CλZ(v)
Proof. First, we assume |β| = 1. Then we have
‖∂αvi∂β(cabij (∂v))‖2 ≤ ‖∂
αv‖2
∑
0≤l≤d
1≤k≤d
‖Dlkc
ab
ij (∂v)∂
β∂lv
k‖∞
≤ C‖∂αv‖2‖∂v‖
p2−2
∞ ‖∂
β∂v‖∞ ≤ Cλ(Z(v))
p2
2 ≤ CλZ(v).
In the same way, we can prove when β = 0.
Next, we assume |β| ≥ 2. In the same way as the proof of Lemma (A.2), we
obtain
‖∂αvi∂β(cabij (∂v))‖2
≤ C
∑
β1+···+βl=β
∑
0≤j1,··· ,jl≤d
1≤i1,··· ,il≤d
‖∂αviDi1j1 · · ·Diljlc
ab
ij (∂v)∂
β1∂j1v
i1 · · ·∂βl∂jlv
il‖2
≤ C
∑
β1+···+βl=β
∑
0≤j1,··· ,jl≤d
1≤i1,··· ,il≤d
‖Di1j1 · · ·Diljlc
ab
ij (∂v)‖∞‖∂
αvi∂β1∂j1v
i1 · · · ∂βl∂jlv
il‖2
≤ C
∑
β1+···+βl=β
∑
0≤j1,··· ,jl≤d
1≤i1,··· ,il≤d
‖∂v‖max{0,p2−1−l}∞ ‖∂
αvi‖r0
l∏
k=1
‖∂βk∂jkv
ik‖rk
≤ Cλ
∑
β1+···+βl=β
‖∂v‖
max{0,p2−1−l}
H
[ d2 ]+1
‖∂αv‖HL−|α|
l∏
k=1
‖∂∂βkvik‖HL−1−|βk|
≤ CλZ
max{l+1,p2+1}
2 ≤ CλZ(v),
where we choose 2 < rk <∞ (k = 0, 1, · · · , l) satisfying
l∑
k=0
1
rk
=
1
2
,
1
2
≤
1
r0
+
L− |α|
d
and
1
2
≤
1
rk
+
L− |βk| − 1
d
. (A.3)
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Indeed it holds from L ≥ [d/2] + 3 that
1
2
−
L− |α|
d
+
l∑
k=1
{
1
2
−
L− 1− |βk|
d
}
−
1
2
≤
l
2
+
l(1− L)
d
+
1
d
≤ −
−3l+ 2
2d
< 0,
thus we can choose qk satisfying (A.3). This completes the proof of Lemma
A.2.
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