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We propose a simple microscopic model to numerically investigate the stability of a two dimen-
sional fractional topological insulator (FTI). The simplest example of a FTI consists of two decoupled
copies of a Laughlin state with opposite chiralities. We focus on bosons at half filling. We study
the stability of the FTI phase upon addition of two coupling terms of different nature: an interspin
interaction term, and an inversion symmetry breaking term that couples the copies at the single
particle level. Using exact diagonalization and entanglement spectra, we numerically show that
the FTI phase is stable against both perturbations. We compare our system to a similar bilayer
fractional Chern insulator. We show evidence that the time reversal invariant system survives the
introduction of interaction coupling on a larger scale than the time reversal symmetry breaking one,
stressing the importance of time reversal symmetry in the FTI phase stability. We also discuss
possible fractional phases beyond ν = 1/2.
I. INTRODUCTION
The field of topological insulators has exploded in re-
cent years, fueled by the theoretical prediction [1, 2] and
experimental realization [3, 4] of the topological insu-
lators that preserve time reversal symmetry. Recently,
the role of strong interactions in topological insulators
has received much attention, especially in time reversal
breaking systems [5–7] (see also Refs. [8, 9] and references
therein). It has also been noticed that adding symme-
try to topological order might create even more diverse
quantum phases [10, 11]. Such phases have been dubbed
symmetry enriched topological phases, and include Z2
topological order. The existence of Z2 topological order
is supported by the numerical observation of Z2 spin liq-
uids [12]. The generalization of the FQH effect to time re-
versal invariant (TRI) systems considered in Refs. [13, 14]
is another example of Z2 topological order.
The simplest example of a two dimensional TRI topo-
logical insulator is built from two decoupled copies of a
Chern insulator. Chern insulators [15] are band insula-
tors exhibiting a non-zero quantized Hall conductance (or
integer quantum Hall effect) in the absence of a magnetic
field. Chern insulators provide the simplest microscopic
models of time reversal symmetry breaking topological
insulators. They can also be paired to create a TRI topo-
logical insulator: in the system of two decoupled copies of
a Chern insulator with opposite chiralities, one for spin-
up and one for spin-down, the counterpropagating spin
currents add up to a zero Hall conductance [1]. Such a
quantum spin Hall system is characterized by a Z2 topo-
logical invariant [16], which takes value 0 for a trivial
insulator and 1 for a topological insulator. Two copies of
a Chern insulator with an odd Chern number C form a
system with an odd number of Kramer’s pairs. Follow-
ing the argument of Kane and Mele [16], the composite
system is non-trivial when C is odd.
In the presence of strong interactions, fractionally filled
Chern bands host a physics similar to that of the FQH
effect, with excitations that carry fractional charge and
statistics. The existence of these fractional Chern insula-
tors (FCI) is supported by strong numerical [5, 6, 17–29]
and analytical [30–33] evidence. Two copies of fractional
Chern insulators with opposite chiralities for spin up and
down can realize a TRI fractional topological insulator
(FTI) [13]. However, the existence of a fractional topo-
logical phase in a Chern band does not guarantee the sta-
bility of the composite system, just as a non-zero Chern
number does not guarantee the existence of a quantum
spin Hall effect in the non-interacting case. Levin and
Stern [14] developed a criterion to determine if a FCI
phase yields a stable FTI when doubled into a time re-
versal invariant system. They proved that a state with
abelian quasiparticles of charge e∗ is a FTI when σSH/e∗
is odd, with σSH the spin-hall conductance. Following
this argument, any Laughlin-like FCI phase is a suitable
candidate for the realization of an FTI. Subsequently,
Refs. [34–37] also discussed a criterion to predict the sta-
bility of a TRI topological insulator in the presence of
strong interactions.
An earlier work [35] studied the stability of a fermionic
FTI phase made of two FCI copies coupled by an inter-
layer interaction. The filling factor is ν = 2/3 in each
copy, which should lead to an unstable FTI phase accord-
ing to Levin and Stern’s criterion. However, one should
not use this argument to explain the rather narrow range
of stability of the FTI phase in Ref. [35]. Indeed, the
numerical evidence presented in this work only uses the
bulk properties of the system, while Levin and Stern’s
criterion concerns the stability of the edge states. In this
article, we choose a filling fraction that respects Levin
and Stern’s stability rule , even though we only consider
the bulk properties of our system. Additionally, the work
of Kane and Mele [1, 16] proves that the topology of the
band structure does not require the conservation of spin.
Consequently, we study the stability of the FTI phase
when the two FCI layers are coupled at the band struc-
ture level. This type of coupling is particularly interest-
ing as in realistic systems, the FCI copies are coupled by
a Rashba term that emerges from spin-orbit coupling.
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2The purpose of this paper is to propose and study
a simple and stable microscopic model for a FTI. Our
model is based on the kagome lattice model with inter-
acting bosons at half filling. The bulk stability of the FTI
phase is probed through the ground state degeneracy and
the particle entanglement spectrum (PES) [38, 39]. This
allows us to obtain the phase diagram indicating the sta-
bility of the FTI state with respect to the amplitude of
the various coupling terms. The most salient feature is
that the stability region is larger than that of a usual
bilayer FCI system at the same filling fraction. When
decoupled, these two systems are indistinguishable from
the energy spectrum or PES perspective. As a result,
time reversal symmetry seems to be a crucial ingredient
of the stability of the FTI.
This article is organized as follows. In Sec. II, we
present the one-body lattice model used throughout the
paper, and draw the phase diagram that gives the non-
interacting topology of the two coupled Chern insulator
copies. We also describe the interaction Hamiltonian. In
Sec. III we show the phase diagram when the two layers
are only coupled by an interaction term. We compare
our system to the time reversal breaking system of two
FCI copies, and show that the TRI FTI is significantly
more stable. In Sec. IV, we discuss the stability of the
FTI phase when an inversion symmetry breaking term
couples the two layers at the band structure level. In
Sec. V, we discuss the other filling factors, with a partic-
ular attention to the bosonic ν = 1/3 case.
II. MODEL HAMILTONIAN
A. One-body model
Our model is based on two copies of the kagome lat-
tice [40] Chern insulator model with only nearest neigh-
bor hopping. The kagome lattice model has three atoms
per unit cell and is spanned by a1 and a2(see Fig. 1a).
The Bloch Hamiltonian of the single copy is given by
|1〉 |2〉 |3〉
hCI(k) =

0 eiϕ(1 + e−ikx) e−iϕ(1 + e−iky )
0 eiϕ(1 + ei(kx−ky))
h.c. 0

|1〉
|2〉
|3〉
(1)
Here we take the magnitude of the hopping term to
be 1. Except for ϕ = 0 and ϕ = ±2pi/3 (at which the
system is gapless), the model has two non-trivial bands
with Chern number C = ±1, in addition to a trivial band
(C = 0) (see Fig. 1b). For the sake of simplicity, we set
ϕ = pi/4. The model with ϕ = pi/4 is known to stabilize a
Laughlin-like phase when interactions are switched on, as
shown numerically in the fermionic case in Ref. [20]. To
a1
a2
1 2
3
a)
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0
4
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ky
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C = +1
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C = -1
FIG. 1. a) The kagome lattice model. The three sublattices 1,
2, 3, are colored in blue, red, green respectively. The arrows
give the sign convention for the phase of the nearest neigh-
bor hopping term; the hopping amplitude is exp(iϕ) in the
direction of the arrows. The lattice translation vectors are
a1 and a2. b) Band structure of the kagome lattice model
with a nearest neighbor hopping phase ϕ = pi/4. The three
bands are separated by an energy gap, and have Chern num-
ber C = −1, 0, +1 respectively.
build a two dimensional time reversal invariant topologi-
cal insulator, we put together two copies of this model. A
pseudospin is used to label the two copies, the ith atoms
of both pseudospins being geometrically at the same po-
sition as depicted Fig. 3. We wish to study this system in
the presence of two coupling terms; an interpseudospin
two-body interaction term, and a one-body term that
couples the pseudospins at the band structure level. The
single particle Bloch Hamiltonian for this model can be
written in the form of a block matrix:
|↑〉 |↓〉
HR(k) =
(
hCI(k) R
Rt h∗CI(−k)
)
|↑〉
|↓〉
(2)
where the top left block acts on the particles with pseu-
dospin up only while the bottom right block acts on the
particles with pseudospin down. In addition to these di-
agonal blocks, there is a coupling term which, in real-
istic models, is usually a Rashba term that depends on
the momentum. We note T the time reversal operator
(T 2 = −1). TRI requires that T HR(k)T −1 = HR(−k).
This condition forces the coupling term to be antisym-
metric (R = −Rt). When dealing with bosons, we have
to keep in mind that T is just an anti-unitary discrete
symmetry that we impose on our system and is not the
true time reversal symmetry (which satisfies T 2 = 1 for
bosons). While this is a misnomer, we will still refer to
this symmetry as the time reversal symmetry.
The lattice has Ns unit cells with periodic boundary
conditions. The periodic boundary conditions result in
the quantization of the momentum k = (kx, ky), that can
thus be labeled by two integers: kx = 0, ..., (Nx − 1),
and ky = 0, ..., (Ny − 1) with Ns = Nx × Ny. When
interactions are switched on, the geometric aspect ratio
of the system has a critical influence on the magnitude
of the manybody gap, as shown in the case of FCI in
Refs. [7, 25]. In order to minimize this effect while study-
ing the evolution of the gap with the system size, we fol-
low the approach introduced in Ref. [25] and use tilted
3boundary conditions. This technique allows the system
to have a geometric aspect ratio very close to one for
any number of unit cells Ns. The details of the periodic
boundary conditions used in this paper are described in
Appendix A.
B. The R term
The coupling term R is a 3× 3 antisymmetric matrix.
In realistic systems, the Rashba effect emerges from spin-
orbit coupling, and is momentum dependent. In this ar-
ticle, we want to probe the effect of a term that both
couples the two layers at the single particle level, and
breaks inversion symmetry. Since we are not tight to
a physically realistic model, we will replace the Rashba
term with a real, k-independent matrix. Using this ap-
proximation, and the fact that Rt = −R, the inversion
symmetry breaking term is controlled by three parame-
ters. We will study their influence independently. Exam-
ining how the inversion breaking term transforms under
spatial symmetry transformations shows us that there is
a natural choice for one of the axes. The following cou-
pling matrix
R1 =
1√
6
 0 1 −1−1 0 1
1 −1 0
 (3)
preserves the C3 rotational invariance present in the
kagome lattice model. For that reason, we choose this
matrix to be one of the axes of the phase diagram.
We define the two other directions R2 and R3 so that
(R1, R2, R3) is an orthonormal basis under the scalar
product (M,M ′)→ Tr(MM ′t).
R2 =
1√
12
 0 1 2−1 0 1
−2 −1 0
 (4)
R3 =
1
2
 0 1 0−1 0 −1
0 1 0
 (5)
The total coupling term as a function of the matrices Ri
is given below
R = α1R1 + α2R2 + α3R3 (6)
where α1, α2, α3 are real parameters. The one-body
Hamiltonian has two symmetries with respect to α1, α2,
α3 that we make explicit in the following. Note that for
a generic case, R breaks the mirror symmetry, even for
α2 = α3 = 0.
1. Symmetry under the transformation R→ −R
The Hamiltonians with opposite coupling terms HR
and H−R are related by the following unitary transfor-
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FIG. 2. Different cuts of the single particle phase diagram
along the C3 invariant axis. The one body model is non-
trivial in the black region of the phase diagram. α1 is the
amplitude of the C3 invariant term and ranges from −7 to 7,
limits for which the kagome lattice model insulator is trivial
for any value of α2 and α3.
mation
HR = U
tH−RU (7)
with
U =
[
I3 0
0 −I3
]
(8)
where I3 is the 3×3 identity matrix. Therefore the trans-
formation R→ −R is a symmetry of the Hamiltonian.
2. Symmetry under the transformation α3 → −α3
Rotating the lattice by an angle 2pi/3 and interchang-
ing the sublattices 1 and 3 leaves the system invariant.
In the Hamiltonian, this transformation changes the sign
of α3. Consequently, the transformation α3 → −α3 is a
symmetry of the Hamiltonian.
Using both symmetries, we can reduce the parameter
space to span by fixing the sign of two parameters. We
choose α1, α3 > 0.
In principle, we do not expect that adding interactions
to a topologically trivial insulator will easily create a frac-
tional phase. Therefore, we need to address the stability
of the topological phase at the single particle level be-
fore attacking the problem of the stability of a fractional
topological phase. When R = 0, the single particle model
is topologically non-trivial because one copy has a Chern
number +1, the other −1 [1, 16]. Increasing the strength
of the coupling term R to infinity will drive the system
into a trivial phase that corresponds to the atomic limit.
In the generic case (R 6= 0), the Z2 invariant can be effec-
tively computed using the method developed in Ref. [41].
Fig. 2 shows some slices of the three dimensional phase
diagram along the α1 axis. Note that for |α1| > 7, the
kagome lattice model insulator is trivial for any value of
α2 and α3.
4V
U
U
V
FIG. 3. Schematic representation of the interaction in our FTI
kagome lattice system. The interaction strength is U between
bosons within the same layer (identical pseudospin) and V
between bosons in different layers (opposite pseudospin).
C. Interaction
We consider N bosons interacting through an on-site
interaction. Fig. 3 gives a schematic representation of the
interaction: the interaction has a strength U for bosons
within the same layer (same pseudospin), while it has a
strength V for bosons in different layers (opposite pseu-
dospins). The interaction Hamiltonian is then
Hint = U
∑
i,σ
: niσniσ : + 2V
∑
i
: ni↑ni↓ : (9)
where :: denotes normal ordering, and σ represents the
pseudospin index (up or down). The filling fraction ν =
N/(2Ns) is defined with respect to the partially filled two
lowest bands, which together carry a Z2 invariant 1. In
conventional FQH systems, the filling fraction is usually
defined with respect to the fully polarized Landau level
νFQH = N/Ns = 2ν. We draw the reader’s attention to
this unusual convention, to avoid any confusion.
We use the so-called flat-band limit [5, 7] to remove the
effect of band dispersion and band mixing. The kagome
lattice model with pseudospin 1/2 has six bands. The
original Bloch Hamiltonian is H(k) =
∑
nEn(k)Pn(k)
where En(k) and Pn(k) are the dispersion and the pro-
jector onto the n-th band, respectively[42]. We remove
the effect of dispersion by considering the flat-band Bloch
Hamiltonian restricted to the two lowest bands H(k) =
1−(P0(k)+P1(k)). We thus consider the effective Hamil-
tonian:
Heff(k) = P(k)Hint(k)P(k) (10)
where P(k) is the projector onto the two lowest bands.
III. STABILITY OF THE FRACTIONAL PHASE
AT HALF FILLING WITH PSEUDOSPIN
CONSERVATION
We first consider the case of a single FCI copy on the
kagome lattice model. Our model has a Bloch Hamilto-
nian hCI(k) and spinless bosons with an on-site interac-
tion. At half filling (with respect to the lowest band),
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FIG. 4. Half filling FTI phase at N = Ns = Nx = 8 (Ny = 1),
in the case where there is no band structure coupling, and
with an interlayer interaction of strength V/U = 0.5. Left
panel Low energy spectrum. We observe an almost four-
fold degenerate ground state lying in momentum sectors
(kx, ky) = (0, 0) (two states) and (kx, ky) = (4, 0) (two states),
with a gap ∆ to higher excitations. The highest and lowest
energy states of the ground state manifold have an energy
splitting δ. Right panel PES of the ground state manifold, for
a partition with NA = 4 particles, in the sector SzA = 0. The
number of states below the lowest gap is 400. The number
of states between the two dotted lines is 640. Both countings
are simply related to the number of states in the PES of the
FCI system with N↑ = 4 bosons, Ns = 8, and N
↑
A = 2 bosons
in the A partition.
the fractional Chern insulator ground state is a two-fold
almost degenerate ground state akin to a bosonic 1/2
Laughlin phase [6]. The ground state manifold has an
energy splitting δ and is separated from higher energy
states by a many-body gap ∆. A well defined ground
state (ie ∆ > 0 and δ  ∆) is an indication of the sta-
bility of the topological phase. Exact diagonalization of
our model at half filling reveals that it has a well defined
ground state, with little to no finite size effect. For in-
stance, the system with N = 6 bosons and Ns = 12 unit
cells with an aspect ratio κ = 0.65 is characterized by
∆ = 0.17 and δ/∆ = 6.5 10−3. The system with N = 10
bosons, Ns = 20 unit cells with an aspect ratio κ = 0.93
is characterized by ∆ = 0.16 and δ/∆ = 1.0 10−2. The
ground state of the decoupled FTI system at V = 0 is
the tensor product of two such FCI phases with opposite
chiralities. The properties of the FCI ground state thus
make our model an excellent candidate for the realization
of FTI.
A. Energy spectra
We first focus on systems where the two Chern insula-
tors copies are only coupled by the interaction, and not
at the band structure level (R = 0). We define Sz, the
difference of population between the two layers:
Sz =
N↑ −N↓
2
(11)
where N↑ (respectively N↓) is the number of particles
with pseudospin up (respectively down). This is thus a
good quantum number in the case where no interlayer
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FIG. 5. Evolution of the many-body gap of the systems with
N = 8, 10, 12 bosons and Ns = N unit cells with respect to
the magnitude of the interaction between bosons of opposite
pseudospin (V/U), for the TRI FTI (a) and for the bilayer FCI
(b). The shaded area in (a) corresponds to a full polarization
of the FTI system, for N = 10, 12 (light grey) and N =
8 (dark grey). The bilayer FCI system only becomes fully
polarized for values of V/U that are beyond the scope of this
graph (the transition happens for 20 < V/U < 30 depending
on the system size).
hopping is allowed. We apply the interaction defined in
Eq. (9), and study the stability of the fractional phase
with increasing V , the amplitude of the interaction be-
tween bosons in different layers. When V = 0, the energy
spectrum can be trivially induced from the spectrum of
the FCI with the same number of unit cells. The energy
spectrum of the decoupled system is an almost degen-
erate fourfold ground state (each bosonic 1/2 Laughlin
state being twofold degenerate), with a gap ∆ to higher
energy excitations. When we add some on-site interac-
tion between bosons of opposite pseudospins, the gap is
still clearly traceable (see Fig. 4a). We plot ∆ for dif-
ferent values of V/U (see Fig. 5a). We can also notice
that the energy spread δ between the highest and lowest
energy states of the ground state manifold increases.
We keep track of the momentum sectors where the
ground state manifold lies. These quantum numbers can
be deduced from the ground state momentum sectors of
the FCI system. We set the gap to zero whenever at least
one of the four lowest lying states in the spectrum does
not lie in the expected momentum sector. There is a limit
where V/U is large enough that the system becomes fully
polarized (all bosons occupy the same layer), as seen in
Fig. 5a at V/U = 1.8 for N = 8 and at V/U = 2.0 for
Ns = 10, 12. Our results show that the gap amplitude
decreases slowly, and does not vanish until V/U ' 1.0.
This suggests that the FTI phase is remarkably robust
to the introduction of a coupling interaction. These re-
sults barely exhibit any finite size effect, as the range of
stability does not show any significant variation from 8
to 10 to 12 particles.
We also computed the overlap of the ground state
eigenvectors with the eigenvectors of the decoupled sys-
tem (see Fig. 6a). This shows that as long as there is a
well defined ground state, the overlap remains close to
1, but drops to a value close to zero when the gap be-
comes smaller, thus confirming the results given in Fig. 5.
Again, the results do no show any finite size effect. In
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FIG. 6. Overlap of the fourfold ground state wavefunction
with the wavefunction of the decoupled system. Evolution
of the overlap of the systems with N = 8, 10, 12 bosons
and Ns = N unit cells with respect to the magnitude of the
interaction between bosons of opposite pseudospin (V/U), for
the TRI FTI (a) and for the bilayer FCI (b). The shaded areas
correspond to the fully polarized phase as discussed in Fig. 5.
We set the overlap to zero as soon as one of the four lowest
lying states falls out of the expected momentum sectors.
the following paragraph, we will show that time reversal
invariance is in fact crucial to such stability.
B. Comparison with the system of two FCI copies
with no time reversal invariance
The study we carried out can be repeated for a sys-
tem of two Chern insulators with identical chiralities for
pseudospin up and down. The physics of this system is
the same as the physics of the bilayer FQH. The single
particle Hamiltonian reads
|↑〉 |↓〉
HBilayer(k) =
(
hCI(k) 0
0 hCI(k)
)
|↑〉
|↓〉
(12)
where hCI(k) is defined in Eq. (1). This system breaks
time reversal symmetry. We remind the reader that we
defined the FTI filling fraction with respect to the two
lowest bands (ν = νFQH/2).
The interaction Hamiltonian is unchanged and given
by Eq. (9). The physics of a bilayer FCI is similar to the
one of a bilayer FQH effect. In particular, at ν = 1/2 and
V = 0, the ground state is similar to the Halperin (2, 2, 0)
state [43]. When the two layers are completely decoupled,
the energy spectrum of the bilayer FCI and the energy
spectrum of the FTI are identical, due to the inversion
symmetry of the kagome lattice model. Therefore, the
starting point of the stability analysis is exactly the same
in both cases.
We perform exact diagonalizations on the bilayer FCI
system. Again, we expect a fourfold quasidegeneracy of
the ground state. We look at the many-body gap ∆, and
at the ground state manifold energy splitting δ to see how
well defined the ground state is. The evolution of the gap
for systems with N = 8, 10 and 12 particles is shown
Fig. 5b, and also exhibits negligible finite size effects.
6 0
 2
 4
 6
 0  0.5  1  1.5  2
∆ ξ
(N
/2)
V/Ua) FTI
N = 8
N = 10
N = 12
 0
 2
 4
 6
 0  0.5  1  1.5  2
∆ ξ
(N
/2)
V/Ub) biFCI
N = 8
N = 10
N = 12
FIG. 7. Evolution of the entanglement gap of the systems
with N = 8, 10, 12 bosons and Ns = N unit cells for a
partition NA = N/2, for the TRI FTI (a) and for the bilayer
FCI (b). V/U is the amplitude of the interlayer interaction.
The shaded areas correspond to the fully polarized phase as
discussed in Fig. 5.
At V/U ' 0.5, it is no longer possible to distinguish a
clear low energy manifold from higher energy excitations.
This transition occurs near V/U ' 1.0 in the FTI system.
Note that for V/U = 1.0, the bilayer system recovers a
full SU(2) symmetry. Such a symmetry is absent in the
FTI case. This tends to indicate that the stability of the
FTI is not trivially supported by the stability of the FCI
phase, but rather that the time reversal invariance plays
a crucial role. We also looked at the overlap of the low
energy manifold with the ground state of the decoupled
system (see Fig. 6b). As expected, the overlap decreases
faster in the case of a bilayer FCI than in the case of a
FTI.
There is another striking difference between the bilayer
FCI and the FTI phase diagrams at large interlayer in-
teraction. As discussed in Sec. III A, at large V/U , we
expect the system to be fully polarized. In the FTI case,
such a transition occurs around V/U ' 2. For the bilayer
FCI, the transition happens at a value that is one order
of magnitude greater (V/U = 26.4, 21.8 and 19.6 for re-
spectively N = 8, 10, 12). This is another fundamental
characteristic that differentiates the phase diagrams of
these two systems.
C. Particle entanglement spectrum
The signatures of a Laughlin-like phase in a FCI ap-
pear in different manners, the most simple one being the
ground state quasidegeneracy. Unfortunately, the en-
ergy spectrum of a charge density wave (CDW) could
present a similar property. The PES [38, 39] allows one
to distinguish FQH-like phases from CDW and thus of-
fers better signatures of the FCI phases. For a d-fold
degenerate state {|ψi〉}, we consider the density matrix
ρ = 1d
∑d
i=1 |ψi〉 〈ψi|. We divide the N particles into two
groups A and B with respectively NA and NB particles.
Tracing out on the particles that belong to B, we com-
pute the reduced density matrix ρA = TrBρ. This opera-
tion preserves the geometrical symmetries of the original
state, so we can label the eigenvalues exp(−ξ) of ρA by
their corresponding momenta kxA, kyA. SzA =
N↑A−N↓A
2
is also a good quantum number as long as Sz is one. The
PES of the ground state of the system at V/U = 0.5 with
N = 8 bosons is shown Fig. 4b for a particle partition
with NA = 4.
When the entanglement spectrum is gapped, the num-
ber of states below the gap is a signature of a given
topological phase. It is related to the number of quasi-
hole excitations, a hallmark of the fractional phase.
Refs. [7, 17, 27] have argued that the low lying part
of a FCI PES captures the physics of the corresponding
model wavefunction. In constrast, the high entanglement
energy structure above the gap is non-universal. We as-
sume that this property holds true for FTI, and focus
on the states that are separated by an entanglement gap
∆ξ(NA) from the rest of the PES (see Fig. 4b). Their
number can be derived from the number of states below
the entanglement gap of the FCI system, plus the con-
dition that the original ground state is characterized by
Sz = 0. This results in additional constraints that af-
fect the counting (see Ref. [44]). We give the counting
that results from these constraints and some additional
properties of the FTI PES in appendix B 2.
We check that in the fully decoupled case, the PES has
the expected counting. We note ∆ξ(NA) the smallest of
the entanglement gaps in all sectors (SzA,kA)
∆ξ(NA) = min{∆ξ(NA, SzA,kA)} (13)
We follow the evolution of ∆ξ(NA) upon increasing in-
terlayer interaction V/U . In addition to the persistence
of the entanglement gap, the consistent counting below
this gap with increasing V/U allows us to conclude to
the stability of the FTI phase in a significant interval of
V/U . In Fig. 7a we show the evolution of the entangle-
ment gap for three system sizes (N = 8, 10, 12). We
show the evolution of ∆ξ(NA = N/2), as this gives the
most conservative estimation of the stability of the phase
(NA = N/2 gives the smallest entanglement gap). Addi-
tional results are presented in appendix B. These results
confirm the topological nature of the phase for values of
the interlayer interaction up to V/U ' 0.8, with negligi-
ble finite size effect.
We also compute the PES of the ground state of the
FCI bilayer system discussed in section III B. The number
of states below the gap is the same as for the TRI FTI,
due to inversion symmetry of the kagome lattice model.
As we can see in Fig. 7b, ∆ξ(NA = N/2) decreases much
faster than it does in the TRI case for all the system sizes
that we have looked at. This confirms the results from
the energy spectrum study, in so far as it gives additional
evidence that the time reversal invariance is crucial to the
stability of the FTI phase.
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FIG. 8. Stability of the FTI phase at half filling upon addition
of a C3 symmetry preserving coupling term of amplitude α1,
in the absence of interlayer interaction (a and b), and with
V/U = 0.5 (c and d). The systems have N = 8 and N = 10
particles, Ns = N unit cells. The shaded area corresponds
to the region where the one-body model is a trivial insulator.
a and c: Evolution of the manybody gap with α1. b and d:
Evolution of the PES gap with α1, for a particle partition
NA = N/2.
IV. STABILITY OF THE FRACTIONAL PHASE
AT HALF FILLING WITHOUT PSEUDOSPIN
CONSERVATION
We now investigate the system where the two kagome
lattice layers are coupled via both the interaction and
the inversion symmetry breaking term R. We study here
the influence of the magnitude of that coupling term on
the stability of the fractional phase at half filling. Sz
is no longer a good quantum number, which drastically
increases the computational effort compared to the situ-
ation in Sec. III. For instance at N = 12, the dimension
of the largest subspace was 1.3×107 previously, it is now
7.0× 107. For N = 10, the dimension of the largest sub-
space raises from 4× 105 to 2× 106. Meanwhile, we have
a larger parameter space to explore, with α1, α2, α3,
and V/U that can all vary independently. We will limit
ourselves to systems with N = 8 and 10 particles.
We first study the stability of the topological phase in
the direction α2 = α3 = 0, for different values of α1. In
that case, the inversion symmetry is broken, but the C3
rotational invariance is preserved. The evolution of the
gap ∆ is represented Fig. 8a, c for the systems with re-
spectively N = 8 and N = 10 particles. We also compute
the PES of these systems and find that an entanglement
gap exists for values of α1 up to α1 ' 3.0. The evolu-
tion of the entanglement gap is represented Fig. 8b, d
for partitions with NA = N/2 particles. We use two dif-
ferent values of the interlayer interaction: V/U = 0 (a
and b) and V/U = 0.5 (c and d). The stability region
a) α3 = 0, V/U = 0
 0  1  2  3  4  5
α1
-3
-2
-1
 0
 1
 2
 3
α
2
TI
c) α3 = 0, V/U = 0.5
 0  1  2  3  4  5
α1
-3
-2
-1
 0
 1
 2
 3
α
2
TI
b) α2 = 0, V/U = 0
 0  1  2  3  4  5
α1
 0
 1
 2
 3
α
3
TI
d) α2 = 0, V/U = 0.5
 0  1  2  3  4  5
α1
 0
 1
 2
 3
α
3
TI
0 0.5 1
Δ/Δmax,V
FIG. 9. Gap of the kagome lattice model topological insulator
at half filling with N = 10 bosons, in the plane α3 = 0 (a and
b) and in the plane α2 = 0 (c and d), for V/U = 0 (a and
c) and V/U = 0.5 (b and d).∆max,V is the amplitude of the
gap in the case where R = 0, with an interlayer interaction
is V . We use the symmetries of the system with respect to
the coupling elements αi and show only the zones α1 > 0 and
α3 > 0. The dotted line indicates the boundary between the
trivial and topological insulator phases in the non-interacting
model.
of the FTI lies well within the topological region of the
one-body model (α1 ∈ [0, 6.5]). Interestingly, it covers a
significant part (more than a third) of the non-interacting
TI stability zone. Note that the gap vanishes for simi-
lar values of α1 for both interactions, although it is very
different at V/U = 0 and V/U = 0.5 when R = 0.
We also look at the stability of the topological phase
at half filling along two different planes: α2 = 0 and
α3 = 0. We plot the gap ∆ (see Fig. 9) and the PES
gap (see Fig. 10) of the N = 10 system. Similar plots
are displayed in appendix B for the N = 8 system. The
boundary between the trivial and topological regions in
the one-body model is shown as a dotted line on the same
graph. Again, the FTI stability regions covers a large
part of the one-body TI stability zone. Phase diagrams
are presented for both V/U = 0 and V/U = 0.5. We
can then see how the FTI phase survives the introduc-
tion of both types of interlayer coupling (i.e. interaction
and inversion symmetry breaking term) for a significant
amplitude of both terms. Interestingly, the gap vanishes
for similar values of α1, α2 and α3 for both values of the
interaction, although for R = 0, the gaps at V/U = 0
and at V/U = 0.5 have very different values. Their ra-
tio is 0.56 at N = 8, 0.69 at N = 10. As expected, the
FTI stability regions are of similar area and lie in the
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FIG. 10. PES gap of the kagome lattice model topological
insulator at half filling with N = 10 bosons, in the plane
α3 = 0 (a and b) and in the plane α2 = 0 (c and d), for
V/U = 0 (a and c) and V/U = 0.5 (b and d). ∆ξmax,V(N/2)
is the amplitude of the PES gap in the case where R = 0,
with an interlayer interaction is V ). The number of particles
in the partition is NA = 5. We use the symmetries of the
system with respect to the coupling elements αi and show
only the zones α1 > 0 and α3 > 0. The dotted line indicates
the boundary between the trivial and topological insulator
phases in the non-interacting model.
same zone of the phase diagram for both the N = 8 and
N = 10 systems. This is a good indication that the FTI
phase might survive the coupling beyond the finite size
case.
V. BEYOND THE HALF FILLING FTI –
EXPLORING OTHER FRACTIONS
As discussed in Sec. III, the kagome lattice model hosts
a very stable Laughlin-like ν = 1/2 phase. Exploring
other fractions (in particular the composite fermion se-
ries) would be very interesting, especially in the cases
where Levin and Stern’s theory [14, 34] predicts an un-
stable FTI phase, like ν = 2/3. Unfortunately, the FQH
bosonic composite fermion [45] phase at ν = 2/3 is less
stable than the Laughlin phase. Although the kagome
lattice model hosts a rather stable FCI bosonic phase at
ν = 2/3 (see Ref. [24]), its threefold low energy mani-
fold has a large splitting. As a result, the FTI low en-
ergy spectrum does not have a ninefold almost degener-
ate ground state, even in the fully decoupled case. Note
that even for an ideal FQH system, the bosonic compos-
ite fermion phase is not as stable as its fermionic coun-
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FIG. 11. Low energy spectrum of the bilayer FCI model at a
filling fraction ν = 1/3 (with respect to the two lowest bands)
for N = 6, Ns = 9, Nx = Ny = 3 (a) and N = 8, Ns =
Nx = 12, Ny = 1 (b) There is a threefold almost degenerate
ground state, separated from higher energy excitations by a
large gap.
terpart, as shown in Ref. [46] for the sphere geometry.
Moreover, it would be interesting to look at phases that
are not the tensor product of two FQH phases.
The physics of two FCI copies coupled by an interac-
tion term V as described in Eq. (9) is similar to that of
a FQH bilayer. We focus on the filling fraction ν = 1/3
(with respect to the two lowest bands). The physics of
the bilayer FQH system at V = 0 can be deduced from
the simple FQH case, which is a Fermi sea of compos-
ite fermions [47]. At V/U = 1.0, the bilayer FQH sys-
tem has an additional symmetry, the SU(2) symmetry.
It has a threefold degenerate ground state described by
the Halperin (2, 2, 1) wavefunction [43]. The FCI bilayer
with an interaction term V/U = 1.0 is analogous to this
system. Fig. 11 shows that it has the expected three-
fold almost degenerate ground state, with a large gap to
higher energy excitations, for N = 6 and N = 8.
At V/U = 1.0, the interaction term of the FTI model is
SU(2) invariant. The one-body model, however, breaks
the SU(2) symmetry, and so does the full model. Conse-
quently, there is no guarantee that this system can host
any topological phase. Still, this is an interesting start-
ing point, as its time reversal symmetry breaking coun-
terpart is so peculiar. We perform exact diagonaliza-
tions to compute the low energy spectrum of the systems
with N = 6, 8 and N = 10 particles at ν = 1/3. For
N = 6 and N = 10 (ie when Ns is odd), we observe
a twofold degenerate ground state, (with the exact de-
generacy explained by inversion symmetry) and a gap
∆ to higher energy excitations (see Fig. 12). Unfortu-
nately, for N = 10, the ground state mixes with higher
energy states upon flux insertion in the x direction. This
excludes the possibility that the ground state is of topo-
logical nature. For N = 8, the low energy spectrum also
presents some energy separation, but the energy spread
δ between the two lowest energy states (in momentum
sectors (kx, ky) = (0, 0) and (6, 0)) is of the same order
of magnitude as the gap ∆ between these states and the
state with the closest energy (δ/∆ = 0.82).
Unlike the case of the bilayer FCI system, choosing
V/U = 1.0 does not give the FTI Hamiltonian an addi-
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FIG. 12. Low energy spectrum of the FTI model at ν = 1/3,
V/U = 1.0. All sectors of the pseudospin projection Sz are
represented. Left panel N = 6, Ns = 9, Nx = Ny = 3. Right
panel N = 10, Ns = Nx = 15, Ny. In this latter case, the
states with Sz > 0 are all higher in energy than the two first
excited states in each sector, and are therefore not represented
here. Both systems have a ground state with a twofold exact
degeneracy due to inversion symmetry. Nevertheless, in the
N = 10 system, the ground state mixes with higher energy
state upon flux insertion.
tional symmetry that would justify to restrict our study
to V/U = 1.0. We looked at the ν = 1/3 system with
N = 6, 8 and 10, with 0 < V/U < 1.5 (the decoupled
case is a Fermi sea of composite fermions [46]). Even
when the low energy spectrum is gapped, the gap does
not survive the insertion of flux, nor does the PES show
any particular feature. Moreover, the ground state of
the N = 10 system has a twofold degeneracy for various
values of V/U , but a variation of V/U of less than 10%
will change the sectors it falls in. We also studied the
influence of an inversion breaking term R on the ν = 1/3
system for various V/U . We observe a gapped almost
degenerate ground state for some values of R, but the
gap never survives the insertion of flux. In the absence
of a robust phase, we scanned all systems with less than
16 unit cells and involving a Hilbert space dimension be-
low 11000. Besides the case of N = 6, Ns = 9, which
corresponds to ν = 1/3, we did not find any indication
of a gapped ground state.
To summarize, we did not find any evidence of a ro-
bust FTI phase in our model beyond the half filling case.
Note that we expect the stability of an FTI phase to
strongly depend on the microscopic model, since FCI
systems exhibit strong model dependence [20]. There-
fore, we cannot rule out the the existence of topological
phases beyond the ν = 1/2 case.
VI. CONCLUSION
In this article, we have proposed and numerically stud-
ied the half filling phase of a stable microscopic FTI
model based on the kagome lattice. We proved that the
system of two FCI copies with opposite chiralities sur-
vives the introduction of coupling terms of different na-
tures. At the single particle level, one can add an inver-
sion symmetry breaking term of a significant amplitude
without destroying the FTI phase. The FTI phase also
survives the addition of an interlayer interaction term, as
long as the amplitude of this term does not exceed the
amplitude of the intralayer interaction term. Surpris-
ingly, the FTI model is more robust than the equivalent
bilayer FCI model in that regard. Further works will in-
vestigate the reasons for this difference. The comparison
of different system sizes allows us to be confident that
our results are not simple artefacts of the system’s finite
size. Moreover, we have used a similar geometric aspect
ratio for each system size, thus eliminating the aspect ra-
tio as a factor of variation of the energetic quantities. We
have also looked at other fractions, such as ν = 1/3. We
did not find convincing evidence of a robust FTI phase
for these systems, as there is no consistent pattern in
all the studied system sizes. Nevertheless, we do not
exclude the possibility of a new FTI phase in other mi-
croscopic models. Refs. [14, 34, 36, 37] gave some criteria
for the stability of the edge states in a TRI system with
strong interactions. In contrast, our stability discussion
was only based on the system’s bulk properties. Prob-
ing the stability of the edge states would be an exciting
direction for further research.
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Appendix A: Tilted boundary conditions
We apply periodic boundary conditions defined by two
vectors T1 and T2 (by definition, the system is invari-
ant under a translation of any integer number of these
vectors). The most common choice for T1 and T2 is
T1 = Nxa1 , T2 = Nya2 (A1)
where Nx × Ny = Ns which constrains the aspect ratio
to be
κ =
Nx
Ny sin(a1,a2)
(A2)
Some system sizes can thus only be realized with a small
aspect ratio; for instance, one can only obtain Ns = 10
unit cells with Nx × Ny = 5 × 2. However, we know
that the physics of Fractional Chern Insulators (FCI) is
highly influenced by the aspect ratio of the system [7, 25].
For instance the manybody gap can increase even as the
system size increases if the aspect ratio is closer to one.
We expect this property to hold true for FTI (it is true
at least in the case where pseudospin up and down are
coupled neither by the band structure nor by the interac-
tion, as the FTI spectrum can be built exactly from the
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T 1
T 2
a) b) Ns Nx Ny nx1 ny1 nx2 ny2 κ
8 8 1 2 1 −2 3 3 0.82
9 3 3 3 0 0 3 0 0.87
10 5 2 2 1 −2 4 −1 1.02
12 4 3 4 0 0 3 0 0.65
15 15 1 3 1 −3 4 4 0.85a1
a2
α
FIG. 13. Left panel Vectors that define the tilted periodic
boundary conditions for a triangular Bravais lattice, for a
system with Ns = 10 unit cells and optimal aspect ratio, as
defined in second row of table b). The shaded area represents
the finite size system in real space (it contains 10 unit cells).
Right panel Coordinates of the vectors T1 and T2 that were
used in this paper for all numerical calculations, in the (a1,a2)
basis defined in Fig. 1.
FCI spectrum). We thus try to perform our calculations
on systems that have an aspect ratio close to one. Only
three system sizes (Ns = 8, 10, 12) are accessible to ex-
act diagonalization (with a Hilbert space dimension of
the order of ten millions for N = 12 bosons and Ns = 12
in the case where Sz is a good quantum number). It is
then crucial to be able to use all of those system sizes
if one is to attempt a gap extrapolation. The geomet-
ric aspect ratio can be brought closer to one by using
tilted boundary conditions, as mentioned in Ref. [25] in
the case of a square Bravais lattice. This method can be
generalized to any kind of 2D Bravais lattice, in order to
use it with our kagome system (triangular Bravais lat-
tice). We define the boundary condition vectors by their
coordinate in the lattice basis
T1 = nx1a1 + ny1a2 , T2 = nx2a1 + ny2a2 (A3)
where nx1, ny1, nx2, ny2 are integers. T1 and T2 define
a parallelogram, which encloses a total number of unit
cells Ns (see Fig. 13a for an example with Ns = 10).
This leads to the following constraint on the integers
Ns =
||T1 ×T2||
||a1 × a2|| = |nx1ny2 − nx2ny1| (A4)
The invariance of the system wavefunction under a trans-
lation of either of these vectors results in a quantization
of the momentum k along the axes defined by T1 and T2.
Thus any admissible k should satisfy k · T1 and k · T2
being multiples of 2pi.
We define T˜1 and T˜2, the reciprocal vectors of T1 and
T2
T˜i ·Tj = 2piδij , i, j = 1, 2 (A5)
We note  = a1 · a2.  = 1/2 for a triangular lattice like
the kagome lattice. We can express T˜1 and T˜2 in the
Bravais lattice basis as a function of .
T˜1 =
2pi
Ns (1− 2) [(ny2 + nx2)a1 − (nx2 + ny2)a2](A6)
T˜2 =
2pi
Ns (1− 2) [−(ny1 + nx1)a1 + (nx1 + ny1)a2]
In particular, for a triangular lattice, this gives
T˜1 =
4pi
3Ns
[(2ny2 + nx2)a1 − (2nx2 + ny2)a2] (A7)
T˜2 =
4pi
3Ns
[−(2ny1 + nx1)a1 + (2nx1 + ny1)a2]
Now that we have defined the spanning vectors of the mo-
mentum space, we would like to define the boundaries of
the first Brillouin zone. Two vectors in the reciprocal
space are equivalent (the corresponding wavefunctions
are equal) if they are equal up to a translation of a vector
of the reciprocal lattice a˜1 or a˜2. The definition of the
reciprocal lattice vectors
a˜i · aj = 2piδij , i, j = 1, 2 (A8)
allows us to compute their expression in the direct space
a˜1 =
2pi
1−2 (a1 − a2) (A9)
a˜2 =
2pi
1−2 (−a1 + a2)
For a triangular lattice, this gives:
a˜1 = 2pi
2
3 (2a1 − a2) (A10)
a˜2 = −2pi 23 (a1 − 2a2)
Their expression in the T˜1 and T˜2 basis is
a˜1 = nx1T˜1 + nx2T˜2 (A11)
a˜2 = ny1T˜1 + ny2T˜2
The first Brillouin zone lies in the parallelogram de-
fined by (a˜1, a˜2). We want to label all of the Ns admis-
sible momentum vectors k within the first Brillouin zone
using two integers p and q such that
k = pT˜′1 + qT˜
′
2 (A12)
We require that NxT˜
′
1 and NyT˜
′
2 be vectors of the re-
ciprocal lattice (i.e. they can be written as linear com-
binations with integer coefficients of a˜1 and a˜2), with
Ns = Nx × Ny. This implies that p (resp. q) is in the
interval [0, Nx− 1] (resp. [0, Ny − 1]). Note that for k to
be an admissible momentum vector, T˜′1 and T˜
′
2 need to
be linear combinations with integer coefficients of T˜1 and
T˜2. We stress that taking both T˜
′
1 = T˜1 and T˜
′
2 = T˜2
is not a valid solution in general. Still for the sake of
simplicity, we set T˜1 = T˜
′
1.
We now want to find the possible values for Nx. Using
Eq. (A11), we find that
NsT˜1 = ny2a˜1 − nx2a˜2 (A13)
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To select Nx, we have an additional constraint besides
NxT˜1 being a vector of the reciprocal lattice: when p
runs from 0 to Nx − 1, we should span only inequivalent
admissible momentum vectors. In order to satisfy these
two constraints, the only possible choice is
Nx =
Ns
GCD(Ns, ny2, nx2)
(A14)
Ny is then given by
Ny =
Ns
Nx
= GCD(Ns, ny2, nx2) (A15)
One now needs to find T˜′2. This vector could be written
as
T˜′2 = T˜2 + αT˜1 (A16)
where α is an integer to insure that k is an admissible
momentum vector for any q. In principle, the coefficient
in front of T˜2 could be any integer co-prime with Ny
to describe all the admissible momentum vectors within
the first Brillouin zone. Since this coefficient is also de-
fined modulo Ny, we can set it to one. The last step is
to find α such that NyT˜
′
2 is a vector of the reciprocal
lattice. While it can be shown that αNy is an integer
using Bezout’s identity, there is no guarantee that α is
integer. Still we have been able to find possible sets of
parameters for all the relevant aspect ratios and system
sizes. Fig. 13b gives the value of all the lattice param-
eters (Nx, Ny, nx1, ny1, nx2, ny2, α) that were used in
this article, as well as the resulting aspect ratio κ for
a triangular Bravais lattice. To examplify the previous
analysis, we give the explicit construction of the admissi-
ble momentum vectors for the tilted lattice for Ns = 10
shown in Fig. 13a.
When we use tilted boundary conditions, the expres-
sion of the tight-binding Hamiltonian, which only de-
pends on the structure of the lattice at a local scale,
does not change. What changes is the set of admissible
values for the momentum, i.e. the set of points where the
Bloch Hamiltonian has to be evaluated. More precisely,
we only need to evaluate the scalar product of the mo-
mentum with the lattice vectors k · ai, i = 1, 2. We give
here its expression
k · a1 = 2pi
Ns
((p+ αq)ny2 − qny1) (A17)
k · a2 = 2pi
Ns
(−(p+ αq)nx2 + qnx1)
with (p, q) ∈ [0, Nx − 1]× [0, Ny − 1].
Appendix B: Additional evidence of the stability of
the FTI phase at half filling
We present here additional data to support the exis-
tence and stability of the half filling FTI in the presence
of interlayer coupling.
a˜1
a˜2
T˜ 1T˜ 2
0 0 1 0 2 0 3 0 4 0
a˜1
a˜2
T˜'2
0 0 1 0 2 0 3 0 4 0
3 0 4 0
0 1 1 1 2 1 3 1 4 1
a˜1
a˜2
0 0 1 0 2 0 3 0 4 0
3 0 4 0
a˜2
3 0 4 0
0 1 11 2 1 3 1 4 1
4 1
a˜1
0 0 2 0 3 0 4 0
0 1 1 1
1 0
3 0 4 0
2 1 3 1 
4 1
0 0 2 0
0 1 1 1
1 0
(a) (b)
(c) (d)
(e)
FIG. 14. Construction of the (p, q) labels for the admissible
momentum vectors on the Ns = 10 tilted lattice of Fig. 13a.
For this example, we have Nx = 5 and Ny = 2 according
to the table of Fig. 13b. (a) The dots denote the admissible
momentum vectors. The shaded area is the first Brillouin
zone defined by the two reciprocal vectors a˜1 and a˜2. Using
T˜′1 = T˜1, we can label the admissible momentum vectors
(p, 0) with p going from 0 to 4. (b) We find the equivalents of
(3, 0) and (4, 0) within the first Brillouin zone using reciprocal
vectors. (c) Using T˜′2 = T˜2 − T˜1 (here α = −1), we can
now label the (p, 1) admissible momenta. (d) Once again,
we find the equivalents of (0, 1), (1, 1) and (4, 1) within the
first Brillouin zone. (e) We show the label of each admissible
momentum vector within the first Brillouin zone.
1. Systems with pseudospin conservation
In the article, we relied on the energetic gap ∆, the
PES gap ∆ξ(NA) and the overlap to probe the stability
of the fractional phase. Another important quantity to
characterize the stability of the phase is the energy spread
δ. It is defined as the difference between the largest and
the smallest energy within the almost degenerate ground
state manifold (as depicted Fig. 4a). We represent the
quantity max(1 − δ/∆, 0) Fig. 15. When δ/∆ > 1, the
energy separation between the ground state manifold and
the excitations cannot be identified. However, we can still
extract ∆ and track the overlap. max(1−δ/∆, 0) is thus a
stricter criterion of the stability of the phase. In Fig. 15a,
we show its evolution in the TRI FTI system. There is a
well defined fourfold almost degenerate ground state even
for relatively large values of V/U , for all system sizes. In
Fig. 15b, we compare this evolution to the bilayer FCI
case. The quantity 1 − δ/∆ decreases faster when time
reversal symmetry is broken than when it is preserved,
in agreement with the other quantities.
We also give some additional results concerning the
PES. Fig. 16a, b, c give the evolution of the entanglement
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FIG. 15. Evolution of the quantity max(1−δ/∆, 0) for the sys-
tems with N = 8, 10, 12 bosons and Ns = N unit cells with
respect to the magnitude of the interaction between bosons
of opposite pseudospin (V/U), for the TRI FTI left panel and
for the bilayer FCI right panel. The shaded area in (a) corre-
sponds to a full polarization of the FTI system, forN = 10, 12
(light grey) and N = 8 (dark grey). The bilayer FCI sys-
tem only becomes fully polarized for values of V/U that are
beyond the scope of this graph (the transition happens for
20 < V/U < 30 depending on the system size).
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FIG. 16. Evolution of the entanglement gap with the magni-
tude of the interaction between bosons of opposite pseudospin
(V ) for the system with N = 8 (a), N = 10 (b) and N = 12
(c), Ns = N . The two kagome layers are only coupled by the
interaction. The shaded area corresponds to a full polariza-
tion of the system, for N = 10, 12 (light grey) and N = 8
(dark grey).
gap for NA ≤ N/2. As mentioned in the article, the
sector NA = N/2 has the smallest entanglement gap. In
all the cases and all the system sizes, the picture is still
consistent with what we have discussed in Sec. III.
2. Some properties of the FTI PES
We now derive the number of states below the FTI en-
tanglement gap ∆ξ starting from the number of states
below the FCI gap, and explain the PES structure ob-
served in Fig. 4b. We first focus on the states that are
separated by an entanglement gap ∆ξ from the rest of
the PES (see Fig. 4b). Let us first consider one FCI copy
at half filling, say the pseudospin up FCI copy. This
system has Ns unit cells and N↑ = Ns/2 particles. Its
ground state has a twofold quasidegeneracy. If we make
a cut in the particle space with a number of particles
N↑A, we obtain a gapped PES. We call NFCI(N↑A,k↑A)
the number of states below the entanglement gap in the
momentum sector k↑A = (k
↑
xA, k
↑
yA). We can also define
a similar counting for the pseudospin down FCI copy:
NFCI(N↓A,k↓A). In terms of the FCI quantum numbers,
the FTI quantum numbers write:
NA = N
↑
A +N
↓
A (B1)
SzA =
N↑A −N↓A
2
(B2)
kxA = (k
↑
xA − k↓xA) mod Nx (B3)
kyA = (k
↑
yA − k↓yA) mod Ny (B4)
Note that the minus sign in Eqs. (B3) and (B4) comes
from the minus sign in the one-body Hamiltonian that
acts on the pseudospin down h∗CI(−k). For given NA
and SzA, Eqs. (B1) and (B2) fix N
↑
A and N
↓
A. Naively,
the FTI PES counting with a cut (NA, SzA) is thus the
following in the kA sector
NFTIA (kA) =
′∑
kA=k
↑
A−k↓A
NFCI(N↑A,k↑A)×NFCI(N↓A,k↓A) (B5)
where the sum has to be taken over all the FCI momen-
tum sectors that satisfy the constraints of Eq. (B3) and
(B4). The symbol
∑′
signals that the momentum con-
straint has to be taken modulo (Nx, Ny).
As pointed out in Ref. [44], additional constraints can
reduce the number of eigenvalues of the PES when the
ground state possesses an additional symmetry preserved
by particle partitioning. Here the ground state has Sz =
0, which results in the following constraint
N↑A +N
↑
B = N
↑ = N/2 (B6)
N↓A +N
↓
B = N
↓ = N/2
where the the B indices refer to the B partition. Addi-
tionally, for a ground state with a degeneracy d 6= 1, the
PES counting is not the same in partitions A and B
NFCI(N↑A,k↑A) 6= NFCI(N↑B ,k↑B) (B7)
As a result, NFTIA (kA) 6= NFTIB (kB), and the number of
states below the gap in the FTI system reduces to
NFTI = min (NFTIA ,NFTIB ) (B8)
We now focus on the high entanglement energy region
of the spectrum. For the FCI, it was shown in Ref. [20]
that several subgaps appear in the non-universal part of
the PES. These gaps are related to the violation of the
generalized Pauli principle. In the FTI PES, we observe a
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similar substructure. We show that the number of states
between the first and second gap (see Fig. 4b) can be
explained by qualitative considerations on the number
of states in the FCI PES. We can perform the follow-
ing qualitative reasoning. Roughly speaking, the ground
state of a FCI at half filling is the sum of an ideal FCI
Laughlin state |ΨL〉 and a perturbative term of ampli-
tude :
|Ψ〉 ' |ΨL〉+  |Ψ1〉 (B9)
|ΨL〉 alone has an infinite entanglement gap. It con-
tributes NL states to the PES. Meanwhile  |Ψ1〉 con-
tributes N1 states to the PES, all in its high entangle-
ment energy part, as shown in Ref. [27]. In the decoupled
case, we can write the following approximation of the FTI
wavefunction
|ΨFTI〉 =
∣∣Ψ↑〉 ∣∣Ψ↓〉 (B10)
'
∣∣∣Ψ↑L〉 ∣∣∣Ψ↓L〉+ (∣∣∣Ψ↑1〉 ∣∣∣Ψ↓L〉+ ∣∣∣Ψ↑L〉 ∣∣∣Ψ↓1〉)
The first term is an ideal wavefunction, which contributes
N 2L to the low lying part of the PES (the part of the PES
that we have studied in the last paragraph). The second
term contributes 2NLN1 to the high entanglement energy
part of the PES. Fig. 4b, the number of states between
the two dotted lines is indeed explained by this simple
counting rule, as it is in other system sizes. For a higher
number of particles, we observe a substructure in the high
entanglement part of the PES. It is related to the FCI
subgap hierarchy described in Ref. [20].
Finally, we followed the evolution of the secondary en-
tanglement gap with increasing V/U . Results show a
much faster decrease of this gap compared to the lower
gap ∆ξ(NA). This is in agreement with the general obser-
vation in FCI that the entanglement gap corresponding
to the model state is much more robust to perturbations
than the other gaps.
3. Systems without pseudospin conservation
We give some additional evidence for the stability of
the FTI phase upon addition of an inversion symmetry
breaking term. In Sec. IV, we have provided the data for
N = 10. Here, we give the results for N = 8. We look at
the gap (see Fig. 17) and the PES gap (see Fig. 18) in the
planes α2 = 0 and α3 = 0. The results are quantitatively
very similar to those obtained for N = 10 in the article.
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FIG. 18. PES gap of the kagome lattice model topological
insulator at half filling with N = 8 bosons, in the plane α3 = 0
(a and b) and in the plane α2 = 0 (c and d), for V/U = 0
(a and c) and V/U = 0.5 (b and d). ∆ξmax,V(N/2) is the
amplitude of the PES gap in the case where R = 0, with
an interlayer interaction V . The number of particles in the
partition is NA = 4. We use the symmetries of the system
with respect to the coupling elements αi and show only the
zones α1 > 0 and α3 > 0. The dotted line indicates the
boundary between the trivial and topological insulator phases
in the non-interacting model.
