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Abstract 
Process modeling is an important design practice in organizational improvement projects. In 
this paper, we examine the design of business process diagrams in contexts where novice 
analysts only have basic design tools such as paper and pencils available, and little to no 
understanding of formalized modeling approaches. Based on a quasi-experimental study with 
89 BPM students, we identify five distinct process design archetypes ranging from textual to 
hybrid and graphical representation forms. We examine the quality of the designs and identify 
which representation formats enable an analyst to articulate business rules, states, events, 
activities, temporal and geospatial information in a process model. We found that the quality 
of the process designs decreases with the increased use of graphics and that hybrid designs 
featuring appropriate text labels and abstract graphical forms appear well-suited to describe 
business processes. We further examine how process design preferences predict formalized 
process modeling ability. Our research has implications for practical process design work in 
industry as well as for academic curricula on process design. 
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1. Introduction 
When seeking to (re-) design business processes, organizations often use graphical 
documentations of their business processes – so called process models [1]. These models are 
blueprints of organizational processes that capture, in some graphical and/or textual notation, 
at least the tasks, events, states, and business rules that constitute a business process [2]. 
Process models are used as a key tool in organizational re-design decisions, i.e., decisions 
about where, how and why changes to the processes should be enacted to warrant improved 
operational efficiency, cost reductions, increased compliance or better IT-based systems [3]. 
In such decision-making tasks, a process model is essentially a cognitive design tool that 
allows the process analyst to offload memory and information processing, and to promote 
discovery and inferences about the process at hand [4]. When the process design activity is 
not computer-supported (e.g., through a modeling tool), analysts use basic tools such as pencil 
and paper to illustrate how a business operates at present (as-is process design) or in the future 
(to-be process design). 
Our interest in this paper is in the way analysts use the affordances offered by paper and 
pencil to create business process design representations. Specifically, we seek to understand 
how novice analysts create business process design representations when they are uninformed 
of any process design method (such as standardized process modeling notation like BPMN 
[5]). Studies of process design in industry practice [6] still report on the widespread use of 
such ‘butcher paper’ process design work, where tools such as whiteboards, flip charts and 
post-it notes are used to capture knowledge about a current or future process. Deriving 
insights on the use and quality of these external representations may therefore promote an 
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understanding of how individuals form their own cognitive framework in process design work 
[7]. 
When given basic cognitive design tools without the use of a (semi-) formalized design 
method such as BPMN, individuals have numerous ways to illustrate a business process 
design. For instance, their design diagrams may entail the use of textual descriptions, 
graphical icons, geometric shapes, or even cartoon sketches, to name just a few. An example 
for such an informal design diagram, representing an airport check-in and boarding process, is 
given in Figure 1. 
 
Figure 1: Example of an informal business process diagram 
The aim of our research is three-fold. First, we seek to understand which design forms novice 
analysts choose when conceiving business process diagrams with paper and pencil. Second, 
we seek to establish differences between these process design types in terms of their ability to 
represent relevant information about the business process. Third, we seek to examine whether 
novice analysts with a certain preference for a process design type learn and perform 
formalized process modeling more successfully than others. 
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To that end, in this paper we report on an empirical analysis of process design work carried 
out by student analysts as part of their university coursework. We state the following research 
questions: 
RQ1 How can process design representations chosen by novice analysts be 
characterized? 
RQ2 How good are different types of process designs in describing important 
elements of a business process? 
RQ3 How do students with different preferences for types of process designs 
perform in using formalized process modeling notations? 
We proceed as follows. In section 2, we review prior work on process modeling as a design 
activity, and related work from design disciplines that provide an understanding of the design 
process as such. In section 3, we discuss our research model. In section 4, we discuss how we 
collected data on informal business process designs by novice analysts, and how we prepared 
this data for analysis. Then, in section 5 we give the results from our study, and present in 
section 6 a discussion of these results in the following section. In section 7 we discuss 
implications and limitations of our research, before we conclude this paper in section 8 by 
reviewing our contributions. 
2. Background 
2.1 Process Models as Design Artifacts 
The common aim of process representations such as process models is to facilitate a shared 
understanding and to increase knowledge about a business process [8]. This represented 
process knowledge is meant to support problem solving in the form of (re-) design decisions – 
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a task performed by business analysts and systems designers, for instance, in the context of 
organizational re-structuring, compliance management or workflow implementations [9]. 
Following [10], we view process modeling as a design activity because process models are 
used to represent a process problem in order to make potential solutions apparent. Being the 
most commonly employed cognitive vehicle in process (re-) design work, process models 
need to be readily and intuitively understandable by the various stakeholder groups engaged 
in this work to facilitate the identification of process problems and their solutions [11]. 
To gauge how well process models support such problem solving, various approaches have 
been suggested to measure the quality of a process model. Discussions of these approaches 
are provided, for instance, in [12-14]. Yet, these quality measures only apply to formalized 
process modeling methods such as Petri Nets, EPCs or BPMN. In contrast, these approaches 
are not applicable to informal process design representations such as sketches, doodles, 
diagrams or free text that do not follow an explicit meta model or well-defined graph-based 
rules. Still, evidence suggests that such informal representations are still widespread in actual 
practice [15]. 
For us to be able to judge the quality of informal business process design representations, we 
therefore turn to more general diagram correctness criteria suggested by Yang et al. [16], and 
define the quality of a process design as its ability to accurately represent all the important 
constituent factors of a business process in context, i.e., the activities, events, states, and 
business rule logic that constitute a business process [2]. We complement these process-
specific correctness criteria with two criteria found to be important in general design work, 
viz., temporal and geospatial design information [4, 17]. These two criteria, in a process 
design, relate to where (geographical location) and when (temporal location) work tasks in a 
business process have to be carried out. 
Figure 2 illustrates how typical formalized cognitive design vehicles used in process 
modeling practice, in this case a BPMN process model, meet these criteria. Specifically, it 
shows that while activities, events, states, and business rules are graphically represented, 
temporal and geospatial design information are normally absent from these design 
representations. 
 
Figure 2: Example of a formalized BPMN business process diagram 
2.2. Process Modeling as a Design Activity 
Process modeling, as any design work, is a cognitive activity [18]. Regardless of the work 
discipline, designs bear similarities, particularly in terms of the cognitive approach taken by 
the designer. For instance, an architectural student is more likely to generate multiple 
solutions to a problem before arriving at a final design, whereas a science student is more 
likely to analyze a problem thoroughly before drawing out only one design solution [18]. 
Viewing process modeling as a design activity, therefore, suggests the importance of prior 
experience in design approaches (e.g., experience in process modeling methods) to this 
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activity. For instance, Wang and Brooks [19] found that novice modelers conceptualize 
important domain elements in a fairly linear process in contrast to experts, who were found to 
have better analysis and critical evaluation skills. 
Looking at the artifacts created in process design work, business process diagrams, at a very 
simple level, typically entail the use of graphic icons, basic geometric shapes, and textual 
information [11]. Several studies highlight the importance of these visual means to aid 
understanding of the design outcome [20] – which is the key premise underlying process 
modeling as a design activity [21]. Visual attributes function as an aid for the human mind to 
recognize and group objects in diagrams [22]. Work on imagery, for instance, has shown how 
images have particular properties [23] that can affect interpretations. These findings suggest 
that different types of visual aids used in business process design will affect interpretation and 
understandability of the created process models. 
Investigating the notion of a process diagram as a visual aid to problem solving further, often, 
conceptual design work is carried out using informal sketching, a process of mental imagery 
with the purpose of identifying properties of imaged elements to enable the retrieval of 
information from memory [24]. Like drawings, sketching plays a consistent role in the 
generation, development, evaluation, and communication of ideas [7], which suggests their 
applicability to process (re-) design activities. 
Within sketches as well as more formal process diagrams, the use of graphical icons and 
geometric shapes is often prevalent. The types of graphics that can be found in process 
diagrams can be categorized as Concrete and Abstract. Concrete, high-imagery and high 
frequency graphics, are often represented with freehand sketches of objects such as stickman 
figures and telephone icons (see Figure 5c-e for examples). These graphic icons are often said 
to be quicker and easier to recognize than text [25]. In some process diagrams we find such 
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icons to denote special types of events (e.g., messages that arrive) or certain actors (e.g., 
human agents). Abstract graphics, on the other hand, are low-imagery, low-frequency 
graphics that entail geometric shapes and arrows [26] (see Figure 5c for an example). In 
formalized process models we find that many elements of a business process are represented 
through dedicated geometric shapes such as rectangles (for activities), circles (for events) or 
diamonds (for business rule logic). 
Also, process diagrams typically feature textual information in the form of labels attributed to 
geometric shapes (like activity boxes) or additional free-text descriptions [11]. Textual 
information plays a vital role in ensuring proper interpretation and association, as well as to 
enhance the building of a cognitive model [22]. Textual information further enhances the 
graphical information in a process diagram, because textual and graphical information can be 
processed in parallel through the complementary receptor channels of the human brain [27]. 
2.3 Summary 
Above we discussed prior work that suggests that process modeling can be seen as a cognitive 
design activity, and the resulting process diagrams as cognitive design vehicles. Based on this 
view and the findings to date, we can thus assert that process design work concerns at least 
the following questions, which we attempt to answer in the study we describe below: 
• Which representation aids are used in process design (e.g., the use of textual means, 
abstract geometric shapes, concrete iconic imagery, and the like)? 
• How well do process design means enable a reader to receive all relevant information 
about a business process (such as important events, activities, states, or business rules)? 
• Whether and how are temporal or geospatial information about a business process 
represented in a diagram? 
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• How do individual experience levels, specifically with design work, with modeling 
approaches or with the process itself, contribute to the design work? 
3. Research Model  
Based on our review of relevant work, we conceptualize our approach towards answering the 
research questions that we address in this study in the research model shown in Figure 3. This 
model suggests that informal process design work is a function of prior experience, and that 
formal process modeling performance is influenced by informal design work. 
 
Figure 3: Research Model 
In line with our research questions, first, we seek to understand the types of process design 
representations chosen by novice analysts. To that end, we seek to ascertain to which extent 
prior experience determines the type of process design representation used. As per Figure 3, 
we distinguish three forms of experience: Following Khatri et al. [28], we differentiate (a) 
experience with a method (a modeling approach) from (b) experience with a process 
(knowledge of the process domain). We anticipate that novice analyst with an educational or 
working background in any formalized modeling approach (data-, process- or object-oriented) 
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would have a predisposition towards the diagramming representation typically associated with 
the modeling approach, which can be expected to affect their preference for such a process 
design representation type. Domain knowledge has been shown to affect modeling processes 
and outcomes [28], and may thus influence both the type and quality of the process design 
conceived. Finally, given the importance of graphical and visual cues in conceptual design 
work [22, 23], we further expect that novice analysts with experience in graphical design work 
may choose a design representation format that is more graphically than textually oriented. 
Second, we seek to examine the outcome of the process design work. Following Figure 3, our 
interest in the outcome of the design process is two-fold, namely the type of process design 
representation chosen by the novice analysts, and the quality of the design types used in 
representing a business process correctly and accurately. 
Third, we are interested in examining whether the preferential design styles, which novice 
analysts use when uninformed of formalized methods, and the quality of those designs, allow 
us to predict how well the novices learn standardized formalized process design notations such 
as BPMN. To that end, following Figure 3, we examine the relationships between the type of 
process design representation chosen by the novice analysts and the quality of the design types 
used on the one hand, and their performance in formalized process modeling, in terms of the 
quality of a formal process model design, and the overall performance in a formalized 
modeling course, after one semester of coursework on the other hand. In the following, we 
describe how we collected data to examine our research model. 
4. Research Method 
We collected data using a four-part quasi-experiment conducted with a group of students 
enrolled in a Business Process Modeling subject unit as part of their university Information 
Systems course. The first three parts of the experiment took place during opening minutes of 
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the very first lecture in the subject in a lecture hall, consuming approximately 25 minutes. The 
last part of the data collection took place as part of the mandatory written exam at the end of 
the semester. 
The first part of the experiment captured demographic information about the students, viz., 
their level of education (under-graduate or post-graduate), gender, and English Language as 
their arterial language. This data was collected to describe a sample profile of our participants, 
in order to allow readers to judge the representativeness of our study population as well as the 
potential threats to external validity [29]. Additionally, we collected data about the 
participants’ experience in formalized modeling methods (process-, data- and/or object-
oriented), and their familiarity with the procedures at an airport, which was the process 
domain selected for our study. This data is important for us to examine the potential effects of 
method and domain knowledge on design representation type and quality, as per our research 
model (see Figure 3). 
The second part of the experiment aimed at assessing the students’ ability to draw graphical 
diagrams, as a proxy measure for graphical design skills. To that end, a picture of the Sydney 
Opera House was projected to the participants, who were to draw an accurate sketch of the 
image on a blank piece of paper. The rationale behind the Sydney Opera House image was 
based on the assumption that the majority of the participants would be familiar with the 
landmark, as it represents one of Australia’s most prominent features. Students were given ten 
minutes to complete this task but task times were not recorded. 
The third part of the experiment was to examine the students’ ability to create a business 
process design representation. A specific process scenario was portrayed in textual format to 
the participants as a narrative of an actor seeking to travel to Sydney. This included a detailed 
account of the arrival at the airport, followed by check-in and boarding procedures and 
leisurely activities taken in between. The rationale behind this activity was to provide a 
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business process with which both domestic and international students would have some level 
of familiarity with (as opposed to a business process in a specific industry vertical – for 
instance, insurance – where results could have been significantly biased due to non-existence 
of any domain knowledge). Students were instructed orally to draw a model that represents 
the airport process scenario as accurately and completely as possible, within ten minutes, 
using only a blank piece of paper and pencil.  
The fourth and last part of the data collection occurred at the end of the teaching term, as part 
of the mandatory written exam. As part of this exam, the students were in one task asked to 
develop a model of the airport process scenario using the formalized process modeling 
notation BPMN that they had been taught over the course of the thirteen-week semester. 
Students were asked to draw a BPMN model that represents the airport process scenario as 
accurately and completely as possible, using as many constructs of the BPMN notation as 
they deemed required and appropriate. All relevant measures from the data collection are 
provided in Appendix A. 
5. Results 
5.1 Demographic statistics 
Overall, 89 students participated voluntarily in the study. After eliminating incomplete and 
unusable entries, we retained complete and usable data about the first three parts of the 
experiment from 75 students (84%). Incomplete entries included those where several parts of 
the data collection (e.g., the drawing of the opera house, or the drawing of a process diagram) 
were not completed by the participants. Unusable entries were those were entries that were 
not readable (e.g., demographic data, or the process diagram). A likely explanation for the 
unusable entries is the fact that we relied on a paper and pencil setting, where participants 
could not be closely monitored for completing the experiment tasks accurately. We were 
13 
further able to collect the exam grades from a total of 59 students (67%). Table 1 provides 
further descriptive statistics about our participants. 
With this data set, first, we coded the demographic information obtained. Our specific interest 
was in students’ experience with airport processes (domain knowledge), as well as experience 
in formal modeling methods – process modeling knowledge (PMK), data modeling 
knowledge (DMK), and object modeling knowledge (OMK). Table 1 shows that, within our 
study population, 60 percent of participants had prior experience in process modeling, 36 
percent of participants had prior experience in data modeling and 41 percent of participants 
had prior experience in object modeling. 
Next, we assessed the quality of the Opera house drawings, to create a measure of graphical 
design skills. To that end, all drawings were provided to a professional artist, who judged 
each drawing using a six-item drawing quality measure that assessed composition (COM), 
proportions (PROP), perspectives (PERS), shading (SHAD), drawing style (STY) and overall 
impression (IMP) of the drawings on a 7-point scale (1 = very bad, 4 = neutral, 7 = very 
good). 
Table 1 shows that participants ranged in terms of their graphic design skills but the overall 
level of design skills was low. The standard deviation was above 1 for all graphic design skill 
dimensions, but the mean was always lower than the mid-point 4, with composition skills 
being rated highest (mean = 3.36) and graphical correctness being rated lowest (mean = 2.33). 
Again we believe these results are realistic and sensemaking for the cohort of Information 
Systems and Information Technology students that participated in our study. 
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Table 1.  Participant demographics 
Variable Scale Mean St. Dev. Distribution. 
Gender 
male/female N/A N/A
76% male 
24% female
Study course 
Undergraduate/postgraduate N/A N/A
44% undergraduate
56% postgraduate
English as an arterial 
language Yes/No N/A N/A
56% native speakers
44% non-native 
speakers
Experience with 
airport processes 
(domain knowledge - 
DK) 
0-10 6.14 2.13
Prior process 
modeling knowledge 
(PMK) 
Yes/No N/A N/A
60% with PMK
40% without PMK
Prior data modeling 
knowledge (DMK) 
Yes/No N/A N/A
36% with DMK
64% without DMK
Prior object modeling 
knowledge (OMK) 
Yes/No N/A N/A
41.3% with OMK
58.7% without OMK
General graphic 
impression (IMP)  
1-7 2.57 1.37
Correctness (COR) 1-7 2.33 1.02
Composition (COM) 1-7 3.36 1.74
Proportions (PROP) 1-7 2.81 1.53
Perspective & 
background (PERS) 
1-7
2.53 1.46
Shading & shape 
design (SHAD) 
1-7
2.51 1.30
Drawing style (STY) 1-7 2.83 1.40
 
5.2 Identifying Process Design Types 
To distinguish different process design representation types, we categorized the various types 
of process design representations created in the third part of the experiment, in accordance 
with their aesthetic design properties. This assessment included the examination of the 
relative use of graphical icons, textual information, and sequential flow or structure of the 
process diagram. To ensure coding reliability, all diagrams were assessed separately by three 
research assistants, who then, iteratively, met to discuss, defend and revise their coding work 
until consensus was reached. 
Our coding of the 75 process diagrams resulted in the identification of five process design 
archetypes. This assessment was based on the aesthetic representation of the process 
diagrams, such as frequency of graphic use, textual information, and the sequential flow of 
the process structured within the Euclidean space afforded by the piece of paper. Similar to 
the Physics of Notations suggested by Moody [20], we found that the archetypes could be 
differentiated based on their use of text and graphics. Figure 4 positions the five identified 
archetypes along a continuous scale from dominantly textual (type I) to dominantly graphical 
(type V) representation formats, and describes key traits of each design type.  
 
 
  
 
Figure 4: Process Design Archetypes 
Figure 5a-e provide examples for each design archetype and display information about 
absolute and relative frequency of occurrence in our dataset. 
 
Type I ‐ Textual 
Design
•Full use of text
•No use of 
abstract/concrete 
graphics
Type II ‐ Flowchart 
Design
•Text & abstract 
graphics
•No/negligible use of 
concrete graphics
Type III ‐ Hybrid 
Design
•Text & abstract 
graphics
• Some concrete 
graphics
Type IV ‐ Storyboard 
Design
• Less text
• Significantly more 
abstract & concrete 
graphics
Type V ‐ Canvas 
Design
•No/negligible text 
use
•Full use of concrete 
graphics
  No graphics   Negligible graphics Some graphics Lots of graphics All graphics 
    All text    Lots of text  Lots of text Some text Negligible text
 Figure 5a: Process Design Type 1: Textual 
(1 diagram – 1.3%) 
Figure 5b: Process Design Type 2: 
Flowchart (54 diagrams – 72.0%) 
Figure 5c: Process Design Type 3: Hybrid 
(6 diagrams – 8.0%) 
Figure 5d: Process Design Type 4: 
Storyboard (11 diagrams – 14.7%) 
Figure 5e: Process Design Type 5: Canvas 
(3 diagrams – 4.0%) 
Figure 5: Process Design Archetype Examples 
The first type, Textual design (Figure 5a), resembles very closely to that of an algorithm 
pattern. This design type does not utilize any form of graphical illustration but uses lines of 
words as the primary representation of process information. The second type, Flowchart 
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design (Figure 5b), contains textual information embedded within graphical shapes that are of 
abstract nature, i.e., lines/arrows and/or boxes and borderlines around captions, and generally 
have a sequential flow that, to some extent, resembles more formal modeling techniques used 
for process-, data-, or object-modeling, and of course, the classical flowchart. The third type, 
Hybrid designs (Figure 5c), uses concrete graphics (such as stickman figures, telephone icons 
and the like) to supplement the textual labels and descriptions in the presence of abstract 
graphics (shapes and boxes). The Hybrid design also follows a structured process flow of 
information. The forth and fifth design types are notable due to the distinctively dominant use 
of concrete graphics over and above textual representations. The Storyboard design (Figure 
5d) uses a great variety of concrete graphics such as icons, complemented with brief textual 
descriptions, typically in the form of verbs and nouns. Resembling a real “Storyboard”, this 
design type further features segmented pieces of information, some partitioned as objects 
within rectangular boxes (abstract graphics) or swim-lanes, and were structured in a flowing 
manner to accommodate the Euclidean space and orientation of the paper. Last, the Canvas 
design (Figure 5e) illustrates the entire process with concrete graphics and without any 
meaningful use of textual information, occupying the entire page of the paper to provide a 
picturesque view of the scenario. Due to the “picture-painting” nature of this design, the 
diagram lacks any precise representation of the process flow, or detailed textual information. 
5.3 Explaining the Process Design Types 
Having distinguished the five different process design representation types, we then examined 
whether any of the experience factors we considered (method, domain or graphical design 
experience) was significantly associated with any of the design representation types chosen by 
the participants. Such associations could indicate reasons why participants would opt for a 
certain process design representation type. 
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To that end, we ran a multiple discriminant analysis (MDA), which is an approach used to 
classify a categorical dependent that has more than two categories, using as predictors a 
number of interval-scaled or categorical independent variables [30]. This statistical technique 
is used to classify cases of a dependent variable, in our case, the different categories of design 
types, ranging from textual (DT1) to fully graphical (DT5) designs, by estimating how well a 
set of variables (in our case, personal demographics such as experience and graphical design 
skills) predicts the correct classification into one of the categories of the dependent variable. 
If the multiple discriminant analysis is effective for a set of data, the classification table of 
correct and incorrect estimates of the classification of cases into the five categories will yield 
a high percentage correct. 
Multiple discriminant analysis works by estimating so-called canonical roots, which is a latent 
variable that is created as a linear combination of the discriminating (independent) variables. 
The canonical roots are estimated such that the distance between the means of the criterion 
(dependent) variable (in our case, the different types of process designs) are maximized. 
Based on the maximum likelihood estimation of the number of canonical roots, multiple 
discriminant analysis considers two tests: First, an F test (Wilks' lambda) is used to test if the 
discriminant model of all canonical roots as a whole is significant; and second, if the F test 
shows significance, then the individual independent variables are assessed to see which differ 
significantly across the groups, and these are used to classify the dependent variable. 
Like multiple regression, MDA assumes proper model specification (inclusion of all 
important independents). Based on our literature review, this condition was presumed to be 
correct in our case. MDA, furthermore, is a preferred alternative to logistic regression, 
because is has more statistical power than logistic regression (and thus less chance of type 2 
error) and is able to extend the analysis to dependents with more than two categories, which 
was important in our case. 
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Our dependent variable was design type (with the groups 1-5), and as independent variables 
we used three binary variables PMK, DMK, OMK capturing respondents’ prior experience 
with different modeling methods, and six interval factor scores (IMP, COM, PROP, PERS, 
SHAD, STY) describing the graphical design skills as per the evaluation from a professional 
artist. Last, we used the interval factor score domain knowledge (1-10) to include the self-
perceived rating of familiarity with airport procedures as another independent variable. 
Table 2 and Appendix B give the results from multiple discriminant analysis, including 
descriptive statistics (Appendix B.1). Specifically, Appendix B.2 shows that the discrimant 
model estimated through the MDA consists of four canonical roots. Appendix B.3 shows how 
each of the independent variables is related to each of the four canonical roots (discriminant 
functions). Importantly, however, the data in Appendix B.4 shows that the discriminant model 
described by the four canonical roots has insignificant explanatory power (the significance of 
the canonical roots in correctly predicting the classification of design types into the five 
identified design types ranges from p = 0.19 to 0 = 0.57). These results show that the linear 
model of the canonical roots is not appropriately discriminating. 
Furthermore, the data in Table 2 shows that the model of the independent factors considered 
fails to explain the categorization into the design types DT1 (Textual design) through to DT5 
(Canvas design). None of the independent variables considered is a significant predictor of the 
classification of design types; with p-values ranging from 0.10 (domain knowledge) to 0.88 
(design correctness). These results suggest that, while we identified five preferential styles of 
process design, the preference for any of these styles cannot be explained through either 
previous modeling knowledge factors (PMK, DMK or OMK), through graphical design skills 
(IMP, COR, COM, PROP, PERS, SHAD, STY), or through experience within the domain 
modeled (DK). We note, however, that part of the non-significance of the results may be due 
20 
to the limited relative sample size for some of the design types (e.g., DT1 or DT5), although 
equal group size is not a necessary assumption for MDA.  
Table 2.  MDA: Significance Tests of Equality of Group Means 
Factor Wilks' Lambda F df1 df2 Sig. 
PMK 0.97 0.63 4.00 70.00 0.65 
DMK 0.97 0.59 4.00 70.00 0.67 
OMK 0.91 1.72 4.00 70.00 0.15 
DK 0.89 2.06 4.00 70.00 0.10 
IMP 0.93 1.32 4.00 70.00 0.27 
COR 0.98 0.30 4.00 70.00 0.88 
COM 0.91 1.72 4.00 70.00 0.16 
PROP 0.95 0.96 4.00 70.00 0.44 
PERS 0.95 0.85 4.00 70.00 0.50 
SHAD 0.94 1.10 4.00 70.00 0.36 
STY 0.96 0.78 4.00 70.00 0.54 
 
5.4 Evaluating Process Design Quality 
In our next analysis, we attempted to measure the quality of each process design 
representation. To that end, we adapted the semantic correctness criteria suggested by Yang et 
al. [16] to the constituent elements of business process models (activities, events, states, 
business rules, see [2]) in a six-item 5-point scale (1 = aspect not at all represented, 5 = aspect 
fully represented). Our coding protocol noted 4 activities, 4 events, 4 business rules, and 6 
states from the description of the airport process scenario. We then distributed the item count 
throughout the 5-point scale; for instance in the case of activities, we noted ‘1’ as activity not 
at all represented, ‘2’ as 1 activity represented, ‘3’ as 2 activities represented, ‘4’ as 3 
activities represented, and ‘5’ as all 4 activities represented. Again, we used a three-member 
coding team and an iterative consensus-building process to ensure validity and reliability of 
our assessment. The protocol detailing the coding scheme is available in Appendix C. 
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In examining the data collected about the quality of the process designs, we proceeded in two 
steps. First, we ran a Univariate Analysis of Variance (ANOVA, [31]), with Design Quality 
(DQ) as an aggregate dependent variable, computed as the average total factor score of the six 
semantic correctness scale items. As independent factors, we used design type (DT), a binary 
grouping variable domain knowledge (groupDK) that grouped respondents into two classes – 
participants with high levels of previous knowledge of airport procedures (domain knowledge 
score 6-10) and those with low levels (domain knowledge score 0-5). Also included as 
independent factors were the three binary measures for previous modeling method knowledge 
(PMK, DMK and OMK) and the graphic design score overall impression (IMP). Table 3 
gives the results. 
Table 3.  Univariate ANOVA Test Results 
Factor df F Sig. Partial Eta Squared 
Corrected Model 49 3.55 0.001 0.87
Intercept 1 1025.45 0.00 0.98
Design Type 4 12.46 0.00 0.67
Domain Knowledge (groupDK) 1 9.57 0.01 0.28
Prior process modeling knowledge (PMK) 1 0.16 0.69 0.01
Prior data modeling knowledge (DMK) 1 3.96 0.06 0.14
Prior object modeling knowledge (OMK) 1 1.12 0.28 0.05
General graphic impression (IMP) 5 1.05 0.41 0.17
Error 25
Corrected Total 74
 
The data in Table 3 shows that Design Type (F = 12.46, p = 0.00) and previous domain 
knowledge (F = 9.57, p = 0.01) are significant predictors of the aggregate design quality 
measure, whilst the other independent factors were insignificant.  
We found from the ANOVA, firstly, a significant association between higher levels of 
domain knowledge and process design quality scores. Secondly, we found the design type to 
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be significant indicator for process design quality scores, suggesting differences in semantic 
correctness between the textually oriented and the graphically oriented process design 
representation types (as per the classification in Figure 4). 
To examine these results in more detail, we then ran a Multivariate Analysis of Variance 
(MANOVA), with the six semantic correctness measures as dependent variables, and the 
same input factors as above. Table 4 gives selected descriptive results from the MANOVA 
about the impact of the Design Type, and Table 5 displays corresponding significance levels. 
Table 4.  Multivariate ANOVA Descriptive Results 
Design Type State Task Event Business Rules Time Distance 
DT1 5.00 5.00 1.00 4.00 4.00 5.00 
DT2 2.98 3.81 2.81 4.06 3.15 3.07 
DT3 2.50 3.00 1.33 3.17 3.00 3.67 
DT4 2.73 2.82 1.27 3.09 2.91 3.73 
DT5 1.00 1.00 1.00 1.00 1.00 1.00 
 
Table 5.  Multivariate ANOVA Test Results  
Independent variables 
with significant results 
Significance levels 
State Task Event Business Rules Time Distance 
DT 0.01 0.002 0.01 ns 0.00 0.01 
DT & PMK  ns ns ns ns 0.002 0.001 
DT & OMK  ns ns ns ns 0.02 ns
DT & groupDK  ns ns ns ns ns 0.02 
 
The results from Table 4 and Table 5 suggest that there is relationship between the type of 
design employed by the students to represent the business processes and the different 
dimensions of the quality of these designs. Specifically, Table 4 shows that design type 2 
(Flowchart) was associated with the highest correctness scores for representing the State, 
Task, Event, and Business Rules aspects – under elimination of DT1, which only featured one 
case. The purely graphical design, DT5 Canvas, was associated with the lowest aggregate 
scores in representing the six factors that entail the design quality. We further note that the 
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highest scores for the Distance dimension were linked to design type 4 (Storyboard). Finally, 
Table 5 shows that these score differences are significant, except for the quality dimension 
Business Rules, where we did not identify a significant association with any of the types of 
design used. 
Table 5 further suggests important interaction effects stemming from the type of knowledge 
possessed by the participants. We note that participants with prior process modeling 
knowledge, when exercised with their choice of design, achieved higher quality scores for 
their representations of Time and Distance. Subjects with object modeling knowledge were 
found to be better in representing Time with their design type, while those with previous 
domain knowledge were found to be better in representing Distance. 
Perusing MANOVA we further found a number of interesting effects on design quality 
stemming from prior experience of the subjects. Table 6 summarizes the significance levels 
for the different types of prior experience captured. 
Table 6.  Multivariate ANOVA Test Results (Prior Experience) 
Types of prior experience 
with significant results 
State Task Event Business 
Rule 
Time Distance
PMK ns ns ns 0.04 ns ns 
PMK & DMK 0.02 ns ns ns ns 0.01 
DMK ns ns ns ns 0.02 ns 
DMK & GroupDK  ns 0.03 ns ns ns ns 
OMK ns ns ns ns 0.02 ns 
OMK & GroupDK  ns ns ns 0.05 ns ns 
OMK & PMK 0.01 ns ns ns ns ns 
 
Examination of the data displayed in Table 6 shows that those participants with knowledge of 
process modeling methods achieved higher scores for representing Business Rules (p = 0.04). 
Students with both process and data modeling knowledge achieved higher scores for 
representing States (p = 0.02) and Distance (p = 0.010). Time was well represented by 
students with data modeling knowledge (p = 0.02) and those with object modeling knowledge 
(p = 0.02). The data also showed the existence of an interaction effect between students with 
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both data modeling and domain knowledge in representing Tasks (p = 0.03), while those with 
object modeling and domain knowledge represented Business Rules well (p = 0.05). Last, we 
found an interaction effect concerning the representation of States (p = 0.01), for those 
participants with both object and process modeling knowledge. These findings suggest that 
different method knowledge, solely or when combined with other method or domain 
knowledge, can increase the specific level of quality in a business process diagram. 
5.5 Evaluating Formal Process Modeling Performance 
In a last step, we collected the marked results from the final written exam task on modeling 
the airport process in a BPMN diagram. Students were graded on a scale of 0-10 (ten being 
the highest score) for this task. The grading scheme allocated up to 5 points for completeness 
(in terms of modeling all tasks, events, actors, states and business rule logic), 1 point for 
visual intuitiveness (how easy to read is the model), 2 points for appropriate labeling of events 
and tasks (in terms of following the labeling guidelines as discussed in [11]), and 2 points for 
syntactic correctness (in terms of equivalence to the grammatical rules of BPMN as per 
specification [32]). Exam marking was completed by an experienced teaching assistant 
uninformed and unaware of the study. 
We collected the individual marks for this task from the students as an approximate measure 
for formal process model quality. For comparison purposes, we also collected data on the 
students’ overall exam performance, on a scale from 0-100, to establish an approximate 
measure for the student’s performance in formal process modeling.  
Overall, we received results from fifty-nine students that had undertaken the experiment prior 
to receiving formal education in process modeling with the formal industry standard notation 
BPMN [32] over the course of the thirteen-week semester. The course followed the 
curriculum described in detail in [33], and ended with a written individual exam in which the 
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students, amongst other tasks, were asked to draw a formal BPMN model of the airport 
scenario used in the initial experiment (see task description in Appendix A).  
With this data, first, we ran a non-parametric Kruskal-Wallis [34] test to examine the 
relationship between Design Type chosen by the students at the start of the semester plus their 
Task Score, and overall Exam Scores at the end of the semester. The Kruskal-Wallis test is 
the generalization of the Mann-Whitney test when there are more than two independent 
groups, like in our study (five), ranging on an ordinal scale from textual to graphical designs 
(see Figure 4). The distribution-free nature of nonparametric tests places few restrictions on 
the sample size in contrast with parametric tests, which rely on asymptotic properties or 
normality of the sample distribution, which was not given in our distribution of process 
design types. Also, rank-based nonparametric tests are not affected by outliers, which allows 
us to also consider those design types that relatively few students selected (e.g., Design Type 
5 – Canvas). Table 7 gives the results from the Kruskal-Wallis test. Note that we did not 
receive exam scores from students that originally selected Design Type 1 – Textual. 
Table 7.  Kruskal-Wallis Test Results 
Design 
Type 
N TS 
Mean (Std. Dev.) 
TS 
Mean Rank 
ES 
Mean (Std. Dev) 
ES 
Mean Rank 
2 45 7.89 (1.61) 33.22 85.78 (15.40) 33.67 
3 6 7.33 (1.21) 23.83 73.33 (11.54) 19.50 
4 7 6.86 (0.90) 16.57 65.14 (24.05) 18.21 
5 1 7.00 (0.00) 16.00 64.00 (0.00) 10.50 
 
The data in Table 7 shows that for both measures of formal process model quality (task score 
– TS) as well as for our measure of formal process modeling skills (exam score – ES), there is 
a downward trend in scores when traversing from more textual (Design Type 2) towards 
highly graphical (Design Type 5) informal process design styles. Mean scores as well as mean 
ranks for task as well as exam scores steadily decrease (except for the task score for Design 
Type 5). Figure 6 displays these results graphically. 
The Kruskal-Wallis test showed the differences in task and exam scores between the different 
design styles to be significant (TS: χ2= 7.99, df = 3, p = 0.04; ES: χ2 = 8.89, df = 3, p = 0.03). 
These results suggest that students that initially chose an informal design type that is 
characterized by structured text with abstract graphics (such as the one characterizing Design 
Type 2 in Figure 5) performed better in formal process modeling than those that had preferred 
highly visual process designs featuring concrete graphics and little textual information (e.g., 
Design Type 4 or 5). 
 
Figure 6: Mean Exam and Task Scores per Design Type 
Following our research model, in a second test, we set out to examine the relationship 
between the quality of the informal process designs (DQ) and our formal process modeling 
quality and skills measures. To that end, we estimated two linear regression models, one with 
task scores (TS) as a dependent variable, and the other with the overall exam scores (ES). 
Both regression models used as independent variables the five informal process design quality 
measures representation of states (STATES), tasks (TASK), events (EVENT), business rules 
(BusRule), temporal information (TIME) and geospatial information (DISTANCE). Table 8 
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shows descriptive statistics and Table 9 gives the results from the regression model 
estimation. 
Table 8.  Linear Regression Descriptive Results 
Independent Variable Dependent Variable Mean Std. Dev. N 
 TS 7.70 1.51 59 
ES 81.69 17.60 59 
STATE  2.95 1.04 59 
TASK 3.64 1.14 59 
EVENT 2.46 1.27 59 
BusRule 3.82 0.90 59 
TIME 3.10 1.60 59 
DISTANCE 3.13 1.75 59 
 
Table 9.  Linear Regression Model Results 
Independent Variable Dependent Variable St. Beta t Sig. 
STATE Task score (TS) -0.07 -0.46 0.65 
Exam score (ES) 0.08 0.55 0.59 
TASK Task score (TS) 0.29 1.54 0.13 
Exam score (ES) 0.21 1.09 0.28 
EVENT Task score (TS) 0.18 1.05 0.30 
Exam score (ES) 0.13 0.74 0.47 
BusRule Task score (TS) -0.17 -0.88 0.38 
Exam score (ES) -0.05 -0.25 0.81 
TIME Task score (TS) 0.05 0.25 0.81 
Exam score (ES) 0.08 0.38 0.70 
DISTANCE Task score (TS) -0.07 -0.32 0.75 
Exam score (ES) -0.03 -0.12 0.90 
(Constant) Task score (TS) 7.34 0.00 
Exam score (ES) 5.47 0.00 
 
Perusal of the data in Table 9 reveals that none of the quality measures used to gauge the 
quality of the informal process design at the start of the semester turned out to be a significant 
predictor of the formal process model quality (TS) or skills (ES) measure collected at the end 
28 
of the semester. Notably, these results indicate that the quality of informal process designs is 
not related to the quality of formal process designs using a standardized notation such as 
BPMN. 
Finally, we ran additional MANOVA tests to examine the relationship between prior 
experience and knowledge (groupDK, PMK, DMK, OMK, IMP) and task and exam scores. 
These additional tests did not show significant association between any of the independent 
factors and the dependent variables and are therefore not reported in detail. 
6. Discussion 
Our study set out to examine preferential styles of process design when uninformed of 
formalized process modeling notations, the quality of these designs, and the ability to learn 
formalized process design methods. We identify three core findings from our study that 
extend our understanding on the use of conceptual design tools and the quality traits of the 
design outcomes. 
(a) design representation forms chosen to conceptualize business processes range from 
predominantly textual, to hybrid, to predominantly graphical types; 
(b) some of the design types, more notably the combined graphical and textual types, are 
associated with higher quality scores; and 
(c) Students with preferences for textual and abstract but not concrete graphical design 
types are associated with an improved ability to apply formalized process design 
methods, once knowledge is acquired. 
Aside from these general findings, our results also permit a number of important specific 
interpretations. We turn to Dual Coding theory [35] to interpret our results in more detail. 
This theory stipulates that text and graphics together can provide a more effective 
representation of information than using either on their own. We find that Design Types 2 
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(Flowchart) and 3 (Hybrid) both fall under this banner. Yet, our results that participants that 
selected Flowcharts as a design type achieved higher semantic correctness scores in 
comparison to the Hybrid design type might suggest text and abstract graphics (shapes such 
as boxes, circles and arrows) may be more effective in displaying important domain semantic 
elements than the combined use of text and concrete graphics (icons such as stickman figures 
– as found in Design Type 3, Hybrid). Our findings about the quality of the designs as well as 
the ability to perform in formalized process modeling support this tentative interpretation. 
Also, during the three-member evaluation of the process diagrams, it was reported that certain 
concrete icons, when unfamiliar with the given context, tended to create a certain level of 
ambiguity towards the end-users. For instance, one of the coders mis-interpreted a sketched 
icon representing the utility of an online check-in facility (as per context scenario), as a public 
restroom. This anecdotal evidence further corroborates our interpretation. Still, our study 
allows us to reason only about the model design choices made by novice analysts. Further 
studies of how well the process information in these design types can be interpreted by model 
readers [36] are required to provide conclusive evidence. 
We turn to Moody’s [20] theory of effective visual notations to further examine our findings 
regarding the use of abstract and concrete graphics in process designs. The use of concrete 
graphics such as icons can in some instances violate the notion of monosemy whereby a 
symbol should have only one predefined and independent meaning. This is not to say that all 
concrete graphics used in diagrams are undefined. For instance, the use of concrete graphics 
such as stickman figures, which clearly represent the main actor in a process, or a 
combination of a stickman with a telephone icon, followed by a taxi vehicle, can clearly 
indicate the representation of the actor calling a taxi as described in the process scenario. Such 
icons are of a semantically immediate nature, which allows novices to establish its meaning 
graphically in a process diagram based on their appearance alone [20]. Still, the only partial 
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and inconsistent use of semantically immediate concrete graphics in more graphically 
oriented diagrams (Design Types 3, 4, or 5) may explain why we found the more textually-
oriented process diagrams, such as the Flowchart design, which employ abstract graphics 
such as geometric shapes and arrows, to be associated with higher semantic correctness 
scores. Moody [20] highlights such symbols as being semantically opaque, in which the 
relationship between a symbol’s appearance and connotation is merely arbitrary. Note that we 
found that predominantly students with notably high levels of domain knowledge tended to 
employ this design type with increased use of text and semantically opaque symbols. This 
finding would suggest specifically that geometric shapes can faithfully be used to describe 
different constituent elements of a process such as activities (typically rectangles), events 
(typically circles) or business rules (typically diamond-shaped gateways). It also highlights 
the important role of appropriate textual labels and the importance of conventions to guide the 
textual semantic specification of these labels. 
Further note that the Flowchart design was also found to be the most favored type of design 
by the majority of students (72%), which may not only indicate preference, but perhaps also 
the novice’s default way of conveying process information (using bare minimum concrete 
graphics). 
Turning to what appears to be the second most used type of design (15% of students), the 
Storyboard design, we note that the simultaneous use of both graphics and text, plus a 
structured flow of process, may imply intuitiveness of graphical use to emphasize 
representation. And indeed, the theory of spatial contiguity [37] suggests that inclusion rather 
than segregation of both text and images can be more effective towards the end-user in terms 
of comprehension, regardless of spatial and verbal abilities. This theory may also contribute 
to explaining why we found only one case of Design Type 1, Textual design, because, as per 
theory, such diagrams lack the intuitiveness of graphics. 
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Therefore, we posit that concrete graphic icons, in certain instances, may be used as an 
additional vehicle to describe relevant information in intuitive and easy form. They are 
aesthetically pleasing as people generally have a preference on real objects rather than 
abstract shapes. However, our study also shows that abstract icons, in conjunction with the 
use of textual information, were significantly often in use by those participants with low 
levels of previous modeling knowledge.  
Next, we turn to the representation of the “non-standard” contextual process elements 
temporal and geospatial information. We found that participants that employed the 
Storyboard design tended to achieve the highest correctness scores in the ‘distance’ 
dimension. The Storyboard design comprises of graphics, both abstract and concrete, with 
little textual annotation. Notably, we found the most prominent representation to be a 
signboard graphic icon with the unit of measure (e.g., 3 km). 
The highest scores for describing temporal information, on the other hand, were found to be 
associated with the Flowchart design type. In this style, we found that temporal information 
was generally described using text labels and abstract shapes such as additional timeline 
arrows complementary to the process flow. This finding could suggest that it is deemed more 
accurate for the illustrator to use textual descriptions of time periods, as opposed to drawing a 
clock icon (a concrete graphic) to indicate a particular time or duration. Again we note that 
this finding presents an opportunity to study whether the design choice is in alignment with an 
interpretation choice (i.e., whether models incorporating these design features indeed improve 
model comprehension). 
Regarding our findings about the linkages between informal process designs and formalized 
process modeling at the end of the course, the results in Figure 6 show the descending 
progression in both task and exam scores for those participants that incorporated more 
concrete graphics in their initial, informal process designs. Those who employed a more 
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textual-oriented design, complemented with the use of abstract graphics (such as the 
Flowchart design), appeared to perform better also in the subsequent formal process modeling 
tasks. These findings are in line with a recent study that analyzed students’ mental 
conceptualizations via their drawings [38]. This study found that a drawing can exhibit a 
students’ perception towards an object, including the level at which they observe details and 
present them, thereby functioning as a “window” to an individual’s conceptual knowledge. 
This phenomenon may reflect the mirrored trend of scores for both formal and informal 
process design types as those who employed the Flowchart design achieved a higher score in 
terms of semantic correction. This is in contrast with subjects who adopted the Storyboard 
and Canvas designs, whose scores are lower than Flowchart and Hybrid designs. Such 
occurrence may indicate a lack of perception, and subsequent modeling, of detailed 
information by participants, which may persist also in their later formal process modeling.  
The linear regression tests in Table 8 and Table 9 reveal a non-existent relationship between 
the quality of informal and formal process designs, which is further corroborated from the 
insignificant findings from the additional MANOVA tests. These results suggest that formal 
process modeling quality or performance is not subject to the ability of students to provide 
high-quality informal process designs, and suggests that better “sketching” skills do not make 
a better process modeler. Instead, we may speculate that formal process modeling skills will 
depend upon the students’ ability to comprehend essential process concepts (such as 
concurrency, repetition, convergence and divergence) [36], and their general aptitude to 
learning in a classroom environment [39]. Notably, we observed that the vast majority of our 
participants performed better in process modeling after having received thirteen weeks of 
process modeling education. 
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7. Implications and Limitations 
7.1 Implications for Research 
The work presented in this paper has important implications for future research. Particularly, 
we believe that our study provides some valuable insights towards cognitive aspects of novice 
process designers, which can be the basis for further cognitive studies in the field of business 
process design. One of the most apparent connections from our work is to the theory of 
cognitive fit [40] that stipulates that task performance is best when the mental representation 
of a problem matches that of the cognitive design vehicle (e.g., the process model) that is used 
to solve the problem at hand. Our study provides an initial exploration of the mental 
representations of processes as employed by novice analysts, and the way they would choose 
to externalize these mental representations when not required to use a formalized design 
vehicle (such as BPMN). Yet, the quasi-experimental research design restricts our work to a 
correlational study, in which we evidenced that process design archetypes are associated with 
different levels of design quality. Still, this setup does not allow us to reason about causal 
relationships between design type and design quality. In identifying potential explanatory 
theories to provide causality to our findings, cognitive fit theory could provide an explanatory 
mechanism to examine the relationships identified through our analysis. Further work could 
thus be undertaken to consider how well existing formalized modeling methods provide a fit 
to the mental representations of the processes being analyzed/designed, and the consequential 
effect on the performance of the process (re-) design task. 
A second stream of research emerges from the setting of our research with novice analysts. 
The core part of our study took place prior to classroom teaching in process modeling. Thus, 
our study provides important insights into the set of potential business analysts before they 
undergo education in principles of process, management or formalized modeling. Future 
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research can now build upon these insights to examine different modes of teaching for 
different types of novice analysts, following our classification scheme to identify the most 
appropriate learning mechanisms for different types of analysts. 
Last, we identify opportunities for studies to compare the informal process design 
representations with typical formalized representations (e.g., with BPMN, Petri nets or EPCs) 
alongside quality dimensions such as perceived semantic quality [41], ease of interpretation 
[42] or retention and transfer of domain information [43]. 
7.2 Implications for Practice 
Our findings on the various types of design generated by students provide insights on how 
individuals without experience in formal modeling method(s) conceptualize and externalize 
business processes. These findings are important for both process design practice and 
education. Specifically, the moderate use of graphics and abstract shapes to illustrate a 
process is often considered more intuitive and may in turn aid the understanding on the 
concept of process modeling. This would benefit the teaching aspect of business process 
modeling subjects, or any process-oriented disciplines, by introducing an informal approach 
before applying formal modeling methods. This is due to the nature of graphical illustrations 
being intuitive, such as that of concrete icons and abstract symbols used in the Flowchart, 
Hybrid and Storyboard designs. However, there is also a trade-off in the quality of process 
design when graphics are fully incorporated, which suggests that while graphics may, to a 
certain extent, aid the understanding and communication of a business process, they could 
also result in a loss of information due to ambiguity and/or misinterpretation. On the other 
hand, process designs that fully utilize textual labels and descriptions, such as that in Textual 
design, may be useful in representing certain process information such as Business Rules, but 
are not entirely intuitive. 
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7.3 Limitations 
We acknowledge that our study bears certain limitations. First, the subjects observed were 
students and not business analysts. As such, our findings may only hold for novice analysts, 
which, however, was the desired cohort for our study. Second, there could be residual 
subjectivity in our coding of data analysis. We attempted to mitigate potential bias through a 
multiple coder approach. Third, our attempt to ascertain the designing skills of the students 
could be seen as an assessment of their drawing but not their actual design skills. Fourth, our 
quasi-experiment was conducted using paper and pencil only. We note that the type of tools 
and notations employed heavily influences the way in which process models are constructed 
[9]. Nonetheless, we deem the usage of pen and pencil to be valid due to the prevalence of 
such a setting not only in industry [6, 44], but also in educational classes. Still, our results are 
not necessarily generalizable beyond a paper and pencil setting, because tools and grammars 
offer syntactical and perhaps even methodological support for modelling, which could 
influence the design work by an analyst. Another limitation might be how the scenario was 
portrayed in a narrative way that describes a specific instance of the process of going to the 
airport. One can argue that such a story line does not qualify as a repeatable process due to the 
introduction of a fixed character, location, distance and so forth. However, our motivation 
was to elicit whether or not particular aspects of the process are represented by novices, i.e. as 
per semantic correctness criteria stated in the body of this paper. Thus, these elements, when 
stripped from its encompassing content, are indeed and to a large extent, repeatable for any 
instances of this airport process. Furthermore, this type of process information provision 
would be similar to those narratives obtainable from process stakeholders who also describe 
processes in the form of stories about how individual cases are handled. A further limitation is 
the potentially limited explanatory power of the statistical analysis due to the non-normal 
distribution of the design categories, and their relative sample size, which in some cases are 
36 
very low. For some design types we received only few data points, which renders some 
conclusions about these types difficult to make. Yet, our selected data analyses are valid for 
the obtained distribution of our data, which increases our confidence in the results obtained. 
Still, we caution the reader about a potential lack of external validity of our findings to our 
settings and invite further replications of the study to examine the results in larger data 
samples. 
8. Conclusions 
In this paper we reported on an empirical study carried out to examine how novices 
conceptualize their understanding of a business process using paper and pencil. Our findings 
reveal that the five types of design range from being dominantly textual, to a hybrid of text 
and graphics (both abstract and concrete), and to being dominantly graphical, and that 
flowchart-oriented types of design with use of textual labels and abstract graphics have 
positive relationships to design quality as well as individual skills in formalized process 
modeling. 
In conclusion, within the boundaries of the characteristics and limitations of our study, we 
believe that we have provided an important initial body of knowledge into the practices of 
process design that adds to the literature on organizational design, conceptual modeling and 
individual behaviors. 
References 
1. Davies, I., Green, P., Rosemann, M., Indulska, M., Gallo, S.: How do Practitioners Use 
Conceptual Modeling in Practice? Data & Knowledge Engineering 58 (2006) 358-380 
2. Curtis, B., Kellner, M.I., Over, J.: Process Modeling. Communications of the ACM 35 
(1992) 75-90 
3. Kock, N., Verville, J., Danesh-Pajou, A., DeLuca, D.: Communication Flow Orientation 
in Business Process Modeling and Its Effect on Redesign Success: Results from a Field 
Study. Decision Support Systems 46 (2009) 562-575 
4. Nickerson, J.V., Corter, J.E., Tversky, B., Zahner, D., Rho, Y.J.: The Spatial Nature of 
Thought. In: Boland, R.J., Limayem, M., Pentland, B.T. (eds.): 29th International 
37 
Conference on Information Systems. Association for Information Systems, Paris, France 
(2008) 
5. Recker, J.: Opportunities and Constraints: The Current Struggle with BPMN. Business 
Process Management Journal 16 (2010) 181-201 
6. Luebbe, A., Weske, M.: Tangible Media in Process Modeling - A Controlled Experiment 
In: Mouratidis, H., Rolland, C. (eds.): Advanced Information Systems Engineering - 
CAiSE 2011, Vol. 6741. Springer, London, England (2011) 283-298 
7. Prats, M., Lim, S., Jowers, I., Garner, S.W., Chase, S.: Transforming Shape in Design: 
Observations from Studies of Sketching. Design Studies 30 (2009) 503-520 
8. Bandara, W., Gable, G.G., Rosemann, M.: Factors and Measures of Business Process 
Modelling: Model Building Through a Multiple Case Study. European Journal of 
Information Systems 14 (2005) 347-360 
9. Recker, J., Indulska, M., Rosemann, M., Green, P.: The Ontological Deficiencies of 
Process Modeling in Practice. European Journal of Information Systems 19 (2010) 501-
525 
10. Simon, H.A.: The Sciences of the Artificial. MIT Press, Cambridge, Massachusetts 
(1996) 
11. Mendling, J., Reijers, H.A., Recker, J.: Activity Labeling in Process Modeling: Empirical 
Insights and Recommendations. Information Systems 35 (2010) 467-482 
12. Recker, J., Rosemann, M., Indulska, M., Green, P.: Business Process Modeling: A 
Comparative Analysis. Journal of the Association for Information Systems 10 (2009) 
333-363 
13. Krogstie, J., Sindre, G., Jørgensen, H.D.: Process Models Representing Knowledge for 
Action: a Revised Quality Framework. European Journal of Information Systems 15 
(2006) 91-102 
14. Mendling, J., Reijers, H., van der Aalst, W.M.P.: Seven Process Modeling Guidelines 
(7PMG). Information and Software Technology 52 (2010) 127-136 
15. Rosemann, M.: Potential Pitfalls of Process Modeling: Part A. Business Process 
Management Journal 12 (2006) 249-254 
16. Yang, Y., Tan, Q., Xiao, Y.: Verifying Web Services Composition Based on Hierarchical 
Colored Petri Nets. In: Hahn, A., Abels, S., Haak, L. (eds.): 1st International Workshop 
on Interoperability of Heterogeneous Information Systems. ACM, Bremen, Germany 
(2005) 47-54 
17. Boroditsky, L.: Metaphoric Structuring: Understanding Time through Spatial Metaphors. 
Cognition 75 (2000) 1-28 
18. Visser, W.: Design: One, but in Different Forms. Design Studies 30 (2009) 187-223 
19. Wang, W., Brooks, R.J.: Empirical Investigations of Conceptual Modeling and the 
Modeling Process. In: Henderson, S.G., Biller, B., Hsieh, M.-h. (eds.): 39th Conference 
on Winter Simulation. IEEE, Washinton D. C. (2007) 762-770 
20. Moody, D.L.: The “Physics” of Notations: Toward a Scientific Basis for Constructing 
Visual Notations in Software Engineering. IEEE Transactions on Software Engineering 
35 (2009) 756-779 
21. Larkin, J.H., Simon, H.A.: Why a Diagram Is (Sometimes) Worth Ten Thousand Words. 
Cognitive Science 11 (1987) 65-100 
22. Koning, H., Dormann, C., van Vliet, H.: Practical Guidelines for the Readability of IT-
architecture Diagrams. In: Haramundanis, K., Priestley, M. (eds.): 20th Annual 
International Conference on Computer Documentation. ACM, Toronto, Ontario (2002) 
90-99 
38 
23. Purcell, A.T., Gero, J.S.: Drawings and the Design Process: A Review of Protocol 
Studies in Design and Other Disciplines and Related Research in Cognitive Psychology. 
Design Studies 19 (1998) 389-430 
24. Kavakli, M., Gero, J.S.: Sketching as Mental Imagery Processing. 22 4 (2001)  
25. Ferreira, J., Noble, J., Biddle, R.: A Case for Iconic Icons. In: Piekarski, W. (ed.): 7th 
Australasian User Interface Conference. CRPIT, Hobart, Australia (2006) 64-100 
26. Rogers, Y.: Pictorial Representations of Abstract Concepts Relating to Human-Computer 
Interaction. ACM SIGCHI Bulletin 18 (1986) 43-44 
27. Mayer, R.E.: Multimedia Learning. Cambridge University Press, Cambridge, 
Massachusetts (2001) 
28. Khatri, V., Vessey, I., Ramesh, V., Clay, P., Sung-Jin, P.: Understanding Conceptual 
Schemas: Exploring the Role of Application and IS Domain Knowledge. Information 
Systems Research 17 (2006) 81-99 
29. Isaac, S., Michael, W.: Handbook in Research and Evaluation: A Collection of Principles, 
Methods, and Strategies Useful in the Planning, Design, and Evaluation of Studies in 
Education and the Behavioral Sciences. Edits, San Diego, California (1995) 
30. McLachlan, G.J.: Discriminant Analysis and Statistical Pattern Recognition. Wiley-
Interscience, New York, New York (2004) 
31. Tabachnick, B.G., Fidell, L.S.: Using Multivariate Statistics. Allyn & Bacon, Boston, 
Massachusetts (2001) 
32. BPMI.org, OMG: Business Process Modeling Notation Specification. Final Adopted 
Specification. Vol. 2006. Object Management Group (2006) 
33. Recker, J., Rosemann, M.: Teaching Business Process Modeling – Experiences and 
Recommendations. Communications of the Association for Information Systems 25 
(2009) 379-394 
34. Hollander, M., Wolfe, D.A.: Nonparametric Statistical Methods. John Wiley & Sons, 
New York, New York (1999) 
35. Paivio, A.: Mental Representations: A Dual Coding Approach, Vol. 9. Oxford University 
Press, New York, New York (1990) 
36. Reijers, H.A., Mendling, J.: A Study into the Factors that Influence the Understandability 
of Business Process Models. IEEE Transactions on Systems Man & Cybernetics, Part A 
41 (2011) 449-462 
37. Mayer, R.E., Moreno, R.: Nine Ways to Reduce Cognitive Load in Multimedia Learning. 
Educational Psychologist 38 (2003) 43-51 
38. İlkörücü-Göçmençelebi, S., Seden Tapan, M.: Analyzing Students’ Conceptualization 
Through Their Drawings. Procedia - Social and Behavioral Sciences 2 (2010) 2681-2684 
39. Felder, R.M., Silverman, L.K.: Learning and Teaching Styles in Engineering Education. 
Engineering Education 78 (1988) 674-681 
40. Vessey, I., Galletta, D.F.: Cognitive Fit: An Empirical Study of Information Acquisition. 
Information Systems Research 2 (1991) 63-84 
41. Maes, A., Poels, G.: Evaluating Quality of Conceptual Modelling Scripts Based on User 
Perceptions. Data & Knowledge Engineering 63 (2007) 769-792 
42. Gemino, A., Wand, Y.: Complexity and Clarity in Conceptual Modeling: Comparison of 
Mandatory and Optional Properties. Data & Knowledge Engineering 55 (2005) 301-326 
43. Recker, J., Dreiling, A.: The Effects of Content Presentation Format and User 
Characteristics on Novice Developers’ Understanding of Process Models. 
Communications of the Association for Information Systems 28 (2011) 65-84 
44. Rosemann, M.: Potential Pitfalls of Process Modeling: Part B. Business Process 
Management Journal 12 (2006) 377-384 
39 
Appendix A 
Data Collection Instrument 
Part One: Pre-Test Questionnaire 
 
1) Have you ever done any process modeling (e.g., with EPCs, BPMN, Flowcharts)? 
 yes 
 no 
2) Have you ever done any data modeling (e.g., with ERMs, ORMs)? 
 yes 
 no 
3) Have you ever done any object modeling (e.g., with UML)? 
 yes 
 no 
4) Have you ever been to an airport to fly somewhere? 
 Yes, for international flights to/from Australia 
 Yes, for domestic flights in Australia 
 No, never. 
5) Please indicate your level of familiarity with typical airport procedures on a scale from 
0 (“no knowledge at all”) to 10 (“expert knowledge): 
 
Familiarity:  
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Part Two: Drawing Skills Assessment 
 
 
Part Three: Process Model Context Scenario 
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Part Four: Exam Question on Process Model Context Scenario 
Consider the following scenario: 
Mark is going on a trip to Sydney. He decides to call a taxi from home to the airport. The 
taxi arrives after 10 minutes, and takes half an hour for the 20 kilometers to the airport. 
At the airport, Mark uses the online check-in counter and receives his boarding pass. Of 
course, he could have also used the ticket counter. He does not have to check-in any 
luggage, and so he proceeds straight to the security check, which is 100 meters down the 
hall on the right. The queue here is short and after 5 minutes he walks up to the level with 
the departure gates. Mark decides not to go to the Frequent Flyer lounge and instead 
walks up and down the shops for 15 minutes and buys a newspaper before he returns to 
the gate. After ten minutes waiting, he boards the plane. 
 
Your task is to create a BPMN process model for the above scenario, using only constructs 
from the BPMN core set. 
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Appendix B 
Multiple discriminant analysis results 
Appendix B.1: Descriptive Statistics 
Factor Mean St. 
Dev.
N
PMK 0.60 0.49 75
DMK 0.36 0.48 75
OMK 0.41 0.50 75
groupDK 0.61 0.49 75
IMP 2.57 1.37 75
COR 2.33 1.02 75
COM 3.36 1.74 75
PROP 2.81 1.53 75
PERS 2.53 1.46 75
SHAD 2.51 1.30 75
STY 2.83 1.40 75
QUAL 2.71 1.16 75
 
Appendix B.2: Summary of Canonical Discriminant Functions 
Function Eigenvalue % of Variance Cumulative % Canonical Correlation 
1 0.36 40.96 40.96 0.52 
2 0.25 28.05 69.01 0.45 
3 0.17 18.98 87.99 0.38 
4 0.11 12.01 100.00 0.31 
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Appendix B.3: Canonical Discriminant Function Structure Matrix 
Factor Function 
1 2 3 4 
DMK 0.29 0.09 -0.06 0.01
PMK 0.27 0.00 -0.15 -0.24
OMK 0.29 -0.46 0.22 0.27
DK 0.44 -0.22 0.45 -0.15
IMP -0.04 0.41 0.36 0.31
PROP 0.20 0.36 0.14 0.20
COR 0.15 0.15 0.15 0.01
SHAD -0.11 0.28 0.48 -0.01
COM -0.26 0.39 0.41 0.26
STY -0.01 0.22 0.34 0.35
PERS -0.31 0.03 -0.09 0.35
 
Appendix B.4: Canonical Discriminant Function Significance Tests 
Test of Function(s) Wilks' Lambda Chi-square df Sig. 
1 through 4 0.45 52.19 44 0.19 
2 through 4 0.62 31.69 30 0.38 
3 through 4 0.77 16.99 18 0.52 
4 0.90 6.70 8 0.57 
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Appendix C 
Coding Protocol used for process design representation quality assessment 
No. Type Elements Description Measurement 
Semantic Correctness 
01 States i ) Taxi arrives 
ii ) Arrives airport 
iii ) Receives boarding pass 
iv ) Proceed to security gate 
v ) Walks to/from departure gate 
vi ) Walks up/down shops 
 Representing actions that are in transition 
or in motion 
 Involves concrete icon(s) 
 Supplementary use of text labels and/or 
description 
 1 = State not at all represented in 
model 
 2 = ≥ 1 state represented 
 3 = 3 states represented 
 4 = ≥ 4 states represented 
 5 = All 6 states fully represented in 
model 
02 Activities  i ) Call taxi 
ii ) Check-in online 
iii ) Buy newspaper 
iv ) Board plane 
 Carrying out something or execution of a 
task 
 Primarily involves actor 
 Supplementary use of text  
 1 = Activities not at all represented 
in model 
 2 = 1 activity represented 
 3 = 2 activities represented 
 4 = 3 activities represented 
 5 = All 4 activities fully 
represented in model 
03 Events  i ) Arrange transport to airport 
ii ) Use online check-in or ticket 
counter 
iii ) Check-in luggage or go to 
security check 
iv ) Frequent flyer lounge or shop 
 Decision-making point(s) 
 Shows alternative option(s) 
 Use of abstract shapes 
 Supplementary use of texts 
o Primarily verbs 
 1 = Events not at all represented in 
model 
 2 = 1 event represented 
 3 = 2 events represented 
 4 = 3 events represented 
 5 = All 4 events fully represented 
in model 
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No. Type Elements Description Measurement 
04 Business 
Rules 
i ) Check-in for boarding pass 
ii ) Check-in luggage if any 
iii ) Security checked 
iv ) Proceed to gates prior to 
departure 
 Mandatory for something to proceed 
 Use of text descriptions to assist in 
illustrating process concept 
 Supplementary use of graphical icons 
o Commonly concrete 
 1 = Rules not at all represented in 
model 
 2 = 1 rule represented 
 3 = 2 rules represented 
 4 = 3 rules represented 
 5 = All 4 rules fully represented in 
model 
05 Time i ) 10 mins 
ii ) 30 mins 
iii ) 5 mins 
iv ) 15 mins 
v ) 10 mins 
 Primarily indicated with text labels 
 Also represented with concrete graphic 
icons 
 1 = 0 time labels noted  
 2 = ≥ 1 time label(s) noted 
 3 = 3 time labels noted 
 4 = 4 time labels noted 
 5 = All 5 time labels noted 
06 Distance i ) 20km 
ii ) 100m 
 Primary use of text label 
 Supplementary use of graphic icon 
 0 = Not at all noted 
 1 = Only 1 label for time noted 
 2 = All 2 labels for time noted 
Graphic Icons – What it is 
07 Use of 
Concrete 
Icons  
i ) Stickman figure for actor(s),  
ii ) Functional objects such as 
telephone and online check-in 
counter,  
iii ) Landmarks such as home, 
airport, etc. 
 Freehand sketch by modeller that are not 
used as part of standard modelling 
method 
 Measured in conjunction with number of 
verbs used, i.e. total = 11 verbs 
 High-imagery, high-frequency graphics 
(Rogers, 1986) 
 1 = 0 graphics used 
 2 = ≥ 1 graphics used 
 3 = 5 graphics used 
 4 = ≥ 6 graphics used 
 5 = ≥ 11 graphics used 
Graphic Icons – What it is not 
08 Use of 
Abstract 
Symbols  
i ) Rectangles,  
ii ) diamond-shapes,  
iii ) circles,  
iv ) ovals,  
v ) arrows, etc 
 Icons that use a typical object to present a 
general class of objects 
 Low-imagery, low-frequency graphics 
(Rogers, 1986) 
n/a 
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> We examine how novice analysts design processes before and after receiving formal education. 
> We identify five process design types that use different graphical and textual representations. 
> We find differences in design quality between these process design types. 
> We find differences between the participants in terms of the informal design types chosen and the formal process modeling skills. 
