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Abstract 
In this paper, we obtain a practical sufficient condition for convergence of the Gauss-Seidel iterative method for 
solving Mx b=  with M  is a trace dominant matrix.
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1. Introduction 
Let ( ),m nM C be the space of  complex matrices and m n× ( ) ( ),n n nM C M C= .  We denote by 
F
M , ( )Mρ , det M , and trM  the Frobenius norm, spectral radius , determinant and trace of M .
Consider the linear system of equations 
Mx b= ,                                                                           (1) 
where M  is an  non-singular square matrix, and n n× x ,  are -dimensional vectors with b n x
unknown and b  known. For solving the linear systems (1), we often split M  into M K H= − , where 
 is non-singular, and apply iterative schemes K
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1 1k kx K Hx d+ −= + , . 0,1,k = L
For example, let  
M D L U= − − ,
where 
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then the associated Gauss-Seidel iterative matrix sB  can be expressed as ( ) 1sB D L U−= −
( )
. It is 
interesting to estimate upper bound for moduli of eigenvalues or the spectral radius sBρ  of iterative 
matrix sB , and the bound plays an important role in analysis of convergence of the iterative schemes 
above and in other theoretic analysis. 
The diagonally dominant matrices are a very important special class of matrices that arise in many 
areas of application. It is well-known that the point Jacobi and Gauss-Seidel iterative methods are 
convergent if M  is a strictly diagonally dominant matrix [1]. For doubly diagonally dominant matrices, 
there are some practical sufficient conditions for convergence of AOR method [2].  In [3], Jiang and Zou 
proved that if M  is a trace dominant matrix, then the point Jacobi iterative method is convergent. 
2. Main results 
Let ( )nM M C∈  be an  complex matrix partitioned as n n×
( )
( ) ( ) ( )
k k k n k
n k k n k n k
A B
M
C D
× × −
− × − × −
⎛ ⎞
⎜ ⎟= ⎜ ⎟⎝ ⎠
,
where  is a k  principal submatrix of k kA × k× M ,1 1. Define k n≤ ≤ −
( ) ( ) ( ){ }22 21 maxF FT M trM n M B C= − − − − F .
A matrix  M  is called a trace diagonally dominant matrix if .( ) 0T M >
In this section, we will obtain a practical sufficient condition for convergence of the Gauss-Seidel 
iterative method for solving Mx b=  with M  is a trace dominant matrix. To do this, we need the 
following lemmas. 
Lemma 2.1[4] If ( )nM M C∈  is a trace diagonally dominant matrix, then  
det 0M ≠ .
Lemma 2.2 If ( )nM M C∈  is a trace diagonally dominant matrix, then 
0iim ≠ .
Proof. Let
( )D diag M= .
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Then  
( ) ( ){ }22 21 maxF FtrD trM n M B C= > − − − F
( ) ( ){ }221 maxF Fn D B C≥ − − − F .
By Lemma 2.1, we have . Thus, the result holds and the proof is complete. det 0D ≠
Theorem 2.1 If ( )nM M C∈  is a trace diagonally dominant matrix, then the Gauss-Seidel iterative 
method is convergent. 
Proof. Since 
( ) ( ){ }22 21 maxF F FtrM n M B C− − − − > 0 ,
by Lemma 2.2, we have . So  is non-singular and  0iim ≠ D L−
( ) 1sB D L U−= − .
We assume that λ is an eigenvalue of sB  and 1λ ≥ . Then, we have 
( ) ( ) (1 1s )I B I D L U D L D L Uλ λ λ λ− −− = − − = − − −
and
( ) ( )det det 0sI B D L Uλ λ λ− = − − = .                                              (2.1) 
Let
N D L Uλ λ= − − .
So, we have 
( ) ( ){ }22 2 2 2 21 maxF FtrN trM n M B Cλ λ= > ⋅ − − − F .                 (2.2) 
We assume that  is partitioned as N
( )
( ) ( ) ( )
' '
' '
n k k
k k k n k
n k n k
A B
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C D
− ×
× × −
− × −
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,
where 'k kA ×  is a  principal sub-matrix of N ,1 . Note that, for any complex matrix k k× 1k n≤ ≤ −
M , we have 
( ) ( )22 2max min 2F F F F F FM B C A D B− − = + +2 FC .
Hence,  
( ) { }2 2 22 ' ' ' ' ' 'max min 2F F F F F FN B C A D B C− − = + + F .
                                                        { }2 2 2min 2F F FA D B Cλ≤ + + F
                                         ( ){ }22 2 maxF FM B Cλ= − − F  .                 (2.3) 
It follows from (2.2) and (2.3) that  
1650  Youyi Jiang and Limin Zou / Procedia Engineering 15 (2011) 1647 – 16504 Youyi Jiang  ，et al/ Procedia Engineering 00 (2011) 000–000 
( ) ( ){ }22 2 ' '1 maxF F FtrN n N B C> − − − ,
i.e.,
det 0N ≠ .
It is contradict with (2.1), then . Thus, the result holds and the proof is complete.  ( ) 1sBρ <
Remarks: 
(1) In [4], we proved that if 
1
F
trM n M> − ,
then the Gauss-Seidel iterative method is convergent. Obviously, Theorem 2.1 is a refinement of the 
result above. 
(2) If ( )nM M C∈  is a trace diagonally dominant matrix, then the Successive Over Relaxation iterative 
method is convergent. The proof of this result can be completed by an argument similar to that used in the 
proof of the Theorem 2.1. 
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