In this paper, a new lifetime model called Kumaraswamy exponentiated U-quadratic (KwEUq) distribution is proposed. Several mathematical and statistical properties are derived and studied such as the explicit form of the quantile function, moments, moment generating function, order statistics, probability weighted moments, Shannon entropy and Renyi entropy. We also found that the usual maximum likelihood estimates (MLEs) fail to hold for the KwEUq distribution. Two alternative methods are suggested for the parameter estimation of the KwEUq, the alternative maximum likelihood estimation (AMLE) and modified maximum likelihood estimation (MMLE). Simulation studies were conducted to assess the finite sample behavior of the AMLEs and MMLEs. Finally, we provide application of the KwEUq for illustration purposes.
INTRODUCTION
In statistical modeling, problems that occur in practical applications encountered researchers to propose new models, so that lifetime data set can be investigated better. In contrast, there is a high need to introduce useful models to analyze the real-life phenomenon which arise in physics, medical science, computer science, industry, communication, biology, engineering, and public health, among others. For example, the wellknown classical distributions such as exponential, Weibull are unable to show wide flexibility in modeling data with U-shape or bimodal density.
The method of generalization of distributions by the Kumaraswamy-G generator proposed by [1] is one of the preferable techniques in distribution theory and was considered by many authors in recent years. For instance, the Kumaraswamy-Weibull distribution [2] , Kumaraswamy binomial [3] , Kumaraswamy generalized gamma [4] , Kumaraswamy-Gumbel [5] , Kumaraswamy generalized half-normal [6] , Kumaraswamy log-logistic [7] , KumaraswamyBirnbaum-Saunders [8] , Kumaraswamy inverse Weibull [9] , Kumaraswamy double inverse exponential [10] , Kumaraswamy power series [11] , Kumaraswamy-Pareto [12] , Kumaraswamy generalized linear failure rate [13] , Kumaraswamy exponentiated Pareto [14] , Kumaraswamy quasiLindley [15] , Kumaraswamy generalized Pareto [16] , Kumaraswamy-Burr XII distribution [17] , Kumaraswamy generalized exponentiated Pareto [18] , Kumaraswamy generalized Lomax [19] , Kumaraswamy geometric [20] , Kumaraswamy half-Cauchy distrbution [21] , Kumaraswamy generalized Rayleigh [22] , KumaraswamyDagum distribution [23] , Kumaraswamy inverse Rayleigh [24] , Kumaraswamy inverse exponential [25] , Kumaraswamy -Kumaraswamy [26] , Kumaraswamy transmuted exponentiated modified Weibull [27] , Kumaraswamy odd loglogistic [28] , Kumaraswamy skew-normal [29] .
The Kumaraswamy-G generator of distributions is defined according to [1] as follows. In this case, let the baseline distribution G(x) be the cumulative distribution function of the exponentiate U-quadratic (EUq) distribution proposed by [30] , given by
where θ > 0 is the shape parameter, a the lower limit, b the upper limit and a ∈ (−∞, ∞), b ∈ (a, ∞), α ∈ (0, ∞), and β ∈ (−∞, ∞) such that α = 12
(b−a) 3 and β = b+a 2 . The density function of EUq is g(x) = θα θ 3 1−θ (x−β) 2 ((x−β) 3 +(β−a) 3 ) θ−1 , x ∈ [a, b] (1.4) The main objective of this paper is to propose a new probability model called Kumaraswamy exponentiated U-quadratic (KwEUq) distribution and study some of its important mathematical and statistical properties.
In addition, to investigate the parameters estimation and its application to real data.
The rest of the paper is organized as follows. In section 2, the KwEUq distribution and some important properties are discussed. In section 3, the parameters estimation via alternative maximum likelihood and modified maximum likelihood estimation methods are presented. Application of the new model to a real data set is provided in section 4. Conclusions are given in section 5.
THE KWEUQ MODEL
The cumulative distribution of the kumaraswamy exponentiated U-quadratic (KwEUq) distribution can be defined by substituting (1.3) into equation (1.1), thus
and the corresponding density function is
where θ, λ > 0 and δ > 0 are the shape parameters. The survival function s(x) and the hazard rate function h(x) of the KwEUq distribution are respectively given by
Figures 1, 2 and 3 display the plot of the cumulative distribution function, probability density function and hazard rate function of the KwEUq distribution for some parameter values.
Special Cases :
The special cases of the KwEUq distribution for some selected parameters values are:
1. When δ = 1, we obtain Exponentiated U-quadratic (EUq) distribution with power parameter θ, λ.
2. If we take δ = 1 and λ = 1, we also obtain Exponentiated U-quadratic (EUq) distribution but with power parameter θ [30] .
3. Setting θ = 1, we get Kumaraswamy U-quadratic (KwUq) distribution.
4. If θ = 1, λ = 1 and δ = 1, we get U-quadratic (Uq) distribution.
Quantile and Moments
The quantile function of the KwEUq distribution could be obtained by inverting (2.1) and could be used to determine some measures such as median and other percentiles. The quantile function can also be used to generate a random data which follow according to the KwEUq. The quantile function of KwEUq distribution is − (β − a) 3 
then,
where
Applying the generalized binomial expansion of [
we obtain
Similarly, by the expansion of
Finally, by integration, we arrive at
where By considering (2.1), we can obtain the r th moment and moment generating function of the KwEUq distribution which are very useful in the study of characteristics and features of a distribution. The r th moment of the KwEUq distribution can be obtained using
The moment generating function (mgf) of the KwEUq distribution can be computed directly using
, thus, by substituting (2.8), we have
) and kurtosis ( γ 4 ) could be obtain from
, and γ 4 = µ
It is shown from the table 2 that for a = 0, b = 5, and θ, λ, δ are decreasing (i) the first six moments and kurtosis are decreasing −increasing−decreasing · · · (ii) the variance σ 2 , CV, and skewness are increasing− decreasing− increasing · · · 
Entropy
An entropy of a random variable X can be defined as a measure of variation of uncertainty. In this section, we consider the two most important and popular entropies known as the Shannon and Renyi entropies. The Shannon entropy measure of a random variable X with KwEUq distribution can be defined by E[− log f (x)], then, the Shannon entropy of X can be computed by the following lemma.
Lemma 2.3. Let X be a random variable with KwEUq distribution and pdf given by (2.2), then,
Proof. We consider the first part
where J(., ., ., ., ., ) is given by (2.7), (2.10) and (2.11) follows similar.
Proposition 2.2. Let X ∼ KwEU q(θ, λ, δ, a, b), then, the Shannon entropy of X can be expressed as
Proof.
, and in view of lemma 2.3, we obtain the result.
The Renyi entropy of a random variable X is defined by
, where ρ > 0 and ρ 1. The Renyi entropy of X with KwEUq distribution can be obtained as follows.
Applying lemma 2.1, the integral becomes
Hence, the Renyi entropy of X is
Order Statistics
Order statistics play an crucial role in reliability and quality control. It is also an important tool in non parametric statistic. Let X 1 , X 2 , X 3 , . . . , X n be a simple random sample obtained from KwEUq distribution and let X 1:n ≤ · · · ≤ X n:n , be the corresponding order statistics. Then for j = 1, 2, 3, . . . , n, the corresponding pdf of X j:n , say f X j:n (x), is obtained as follows. The pdf of the j th order statistics can be computed from
where f (x) and F(x) are the pdf and cdf of KwEUq distribution. we have
Substituting (2.13) into (2.12), we have
Upon some algebraic manipulations, we obtain
where f (x; α, β, λ, θ, δ(l + 1)) is the pdf of the KwEUq distribution with power δ(l + 1). The moments of order statistics of the KwEUq distribution can be obtained using (2.3).
Probability Weighted Moments
The PWM of the random variable X with the KwEUq distribution, say ρ r,s , is defined by
where F(x) and f (x) are the cdf and pdf of the KwEUq distribution. By expansion of F s (x) as 15) and inserting (2.15) into (2.14), we have
Upon some algebraic manipulations, we obtain ρ r,s as
ESTIMATION
The maximum likelihood estimation (MLE) method is one of the most popular and commonly used estimation methods for estimating the unknown parameters of a distribution. However, we found that there is an irregularity in the log-likelihood function of the KwEUq at the minimum and maximum order statistics, thus, the usual maximum likelihood method fails to exist. Thus, the use of alternative maximum likelihood estimation (AMLE) and modified maximum likelihood estimation (MMLE) are employed.
Maximum Likelihood Estimation
Let X 1 , X 2 , X 3 , . . . , X n be an independent and identically distributed random sample from KwEUq distribution and let X 1:n ≤ · · · ≤ X n:n , be the order statistics from this sample. Let Θ = (δ, θ, λ) T and let the approximate maximum likelihood estimates beΘ MLE = (δ,θ,λ), then, the the likelihood function l(Θ) of KwEUq distribution for complete data set is given by log l(Θ) = n log δ + n log λ + n log θ + θλn log α + (1 − θλ)n log 3
The first partial derivative of log l(Θ) with respect to δ, θ and λ are respectively given by
We can determinedδ from (3.2) if the value ofâ,b,λ andθ are known,
This can be computed by solving (3.2), (3.3) and (3.4), but the following proposition describes the irregularity of the MLE method. Proof. Consider (3.1), at x 1 , log((
Proposition 3.1. Let ℓ(θ, λ, δ, a, b|x) denote the likelihood function of an independent and identically distributed (i.i.d) random sample of size
n ≥ 1 say x 1 , x 2 , · · · , x n , drawn from KwEUq(θ, λ, δ, a, b) distribution and let a = X 1 ≤ X 2 , ≤ · · · ≤ X n = bx i − β) 3 + (β − a) 3 ) = log(0) = −∞, while at x n , log [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] = log(0) = −∞.
Alternative Maximum Likelihood Estimation (AMLE)
In the alternative maximum likelihood, firstly we set a = X 1 and b = X n . Then we delete all the data points corresponding to the minimum and maximum order statistics. Then applying the usual maximum likelihood technique to obtain the approximate alternative maximum likelihood estimates, sayΘ AMLE = (θ,δ,λ) numerically by simultaneously solving (3.6),(3.7) and (3.8) using some mathematical package such as R-software.
∂(log l(Θ)) ∂δ
= n δ + n ∑ x i x 1 ,x n log [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] = 0 (3.6) ∂(log l(Θ)) ∂θ = n θ + n log α − λn log 3 + λ n ∑ x i x 1 ,x n log((x i − β) 3 + (β − a) 3 ) + (δ − 1) n ∑ x i x 1 ,x n ( −1)( ( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) θλ ln (( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) λ [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] = 0 (3.7) ∂(log l(Θ)) ∂λ = n λ − θn log 3 + (θ − 1) n ∑ x i x 1 ,x n log((x i − β) 3 + (β − a) 3 ) + (δ − 1) n ∑ x i x 1 ,x n ( −1)( ( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) θλ ln (( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) θ [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] = 0 (3.8)
Modified Maximum Likelihood Estimation (MMLE)
For the modified Maximum Likelihood, set a = X 1 and b = X n then, we shift the data points corresponding to the minimum and maximum order statistics by introducing appropriate τ, π ∈ R − {0} such that the new values correspond to x 1 and x n say x * 1 = x 1 + τ and x * n = x n + π. The approximate modified maximum likelihood estimates, sayΘ MMLE = (δ,θ,λ) are obtained setting (3.9), (3.10) and (3.11) equal to zero and solving them using some mathematical packages such as nlm, optimx in Rsoftware.
∂(log l(Θ))
∂δ = n δ + n ∑ i=1 log [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] | x 1 =x * 1 , x n =x * n , (3.9) ∂(log l(Θ)) ∂θ = n θ + n log α − λn log 3 + λ n ∑ i=1 log((x i − β) 3 + (β − a) 3 ) + (δ − 1) n ∑ i=1 ( −1)( ( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) θλ ln (( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) λ [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] | x 1 =x * 1 , x n =x * n , (3.10) ∂(log l(Θ)) ∂λ = n λ − θn log 3 + (θ − 1) n ∑ i=1 log((x i − β) 3 + (β − a) 3 ) + (δ − 1) n ∑ i=1 ( −1)( ( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) θλ ln (( α 3 ) ((x i − β) 3 + (β − a) 3 ) ) θ [ 1 − ( α 3 ) θλ ((x i − β) 3 + (β − a) 3 ) θλ ] | x 1 =x * 1 , x n =x * n . (3.11)
Simulation
Simulations have been carried out to investigate the estimators of the parameters of the KwEUq distribution. We generated 10,000 samples of size n = 20, 30, 50, 100 and 150 from the KwEUq distribution for some values of λ, δ, θ, and a = 0, b = 5. Let Θ = (δ, θ, λ) T be the vector of the unknown parameters of KwEUq distribution. The unknown parameters were determined by the alternative maximum likelihood and modified maximum likelihood methods as follows (i) The alternative maximum likelihood estimates are obtained by equating the nonlinear equations (3.6), (3.7) and (3.8) to zero and solve them. Moreover, we set a = X 1 and b = X n and delete all the data points corresponding to X 1 and X n . We denote byΘ A = (δ A ,θ A ,λ A ) T the vector of the estimators of Θ by AMLE.
(ii) The modified maximum likelihood estimates were obtained by equating the nonlinear equations (3.9), (3.10) and (3.11) to zero and solve them. In this case, a = X 1 , b = X n and all the data points corresponding to X 1 are replaced by X * 1 = X 1 + τ, we choose τ = (
, also, all the data points corresponding to X n are replaced by X * n = X n − π, we choose π = X n −X n−1 2
. We denote byΘ M = (δ M ,θ M ,λ M ) T the vector of the estimators of Θ by MMLE.
The validity of the two methods i.e AMLE and MMLE are discussed by the average bias and average mean square error of the simulated estimates.
(i) The average bias of the simulated 10, 000 estimates of Θ is obtained by Bias(Θ) = 1 10000
(ii) The average mean square error of the simulated 10, 000 estimates of Θ is given by
Clearly from table 3, the two methods perform consistently and (i) as the sample size increases the AMLEs and MMLEs converges to their true value (ii) in both methods the MSE decreases as the sample size increases (iii) the average bias is also decreasing as the sample size increases in some cases and also the average bias is negative in some cases. Table 3 . AMLEs, MMLEs, Bias and MSE for the simulated data set with a = 0, b = 5 
APPLICATION
In this section, we provide an application of the KwEUq distribution to a real data set. The parameter estimation of the KwEUq was achieved by alternative maximum likelihood and modified maximum likelihood estimation method. Moreover, for the MMLE we set X * 1 = X 1 + τ, and τ = (
. We used the Kolmogorov -Smirnov test (K-S) to compare the KwEUq and some other existing distributions. The model with the smallest value of K-S fit the data better than the other distributions. The competing distributions are:
• Poisson odd-exponential uniform (POE-U) [31] with cdf
• Half logistic Poisson (HLP) [32] with cdf
• Exponentiated U-quadratic (EUq) [30] with cdf given in (1.3)
• Transmuted U-quadratic distribution (TUq) [33] with cdf
• Exponentiated generalized U-quadratic distribution (EGUq) [34] with cdf
• Mustapha type-I distribution (Mu-I) [35] with cdf
• Kumaraswamy Exponential distribution (KwE) [36] with cdf
• Kumaraswamy power distribution (KwPw) [37] with cdf
• Generalized BurrXII poisson (GBXIIP) [38] with cdf
Where a, b, λ, θ, and δ > 0.
The data set is the remission times (in months) of a random sample of 128 bladder cancer patients provided by [39] also studied by [40] , the data set are: Figure 4 display the plots of the (i) histogram and the fitted KwEUq (ii) empirical and estimated cdfs obtained by the AMLE and MMLE methods for the given data set. 
CONCLUTIONS
The study provides a new probability model called Kumaraswamy exponentiated U-quadratic (KwEUq). Several mathematical and statistical properties were investigated such as the quantile function, moments, moment generating function, order statistics, probability weighted moments, Shannon entropy and Renyi entropy. Parameter estimation was achieved by the alternative maximum likelihood estimation (AMLE) and modified maximum likelihood estimation (MMLE) due to the irregularity found in the usual maximum likelihood estimation method.
The finite sample properties of the alternative maximum-likelihood estimators (AMLEs) and modified maximum-likelihood estimators (MMLEs) are investigated by simulation studies. The simulation showed that any of the two methods can be used as the initial choice for the parameter estimation of the KwEUq. Further, we fitted the KwEUq to a real data and compare the fit with some other existing distributions as measured by Kolmogorov Smirnov test which showed that KwEUq provide better fit in compared to other models.
