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Abstract 
This study investigates extreme market events which occur in the tails of a 
distribution. The extreme events occur with a very low probability, but with 
significant consequences, which is what makes them of interest. In this study 20 years 
of data from both the S&P 500 and the JSE All Share index have been used. An 
extreme value approach has been taken to quantify the risks associated with extreme 
market events. To achieve this a two phased process is used to calculated the Value at 
Risk and Expected Shortfall. The first phase involved running the daily returns 
through the GARCH model, and then extracting the residuals. The second phase 
involves using the Block Maxima Method, or Peaks over Threshold method to fit the 
residuals to the Generalized Extreme Value Distribution or the Generalized Pareto 
Distribution. Finally, the impact of estimation frequency is considered for each of the 
models. In conclusion, taking an extreme value approach to provide a statistically 
sound method to calculate risk, even when the parameters of the model are updated 
less frequently, this is preferable to simpler models where the parameter estimates are 
updated daily.   
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Glossary of Terms 
Term Definition 
ACF Auto-Correlation Function 
AIC Akaike Information Criterion 
AR Autoregressive 
ARMA Autoregressive Moving Average 
BIC Bayesian information criterion 
BM (M) Block Maxima (Method) 
CI Confidence Interval 
CVaR Conditional Value at Risk 
ES Expected Shortfall 
EVT Extreme Value Theory 
FTSE Financial Times Stock Exchange 
GARCH Generalized Autoregressive Conditional Heteroskedasticity 
GEV Generalized Extreme Value 
GPD Generalized Pareto Distribution 
IDE Integrated Development Environment 
IID Independent and Identically Distributed 
JSE Johannesburg Stock Exchange 
LR Likelihood Ratio 
MLE Maximum Likelihood Estimator 
POT Peaks Over Threshold 
Q-Q plot Quantile-Quantile plot 
QMLE Quasi-Maximum Likelihood Estimation 
S&P 500 Standard & Poor’s 500 Index 
VaR Value at Risk 
Table 1: Glossary of terms  
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Aims and Rational of Dissertation  
The aim of this dissertation is to investigate the effects of estimation frequency on the 
performance of extreme value GARCH models, by focusing on tail estimation of 
financial returns. The impact of estimation frequency will be measured by using both 
Value at Risk and Expected Shortfall to predict potential market losses. Currently 
most models of financial returns are updated on a daily basis.  
This study looks at the effects of updating the GARCH models parameters less 
frequently. Initially, the model parameters were updated every day, then every 5 days, 
10 days, and 20 days. This is used to measure the extent to which the update 
frequency effects the performance of forecasting Value at Risk and Expected 
Shortfall. 
Previous research by McNeil & Frey (2000) has shown that taking more the advanced 
approach of combining the pseudo-maximum-likelihood fitting of the GARCH model 
with Extreme Value Theory  to calculate both Value at Risk and Expected Shortfall 
statistics performs significantly better than simpler models such as the GARCH 
model on its own. Ardia & Hoogerheide (2014) found that updating the parameter 
estimates daily of the GARCH equation only marginally improved the performance 
of the model when comparing it to a model which is updated less frequently.  
Previous studies have largely looked at the S&P 500 (Ardia & Hoogerheide, 2014). 
The aim of this research is to extend this to more volatile markets, such as the JSE All 
share index. This will allow a comparison between how more mature markets 
perform compared to less mature and more volatile markets. Secondly, an extreme 
value methodology will be used, where the residuals are extracted from the GARCH 
model and fitted to either the Generalized Extreme Value Distribution and the 
Generalized Pareto Distribution (McNeil & Frey, 2000).  
In summary this master’s thesis aims to determine if the use a wider data window to 
estimate the Value at Risk and Expected Shortfall in the current South African 
markets, provide an accurate estimate of the potential market losses. If it is 
successful, how frequently does the model need to be updated in order to maintain 
accurate results? Can taking an Extreme Value approach to calculating the Value at 
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Risk and Expected Shortfall be used as an accurate risk measure in a South African 
context, if a wider time frame and data window are used? Following this, which 
distribution best fits the tails of the financial returns?  
  
Page 18 of 163 
 
Structure of Dissertation  
Chapter 1 discusses the background of financial markets, the legislation, and current 
influences on financial returns. Previous research of the GARCH model and Extreme 
Value Theory is reviewed, and briefly summarized.  
Chapter 2 is an in depth analysis of the data. Particularly focusing on the properties of 
financial time series data. This helps to motivate for the use of an extreme value 
approach. There is also a brief section on emerging markets, since the JSE All Share 
Index is a South African index.  
Chapter 3 looks at the theory behind the GARCH model. In this chapter the positives 
and negatives of the GARCH model are discussed, and the use of the GARCH model 
is explained. 
Chapter 4 is a detailed look at Extreme Value Theory. Some of the early extremist are 
studied, as well as the theory behind both the Generalized Extreme Value 
Distribution and the Generalized Pareto Distribution.  
Chapter 5 discusses the risk measures used in this thesis. The theory behind both 
Value at Risk and Expected Shortfall is explained.  
Chapter 6 explains the backtesting process which is used to determine how well the 
models performed.  
Chapter 7 contains the results from the GARCH model are explored, and then fed 
into either the Generalized Extreme Value Distribution or the Generalized Pareto 
Distribution. From here the Value at Risk and Expected Shortfall estimates are 
calculated. Finally, the results are backtested to determine which model fits the data 
best. 
Chapter 8 repeats the previous chapters, but changes the update frequency of the 
parameters of the models. In this chapter the models are updated daily, weekly, 
fortnightly, and monthly.  
Chapter 9 summarizes the previous chapters, and suggests room for further research. 
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Figure 1: Structure of Dissertation 
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Chapter 1 – Introduction 
Extreme events are events which have a low probability of occurring, but generally 
have major consequences when they do occur. These extreme events are often 
difficult to predict, such as the terrorist attack on the World Trade Center in 2001 
which killed almost 3 000 people. Extreme events can also be found in nature such as 
the 2004 Indian Ocean tsunami which killed over 200 000 people and caused an 
estimated $15 billion in damages. Financial markets are also prone to extreme events 
such as the Wall Street Crash in 1929.  
Extreme events in the financial markets are of particular interest to financial risk 
managers, who are constantly monitoring changes in the market. They are especially 
interested in larger losses, since large gains are not seen as a risk, and build models to 
quantify market risks. Value at Risk and Expected Shortfall are commonly used by 
financial risk managers to measure risk. Taking an Extreme Value approach to 
calculating Value at Risk and Expected Shortfall often leads to better predictions 
(McNeil & Frey, 2000).   
2016 was a year of extreme change. Both BREXIT and the US election have had 
large impacts on two of the world’s largest economies (Writer, 2017). These effects 
have rippled down to smaller economies (Mc Grattan & Waddle, 2017), such as 
South Africa. Due to South Africa’s turbulent past, the economy is already fairly 
weak and unstable (Mc Grattan & Waddle, 2017).  
This means that, when measuring financial risk, advanced measures are required to 
quantify the risk. The study of volatility plays a crucial part in financial risk 
management (Ardia, 2008). Because of this, advanced techniques are required to 
predict the risk associated with a particular financial time series or index.  
Generalized Autoregressive Conditional Heteroskedasticity (GARCH) is one of the 
commonly used techniques to estimate the volatility in financial markets (Bollerslev, 
1986). GARCH models are particularly useful for financial models where the 
volatility changes over time (Chan, Deng, Peng, & Xia, 2007), such as that of the 
South African markets.  
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In a study by Ardia & Hoogerheide (2014), where they looked at the performance of 
the S&P 500 over a period of 12 years, they found that even when the parameters of 
the GARCH model was updated less frequently had a marginal effect on the Value at 
Risk and Expected Shortfall forecasts. Updating the GARCH equation daily, only 
marginally improved the performance of the model when compared to weekly, 
monthly, or quarterly updates (Ardia & Hoogerheide, 2014).  
Value at Risk is used to quantify a financial risk over a specific time frame (Ardia & 
Hoogerheide, 2014). It helps to determine the amount of potential loss, and the 
probability associated with the potential loss faced by banks and investment 
companies (Ardia & Hoogerheide, 2014). This allows one to quantify the risk of an 
investment. Therefore, Value at Risk represents the risk from market movement as 
one number: the maximum loss expected on an investment, over a given time period 
at a specific level of confidence (Ardia & Hoogerheide, 2014). 
Therefore, increasing the frequency at which the GARCH models parameters are 
updated only marginally improves the model’s performance (Ardia & Hoogerheide, 
2014). Models that require daily updates becomes computationally heavy. Updating 
the parameters of the model less frequently allows for better predictions of the daily 
returns, but with significantly fewer computations (Ardia & Hoogerheide, 2014). 
According to a study by Van De Venter (2000), when calculating the Value at Risk 
statistic in a volatile market, such as that in South Africa, risk is often overestimated 
in periods of high volatility and underestimated during periods of low volatility. This 
particular study looked at Value at Risk in South Africa from July 1993 until July 
1995. Being the end of Apartheid, this would have been a particularly volatile period 
in the South African economy. In this particular study, a 100-day and 250-day data 
window, whereas the study by Ardia (2014) used a much wider estimation window of 
1000-day. 
Using a normal distribution is a convenient and simple to use and considers the data 
in the entire distribution, but it does not capture the kurtosis seen in most financial 
returns (Milwidsky & Mate, 2010). Taking an extreme value approach, just focuses to 
the tails of the distribution. Two different distributions will be considered. These 
include the Generalized Extreme Value distribution, and Generalized Pareto 
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distribution. For comparison, two different data sets will be used, which are the 
Standard & Poor 500 (S&P 500), and the Johannesburg Stock Exchange (JSE) All 
Share index.  
All of the above-mentioned distributions are fat tailed distributions which implies 
that, unlike the standard normal distribution, they cannot be described with only its 
first two moments.  
Financial data is generally fat tailed, which means the normal distribution doesn’t 
adequately capture the probability of extreme events which occur in the tails of the 
distribution (Schmitt, Chetalova, Schafer, & Guhr, 2013). Generally, the tails are 
associated with events that have a low frequency, but a high severity (McNeil & Frey, 
2000). This is why it is so important to consider the 4th moments, when looking at fat 
tailed distributions.  
Extreme Value Theory focuses on the extreme values which occur in the tails of a 
distribution (McNeil & Frey, 2000). It is a tool used to predict the probability of 
extreme or rare events (Chinhamu, Huang, Huang, & Chikobvu, 2015). It explains 
the behaviour of maxima and minima of random variables (Chinhamu, Huang, 
Huang, & Chikobvu, 2015). These events occur in the tails of the distribution 
(Chinhamu, Huang, Huang, & Chikobvu, 2015).  
There are two main approaches to Extreme Value Theory. The first approach is 
known as the Block Maxima Method. In this approach, the variable considered is 
divided into n equal blocks (Coles, 2004). From each block, the maximum value is 
selected and used to fit a Generalized Extreme Value Distribution to the data (Coles, 
2004). Therefore, the local block maxima from each of the n-blocks is used to fit the 
Generalized Extreme Value Distribution (Coles, 2004). 
The second approach is known as a threshold method (Coles, 2004). In this approach, 
a threshold is selected, and the Generalized Pareto Distribution is fitted using all the 
values above the threshold (Coles, 2004). Everything above the threshold represents 
an extreme loss or extreme gain (Coles, 2004). This is known as the Peaks over 
threshold approach (Coles, 2004). For the purposes of this study, only extreme losses 
will be studied.   
Page 23 of 163 
 
1.1 The Basel Accord 
The Basel Committee on Banking Supervision has issued three Basel Accords, Basel 
I, Basel II, and most recently Basel III (Moody's Analystics, 2013). The Basel Accord 
currently consists of recommendations for regulation on the banking system. The 
most recent Basel Accord, Basel III, was developed in response to the shortfalls in 
financial regulation during the 2007 – 2008 financial crisis. It aimed to strengthen the 
capital requirements of banks, by decreasing bank leverage and increasing the banks 
liquidity requirement (Moody's Analystics, 2013).  
 
Basel Accord 
The third Basel Accord consists of the following three pillars: 
• Pillar 1: Enhanced Minimum Capital & Liquidity Requirements 
• Pillar 2: Enhanced Supervisory Review Process for Firm-wide Risk 
Management and Capital Planning 
• Pillar 3: Enhanced Risk Disclosure & Market Discipline 
(Moody's Analystics, 2013) 
 
The most noticeable change from Basel II to Basel III occurred in Pillar 1, with the 
enhanced minimum capital and liquidity requirements (Moody's Analystics, 2013). 
The Tier 1 Capital Ratio has increased from 4% to 6%, and the Common Equity 
Requirement has increased from 2% to 4.5% (Moody's Analystics, 2013). 
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Figure 2: Basel III Framework  
(Moody's Analystics, 2013, p. 3) 
 
Financial markets are constantly changing, and these changes can be both positive 
gains or negative losses. In general, large losses have more of an impact than large 
gains, which makes them more interesting to study. Risk cannot be avoided, instead it 
needs to be managed and understood.  
The third Basel Accord is a voluntary framework which regulates banking capital 
requirements and manages risk (Moody's Analystics, 2013). It is scheduled to be 
implemented on 31 March 2019. It was developed after the 2007 – 2008 financial 
crash, to respond to the failures of the current financial regulation (Chang, Jimenez-
Martin, Maasoumi, Mc Aleer, & Perez-Amaral, 2015).  
Market risk is the risk that a financial institution will make a loss due to adverse 
market conditions (McNeil & Frey, 2000). The new quantile requirements of Basel II 
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and Basel III indicate financial institutions are required to use more advanced 
methods to understand market risk (Moody's Analystics, 2013). Extreme Value 
Theory is a useful tool to better understand the tails of financial distributions (Miller, 
2012).  
Banks are required to hold a certain amount of capital to cushion against market 
movements (McNeil & Frey, 2000). Value at Risk is the most widely used risk 
measure in the banking industry (Hu & Kercheval, 2007), and is used to allocate 
capital to protect against exposer to market risk (Ardia, 2008).  
Under the Basel II, regulations recommend Value at Risk to be calculated at a 99% 
confidence level, with a two week (or 10 working day) holding period (Ardia, 2008). 
In practice, many consider this to be too stringent, and calculate Value at Risk at 95% 
only looking one day ahead (Ardia, 2008).   
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Chapter 2 – The Data 
The data sets analysed in this study are the daily returns for both the S&P 500 and the 
JSE All Share index. Twenty years of data points have been used from 25 March 
1997 until 24 March 2017, this giving a total of 5 220 data points. When the daily 
closing price is converted to the daily return one data point is lost, therefore 5 219 
daily returns are used in this study.  
The data was obtained from the University of Cape Town’s library using the 
Bloomsberg system. The log of the daily returns was calculated, and then saved in a 
CSV file, which was then loaded into R. The daily returns are calculated as follows: 
 
Definition 
𝑟! = ln %
"!
"!"#
&		,	       𝑖	 = 	1, … , 𝑁  
 
Where 𝑥! represents the current day’s closing price, and 𝑥!#$ represents the 
previous day’s closing price. 
 
The S&P 500 data set was selected as a baseline, since the majority of studies 
referenced in this dissertation look at the application of Extreme Value Theory to the 
S&P 500. Some of these studies include Bystrom (2004), McNeil & Frey (2000), and 
Ardia & Hoogerheide (2014). The JSE All Share index was selected as a comparison 
since there are fewer studies looking at Extreme Value Theory in emerging markets 
or an African perspective.  
Both the S&P 500 or the JSE All share index are examples of time series data. In 
general, a financial time series of stock prices, is considered to be non-stationary 
(Schmitt, Chetalova, Schafer, & Guhr, 2013). This means that the statistical 
proprieties of the random process, such as the mean and variance, change over time 
(Schmitt, Chetalova, Schafer, & Guhr, 2013).  
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Properties of a financial time series 
Modelling financial time series data is a complex problem, and generally have the 
following properties:  
1. Non-stationarity of returns. The returns generally oscillate around zero. 
These oscillations vary in magnitude, especially in volatile markets. 
2. Absence of auto-correlation for price variations. Thus, making it close to 
white noise. 
3. Auto- correlation of squared price returns, or absolute error. 
4. Volatility clustering. High volatility periods are normally followed by low 
volatility periods. This results in clusters of large absolute returns. 
5. Fat tailed distributions. Financial time series data seldom follow a 
Gaussian distribution.  
6. Leverage effect. Negative returns generally have a larger effect on the 
volatility than positive returns. 
7. Seasonality. Different holidays, seasons, and day of the week all have 
significant effects on the returns.  
(Francq & Zakoian, 2010) 
 
This is especially common in financial data, which goes through business cycles, 
changes in inflation, impacts from natural disasters, or advances in technology. Given 
the non-stationary nature of financial time series data, naïve analysis of the data can 
produce misleading results.  
The stochastic nature of financial returns results in clustered periods of high volatility 
and extreme values contrasted with periods of calm (Chinhamu, Huang, Huang, & 
Chikobvu, 2015). The study of volatility plays a crucial part in financial risk 
management (Ardia, 2008). Extreme Value Theory focuses on the tails of the 
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distribution, where extreme events occur, and has been shown to produce more 
accurate results than traditional methods (Bystrom, 2004).  
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2.1 Statistical Computing 
The data was analysed using the statistical program, R, and R Studio was used as the 
integrated development environment (IDE). Both R and R Studio are open source 
software and can be downloaded on https://cran.r-project.org/bin/windows/base/ and 
https://www.rstudio.com/products/rstudio/download/ respectively.  
It is a widely used statistical programming language and is designed to perform 
statistical analysis (R Core Team, 2017). The version of R used is 3.4.1 and was 
released on the 30 June 2017 (R Core Team, 2017). The following packages were 
extensively used for analysis: 
 
• fGarch (Wuertz, et al., 2017) 
• evir (Pfaff & Mc Neil, 2012) 
• VaRES (Nadarajah, Chan, & Afuecheta, 2013) 
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2.2 Summary of the data 
As can be seen from the summary statistics below, both the S&P 500 and the JSE All 
Share Index have a mean and median very close to zero, and a standard deviation of 
approximately 0.5%. The S&P 500 has a minimum daily return of -0.047 and a 
maximum daily return of 0.041. The JSE All Share Index has a minimum daily return 
of -0.032 and a maximum daily return of 0.055.  
Both the S&P 500 and the JSE All Share Index have a positively skewed distribution, 
although the JSE All share index is slightly more skewed at 0.451, compared to the 
S&P 500 with a skewness of 0.231. The kurtosis of the distributions are also 
noticeable larger than that of a normal distribution, which has a kurtosis of three. The 
S&P 500 has a much sharper point than the JSE All Share Index, each with a kurtosis 
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Summary Statistics 
Data S&P 500 FTSE 
Minimum -0.047 -0.032 
Maximum 0.041 0.055 
Skewness 0.231 0.451 
Kurtosis 8.079 6.101 
Mean  < -0.001 < -0.001 
Median < -0.001 < -0.001 
Standard Deviation 0.005 0.005 
1% Quantile -0.014 -0.014 
2.5% Quantile -0.011 -0.011 
5% Quantile -0.008 -0.008 
95% Quantile 0.007 0.008 
97.5% Quantile 0.01 0.01 
99% Quantile 0.014 0.013 
Sample Size N = 5219 N = 5219 
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2.2.1 Standards and Poor’s Index 
The top 5 companies on the S&P 500 are all well-known brands, and include: Apple 
Inc., Alphabet, Microsoft Corp., Amazon.com Inc., and Facebook Inc. In this study, 
20 years of data was used taking the daily closing price of the index and calculating 
the daily return. The daily closing price of the S&P 500 is illustrated in Figure 3. 
The Figure 4 show the daily returns of the S&P 500, which are used to build the 
Extreme Value model. One of the features of the daily returns is the volatility 
clustering, which can clearly be seen in the graphs above. The S&P 500 experiences 
high volatility around the 2007 – 2008 financial crash. During this period, the daily 
returns vary rather drastically. This period of extreme volatility can be seen in the red 
block in the image below.  
After the global recession, the S&P 500 appears to recover well, and has continued to 
increase in value overtime. The histogram in Figure 5 illustrates that the daily returns 
of the S&P 500 do not follow a normal distribution. It can clearly be seen that the 
S&P 500 daily returns are leptokurtic. The grey bars represent the daily returns of the 
S&P 500, and the red curve represents a normal distribution.  
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Figure 3: Closing price for S&P 500 
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Figure 5: Histogram of S&P 500 
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2.2.2 Johannesburg Stock Exchange 
The Financial Time Stock Exchange (FTSE) /Johannesburg Stock Exchange (JSE) 
All Share Index is designed to represent the performance of South African 
companies. It represents 99% of the capital value in South Africa. The index was first 
launched in June 1995 as the JSE, but in June 2002 it became known as the FTSE. 
The Figure 6 and Figure 7 show the daily closing price and the daily returns of the 
JSE All Share Index respectively. As seen with the S&P 500, the daily returns of the 
JSE All Share Index has volatility clustering which can clearly be seen in the graphs 
below.  
The JSE All Share index experienced the highest period of volatility in 1997, which 
was the end of Apartheid. These periods of high volatility clustering are followed by 
clusters of low volatility. High volatility around the 2007 – 2008 financial crash, can 
be seen in the red block in the image above. After the global recession, the JSE All 
Share Index appears to recover well, and has continued to increase in value overtime.  
The histogram shown below illustrates that the daily returns of the JSE All Share 
Index do not follow a normal distribution. It can clearly be seen that the daily returns 
are leptokurtic. The grey bars represent the daily returns of the JSE All Share Index, 
and the red curve represents a normal distribution. 
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Figure 6: Closing price for JSE All Share Index 
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Figure 8: Histogram for JSE All Share Index 
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2.3 Emerging Markets – A South African Perspective 
From 1948 until the early 1990s, South Africa was divided by racial segregation, 
known as Apartheid (Davenport, 1991). The word ‘Apartheid’ is an Afrikaans word 
which means ‘separateness’. It was adopted as the slogan for the Afrikaner National 
Party, commonly known at the National Party, for the 1948 elections (Davenport, 
1991).  
The National Party was founded in 1914 and promoted the interests of Afrikaans 
speakers in South Africa, to protect South Africa against the influences of the United 
Kingdom. In 1924 the National Party, led by James Barry Munnik Hertzog, won the 
national election and became the governing party in South Africa (Davenport, 1991).  
One of the focuses of the National Party was to promote social and economic welfare 
for working class white South Africans (Feinstein, 2005). They introduced minimum 
wage and pensions for white unskilled workers in the form of the Wage Act (1925) 
and The Old Age Pensions Act (1917) respectively. The agricultural sector was also 
given various forms of assistance to help boost the economy, most notably, white 
farmers were given preferential interest rates from the Land Bank.  
All of this helped improve the living conditions of white South Africans and allowed 
many unskilled white South Africans to increase their social economic position 
(Feinstein, 2005).  
The Population Registration Act (1950), was used to divide all South Africans into 
one of four racial groups, either ‘Black’, ‘White’, ‘Coloured’, or ‘Indian’ (Davenport, 
1991). This lead to further segregation in one of the largest mass evictions in modern 
history (Davenport, 1991). From 1960 - 1963 approximately 3,5 million non-white 
South Africans were forced to leave their homes and move into segregated 
neighbourhoods (Feinstein, 2005).  
Apartheid caused significate opposition both from within South Africa, and 
internationally (Feinstein, 2005). The United Nations condemned South Africa and 
implemented economic trade sanctions (Feinstein, 2005). From the early 1960s, 
became internationally criticised.  
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On 7 August 1963, the United Nations passed Resolution 181, which requested all 
states to voluntarily stop selling fire arms to South Africa. On 4 November 1977, the 
United Nations issued Resolution 418, which was a mandatory arms prohibition 
(Feinstein, 2005). By the late 1980s, 25 different nations had passed laws containing 
various trade sanctions on South Africa.  
There was a mass movement of disinvestment from South Africa amongst several 
countries and cities. This severely impacted the South African economy (Feinstein, 
2005). This ultimately lead to the demise of Apartheid (Feinstein, 2005).  
This lack of trade negatively affected the South African economy (Feinstein, 2005). 
This led to South Africa experiencing capital flight, which is when a country’s assets 
or money rapidly leave the country. This led to a decline of the rand on the 
international exchange rate, which had a ripple effect causing inflation to increase by 
12 - 15% per year. In 1990, president Frederick Willem de Klerk acknowledged the 
economic instability in South Africa, and began to reverse Apartheid.  
Finally, on 17 June 1991, the Apartheid legislation was repealed (Hamann, Khagram, 
& Rohan, 2008). This left the South African economy fairly weak and unstable. In 
the first democratic election in South Africa in 1994, the newly elected African 
National Congress inherited an economy weakened by long years of internal conflict 
and external sanctions (Hamann, Khagram, & Rohan, 2008). 
Currently, South Africa has the second largest economy in Africa, preceded by 
Nigeria. According to the World Bank, South Africa is currently classified as an 
upper-middle-income economy. The economy of South Africa has increased since 
1996, when the international trade sanctions were lifted from South Africa, and the 
Gross Domestic Product increased to a peak of $400 billion in 2011.  
In the late 2000s when South Africa was affected by the global recession and 
struggled to recover significantly more than other emerging markets (Hamann, 
Khagram, & Rohan, 2008). Currently, private investments and export volumes have 
not yet fully recovered. From 2000 - 2009 the South African Gross Domestic Product 
only grew 2.2% per year, compared to the rest of the world which grew by 3.1% per 
year during the same period.  
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Adding to all of this, high levels of unemployment have led to an increase in crime, 
which has slowed investment and growth in South Africa (Hamann, Khagram, & 
Rohan, 2008). Currently, the South African economy is considered to be so weak, it 
has been graded as sub-investment standard by Fitch Ratings.  
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Chapter 3 – Generalised Autoregressive Conditional 
Heteroskedasticity (GARCH) 
Time series analysis aims to build a model that captures the underlying stochastic 
process of financial data (Francq & Zakoian, 2010). The study of volatility plays a 
crucial part in financial risk management (Ardia, 2008). Volatility in financial returns 
is due to the inconsistent variance of the data, where the variance constantly changes 
with time (Miller, 2012). This implies that risk changes over time, and therefore more 
advance methods are needed to analyse financial returns (Miller, 2012).  
The Autoregressive Conditional Heteroscedasticity (ARCH) first introduced in 1982 
by Engle was used to deal with the conditional variance of time series data (Engle R. 
F., 1982). Later, in 1986 Bollerslev generalized the ARCH model (Bollerslev, 1986).  
The GARCH (1,1) is the most commonly used model when it comes to predicting 
volatility according to (Yang, Chaptpatanasiri, & Sattayatham, 2016). For the 
purposes of comparability, the GARCH (1,1) model is used to make the data more 
independent and identically distributed (IID), as done in the studies by McNeil & 
Frey (2000) and Ardia & Hoogerheide (2013). A sequence of random variables is 
said to be independent and identically distributed if each random variable has the 
same probability distribution as the others, and all of the random variables are 
mutually independent. Mathematically this can be defined as follows: 
 
Definition  
a. Let the random variables be defined to have the values in 𝕀	 ⊆ 	ℝ . Two 
random variables X and Y are said to be identically distributed if and only if  
𝑃[𝑥	 ≥ 	𝑋] = 𝑃[𝑥	 ≥ 𝑌], ∀	𝑥	 ∈ 	𝕝	. 
 
b. Two random variables X and Y are said to be independent if and only if  
𝑃[𝑦	 ≥ 𝑌] = 𝑃[𝑦	 ≥ 𝑌	|	𝑥	 ≥ 	𝑋]	and 𝑃[𝑥	 ≥ 𝑋] = 𝑃[𝑥	 ≥ 𝑋	|	𝑦	 ≥
	𝑌]	∀	𝑥, 𝑦	 ∈ 	𝕝	. 
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Auto Regressive Moving Average (ARMA) models are commonly used when the 
time series is a second order stationary process (Francq & Zakoian, 2010). The 
Generalized Autoregressive Conditionally Heteroscedastic (GARCH) model is used 
to capture the conditional volatility of the daily returns (Engle R. F., 1982). This 
ensures the time varying nature of the mean and variance are accounted for. 
 
Definition 
The GARCH (1,1) model has the general form: 
 
𝑅% =	𝜇% +	𝜎%𝑍% 
 
Where 𝑅% is the daily returns at time 𝑡,  𝜇% is the mean function of the series,  𝜎%& is 
the conditional variance, and 𝑍% is the residuals at time 𝑡.  
 
GARCH models are particularly useful for analysing and forecasting volatility 
(Charpentier, 2015). Using a combination of both ARMA + GARCH leads to a more 
accurate representation of the temporal dependencies (Charpentier, 2015).  
By definition, a process (𝜖%)	is called a GARCH (1,1) process if its first two 
conditional moments exist, and satisfies the following two conditions (Francq & 
Zakoian, 2010): 
 
𝐸(𝜖%	|𝜖'	, 𝑢 < 𝑡) = 0,													𝑡	 ∈ 	ℤ	.	 
 
There exist constants 𝜔, 𝛼 and 𝛽, such that: 
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𝜎%& = 𝑉𝑎𝑟(𝜖%	|	𝜖'	, 𝑢 < 𝑡) = 	𝜔 + 	𝛼	𝜖%	#	$& + 	𝛽	𝜎%#$& ,						𝑡	 ∈ 	ℤ . 
 
Where 𝜖% =	𝜎%𝑍%, and 𝜔, 𝛼, 𝛽, are all non-negative.  
 
The mean equation of a univariate time series can be described as follows: 
 
𝑥% = 	𝐸(𝑥%	|	Ω%#$) +	𝜖%, 
 
where 𝐸(𝑥%	|	Ω%#$) represents the conditional expected value given Ω%#$, and 𝜖% 
represents the residuals of the time series (Charpentier, 2015). 𝜖% explains the 
uncorrelated disruptions, with a mean of zero, and is associated with the 
unpredictable part of the financial time series (Charpentier, 2015).  
There are several variations of the GARCH model, but the GARCH (1,1) model is 
most commonly used both in academia and practice (Ardia, 2008). This study only 
focuses on the GARCH (1,1) model. When comparing the performance of the 
GARCH (1,1) model, it had better prediction than other models such as the Student-t, 
even when the latter parameters are updated more frequently (Ardia, 2013). This is 
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Chapter 4 – Extreme Value Theory 
Extreme market risk is defined as the risk due to extreme changes in prices (Ruppert, 
2004). These risks have a small probability of occurrence, but with drastic 
consequences. Financial returns are very unpredictable; this results in clustered 
periods of high volatility and extreme values (Chinhamu, Huang, Huang, & 
Chikobvu, 2015).  Extreme Value Theory focuses on the tails of the distribution 
where these extreme events occur, and has been shown to produce more accurate 
results than traditional methods (Bystrom, 2004).  
The returns of financial indexes generally have fatter tailed distributions, in other 
words, they do not follow a normal distribution (Schmitt, Chetalova, Schafer, & 
Guhr, 2013). Heavy tailed distributions are those whose tails are not exponentially 
bounded (Peters & Shevchenko, 2015). These heavy tails make it more difficult to 
predict extreme events which occur in the tails of the distribution (Bystrom, 2004).  
This is of particular importance, since events in the tails result in more extreme 
losses, especially in the left tail of the distribution, since this results in significant 
losses, whereas events in the right tail results in significant gains. They therefore rely 
on models that focus on the tails of the distributions (Bystrom, 2004). 
Extreme Value Theory is used to deal with low probability events that occur in the 
tails of the distribution (Bystrom, 2004). It is therefore very important to use models 
that capture the behaviour of these extreme events in the tails (Bystrom, 2004). It is 
of particular interest the events that occur in the left tail, as this is associated with 
large losses and large losses are of more interest than large gains.  
Small probabilities in the far ends of the tails are of particular importance, since as 
the probability of an event becomes smaller, the consequences of that event become 
significantly larger (Bystrom, 2004). It is therefore vital to be able to model these 
extreme events as accurately as possible. 
One of the main difficulties in statistics, is coming up with estimate for the tails of the 
given distribution (McNeil & Frey, 2000). Extreme events have a low probability of 
occurring, but high consequences when they do occur. The main interest is in the tails 
of the distribution, since this is where the extreme events occur (McNeil & Frey, 
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2000). What makes them particularly difficult to predict, is the lack of data since 
these extreme events don’t occur very frequently (Ardia & Hoogerheide, 2014).  
Most financial indices are not normally distributed (Schmitt, Chetalova, Schafer, & 
Guhr, 2013). In general, their tails are not exponentially bounded, and therefore have 
thicker tails than the normal distribution (Schmitt, Chetalova, Schafer, & Guhr, 
2013). Extreme Value Theory based approaches are useful for estimating the tails of a 
distribution because they are based on sound statistical theory, and they offer a 
parametric form for the tails of a distribution (McNeil & Frey, 2000). 
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4.3 Extreme Value Theory Defined 
Assume 𝑋$, … , 𝑋) is a sequence of independent and identically distributed random 
variables with a common distribution function 𝐹. The maximum value of these 
random variables over time is denoted by 𝑀) 	= 	max(𝑋$, … , 𝑋)). The distribution of 
the maximum 𝑀)	can be derived as follows: 
 
Definition 
𝑃(𝑀) ≤ 𝑧) 	= 	𝑃(𝑋$ ≤ 𝑧	, … , 𝑋) ≤ 𝑧) 
                                                                 = 	𝑃(𝑋$ ≤ 𝑧)…𝑃(𝑋) ≤ 𝑧) 
                                 =	Z𝐹(𝑧)[) 
 
Since the distribution 𝐹 is unknown, it can be approximated by looking at extreme 
values in the tails of the distribution of 𝑋. It is important to capture the behaviour in 
the tails of the distribution, since extremes can be found in both the upper and lower 
ends of the distribution (Coles, 2004).  
The indicator function is a finite sequence defined as, 𝐼) 	= 	𝐼(𝑀) > 𝑧),  which is 
a Bernoulli process with probability of success:  𝑝(𝑧) 	= 	1 − Z𝐹(𝑧)[)	. This is 
determined by the impact of 𝑧 on the extreme events (Coles, 2004). In practice, we 
might not have the distribution function 𝐹 but the Fisher–Tippett–Gnedenko 
theorem provides an asymptotic approximation of the distribution (Coles, 2004).  
 
  
Page 47 of 163 
 
4.3.1 Fisher-Tippett-Gnedenko Theorem 
Maurice René Fréchet was a French mathematician, who lived from 2 September 
1878 to 4 June 1973 (Bru & Hertz, 2001). His major field of study was topology, but 
also contributed significantly towards statistics, probability, and calculus (Bru & 
Hertz, 2001). During his 60-year career, he wrote over 300 publications, contributing 
to both pure and applied mathematics (Bru & Hertz, 2001).  
He was one of the early pioneers of the study of extreme events, in his work on the 
asymptotic maximum stable distributions for large values which can be seen in his 
1927 publication (Fréchet, 1927). This became the start of the study of extreme 
values in statistics (Bru & Hertz, 2001). Late in 1933, Fréchet started working with 
Emil Julius Gumbel, since they both shared an interest in extreme events (Bru & 
Hertz, 2001).  
Emil Julius Gumbel was born in Munich, Germany on 18 July 1891 (Hertz, 2001). In 
1934 Gumbel became an assistant at the Institut de Science Financiere et d' 
Assurances in Lyon, France (Hertz, 2001). When the war broke out, Gumbel was 
forced into exile in the United States of America, where he remained until his death 
on 10 September 1966. While living in New York, he summarised all of his 
contributions in a book called ‘Statistics of Extremes’ which was published in 1958 
(Hertz, 2001).  
The last distribution which falls under the Generalized Extreme Value distribution 
was developed by a Swedish engineer Waloddi Weibull (Broberg, 1997). Weibull 
was known for having a wide variety of scientific interests, which led him to statistics 
and probability (Broberg, 1997).  
He became interested in probability theory and statistics, and in 1939 published a 
paper on the Weibull distribution (Broberg, 1997). Unfortunately, this paper did not 
receive much recognition since World War II broke out. In 1951, after the war, he 
published another paper where he included his results from the 1939 paper, which has 
become his most cited paper (Broberg, 1997). He continued to publish papers until 
his death on 12 October 1979 (Broberg, 1997). 
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The above three distributions are grouped together in a family of continuous 
probability distributions known as Generalized Extreme Value distribution. This is 




Let 𝑋1	, … , 𝑋𝑛 be a sequence of independent and identically distributed random 
variables, and 𝑀𝑛 = max	{	𝑋1	, … , 𝑋𝑛	}	. If there exist sequences of constants 𝑎) 	>




		≤ 	𝑧b 	→ 	𝐺(𝑧) as 𝑛	 → 	∞ then 𝐺(𝑧) ∝ 𝑒𝑥𝑝 &−(1 + 	𝜉𝑧)!	
!
", 
where 𝑧	 = 		 "	#		1
2
 , and 𝜉 depends on the tail shape of the distribution. 
 
When normalized, G belongs to either the Weibull, Gumbel, or Fréchet 
distribution. 
 
Weibull distribution:  





k				 , 𝑧	 < 	𝑏	
1																																										, 𝑧		 ≥ 	𝑏
										 
when the distribution of 𝑀) has a light tail with finite upper bound (Coles, 2004).  
 
Gumbel distribution:  
 𝐺𝑢(𝑧) 	= 	𝑒𝑥𝑝 %	− 𝑒𝑥𝑝 j	− %3	#	.
0
&k&	 for 𝑧	 ∈ 	ℝ, 
when the distribution of 𝑀) has a tail, which is bounded exponential (Coles, 2004).  
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Fréchet distribution: 
 𝐹𝑟(𝑧) 	= 	 l





&	 , 𝑧	 > 	𝑏  
when the distribution of 𝑀) has a heavy tail which decay’s exponentially (Coles, 
2004).  
In all cases, 𝛼 > 0.  
 
 
Figure 9: Extreme Value Distributions 
(Tsay, Analysis of Financial Time Series, 2002, p. 272) 
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4.4 Generalized Extreme Value Distribution 
This  generalization,  is known  as  the  generalized  extreme  value (GEV) 
distribution. Each of the above distributions give a different representation of 
Extreme Value Theory (Coles, 2004). They can be combined to form one single 
family of models, which has the following distribution:  
 
  𝐹(𝑧, 𝜇, 𝜎, 𝜉) 	= 	n




56 	p	 , 𝜉	 ≠ 	0
𝑒𝑥𝑝 %− 	𝑒𝑥𝑝 %−	3	#	1
2
&&									 , 𝜉	 = 	0
 
 
This Generalized Extreme Value (GEV) distribution has the following properties:  
Parameters 𝜇	 ∈ 	ℝ  -  Location parameter 
𝜎	 ∈ 	ℝ  -  Scale parameter 




𝐹(𝑧, 𝜇, 𝜎, 𝜉) 	= 	
⎩
⎨




56 p	, 𝜉	 ≠ 	0
𝑒𝑥𝑝 %−𝑒𝑥𝑝 %−	
𝑧	 − 	𝜇











































	 , 0	 < 	𝜉	 < 	1	
𝜇	 + 	𝜎𝛾	,																							𝜉	 = 	0	
∞	,																																		𝜉	 ≥ 	1	
 







	 , 𝜉	 ≠ 	0
𝜇	 − 	𝜎 ln
	
(	ln(	2	)) ,																			𝜉	 = 	0
 
Mode 
| 𝜇	 + 	𝜎
(1	 + 	𝜉)	#5
𝜉







(Γ	(1	 − 	𝜉) − Γ&	(1	 − 	𝜉)&)	,			𝜉	 ≠ 0
𝜎& 	
𝜋
6 ,																																																				𝜉 = 0	
 
Support  1 +
𝜉(𝑥 − 𝜇)
𝜎 	> 	0	, ∀		𝜇	, 𝜉 ∈ 	ℝ	,										𝜎 > 0 
Table 3: Properties of Generalized Extreme Value Distribution 
 
The quantiles associated with the upper tails of the GEV distribution can be obtained  
by inverting the equation:  
 
𝐹(𝑧, 𝜇, 𝜎, 𝜉) 	= 	n




56 p , 𝜉	 ≠ 	0
𝑒𝑥𝑝 %− 	𝑒𝑥𝑝 %−	3	#	1
2
&&									 , 𝜉	 = 	0
  and solving for 𝐹Z𝑧7[ 	=
	1 − 𝑝.  
 
Solving this equation, it can easily be shown that   
 
𝑧7 	= 		 l
𝜇 −	2
5
1 − {− ln(1 − 𝑝)}	#	5		,			𝑓𝑜𝑟	𝜉	 ≠ 	0	
𝜇 − 𝜎 ln{− 𝑙𝑛(1 − 𝑝)} ,																		𝑓𝑜𝑟	𝜉	 = 	0	
 . 
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and is associated with the upper tail of the distribution (Coles, 2004). For example, 
when considering daily returns, the return level 𝑧7 will be exceeded every 
$
7
 days.   
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4.4.1 Block Maxima Method 
The Block Maxima Method is used to divide the daily return series into blocks of 
equal length 𝑛, as represented in Figure 10 (Coles, 2004). This results in a series of 
consecutive blocks, from which the maximum return is selected from each block and 
used to fit the Generalized Extreme Value distribution (Ardia & Hoogerheide, 2014). 




	, these data points are divided into 
a series of consecutive blocks of length 𝑛. From each block, the maximum value is 
selected generating the following series: 
 
Definition 
𝑥$, 𝑥&, … , 𝑥8	 where 𝑥! = 	maxZ𝑦)(!	#	$)	9	$	, 𝑦	)(	!	#	$	)	9	&	, … , 𝑦)![  
for 𝑖	 = 	1,2, … , 𝑁. 
 
Selecting the correct block size is vitally important (Coles, 2004) since the block size 
needs to be large enough that the asymptotic result of the Fisher-Tippet theorem still 
holds (Coles, 2004). If the blocks are too small, this results in estimation bias (Coles, 
2004). Alternatively, if the blocks are too large, there are too few blocks which 
results in a large estimation variance (Coles, 2004).  
Once the data has been divided into blocks, there are various methods can be applied 
to calculate the parameters (𝜇, 𝜎, 𝜉) of the Generalized Extreme Value Distribution 
(Coles, 2004). One such method is known as the Maximum Likelihood Estimation 
method (MLE) which is used to estimate the parameters of the statistical model given 
the observations.  
The block maxima method involves a careful balance between bias and variance 
when selecting block size (Coles, 2004). This is one of the major downfalls of the 
block maxima method (Coles, 2004).  
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Figure 10: Visual representation of Block Maxima Method 
(Hamdi, Bardet, Duluc, & Rebour, 2015) 
 
  




4.4.2 Maximum Likelihood Estimation (for GEV): 
Maximum Likelihood Estimator for the Generalized Extreme Value distribution with 
probability density function 𝑓(𝑥; 	𝜇, 𝜎, 𝜉), can be defined as follows:  
 
Definition 





The log-likelihood function can be defined as follows: 
 





Where 𝑙(𝜇, 𝜎, 𝜉) denotes the log-likelihood function.  
 
Log-likelihood of GEV when 𝜉	 ≠ 	0: 
 














provided that 1 + 	𝜉 %"!	#		1
2
& 	> 	0, ∀		𝑖	 = 	1, … , 𝑁.	  
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Differentiating this equation with respect to 𝜇, 𝜎, and 𝜉 gives the following: 
 
𝜕𝑙(𝜇, 𝜎, 𝜉)
𝜕𝜇 	= 	 	−
1












 	= 	0 
 
𝜕𝑙(𝜇, 𝜎, 𝜉)




















𝜎 	= 	0 
 
𝜕𝑙(𝜇, 𝜎, 𝜉)
𝜕𝜉 	= 	 	−	
1


























𝜎 & 	1 + 𝜉 %
𝑥! − 	𝜇
𝜎 &	
#$	 	= 	0 
 
In the case where 𝜉 = 0, the Gumbel log-likelihood function is: 
 
𝑙(𝜇, 𝜎, 0) 	= 	−	𝑁 ln(𝜎) 	−	 %
𝑥! 	− 	𝜇










And can be differentiated as follows: 
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𝜕𝑙(𝜇, 𝜎, 0)
𝜕𝜇 	= 	 	
1



















𝜎 &	o1 − exp o−%
𝑥! − 	𝜇





Once the maximum likelihood parameters have been calculated, the quantiles of the 
Generalized Extreme Value Distribution can be obtained by substituting these 







= 	,										𝑓𝑜𝑟	𝜉 	≠ 0
?̂? 	−	𝜎 logZ𝑦7[ 	,																				𝑓𝑜𝑟	𝜉 = 0	
 
 
Where 𝑦7 	= 	log	(1 − 	𝑝). 
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4.5 Generalized Pareto Distribution  
Let 𝑋$, 𝑋&, …	be a sequence of independent random variables, with a common 
distribution 𝐹, and let 
𝑀) 	= 	max	{𝑋$, 𝑋&, … , 𝑋)} 
 
Denote an arbitrary term in the 𝑋! sequence by 𝑋, so that for large 𝑛, 
 
𝑃{𝑀) 	≤ 	𝑧} 	≈ 	𝐹(𝑧), 
Where 
 






For some 𝜇, 𝜎	 > 	0 and 𝜉. Then, for large enough 𝑢, the distribution function of (𝑋 −
𝑢), conditional on 𝑋	 > 	𝑢, is approximately 
 







Defined on a𝑦 ∶ 𝑦	 > 	0		𝑎𝑛𝑑	 %1 +	5	>
2?
& 	> 	0	b, where 𝜎 	= 		𝜎 + 	𝜉(𝑢 − 	𝜇). 
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This Generalized Pareto Distribution (GPD) has the following properties:  
Parameters 𝜇	 ∈ 	ℝ	 - Location parameter 
𝜎	 ∈ 	 (0,∞) - Scale parameter 




𝐹(𝑧, 𝜇, 𝜎, 𝜉) 	= 	
⎩
⎨




56 p	, 𝜉 ≠ 0
𝑒𝑥𝑝 %−𝑒𝑥𝑝 %−
𝑧	 − 	𝜇
































																									 , 𝜉 = 0
 
Mean a𝜇 − 2
$	#		5












𝑧	 ≥ 	𝜇	,																																𝜉	 ≥ 	0	
𝜇	 ≤ 	𝑧	 ≤ 	𝜇 −	
𝜎
𝜉 	,													𝜉	 < 	0	
 
Table 4: Properties of Generalized Pareto Distribution 
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4.5.1 Peaks Over Threshold (for GPD): 
The Generalized Pareto Distribution is considered to be a threshold model (Coles, 
2004). It is often preferred over the Block Maxima Method, since dividing the data 
into blocks, and only selecting one extreme from each block can be seen as wasteful 
(Coles, 2004). The Peaks over Threshold method accounts for all extreme values 
above a set threshold (Coles, 2004).  
As with the Block Maxima Method, the data consists of a series of independent and 
identically distributed events 𝑥$, … , 𝑥)	 (Coles, 2004). Extreme events are selected 
using a high threshold, 𝑢, for which the exceedances are {	𝑥!	:	𝑥!	 > 𝑢}. Figure 11 
illustrates how the peaks over threshold method works. 
Selecting the threshold for the Generalized Pareto Distribution, has the same issues as 
the Block Maxima Method. In the peaks over threshold method, it is important to 
carefully select the threshold (Coles, 2004). If the threshold is too low it will violate 
the asymptotic basis of the model (Coles, 2004). Alternatively, if the threshold is too 
high, there will be too few exceedances, which results in a high variance (Coles, 
2004).  
The parameters of the Generalized Pareto Distribution for the given threshold are 
exclusively determined by the related Generalized Extreme Value distribution with 
the block maxima method (Coles, 2004). This can be seen by the 𝜉 parameter of the 
Generalized Pareto Distribution which is equal to the corresponding Generalized 
Extreme Value distribution (Coles, 2004).  
Changing the block size of the Generalized Extreme Value Distribution, would affect 
the parameters of the Generalized Extreme Value Distribution, but not the 
corresponding Generalized Pareto Distribution (Coles, 2004). The parameter 𝜉 does 
not vary with changes to 𝜇 and 𝜎 which are both self-compensating (Coles, 2004).  
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Figure 11: Visual representation of Peaks over Threshold 
(Hamdi, Bardet, Duluc, & Rebour, 2015)  
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4.5.2 Maximum Likelihood Estimation (for GPD): 
As with the Generalized Extreme Value distribution, the parameters of the 
Generalized Pareto Distribution can be predicted using Maximum Likelihood 
Estimation (Coles, 2004).  
 
Let 𝑦$, … , 𝑦@ be the 𝑘 values that exceed the threshold 𝑢 (Coles, 2004). When 𝜉	 ≠ 0, 
the log-likelihood is: 
 
𝑙(𝜎, 𝜉) = 	−𝑘 log(𝜎) − j1 +	
1







Provided that %1 +	5	>!	
2
& > 0 for 𝑖 = 1,… , 𝑘	. Otherwise, 𝑙(𝜎, 𝜉) = 	−	∞ (Coles, 
2004).  
 
When 𝜉 = 0, the log-likelihood function is defined as follows: 
 







Maximizing the above function gives parameter estimates for the Generalized Pareto 
Distribution (Coles, 2004). The quantiles of the Generalized Pareto Distribution can 







= 	,										𝑓𝑜𝑟	𝜉 	≠ 0
?̂? 	−	𝜎 logZ𝑦7[ 	,																				𝑓𝑜𝑟	𝜉 = 0	
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Chapter 5 – Risk Measures 
Once the residuals of the daily returns have been fitted to either the Generalized 
Extreme Value Distribution or the Generalized Pareto Distribution, the Value at Risk 
and Expected Shortfall are calculated in order to understand the risks associated with 
extreme events. This is used to determine if the actual losses are in line with the 
forecasted Value at Risk results.  
One of the main problems with Extreme Value Theory, is there is very little data in 
the tails of the distribution (McNeil & Frey, 2000). Value at Risk done using a 
parametric approach attempts to identify the worst expected loss based on some 
confidence level (McNeil & Frey, 2000).  
Expected Shortfall, or Conditional Value at Risk (CVaR) is a risk measure, similar to 
Value at Risk, but is more sensitive to the shape of the tails of the loss distribution 
(McNeil & Frey, 2000).  Expected shortfall is “the expected size of a return 
exceeding Value at Risk” (McNeil & Frey, 2000, p. 271). The expected shortfall 
measures the expected loss, given that the loss exceeds Value at Risk (McNeil & 
Frey, 2000).  
Therefore, Value at Risk and Expected Shortfall allow one to quantify the level of 
risk. These risk measures are used to protect against severe financial loss (Chinhamu, 
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5.1 Value at Risk 
Governments are increasingly requiring stricter regulations regarding banks capital 
reserves, and lending practices. Banks are required to hold a required amount of 
capital to protect against the negative effects of market movements (McNeil & Frey, 
2000). The risk capital of a bank is expected to be large enough to cover the losses of 
the bank’s trading portfolio for a 10-day holding period (McNeil & Frey, 2000). This 
value is referred to as Value at Risk (McNeil & Frey, 2000).  
Value at Risk is a widely used risk measure of downside risk (Ardia & Hoogerheide, 
2014), and is commonly used all over the world (Miller, 2012). Since is it relatively 
easy to compute it is one of the most popular risk measures (Ardia, 2008). It has 
emerged as a prominent risk measurement technique in financial institutions across 
the world. Value at Risk can be defined as the a quantile of the profit and loss 
distribution in terms of the generalized inverse of the distribution function (Miller, 
2012).  
 
There are 3 main approaches for estimation the Value at Risk: 
Non-parametric historical simulations: This uses the empirical distribution of 
past increases and decreases to estimate the profit and loss distribution 
(McNeil & Frey, 2000).  
 
Parametric method: which are based on econometric models for volatility 
(McNeil & Frey, 2000). The data is assumed to be conditionally normal, and 
GARCH type models are used to estimate value at risk (McNeil & Frey, 2000). 
The main drawback of this approach is that most financial data has heavy tails 
and is therefore not conditionally normal (McNeil & Frey, 2000). 
 
Extreme Value Theory: to calculate value at risk is a fairly recent approach 
(McNeil & Frey, 2000). In this case, parametric estimation techniques are used 
to fit a distribution to the extreme values (McNeil & Frey, 2000).  
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Recently Extreme Value Theory has been applied to Value at Risk to study the 
markets behaviour during periods of extreme stress (Chinhamu, Huang, Huang, & 
Chikobvu, 2015). This provides a more robust Value at Risk statistic, which makes it 
an attractive method to calculate risk (Chinhamu, Huang, Huang, & Chikobvu, 2015). 
This is largely due to the fact that Extreme Value Theory is derived from rigorous 
statistical theory and provides a parametric approach to understanding the tails of the 
distribution (Chinhamu, Huang, Huang, & Chikobvu, 2015).  
In practical application, the distribution of the financial returns is unknown, so the 
Value at Risk has to be estimated from the sample data (Ardia, 2008). There is 
empirical evidence that the distribution of financial returns is typically skewed, with a 
peak around the mode, and has fatter tails (Bali, 2007). From a mathematical point of 
view, Value at Risk provides a single quantifiable estimate of potential financial 
losses (McNeil & Frey, 2000). 
 
Definition 
𝑉𝑎𝑅(𝛼, 𝑇) 	= 	
									inf{𝑙	 ∈ 	ℝ	| 1	 −	𝐹"(𝑙) 	≤ 	1	 − 	𝛼}
inf{𝑙	 ∈ 	ℝ| 𝐹"(𝑙) ≥ 	𝛼}											
 
 
Extreme events are more likely to happen in practice, than predicted by a normal thin 
tailed distribution (Bali, 2007). This means the normality assumption produces Value 
at Risk estimates which are not a true measure of the risk faced by in reality (Bali, 
2007). To account for the drawbacks of the normal distribution a skewed fat-tailed 
distribution is used (Bali, 2007). This accounts for the non-normality of the financial 
returns and the effects of relatively infrequent events (Bali, 2007). 
Value at Risk estimates can be seen as a confidence interval of the lower tail (Miller, 
2012), which is associated with large losses (Bali, 2007). These forecasts are 
evaluated both conditionally (with reference to information at each point in time) and 
unconditionally (without reference to available information at each point in time) 
(Bali, 2007). In this study, Value at Risk statistic is calculated for each estimate 
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window and repeated for each rolling window (Ardia, 2008). This creates a series of 
Value at Risk estimates.  
The advantages and disadvantages of parametric Value at Risk are discussed below 
(McNeil & Frey, 2000): 
1. Not very data intensive, easy to use, and computationally fast 
2. Relies on a statistical distribution to characterize potential losses 
3. Value at Risk is a function of the parameters of the distribution (eg. GEV or 
GPD) 
4. Value at Risk can be scaled over time 
5. Value at Risk gives the worst possible expected loss, given some level of 
confidence. 
6. One of the current shortfalls of parametric Value at Risk, is that it normally 
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5.2 Expected Shortfall 
Value at Risk is often seen as a suitable measure of risk, it does not explain all 
aspects of risk (Chinhamu, Huang, Huang, & Chikobvu, 2015). One of the main 
criticisms of Value at Risk, is it does not describe the tail of the distribution (Miller, 
2012). Therefore, it does not indicate the potential size of the loss if the confidence 
level is exceeded (Ardia, 2008). This makes it less sensitive to the shape of the tails 
of the distribution (Francq & Zakoian, 2010).  
Two different distributions could have the same Value at Risk, at a given a level, but 
the tails of the distribution could be very different beyond that point (Miller, 2012). 
Expected Shortfall measures the expected loss of a portfolio, given that the loss 
exceeds the Value at Risk (McNeil & Frey, 2000). It is often referred to as the 




𝐸[𝐿|𝐿	 > 	𝑉𝑎𝑅4] = 	
1






In short, Expected Shortfall can be seen as a risk measure of the expected loss should 
the financial returns fall below the Value at Risk level (Ardia, 2008). The latest Basel 
requirements recommend Expected Shortfall is used as an internal model-based 
approach to calculate risk (Chinhamu, Huang, Huang, & Chikobvu, 2015). This is 
due to the fact that Expected Shortfall captures both the magnitude and likelihood of 
exceedances above the threshold (Chinhamu, Huang, Huang, & Chikobvu, 2015).  
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5.2.1 Expected Shortfall (Generalized Extreme Value Distribution) 
Let 𝑟% denote the financial return at time 𝑡, where 𝑟$ denotes the minimum return in 
each block. According to Extreme Value Theory, the cumulative distribution function 
of 𝑟$ can be approximated by 






For %1 + 	𝜉	 "#1
2
& > 0 , 𝜇	 ∈ 	ℝ , 𝜎 > 0 , 𝜉 ∈ 	ℝ. 














For %1 + 	𝜉	 "#1
2
& > 0 , 𝜇	 ∈ 	ℝ , 𝜎 > 0 , 𝜉 ∈ 	ℝ.  
 
The Expected Shortfall of the Generalized Extreme Value Distribution can be 
computed as follows 
 













Where 𝑢 = 	𝜇 −	2
5
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5.2.2 Expected Shortfall (Generalized Pareto Distribution) 
Suppose the daily returns 𝑋$, … , 𝑋)	 follow the Generalized Pareto Distribution, with 
the following cumulative distribution function 
 






Where either  𝑢 < 𝑥 < 	∞  when 𝜉 ≥ 0 , or  𝑢 < 𝑥 < 	𝑢 −	2
5
  when 𝜉 < 0.  
  














1 − 	𝜉 	 
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Chapter 6 – Backtesting 
Several methods of backtesting have been used in this study. Firstly, a violation based 
approach has been used to backtest the Value and Risk statistic. This is done using 
the Kupiec likelihood ratio test  for unconditional coverage (Kupiec, 1995). Next, two 
different independence based tests have been used. The first of these independence 
based tests is the Christoffersen conditional coverage test (Christoffersen P. F., 1998).  
Lastly, the Expected Shortfall is backtested using the same procedure proposed by 
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6.1 – Value at Risk backtesting 
Backtesting can be defined as a set of statistical procedures designed to check if the 
real losses are in line with Value at Risk forecasts (Jorion, 2007). It involves a 
historical simulation of an algorithmic investment strategy (Bailey, Borwein, Lopez 
de Prado, & Jim Zhu, 2014). The Value at Risk forecasts are generated as an internal 
risk model and are used to produce a sequence of pseudo out-of-sample Value at Risk 
forecasts for a past time period. Backtesting is used to compare the observed profit 
and loss to the Value at Risk forecasts (Singh, Allen, & Robert, 2013).  
 
6.1.1 Kupiec Test (Violation based test) 
Value at Risk is back tested using the Kupiec test for unconditional convergence 
(Kupiec, 1995). This is then compared to the corresponding failure rate to a, the 
confidence level (Chinhamu, Huang, Huang, & Chikobvu, 2015). To account for 
clustering of the residuals, the block-bootstrap test is used to ensure the residuals are 
independent and identically distributed.  
If we denote 𝑙%(𝛼)  as the indicator variable associated to the ex-post observation of 
an α	% Value at Risk violations at time t:  
 
Definition 





The Kupiec test for unconditional convergence calculates the number of times the 
daily returns fall below or above the estimated Vale at Risk at a given a value 
(Chinhamu, Huang, Huang, & Chikobvu, 2015). The Kupiec statistic is used to test 
the null hypothesis, that the expected fraction of violations is equal to a, can be 
calculated as follows:  
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Definition 









− 2 lnZ𝛼	"	&	 	× 	 (1 − 	𝛼)	8#	"	&	[	 	~	𝜒	$	&		 
 
Where 𝑥	4	, is the number of violations below the Value at Risk estimate for a given 
a. The Kupiec statistic is said to be asymptotically distributed and under the null 
hypothesis of a correct violation probability follows a Chi-Squared distribution with 
one degree of freedom (Chinhamu, Huang, Huang, & Chikobvu, 2015).  
 
6.1.2 Christoffersen’s Test (Independence based test) 
The Christoffersen’s test for correct conditional convergence is considered standard 
practice in financial risk management and is frequently used to back test Value at 
Risk (Chinhamu, Huang, Huang, & Chikobvu, 2015). It forms an extension to the 
Kupiec test by testing for independence of the violations, such as clustering of 
extreme returns (Chinhamu, Huang, Huang, & Chikobvu, 2015).  
A sequence of Value at Risk forecasts, with a confidence level of 1	 − 	𝛼, is said to 
have correct conditional converge if 𝑉% form a sequence of independent and 
identically distributed Bernoulli random variables, with parameter a, and 𝑉% =
	𝐼{𝑟% 	< 	𝑉𝑎𝑅%	|	%	#	$} where 𝑉% is a random sequence (Christoffersen P. F., 1998). 
When testing the null hypothesis (H0 : The exceedances have the correct probability 
and are independent), it will be rejected if the fraction of Value at Risk violations is 
much lower or higher than a, or if the Value at Risk violations occur in clusters.  
According to Christoffersen (1998) the forecast produced by Value at Risk are valid 
if and only if the violation process 𝑙%(𝛼) satisfies the following assumptions:  
 
1. The unconditional coverage hypothesis (UC) 
2. The independence hypothesis (IND) 
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This lead to his definition of conditional converge, which can be defined by the 
following likelihood ratio (Christoffersen P. F., 1998):  
 
Definition 
𝐿𝑅	FF	 = (𝐿𝑅	EF	 + 𝐿𝑅G8H)	~	𝜒&	&		 
 
Where  𝐿𝑅G8H = 2 ln j




𝜑	!Q represents the number of Value at Risk violations in the previous period and the 
current period (Christoffersen P. F., 1998).  When 𝑖 = 0, this is the number of returns 
that did not violate the Value at Risk estimate in the previous period. When 𝑖 = 1, 
this is the number of returns that did violate the Value at Risk estimate in the previous 
period. Similarly, when 𝑗 = 0, this is the number of returns that did not violate the 
Value at Risk estimate in the current period. When 𝑗 = 1, this is the number of 
returns that did violate the Value at Risk estimate in the current period. Finally, 𝜋	! is 
the conditional probability of having a Value at Risk violation, given that there either 
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6.2 Expected Shortfall Backtesting 
The same procedure used in McNeil & Frey (2000) is used to backtest the Expected 
Shortfall. The Null hypothesis is that the excess Expected Shortfall is independent 
and identically distributed, and has a mean of zero (Chinhamu, Huang, Huang, & 
Chikobvu, 2015). It is a one sided t-test against the alternative, that the excess 
shortfall has mean greater than zero and therefore the Expected Shortfall is 
systematically underestimated (Chinhamu, Huang, Huang, & Chikobvu, 2015). If the 
model correctly forecast the Expected Shortfall, then it should have a conditional 
mean equal to zero. 









Where ?̅? is the mean of the exceedance residuals, and 𝜎² is the standard deviation. The 
residuals exceedances are defined as {𝑟$, … . , 𝑟)} (McNeil & Frey, 2000).  
The Expected Shortfall results are tested to determine if the actual Value at Risk 
violations is independent and identically distributed  and has a mean of zero. The test 
is a one sided t-test against the alternative hypothesis, which tests if the shortfall has a 
mean greater than zero. This implies that the Expected Shortfall is systematically 
underestimated. Using bootstrapping to obtain the p-value helps to remove any bias 
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Chapter 7 – Methodology and Analysis  
7.1 Generalized Autoregressive Conditional Heteroscedasticity Model  
The Generalized Autoregressive Conditional Heteroscedasticity (GARCH) model is 
fitted to the data, with a rolling estimation window of 1000 days. The GARCH model 
is used since the financial returns are heteroskedastic, which means the variance of 
the returns changes with time. This means the volatility of the financial time series 
varies with time, and that the time series tends to display volatility clustering.  
The GARCH model is used since the daily returns of the S&P 500 and the JSE All 
Share index are not independent and identically distributed. In particular, the AR (1) 
+ GARCH (1,1) model is used, with a Quasi-Maximum Likelihood Estimation 
(QMLE) to estimate the parameters. The QMLE assumes an normal distribution.  
The log-returns of the AR (1) + GARCH (1,1) can be defined as follows: 
 
Definition 
𝑟% 	= 		𝜇 + 	𝜌𝑟%	#	$ +	𝑢% ,			∀	𝑡	 = 	1, … , 𝑇 
𝑢% 	= 	 	𝜎%	𝜀% , |	𝜀%	~	𝑖𝑖𝑑	𝑓S 
𝜎%& 	= 		 𝛼R +	𝛼$	𝜀%	#	$& +	𝛼&	𝜎%	#	$& , |	𝛼R 	> 	0	, 	𝛼$,& 	≥ 	0	, 	𝛼$ + 𝛼& 	< 	1	 
 
The AR (1) + GARCH (1,1) model is used as a consistent and unbiased estimator of 
the daily returns of the S&P 500 and the JSE All Share Index.  As done in McNeil &  
Frey (2000) and Ardia & Hoogerheide (2013), the model starts with an 
Autoregressive moving average (ARMA) component to filter out a possible 
Autoregressive portion of the daily returns. Once the daily returns have been fitted to 
the GARCH model, the residuals are extracted.  
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Figure 12: Standardized Residuals for S&P 500 
 
Figure 13: Plot of daily returns of S&P 500 
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Figure 14: S&P 500 residuals extracted from GARCH model 
 
  
Figure 15: Standardized Residuals for JSE All Share Index 
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Figure 16: Plot of daily returns of JSE All Share Index 
 
Figure 17: JSE All Share Index residuals extracted from GARCH model 
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The standardized residuals can be seen as an estimate for the innovations of the 
GARCH model. Figure 13 and Figure 15 show the daily returns (in red) plotted 
against the normal distribution (in blue). When examining the tails of the distribution, 
it is evident that the daily returns do not follow the normal distribution, and is fat 
tailed. 
Figure 14 and Figure 17 show the residuals extracted from the GARCH model plotted 
against the normal distribution. As seen from the figures above, GARCH model does 
a good job at making the returns more Independent and Identically distributed since 
the standardized residuals are not correlated. 
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7.1.1 GARCH Model Parameter Estimates 
Error Analysis of GARCH model for S&P 500 
Parameter Estimate Std Error t-value p-value 
Mu 0.00023883535 0.00005255635 4.544 0.000005510052 
Ar1 -0.04789787773 0.01427314808 -3.356 0.000791 
Omega 0.00000034331 0.00000008723 3.936 0.000083003168 
Alpha1 0.09305574347 0.01239432569 7.508 < 0,1 ´ 10-8  
Beta1 0.89391021770 0.01284023354 69.618 < 0,1 ´ 10-8  
Table 5: Error Analysis of GARCH model for S&P 500 
Error Analysis of GARCH model for JSE All Share Index 
Parameter Estimate Std Error t-value p-value 
Mu 0.0002942296 0.0000580959 5.065 0.0000004094 
Ar1 0.0605795616 0.0144914800 4.180 0.0000291052 
Omega 0.0000004336 0.0000001577 2.749 0.00598 
Alpha1 0.0973425294 0.0170586811 5.706 0.0000000115 
Beta1 0.8896780815 0.0210729830 42.219 < 0,1 ´ 10-8  
Table 6: Summary of GARCH model for JSE All Share Index 
The above tables give the Maximum Likelihood parameter estimates for the GARCH 
(1,1) model. All of the parameter estimates are statistically significant at 0.1% for 
both the S&P 500 and the JSE All Share Index data set. Once the GARCH (1,1) 
model has been fitted to the data, diagnostic tests are performed to determine if the 
residuals are stationary. 
Page 81 of 163 
 
7.1.2 Ljung-Box Test & ARCH Lagrange multiplier 
The Ljung-Box Test was developed by Greta Ljung and George Box (Ljung & Box, 
1978). It is used to test for autocorrelations in a time series. This determines if the 
time series is Independently Distributed, and the model fits the data well. 
The test statistic is defined as follows: 
 
Definition 







The ARCH Lagrange multiplier was developed by Robert Engle (1982). It is used to 
test for autoregressive conditional heteroskedasticity in the standardized residuals. 
This is done using linear regression as follows: 
 
Definition 
𝐿𝑀 = 𝑇𝑅& 
 
Where 𝑇 represents the sample size and 𝑅 represents the sample multiple correlation 
coefficient obtained from: 
 
𝑧%& =	𝛼R +	𝛼$	𝑧%#$& +⋯+	𝛼V	𝑧%#V& + 𝑒%	 
 
Where 𝑡 = 𝑚 + 1,… , 𝑇. 
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Standardised Residuals Tests for S&P 500 
   Statistic p-value 
Ljung-Box Test R Q(10) 15.53537 0.1137279 
Ljung-Box Test R Q(15) 20.89065 0.1403595 
Ljung-Box Test R Q(20) 23.10243 0.2837929 
Ljung-Box Test R2 Q(10) 17.65603 0.06105056 
Ljung-Box Test R2 Q(15) 22.57233 0.09365199 
Ljung-Box Test R2 Q(20) 23.40643 0.2692811 
LM Arch Test R TR2 19.43357 0.0785885 
Table 7: Standardised Residuals Tests for S&P 500 
Standardised Residuals Tests for JSE All Share Index 
   Statistic p-value 
Ljung-Box Test R Q(10) 6.537721 0.7682465 
Ljung-Box Test R Q(15) 11.30035 0.7310271 
Ljung-Box Test R Q(20) 17.15641 0.642795 
Ljung-Box Test R2 Q(10) 14.39141 0.1558751 
Ljung-Box Test R2 Q(15) 16.38764 0.3567672 
Ljung-Box Test R2 Q(20) 21.68154 0.358038 
LM Arch Test R TR2 15.9098 0.1954024 
Table 8: Standardised Residuals Tests for JSE All Share Index 
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Table 7 and Table 8  show the Ljung-Box statistic and the ARCH Lagrange 
multiplier. 𝑄(𝐿) is used to test for auto-correlation, 𝑄&(𝐿) and 𝑇𝑅&  tests for higher 
order heteroskedasticity between the residuals. Since the p-value is greater than 0.05 
in all cases, the null hypothesis of the data being independently distributed is not 
rejected. This indicates that the GARCH (1,1) model successfully captures the 
volatility clustering. 
The	𝑄(𝐿)  corresponds to what can be seen in the Autocorrelation Function (ACF) 
plots and 𝑄&(𝐿) and 𝑇𝑅&  corresponds to the ACF squared plots. The ACF is used as 
a graphical representation to compare the standardised residuals against the lags. For 
complete details of the Ljung-Box Test and the ARCH Lagrange multiplier test see 
Appendix 3.  
 
Model Selection Tests 
 AIC BIC Log likelihood 
S&P 500 -8.056176 -8.049891 21027.59 
JSE  -7.899148 -7.892863 20617.83 
Table 9: GARCH Model Information Criterion Statistics 
 
Table 9 illustrates that the GARCH (1, 1) model performs better when fitted to the 
S&P 500 as opposed to the JSE All Share Index. It should be noted that these 
statistics one their own do not give much information about the goodness of fit for the 
GARCH Model. It should be noted that all of the above statistics have been 
calculated by running the full data set of 20 years through the GARCH model.  
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7.1.2 Auto-Correlation Function  
 
Figure 18: ACF of standardized residuals  for S&P 500 
Page 85 of 163 
 
 
Figure 19: ACF of standardized residuals  for JSE All Share Index 
 
Figure 20: ACF of squared standardized residuals  for S&P 500 
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Figure 21: ACF of squared standardized residuals  for JSE All Share Index 
The Auto-Correlation Function (ACF) represents the correlation between the daily 
returns and the daily returns with a time lag. It is used to find patterns in the data 
which might be hidden by noise, such as periodic signally. A good volatility model 
should be able to capture and explain these stylized facts (Chinhamu, Huang, Huang, 
& Chikobvu, 2015). As can be seen from the ACF plots of standardized residuals, 
neither the S&P 500 or the JSE All Share Index show any underlying patterns or 
correlations once the daily returns have been fitted to the GARCH model. This shows 
that the GARCH (1, 1) model does a good job of making the residuals on 
Independent & Identically Distributed.  
 
7.1.2 Jarque-Bera Test 
The Jarque-Bera test is a goodness of fit test developed by Carlos Jarque and Anil 
Bera. It tests whether the sample data have skewness and kurtosis corresponding to a 
normal distribution. The test statistic is defined as follows: 










(𝐶 − 3)&	k 
 
Jarque-Bera Test Results 
  Statistic p-value 
S&P 500 Chi2 939.3655 0 
JSE All Share Index Chi2 833.7646 0 
Table 10: Jarque-Bera Test 
Table 10 displays the statistic for the Jarque-Bera Test, which tests for goodness of fit 
against the normal distribution. As can be seen in the above table, both the S&P 500 
and the JSE All Share index have a p-value less than 0.05 so that the null hypothesis 
for normality is rejected at a 5% significance level. This confirms the notion that 
neither the S&P 500 or the JSE All Share Index follow a normal distribution as can 
be seen it the Q-Q plots. The residuals are still heavy-tailed, and therefore do not 
follow a normal distribution. See Appendix 3 for complete details on the Jarque-Bera 
Test. 
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7.1.3 Q-Q Plots 
The Q-Q plots are graphical representation of how closely the distribution of the data 
resembles a normal distribution. This is achieved by plotting the quantiles of a 
theoretical distribution against a normal distribution. As can be seen from the Q-Q 
plots below, both the Generalized Extreme Value Distribution and the Generalized 
Pareto Distribution model fit the excesses in the tails relatively well.  
 
Definition 
Given an ordered sample of independent observations 
𝑥$ 	≤ 	 𝑥& 	≤ ⋯ 	≤ 	𝑥)	 








Figure 22: Q-Q Plot for S&P 500 
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Figure 23: Q-Q Plot for JSE All Share Index 
The Q-Q plots above very clearly indicate that neither the S&P 500 or the JSE All 
Share index follows a normal distribution. Both of the returns are heavy tailed in both 
the left and right hand tail of the distribution. 
 
7.1.4 Weakness of GARCH modelling 
The GARCH (1,1) model is frequently used to calculate Value at Risk and Expected 
Shortfall, but it does have a few drawbacks. Firstly, the GARCH (1,1) model may 
violate the non-negativity condition. Secondly, the GARCH (1,1) model cannot 
account for the leverage effect, or the asymmetric nature of volatility. Lastly, the 
GARCH (1,1) model does not allow for feedback between the conditional variance 
and the conditional mean (Brooks, 2008). Using an extreme value approach can help 
to account for some of these draw backs.   
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7.2 Generalized Extreme Value Distribution  
Once the residuals are extracted, they are fitted to one of two heavy-tailed 
distributions, either the Generalized Extreme Value distribution, or the Generalized 
Pareto Distribution. The residuals are used to fit the data to the tails of the 
distribution. This is to calculate probability estimates associated with extreme or rare 
events.  
When the data is fitted to the Generalized Extreme Value distribution, the Block 
Maxima Method (BMM) is used to divide the data into equally sized blocks. Let 𝑧! 
represent the residuals of the daily returns, which are assumed to be independent and 
identically distributed (Bystrom, 2004). From these blocks, the most extreme value is 
selected from each block, and used to fit the Generalized Extreme Value distribution. 
In this study, the data is broken into blocks with 10 data points in each block. The 
block size of 10 was selected since smaller blocks produce more accurate results, in 
agreement with the asymptotic property of Maximum Likelihood Estimator (Coles, 
2004). 
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Figure 24: GEV diagnostic plots for S&P 500 data 
 
Figure 25: GEV diagnostic plots for JSE All Share Index 
 
Parameter Estimates for Generalized Extreme Value Distribution                
 xi sigma mu 
S&P 500 -0.09551837 0.49109976 1.19499994 
JSE` -0.07941019 0.52832616 1.23506914 
Table 11: Parameter estimates for Generalized Extreme Value Distribution using Maximum Likelihood parameter 
estimation 
As can be seen from Table 11, the shape parameter (xi) is negative. This suggests the 
standardised residuals for both the S&P 500 and the JSE All Share index follow a 
Weibull distribution. Once the data has been fitted to the Generalized Extreme Value 
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Distribution, the Value at Risk and Expected Shortfall are calculated. This done at the 
99th , 97.5, and 95th percentile.   
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Value at Risk and Expected Shortfall summary for GEV (p = 0.99) 
 Value at Risk Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
Mean -0.012295 -0.011508 -0.00001691 -0.0019745 
Median -0.010428 -0.010573 -0.00010441 -0.0016828 
Maximum -0.067559 -0.037230 -0.01210814 -0.0109319 
Minimum -0.004835 -0.005239 0.01018629 0.0007204 
1st Quantile -0.014077 -0.013175 -0.00086265 -0.0024083 
3rd Quantile  -0.007915 -0.008637 0.00093892 -0.0011582 
Table 12: Value at Risk and Expected Shortfall summary for GEV (p = 0.99) 
Value at Risk and Expected Shortfall summary for GEV (p = 0.975) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
Mean -0.009738 -0.009532 -0.0001298 -0.0020605 
Median -0.008364 -0.008711 -0.0001864 -0.0017624 
Maximum -0.053052 -0.031679 -0.0124652 -0.0110996 
Minimum -0.004003 -0.004408 0.0095984 0.0005961 
1st Quantile -0.011031 -0.010804 -0.0009491 -0.0024911 
3rd Quantile  -0.006342 -0.007253 0.0008267 -0.0012395 
Table 13: Value at Risk and Expected Shortfall summary for GEV (p = 0.975) 
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Value at Risk and Expected Shortfall summary for GEV (p = 0.95) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
Mean -0.007708 -0.007952 -0.0003032 -0.0021930 
Median -0.006636 -0.007234 -0.0003133 -0.0018880 
Maximum -0.042620 -0.027179 -0.0130272 -0.0113615 
Minimum -0.003231 -0.003683 0.0087178 0.0004053 
1st Quantile -0.008722 -0.008948 -0.0010858 -0.0026145 
3rd Quantile  -0.005031 -0.006089 0.0006608 -0.0013549 
Table 14: Value at Risk and Expected Shortfall summary for GEV (p = 0.95) 
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Figure 26: Value at Risk for S&P 500 (using Block Maxima Method) 
 
Figure 27: Value at Risk for JSE All Share Index (using Block Maxima Method) 
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Figure 28: Expected Shortfall for S&P 500 (using Block Maxima Method) 
 
Figure 29: Expected Shortfall for JSE All Share Index (using Block Maxima Method) 
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The tables above show the Value at Risk and Expected Shortfall estimates for both 
the S&P 500 and the JSE All Share Index when calculated using the block maxima 
method.  
Table 12 show that at the 99th quantile, the average losses expected to be 0.012% for 
the S&P 500, and 0.011% for the JSE All Share Index. At the 97.5th quantile the 
average losses are expected to be 0.009% for both the S&P 500 and the JSE All Share 
Index, and the maximum expected losses are 0.05% and 0.03% for the S&P 500 and 
the JSE All Share Index respectively, as seen in Table 13. In Table 14 the expected 
losses at the 95th quantile are displayed. The average losses for the S&P 500 and JSE 
All Share index is 0.07%, and the maximum expected losses are 0.042% for the S&P 
500 and 0.027% for the JSE All Share Index. 
The changes in the Value at Risk and Expected Shortfall over time can be seen in 
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7.3 Generalized Pareto Distribution  
When the data is fitted to the Generalized Pareto Distribution, the Peaks-Over-
Threshold (POT) method is used. In this case, the threshold selected is 90%, and all 
the residuals above the threshold are used to fit the Generalized Pareto Distribution. 
This means that only the 10% most extreme residuals will be used to fit the 
Generalized Pareto Distribution. 
The Peaks over Threshold method uses the residuals are extracted using the GARCH 
(1, 1) model, and a high threshold is selected of 90%. This means only the top 10% 
most extreme residuals are used to fit the Generalized Pareto Distribution. 
 
Figure 30: GPD diagnostic plots for S&P 500 data 
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Figure 31: GPD diagnostic plots for JSE All Share Index data 
 
Parameter Estimates for Generalized Pareto Distribution                
 xi beta 
S&P 500 - 0.1424366 0.5537540 
JSE All Share Index 0.02725862 0.46077408 
Table 15: Parameter estimates for Generalized Pareto Distribution using Maximum Likelihood parameter 
estimation 
As can be seen from Table 15, the shape parameter (xi) is negative when fitted using 
the S&P 500 data. When the Generalized Pareto Distribution is fitted to the JSE All 
Share Index, the shape parameter in negative. The beta represents the scale parameter 
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of the Generalized Pareto Distribution. Once the data has been fitted to the 
Generalized Pareto Distribution, the Value at Risk and Expected Shortfall are 
calculated. This done at the 99th , 97.5, and 95th percentile. 
 
Value at Risk and Expected Shortfall summary for GPD (p = 0.99) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
Mean - 0.012267 - 0.011336 - 0.014968 - 0.013577 
Median - 0.010447 - 0.010418 - 0.012425 - 0.012593 
Maximum - 0.068507 - 0.037029 - 0.085438 - 0.042760 
Minimum - 0.004768 - 0.005085 - 0.005558 - 0.005977 
1st Quantile - 0.013929 - 0.012975 - 0.017434 - 0.015731 
3rd Quantile  - 0.007936 - 0.008509 - 0.009411 - 0.010063 
Table 16: Value at Risk and Expected Shortfall summary for GPD (p = 0.99) 
 
Value at Risk and Expected Shortfall summary for GPD (p = 0.975) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
Mean - 0.009769 - 0.009278 - 0.012489 - 0.011522 
Median - 0.008399 - 0.008465 - 0.010566 - 0.010618 
Maximum - 0.053896 - 0.031138 - 0.070209 - 0.037310 
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Minimum - 0.003936 - 0.004209 - 0.004813 - 0.005141 
1st Quantile - 0.011003 - 0.010532 - 0.014308 - 0.013242 
3rd Quantile  - 0.006389 - 0.007022 - 0.008002 - 0.008619 
Table 17: Value at Risk and Expected Shortfall summary for GPD (p = 0.975) 
 
Value at Risk and Expected Shortfall summary for GPD (p = 0.95) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
Mean - 0.007815 - 0.007712 - 0.010588 - 0.009964 
Median - 0.006717 - 0.007019 - 0.009023 - 0.009117 
Maximum - 0.043199 - 0.026384 - 0.059059 - 0.032910 
Minimum - 0.003246 - 0.003520 - 0.004191 - 0.004484 
1st Quantile - 0.008822 - 0.008696 - 0.012025 - 0.011370 
3rd Quantile  - 0.005112 - 0.005880 - 0.006837 - 0.007494 
Table 18: Value at Risk and Expected Shortfall summary for GPD (p = 0.95) 
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Figure 32: Value at Risk for S&P 500 (using Peaks over Threshold Method) 
 
Figure 33: Value at Risk for JSE All Share Index (using Peaks over Threshold Method) 
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Figure 34: Expected Shortfall for S&P 500 (using Peaks over Threshold Method) 
 
Figure 35: Expected Shortfall for JSE All Share Index (using Peaks over Threshold Method) 
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The tables above show the Value at Risk and Expected Shortfall estimates for both 
the S&P 500 and the JSE All Share Index when calculated using the peaks over 
threshold method. The Value at Risk and Expected Shortfall estimate for the 
Generalized Pareto Distribution are very similar to those of the Generalized Extreme 
Value Distribution, and are summarised below.  
Table 16 show that at the 99th quantile, the average losses expected to be 0.012% for 
the S&P 500, and 0.011% for the JSE All Share Index. At the 97.5th quantile the 
average losses are expected to be 0.009% for both the S&P 500 and the JSE All Share 
Index, and the maximum expected losses are 0.053% and 0.031% for the S&P 500 
and the JSE All Share Index respectively, as seen in Table 17. In Table 18 the 
expected losses at the 95th quantile are displayed. The average losses for the S&P 500 
and JSE All Share index is 0.07%, and the maximum expected losses are 0.043% for 
the S&P 500 and 0.026% for the JSE All Share Index.  
The changes in the Value at Risk and Expected Shortfall over time can be seen in 
Figure 32, Figure 33, Figure 34, and Figure 35. 
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7.4 Backtesting Results  
The following four null hypotheses were tested for the Generalized Extreme Value 
Distribution and the Generalized Pareto Distribution for both the S&P 500 and the 
JSE All Share index.  
 
The following four hypotheses where tested: 
H0 : Exceedances with correct probability – the Value at Risk is tested using 
Christofferson’s Test for Conditional Convergence 
H0 : Exceedances with the correct probability and independent – the Value at Risk is 
tested using Christofferson’s Test for Conditional Convergence 
H0 : The mean of excess violations of Value at Risk is not greater than zero – 
Expected Shortfall is tested  
 
7.4.1 Generalized Extreme Value Distribution Backtesting 
The Value at Risk estimates are then back tested using the Christoffersen’s test to 
assess the performance of the model (Ardia, 2008). 
The backtesting results for the Generalized Extreme Value Distribution (using the Block 
Maxima Method) for the S&P 500: 
  𝜶	= 0,01 𝜶	= 0.025 𝜶	= 0.05 
Expected 42  105  210  
Actual  
Unconditional convergence p-value 
Conditional convergence p-value 













Table 19: Value at Risk results for Generalized Extreme Value Distribution using S&P 500  data.  
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The backtesting results for the Generalized Extreme Value Distribution (using the Block 
Maxima Method) for the JSE All Share Index: 
 𝜶	= 0,01 𝜶	= 0.025 𝜶	= 0.05 
Expected 42 105 210 
Actual  
Unconditional convergence p-value 
Conditional convergence p-value 













Table 20: Value at Risk results for Generalized Extreme Value Distribution using JSE All Share Index data. 
The expected value is the number of exceedances which are expected at the given 
confidence interval. For the purposes of this study, only the left tail is considered 
since this is associated with large losses. The results for the S&P 500 are summarised 
in Table 19. Therefore, at a 99% quantile, the Value at Risk condition is expected to 
be violated 42 times, when using the S&P 500 data set. The actual value is the 
number of Value at Risk violations which actually occur when the data is fitted to the 
Generalized Extreme Value Distribution using the Block Maxima Method. In this 
case the actual value is 45 Value at Risk violations. Similarly, at a 97.5% quantile 
there are 105 expected violations, but only 117 actual violations. Lastly, at a 95% 
quantile there is an expected number of 210 violations, and only 218 actual Value at 
Risk violations.  
The South African market is considered to be an emerging market, so the JSE All 
Share Index has different characteristics to a more developed market such as the S&P 
500. This can be seen in the results in Table 20. The expected number of exceedances 
remains the same as the S&P 500 for the JSE All Share index. At the 99% quantile 
level there are 35 actual exceedances, when the expected number of exceedances is 
42. Next, at the 97.5% quantile level there are 95 actual exceedances. Lastly, at the 
95% quantile level there are 177 actual exceedances.  
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Based on the results, it can be seen that the Generalized Extreme Value distribution 
captures the behaviour of the tails, and gives relatively good Value at Risk 
predictions. Next the results of the Generalized Extreme Value Distribution are 
compared to that of the Generalized Pareto Distribution. 
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7.4.2 Generalized Pareto Distribution Backtesting  
The results for the Generalized Pareto Distribution (using the Peaks over Threshold Method) 
for the S&P 500: 
 𝜶	= 0,01 𝜶	= 0.025 𝜶	= 0.05 
Expected 42 105 210 
Actual  
Unconditional convergence p-value 
Conditional convergence p-value 













Table 21: Results for Value at Risk of Generalized Pareto Distribution using S&P 500 data. 
The results for the Generalized Pareto Distribution (using the Peaks over Threshold Method) 
for the JSE All Share Index: 
 𝜶	= 0,01 𝜶	= 0.025 𝜶	= 0.05 
Expected 42 105 210 
Actual  
Unconditional convergence p-value 
Conditional convergence p-value 













Table 22: Results for Value at Risk of Generalized Pareto Distribution using JSE All Share Index data. 
As expected, the Generalized Extreme Value Distribution doesn’t perform as well as 
the Generalized Pareto Distribution. This is largely due to the fact that the 
Generalized Pareto Distribution better captures the shape of the tails. 
The results for the S&P 500 are summarised in Table 21. At the 99% quantile, the 
Value at Risk is expected to be violated 42 times, the actual value is 45 Value at Risk 
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violations. Similarly, at the 97.5% quantile there are 105 expected violations, but only 
117 actual violations. Lastly, at the 95% quantile there is an expected number of 210 
violations, and only 218 actual Value at Risk violations.  
When the JSE All Share Index data is used, the expected number of exceedances 
remains the same. At the 99% quantile level there are 35 actual exceedances. Next, at 
the 97.5% quantile level there are 95 actual exceedances. Lastly, at the 95% quantile 
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Chapter 8 – Impact of Estimation Frequency 
The previous chapter focused on taking an Extreme Value Theory approach to the 
daily returns of S&P 500 and the JSE All Share Index. This was achieved using the 
Generalized Extreme Value Distribution and the Generalized Pareto Distribution to 
model the rare events which occur in the tails of the distribution.  
This chapter looks at the effects of updating the GARCH model’s parameters less 
frequently, when taking an extreme value approach to calculating Value at Risk and 
Expected Shortfall. The work of Ardia & Hoogerheide (2014) is extended using an 
extreme value approach, as done in Mc Neil & Frey (2000). This allows the effects of 
estimation frequency to be analysed while focusing on the extreme events which 
occur in the tails of the distribution of the returns. This is important for large risk 
management systems, such as in banking and investments.  
In the study by Ardia & Hoogerheide (2014), the performance of two different 
GARCH models were compared when the parameters of the model were updated at 
different frequencies. The models used in this study are the GARCH(1,1) model and 
the asymmetric GARCH model also known as the GJR(1,1) model.  
The GARCH models were updated daily, weekly (5 days), monthly (20 days), and 
quarterly (60 days) (Ardia & Hoogerheide, 2014). Twelve years of S&P 500 data was 
used from 2000 to 2012. Both the Value at Risk and the Expected Shortfall were 
calculated, and then compared between the different update frequencies (Ardia & 
Hoogerheide, 2014).  
One of the interesting results from their study, was that more advanced models, 
which are updated less frequently result in much better Value at Risk and Expected 
Shortfall forecasts, than simpler models which are updated daily (Ardia & 
Hoogerheide, 2014).  
They found that, the impact of the update frequency had a relatively small impact on 
both the value at risk and expected shortfall forecasts (Ardia & Hoogerheide, 2014). 
With only marginal differences in the performance of the model (Ardia & 
Hoogerheide, 2014).  
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For all of the analysis in the chapter the following colours will be used to represent 
different update frequencies: 
 
Update frequency colour key 
Blue – The model is updated daily 
Orange – The model is updated every 5 days (weekly) 
Green – The model is updated every 10 days (fortnightly)  
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8.1 GARCH Model Results 
As done in the previous chapter, the daily returns are fitted to the GARCH (1,1) 
model, but in this chapter the performance of the model is compared when it is update 
less frequently. Initially the GARCH model is updated daily, and then every 5 day, 
then every 10 day, and lastly every 20 days. In each case, the model is still fed all of 
the data points, but at less frequent intervals.  
Error Analysis of GARCH model for S&P 500 
Parameter Estimate Std Error t-value p-value 














































































< 0,1 ´ 10-8 
< 0,1 ´ 10-8 
< 0,1 ´ 10-8 
< 0,1 ´ 10-8 
Table 23: Error Analysis of GARCH model for S&P 500 
 
Error Analysis of GARCH model for JSE All Share Index 
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< 0,1 ´ 10-8 
< 0,1 ´ 10-8 
< 0,1 ´ 10-8 
< 0,1 ´ 10-8 
Table 24: Error Analysis of GARCH model for the JSE All Share Index 
 
The above tables give the Maximum Likelihood parameter estimates  and the 
standard error estimates for the GARCH (1,1) model. Table 23 shows the impact of 
estimation frequency when using the MLE to estimate the parameters of the GARCH 
model for the S&P 500 data. Similarly, Table 24 shows the parameter estimates of the 
GARCH model for the JSE All Share Index.  
 
Standardised Residuals Tests for S&P 500 
   Statistic p-value 
















Ljung-Box Test R Q(20) 19.39037 0.4965971 








































Table 25: Standardised Residuals Tests for the S&P 500 
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Standardised Residuals Tests for JSE All Share Index 
   Statistic p-value 
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Table 26: Standardised Residuals Tests for the JSE All Share Index 
Table 25 and Table 26 show the Ljung-Box statistic and the ARCH Lagrange 
multiplier. 𝑄(𝐿) is used to test for auto-correlation, 𝑄&(𝐿) and 𝑇𝑅&  tests for higher 
order heteroskedasticity between the residuals. Since the p-value is greater than 0.05 
in all cases, the null hypothesis of the data being independently distributed is not 
rejected. This indicates that the GARCH (1,1) model successfully captures the 
volatility clustering. 
The	𝑄(𝐿)  corresponds to what can be seen in the Autocorrelation Function (ACF) 
plots and 𝑄&(𝐿) and 𝑇𝑅&  corresponds to the ACF squared plots. The ACF is used as 
a graphical representation to compare the standardised residuals against the lags. For 
complete details of the Ljung-Box Test and the ARCH Lagrange multiplier test see 
Appendix 3.  
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Model Selection Tests 
 AIC BIC Log likelihood 
























Table 27: GARCH Model Information Criterion Statistics 
Table 27 illustrates that the GARCH (1, 1) model performs better when fitted to the 
S&P 500 as opposed to the JSE All Share Index. The GARCH model performs well 
regardless of how frequently the model is update. It should be noted that these 
statistics on their own do not give much information about the goodness of fit for the 
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Jarque-Bera Test 
  Statistic p-value 
















Table 28: Jarque-Bera Test 
Table 28 displays the statistic is for the Jarque-Bera Test, which tests for goodness of 
fit against the normal distribution. As can be seen in the above table, both the S&P 
500 and the JSE All Share index have a p-value less than 0.05 for the null hypothesis 
for normality is rejected at a 5% significance level. This confirms the notion that 
neither the S&P 500 or the JSE All Share Index follow a normal distribution. The 
residuals are still heavy-tailed, and therefore do not follow a normal distribution. See 
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8.2 Generalized Extreme Value Distribution  
Once the daily returns have been fitted to the GARCH model, the residuals are 
extracted and fitted to either the Generalized Extreme Value Distribution or the 
Generalized Pareto Distribution.  First, the results will be looked at when fitted to the 
Generalized Extreme Value Distribution.  
 
Parameter Estimates for Generalized Extreme Value Distribution                
 xi sigma mu 
























Table 29: Parameter estimates for Generalized Extreme Value Distribution using Maximum Likelihood parameter 
estimation 
As can be seen from Table 29, the shape parameter (xi) is negative regardless of how 
frequently the model is updated. This suggests the standardised residuals for both the 
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Value at Risk and Expected Shortfall summary for GEV (p = 0.99) 
 Value at Risk Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
































Table 30: Value at Risk and Expected Shortfall summary for GEV (p = 0.99) 
 
Value at Risk and Expected Shortfall summary for GEV (p = 0.975) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
















Maximum - 0. 053052 
- 0.050804 
- 0. 031679 
- 0.030643 
- 0. 0124652 
- 0.01029696 
- 0. 0110996 
- 0.0110996 










Table 31: Value at Risk and Expected Shortfall summary for GEV (p = 0.975) 
 
Value at Risk and Expected Shortfall summary for GEV (p = 0.95) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
































Table 32: Value at Risk and Expected Shortfall summary for GEV (p = 0.95) 
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Figure 36: GEV Value at Risk estimations at 99th quantile using S&P 500 data 
 
Figure 37: GEV Value at Risk estimations at 99th quantile using JSE All Share Index data 
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Figure 38: GEV Expected Shortfall estimations at 99th quantile using S&P 500 data 
 
Figure 39: GEV Expected Shortfall estimations at 99th quantile using JSE All Share Index data 
Page 125 of 163 
 
The tables above show the Value at Risk and Expected Shortfall estimates for both 
the S&P 500 and the JSE All Share Index when calculated using the block maxima 
method at different estimation frequencies.  
Table 30Table 12 show that at the 99th quantile, the average losses expected to be 
0.012% for the S&P 500, and 0.011% for the JSE All Share Index regardless of how 
frequently the model is update. Table 31 shows the 97.5th quantile, for both the S&P 
500 and the JSE All Share Index. In both cases there is little difference between when 
the model is updated daily or monthly (every 20 days). At the 95th quantile is where 
there is a marked difference when the results are updated less frequently.  
The changes in the Value at Risk over time can be seen in Figure 36: GEV Value at 
Risk estimations at 99th quantile using S&P 500 data and Figure 37: GEV Value at 
Risk estimations at 99th quantile using JSE All Share Index data. In both graphs, the 
Value at Risk estimates are very similar regardless of how frequently the model is 
updated. Figure 38: GEV Expected Shortfall estimations at 99th quantile using S&P 
500 data and Figure 39: GEV Expected Shortfall estimations at 99th quantile using 
JSE All Share Index data, show the changes to Expected Shortfall overtime. Again, 
the Expected Shortfall estimates are very similar regardless of how frequently the 
model is updated.  
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8.2.1 Generalized Extreme Value Distribution Backtesting Results  
Backtesting results for the Generalized Extreme Value Distribution (using the Block Maxima 
Method) for the S&P 500 can be seen in the following table: 
Quantiles 0,99 0.975 0.95 
Expected 42 105 210 
Actual 1 day  
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 5 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 10 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 20 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Table 33: Results for Value at Risk of Generalized Extreme Value Distribution using S&P 500  data.  
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Table 33 contains a summary of the estimated tail quantiles at different update 
frequencies for the Generalized Extreme Value distribution for the S&P 500 data. At 
the 99th quantile there are 42 expected exceedances. When the model is updated daily 
there were 45 exceedances, 41 exceedances when the model is updated weekly, 49 
exceedances when the model is updated every two weeks, and 61 exceedances when 
the model is updated monthly.  
At the 97,5th quantile there are 105 expected exceedances. On daily updates there 
were 117 exceedances, when the model is updated once a week there were 110 
exceedances. When the model is updated fortnightly, there are 124 exceedances, and 
136 exceedances when the model is updated monthly.  
Lastly, at the 95th quantile, there are 210 expected exceedances. When the model is 
updated daily there are 218 exceedances, 219 exceedances when the model is updated 
weekly, 236 exceedances when the model is updated every two weeks, and 250 
exceedances when the model is updated once a month.   
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Backtesting results for the Generalized Extreme Value Distribution (using the Block Maxima 
Method) for the JSE All Share Index can be seen in the following table: 
Quantiles 0,99 0.975 0.95 
Expected 42 105 210 
Actual 1 day  
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 5 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 10 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 20 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Table 34: Results for Value at Risk of Generalized Extreme Value Distribution using JSE All Share Index data.  
Table 34 contains a summary of the estimated tail quantiles at different update 
frequencies for the Generalized Extreme Value distribution for the JSE All Share 
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Index. At the 99th quantile there are 42 expected exceedances. When the model is 
updated daily there were 35 exceedances, 31 exceedances when the model is updated 
weekly, 42 exceedances when the model is updated every two weeks, and 43 
exceedances when the model is updated monthly.  
At the 97,5th quantile there are 105 expected exceedances. On daily updates there 
were 95 exceedances, when the model is updated once a week there were 78 
exceedances. When the model is updated fortnightly, there are 93 exceedances, and 
103 exceedances when the model is updated monthly.  
Lastly, at the 95th quantile, there are 210 expected exceedances. When the model is 
updated daily there are 177 exceedances, 155 exceedances when the model is updated 
weekly, 173 exceedances when the model is updated every two weeks, and 193 
exceedances when the model is updated once a month. 
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8.3 Generalized Pareto Distribution  
According to Coles (2004) the peaks-over-threshold method with the Generalized 
Pareto Distribution is a better alternative than the block maxima method since it uses 
more information. In this section the residuals from the GARCH models are extracted 
and fitted to the Generalized Pareto Distribution.  
 
Parameter Estimates for Generalized Pareto Distribution                
 xi beta 
S&P 500 - 0.05394545 















Table 35: Parameter estimates for Generalized Pareto Distribution using Maximum Likelihood parameter 
estimation 
Table 35 shows the maximum likelihood parameter estimates for the Generalized 
Pareto Distribution. The shape parameter (xi) is negative when fitted using the S&P 
500 and the JSE All Share Index data. The beta represents the scale parameter of the 
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Value at Risk and Expected Shortfall summary for GPD (p = 0.99) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
































Table 36: Value at Risk and Expected Shortfall summary for GPD (p = 0.99) 
 
Value at Risk and Expected Shortfall summary for GPD (p = 0.975) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
















Maximum - 0. 053896 
- 0.051475 
- 0. 031138 
- 0.030255 
- 0. 070209 
- 0.067009 
- 0. 037310 
- 0.036043 










Table 37: Value at Risk and Expected Shortfall summary for GPD (p = 0.975) 
 
Value at Risk and Expected Shortfall summary for GPD (p = 0.95) 
 Value at Risk  Expected Shortfall 
 S&P 500 JSE S&P 500 JSE 
































Table 38: Value at Risk and Expected Shortfall summary for GPD (p = 0.95) 
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Figure 40: GPD Value at Risk estimations at 99th quantile using the S&P 500 data 
 
Figure 41: GPD Value at Risk estimations at 99th quantile using the JSE All Share Index data 
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Figure 42:  GPD Expected Shortfall estimations at 99th quantile using the S&P 500 data 
 
 
Figure 43: GPD Expected Shortfall estimations at 99th quantile using the JSE All Share Index data 
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The Value at Risk and Expected Shortfall estimates for the different update 
frequencies can be seen in the tables above. These estimates are calculated using the 
peaks over threshold method on both the S&P 500 and the JSE All Share Index data 
sets.  
Table 36 show that at the 99th quantile, the average losses expected to be 0.012% for 
the S&P 500, and 0.011% for the JSE All Share Index regardless of how frequently 
the model is update. Table 37 shows very similar results at the 97.5th quantile, for 
both the S&P 500 and the JSE All Share Index. In both cases there is little difference 
between when the model is updated daily or monthly (every 20 days). As with the 
Generalized Extreme Value distribution, at the 95th quantile is where there is a 
noticeable difference in the Value at Risk and Expected Shortfall estimates when the 
model is updated less frequently.  
The changes in the Value at Risk over time can be seen in Figure 40 and Figure 41. In 
both graphs, the Value at Risk estimates are very similar regardless of how frequently 
the model is updated. Figure 42 and Figure 43, show the changes to Expected 
Shortfall overtime. As with the Generalized Extreme Value Distribution, the 
Expected Shortfall estimates are very similar regardless of how frequently the model 
is updated.  
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8.3.1 Generalized Pareto Distribution Backtesting Results 
Backtesting results for the Generalized Pareto  Distribution (using the Peaks over threshold 
method) for the S&P 500 data can be seen in the following table: 
Quantiles 0,99 0.975 0.95 
Expected 42 105 210 
Actual 1 day  
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 5 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 10 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 20 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Table 39: Results for Value at Risk of Generalized Pareto Distribution using the S&P 500 data.  
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Table 39 contains a summary of the estimated tail quantiles at different update 
frequencies for the Generalized Pareto Distribution for the S&P 500 data. At the 99th 
quantile there are 42 expected exceedances. When the model is updated daily there 
were 48 exceedances, 42 exceedances when the model is updated weekly, 48 
exceedances when the model is updated every two weeks, and 61 exceedances when 
the model is updated monthly.  
At the 97,5th quantile there are 105 expected exceedances. On daily updates there 
were 119 exceedances, when the model is updated once a week there were 111 
exceedances. When the model is updated fortnightly, there are 121 exceedances, and 
132 exceedances when the model is updated monthly.  
Lastly, at the 95th quantile, there are 210 expected exceedances. When the model is 
updated daily there are 207 exceedances, 204 exceedances when the model is updated 
weekly, 221 exceedances when the model is updated every two weeks, and 235 
exceedances when the model is updated once a month. 
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Backtesting results for the Generalized Pareto  Distribution (using the Peaks over threshold 
method) for the JSE All Share Index can be seen in the following table: 
Quantiles 0,99 0.975 0.95 
Expected 42 105 210 
Actual 1 day  
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 5 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 10 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Actual 20 day 
Unconditional convergence p-value 
Conditional convergence p-value 













Table 40: Results for Value at Risk of Generalized Pareto Distribution using JSE All Share Index data.  
Table 40 contains a summary of the estimated tail quantiles at different update 
frequencies for the Generalized Pareto Distribution for the JSE All Share Index. At 
Page 139 of 163 
 
the 99th quantile there are 42 expected exceedances. When the model is updated daily 
there were 40 exceedances, 35 exceedances when the model is updated weekly, 45 
exceedances when the model is updated every two weeks, and 47 exceedances when 
the model is updated monthly.  
At the 97,5th quantile there are 105 expected exceedances. On daily updates there 
were 102 exceedances, when the model is updated once a week there were 90 
exceedances. When the model is updated fortnightly, there are 106 exceedances, and 
114 exceedances when the model is updated monthly.  
Lastly, at the 95th quantile, there are 210 expected exceedances. When the model is 
updated daily there are 199 exceedances, 174 exceedances when the model is updated 
weekly, 196 exceedances when the model is updated every two weeks, and 216 
exceedances when the model is updated once a month. 
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Chapter 9 – Discussion and Conclusion  
This dissertation has focused on the application of Extreme Value Theory to both the 
S&P 500 and the JSE All Share index. The daily returns from the two different data 
sets is fitted to the GARCH (1,1) model, and the residuals are extracted. From here 
the residuals are fitted to one of two heavy tailed distributions, using the two-step 
process suggested by McNeil & Frey (2000).  
Once the residuals have been fitted to either the Generalized Extreme Value 
Distribution or the Generalized Pareto Distributions, the Value at Risk and Expected 
Shortfall estimates are calculated. Next, the Value at Risk and Expected Shortfall 
estimates are backtested to determine how well the extreme value models performed. 
Finally, the models are examined at different update frequencies.  
One of the key finding is that the model which is updated every 5 days performs just 
as well, and sometimes better than the model which is updated daily. This 
corresponds to the results from Ardia & Hoogerheide (2013). This could be cause by 
some underlying weekly trend. Further analysis would be needed to determine 
exactly how frequently a model needs to be updated.  
Only the GARCH (1,1) model was considered in this study. Using a more advanced 
GARCH model could lead to better prediction. As well as looking different window 
sizes. In this study, a rolling window of 1000 days is used. The window size might 
also effect the results, since when the model is updated monthly, it might require a 
wider window to produce better results. It would be interesting to determine the 
optimal window size for each different update frequency.  
Further investigation will be needed to determine exactly how frequently a model 
needs to be updated, depending on the volatility of the markets at the time. Ideally, if 
the model could change its update frequency depending on how volatile the markets 
are. When the markets are fairly calm, updating the model every 20 days produces 
sufficient results. Conversely, when the markets are experiencing high volatility, the 
model needs to be updated more frequently since.  
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Appendix 1 
Extreme Value Theorem (Fisher-Tippett-Gnedenko theorem) 
The class of extreme value distributions is: 
 
𝐺(𝑧, 𝜇, 𝜎, 𝜉) 	= 	
⎩
⎨




56 	p	 , 𝜉	 ≠ 	0
𝑒𝑥𝑝 %− 	𝑒𝑥𝑝 %−	
𝑧	 − 	𝜇




Let us consider the class of limit functions D where, lim
𝑡	→	∞
𝑈(𝑡𝑧)−𝑏(𝑡)	
𝑎(𝑡)	 	= 𝐷(𝑧)	, for each 
𝑧 > 0 continuity point of 𝐷(𝑧) = 	𝐺	 ← %𝑒#
#
,&	, 𝑎(𝑡) ∶= 𝑎[%]	,	and 𝑏(𝑡) ≔ 	𝑏[%].	 
 
First suppose that 1 is a continuity point of D.  Then note that for continuity points for 





𝑎(𝑡) = 𝐷(𝑥)−𝐷(1) =:𝐸(𝑥). 
 
















𝑎(𝑡) 	exist. Suppose these limits do exist.  
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Then there are 𝐴1, 𝐴2, 𝐵1, 𝐵2 with 𝐴1 ≠	𝐴2 or 𝐵1 ≠	𝐵2, where 𝐵𝑖	are limit points of  
𝑈(𝑡𝑦)−𝑈(𝑡)
𝑎(𝑡)  and 𝐴𝑖	are limit points of   
𝑎(𝑡𝑦)
𝑎(𝑡) 	, 𝑖 = 1, 2,	 as 𝑡	 → 	∞.	 
 









that 𝐸(𝑧𝑦) = 𝐸(𝑧)	𝐴! +	𝐵! , 𝑖 = 1, 2,	 for all 𝑧 continuity points of 𝐸(∙) and 𝐸(∙ 𝑦) . 
For an arbitrary 𝑧 take a sequence of continuity points 𝑧𝑛	with  𝑧𝑛 	 ↑ 𝑧(𝑛	 → 	∞)	.  
 
Then 𝐸(𝑧)𝑦) → 𝐸(𝑧𝑦) and 𝐸(𝑧)) → 𝐸(𝑧) since 𝐸 is left continuous for 𝑖 = 1, 2 from 
each other one obtains 𝐸(𝑧)	(𝐴$ −	𝐴&) = 	𝐵& −	𝐵$ for all 𝑧 > 0	.	Since 𝐸 cannot be 








	 exists for 𝑦 > 0,	and for 𝑥, 𝑦 > 0	,		 
𝐸(𝑧𝑦) = 𝐸(𝑧)	𝐴(𝑦) + 𝐸(𝑦). 
 
Hence for 𝑠 ∶= log(𝑧)	,			𝑡 ∶= log(𝑦),			(𝑧, 𝑦	 ≠ 1)	,	and 𝐻(𝑧) ∶= 𝐸(𝑒3)	,	we have  
𝐻(𝑡 + 𝑠) = 𝐻(𝑠)𝐴(𝑒%) + 	𝐻(𝑡), 
 








There is certainly one 𝑡 at which 𝐻 is differentiable (since 𝐻 is monotone);  
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 𝐻	is differentiable everywhere and 𝐻′(𝑡) =	𝐻′(0)	𝐴(𝑒𝑡)	. 
 
Write 𝑄(𝑡) ∶= 	 e(%)
e-(R)
	. Note that 𝐻′(0) cannot be zero : 𝐻 cannot be constant since 𝐺 
is nondegenerate. 
 
Then 𝑄(0) = 0	, 𝑄f(0) = 1	.	 
 
By 	𝐻(𝑡 + 𝑠) = 𝐻(𝑠)𝐴(𝑒%) + 	𝐻(𝑡): 
	𝑄(𝑡 + 𝑠) − 𝑄(𝑡) = 𝑄(𝑠)𝐴(𝑒%) 
 
And by 𝐻′(𝑡) =	𝐻′(0)	𝐴(𝑒𝑡): 
𝑄(𝑡 + 𝑠) − 𝑄(𝑡) = 𝑄(𝑠)𝑄f(𝑡). 
 






(𝑄f(𝑡) − 1), 
 
Hence (let 𝑠	 → 0)  
𝑄(𝑡)	𝑄ff(0) = 	𝑄f(𝑡) − 1	. 
 
It follows that 𝑄 is twice differentiable, and by differentiation, 
𝑄′′(0)	𝑄′(𝑡) =	𝑄′′(𝑡). 






(𝑡) =	𝑄′′(0) = :	𝜉	 ∈ 	ℝ, ∀	𝑡. 
 
Since 𝑄′(0) = 1, it follows that  
𝑄f(𝑡) = 	 𝑒5	% 
 
And since 𝑄(0) = 0,  























Now 𝐷(𝑧) = 𝐺	 ← %𝑒#$ 36 & , and hence  
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56  and 𝐷 ← (𝑧) = 	 $
# Mghij(3)k
	, we 
obtain the statement of the theorem.  
 
For complete details of the proof, please see de Haan and Ferreira (2006, pp. 6-8).  
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Jarque-Bera Test 
The Jarque-Bera test is a goodness of fit test developed by Carlos Jarque and Anil 
Bera. It tests whether the sample data have skewness and kurtosis corresponding to a 
normal distribution.  
 
The test statistic is defined as follows: 
 
𝐽𝐵 = 	





(𝐶 − 3)&	k 
 
Where 𝑛 is the sample size.  
 





























and 𝑘 is the number of independent variables.  
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Ljung-Box Test 
The Ljung-Box Test was developed by Greta Ljung and George Box. It is used to test 
for autocorrelations in a time series. This determines if the time series is 
Independently Distributed.  
 
The test statistic is defined as follows: 
 







Where 𝑛 is the sample size, 𝐿 is the number of lags being tested, and 𝜌@ is the sample 
autocorrelations at lag 𝐿.  
 
Under the null hypothesis the test statistic 𝑄(𝐿) follows a 𝜒n&	 distribution. 
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ARCH Langrange Multiplier Test 
The ARCH Langrange multiplier is used to test for autoregressive conditional 
heteroskedasticity in the standardized residuals. This is done using linear regression 
as follows: 
 
𝐿𝑀 = 𝑇𝑅& 
 
Where 𝑇 represents the sample size and 𝑅 represents the sample multiple correlation 
coefficient obtained from: 
 
𝑧%& =	𝛼R +	𝛼$	𝑧%#$& +⋯+	𝛼V	𝑧%#V& + 𝑒%	 
 
Where 𝑡 = 𝑚 + 1,… , 𝑇. 
 
Under the null hypothesis the test statistic follows a  𝜒V& 	 distribution. 
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Akaike Information Criterion 
The AIC measures how well the model fits the data relative to other models (Akaike, 
1974). Each GARCH model is fitted to the S&P 500 or JSE All Share Index using the 
quasi maximum likelihood estimator, and then the AIC is computed for each model.  
The AIC can be computed as follows: 
 
𝐴𝐼𝐶 = 2𝑘 − 2ln	(𝐿¾) 
Where 
𝑘 = 		𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠	𝑖𝑛	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙 
and  
𝐿¾ = 	𝑡ℎ𝑒	𝑚𝑎𝑥𝑖𝑚𝑢𝑚	𝑣𝑎𝑙𝑢𝑒	𝑜𝑓	𝑡ℎ𝑒	𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛	𝑓𝑜𝑟	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙.	 
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Bayesian Information Criterion 
The Bayesian Information Criterion is closely related to the AIC. It is defined as 
follows: 
 
𝐵𝐼𝐶 = ln(𝑛) 𝑘 − 2	ln	(𝐿¾) 
 
Where 
𝑘 = 		𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠	𝑖𝑛	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙 
and  
𝐿¾ = 	𝑡ℎ𝑒	𝑚𝑎𝑥𝑖𝑚𝑢𝑚	𝑣𝑎𝑙𝑢𝑒	𝑜𝑓	𝑡ℎ𝑒	𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛	𝑓𝑜𝑟	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙 
and 




Page 160 of 163 
 
Expected Shortfall (GARCH (1,1)) 
Let {𝑋%} be a GARCH (1,1) process such that 
𝑋% =	𝑋%	#	n +	𝑟% 
Where 𝑟% =	𝑟%Î 	+ 	𝜇	 ,  𝑟%Î = 	𝜎%	𝑒% , 𝜎% =	Ï𝛼R +	𝛼$	?̅?%#n& +	𝛽$	𝜎%#n& 		, and 𝑒% are 
independent standard normal variables.  
Let ?̂?, 𝛼R,	𝛼$, and 	𝛽$ denote the maximum likelihood estimates. 
Let  ?̂?@ = 𝑘𝜇 and 𝜎@ = 𝜎	(𝑡, 𝑡) where 𝜎@ = 𝜎	(𝑡, 𝑡) is defined as 
𝜎&(𝑡∗, 𝑡) = 	𝛼R +	𝛼$	Z𝑟%∗
@ −	?̂?@[
&
+ 𝛽$	𝜎&		(𝑡∗ − 𝑘ℎ, 𝑡) 
𝜎&(𝑡 − 𝑛𝑘ℎ, 𝑡) = 	
𝑘





For 𝑡∗ = 𝑡 − (𝑛 − 1)𝑘ℎ,… , 𝑡 − 𝑘ℎ, 𝑡 ; where 𝑛 is the number of k-period returns.  
The Expected Shortfall can be estimated as follows 
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Properties of Generalized Extreme Value Distribution 
The Generalized Extreme Value distribution has the following probability density 
function: 
 



























																									 , 𝜉	 = 	0
 
 
The quantiles associated with the upper tails of the GEV distribution can be obtained 
by inverting the Cumulative Distribution Function equation:  
 
 𝐹(𝑧, 𝜇, 𝜎, 𝜉) 	= 	n




56 p , 𝜉	 ≠ 	0
𝑒𝑥𝑝 %− 	𝑒𝑥𝑝 %−	3	#	1
2
&&									 , 𝜉	 = 	0
  and solving for 𝐹Z𝑧7[ 	=
	1 − 𝑝.  
 
Solving this equation, it can easily be shown that: 
   
𝑧7 	= 		 l
𝜇 −	2
5
1 − {− ln(1 − 𝑝)}	#	5		,			𝑓𝑜𝑟	𝜉	 ≠ 	0	
𝜇 − 𝜎 ln{− 𝑙𝑛(1 − 𝑝)} ,																		𝑓𝑜𝑟	𝜉	 = 	0	
 . 
 




and is associated with the tails of the distribution (Coles, 2004).   
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Properties of Generalized Pareto Distribution 
The Generalized Pareto Distribution has the following probability density function: 
 



























																									 , 𝜉 = 0
 
 
The quantiles associated with the upper tails of the GPD can be obtained by inverting 
the Cumulative Distribution Function equation:  
 
𝐹(𝑧, 𝜇, 𝜎, 𝜉) 	= 	n




56 p	, 𝜉 ≠ 0
𝑒𝑥𝑝 %−𝑒𝑥𝑝 %− 3	#	1
2
&&										 , 𝜉 = 0
   and solving for 
 𝐹Z𝑧7[ 	= 	1 − 𝑝.  
 
Solving this equation, it can easily be shown that: 
   
𝑧7 	= 		 n
u −	2
5
Òj $#780 )6 	
	k	#	5 − 1Ó 		,			𝑓𝑜𝑟	𝜉	 ≠ 	0	
u − 𝜎 log j $#780 )6 	
	k ,																		𝑓𝑜𝑟	𝜉	 = 	0	
 . 
 




and is associated with the tails of the distribution. Where 𝑁' represents the number of 
excesses, and 𝑢 is the threshold (Coles, 2004). 
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Update frequency colour key 
Blue – The model is updated daily 
Orange – The model is updated every 5 days (weekly) 
Green – The model is updated every 10 days (fortnightly)  
Purple – The model is updated every 20 days (monthly)  
 
