Abstract-
I. INTRODUCTION
H IGH-INTENSITY focused ultrasound (HIFU) has received a great deal of attention in recent years due to its noninvasive characteristic. HIFU has been applied to treating a variety of diseases such as uterine fibroids [1] , breast cancer [2] , [3] , brain tumor [4] , stroke [5] , and pancreatic cancer [6] , [7] . One challenge to the expansion of HIFU technology is the need to fully understand and compensate for the potential of excessive heating and unwanted cavitation to damage healthy tissue. Fast, accurate characterization of the waveform and pressure distribution is crucial for both scientific investigation and clinical translation of HIFU techniques. Direct measurement of acoustic wave pressure and temperature fields inside tissue is extremely difficult and suffers from various types of hydrophone measurement errors and viscous heating artifacts when using thermocouples. Numerical acoustic wave propagation models can be utilized as an alternative or adjunctive approach to study the safety and effectiveness of HIFU devices under a broader range of conditions than can be investigated experimentally. Another advantage of numerical modeling is that it could facilitate treatment planning [8] - [10] and transducer design [11] - [13] with reduced cost when compared to experimental testing using real transducers. During the last two decades, many studies have focused on numerical modeling of ultrasound propagation in tissuelike media. A time-domain numerical model is presented in [14] for studying HIFU in homogeneous media. Diffraction, nonlinearity, and absorption effects are treated independently using the method of fractional steps with a second-order operator-splitting algorithm. To investigate the pressure and temperature distribution from focused ultrasound, researchers have used a finite-difference time-domain (FDTD) method to model the propagation of a finite amplitude sound in homogeneous thermos-viscous fluids [15] . Though the finitedifference method is a powerful technique for modeling wave propagation, it can be time-consuming as very fine spatial and temporal resolutions may be required. Clement and Hynynen [16] investigated the forward and backward projection of linear acoustic fields in homogeneous media with the angular spectrum approach (ASA). A modified ASA was proposed and evaluated in [17] and [18] for homogeneous media with nonlinearity considered. However, these methods are not sufficient because they assume homogeneous media, but the biological tissue is heterogeneous and may have complicated geometries. This is confounded by the fact that the larger the transducer aperture (to achieve a sharper focusing), the stronger is the defocusing, since heterogeneities distort the wave front. The ability to capture the defocusing in a numerical model is critically important for HIFU safety evaluation.
A wide spectrum of wave solvers has been developed for modeling wave propagation in heterogeneous media. An iterative nonlinear contrast source method was developed [19] to model wave propagation in heterogeneous media. Liu [20] proposed a pseudospectral time-domain algorithm to solve large-scale problems for acoustic waves in multidimensional, heterogeneous, absorptive media. Varslot and Taraldsen [21] derived a one-way wave equation which permits smooth variation in all acoustically important variables. Both finite difference and angular spectrum methods are applied for numerical implementation. A second-order wave equation describing nonlinear wave propagation in heterogeneous, attenuating media is solved numerically with the FDTD method by Pinton et al. [22] . An algorithm for modeling shock wave propagation in weakly heterogeneous and lossless media was proposed in [23] . A k-space timedomain method for modeling of wave propagation in heterogeneous media was investigated by Mast et al. [24] and was later extended to take nonlinear wave propagation into account [25] , [26] . Clement and Hynynen [27] combined the ASA with ray theory to describe the propagation of ultrasound through randomly oriented, dissipative, layered media. Vyas and Christensen [28] modified the traditional ASA for simulating linear wave propagation in inhomogeneous media. For a more extensive literature review, the readers are referred to a recent reviewer paper [29] .
This paper presents a mixed-domain method (MDM) for modeling linear/nonlinear wave propagation in dissipative, weakly heterogeneous media, which are considered good approximations for soft tissue. The methodology of MDM is presented in Section II. The method is based on solving a Westervelt-like equation, and it utilizes an implicit analytical solution derived by Jing et al. [17] , [18] . The implicit analytical solution calculates results in the frequency domain and is able to model one-way wave propagation in soft tissue with variations in sound speed, density, attenuation coefficient, and nonlinearity coefficient. Two sets of problems are studied in this paper and are described in Section III. The first set of problems are 1-D problems. Four separate cases are studied: media with inhomogeneous speed of sound; media with inhomogeneous density; media with inhomogeneous attenuation; and media with inhomogeneous nonlinearity. Analytical solutions are used as benchmarks for the first two cases. Simulation results obtained from toolbox k-Wave [30] are used as the benchmark for the last two cases. The second set of problems are 2-D with focused ultrasound beams and involve a more realistic medium. The k-Wave results are used as the benchmark. To fully validate the accuracy of the MDM, we consider heterogeneities in the speed of sound, density, attenuation coefficient, and nonlinearity coefficient in a progressive manner. Results are compared in the time domain as well as in the frequency domain. Discussion and the conclusion can be found in Sections IV and V.
II. GOVERNING EQUATION AND METHOD
A Westervelt-like equation is first employed in this paper to describe the wave propagation in heterogeneous media [29] ρ∇ · 1
where p is the acoustic pressure, ρ is the ambient density, c is the speed of sound, δ is the sound diffusivity, and δ = 2α NP c 3 /ω 2 , where α NP is the attenuation coefficient with unit Np/m, ω is the angular frequency; and β is the nonlinearity coefficient. All material parameters are spatially varying functions, providing great flexibility to the model. It was also demonstrated that the Westervelt equation is accurate for strongly focused transducers [31] . By applying the normalized wave field = f × √ ρ, (1) becomes
By performing the Fourier transform with respect to time t, (2) becomes
where F t is the Fourier transform operator in the time domain andk 2 = ω 2 /c 2 . To satisfy both the power law attenuation and Kramers-Kronig dispersion relation [32] - [34] , we have [35] 
where y is the power law exponent. By neglecting the second-order attenuation terms and recognizing that (−i ) y = cos(π y/2) − i sin(π y/2), the following equation can be obtained [36] :
The imaginary part of (5) corresponds to the dispersion and the third term accounts for the attenuation. We drop the imaginary part in (5) as attenuation has already been considered in (1) or (2) . Now (5) is simplified tõ
Replacingk 2 in (3) with (6) yields
By performing an inverse temporal Fourier transform to (7), a wave equation satisfying Kramers-Kronig dispersion relation is given [35] 
Alternatively, the Kramers-Kronig dispersion relation can be applied to (1) directly by replacing the speed of sound c with c p and
Other models for dispersion and absorption are discussed in [35] and [37] - [41] . By performing Fourier transform to (8) with respect to x, y, and t, we have
whereF is the Fourier transform of f in x, y, and t, F xy is the Fourier transform operator in x-and y-dimensions, c 0 is the background sound speed and
where k x and k y are wavenumbers in x-and y-dimensions. For forward one-way propagation, the solution to (9) can be derived from the 1-D Green's function in an integral form [17] , such that
where
By applying the inverse Fourier Transform toF(z) in (11), the acoustic pressure p can be recovered by f × √ ρ. This method is an MDM because (11) indicates that operations are needed in both the real physical domain (x and y) and the wave-vector domain (k x and k y ). Term √ ρ∇ 2 (1/ √ ρ) in (12) accounts for the variation of density, followed by the terms that account for the variation of sound speed, attenuation, and dispersion. The last term in (12) outside the brace considers the variation of nonlinearity. Equation (11) can be solved with a Simpson-like integral [18] , which is implemented in this paper. In this way, the acoustic fields on planes parallel to the x y plane can be extrapolated with a step size dz. One limitation of the proposed method is that when modeling media with inhomogeneous speed of sound, it is only accurate for weak heterogeneities (Appendix).
III. SIMULATION RESULTS

A. 1-D Simulation Results
We first investigate a set of 1-D problems. Four separate cases are studied: media with inhomogeneous speed of sound; media with inhomogeneous density; media with inhomogeneous attenuation; and media with inhomogeneous nonlinearity. We use analytical solutions as benchmark solutions for the first two cases and k-Wave results as the benchmark for the last two cases. The k-Wave is a software package for simulating linear/nonlinear wave propagation using the k-space timedomain method [30] . A Gaussian modulated pulse is used and is expressed as
where p 0 = 1Pa is the magnitude of the pulse and the center frequency of the pulse f c is 1 MHz. For a two-step stair-like medium with speed c m1 in the first half of the domain and c m2 in the second half and with a total propagation distance of z, the analytical solution is [42] 
where t c = z/2c m1 + z/2c m2 and T c = 2c m2 /(c m1 + c m2 ). For a two-step stair-like medium with density ρ m1 in the first half of the domain and ρ m2 in the second half, sound speed of c, and a total propagation distance of z, the analytical solution is [42] 
The accuracy of the model is quantified by calculating the normalized rootmean-square (rms) error which is defined as [28] 
where p MDM (i ) and p benchmark (i ) are normalized pressures calculated with the MDM and the benchmark method, respectively. N is the number of sampling points. In this 1-D case, results are obtained at a certain receiver location (21 mm away from the source) and the points are sampled in the time domain.
Step size dz does not significantly affect the result for this special case with only one interface and it is chosen as 1/27λ. Fig. 1 illustrates the results for the wave propagation in a 1-D inhomogeneous medium with sound speed variation only. The total computational domain is 21 mm long. The received signal is recorded at the end of the computational domain. In Fig. 1(a) , the sound speed for the first half of the computational domain is 1500 m/s, while it is 1575 m/s for the second half, indicating a relatively small contrast ratio of 1.05. In Fig. 1(b) , the sound speed within the second half of the computational domain is increased to 1725 m/s, indicating a stronger contrast ratio of 1.15. Analytical solution for these two cases is (14) . When wave propagates in the weakly heterogeneous medium, simulation results from the MDM are very close to the analytical results. More appreciable phase difference and amplitude difference can be observed in Fig. 1(b) . In fact, the amplitude of the pulse remains almost unchanged for the MDM. These observations are consistent with the expectation that the MDM works better for weakly heterogeneous media and the transmission coefficient due to speed of sound variation is not considered (Appendix). On the other hand, the MDM does take the phase change into account, though the accuracy also depends on the contrast of the heterogeneity. The rms errors are 0.0135 and 0.1465 for the two cases, respectively. The proof that MDM currently works the best for weakly heterogeneous media (in speed of sound) is presented in the Appendix. It demonstrates that the MDM does not take the transmission coefficient due to sound speed variation into account, and the phase change is modeled most accurately when the sound speed contrast is low. Fig. 2 records signals for the wave propagation in a 1-D inhomogeneous medium with density variation only. In Fig. 2(a) , the density for the first half of the computational domain is 1000 kg/m 3 , while at the second half is 1050 kg/m 3 , indicating a relatively small contrast ratio of 1.05. In Fig. 2(b) , the density within the second half of the computational domain is increased to 1150 kg/m 3 , indicating a stronger contrast ratio of 1.15. Analytical solution for the two cases is (15) . The rms errors for the cases with weak and stronger contrast are 0.0005 and 0.0052, respectively. Amplitudes of the main waveforms for the MDM and k-Wave results agree well for both weak and stronger contrast cases, indicating that the MDM does take the transmission coefficient into account in this case. The analytically predicted transmission coefficients for the two cases are 1.0243 and 1.0698, whereas the numerically estimated transmission coefficients are 1.0247 and 1.0636.
Attenuation and dispersion play very important roles in ultrasound propagation. While attenuation limits the depth that ultrasound can reach in tissues, dispersion can distort the waveform of ultrasound. The MDM considers both power law attenuation and Kramers-Kronig dispersion relation and can be readily used for modeling arbitrary dispersion and arbitrarily frequency-dependent attenuation as the algorithm operates in the frequency domain. To demonstrate the ability of the MDM to correctly model power law absorption and dispersion, the propagation of the Gaussian modulated wave through 1-D homogeneous absorbing media with different central frequencies ranging from 1 to 8 MHz is studied. In the simulation, the reference speed of sound is 1500 m/s and density is 1000 kg/m 3 . The attenuation coefficient is chosen as 0.75 dB·MHz −y · cm −1 for the whole domain. Attenuation coefficients and frequency-dependent sound speed are extracted from the time series recorded at two positions using the relations [36] 
where α dB is the attenuation coefficient in unit of dB/cm, , where ω 0 is chosen to be 1 MHz and the corresponding c ω 0 is extracted from the simulated data. Fig. 3(a) and (b) illustrates the attenuation coefficient and the sound speed as a function of frequency for power law exponents of 1.1, 1.5, and 1.9. Simulation and analytical results match very well. Results for the wave propagating in a 1-D medium with heterogeneity of attenuation coefficient are shown in Fig. 4 . Attenuation coefficient at the first half domain is zero and is 1.5 dB · MHz −y · cm −1 for the second half. The power law exponent y is 1.1. The normalized rms error is 0.0185, suggesting that both the loss and dispersion are accurately modeled.
The nonlinearity coefficient plays an important role in the distortion of waveform and the emergence of harmonics as the wave propagates. Media with nonlinearity parameter variation exhibit different nonlinear behaviors and it provides a potential route for ultrasound imaging [43] . Variation of nonlinearity coefficient has also been considered in our study and results are presented in Fig. 5 . The pressure magnitude is increased to 4 MPa. The nonlinearity coefficient for the first half domain is 3.5, and is 5 for the second half. The normalized rms error is 0.0008. One additional simulation is carried out for MDM which considers a constant nonlinearity coefficient 3.5 for the whole domain. When compared with k-Wave with inhomogeneous nonlinearity coefficients, MDM with constant nonlinearity coefficient has larger normalized rms error and is 0.019. This suggests that the ability to model inhomogeneous nonlinearity coefficients does improve the accuracy of the simulation. Further details about nonlinear wave propagation are not discussed here since many studies on this topic have been carried out [44] - [48] .
B. 2-D Simulation Results
A 2-D problem that is more realistic is further studied to verify the MDM. The same Gaussian modulated pulse is used. Pressure magnitude p 0 is 1 Pa when nonlinearity is not considered and is increased to 2 MPa when the nonlinear effect is investigated. The center frequency f c is again 1 MHz. A planar phased array is used to model a focused beam. In both MDM and k-Wave, we define a phased array with phase delays in the source plane [17] , [30] , and we treat each cell in the source plane as a sound source with its individual phase delay. The geometrical focus is around 21 mm, and the aperture size is 22 mm. This configuration has variations in speed of sound, density, attenuation coefficient, and nonlinearity coefficient. It is used as a model to study the wave propagation from water to fat with tumors. Acoustic properties used in this model are listed in Table I . The power law exponent y is 1.1 throughout the computational domain. In theory, the power law exponent is two in water. However, k-Wave, which is used to generate benchmark solutions, cannot model problems that contain multiple values of power law exponent. Fig. 6(a) illustrates the geometry of the 2-D problem. The transverse dimension of the computational domain is 72.5 mm, and it is sufficiently large to reduce the wrap-around error [49] . It should be pointed out that absorption layers can be incorporated into the MDM to reduce the computational domain size [50] . Ultrasound wave propagates in the water (light blue) first and then penetrates the fat (dark blue). Tumors are represented with three cylinders, and their diameters are 3.5, 3.0, and 1.0 mm, respectively. Two of them have overlapped area. The reason why we choose simple geometries here is because later on we can easily vary the spatial resolution without changing the geometry of the problem. Both spatial step size and temporal step size used in the k-Wave are fine enough to obtain well-converged results. Spatial step sizes in the x-and y-directions are both 1/27λ (λ is the wavelength in fat and it is 1.48 mm at 1 MHz); the time step size is 4.6 × 10 −4 μs. The corresponding Courant-Friedrichs-Lewy (CFL) number is 0.0123. The reason we choose such a small CFL number here is because a solution that is as accurate as possible is desired for benchmark. In addition, a convergence study is carried out on k-Wave and some slight phase errors at larger CFL numbers are observed and we want to minimize these errors. We investigate the accuracy of the MDM by varying the spatial step size dz. In addition, for simplicity, it is assumed that dx = dz, though in theory they could be different. For the MDM, three spatial step sizes are selected and they are 1/3λ, 1/9λ, and 1/27λ. The temporal resolution dt is fixed at 0.037 μs and additional simulations show that different dt does not significantly affect the result once the Nyquist sampling rate is well satisfied. The temporal domain size (end time) is 44 μs for all cases.
We first compare the results with speed and density variations only. A convergence test is conducted for this 2-D case at the geometrical focus of the transducer, and the result is shown in Fig. 6(b) . The normalized pressure P normalized [51] is calculated with the formula P normalized = P f /P 27 , where P f is the pressure at the focus of the transducer with different numbers of points per wavelength, and P 27 is the pressure at the same point when dx = dz = 1/27λ. Reasonably accurate results can be found starting at 1/4λ. Acoustic fields for this case at t = 22μs are shown in Fig. 7 . It is noted that the MDM result does not contain reflections due to the one-way approximation. However, the amplitude of the reflection is relatively small compared to transmission in soft biological tissue [21] . The waveforms at the focus are plotted in Fig. 8(a) for further comparison. From the comparison for the 1-D case [shown in Fig. 2(b) ], we know that the MDM can predict accurate results even with relatively strong density variation. Thus, the amplitude and phase differences in Fig. 8(a) are mainly from the variation of speed of sound.
Next, attenuation and dispersion effects are added to the medium. The results are displayed in Fig. 8(b) and the phase and amplitude of the received signal are changed compared to the lossless case. The amplitude is evidently smaller due to the attenuation. Fig. 9 exhibits the frequency-domain results at 1 MHz. Spatial step size for MDM in Fig. 9 is 1/3λ. For comparison, the results for the homogeneous case (water only) are also included. Even for the homogeneous case, some near-field discrepancy between the MDM and k-Wave can be observed, which is possibly due to different boundary conditions used in these two methods: the MDM uses the pressure release surface, whereas the k-Wave uses the Kirchhoff (or free field) boundary condition. However, differences from the boundary conditions in the far-field are negligible. For the heterogeneous case, some "ripples" are visible in the tumors in Fig. 9(d) , which are not observed in Fig. 9(c) . These features are due to the multiple scattering/reflection which is not considered in the present MDM. Nevertheless, the beam distortion looks very similar between the MDM and k-Wave results.
Afterwards, nonlinearity is considered. The nonlinearity coefficient is directly responsible for the increase of the harmonics in wave propagation. Results are compared in the time domain [ Fig. 10(a) ] and frequency domain [ Fig. 10(b) ]. Normalized rms errors evaluated at the geometrical focus are listed in Table II for all spatial resolutions trialed and the errors in general reduce (though not significantly) as the spatial resolution becomes finer. Note that the entire time-domain signal is used for computing the error although Figs. 8 and 10(a) only show the primary waveform (i.e., first-order transmission). Comparisons for the fundamental and second-harmonic frequency fields are shown in Fig. 11 . The acoustic pressure fields in Fig. 11 are normalized. Fig. 11(e) and (f) shows the differences for the fundamental and second-harmonic components between the MDM and k-Wave in the focal region in unit dB. Normalized rms errors in the focal region are 0.0280 for the fundamental frequency field and 0.0149 for the second-harmonic field at the spatial resolution of 1/27λ.
IV. DISCUSSION
Results from k-Wave are used as the benchmark solution in this paper, and the accuracy of k-Wave has been well documented in many papers [26] , [36] , [51] . The difference between MDM and k-Wave is expected to be due to a combination of different factors, including: 1) numerical errors of each method; 2) different model equations; and 3) different boundary conditions. Since very fine spatial and temporal resolutions are used, numerical errors from k-Wave should be minimized. While the MDM solves a second-order partial differential equation (PDE), the k-Wave solves a set of coupled first-order PDEs. For lossless cases though, it was shown that the second-order PDE can be derived from the coupled PDEs [26] . When considering loss, there is a slight difference in our method and k-Wave for the attenuation part. This error should be relatively small as evidenced by Fig. 4 . There is also a difference in terms of setting up the boundary condition in k-Wave and our model, which has been briefly discussed. This difference mainly exists in the near field. The MDM has an intrinsic error of not including the reflection (due to one-way propagation), which should be the main contribution to the difference between the two methods. Reflections can be added to the MDM to improve the accuracy. One possible approach is to use the method proposed in [28] . Although the method in [28] only applies to linear waves, it should be sufficient since reflection in soft tissue has relatively low amplitude and therefore the nonlinear effect is weak.
To fully validate the MDM, two cases are studied. In the 1-D case, we investigate the accuracy of the MDM by considering the variations of sound speed, density, and attenuation separately. Results from the 1-D case show that this algorithm can predict accurate results in weakly heterogeneous medium. Afterwards, a set of 2-D problems are further studied. Variations of sound speed, density, attenuation, and nonlinearity are added step by step. Density variation and sound speed variation are first considered together. It is found that more accurate results can be obtained when the spatial resolution is finer. This is because a smaller step size (dx and dz) will reduce the error from stair-stepped surfaces [52] caused by discrete meshes. Stair-casing errors occur when representing complex geometries (like circular/spherical) with rectilinear grids. Reference [51] specifically studied this error for k-Wave and it is shown to be the most serious error when modeling transcranial ultrasound. The truncation error introduced by the numerical integration [53] will also be reduced if a smaller step size (dz) is used. However, even with a very coarse spatial resolution (i.e., 1/3λ), the error of the MDM can still be kept small (on the order of 0.01). This is a great advantage when compared with the most commonly used FDTD scheme which requires 8-10 grid points per wavelength to achieve reasonably accurate results. Besides, spatial aliasing error due to finitedomain size is also a possible source of error in the MDM. We have used sufficiently large x-axis range to minimize the spatial aliasing error.
The numerical implementation throughout this paper is based on MATLAB 2015b (The MathWorks Inc., Natick, MA, USA) on a 64-bit operating system with a quad-core 3.60-GHz Intel Xeon 5687 CPU (Intel Corp., Santa Clara, CA, USA) processors and 192 GB of RAM. For the linear 2-D case, the MDM with spatial step size 1/3λ takes 0.013 s to obtain the frequency-domain result shown in Fig. 9(c) . With the same spatial step size and computational domain and a CFL number of 0.11, the k-Wave simulation needs 8.81 s, indicating a 677-fold computation speed difference. This computational difference is expected to be highly problem-dependent though and should not be generalized. The drastically different computation times are due to the fact that for k-Wave simulations, the time-domain simulation needs to be carried out first and the Fourier transform is performed to obtain the results at the frequency of interest. On the other hand, the MDM directly operates in the frequency domain and therefore can be considerably more efficient in producing frequency-domain results. This is particularly useful for modeling thermal-based HIFU problems since in many cases the frequency-domain results are of utmost importance.
V. CONCLUSION
An MDM is presented in this paper. The MDM solves the Westervelt-like equation with appropriate assumptions, and it is accurate for weakly heterogeneous media. Since the theory is presented for the general 3-D case, the algorithm, though only demonstrated in 1-D and 2-D, can be readily extended to modeling 3-D problems. In this paper, we have shown that the MDM is an efficient and accurate algorithm for modeling medical ultrasound propagating in soft tissue. There are many foreseeable applications for numerical modeling of ultrasound using the MDM. For example, it can assist HIFU device sponsors in preparing reliable preclinical testing data generated from computational modeling or facilitate HIFU treatment planning. Furthermore, ultrasound computed tomography (USCT) is an emerging imaging modality to reconstruct the sound speed, density, and attenuation of soft tissue for diagnosis through transmission signals [54] - [56] . However, computation time is one of the most critical issues for USCT. The computationally efficient MDM, therefore, can be proven to be a promising approach for frequency-domain USCT. In the future, we aim to modify the MDM so that it can be applied to strongly heterogeneous media, e.g., skull. Reflection will also be included to improve the accuracy.
APPENDIX
In this appendix, we will show that the MDM is valid for inhomogeneous media with weak sound speed contrast. To simplify the problem, we choose a scenario with a 1-D inhomogeneous medium with speed of sound variation only and the change occurs at the boundary where z = z 0 . The medium is defined as
For 1-D wave propagation, the solution for a point in the z > z 0 domain obtained from (11) is . Now we look at the wave field when z > z 0 . If (A3) was valid, substituting (A4) into the right-hand side of (A3) will precisely lead to P(z), i.e., T P 0 e ikz 0 +ik (z−z 0 ) . Therefore, we substitute (A4) into the right-hand side of (A3), which leads to 
From (A5), we can conclude that the transmission coefficient T caused by the sound speed variation is not included in the MDM. In fact, if we multiplied (A3) with T , substituting (A4) into (A3) would precisely lead to P(z) = T P 0 e ikz 0 +ik (z−z 0 ) . This is not a major issue if the contrast in the medium is weak, since phase distortion will likely dominate over amplitude change. Next, we focus on the accuracy of the phase when modeling wave propagation using the MDM. For convenience, we use the Riemann sum as the stepping algorithm [17] . With the left-hand Riemann sum, the MDM method for the 1-D case with variation of speed of sound (the same case as above) can be written as P(z + z) MDM When assuming weakly inhomogeneous medium, we have k ≈ k . Equation (A7) can be further simplified as
When the wave travels a distance of z 0 + z, the analytical solution is
By using the Euler's formula, (A9) becomes
When taking a rather small spatial step size z and considering that k ≈ k , we have (k − k) z ≈ 0. Equation (A10) becomes
Comparing (A11) and (A8), it is seen that the phase difference between MDM and the analytical solution is 0 when certain assumptions are made. Thus, the MDM is accurate in weekly heterogeneous media.
