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1  INTRODUCCIÓ. 
1.1 Internet avui en dia. 
Els últims anys l’ús d’Internet entre la població ha evolucionat de forma espectacular, i el 
nombre d’aplicacions creix dia a dia de manera inesgotable. A la xarxa passem d’un boom a un altre 
a una velocitat vertiginosa: del Messenger al Facebook, del Fotolog al Youtube, del MySpace al 
Twitter o del Napster al BitTorrent. Són alguns dels molts exemples que trobaríem en la curta però 
intensa vida d’Internet. 
La utilització de les noves tècniques de modulació COFDM, les millores en les transmissions 
per fibra òptica i l’expansió de l’accés a Internet mitjançant ADSL han permès, entre moltes altres 
coses, augmentar considerablement la capacitat dels enllaços. I d’aquesta manera hem passat d’una 
Xarxa estàtica basada en els textos i les imatges fa uns anys, a una nova Xarxa dinàmica basada en 
la interacció, les animacions i els vídeos avui en dia. 
A part del ressò mediàtic que prenen fenòmens socials com el Facebook o el Twitter, aquests 
darrers temps hem pogut observar com el tràfic generat a la Xarxa per les aplicacions Peer-to-Peer 
anava prenent cada vegada més importància i arribava a quotes que superaven en alguns casos el 
80% del total. No ha estat fins als estudis més recents on s’ha començat a detectar el primer descens 
en molts anys d’aquest tipus de tràfic. Cal buscar-ne les raons principalment en dos factors: 
- L’aparició de pàgines web que ofereixen contingut multimèdia en mode de descàrrega directa. 
Es tracta de serveis web que permeten a qualsevol usuari allotjar qualsevol tipus de fitxer en 
servidors i distribuir-los posteriorment. Com a exemple tindríem les pàgines RapidShare o 
MegaUpload. 
- L’explosió de l’streaming, ja sigui en continguts d’àudio o de vídeo. En aquest cas també 
trobaríem multitud d’exemples, entre ells l’Spotify pel que fa a música o l’Octoshape pel que fa a la 
distribució de vídeo. 
A la següent taula extreta de l’estudi realitzat per l’empresa ipoque [1] sobre el tràfic a Internet 
el 2008, podem veure clarament aquesta evolució en comparació a l’any 2007: 
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Figura 1.1: Evolució del tràfic a Internet 2007 - 2009 
1.2 L’streaming. 
Per streaming entenem el transport en temps real de qualsevol contingut multimèdia en directe 
o emmagatzemat a través d’Internet. El tràfic relacionat amb l’streaming s’ha situat amb una de les 
taxes de creixement més elevades aquests últims anys.  
Bàsicament existeixen dues arquitectures que ens permeten distribuir un flux multimèdia 
mitjançant l’streaming a través d’Internet: l’arquitectura Client-Servidor i la P2P.   
En el primer cas es tracta del model tradicional on un servidor distribueix l’stream a cada un 
dels usuaris sol·licitants, amb tots els problemes d’escalabilitat i costos que això comporta. Així per 
exemple, per servir un vídeo a 1 Mbit/s a 10 usuaris necessitem un servidor que ens generi un tràfic 
constant de 10 Mbit/s, mentre que si volem distribuir-lo a 1000 usuaris, necessitarem 1000 Mbit/s! 
És evident que el cost tant pel que fa al servidor com a la capacitat de l’enllaç és molt més elevat en 
el segon cas. Per això aquesta opció és inviable en la distribució de continguts a gran escala. 
Per altra banda, amb l’arquitectura P2P aconseguim superar el problema de l’escalabilitat, i és 
que en aquest cas el servidor només envia l’stream a un nombre limitat d’usuaris. I aquests seran els 
mateixos que enviaran l’stream als altres usuaris, fins que tothom l’hagi rebut. El gran avantatge en 
aquest cas és que la quantitat de dades que el servidor ha d’enviar (i per tant la capacitat del 
servidor i de l’enllaç) no varia en funció del nombre d’usuaris a qui servim l’stream. 
Si bé en el món de l’streaming la implementació de l’arquitectura P2P es troba en els seus 
inicis, la seva utilització en els programes d’intercanvi de fitxers està àmpliament estesa i com hem 
comentat anteriorment, representa avui en dia la major part del tràfic total de la Xarxa. Programes 
com Napster, eDonkey, Gnutella, Kazaa o BitTorrent han anat apareixent i evolucionant durant els 
darrers 10 anys. Un dels canvis més importants que ha experimentat la tecnologia Peer-To-Peer ha 
estat el pas de l’estructura en arbre a l’estructura de malla o grid. 
La principal diferència està en la capacitat que tenen els usuaris amb l’estructura grid de rebre 
l’stream de diferents usuaris a la vegada, mentre que l’estructura en arbre només ens permetia 
INTRODUCCIÓ 
- 5 - 
rebre’l d’un únic usuari. Així, el pas a l’estructura grid ens ha permès superar la limitació que 
presenta Internet des dels seus inicis, i és aquesta asimetria que trobem a les xarxes d’accés en quant 
als enllaços de pujada i de baixada, ja que des d’un bon principi s’havia pensat que l’usuari final 
rebria moltes més dades que no enviaria. D’aquesta manera aconseguim aprofitar les capacitats dels 
enllaços de pujada de tots els usuaris, ja que si bé per enviar un stream de vídeo a 1 Mbit/s la 
majoria d’usuaris d’ADSL no tindrien suficient capacitat en els seus enllaços, si agrupem 4 peers 
perquè enviïn un únic stream de forma conjunta aconseguirem arribar a la taxa desitjada. 
En un estudi recent [2], Cisco prediu que el 2012 el 90% del tràfic a Internet serà vídeo. Amb 
aquestes perspectives, és normal que els últims anys hagin aparegut un gran nombre d’aplicacions 
relacionades amb l’streaming de vídeo: PPLive [3], SOPCast [4], PPStream [5], Octoshape [6,7]... i 
un nombre encara més elevat d’algorismes i articles sobre el tema: CollectCast [8], PROMISE [9], 
Tribler [10], PRIME [11], VidTorrent [12]...  
 
Figura 1.2: Previsió de la composició del tràfic consumit a Internet fins el 2012 
 
L’èxit d’alguns d’aquests programes que hem comentat abans el trobem en diferents 
esdeveniments que s’han retransmès en directe per Internet, i amb els quals s’han aconseguit obtenir 
audiències de milions d’espectadors. L’acord que van signar PPLive amb la CCTV (China Central 
Television) per retransmetre els Jocs Olímpics de Pekín 2008 va permetre difondre l’espectacle 
esportiu en directe a través d’Internet als més de 100 milions d’usuaris que té el programa a nivell 
mundial. Per altra banda, més recentment la CNN va oferir la presa de possessió del President 
Obama a més d’un milió d’usuaris de forma simultània a través d’Internet gràcies a la solució oferta 
per Octoshape.  
1.3 Motivacions d’aquest projecte. 
Tal com hem vist, l’streaming de vídeo per Internet està prenent cada vegada més importància i 
serà sens dubte un dels fenòmens més importants a la Xarxa els propers anys. Per aquest motiu es 
va iniciar fa uns anys un projecte [13] per tal de desenvolupar un programa que permetés transmetre 
vídeo en temps real per Internet. Es va partir del Peercast [14], un programa de codi obert, bastant 
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popular al Japó, amb el qual teníem ja implementades les bases de l’streaming. Utilitza 
l’arquitectura P2P en arbre pròpia de la primera generació de programes P2P d’intercanvi de fitxers, 
i tot i que permet la difusió de qualsevol contingut multimèdia, la seva principal aplicació es troba 
en l’streaming d’àudio. Per aconseguir-ne millorar les prestacions, es va crear un nou sistema 
multifont on els usuaris poden descarregar l’stream de diversos peers a la vegada, i per la seva 
semblança amb l’arquitectura en Grid de la segona generació de programes P2P d’intercanvi de 
fitxers es va anomenar GridCast. 
Qualsevol contingut que viatja per Internet està subjecte a les limitacions de la xarxa, i a part de 
la capacitat dels enllaços, paràmetres com els retards, les pèrdues de paquets o el jitter influenciaran 
enormement les retransmissions de l’stream. A més a més, hem de tenir en compte que el llarg de la 
sessió aquests factors aniran canviant, i per tant, dur un control constant de l’estat de la xarxa serà 
bàsic per garantir una bona reproducció del contingut multimèdia que estiguem emetent.  
Per tant, la complexitat de desenvolupar un sistema de vídeo streaming per la xarxa Internet 
actual, amb les seves condicions canviants i les limitacions en quant els tràfics de pujada, ens han 
portat a continuar el projecte anterior per tal d’estudiar el comportament de la primera versió del 
programa i seguir desenvolupant el software. 
1.4 Objectius. 
El principal objectiu d’aquest projecte és el de millorar l’anterior versió del GridCast, i per fer-
ho un dels primers passos serà estudiar-ne el comportament en diferents situacions: 
- L’evolució del sistema quan un peer finalitza la sessió.  
- La resposta davant els canvis de les condicions de la xarxa: retards, pèrdues de paquets, 
capacitat dels enllaços.  
- El comportament dels peers amb la introducció de tràfics interferents als enllaços. 
Un dels elements importants i que s’abordarà en aquest projecte és la selecció dels peers de qui 
descarreguem l’stream i la posterior distribució de càrrega que realitzem entre ells. Existeixen 
bastants articles relacionats amb el tema, i un dels més interessants ens presenta el CollectCast [8]. 
El seu algorisme ja ha estat implementat en altres sistemes d’streaming com el PROMISE [9], i els 
seus punts forts són la selecció de les fonts, la monitorització de l’estat de la xarxa i la redistribució 
de les fonts de forma periòdica per tal d’adaptar-se a les condicions canviants de la xarxa.  
Aquests últim punt és bàsic a l’hora de reproduir l’stream de vídeo, ja que tot i que a l’inici de 
la sessió haguem seleccionat un conjunt de peers perquè ens servissin l’stream, és molt probable 
que degut a la caiguda d’algun node de la xarxa, congestions als routers o altres factors aliens al 
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programa, la distribució que en un principi ens permetia reproduir correctament el vídeo esdevingui 
insuficient al llarg de la sessió. En aquest casos serà molt important realitzar redistribucions de la 
càrrega quan es comencin a detectar problemes de recepció de paquets amb algun peer. 
Per altra banda, el programa utilitzat per estimar l’ample de banda disponible amb cada un dels 
peers presenta algunes limitacions en quant a la precisió i al tràfic que genera, de manera que 
s’estudiaran diferents possibilitats que trobem disponibles avui en dia per tal de millorar aquest 
element del GridCast. 
1.5 Estructura de la memòria. 
Per analitzar i millorar alguns aspectes del GridCast és bàsic entendre el funcionament del 
programa. Per això en el primer apartat es descriuen les entitats bàsiques que el componen: els 
canals i els servidors. I a més a més, veiem la importància dels subcanals i el protocol PCP. 
En el següent apartat ens centrem en els algorismes utilitzats per la selecció dels millors peers 
entre tots els disponibles i la posterior distribució de càrrega entre els escollits. També ens fixarem 
en la forma utilitzada per obtenir alguns dels paràmetres que ens ajudaran en la selecció dels peers. 
Finalment veurem com el programa aconsegueix adaptar-se en tot moment a les condicions de la 
xarxa, i com du a terme la redistribució de la càrrega en cas de ser necessària. 
 Una vegada analitzat el funcionament del programa i els nous algorismes implementats 
descrivim l’entorn d’avaluació. En primer lloc veiem les eines que ens han permès crear de forma 
virtual diferents tipologies de xarxa i emular les limitacions pròpies d’Internet, com els retards o les 
pèrdues de paquets.  Tot seguit estudiem diferents programes que ens permeten realitzar mesures 
per conèixer l’estat de la xarxa i analitzem amb més atenció la que hem acabat utilitzant en el nostre 
programa: l’Iperf. 
Finalment presentem diferents escenaris on analitzem el funcionament del programa. Partint de 
la descripció i l’estudi del que podríem qualificar d’escenari amb condicions ideals, hem avaluat el 
comportament de la nova versió del GridCast en diverses situacions: finalitzacions inesperades 
d’alguns peers, impacte del tràfic interferent o canvis en la topologia. Per acabar analitzant 
l’evolució del buffer RawData al llarg de la sessió, un dels elements més importants del programa. 
I en l’últim apartat s’exposen les conclusions que extraiem d’aquest projecte així com les 
millores que podríem aplicar de cara a futures versions del programa. 
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2  EL GRIDCAST 
Per la realització d’aquest projecte hem partit de l’evolució del programa d’streaming Peercast 
que es va dur a terme en un projecte anterior a aquest: “Diseño e implementación de un sistema de 
streaming Peer-To-Peer multifuente basado en Peercast”. El resultat final va ser el GridCast. 
El GridCast és una forma simple i lliure d’escoltar ràdio i veure vídeo a través d’Internet. Si 
afegim que utilitza la tecnologia P2P per permetre a qualsevol esdevenir un broadcaster sense els 
costos de l’streaming tradicional, ja tenim la definició exacta del que és el GridCast.  
Entre altres millores, respecte al seu antecessor, el GridCast incorpora la recepció multifont de 
l’stream. Amb aquesta nova característica es va aconseguir superar la limitació del programa 
original de rebre l’stream d’una sola font, i que gairebé impossibilitava la utilització del Peercast 
per la difusió de vídeo, ja que les fonts havien de tenir un ample de banda de pujada molt elevat per 
tal de poder retransmetre’l. És per aquest motiu que la principal aplicació del Peercast avui en dia és 
la difusió de ràdios per Internet, ja que per aquesta es necessiten uns amples de banda molt més 
baixos.  
En els següents punts descriurem el funcionament general del GridCast, així com també els 
elements més importants que el componen i les interaccions entre ells. 
2.1 Arquitectura del sistema 
Seguint l’evolució experimentada pels programes d’intercanvi de fitxers P2P, amb el GridCast 
hem passat d’utilitzar una arquitectura de xarxa estructurada en arbre a una arquitectura mallada 
(figura 2.1). Aquests evolució ha permès al GridCast utilitzar de manera conjunta els amples de 
banda de N usuaris que per si sols no podrien difondre el vídeo, però que en conjunt sí que són 
capaços.  
º
  
º
 
Figura 2.1. Xara P2P estructurada en arbre (esquerra) i xarxa P2P mallada (dreta) 
De la mateixa manera, continuant amb la filosofia P2P, cada usuari o peer de la xarxa té la 
capacitat de rebre un stream des de diferents peers, i a la vegada retransmetre’l a uns altres. En 
definitiva, pot actuar com a client i servidor al mateix temps. Per aquest motiu, a diferència del que 
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succeeix amb altres tipus d’arquitectures, tenim un únic client GridCast que és capaç de realitzar les 
dues funcions.  
A part dels propis usuaris, l’element més important a l’entorn GridCast és el canal, que és el 
nom utilitzat per designar el contingut multimèdia que es comparteix a la xarxa. Tot canal tindrà 
associada una font original, un usuari que anomenarem broadcaster o emissor que serà qui crearà el 
canal i serà l’única connexió física entre la xarxa de clients GridCast i l’arxiu multimèdia original.  
L’usuari que crea un canal defineix els següents paràmetres: Nom, descripció, gènere, contacte, 
bitrate (kb/s) i tipologia (MP3, WMA, RAW...). A més a més, cada canal s’identificarà amb un codi 
hexadecimal únic de 16 xifres que es calcularà a partir de l’identificador del broadcaster 
(broadcastID) i es codificarà amb els paràmetres del canal que acabem de veure: nom, gènere i 
bitrate. 
Com hem vist anteriorment, per tal de transportar un contingut multimèdia per la xarxa en 
temps real necessitem un stream, i tot i que el GridCast permet crear-ne directament a partir 
d’arxius, l’existència d’aplicacions específiques per aquesta tasca fan que sigui més habitual 
utilitzar un servidor d’streams tipus VLC [25] que no el propi programa. D’aquesta manera, la 
forma més comuna de crear un nou canal serà a partir de la sortida del servidor d’streams. Més 
endavant veurem exemples on es mostren tots els passos necessaris per crear el canal. 
L’usuari interactua amb el GridCast a través d’una interfície web bastant simple (figura 2.2). 
Una vegada inicialitzat el programa, el servidor integrat genera pàgines web a través de les quals 
podem obtenir, per exemple, informació dels canals que hem creat, les retransmissions que 
realitzem o els peers des d’on descarreguem l’stream. A més a més, el GridCast també disposa d’un 
arxiu de configuració “peercast.ini” des d’on l’usuari pot configurar diferents paràmetres del 
sistema. Aquest arxiu es carrega cada vegada que s’inicia el GridCast, i s’actualitza si ha canviat 
algun paràmetre en finalitzar la sessió.  
 
Figura 2.2 Interfície web del GridCast. 
 A part dels broadcasters, que actuen com a fonts de l’stream, necessitem altres clients que 
realitzin un dels rols més importants en qualsevol xarxa P2P: els trackers. Aquests clients seran els 
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encarregats de recollir la informació sobre els peers que estan compartint un determinat canal, i 
d’aquesta manera, quan a l’inici de la sessió ens comuniquem amb el tracker, aquest ens podrà 
facilitar una llista amb els peers que ens poden oferir el canal sol·licitat. Per tant, serà molt 
important que els trackers tinguin les seves llistes actualitzades en tot moment. 
El GridCast ha estat programat de tal manera que tots els usuaris actuïn com a trackers, ja que 
qualsevol peer pot donar a un altre la llista de nodes que coneix que comparteixen un determinat 
canal. A més a més, els peers informen al tracker quan detecten que un client es desconnecta de la 
xarxa, i d’aquesta manera la informació als trackers està actualitzada.  
A part del que hem vista fins ara, el fet de treballar amb una arquitectura P2P mallada ens 
obliga a introduir un nou concepte: el substreaming. Aquest apareix per la necessitat que tenim de 
rebre (o reenviar) un stream des de diverses fonts a la vegada, i a la pràctica es tradueix en dividir 
l’stream en N parts, que repartirem entre les fonts que tenim disponibles seguint uns determinats 
criteris. 
A la següent figura podem veure l’stream com una successió de paquets enviats des de la font. 
En el cas del GridCast, cada paquet que s’envia té un tamany de 8192 bytes. L’origen de l’stream el 
situem en el primer paquet que ha rebut el broadcaster de la font original, i el programa referencia 
internament els paquets a partir del paràmetre SP (Stream Position): el primer té l’SP 0, el segon 
8192, el tercer 16384...  
Paquet 8 Paquet 7 Paquet 6 Paquet 5 Paquet 4 Paquet 3 Paquet 2 Paquet 1
1 única font
 
Figura 2.3 Stream emès per una sola font. 
Per altra banda, quan tenim més fonts la situació es complica, ja que apareixen nous problemes 
com l’ordre d’arribada dels paquets o la distribució d’aquests entre les fonts disponibles. Si partim 
de la situació més senzilla (figura 2.4), veiem com les dues màquines que envien l’stream 
s’intercalen els paquets de manera que una font envia els parells i l’altra els imparells. En aquesta 
situació podem incorporar el concepte que hem vist de substream, i aquest correspondria al número 
de parts (N=2) en què hem dividit l’stream original. Cada un dels paquets que formen els 
substreams els anomenem chunks, i d’aquesta manera cada una de les fonts sap que ha de dividir 
l’stream sencer en 2 parts. A la primera font se li ha assignat el chunk número 0 i a la segona el 
chunk número 1.  
Així, per saber si ha d’enviar el paquet número 10, la Font 1 divideix 10 entre 2 i obté el residu 
0 (el que correspondria al seu número de chunk), i d’aquesta manera sap que l’ha d’enviar.  Mentre 
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que el paquet número 9 correspon al chunk número 1 i per això és enviat per la Font 2. Amb 
aquesta simple operació matemàtica podem generalitzar el resultat per N fonts. 
Paquet 8
Paquet 6
Paquet 5
Paquet 4
Paquet 3 Paquet 2 Paquet 1
Font 1
Font 2
Paquet 7
Paquet 10
Paquet 9
 
Figura 2.4 Stream emès des de 2 fonts. Concepte de Substream. 
Per altra banda, podríem estar interessats a rebre més paquets d’una font que d’una altra. Si per 
exemple detectéssim que una font ens pot servir els paquets a una taxa de 100 kBytes/s i l’altra 
només 50 kBytes/s. En aquest cas, seria interessant dividir l’stream en grups de 3 chunks i assignar-
ne 2 a la font ràpida, i només 1 a la més lenta.  
Una vegada vist el concepte de subStream, ens queda descriure el client estàndard de GridCast, 
que és aquell que descarrega el canal des de diferents peers (actuant com a client) i a la vegada el 
reenvia a uns altres (actuant com a servidor). Es pot donar perfectament la situació que un mateix 
usuari estigui descarregant el canal des de 2 fonts, i a la vegada estigui enviant-lo a 3 peers 
diferents. És per aquest motiu que apareix lligat estretament al concepte de subStream un nou 
element: el subcanal. Tot i que el veurem amb més detall més endavant, es tracta de l’element 
identificador dels substreams dins el sistema GridCast. 
També serà habitual que l’usuari vulgui visualitzar el vídeo o escoltar l’stream d’àudio que 
estigui descarregant des de la xarxa. Per fer-ho, el GridCast crearà un nou procés dedicat a enviar 
l’stream directament al reproductor de la nostra màquina. 
Finalment, una de les accions més importants perquè el sistema pugui funcionar és la 
retransmissió del canal. És a partir d’aquestes retransmissions que l’arquitectura P2P té sentit, i és 
per això que una vegada inicialitzat, el GridCast estarà pendent de qualsevol petició que li arribi de 
la xarxa perquè retransmeti el canal o un subcanal. Una vegada arribi la petició, es crearà un nou 
procés al sistema que s’encarregarà de servir l’stream a qui l’hagi sol·licitat. En aquest cas, 
l’enviament dels paquets es realitza amb un encapsulament PCP, que és el protocol de comunicació 
entre instàncies de GridCast.  
El número màxim de retransmissions d’un mateix canal que pot realitzar un peer és 
configurable a l’arxiu peercast.ini a través del paràmetre MAX_RELAYS, i en cas d’arribar al 
EL GRIDCAST 
- 12 - 
màxim, només podrà oferir la seva llista de peers que disposen del canal, com si es tractés d’un 
tracker. 
 Les accions bàsiques que realitzarà un usuari per connectar-se a la xarxa GridCast seran les 
següents: 
0 - Selecció del canal. 
La forma més habitual d’obtenir un canal és accedint a una pàgina web on hi hagi publicat 
un link amb l’identificador del canal, la IP i el port del tracker. La pàgina yp.peercast.org 
publica més de 40 canals i actua com unes “Pàgines Grogues” del Peercast, ja que a part del 
link ens ofereix una breu descripció de cada un d’ells amb informació addicional sobre el canal: 
una breu descripció, el número de peers que el comparteixen o el bitrate utilitzat.  
1 - Obtenció de la llista de hits. 
A l’inici de l’execució del GridCast el programa es connecta amb el tracker a través del 
protocol HTTP i aquest envia una llista amb els possibles peers (també anomenats hits) que 
poden servir el canal sol·licitat.  
2 - Selecció de peers. 
Una vegada obtinguda la llista de hits es tracta d’escollir el millor grup de peers d’entre tots 
els possibles que ens puguin subministrar el canal. Per fer-ho utilitzarem un algorisme que es 
basarà en les mesures d’ample de banda, pèrdues a la xarxa i disponibilitat del canal.  
3 - Assignació de paquets. 
L’arxiu que volem reproduir es transmet a través de la xarxa en paquets de tamany 
8Kbytes, i a l’hora, per millorar la seva distribució en una xarxa P2P agrupem aquests paquets 
en un determinat nombre de chunks que tot seguit assignem als peers que ens transmetran 
l’stream. 
4 - Adaptació a la xarxa i descàrrega. 
Per tal de millorar el funcionament del programa i adaptar-nos de la millor manera possible 
a la xarxa Internet actual, mentre realitzem la descàrrega del canal duem a terme una supervisió 
permanent de l’estat de la xarxa. Controlem la congestió dels fluxos de dades que ens arriben 
dels diferents peers i intentem adaptar en tot moment la càrrega de chunks de cada un d’ells.  
2.1.1  Esquema bàsic de funcionament. 
El GridCast és un programa amb una estructura multithread, és a dir, capaç de realitzar 
diferents accions de forma simultània. D’aquesta manera aconseguim implementar la filosofia 
EL GRIDCAST 
- 13 - 
client/servidor tant important en programes que treballen en xarxes P2P. Així per exemple, amb un 
únic programa aconseguim rebre un vídeo des de diferents fonts de la xarxa i al mateix temps 
reenviar-lo a altres peers perquè també puguin reproduir-lo.  
El número de processos de GridCast és variable i depèn de la quantitat de connexions que 
s’estableixin. Tal com veurem més endavant, tindrem un procés principal que s’encarregarà 
d’escoltar les peticions que arribin al sistema i crear els processos que ens permetin respondre a 
aquestes peticions. 
El GridCast utilitza la programació orientada a objectes, i és per això que disposem d’un seguit 
de classes que representen les diferents entitats que actuen al sistema. Tot i que en els següents 
apartats les presentarem amb més detall, tot seguit fem una breu descripció d’algunes d’elles. 
- Servent. És l’objecte de GridCast que ens permet atendre les diferents peticions que arriben 
al sistema i servir l’stream, ja sigui a una altra instància de GridCast o al reproductor. Les 
peticions poden ser internes (de la pròpia màquina) o externes. 
- Canal. És l’entitat que utilitza GridCast per gestionar el contingut multimèdia que es 
comparteix a la xarxa. El canal conté dos elements bàsics del programa: el buffer i els 
ChannelStream. El buffer és on s’emmagatzemen temporalment els paquets que arriben al 
sistema perquè puguin ser reenviats posteriorment. I els objectes ChannelStream 
s’encarreguen de gestionar el handshaking i la recepció del canal. 
- Subcanal. És l’entitat que identifica un fragment d’stream. Els subcanals es van introduir a 
la versió GridCast, i amb ells aconseguim rebre un canal des de diferents fonts o reenviar 
parts del canal a diferents peers.  
Aquesta filosofia queda molt ben reflectida gràficament a la figura 2.5, on podem observar els 
processos (threads) més importants que intervenen durant l’execució del programa.  
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Figura 2.5: Arquitectura interior d’un node GridCast 
El GridCast té una interfície gràfica basada en l’entorn web, i incorpora un servidor que genera 
pàgines a partir de les quals podem visualitzar l’estat de la sessió, comprovar l’ample de banda que 
utilitzem o veure els subcanals des d’on descarreguem l’stream, entre moltes altres funcions. Tot i 
això, l’entorn és bastant bàsic i el fet que les pàgines es recarreguin cada 5 o 10 segons pot resultar 
molest per l’usuari. Recentment s’han incorporat nous entorns gràfics per a diverses plataformes 
(Linux, Windows, Mac), però es tracta en tots els casos de versions inicials i per tant, no molt 
estables.  
2.1.1.1 Modes d’operació d’un peer GridCast. 
Tal com hem dit anteriorment, tot sistema amb una arquitectura P2P busca la descentralització 
de la xarxa. És per aquest motiu que el GridCast està dissenyat de tal manera que no siguin 
necessaris clients que centralitzin la informació en directoris. En altres aplicacions, aquests 
directoris contenen les descripcions dels canals que s’estan retransmetent, els identificadors de 
canal i a les IP’s que poden servir-lo. 
Tot i això, la versió original del Peercast incorpora un directori oficial d’aquest tipus per 
defecte: yp.peercast.org. Amb la qual cosa tota la xarxa de Peercast passa pel mateix node, i en 
definitiva el sistema de recerques es converteix en centralitzat. 
Pel que fa a la versió GridCast amb què treballem, es va optar per desconnectar els clients de 
forma permanent del directori oficial, i d’aquesta manera conservem la informació dels canals 
íntegrament entre els peers que el comparteixen.  
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Per altra banda, es va afegir l’opció que qualsevol client pogués actuar com a tracker i facilitar a 
qui li demani la llista de nodes o hits que coneix que comparteixen el canal. A més a més, quan un 
hit a qui servim l’stream surt del sistema informem al tracker per tal de què doni de baixa el hit en 
qüestió i poguem tenir d’aquesta manera les llistes de hits actualitzades.  
A la següent figura podem veure l’evolució de les llistes de hits amb l’arribada de nous clients a 
la xarxa GridCast. En primer lloc ens centrem amb l’arribada dels peers 2 i 3, després que el Peer 1 
hagi creat el canal. El primer d’ells (el Peer 2) es connecta al broadcaster i aquest li transmet el 
canal a la vegada que actualitza la seva llista de hits. En segon lloc, el Peer 3 arriba a la xarxa i 
demana el canal al Peer 2, de manera que aquest actualitza la seva llista de hits amb el nou peer, i li 
envia la seva llista.  
Peer 1
(Broadcaster)
HitList: Peer 2
Peer 2
Tracker: Peer 1
HitList: Peer 1, Peer 3
Peer 3
Tracker: Peer 2
HitList: Peer 1, Peer 2
   
Figura 2.6: Estat de les llistes de hits després de l’arribada de dos peers al sistema. 
En aquest punt podem observar una de les limitacions del programa, i és que es en aquesta 
situació al Peer 1 no li consta l’arribada del Peer 3, i per tant aquest no apareix a la seva llista de 
hits. Això és degut a què les llistes no es transmeten entre usuaris, i el Peer 2 no informa al Peer 1 
d’aquest canvi.  
Així, quan arriben a la xarxa dos nous usuaris les llistes de hits queden de la següent manera: 
Peer 1
(Broadcaster)
HitList: Peer 2, Peer 4
Peer 2
Tracker: Peer 1
HitList: Peer 1, Peer 3
Peer 3
Tracker: Peer 2
HitList: Peer 1, Peer 2, Peer 5
Peer 4
Tracker: Peer 1
HitList: Peer 1, Peer 2
Peer 5
Tracker: Peer 3
HitList: Peer 1, Peer 2, Peer 3
 
Figura 2.7: Estat de les llistes de hits després de l’arribada dels peers 4 i 5 al sistema. 
El fet de què les llistes de hits no estiguin del tot actualitzades es tradueix en què el Peer 4 
només podrà descarregar l’stream del Peer 1 o el 2, ja que no té constància de la presència del Peer 
3 ni el 5. De la mateixa manera, aquest últim tampoc té a la seva llista el Peer 4. De cara a futures 
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versions del GridCast es podria estudiar la possibilitat de què cada vegada que un peer actualitza la 
seva llista de hits informi a la resta sobre els canvis que s’han produït.  
Per altra banda, si ens centrem en l’evolució de les llistes de hits quan els peers abandonen el 
sistema la situació està més ben resolta. Ja que com hem dit anteriorment, en aquest cas els peers 
que finalitzen la seva sessió informen abans al seu tracker perquè actualitzi la llista de hits. I a més a 
més, els peers que li servien l’stream també actualitzen les seves llistes i n’informen als seus 
respectius trackers.  
A la figura 2.8 podem veure gràficament i de forma resumida els passos que es segueixen per 
tal d’establir la connexió amb un canal C. Ens situem en el Peer 1 i veiem com inicialment es 
connecta al tracker per demanar-li la llista de hits. Aquest li respon amb la llista dels dos hits que 
actualment estan compartint el canal: el Peer 1 i el Peer 2. Tot seguit l’usuari es posa en contacte 
amb cada un d’ells i estima l’ample de banda disponible per cada cas. A continuació, després 
d’aplicar l’algorisme de selecció de peers i assignació de paquets que veurem més en detall al llarg 
del punt 3 de la memòria, decideix com distribueix l’stream entre els dos peers i els hi assigna un 
determinat número de chunks a cada un. Finalment, comença a rebre el canal.  
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Figura 2.8: Fase d’establiment del canal 
2.2 Arquitectura software del peer GridCast. 
Tot seguit presentarem les diferents entitats que conformen el GridCast. Com hem vist, la 
utilització de la programació orientada a objectes ens permet identificar de manera molt clara cada 
una d’aquestes entitats bàsiques amb una classe. 
En general, tots els identificadors que s’utilitzen al GridCast són del tipus GnuID. Es tracta 
d’una classe amb mètodes per generar els identificadors, codificar-los, convertir-los a una cadena de 
text o simplement comparar-los amb d’altres. L’atribut principal és una cadena de 16 caràcters amb 
el nom id. Per tal de generar-los simplement utilitzem la funció rnd() per a cada un dels 16 caràcters 
de l’identificador. La funció rnd() s’utilitza per generar números aleatoris.  
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2.2.1  Servent. 
Es tracta d’una de les principals classes del programa, i com el seu nom indica, aquesta classe 
actua com a servidor, o dit d’una altra manera, dona resposta a les diverses peticions que arriben al 
programa tant pel que fa relació amb els altres usuaris (per exemple retransmissions del canal), com 
pel mateix usuari del programa (visualitzar l’entorn gràfic del GridCast a través d’un explorador 
web o reproduir un canal a través d’un reproductor extern). Així, d’acord a la petició que es rebi el 
GridCast crearà un nou servent que s’encarregarà de gestionar-la, i segons sigui la seva funció el 
servent serà d’una tipologia o d’una altra. Les més importants són les següents: 
- T_Server: És el servidor que es troba en el thread principal i s’encarrega d’atendre 
qualsevol petició externa o de la pròpia màquina. Aquesta instància és la que crearà noves 
instàncies servidor per atendre les diferents demandes.  
Només d’arrencar el programa es creen dues instàncies d’aquesta classe, una que escolta les 
peticions que arriben pel port 7144 i una altra que escolta les del port 7145. Aquest segon 
server es manté perquè el GridCast sigui compatible amb el servidor d’streams Shoutcast 
[15].  
- T_Relay: Aquest tipus d’instància és l’encarregada de retransmetre l’arxiu multimèdia a un 
altre peer GridCast. Les dades enviades a través d’aquest servidor s’empaqueten amb el 
protocol PCP (veure apartat 2.3).   
- T_Direct: Utilitzada per retransmetre l’arxiu multimèdia de forma directa, és a dir, sense 
empaquetar les dades. És la tipologia d’instància utilitzada per gestionar l’enviament de 
paquets al reproductor.  
A l’esquema de la figura 2.5 podem veure els tipus de servidor que acabem de definir. Al centre 
de la imatge tenim la classe tipus T_Server, que com podem observar gestiona les peticions que 
arriben a la nostra màquina. Per altra banda també podem observar un servidor T_Direct que està 
connectat directament al reproductor des del que reproduïm el vídeo, i a més a més, està relacionat 
amb el buffer de qui n’obté els paquets que volem reproduir. Finalment apareix també el servidor 
tipus T_Relay, que com el T_Direct està connectat directament al buffer per extreure’n paquets, 
però en aquest cas s’envien a través de la xarxa cap al peer que ens ha demanat el vídeo.  
A continuació presentem una versió resumida amb els elements més utilitzats de l’arxiu de 
definicions servent.h: 
class Servent 
{ 
public: 
 Servent(int); 
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 void reset(); 
bool initServer(Host &); 
void initIncoming(ClientSocket *,unsigned int); 
 
 // static funcs that do the actual work in the servent thread 
 Static THREAD_PROC serverProc(ThreadInfo *); 
 Static THREAD_PROC outgoingProc(ThreadInfo *); 
 Static THREAD_PROC incomingProc(ThreadInfo *); 
 Static THREAD_PROC pcpProc(ThreadInfo *); 
 
 // various types of handshaking are needed 
 bool handshakeStream(ChanInfo &); 
 void handshakeIncoming(); 
 void handshakeHTTP(HTTP &,bool); 
 
static void handshakeOutgoingPCP(AtomStream &,Host &,GnuID &,String &,bool,int 
*chunks, int numChunks, int numSubChannelChunks); 
static void handshakeIncomingPCP(AtomStream &,Host &,GnuID &,String &,int 
*chunks,int &,int &); 
 
 ChanInfo findChannel(char *str,ChanInfo &); 
 
 // the "mainloop" of servents  
 void processServent(); 
 void processStream(bool,ChanInfo &); 
 void processPCP(bool,bool); 
 
 void sendRawChannel(bool,bool); 
 void sendPCPChannel(); 
 void createSocket(); 
 Host getHost(); 
 bool sendPacket(ChanPacket &,GnuID &,GnuID &,GnuID &,Servent::TYPE); 
 
 void triggerTracker(char *); 
 void sendIPERF(); 
 bool checkPacketAndChunk(int pos); 
 
 TYPE type; 
 STATUS status; 
 
 static char *statusMsgs[],*typeMsgs[]; 
 GnuStream gnuStream; 
 GnuPacket pack; 
 
 GnuIDList seenIDs; 
 GnuID networkID; 
 int serventIndex; 
 
 GnuID remoteID, chanId, givID; 
 ThreadInfo thread; 
 
 char loginPassword[64];        
 ClientSocket *sock,*pushSock; 
 WLock lock; 
 
 volatile unsigned int syncPos,streamPos; 
 int servPort; 
 ChanInfo::PROTOCOL outputProtocol; 
 GnuPacketBuffer outPacketsNorm,outPacketsPri; 
 
 Servent *next; 
 
 PCPStream *pcpStream; 
  
 volatile unsigned int serventID; 
// Indica los chunks que este servent sirve 
 int chunks[10]; 
// Numero de partes de las que se encarga este servent 
 int numSubChannelChunks;  
// Número de partes en que se divide el stream  
int numChunks;  
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 int lastPosSent; 
}; 
2.2.2  Channel. 
Els canals són les entitats que utilitza el GridCast per gestionar els diferents fluxos multimèdia 
que es comparteixen a la xarxa. Cada un d’ells utilitza un canal diferent, que identifiquem amb un 
codi GnuID, i com que el que distribuïm són parts de l’stream i no l’stream sencer (només ens 
interessa el fragment que estem reproduint en aquell moment), més que compartir un vídeo el que 
realment compartim és un objecte channel.  
Els canals es creen quan un usuari comença a retransmetre un nou contingut multimèdia a la 
xarxa GridCast, i s’identifiquen amb un codi hexadecimal de 16 caràcters únic per a cada canal. 
Hem vist que l’usuari que comparteix l’stream per primera vegada i crea el canal se’l coneix com a 
broadcaster, i al tractar-se de l’únic enllaç entre el GridCast i la font original, el canal s’aturarà 
quan aquest usuari es desconnecti del sistema. És recomanable que aquest client actuï com a 
tracker, ja que com acabem de veure, el canal existeix mentre existeixi aquest node. 
Aquesta classe és la que ens permet, entre altres coses, emmagatzemar en un buffer l’stream 
que volem reproduir i tenir un control constant dels paquets que ens arriben de la xarxa. Aquest 
buffer disposa d’una classe pròpia (ChanPacketBuffer), que veurem més endavant, i l’atribut 
corresponent al buffer principal del programa s’anomena RawData. 
Uns altres elements importants de la classe són els ChannelStreams, que són els objectes 
encarregats de gestionar els streams d’entrada al GridCast. 
Així, els diferents servents que tenim al sistema (tipus Relay per les retransmissions o tipus 
Direct pel reproductor) extreuen els paquets del buffer RawData, mentre que els elements 
ChannelStream seran els qui hi introduiran els nous paquets.  
A continuació presentem de forma resumida els mètodes i atributs de la classe canal 
(channel.h). I en els següent punts analitzarem amb més detall els elements més importants que 
formen part d’aquesta classe. 
Arxiu de definicions Channel.h: 
class Channel 
{ 
public:  
 Channel(); 
 void reset(); 
 void endThread(); 
 
 void startGet(); 
 ChannelStream *createSource(int subChID); 
 int  getSubChannelChunk(int subChID,int *chunks);   
 int handshakeFetch(int subChID); 
 static THREAD_PROC stream(ThreadInfo *); 
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 void setStatus(STATUS s); 
 GnuID getID() {return info.id;} 
 int readStream(Stream &,ChannelStream *);  
 void startStream(); 
 
 XML::Node *createRelayXML(bool); 
 Void newPacket(ChanPacket &); 
 
 void getHitListFromTracker(); 
 void receiveIPERF(ChanHit &); 
 void choosingSources(); 
 
 ChanPacketBuffer rawData; 
  
 ChannelStream *sourceStream;  
 ChannelStream *sourceStreams[10];   
 
 ChanInfo info; 
 ChanHit tracker; 
 ChanHit sourceHost; 
  
 GnuID remoteID; 
 ::String  sourceURL; 
 
unsigned int streamPos;  
 unsigned int streamPosi[10];    
 
 TYPE type; 
 ChannelSource *sourceData;  
 
 ThreadInfo thread; 
 ThreadInfo threads[10]; 
  
 int  status; 
//1 sock para comunicarnos con el tracker 
 ClientSocket *trackerSock; 
 ClientSocket *sock;  
//1 sock para cada cliente al que nos conectamos 
 ClientSocket *socks[10];   
 ClientSocket *pushSock; 
 
 //Variables para almacenar información de subcanales 
 struct subChannel  
 {  
  int ID; 
  int chunks[50]; 
  ChanHit sourceHost; 
  int numSubChannelChunks; 
  int originalSource; 
  int nova_posicio; 
 }; 
// Almacena info de los subcanales 
 subChannel subChannels[10];   
// Numero de trozos en que se divide el stream 
int numChunks;    
 int numSubChannels;  
 bool del_subChannel; 
 
 Channel *next; 
 
// variable activa quan ens interessa recalcular la distribucio dels chunks 
 bool recalcula_peers[10];  
//subChID del subchannel que ha de baixar el num de chunks 
 int subCh_recalc_peers;  
// temps mig entre arribades per a cada subcanal 
 double temps_entre_arribades[10];  
// subchannel amb un menor temps_entre_arribades 
 int subCh_min_tea;    
 struct peer{ ... }; 
 struct set{ ... }; 
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 struct sol{ ... }; 
 bool comprova(set &, int); 
 void troba(sol &, set &, set &, int, int, int &, int &); 
 int suma_Rps(set); 
 double assigned_Rp(set, peer, double); 
}; 
2.2.2.1 Subcanals. 
Tal com hem vist anteriorment, en un principi els usuaris del Peercast descarregaven els arxius 
multimèdia d’una sola font, però amb la nova versió GridCast es va introduir la capacitat d’utilitzar 
diferents peers a la vegada, dividir l’stream entre aquests, i aconseguir crear d’aquesta manera una 
xarxa amb estructura grid. 
Els subcanals són els elements del programa que ens permeten identificar els fragments de 
l’stream. Així, cada una de les fonts que tinguem estarà associada a un subcanal. 
D’aquesta manera, una vegada obtinguda la informació de cada un dels subcanals es creen  els 
threads encarregats de rebre l’stream de les diverses fonts, i cada un d’ells estarà associat a un 
subcanal.  
Per exemple, quan un d’aquests threads vulgui saber quina part del canal ha de demanar a la 
seva font, haurà de consultar el vector subChannels de la classe Channel i extreure’n el número dels 
chunks associats al seu número de subcanal. 
Cada element “channel” que creem tindrà tres atributs destinats a la gestió dels subcanals:  
- NumSubChannels: El número de subcanals en què dividim el canal. 
- NumChunks: El número total de chunks en què dividim l’stream.   
- SubChannels[10]: Es tracta del vector que conté els elements del tipus subcanal que hem 
creat. Aquest vector està limitat a un màxim de 10 Subcanals.   
La informació que conté cada subcanal és la següent: 
- ID: L’identificador del subcanal. 
- Chunks[50]: Vector on guardem els números dels chunks que descarrega el subcanal. Per 
exemple, si dividim el canal en 10 chunks, podríem tenir que aquest subcanal descarregués 
els chunks 1, 3, 5 i 7. Més endavant veurem com els distribuïm entre els diferents peers. 
- SourceHost: És un atribut del tipus ChanHit que conté informació sobre el peer associat al 
subcanal. 
- NumSubChannelChunks: El número de chunks que ens transmet aquest subcanal. En 
l’exemple anterior, el valor d’aquest paràmetre seria 4. 
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- OriginalSource: Paràmetre que ens permet diferenciar un subcanal que prové de la font 
original de l’stream de la resta. 
- Nova_posicio: Posició que ocuparà el subcanal en el vector SubChannels[] una vegada 
s’hagin reordenat els elements del vector. 
2.2.2.2 Buffer (ChanPacketBuffer). 
La classe ChanPacketBuffer és la que s’encarrega d’emmagatzemar els paquets, és a dir, la que 
actua com a buffer del sistema. A més a més, també incorpora un seguit de mètodes que ens 
permeten interactuar amb ell, ja sigui escrivint nous paquets a unes posicions determinades, buscant 
un paquet en concret al buffer, llegint el de la primera posició, controlant quina ha estat l’última 
posició escrita...   
Així, l’element principal d’aquesta classe és l’array de paquets que identifiquem com a buffer. 
El número màxim de paquets que pot contenir és N, que amb el GridCast pren per defecte el valor 
de 64. Es tracta d’una classe molt important pel sistema, ja que de la mateixa manera que passa en 
qualsevol aplicació P2P en temps real depenem totalment de les condicions de la xarxa i dels altres 
usuaris, i quan rebem un vídeo des de diferents fonts els paquets ens arriben de forma totalment 
desordenada. És per això que és bàsic actuar amb rapidesa i disposar d’un bon sistema que ordeni i 
emmagatzemi els paquets de la forma més eficient possible. 
El dimensionament del buffer és un element molt important del sistema, i l’optimització 
d’aquest paràmetre serà clau pel bon funcionament del programa. El fet d’utilitzar un buffer amb 
una capacitat molt elevada ens permet ser més forts davant els retards en la recepció dels paquets, 
les redistribucions i les congestions de la xarxa, ja que el fet de disposar de més paquets al buffer 
ens incrementa el temps de reacció davant els imprevistos de  la xarxa. Aquest fet es tradueix en 
una millora de la qualitat de reproducció de l’stream, ja que el reproductor disposa de més 
informació per regenerar-lo.   
Però per altra banda, la utilització d’un buffer de més capacitat implica el consum de més 
recursos del sistema, tant pel que fa a la velocitat de processament com a la capacitat 
d’emmagatzematge. A més a més, si estem retransmetent un esdeveniment en directe, serà necessari 
introduir un retard respecte la font original molt elevat. Imaginem que tenim un buffer capaç 
d’emmagatzemar 2 minuts d’stream, si volguéssim que tots els paquets fossin útils, hauríem de 
retransmetre l’esdeveniment amb un mínim de 2 minuts de retard, i en la majoria dels casos aquests 
retards són inacceptables.  
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D’aquesta manera veiem com ens trobem en un problema d’optimització, on hem de tenir en 
compte el compromís entre qualitat en la reproducció i retard en la distribució.  
Com ja hem comentat anteriorment, cada canal disposa d’un buffer principal que anomenem 
rawData, que és comú per tots els subcanals, i que és el que conté els paquets de l’stream. Per altra 
banda, l’element ChannelStream que veurem més endavant també disposa internament d’un buffer 
que anomenem inData. 
Pel que fa als elements que interactuen amb el buffer rawData, tenim els servents que llegeixen 
els paquets per tal de reenviar-los a altres peers o al reproductor. I per altra banda, els elements 
ChannelStream que veurem més endavant i que són els que gestionen la recepció de l’stream des de 
diferents fonts, i per tant, els que escriuen paquets al buffer principal.  
A la següent figura tenim una descripció general de l’entorn GridCast, on a part d’observar la 
relació del buffer rawData amb les diferents classes Servent i Channel Stream (que veurem amb 
més detall en el següent punt), també podem observar les peticions que arriben al Servent principal 
del programa i la relació amb els diferents elements amb què interactua l’usuari.  
Usuari 
(Broadcaster)
Servent
T_SERVER
ChannelStream
RAWSTREAM
Buffer 
rawData
Servent
T_DIRECT
Reproductor
Servent
T_RELAY
WEB
Petició externa per 
retransmetre el canal
Entorn Web
Servidor 
d’streams 
(VLC)
 
Figura 2.9: Interfície web i servidor d’streams a l’entorn GridCast 
2.2.2.2.1 Escriptura als buffers. 
Per tal d’aprofundir una mica més en aquesta classe, a continuació presentem alguns dels 
atributs més importants que intervenen en l’escriptura als buffers, amb una breu explicació sobre la 
funció o utilitat de cada un d’ells.  
Hem dividit els atributs en dues categories. En primer lloc tenim els que fan referència a un 
índex o posició dins el buffer, és per això que en aquest cas els valors que van prenent els atributs 
se’ls aplica l’operació mòdul N, on N és la capacitat que hem assignat al buffer (en el nostre cas el 
programa ve per defecte amb N=64, és a dir, que com a màxim pot contenir 64 paquets). 
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- lastWritePos: Posició al buffer de l’últim paquet escrit.  
- firstPos: Posició al buffer del primer paquet consecutiu que disposem. 
- lastPos: Posició al buffer de l’últim paquet consecutiu que disposem.  
- writePosi[subchID]: Posició al buffer on escriurem el següent paquet provinent d’un 
subcanal determinat. 
- nextSendPos[subchID]: Posició al buffer del següent paquet que hem d’enviar a un 
subcanal determinat. 
En segon lloc tenim les variables que fan referència a la posició d’un paquet dins l’stream. En 
aquest cas ens interessa dividir aquests valors per 8192 (que són el número de bytes que conté cada 
paquet), i així sabem el número que li correspon des de l’origen de l’stream. Mentre que el 
lastWrittenPackPos és efectivament un atribut de la classe ChanPacketBuffer, el pos és un atribut de 
la classe ChanPacket i l’streamPos de la classe Channel.  
- lastWrittenPackPos: Posició de l’últim paquet que hem escrit al buffer.  
- Pack.pos: Correspon a la posició dins l’stream del paquet que vull escriure.  
- streamPos: Posició actual del canal des de l’origen. 
Per tal de veure d’una forma més gràfica el que signifiquen alguns d’aquests valors, a la 
següent figura es mostra l’evolució del buffer rawData amb l’arribada de 3 nous paquets al sistema.  
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Figura 2.10: Evolució del buffer rawData amb l'arribada de nous paquets 
 
 En qualsevol cas, la posició on situem els paquets dins el buffer ens ve determinada per la 
següent fórmula:  
 64 mòdul 8192]nPackPos)/lastWritte -(pack.pos  Pos[lastWrite                      (2.1) 
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Seguint amb l’exemple de la figura anterior, si apliquem la fórmula tindrem que el paquet 83 el 
situarem a la posició 19: 
  19  64 mòdul 8192] / 655360) - (679936  [16                                      (2.2) 
Definició de la classe ChannelPacketBuffer: 
class ChanPacketBuffer  
{ 
public: 
 enum { 
  MAX_PACKETS = 64, 
  NUM_SAFEPACKETS = 56 
 }; 
 
 int copyFrom(ChanPacketBuffer &,unsigned in); 
 
 bool writePacket(ChanPacket &, bool, int ); 
 bool  writePackety(ChanPacket &, bool); 
 void readPacket(ChanPacket &); 
 
 bool willSkip(int subChID); 
 bool willSkipy(); 
 
 int numPending(); 
 unsigned int getLatestPos(); 
 unsigned int getOldestPos(); 
 unsigned int findOldestPos(unsigned int); 
 bool  findPacket(unsigned int,ChanPacket &); 
 bool  findPacketToSendToPeer(unsigned int,ChanPacket &,int serventID); 
 unsigned int getStreamPos(unsigned int); 
 unsigned int getStreamPosEnd(unsigned int); 
 unsigned int getLastSync(); 
 unsigned int  getSlowerServent(); 
 
 ChanPacket packets[MAX_PACKETS]; 
 volatile unsigned int lastPos,firstPos,safePos; 
 volatile unsigned int readPos,writePos; 
 volatile unsigned int readPosi[10]; 
 volatile unsigned int writePosi[10]; 
 volatile unsigned int nextSendPos[10]; 
 volatile unsigned int searchPlayablePos; 
 unsigned int accept; 
 unsigned int lastWriteTime; 
 volatile unsigned int lastWritePos; 
 volatile unsigned int lastWrittenPackPos; 
 volatile int lastAskedPos; 
 volatile int lastSentPos; 
 
 // En este LOG se informa de como se escribe en el buffer rawData   
 FILE *rawLOG;     
// En este LOG se informa de como se buscan paquetes que se envian a otro peer 
 FILE *raw2LOG;  
// En este LOG se informa de como se buscan los paquetes que se envian al player   
 FILE *raw3LOG;    
 
 int questions; 
 WLock lock; 
}; 
2.2.2.3 Channel Stream. 
Com ja hem comentat anteriorment, amb la classe ChannelStream aconseguim controlar el que 
seria l’entrada al sistema de nous paquets. Cada objecte d’aquesta classe estarà associat a una font i 
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serà creat pel Servent principal del programa per governar el thread que s’encarregui de la recepció 
d’un canal o subcanal.  
És per això que disposem de diferents subclasses de ChannelStream adequades a cada font: 
- PCPStream. És la tipologia més comuna i s’utilitza quan els paquets provenen d’una altra 
instància de GridCast. En aquest cas els paquets ens arriben codificats amb el protocol PCP, 
que veurem més endavant a l’apartat 2.3, i per aquest motiu abans de ser introduïts al buffer 
rawData del canal necessiten un processament previ. 
- RAWStream. S’utilitza quan el flux prové directament d’un servidor d’streams, i en aquest 
cas no es realitza cap tipus de processament sobre els paquets ja que aquests no incorporen 
cap tipus de capçalera. A mesura que van arribant, els paquets s’escriuen directament al 
buffer rawData. 
- MP3Stream, MMSStream, NSVStream, WMAStream... Cada una d’aquestes subclasses 
s’utilitza segons el codec multimèdia amb què ha estat comprimit l’stream. Per posar alguns 
exemples tenim l’MP3, el Microsoft Media Server, el Nullsoft Streaming Video o el 
Windows Media Audio entre d’altres.  
Tal com podem veure a la figura 2.11, la clase PCPStream disposa d’un objecte 
ChanPacketBuffer “intern” (inData) que actua com a buffer i és on es dipositen en primera instància 
els paquets que arriben al canal provinents de la font. L’objectiu d’aquest buffer no és altre que el 
de passar una selecció dels paquets que ens arriben, i enviar al buffer principal del canal (rawData) 
només els paquets que contenen informació multimèdia.  
És important veure que el sistema disposarà de tants elements PCPStream com subcanals 
tinguem. Així  per exemple, en cas de descarregar el canal des de 3 fonts diferents, disposarem de 3 
objectes PCPStream independents, cada un d’ells amb el seu buffer intern i que escriuran de forma 
paral·lela al buffer rawData del GridCast.  
EL GRIDCAST 
- 28 - 
1255
1254
Reproductor
Servent
T_DIRECT
Servent
T_RELAY
ChannelStream
PCPSTREAM
Paquets 
provinents 
d’un altre hit
1263
1262
---
---
1259
1258
---
1256
---
---
1265
1264
rawData
1258
1252
1264
1253
1262
1255
1254
1249
1250
1255
1242
1265
1259
1263
inData
Paquets cap al 
hit que ens els 
ha demanat
N
 
Figura 2.11: Relació del ChannelStream amb el buffer rawData 
  
A continuació presentem els arxius de definició de les classes ChannelStream i PCPStream. La 
primera perquè es tracta de la superclasse a partir de la qual es creen la resta de subclasses, i la 
segona pel fet de tractar-se de la subclasse utilitzada més freqüentment i presentar unes 
característiques més particulars a l’utilitzar el protocol PCP. 
- ChannelStream.h: 
class ChannelStream 
{ 
public: 
ChannelStream(): numListeners(0), numRelays(0), isPlaying(false), fwState(0),  
lastUpdate(0) {} 
 
 void updateStatus(Channel *); 
 bool getStatus(Channel *,ChanPacket &); 
 
 virtual void kill() {} 
 virtual bool sendPacket(ChanPacket &,GnuID &) {return false;} 
 virtual void flush(Stream &) {} 
 virtual void readHeader(Stream &,Channel *)=0; 
 virtual int  readPacket(Stream &,Channel *)=0; 
 virtual void readEnd(Stream &,Channel *)=0; 
 
 void readRaw(Stream &,Channel *); 
 
 int numRelays; 
 int numListeners; 
 bool isPlaying; 
 int fwState; 
 unsigned int lastUpdate; 
  
 int subChID; 
 FILE *packetLOG; 
}; 
- PCPStream.h: 
class PCPStream : public ChannelStream 
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{ 
public: 
 PCPStream(GnuID &rid)  
 void init(GnuID &); 
 
 virtual bool sendPacket(ChanPacket &,GnuID &); 
 virtual void flush(Stream &); 
 virtual void readHeader(Stream &,Channel *); 
 virtual int readPacket(Stream &,Channel *); 
 virtual void readEnd(Stream &,Channel *); 
 
 int readPacket(Stream &,BroadcastState &); 
 void flushOutput(Stream &in,BroadcastState &); 
 static void readVersion(Stream &); 
 
 int procAtom(AtomStream &,ID4,int,int,BroadcastState &); 
 int readAtom(AtomStream &,BroadcastState &); 
 void readChanAtoms(AtomStream &,int,BroadcastState &); 
 void readHostAtoms(AtomStream &, int, BroadcastState &); 
 void readPushAtoms(AtomStream &, int,BroadcastState &); 
 
 void readPktAtoms(Channel *,AtomStream &,int,BroadcastState &); 
 void readRootAtoms(AtomStream &, int,BroadcastState &); 
 
 int readBroadcastAtoms(AtomStream &,int,BroadcastState &); 
 
 ChanPacketBuffer inData,outData; 
 unsigned int lastPacketTime; 
 unsigned int nextRootPacket; 
 
 //int error; 
 GnuIDList routeList; 
 GnuID remoteID; 
}; 
 
2.2.3  ChanHit.  
Aquesta classe conté informació diversa sobre els hits, que és el nom que s’utilitza amb 
GridCast per designar els diferents usuaris que comparteixen un canal. Tindrem un ChanHit per 
cada peer que ens pugui transmetre l’arxiu multimèdia que ens interessa, i d’aquesta manera si en 
algun moment perdem la connexió amb algun peer que ens està enviant el canal podem connectar-
nos immediatament a un altre hit que també ens el pugui proporcionar. Alguns dels atributs més 
importants dels hits són la seva IP, els identificadors GnuID tant de la sessió del hit com del canal 
compartit, el throughput disponible que tenim amb aquest hit, la seva disponibilitat o les pèrdues de 
l’enllaç entre nosaltres i ell.  
Definició de la classe ChanHit:  
class ChanHit 
{ 
public: 
 void init(); 
void initLocal(int numl,int numr,int nums,int uptm,bool,unsigned int,unsigned                                     
int); 
 XML::Node *createXML(); 
 void writeAtoms(AtomStream &,GnuID &); 
 bool writeVariable(Stream &, const String &); 
 void pickNearestIP(Host &); 
 
 Host host; 
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 Host rhost[2]; 
 unsigned int numListeners,numRelays,numHops; 
 unsigned int time,upTime,lastContact; 
 unsigned int hitID; 
 GnuID sessionID,chanID; 
 unsigned int version; 
 unsigned int oldestPos,newestPos; 
 unsigned int numTries; 
//indica el throughput descendente con ese hit 
 unsigned int throughput;     
//indica el orden dentro de la lista en funcion del throughput 
 unsigned int order;       
 bool trackerIsPeer; 
 
 bool firewalled:1,stable:1,tracker:1,recv:1,yp:1,dead:1,direct:1,relay:1,cin:1; 
 
// Peer maximum sending rate. 
 unsigned int Rp;  
// Peer availability.  
double Ap;  
// Expected Loss Rate between peers.  
 double Lp_r;  
// Indica el numero de chunks que descarga este peer. 
 int num_peer_chunks;  
 
 ChanHit *next; 
}; 
2.2.4  Channel Hit List. 
Aquesta classe la utilitzem per gestionar els hits que tenim a cada canal. Ens permet realitzar 
operacions bàsiques com són la d’afegir un nou hit, esborrar-ne d’existents, obtenir el número de 
hits que tenim fins el moment... En definitiva, les operacions característiques de les llistes més 
alguna de personalitzada. Els elements que forment la llista són els ChanHit que acabem de veure.  
Cada canal té associada una llista de hits, tot i que aquesta no es troba dins la classe canal, sinó 
que forma part del gestor de canals ChanMgr que veurem a continuació.  
Definició de la classe ChanHitList: 
class ChanHitList 
{ 
public: 
 ChanHitList(); 
 ~ChanHitList(); 
 
 int contactTrackers(bool,int,int,int); 
 
 ChanHit *addHit(ChanHit &); 
 void delHit(ChanHit &); 
 void deadHit(ChanHit &); 
 int numHits(); 
 int numListeners(); 
 int numNoTrackerHits(); 
 int numRelays(); 
 int numFirewalled(); 
 int numTrackers(); 
 int closestHit(); 
 int furthestHit(); 
 unsigned int newestHit(); 
 
 int pickHits(ChanHitSearch &); 
 
 bool isUsed() {return used;} 
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 int clearDeadHits(unsigned int,bool); 
 XML::Node *createXML(bool addHits = true); 
 
 ChanHit *deleteHit(ChanHit *); 
 
 int getTotalListeners(); 
 int getTotalRelays(); 
 int getTotalFirewalled(); 
 
 bool trackerIsPeer; 
 bool used; 
 ChanInfo info; 
 ChanHit  *hit; 
 unsigned int lastHitTime; 
 ChanHitList  *next; 
 void printHitList(); 
}; 
2.2.5  ServMgr i ChanMgr. 
Tant els canals com els servents necessiten algun element que es trobi “per sobre” d’ells i que 
permeti controlar i gestionar les diferents classes d’'aquest tipus que anem creant. És per aquest 
motiu que a l’inici de l’execució del GridCast es crea una classe ServMgr per gestionar els servents, 
i una classe ChanMgr per gestionar els canals.  
Alguns elements interessants del ServMgr són el mètode loadsettings() que ens permet carregar 
la configuració inicial del programa a partir del fitxer peercast.ini, o els mètodes que ens permeten 
controlar que no sobrepassem el número màxim de servents de tipus relay o direct que hem definit a 
l’inici de l’execució.  
Tot seguit presentem l’arxiu de definició de la classe: 
class ServMgr 
{ 
public: 
 ServMgr(); 
 
 bool start(); 
 
 Servent *findServent(unsigned int,unsigned short,GnuID &); 
 Servent *findOldestServent(Servent::TYPE,bool); 
 
 Static THREAD_PROC serverProc(ThreadInfo *); 
 Static THREAD_PROC clientProc(ThreadInfo *); 
 Static THREAD_PROC trackerProc(ThreadInfo *); 
 Static THREAD_PROC idleProc(ThreadInfo *); 
 
 void addHost(Host &,ServHost::TYPE,unsigned int); 
 int getNewestServents(Host *,int, Host &); 
 ServHost getOutgoingServent(GnuID &); 
 
 void setMaxRelays(int); 
 void saveSettings(const char *); 
 void loadSettings(const char *); 
 int findChannel(ChanInfo &); 
 bool getChannel(char *,ChanInfo &,bool); 
 void  writeRootAtoms(AtomStream &,bool); 
 
 static ThreadInfo serverThread,idleThread; 
 
 Servent *servents; 
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 unsigned int maxBitrateOut,maxControl,maxRelays,maxDirect; 
 unsigned int minGnuIncoming,maxGnuIncoming; 
 unsigned int maxServIn; 
 
 bool isDisabled; 
 bool isRoot; 
 int totalStreams; 
 
 Host serverHost; 
 String  rootHost; 
 
 GnuID networkID; 
 GnuID sessionID; 
 char htmlPath[128]; 
 
 int serventNum; 
 volatile int serventID[10]; 
 GnuID currentHitId; 
 
 int peerRo; 
 int canvi_peer_chunks; 
 int canvi_peer_index; 
 String canvi_peer_chunks_ip[10]; 
}; 
Pel que fa al ChanMgr tenim diferents mètodes relacionats amb la creació o la destrucció dels 
canals, i d’altres per afegir o esborrar elements de les llistes de hits de cada un d’ells. A part tenim 
alguns atributs importants, com veurem més endavant, que estan relacionats amb la selecció de 
peers, la distribució dels chunks o la reassignació de paquets.    
L’arxiu de definició de la classe chanMgr.h és el següent: 
class ChanMgr 
{ 
public: 
 ChanMgr(); 
 
 Channel *deleteChannel(Channel *); 
 Channel *createChannel(ChanInfo &,const char *); 
 Channel *findChannelByName(const char *); 
 
 void broadcastTrackerSettings(); 
 int numChannels(); 
 void closeOldestIdle(); 
 void closeAll(); 
 void quit(); 
 
 void addHit(Host &,GnuID &,bool); 
 ChanHit *addHit(ChanHit &); 
 void delHit(ChanHit &); 
 void deadHit(ChanHit &); 
 
 ChanHitList *findHitList(ChanInfo &); 
 
 Channel  *createRelay(ChanInfo &,bool); 
 Channel *findAndRelay(ChanInfo &); 
 
 Channel *channel; 
 ChanHitList *hitlist; 
 
 GnuID broadcastID; 
 
 int maxRelaysPerChannel; 
 
 //Maxim sending rate 1 peer esta disposat a contribuir. 
 int peerRp;    
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//Limit inferior que el sistema imposa als peerRp. 
int  minRp;   
//Limits de sending rate. Rl = alfa_u * R0, Ru = alfa_l*R0  
double Ro, Rl, Ru;  
 
 unsigned int DELTA;  
 double FACTOR_SEP_PAQUETS;  
 unsigned int MARGE_RETARD_SEP_PAQUETS;    
 unsigned int TAMANY_BUFFER_SEP_PAQUETS;  
 unsigned int arribadesTimeout;    
}; 
2.3 PCP (Packet Chain Protocol). 
Es tracta del protocol que utilitza GridCast per tal de comunicar dues instàncies del programa. 
Un dels principals avantatges d’utilitzar aquest protocol és que podem enviar informació de control 
entre processos GridCast a través del flux de dades multimèdia pel que es transmet el vídeo, i 
d’aquesta manera ens estalviem la creació d’un nou canal de comunicacions entre les dues 
màquines.  
Com el seu nom indica, el punt fort d’aquest protocol és la capacitat d’encadenar missatges. Per 
fer-ho utilitza una jerarquia de paquets on el primer missatge que es rep identifica la tipologia del 
grup de missatges que venen a continuació i el número de paquets que s’enviaran. A aquests tipus 
de missatges els anomenarem paquets pare.  
Per exemple tenim els següents tipus de paquets pare: 
- PCP_HELO: Grup de paquets de handshaking. 
- PCP_CHAN: Grup de paquets relacionats amb informació del canal. 
- Altres grups utilitzats: PCP_ROOT, PCP_HOST, PCP_GET, PCP_BCST, PCP_PUSH... 
Un altre aspecte important d’aquest protocol és la possibilitat que ens ofereix d’encadenar 
diferents grups de missatges, de manera que podem introduir un paquet pare entre els missatges 
esperats d’un determinat grup i començar així un nou subgrup dins el primer.  
Així, per cada família de paquets existeixen diferents missatges que també poden actuar com a 
paquets pare. Pel que fa al grup PCP_CHAN trobem els següents: 
- PCP_CHAN_PKT: Grup de paquets amb informació específica de l’stream: Tipus de 
paquet, posició, capçalera... 
- PCP_CHAN_INFO: Grup de paquets amb informació relativa al canal: Tipus de canal, 
URL, nom, Bitrate... 
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Per tal d’entendre més clarament el funcionament del protocol veurem un exemple on dues 
instàncies de GridCast s’intercanvien missatges de handshaking per definir els chunks que s’han 
d’enviar. Abans però, presentem una breu descripció dels missatges que s’utilitzen a l’exemple: 
- PCP_HELO_AGENT --> Utilitzat durant el handshaking del canal, ens transmet informació 
sobre el client que utilitzem. D’aquesta manera s’aconsegueix determinar la compatibilitat 
entre els usuaris.  
- PCP_HELO_VERSION --> Informació sobre la versió del Peercast (per exemple 1214). 
- PCP_HELO_SESSIONID --> Número de la sessió. 
- PCP_HELO_REMOTEIP --> Informem al destinatari sobre la nostra IP, i és útil en el cas de 
passar a través d’algun traductor d’adreces a la xarxa (NAT). 
- PCP_HELO_PORT --> Informació sobre el port que utilitza GridCast per enviar l’stream. 
- PCP_HELO_NUMP --> Número de parts en  total de chunks en què dividim l’stream. 
- PCP_HELO_SUBC --> Grup de paquets corresponent als chunks que un determinat 
subcanal ens ha d’enviar.  
- PCP_HELO_CNUM --> Pertany al grup de paquets SUBC, i defineix quins són els chunks 
que ens ha d’enviar un determinat hit en el cas de què siguem els receptors de l’stream, o 
quins són els que hem de retransmetre en cas de ser els emissors. Tindrem tants paquets 
d’aquest tipus com chunks haguem indicat amb el paquet pare PCP_HELO_SUBC.  
 La màquina que vol obtenir el canal divideix l’stream en quatre chunks, i en demana dos (l’1 i 
el 3) al corresponent hit amb el següent missatge: 
PCP_HELO 5
PCP_HELO_
AGENT
PeerCast/0.1214
PCP_HELO_
VERSION
1214
PCP_HELO_
SESSIONID
0049CF6EA0FFB...
PCP_HELO_
SUBC
2
PCP_HELO_
CNUM
1
PCP_HELO_
CNUM
3
PCP_HELO_
NUMP
4
 
Figura 2.12: Missatge PCP de handshaking per la petició d’uns determinats chunks 
 El hit respon a la petició amb 5 paquets de control, entre ells la seva IP i el port a través del 
qual el GridCast enviarà l’stream. 
PCP_OLEH 5
PCP_HELO_
REMOTEIP
IP
PCP_HELO_
PORT
Port
PCP_HELO_
AGENT
PeerCast/0.1214
PCP_HELO_
VERSION
1214
PCP_HELO_
SESSIONID
206FFD6EA02CB...
 
Figura 2.13: Missatge PCP de resposta a una petició de handshaking 
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Amb l’exemple anterior podem veure perfectament com el PCP ens permet encadenar 
missatges, de manera que dins el grup de 5 missatges de control HELO (paquets blaus) hem 
introduït un nou grup de 2 missatges tipus SUBC (paquets verds). 
A l’apartat 7.4 dels Annexes hem col·locat un llistat amb tots els missatges que ens ofereix el 
protocol PCP per comunicar-nos entre instàncies del GridCast.  
Per altra banda, a la figura 2.14 podem veure l’intercanvi de missatges PCP que es du a terme 
durant el handshaking del canal i el posterior enviament de l’stream: 
-  El Peer 1 ha obtingut la llista de hits del tracker a través del protocol http, i com que el 
propi tracker era l’únic de la llista, s’inicia el handshaking del canal per tal de descarregar el 
canal íntegrament d’ell. 
-  El tracker respon a la petició amb un seguit de missatges de handshake i tot seguit un grup 
de missatges amb la informació del canal compartit (PCP_CHAN). 
- Finalment el tracker comença a enviar grups de missatges corresponents al propi stream 
(PCP_CHAN_PKT). 
- Més tard el Peer 2 inicia una nova sessió, i després de demanar la llista de hits al tracker, 
demana el canal íntegrament a l’únic hit que hi apareix a part del tracker: el Peer 1.  
- Igual que ha fet el tracker en el cas interior, el Peer 1 comença a enviar els missatges 
corresponents al handshaking, la informació del canal i seguidament els paquets de l’stream. 
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 PCP_HELO  
    PCP_HELO_AGENT
    PCP_HELO_VERSION
    PCP_HELO_SESSIONID
    PCP_HELO_SUBC
       PCP_HELO_CNUM
    PCP_HELO_NUMP
    PCP_HELO_PORT
    PCP_HELO_PING
PCP_OLEH
    PCP_HELO_AGENT
    PCP_HELO_SESSIONID
    PCP_HELO_VERSION
    PCP_HELO_REMOTEIP
    PCP_HELO_PORT
PCP_OK
PCP_OK
PCP_CHAN
   PCP_CHAN_ID
   PCP_CHAN_INFO
      PCP_CHAN_INFO_NAME
      PCP_CHAN_INFO_BITRATE
      PCP_CHAN_INFO_GENRE
      PCP_CHAN_INFO_URL
      PCP_CHAN_INFO_DESC
      PCP_CHAN_INFO_COMMENT
      PCP_CHAN_INFO_TYPE
   PCP_CHAN_TRACK
     PCP_CHAN_TRACK_TITLE
     PCP_CHAN_TRACK_CREATOR
     PCP_CHAN_TRACK_URL
     PCP_CHAN_TRACK_ALBUM
   PCP_CHAN_PKT
     PCP_CHAN_PKT_TYPE
     PCP_CHAN_PKT_POS
     PCP_CHAN_PKT_DATA
PCP_CHAN
  PCP_CHAN_ID
  PCP_CHAN_PKT
    PCP_CHAN_PKT_TYPE
    PCP_CHAN_PKT_POS
    PCP_CHAN_PKT_DATA
PCP_CHAN
  PCP_CHAN_ID
  PCP_CHAN_PKT
    PCP_CHAN_PKT_TYPE
    PCP_CHAN_PKT_POS
    PCP_CHAN_PKT_DATA
PCP_HELO
  PCP_HELO_AGENT
  PCP_HELO_VERSION
  PCP_HELO_SESSIONID
  PCP_HELO_SUBC
     PCP_HELO_CNUM
  PCP_HELO_NUMP
  PCP_HELO_PORT
  PCP_HELO_PING
PCP_OLEH
  PCP_HELO_AGENT
  PCP_HELO_SESSIONID
  PCP_HELO_VERSION
  PCP_HELO_REMOTEIP
  PCP_HELO_PORT
PCP_OK
PCP_OKPCP_CHAN
   PCP_CHAN_ID
   PCP_CHAN_INFO
      PCP_CHAN_INFO_NAME
      PCP_CHAN_INFO_BITRATE
      PCP_CHAN_INFO_GENRE
      PCP_CHAN_INFO_URL
      PCP_CHAN_INFO_DESC
      PCP_CHAN_INFO_COMMENT
      PCP_CHAN_INFO_TYPE
   PCP_CHAN_TRACK
     PCP_CHAN_TRACK_TITLE
     PCP_CHAN_TRACK_CREATOR
     PCP_CHAN_TRACK_URL
     PCP_CHAN_TRACK_ALBUM
   PCP_CHAN_PKT
     PCP_CHAN_PKT_TYPE
     PCP_CHAN_PKT_POS
     PCP_CHAN_PKT_DATA
PCP_CHAN
  PCP_CHAN_ID
  PCP_CHAN_PKT
    PCP_CHAN_PKT_TYPE
    PCP_CHAN_PKT_POS
    PCP_CHAN_PKT_DATA
PCP_CHAN
  PCP_CHAN_ID
  PCP_CHAN_PKT
    PCP_CHAN_PKT_TYPE
    PCP_CHAN_PKT_POS
    PCP_CHAN_PKT_DATA
Tracker Peer 1 Peer 2
 
Figura 2.14: Intercanvi de missatges PCP entre un tracker i dos peers 
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3  ALGORISME SELECCIÓ DE PEERS I ASSIGNACIÓ DE 
PAQUETS 
En aquest punt ens centrem en els algorismes utilitzats per la selecció dels millors peers entre 
els disponibles i la posterior distribució de càrrega entre els escollits. Per fer-ho necessitem partir de 
les definicions d’alguns paràmetres importants i que no han aparegut fins ara, i tot seguit 
analitzarem com obtenim aquests paràmetres.  
També veurem com el programa aconsegueix adaptar-se en tot moment a les condicions de la 
xarxa, i com du a terme la redistribució de la càrrega en cas de ser necessària. Aquests dos factors 
són molt importants en l’streaming de vídeo, ja que a diferència d’altres sistemes com els 
d’intercanvi d’arxius P2P, disminuir la capacitat de l’enllaç durant uns segons (i ja no parlem de 
minuts) implica l’aturada en la reproducció de l’stream, i si es tracta d’esdeveniments en directe, 
perdre la connexió en determinats moments pot resultar crític per gran part de l’audiència. 
3.1 Definicions 
Abans d’entrar a analitzar amb més profunditat el funcionament del GridCast és interessant 
definir alguns dels paràmetres bàsics utilitzats durant l’execució d’aquest. En alguns casos són 
configurables a través de l’arxiu peercast.ini, i en d’altres casos es tracta de paràmetres que 
s’obtenen a partir de mesures realitzades durant la sessió. 
Rp (bps): És el màxim sending rate amb què un peer pot o està disposat a contribuir en 
qualsevol moment de la sessió.  
A_BW (bps): Ample de banda disponible en el camí entre la nostra màquina i la del peer que 
ens ha de passar una part del vídeo (mesurat amb l’IPERF). 
Lp_r (en percentatge): Pèrdua esperada de paquets en el camí entre la nostra màquina i la del 
peer que ens ha de passar una part del vídeo (mesurat amb l’IPERF). 
Ap (Peer Availability): Probabilitat que un peer estigui disponible en un determinat moment. 
minRp (bps): És el mínim ample de banda que el programa imposarà als nous peers per tal de 
què puguin ser considerats possibles hits i contribuir d’aquesta manera a la descàrrega del vídeo. 
D’aquesta manera limitem el nombre màxim de peers requerits per servir un stream, i alhora 
limitem el nombre de connexions actives que l’usuari haurà de mantenir. El valor que tenim per 
defecte al peercast.ini és 100 kbps. 
delta: Número de chunks en què dividim l’stream per tal d’operar per grups amb els subcanals. 
Tal com hem vist anteriorment, per transferir l’arxiu de vídeo el GridCast utilitza paquets de 8192 
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bytes, i per optimitzar la descàrrega entre varis usuaris els distribuïm en grups de delta paquets o 
chunks.  
Rl i Ru (bps): Valors que ens delimiten (Rl inferiorment i Ru superiorment) el sending rate 
total que ens ha d’aportar un determinat conjunt de peers. Els valors que tenim per defecte al 
peercast.ini són Rl = 100 kbps i Ru = 2 Mbps. 
3.2 Obtenció dels paràmetres 
Una vegada hem rebut del tracker la llista de possibles hits que ens poden servir l’stream ens 
interessa calcular quin és el grup que ens permetrà descarregar-lo en les millors condicions per 
nosaltres i per la xarxa. És per això que necessitem conèixer alguns paràmetres que ens relacionin la 
nostra màquina amb cada un dels hits i ens ajudin a l’hora de fer la tria.  
En primer lloc obtindrem el paràmetre peerRp de totes les possibles fonts, que com hem vist a 
l’apartat anterior, es tracta del màxim sending rate amb qùe l’usuari està disposat a contribuir. 
Aquest valor ha estat introduït pel mateix usuari a l’arxiu de configuració peercast.ini. Tal com 
podem veure a la fingura 3.1, com que encara no hem establert cap tipus de connexió amb els hits 
en qüestió, ens comuniquem amb aquests a través de sockets i realitzem la petició que serà atesa pel 
Servent principal de cada un dels hits.  
El mètode dels sockets, utilitzat en el GridCast per establir la connexió entre usuaris, està 
completament implementat a l’entorn c++, i amb ell aconseguim crear una comunicació entre 
màquines que en utilitzar el protocol TCP ens garanteix el següent: 
- Transmissió de les dades sense errors ni omissions. 
- Tots els paquets arriben al destí en el mateix ordre en què han estat transmesos.  
En segon lloc calcularem el throughput i les pèrdues de l’enllaç amb cada un dels hits. Per fer-
ho utilitzarem la versió modificada de l’Iperf que, com veurem més endavant al punt 4.3, s’adapta 
bastant bé a les necessitats del GridCast. 
El procés bàsic que es du a terme queda resumit en el següent diagrama, on per una banda 
observem el fil d’execució corresponent a l’usuari que demana els chunks als hits, i per altra banda 
podem veure el comportament d’un d’aquests hits.  
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Creem i obrim 
nou socket
Enviem pel socket 
“GET /peerRp”
Escoltem pel 
socket
Guardem el 
peerRp del hit
Creem una pipe i 
fem un fork()
Creem i obrim 
nou socket
Redireccionem 
stdout a la pipe
Enviem pel socket 
“GET /throughput”
Executem Iperf 
en mode servidor
Llegim per la pipe el 
throughput i les pèrdues
Iperf envia resultats 
per la pipe
Creem pipe i fem fork()
Queden 
més hits?
Redireccionem 
stdout a la pipe
Esperem finalització 
procés fill
Executem iperf 
en mode client
Enviem el nostre 
peerRp
Rebem petició 
“GET /peerRp”
Rebem petició “GET /
throughput”
Sendiperf()
Servent escolta 
peticions http
Pare Fill
Pare Fill
Si
Procés Selecció de 
Peers
No
Fi
Fi
Fi
Client (Usuari) Hit i (i=1..N)
 
Figura 3.1: Procés d’obtenció dels paràmetres peerRp, ample de banda disponible i pèrdues a l’enllaç entre peers 
Un mètode bastant comú a l’hora d’executar aplicacions dins d’una altra aplicació és el 
d’utilitzar la crida al sistema fork(), amb el qual creem un nou procés idèntic a l’original i que 
realitza una sèrie d’accions en paral·lel a aquest. En general utilitzem una pipe per comunicar-nos 
entre els dos processos, i d’aquesta manera aconseguim tenir un mitjà de comunicació 
unidireccional de tal forma que un procés escriu des d’una banda de la pipe els resultats, i l’altre 
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procés els escolta des de l’altra banda. Podem entendre les pipes com simples “canonades” on el 
que enviem per una banda surt i és escoltat per l’altra.  
La versió de l’Iperf que utilitzem ha estat modificada per tal d’adaptar-se a les nostres 
necessitats. D’aquesta manera s’ha aconseguit que al treballar en mode UDP es transmetin per la 
sortida estàndard, després d’haver realitzat els càlculs corresponents, el throughput mesurat (en 
Bits/s) i les pèrdues de l’enllaç (en percentatge). Aquests dos paràmetres seran llegits a través de la 
pipe per la classe channel, i seran bàsics a l’hora de seleccionar els millors peers per la sessió.  
Tot seguit podem veure aquestes modificacions al mètode reporter_printstats(Transfer_Info 
*stats) que utilitza l’Iperf per calcular i mostrar els resultats, que pertany a la classe 
ReportDefault.c: 
 
L’objectiu del projecte no és entrar en detall en el funcionament del programa Iperf, en tot cas 
en negreta hem marcat les línies que s’han modificat del codi. Destacar que amb aquestes 
modificacions aconseguim enviar per la sortida estàndard del programa tant el throughput mesurat 
com la taxa de pèrdua de paquets.  
Per altra banda, a la següent pàgina podem veure el “diàleg” que es produeix entre dos peers 
que inicien, en primer lloc, el procés d’obtenció del canal, i tot seguit la resta de paràmetres:  
 
 
void reporter_printstats(Transfer_Info *stats) { 
 double outputRate_d;  
 double transferit;  
//Valor en percentatge 
 double packet_loss;     
 
 //El núm.de Bytes que hem transmès 
 transferit=(double)stats->TotalLen;   
outputRate_d=transferit/(stats->endTime – stats->startTime);    
//Resultat Iperf en Bytes/s, nosaltres el passem a Bits/s  
 outputRate_d=8*outputRate_d;  
 packet_loss=(100.0*stats->cntError)/stats->cntDatagrams;  
 
 if (stats->mUDP!=(char)kMode_Server){   
//TCP Reporting  
  write(1,&outputRate_d,sizeof(double));  
  exit(0);  
 }else{  
     //UDP Reporting  
  write(1,&outputRate_d,sizeof(double));  
  write(1,&packet_loss,sizeof(double));  
  exit(0);     
 } 
} 
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Peer 1        
 
 
HTTP from 127.0.0.1:35596 'GET 
/pls/206F...49CC?tip=10.0.0.1:7144 
 HTTP/1.0'  
 
 
 
 
 
 
 
 
 
Add hit: 10.0.0.1:7144  
Searching for channel: 206F...49CC  
New channel created  
Se inicializa bien tracker is Peer  
Got response: 200  
El bitrate del canal segun nos dice 
el tracker es 1024  
Despues de preguntar al Tracker en 
la HitList hay 1 hits  
Demano el peerRp  
      
 
 
 
  
He rebut un Rp de 2000000 bits/s  
Entramos en IPERF  
 
 
 
Rate: 1048454.812226, loss: 0.000000  
El throughput amb 10.0.0.1 és de 1048454 
Bits/sec, i les pèrdues són de 0.000000  
Channel started  
SubChannel 0 descargara de 10.0.0.1. 
numTries: 0  
Channel using longer timeouts  
Subcanal 0: Chunks[0] es 0  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Peer 2 
 
 
Accepted incoming  
Incoming from 10.0.0.2:62738  
HTTP from 10.0.0.2:62738 'GET 
/tracker/206F...49CC?hitid=0041AA3730A
1659ACFAF087A9CD23530 HTTP/1.0'  
Disponemos de 0 hits del canal que nos 
han solicitado  
Add hit: 10.0.0.2:7144 
 
 
 
 
 
 
 
 
 
 
 
Accepted incoming  
Incoming from 10.0.0.2:62994  
Connect from 10.0.0.2:62994 'GET 
/peerRp'  
Passo el peerRp: 2000000 
 
 
Incoming from 10.0.0.2:63250  
Connect from 10.0.0.2:63250 'GET 
/throughput' 
 
 
 
 
 
 
 
 
Accepted incoming  
Incoming from 10.0.0.2:63506  
HTTP from 10.0.0.2:63506 'GET 
/channel/206F...49CC HTTP/1.0'  
Stream: x-peercast-pos: 0  
Stream: x-peercast-pcp: 1  
Este servent servirá 1 trozo(s)  
Nos han pedido el chunk 0  
El stream se dividirá en 1 trozos  
Incoming PCP is PeerCast/0.1214 : 
v1214  
Incoming firewalled test request: 
10.0.0.2:7144  
PCP Incoming handshake complete.  
Sending channel: PCP   
 
 
Nota: IDCANAL=206FFDCE9822031D514B5A35334649CC 
DESCRIPCIÓ DE L’ENTORN D’AVALUACIÓ 
- 42 - 
3.3 Selecció de peers 
3.3.1  Introducció 
Una de les parts més crítiques en qualsevol programa de reproducció de vídeo o 
música en temps real a través de la xarxa i basat en la filosofia p2p és la selecció dels 
peers. A diferència dels programes p2p d’intercanvi d’arxius convencionals, el fet de 
treballar en temps real ens comporta una dependència molt més forta i directa amb els 
peers que ens transfereixen l’stream, ja que el fet de perdre la connexió o simplement 
reduir-se el flux de dades que ens arriba d’un determinat peer pot significar en el millors 
dels casos la pèrdua momentània de la seqüència de vídeo, i en el pitjor dels casos la 
desincronització total amb el reproductor i la consegüent congelació del vídeo.  
És per aquest motiu que és interessant realitzar una bona selecció dels peers. 
Sempre intentarem prioritzar aquells amb els què tinguem un ample de banda disponible 
suficientment elevat, que la taxa de pèrdua de paquets de l’enllaç sigui la menor 
possible, i que ens garanteixin una alta disponibilitat. Tot seguit veurem exactament el 
que significa i el que això implica. 
Avui en dia una de les limitacions més importants que presenta Internet davant 
l’streaming en temps real és la baixa capacitat de pujada (uplink) que les operadores de 
serveis d’Internet ofereixen als usuaris. En els últims anys ha augmentat molt 
considerablement la capacitat de baixada (downlink) d’un usuari estàndard, passant dels 
famosos 56 Kbps que oferien els mòdems fa uns anys als 6, 10, 12 o fins i tot 20 Mbps 
que ja oferten alguns operadors avui en dia. Però per altra banda existeix una gran 
limitació en l’enllaç de pujada, ja que en aquest cas només s’arriben a oferir 256 Kbps. 
Aquesta gran asimetria ens porta en una situació en què l’usuari no té molts problemes 
per navegar o descarregar-se informació de la xarxa a velocitats bastant elevades, però 
en canvi només és capaç d’enviar informació a la xarxa a una velocitat que en alguns 
casos pot arribar a ser fins a 40 vegades inferior que la de descàrrega. Per fer-nos una 
idea més clara, si considerem que per visualitzar un vídeo necessitem una taxa de 1024 
Kbps, un usuari amb una connexió estàndard (6 Mbps de baixada i 256 Kbps de pujada) 
seria capaç de descarregar-se i visualitzar “online” (en condicions ideals de la xarxa i 
sense overhead) fins a 6 vídeos a la vegada, mentre que necessitaríem fins a 4 usuaris 
per transmetre un únic vídeo. 
DESCRIPCIÓ DE L’ENTORN D’AVALUACIÓ 
- 43 - 
És per aquest motiu que el GridCast utilitza la tècnica del substreaming a l’hora de 
descarregar arxius de la xarxa, per així aprofitar al màxim la capacitat de pujada dels 
usuaris. A més a més resulta bàsic mantenir un bon control sobre l’ample de banda 
disponible i les pèrdues a la xarxa, i per això utilitzem la versió adaptada de l’Iperf tal 
com hem vist anteriorment. 
3.3.2  Disponibilitat 
Per altra banda també és molt interessant conèixer la disponibilitat dels diferents 
peers. Aquest sol paràmetre genera avui en dia centenars d’estudis entre la comunitat 
[24], i és que en un món on les xarxes P2P estan cada dia més esteses, l’Availability 
s’ha convertit en un dels paràmetres clau per intentar millorar aquest tipus de xarxes.  
Podem trobar múltiples definicions que ens descriuen de diferents maneres el terme 
disponibilitat, entre elles la del Professor Malek de la Universitat de Humboldt de 
Berlin, el qual defineix la disponibilitat com la probabilitat que un sistema sigui 
operacional en qualsevol instant aleatori de temps i s’expressa com la fracció de temps 
que un sistema és operacional durant la seva vida esperada.  
Aquesta definició ens presenta algunes limitacions en el nostre cas, com per 
exemple la impossibilitat de determinar la “vida esperada” del sistema, ja que mai 
podrem saber en quin moment es produirà la caiguda d’un node de la xarxa, la 
desconnexió espontània d’un dels nostres hits o la congestió de la xarxa i la consegüent 
pèrdua massiva de paquets. Però en tot cas a partir de la definició veiem que podrem 
associar la disponibilitat dels peers a una funció aleatòria, que dependrà del temps, i ens 
determinarà la probabilitat (valor entre 0 i 1) que en un instant determinat aquest peer 
estigui disponible, és a dir, que ens pugui enviar una part de l’stream que volem 
descarregar.  
Una possible implementació del càlcul de l’availability en el nostre programa 
podria realitzar-se de la següent manera:  
Execució d’un procés paral·lel al GridCast que realitza un sondeig de l’estat de 
l’usuari durant un període de temps limitat (per exemple 7 dies), amb el qual generem 
una funció probabilística que per a cada instant del dia ens permet saber la probabilitat 
d’aquest peer d’estar connectat, i per tant, en disposició d’oferir part d’un stream a altres 
usuaris.  
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Cada vegada que un nou usuari ens demani que li passem una part del vídeo que 
estem visualitzant, a part del nostre Rp, també li passarem el valor esperat de la 
distribució probabilística de l’Availability. 
Amb tot això, una bona implementació d’aquesta característica mereixeria un estudi 
a fons que deixem per a futures versions del software. En tot cas la variable 
disponibilitat apareix durant el procés de selecció dels peers com una constant, 
d’aquesta manera quan es vulgui introduir en el programa la capacitat de mesurar 
l’Availability no s’haurà de modificar cap operació en el procés de selecció dels peers i 
ja quedarà automàticament implementada.  
3.3.3  Algorisme 
Com a base per la selecció de peers hem partit del pseudo-codi d’un algorisme ja 
existent: el Collectcast [8]. Tal com hem dit anteriorment, el seu algorisme ja ha estat 
implementat en altres sistemes d’streaming com el PROMISE [9], i els seus punts forts 
són la selecció de les fonts, la monitorització de l’estat de la xarxa i la redistribució de 
les fonts de forma periòdica per tal d’adaptar-se a les condicions canviants de la xarxa.  
Així, hem adaptat l’algorisme a les nostres necessitats i l’hem incorporat al codi del 
GridCast. Tot seguit descrivim els punts més importants del procés de selecció de peers: 
1. Obtenció de la llista de hits associada al canal que volem rebre (una vegada 
n’hem obtingut els paràmetres descrits a l’apartat anterior). 
2. Enumerar els conjunts de hits que satisfan les restriccions imposades per la 
següent equació: 
u
p
pl RRR
act
 

              (3.1) 
3. Seleccionem el millor grup de peers entre les solucions obtingudes al punt 2. 
Per aconseguir seleccionar els peers més adequats per a cada sessió, s’ha programat 
de nou la funció choosingSources()de la classe channel i s’han afegit noves funcions i 
variables respecte l’anterior versió. Tot seguit anem a descriure amb més detall 
l’algorisme implementat. 
En el primer punt de l’algorisme sol·licitem a la classe ChanMgr la llista de hits 
associada al canal que ens interessa, i que hem obtingut anteriorment del tracker. 
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Seguint el procés descrit al punt 3.2, els hits de la llista ja disposen dels paràmetres 
A_BW (ample de banda disponible a l’enllaç entre nosaltres i el hit), Lp_r (pèrdues de 
l’enllaç) i Rp (màxim sending rate amb què el peer vol contribuir). I tot seguit creem 
una nova llista que anomenem candidats, on s’han tingut en compte certes restriccions a 
l’hora d’introduir-hi els hits: 
- Si el tracker pot actuar com a peer (pot retransmetre l’stream) s’inclou a la llista, 
i en canvi si no té aquesta opció activada no l’inclourem. 
- Si l’Rp del peer no supera el valor del minRp (explicat al punt 3.1) que hem 
definit al peercast.ini, aquest tampoc s’inclourà a la llista. 
- Finalment, si l’ample de banda disponible (A_BW) mesurat amb l’Iperf és 
inferior a l’Rp que hem obtingut d’un determinat hit, actualitzem aquest 
paràmetre de manera que utilitzem l’A_BW enlloc de l’Rp. D’aquesta manera 
treballem amb el valor més restrictiu. 
En el segon punt de l’algorisme enumerem, donat el conjunt de M peers de la llista 
candidats, totes les combinacions d’aquests que compleixen la restricció imposada per 
l’equació 3.1.  
En aquesta equació Rl i Ru, descrits al punt 3.1, ens permeten delimitar l’ample de 
banda total que ens ha d’aportar un determinat conjunt de peers, de manera que ens 
assegurem de no estar creant grups de peers amb un sending rate excessiu per les 
característiques de l’stream. 
Per exemple, donats els 4 peers de la figura 3.2 amb els seus respectius Rp, 
observem que els podem combinar de 5 maneres diferents per tal de complir les 
restriccions una vegada fixats els valors de Rl i Ru: 
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500 kbps
700 kbps
200 kbps
300 kbps
700200
700 200
300
700300
700 500
500 200 300
Rl = 900 kbits/s
Ru = 1200 kbits/s
 
Figura 3.2: Combinacions de peers que compleixen la restricció de l’equació 3.1 
Amb el GridCast aconseguim calcular aquests grups a partir de la funció troba, que 
és cridada per choosingSources(). Es tracta d’una funció recursiva que ens retorna el 
vector solucio amb els diferents conjunts de peers candidats a servir-nos el vídeo. 
Finalment, pel que fa al tercer punt de l’algorisme, escollim quin grup és el millor 
candidat a partir de la taxa d’error de l’enllaç mesurada per a cada peer (Lp_r) i l’ample 
de banda disponible (A_BW). En aquest punt també es té en compte la disponibilitat de 
cada peer (Ap), però com hem comentat anteriorment, fins que no se n’implementi el 
seu càlcul tots els peers partiran d’una disponibilitat constant igual a 1, és a dir, com si 
sempre estiguessin disponibles. 
Així, per tal de trobar el millor grup possible, calculem el paràmetre Gtemp (vindria 
a ser un valor que ens determinaria la “qualitat” d’un grup) per a cada element del 
vector solucio, a partir de l’estructura iterativa que presentem a continuació: 
for (int j=0;j<solucio.conjunts_peers[i].num_peers;j++) 
{ 
 Rp_temp=solucio.conjunts_peers[i].peers[j].Rp; 
 Ap_temp=solucio.conjunts_peers[i].peers[j].Ap; 
//Pathloss ho tenim en percentatge. P.ex: 7,2% 
 Pathloss=solucio.conjunts_peers[i].peers[j].Lp_r; 
 Avail_bw=solucio.conjunts_peers[i].peers[j].A_BW; 
 if (Rp_temp<=Avail_bw) 
{ 
  Gp=Ap_temp*1*(1-Pathloss/100); 
 }else 
{ 
  Gp=Ap_temp*((Rp_temp-Avail_bw)/Rp_temp)*(1-Pathloss/100); 
 }   
 Gtemp += Gp*Rp_temp; 
} 
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Amb aquest fragment de codi del programa podem veure com anem avançant pels 
diferents elements del grup i (dins el vector solucio), i per cada un d’ells calculem el 
que en podríem anomenar qualitat esperada del peer (Gp), que com hem dit 
anteriorment, depèn dels paràmetres Rp, A_BW, Lp_r i Ap. Recordar que en el nostre 
cas Ap valdrà sempre 1, ja que no hem implementat el càlcul de la disponibilitat del 
peer. 
Finalment només queda escollir el grup de hits que ens permet tenir una qualitat 
esperada (Gtemp) més elevada. El resultat és el vector active_peers que està format pels 
hits seleccionats. 
Seguint amb l’exemple anterior, el grup que ens retorna com a solució l’algorisme 
és el format pels peers amb els Rps de 500 i 700 kbps, ja que amb aquest aconseguim 
tenir el màxim throughput i amb el menor número d’elements possibles. 
A la següent figura podem veure les llistes de hits que es van succeint durant tot el 
procés que acabem de descriure. Partim de la HitList que hem obtingut del tracker i 
acabem amb la llista Active_peers que conté els hits que ens enviaran el canal: 
HitList Candidats
Hit 0 (Tracker)
Hit 1
Hit 2
Hit 3
...
...
Hit N
Hit 0
Hit 1
Hit 2
Hit 3
...
...
Hit M
On M<=N
Solucio
Grup de solucions 1
Grup de solucions 2
...
...
Grup de solucions K
Hit 0
Hit 1
...
...
Hit L
Active_peers
On L<=M
Figura 3.3: Llistes que intervenen en el procés de selecció de peers 
És interessant destacar que s’ha limitat a 10 el número màxim de peers que poden 
tenir els grups de candidats, ja que aquest valor ens ve determinat pel número màxim de 
subcanals en què podem dividir cada canal. 
3.4 Assignació de paquets 
En aquest apartat veurem com es du a terme la distribució de càrrega entre els 
diferents hits que hem escollit perquè ens enviïn el canal. És a dir, decidim de quina 
manera es reparteixen els paquets (o chunks) en què dividim l’stream. 
L’algorisme Collectcast preveu la codificació dels paquets mitjançant un algorisme 
FEC (Forward Error Correction) com ara el Reed-Solomon o el Tornado, que permeten 
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la detecció i correcció d’errors sobre les dades transmeses en un canal de 
comunicacions. És per això que al llarg del procés d’assignació de paquets l’algorisme 
té en compte un paràmetre relacionat amb aquests tipus de codificacions: alfa (el nivell 
de tolerància a la pèrdua de paquets de la xarxa).  
En aquesta versió que presentem, tot i està completament implementat en el codi, el 
resultat final es simplifica bastant al no utilitzar la codificació FEC, i per tant utilitzant 
 = 1 el que obtenim és una distribució de càrrega proporcional als sending rates dels 
diferents peers. 
Tot seguit presentem l’equació 3.2 pel càlcul del número de paquets que s’assignen 
a cada peer, i a continuació el fragment de codi del GridCast que la implementa.  









  actx x
p
p
R
R
D     (3.2) 
int Channel::suma_Rps(set active){ 
 int temp_suma_Rps = 0; 
  
 for (int i=0;i<active.num_peers;i++){ 
  temp_suma_Rps += active.peers[i].Rp; 
 } 
 return temp_suma_Rps; 
} 
 
double Channel::assigned_Rp(set act, peer P, double alfa) 
{ 
 double temp; 
 
 //alfa i R0 (playback rate en Mbps) valen 1. 
 temp = (alfa*chanMgr->Ro)/suma_Rps(act);  
 temp = temp * P.Rp; 
 return temp; 
} 
 
for (int i=0;i<active_peers.num_peers;i++){ 
 assign_Rp=assigned_Rp(active_peers,active_peers.peers[i],alfa); 
temp_data_d = ((chanMgr->DELTA)/(2-alfa)) * 
((assign_Rp)/(alfa*chanMgr->Ro));   
 temp_data = (int)temp_data_d; 
 //ens quedem la part entera superior. p.ex: 4,2 --> 5 
 if (temp_data!=temp_data_d) temp_data++;
 active_peers.peers[i].num_peer_chunks=(int)temp_data; 
 LOG_DEBUG("Number of packets peer %d: %d",i,temp_data); 
}  
 
Com podem veure amb les línies de codi anterior, en el primer requadre presentem 
dues funcions que s’utilitzen per realitzar uns càlculs intermedis de l’equació 3.2, però 
on realment es du a terme l’assignació de paquets és a l’estructura iterativa del segon 
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requadre. Aquestes línies també es troben dins la funció choosingSources, en concret a 
continuació de les línies que hem vist anteriorment per la selecció dels peers. Així, uns 
dels paràmetres més importants són la llista de hits active_peers i el paràmetre (Delta), 
que com havíem vist correspon al número de chunks en què dividim l’stream.  
Finalment observar que el número de chunks que assignem a cada peer es guarda a 
l’atribut num_peer_chunks dins l’element corresponent de la llista d’active_peers. 
Seguint amb l’exemple de l’apartat anterior (figura 3.2) i amb els paràmetres 
inicials que s’indiquen tot seguit, tindríem la següent distribució de càrrega:  
Paràmetres inicials: 
= 10 (dividim l’stream en grups de com a mínim 10 chunks) 
 = 1 
 PR  PRˆ  PD   PD  
Peer 1 700 Kbits/s 7/12 5,8333 6 
Peer 2 500 Kbits/s 5/12 4,1666 5 
Taula 3.1: Número de chunks que assignem a cada peer 
D’aquesta manera obtenim com a resultat final que el peer de 700 kbps ens passarà 
6 paquets. Mentre que el de 500 kbps ens en passarà 5, dels 11 en què finalment 
dividirem l’stream.  
3.5 Adaptació a la xarxa 
Per tal d’adaptar-se al màxim a la situació de càrrega de la xarxa, s’ha afegit una 
nova funcionalitat al programa de manera que aquest sigui capaç d’adaptar en tot 
moment el número de chunks que descarreguem d’un determinat peer. La variable 
utilitzada per determinar quina és la distribució més adient ha estat el temps entre 
arribades dels paquets.  
Per exemple, en el cas d’estar visualitzant un vídeo a una velocitat de 1024Kb/s, si 
utilitzem paquets de 8Kbytes (64Kbits), sabem que la taxa d’arribada de paquets serà de 
16 paq/s, o el que és el mateix, que esperarem l’arribada d’un nou paquet cada 62ms 
aproximadament. Si coneixem aquest valor per cada un dels peers des d’on 
descarreguem el vídeo, en cas de produir-se retards en la recepció dels seus paquets, 
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podem anar disminuint la seva aportació de forma progressiva fins que s’estabilitzi el 
temps entre arribades.  
D’aquesta manera, realitzant un control constant del temps entre arribades de 
paquets durant la sessió podem fixar un llindar que ens permeti, una vegada superat, 
redistribuir el número de chunks que descarreguem de cada peer.  
 
nelChunksnumSubChan
numChunks
bitrate=llindar
 _PAQUETSFACTOR_SEP
64
                 (3.3) 
Aquest llindar depèn de diferents paràmetres: 
En primer lloc del bitrate amb el que estem reproduint el vídeo. En el cas de tractar-
se de 1024Kb/s tindríem que el primer factor prendria el valor de 62ms. 
En segon lloc tenim el FACTOR_SEP_PAQUETS, que és configurable per l’usuari 
en el peercast.ini i que es correspon amb el retard màxim permès entre arribades de 
paquets. Per exemple en el cas anterior, un factor de 1,2 significaria que el límit estaria 
situat als 74 ms.  
El tercer factor (numChunks) fa referència al número de chunks amb què dividim 
l’stream entre els diferents hits. 
Finalment, com el seu nom indica, el paràmetre numSubChannelChunks és el 
número de chunks que ens transmet aquell subcanal.  
Per tal de no dependre de petites variacions a la xarxa comprovarem el 
temps_entre_arribades cada x paquets, i ens basarem amb el valor mig obtingut durant 
aquest període. El paràmetre que ens determinarà el nombre de paquets que utilitzem 
per fer la mitja és configurable per l’usuari a l’inici de cada sessió a través de l’arxiu 
peercast.ini: TAMANY_BUFFER_SEP_PAQUETS. 
La funció següent és la que utilitzem per calcular el temps mig, i ens serveix per 
actualitzar el valor de la variable cada vegada que ens arriba un nou paquet. 
 
mostres
ttempsdif
+t=t
inicialarribadesentre
inicialarribadesentrearribadesentre
__
___
_ 
        (3.4) 
El paràmetre dif_temps correspon simplement a la diferència entre el temps 
d’arribada de l’últim paquet i l’actual. Ja que el temps entre arribades el mesurem en 
segons, la diferència també l’obtenim en aquesta unitat.  
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El valor mostres correspon al número de mostres que hem utilitzat fins aquell 
moment per calcular el valor mig. En el nostre cas utilitzem un comptador que quan 
arriba el primer paquet el posem a 1, i s’incrementa cada vegada que n’arriba un de nou.  
Tot seguit en veiem un exemple: 
mostres 
Instant arribada nou 
paquet (segons respecte 
instant inicial 0) 
dif_temps 
(segons) 
tentre_arribades 
(segons) 
1 5 5 5 
2 9 4 4,5 
3 18 8 5,66 
4 22 4 5,24 
5 25 3 4,79 
Taula 3.2: Càlcul del temps mig entre arribades 
A partir dels valors de la taula observem que després de la recepció de 5 paquets el 
temps mig entre arribades és de 4,79 segons. Suposant que el valor esperat era 4 segons, 
però amb un FACTOR_SEP_PAQUETS de 1,25, tindrem que el programa continuarà la 
seva execució de manera normal, ja que no superem els 5 segons.  
Tot i això, observar que el tercer paquet ha arribat amb una diferència de temps 
respecte l’anterior de 8 segons, i en cas de no haver utilitzat aquest mètode ja haguéssim 
hagut de redistribuir la càrrega dels peers perquè sobrepassàvem els 5 segons.  
D’aquesta manera aconseguim tenir en una sola variable el valor mig del temps 
entre arribades i ens estalviem guardar els valors obtinguts anteriorment. Amb la qual 
cosa necessitem molt pocs recursos i el temps de càlcul és molt reduït. 
3.6 Redistribució de la càrrega 
Com hem vist a l’apartat anterior, en un entorn tant dinàmic com són les xarxes p2p 
es fa imprescindible tenir un sistema que permeti adaptar-nos en tot moment als canvis 
que es produeixen a la xarxa, ara bé, s’ha de tenir en compte que qualsevol canvi que 
realitzem en el que seria el funcionament normal del programa implicarà uns retards en 
la reproducció del vídeo que estem visualitzant.  
És per aquest motiu que a part de realitzar el control del temps entre arribades de 
paquets de la forma que hem vist a l’apartat anterior, serà necessari superar el llindar 
fixat (Equació 3.3) un cert nombre de vegades de forma consecutiva abans de 
redistribuir la càrrega dels diferents peers. Aquestes vegades que podem superar el 
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llindar ens venen fixades també a l’inici de la sessió pel paràmetre marge_retard del 
peercast.ini.  
Amb el següent diagrama ens podem fer una idea més gràfica de tot el procés previ 
a la redistribució de la càrrega entre els peers. 
dif_temps = “ara” - “arribada últim paquet”
compta < 
TAMANY_BUF
_SEP_PAQUE
TS
avisat = 1
temps_entre
_arribades > 
límit
Calculo nou 
temps_entre_arribades
compta ++
compta2 = 0
avisat = 0
Compta2 > 
MARGE_RETA
RD_SEP_PAQ
UETS
compta2 ++
compta2 = 0 Compta = 0
temps_entre_arribades = 0
Avisem als peers que redistribuirem càrregues
avisat = 1
Redistribuïm càrrega 
dels peers
Espera fins que arriba un nou paquet
Si
Si
No
No
Si
No
No
Si
 
Figura 3.4: Procés previ a la redistribució de la càrrega entre els peers 
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El mètode utilitzat per avisar la resta de hits és el mateix que fem servir a l’hora de 
demanar el paràmetre peerRp als hits: aprofitar la implementació del handshaking via 
sockets del GridCast.  
Així, creem un nou socket amb cada un dels nostres hits i enviem el missatge 
CANVI_PEER_CHUNKS a través d’ell. Tot seguit un servidor del GridCast a la 
màquina destí llegeix la petició i activa el flag relacionat amb la redistribució, de 
manera que el servidor T_Relay que retransmet el canal estigui preparat per rebre en cas 
de ser necessari un nou número de chunks. A més a més, amb el servMgr anotem la IP 
de la màquina que ens ha demanat el canvi per tal d’assegurar-nos que és la mateixa a 
qui el servidor envia els paquets.  
Continuant amb el diagrama de la figura anterior, una vegada el subcanal està apunt 
per la redistribució de càrrega, segueix els següents passos:  
1) Avisa als altres subcanals de la redistribució. 
2) Disminueix en una unitat el número de chunks que descarrega del seu hit. 
3) Busca el subcanal amb un menor “temps_entre_arribades” per passar-li el chunk 
que s’acaba de restar. 
4) Espera fins que el subcanal amb el menor “temps_entre_arribades” ha 
redistribuït els chunks.  
La resta de subcanals, una vegada han estat informats que es du a terme una 
redistribució de càrrega, també entren en el procés de redistribució. En aquest punt és 
important el fet d’haver informat prèviament els hits que ens envien els chunks, ja que 
d’aquesta manera evitem que aquests avisin al tracker que han perdut la connexió amb 
nosaltres i ens doni de baixa del canal.  
A continuació cal distingir dues situacions diferents: Per una banda el subcanal amb 
un menor temps_entre_arribades i per l’altra la resta de subcanals. Aquests últims 
simplement esperaran que el primer hagi realitzat la redistribució, per tot seguit 
continuar amb la descàrrega dels nous chunks assignats. 
I pel que fa al subcanal amb el menor temps_entre_arribades, aquest segueix els 
següents passos: 
1) Comprova que en aquests moments el canal disposa de més d’un subcanal. En 
cas de no complir-se i que nosaltres siguem l’únic subcanal actiu, posarem el 
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número de chunks a 1 (no dividim l’stream en diferents parts) i passarem a 
descarregar nosaltres l’stream íntegrament.  
2) En cas d’existir més d’un subcanal, incrementa en una unitat el número de 
chunks del subcanal. 
3) Finalment es redistribueix la càrrega entre tots els hits de la llista d’acord amb el 
seu número de chunks. 
Un cas diferent al presentat anteriorment, però en el què també és necessària una 
redistribució de la càrrega, el tenim quan no ens arriben paquets d’un determinat 
subcanal. Aquest cas es produeix en situacions de forta congestió a la xarxa o amb la 
caiguda d’algun node entre la nostra màquina i la que ens serveix part de l’stream. En 
aquestes situacions ens trobaríem esperant indefinidament l’arribada de paquets que ens 
permetessin calcular el valor mig del temps entre arribades, i per tant s’aturaria la 
reproducció de l’stream. És per aquest motiu que s’ha afegit un temporitzador o time-
out que s’activa en cas d’estar esperant un nou paquet durant un temps superior a N 
vegades el valor esperat entre arribades, en concret el valor de N el defineix l’usuari a 
l’inici de la sessió amb el paràmetre arribadesTimeout del peeercast.ini. En aquestes 
situacions es força la redistribució de la càrrega de forma immediata.  
Una altra de les noves característiques que s’han introduït al programa és la 
possibilitat de desfer-se dels hits que només ens estan enviant un chunk, i tot i això, 
continuen enviant els paquets amb retard. En aquests casos els eliminem de la nostra 
llista de hits i passem a descarregar l’últim chunk d’un altre usuari, tot deixant el 
subcanal en standby fins que el canal deixi d’estar disponible o decidim desconnectar-
nos. 
El tema de la redistribució de la càrrega queda obert a altres possibilitats, ja que 
l’opció que hem escollit aquí no és definitiva i sempre es podria canviar el criteri per 
algun altre que es cregués més convenient. Algunes altres possibilitats serien les 
següents: 
- En comptes de passar el chunk al subcanal que presenta un menor temps entre 
arribades en aquell instant, es podria haver optat per passar-lo al subcanal que 
descarrega un menor número de chunks. En aquest cas el problema podria ser 
que segurament el hit amb un menor número de chunks és el que té més 
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dificultats per enviar l’stream, i amb aquesta decisió podríem estar saturant el 
canal de pujada de l’usuari. 
- Una altra possibilitat podria ser dividir l’stream en un chunk menys, i d’aquesta 
manera el pes del chunk perdut es distribuiria entre els peers restants. Amb 
aquesta mesura ens podríem trobar que ràpidament el número de chunks en què 
dividim l’stream disminuís, i en algunes ocasions podríem acabar perdent 
l’estructura grid, perquè els peers només descarregarien d’una font a la vegada.  
- Es podria tornar a realitzar el procés de selecció de peers, recalculant el 
throughput i les pèrdues amb cada un dels hits de la llista. Tot i això, en aquests 
casos els temps que necessitaríem per redistribuir la càrrega seria molt elevat, i 
això podria degradar la qualitat de reproducció de l’stream. 
3.7 Arxiu de configuració 
Tal com hem comentat anteriorment, alguns dels paràmetres més importants del 
sistema són configurables per l’usuari a través de l’arxiu peercast.ini. Aquest es crea la 
primera vegada que s’executa el programa, i els paràmetres es mantenen d’una sessió a 
una altra si executem el programa sempre des del mateix directori.  
A continuació presentem alguns dels paràmetres més importants: 
 maxDirect: Indica el número màxim de transmissions en mode DIRECT que es 
poden establir. Aquest tipus de connexió és la utilitzada per servir el canal al 
reproductor.   
 maxRelays: Indica el número total de transmissions en mode RELAY que es 
poden establir. Si es demana el canal a un peer que ja ha arribat al seu número 
màxim de retrasnmissions, aquest simplement oferirà la seva llista de hits.  
 maxRelaysPerChannel: És semblant a l’anterior, però en aquest cas la limitació 
només aplica al número de retransmissions per canal. 
 serverPort: El port que utilitzarà el GridCast per rebre les peticions. Per defecte 
tenim el 7144. 
 refreshHTML: L’interval entre refrescaments de la interfície gràfica web. Per 
defecte aquest valor està a 5 segons. 
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 peerRp: És el màxim sending rate (en bps) amb què un peer pot o està disposat 
a contribuir en qualsevol moment de la sessió.  
 minRp: És el mínim ample de banda (en bps) que el programa imposarà als 
nous peers per tal de què puguin ser considerats possibles hits i contribuir 
d’aquesta manera a la descàrrega del vídeo. 
 delta: Número de chunks en què dividim l’stream per tal d’operar per grups amb 
els subcanals. 
 Rl i Ru (bps): Valors que ens delimiten (Rl inferiorment i Ru superiorment) el 
sending rate total que ens ha d’aportar un determinat conjunt de peers.  
 factor_sep_paquets: Valor que ens determina la tolerància del programa en el 
moment de calcular el temps límit entre les arribades de nous paquets. 
 marge_retard: Aquest valor ens indica el número d’”avisos” que hem de 
comptabilitzar abans de redistribuir la càrrega de cada un dels peers. És a dir, 
ens fixarà la tolerància del programa enfront els retards que experimenti la 
xarxa.  
 buffer_sep_paquets: Ens determina el número de mostres que utilitzarà el 
programa pel càlcul del temps mig d’arribada entre paquets.   
 arribadesTimeout: Factor N que ens determina el temps que hem d’esperar 
l’arribada d’un nou paquet al sistema, abans no s’activi el temporitzador 
corresponent. El llindar serà N multiplicat pel temps esperat entre arribades de 
paquets. 
 password: Password necessari per accedir a l’entorn web del GridCast (des del 
navegador). 
 logDebug, logChannel, logNetwork, logError: Aquests paràmetres ens 
permeten controlar la generació dels diferents logs de forma separada.  
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4  DESCRIPCIÓ DE L’ENTORN D’AVALUACIÓ 
4.1 Entorn de Treball (VNUML, NETEM) 
Una part important del projecte està encarat a l’estudi d’aplicacions per a la mesura 
de l’estat de la xarxa. És per aquest motiu que ha estat necessari utilitzar una eina com 
el VNUML que ens permetés disposar d’un entorn virtual, totalment adaptable a les 
nostres necessitats, capaç de simular qualsevol tipologia de xarxa.  
Per tal d’aprofundir en l’anàlisi de les diferents aplicacions, també ha estat 
necessària la utilització del NETEM en la caracterització de diferents paràmetres de la 
xarxa, intentant obtenir sempre l’escenari més proper a la realitat possible. 
4.1.1  VNUML 
El VNUML (Virtual Network User Mode Linux) és una eina de codi obert que 
permet definir i testejar complexes arquitectures de xarxa, aplicacions i serveis sobre 
una única màquina Linux.  
Està basat en el software UML que ens permet disposar d’una màquina virtual 
independent de la del propi sistema operatiu, totalment configurable i realitzar probes 
sobre aquesta. Tota la informació de la màquina virtual està continguda en un sol arxiu 
dins la mateixa màquina física. Algunes de les aplicacions més destacades de l’UML 
són el desenvolupament i experimentació de nous kernels i de noves distribucions, el 
“hosting” de servidors virtuals, com a “sandbox” (útil sobretot en educació)... 
Per una banda el VNUML ens permet definir l’estructura de la xarxa virtual a partir 
d’un arxiu de configuració XML, i per l’altra ens permet interactuar amb les diferents 
màquines virtuals creades a través de la línia de comandes.  
Amb el VNUML ens estalviem el cost que suposaria crear un escenari físic amb 2, 
3 o fins i tot desenes d’ordinadors i tota la infraestructura de la xarxa.  
La tipologia bàsica sobre la que s’ha treballat per realitzar les probes ha estat la 
següent:  
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Host E1
Router 1 Router 2
Net0 Net2 Net1
Figura 4.1: Xarxa utilitzada per la realització de les proves 
A través de l’arxiu de configuració del VNUML (veure punt 7.4 dels annexes) hem 
definit les 3 màquines virtuals (Router1, Router2 i E1) i les 3 interfícies (Net0, Net1 i 
Net2). A part de configurar la nova “xarxa” adjudicant les adreces IP a les diferents 
màquines, també hem limitat l’ample de banda de Net1 a 1,5 Mbits/s i Net2 a 1 Mbits/s, 
per treballar d’aquesta manera amb valors d’ample de banda pròxims als que la gent 
disposa avui en dia a les seves cases.  
Amb aquest escenari hem aconseguit crear un entorn simple però alhora 
suficientment complert per obtenir els resultats que buscàvem.  
4.1.2  NETEM 
Si bé el VNUML ens permet definir unes tipologies de xarxa i un entorn virtual 
sobre el qual realitzar les probes, el NETEM és una eina que ens permet configurar els 
diferents escenaris d’acord a les xarxes “reals” que ens trobem avui en dia. 
Com el seu nom indica, el NETEM (Network Emulation) ens ofereix la possibilitat 
de testejar aplicacions o protocols emulant les condicions de les xarxes reals, a partir de 
paràmetres com les pèrdues, els retards, el duplicat o la reordenació.  
A les distribucions Linux a partir de la 2.6.8, NETEM ja està disponible en el 
kernel, i pot ser utilitzat amb el paquet d’eines d’Internet iproute2, concretament amb 
l’ordre tc. 
Per tal de comprendre una mica més el seu funcionament és necessari veure quin és 
el sistema  utilitzat per Linux pel control del tràfic de la xarxa.  
4.1.2.1 Linux Network Traffic Control 
En un sistema Linux la interfície de xarxa és l’encarregada de recollir els nous 
paquets que arriben de la xarxa, tot seguit són processats pel kernel i aquest decideix si 
els envia cap a una capa superior de la pila de protocols perquè siguin processats de 
nou, o bé si els reenvia (forward) a la xarxa. En el cas de què un paquet s’hagi enviat 
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cap a les capes superiors, aquestes s’encarregaran de crear nous paquets, nous 
encapsulats, o enviar-lo cap a les capes inferiors perquè sigui transmès de nou. En tot 
cas, una vegada s’ha decidit la interfície de sortida i el paquet està apunt per ser enviat, 
aquest és posat a la cua de la interfície corresponent i és en aquest punt on es prenen les 
decisions sobre el tràfic. 
IP
Decisions de control de tràfic 
(Disciplina de cua...)
Interfície
TCP, UDP
Aplicació
Usuari
Kernel
 
Figura 4.2: Disciplina de cues en el Kernel de Linux 
En els sistemes Linux podem distingir quatre components principals relacionats 
amb el control del tràfic de xarxa: 
- Disciplina de cues. 
És l’algorisme destinat a gestionar les cues de paquets pròpies de cada interfície 
de xarxa, i és vàlid tant pels paquets que entren a la interfície com pels que en 
surten. Un exemple molt simple seria la utilització d’una disciplina FIFO (First 
in First out). 
- Classes (dins una disciplina de cua). 
Ens permeten classificar els paquets en diferents grups segons tinguin unes 
característiques o unes altres. Les classes formen part de les disciplines de cua, i 
alhora cada classe pot disposar d’una pròpia disciplina de cua.  
- Filtres. 
Els filtres s’utilitzen per distribuir els paquets que entren a una disciplina de cua 
entre les diferents classes creades.  
- Policing. 
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Comprèn les accions sobre el control del tràfic que depenen principalment del 
volum d’aquest. Per exemple, una acció seria la de llençar els paquets que 
sobrepassen una determinada velocitat. 
Amb un exemple gràfic es pot entendre perfectament el funcionament d’aquests 
quatre components. 
 
Figura 4.3: Disciplina de cues amb vàries classes [17] 
Doncs bé, internament el NETEM funciona com una disciplina de cua amb classes, 
amb dues cues per a paquets. Una de FIFO pels paquets que arriben i s’han d’esperar 
dins la disciplina, i una disciplina de cua a la sortida que serà l’encarregada d’enviar els 
paquets a la interfície corresponent. Per aquest motiu, el NETEM sense cap 
configuració addicional actuaria com una cua FIFO convencional. 
I finalment veiem algun exemple d’utilització del NETEM: 
1) En el cas que volguéssim afegir un retard de 200ms als paquets que passessin per 
la interfície eth0 d’una màquina 'x' faríem: 
tc qdisc add dev eth0 root netem delay 200ms  
2) En aquest segon cas ens interessa limitar la velocitat del tràfic a 1500Kbits/s i a 
més a més afegir una probabilitat d’error en els paquets del 10%: 
tc qdisc add dev eth0 root handle 1:0 netem loss 10% 
tc qdisc add dev eth0 parent 1:1 handle 10: tbf rate 1500Kbit burst 299999b 
lat 50ms 
En els dos casos observem que s’utilitza la comanda tc (traffic control) per crear la 
qdisc (queue discipline), i li indiquem que la volem afegir al dispositiu eth0 (add dev 
eth0). La diferència està que en el segon cas ens interessa afegir dues restriccions, i és 
per això que necessitem crear dues disciplines diferents, una primera disciplina NETEM 
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que ens afegeixi una probabilitat d’error dels paquets del 10%, i una segona disciplina 
TBF (Token Bucket Filter) que “penja” de la primera (parent 1:1) i ens limita la 
velocitat del tràfic sortint. 
4.2 Eines de mesura de la xarxa 
La gran expansió que ha tingut Internet i les xarxes en general des dels anys 80 fins 
avui en dia, ha contribuït a la creació d’un gran nombre d’aplicacions destinades a la 
mesura i a l’estudi d’aquestes. A l’hora de crear aplicacions per la xarxa és fonamental 
conèixer diferents paràmetres com la càrrega dels enllaços, el throughput, els retards o 
les pèrdues. És per això que a partir d’aquestes necessitats han aparegut un munt d’eines 
que ens permeten obtenir una informació detallada de les xarxes.  
Abans de continuar, és important deixar clars alguns dels conceptes més importants 
que s’aniran repetint a partir d’ara: 
Capacitat: La capacitat d’un enllaç és la màxima velocitat de transferència que es 
pot aconseguir en el propi enllaç. O el que és el mateix, la màxima quantitat 
d’informació que l’enllaç pot oferir per unitat de temps.  
En el cas de voler saber la Capacitat d’un camí (un conjunt d’enllaços), aquesta 
correspondrà al valor mínim de Capacitat obtinguda en el conjunt dels enllaços que el 
componen. 
Matemàticament tenim el següent: 
 inim=iCamí C=C 1..H  
On iC és la capacitat de l’enllaç i, i H és el número total d’enllaços del camí. 
Ample de banda disponible: Està definit com la velocitat màxima que un enllaç 
pot proporcionar a un flux de dades, sense reduir la velocitat del tràfic creuat en aquest 
enllaç. 
Una altra manera de definir-lo seria com a la màxima quantitat d’informació per 
unitat de temps que l’enllaç pot proporcionar, donada la utilització actual. 
Matemàticament tindríem el següent: 
 iii uC=A 1  
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On iC és la capacitat de l’enllaç i, iA és l’ample de banda disponible de l’enllaç i, i 
iu és el factor d’utilització de l’enllaç i.  
Anàlogament a la capacitat, si volem saber l’ample de banda disponible en un camí 
seguirem la següent fórmula: 
 inim=iCamí A=A 1..H  
On iA és la capacitat de l’enllaç i, i H és el número total d’enllaços del camí. 
En el nostre cas en particular és important tenir un bon coneixement de l’ample de 
banda disponible dels enllaços, per poder decidir de la millor forma possible la 
distribució de càrrega entre els peers, i a partir d’aquesta informació distribuir les parts 
de l’stream entre ells. 
És per aquest motiu que s’han analitzat diferents aplicacions que ens permeten 
mesurar els amples de banda disponibles en alguns casos o la càrrega de la xarxa en 
d’altres.  
4.2.1  Pathload 
És una eina que ens permet determinar l’ample de banda disponible en un enllaç, i 
utilitza la tècnica SLoPS (Self-Loading Periodic Streams). 
Existeixen diversos articles i estudis sobre el Pathload [18], [19]. A partir d’aquests 
descriurem la idea principal en què es base el programa i el funcionament del seu 
algorisme: 
Quan un procés a la màquina S està enviant un flux de paquets UDP a una velocitat 
major que l’ample de banda disponible a l’enllaç, els retards relatius dels paquets 
tendeixen a incrementar-se. Mentre que quan la velocitat del flux és menor que l’ample 
de banda disponible, el retard relatiu dels paquets no mostra cap tendència. 
El que fa Pathload no és treballar amb un flux de paquets, sinó amb N fluxos, i 
d’aquesta manera pot decidir a partir de les N mostres si els retards relatius dels paquets 
tendeixen a incrementar-se o no. Si la majoria dels fluxos tendeix a augmentar el retard, 
llavors s’envien els paquets a menys velocitat per tal de no sobrepassar l’ample de 
banda disponible, i per altra banda, si la majoria dels N fluxos tenen un retard sense cap 
tendència, doncs llavors s’incrementa la velocitat. 
DESCRIPCIÓ DE L’ENTORN D’AVALUACIÓ 
- 63 - 
Quan una gran part dels fluxos presenten una certa tendència al retard, i alhora una 
altra gran part no presenta cap tendència, llavors s’arriba al final de l’algorisme i es 
dona l’ample de banda disponible a l’usuari. 
El Pathload es presenta com una eina de mesura no intrusiva, però amb algunes 
limitacions. La més important per nosaltres és sens dubte que el temps de convergència 
de l’algorisme és bastant elevat, i això el converteix en una eina poc útil per obtenir 
mesures instantànies. 
4.2.2  Pathrate 
El Pathrate [19] ens permet determinar la Capacitat d’un enllaç. Els seus punts forts 
són la robustesa enfront el tràfic creuat i el poc intrusisme a la xarxa.  
Per tal de determinar la capacitat de l’enllaç utilitza el mètode de dispersió de 
paquets (PPTD Packet Pair/Train Dispersion). L’algorisme consta de diferents fases: 
Una primera en la què determina la màxima longitud del tren de paquets que 
l’enllaç pot suportar. 
Una segona on s’intenten descobrir tots els modes locals en la distribució de 
l’ample de banda dels parells de paquets.  
A la tercera fase es mesura l’ADR (Asymptotic Dispersion Rate) a partir de la 
dispersió dels trens de paquets.  
Finalment obté la Capacitat de l’enllaç mitjançant tècniques estadístiques. 
4.2.3  TTCP 
El TTCP (Test TCP) [20] és una eina que ens permet mesurar el throughput d’un 
enllaç utilitzant el protocol TCP o l’UDP. Va ser dels primers programes creats amb 
aquesta finalitat, i a partir d’ell n’han evolucionat molts d’altres, d’entre ells el NTTCP i 
l’IPERF.  
El programa ha d’estar instal·lat a les dues màquines (la que envia i la que rep), i 
aquestes dues no han de treballar necessàriament amb el mateix sistema operatiu. El 
receptor s’ha d’inicialitzar primer, i es posa en estat d’espera, fins que el “sender” es 
connecta a ell.  
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És important tenir en compte que els resultats que obtenim fan referència a la 
informació útil de la transmissió (les dades de l’usuari) sense tenir en compte les 
capçaleres dels protocols utilitzats (TCP, IP....).  
TTCP també pot ser utilitzat per transmetre informació a través de la xarxa, com 
una “network pipe”. 
4.2.4  NTTCP 
Com el seu nom indica, el NTTCP (New TTCP) [20] és una evolució del TTCP. El 
seu funcionament és molt similar al del seu predecessor, però entre les variacions més 
importants cal destacar la possibilitat d’ajustar la longitud de la finestra de recepció i de 
transmissió, i ho aconsegueix variant els buffers dels sockets.  
A més a més, incorpora l’opció “No delay” en el transmissor, i canvia alguns dels 
valors per defecte que utilitzava el TTCP com són la longitud i el número de buffers que 
s’envien a la xarxa.    
4.2.5  IPERF 
L’Iperf [20] és una de les últimes evolucions del TTCP, i s’ha convertit en una de 
les eines més utilitzades per mesurar el comportament de l’ample de banda TCP i UDP. 
El seu funcionament està basat en enviar el màxim d’informació possible a través 
de l’enllaç en el mínim temps possible i determinar d’aquesta manera el màxim 
throughput obtingut.  
Alguna de les característiques més destacades són les següents: 
- El servidor pot manejar múltiples connexions. 
- Permet mesurar el throughput, retard, jitter i datagram loss en intervals de temps 
especificats per l’usuari. 
- És possible especificar la longitud dels paquets transmesos, la taxa de generació de 
paquets i el temps que es desitja realitzar la mesura.   
- Utilització de fluxes representatius per mesurar el BW. 
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4.2.6  D-ITG (Distributed Internet Traffic Generator) 
És una plataforma que ens ofereix la possibilitat de generar tràfic a nivell de paquets 
amb unes característiques determinades i per altra banda ens permet realitzar mesures 
sobre l’estat de la xarxa.  
Pel que fa a la generació de tràfic, amb el D-ITG [21], [22] podem incidir tant en el 
temps entre generació de paquets (Inter Departure Time) com en la longitud d’aquests 
(Packet Size), podent escollir per aquests dos paràmetres entre una gran varietat de 
processos estocàstics: Constant, distribució uniforme, exponencial, de “Pareto”, de 
Cauchy, Normal, de Poisson o Gamma.  
Suporta tant la generació de tràfic IPv4 com IPv6, i és capaç de generar-lo tant en la 
capa d’aplicació, com la de transport, com la d’enllaç. Alguns dels protocols que 
suporta són TCP, UDP, DCCP, DNS, Telnet o VoIP. 
En el següent exemple es genera un tràfic UDP durant 10 segons (10000 ms) i 
s’envia al port 4000 de l’adreça IP 10.0.0.1. El temps entre generació de paquets és 
constant i a una taxa de 1000 paquets/segon, i la longitud d’aquests segueix una 
distribució exponencial de mitjana 500 bytes. Els resultats es guarden a l’arxiu (logfile) 
sent_e1.log. 
ITGSend -a 10.0.0.1 -T UDP -rp 4000 -t 10000 -C 1000 -e 500 -l sent_e1.log  
Per altra banda, amb el D-ITG podem analitzar diferents paràmetres de la xarxa 
com són la pèrdua de paquets, el jitter, el retard i el throughput d’un enllaç. Per fer-ho 
necessitem analitzar les dades del “logfile” una vegada ha acabat l’experiment. 
Continuant amb l’exemple anterior, si volem saber el bitrate amb el que s’han 
enviat les dades en intervals de 1000 mil·lisegons, només hem d’escriure la següent 
línia:  
ITGDec sent_e1.log -b 1000 
Una de les altres característiques interessants que presenta és la possibilitat 
d’utilitzar una màquina externa (“log server”) per guardar informació sobre les mesures 
obtingudes tant en la part del transmissor com la del receptor.  
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4.3 Elecció eines de treball 
Una vegada presentades algunes de les eines que tenim al mercat anem a justificar 
l’elecció d’algunes d’elles per la realització del projecte. 
Els trets que ens interessen més són: poca càrrega de la xarxa, velocitat a l’hora de 
realitzar les mesures i informació acurada.  
4.3.1  Anàlisis del VNUML i el NETEM 
Com hem vist anteriorment, el D-ITG és una eina molt completa que ens permet 
realitzar tot tipus de mesures sobre una xarxa. És per aquest motiu que abans de 
començar a analitzar les eines que utilitzarem per mesurar el throughput amb el 
GridCast, hem volgut comprovar les característiques que presenten les xarxes virtuals 
creades amb el VNUML i amb les restriccions afegides amb el NETEM. 
4.3.1.1 VNUML sense restriccions. 
Partint de l’escenari descrit a la figura 4.1, a la següent taula observem els resultats 
obtinguts amb el D-ITG mesurant les característiques de l’enllaç Net2 entre la màquina 
virtual Router1 (R1) i Router2 (R2): 
Des de R2: 
Temps Bitrate Delay Jitter Packet Loss 
0,000000 3760,128000 0,000151 0,000013 0,000000 
0,500000 1040,384000 0,203760 0,004535 0,000000 
1,000000 925,696000 0,488945 0,007059 0,000000 
1,500000 950,272000 0,510741 0,009784 0,000000 
2,000000 909,312000 0,472353 0,007359 0,000000 
2,500000 925,696000 0,522727 0,007092 0,000000 
3,000000 925,696000 0,462474 0,009982 0,000000 
3,500000 933,888000 0,513308 0,007205 0,000000 
4,000000 925,696000 0,476295 0,009997 0,000000 
4,500000 925,696000 0,505333 0,007242 0,000000 
5,000000 925,696000 0,475532 0,010024 0,000000 
5,500000 933,888000 0,498914 0,007025 0,000000 
6,000000 925,696000 0,486195 0,010055 0,000000 
6,500000 925,696000 0,494668 0,007179 0,000000 
7,000000 925,696000 0,499790 0,009958 0,000000 
7,500000 933,888000 0,483294 0,007202 0,000000 
8,000000 925,696000 0,499551 0,009985 0,000000 
8,500000 925,696000 0,479758 0,007119 0,000000 
9,000000 925,696000 0,507167 0,009948 0,000000 
9,500000 925,696000 0,471051 0,007304 0,000000 
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10,000000 909,312000 0,523042 0,007123 0,000000 
 932,2496 0,478745 0,008159  
Taula 4.1: Paràmetres de l’enllaç Net2 mesurats amb el D-ITG 
A la taula podem observar com el bit rate mesurat varia entorn els 932 bps, tenint en 
compte les mostres preses a partir del 1r segon, quan el sistema s’ha estabilitzat, mentre 
que al VNUML hem especificat un ample de banda disponible de 1000 bps.  
A més a més tenim que el retard varia entorn els 0,5 segons, el jitter entorn el 0,008 
segons i finalment observem que no hi ha pèrdues de paquets.  
De manera gràfica: 
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Figura 4.4: Evolució bitrate mesurat amb D-ITG 
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Figura 4.5: Evolució retard i jitter mesurats amb D-ITG 
2 
 
 
4.3.1.2 Anàlisis del retard introduït a la xarxa amb el Netem.  
El retard és una de les característiques de les xarxes p2p que més pot afectar el 
nostre programa, ja que durant la reproducció online de qualsevol stream multimèdia 
estem condicionats a l’arribada puntual dels paquets provinents de les nostres fonts. 
Qualsevol retard important que es produeixi en algun punt de la xarxa implicarà un salt 
en la reproducció de l’stream, amb les molèsties que això ocasiona a l’usuari final.  
Amb l’objectiu d’estudiar el comportament del GridCast a la xarxa en escenaris 
amb diferents retards, primer hem analitzat amb l’Iperf els retards de 400ms i 800ms 
introduïts amb el Netem a l’enllaç Net2. 
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Figura 4.6: Mesures Iperf amb un retard de 400ms 
 
 
Figura 4.7: Mesures Iperf amb un retard de 800ms 
 Als gràfics podem observar com en realitat el retard que introdueix el Netem no és 
constant, sinó que presenta unes petites fluctuacions entorn els valors esperats en cada 
una de les situacions. En el primer cas els valors varien entorn els 400 ms i en el segon 
entorn els 800 ms, sempre una mica per sobre del valor introduït amb el Netem. 
4.3.1.3 Anàlisis de les pèrdues introduïdes a la xarxa amb el 
Netem. 
Tot seguit analitzem el Packet Loss en diversos escenaris on s’han introduït amb el 
NETEM diferents valors de pèrdues de paquets. Hem limitat el temps de mesura de 
l’Iperf a 300 segons, i hem anat obtenint resultats parcials cada 30, que és el que 
representem amb cada una de les barres en el gràfic de la figura 4.8. Així per exemple, 
en el primer test hem introduït unes pèrdues del 0,01% de la següent manera:  
- Router1:~# tc qdisc change dev eth2 root netem loss 0,01% 
Tot seguit hem executat l’Iperf en mode servidor a la màquina Router2, amb l’opció 
“-i 30 ” per tal d’obtenir els resultats parcials cada 30 segons, i amb el “-u” per forçar la 
transmissió en mode UDP i així poder calcular les pèrdues de paquets. 
- Router2:~# iperf -s -u -i 30 
I finalment executem l’Iperf en mode client a la màquina Router1 amb l’opció “-t 
300” per indicar que les mesures tindran una durada de 300 segons. 
- Router1:~# iperf -c 10.0.1.2 -u -t 300 
El resultat obtingut amb l’Iperf al Router2 ha estat el següent: 
------------------------------------------------------------ 
Server listening on UDP port 5001 
Receiving 1470 byte datagrams 
UDP buffer size:  105 KByte (default) 
------------------------------------------------------------ 
Retard de 400 ms 
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[  3] local 10.0.1.2 port 5001 connected with 10.0.1.1 port 3073 
[ ID] Interval       Transfer     Bandwidth       Jitter   Lost/Total Datagrams 
[  3]  0.0-30.0 sec  3.76 MBytes  1.05 Mbits/sec  16.883 ms    1/ 2681 (0.037%) 
[  3] 30.0-60.0 sec  3.74 MBytes  1.05 Mbits/sec  15.713 ms    0/ 2668 (0%) 
[  3] 60.0-90.0 sec  3.76 MBytes  1.05 Mbits/sec  15.607 ms    0/ 2680 (0%) 
[  3] 90.0-120.0 sec  3.75 MBytes  1.05 Mbits/sec  15.094 ms    1/ 2675 (0.037%) 
[  3] 120.0-150.0 sec  3.75 MBytes  1.05 Mbits/sec  14.871 ms    1/ 2676 (0.037%) 
[  3] 150.0-180.0 sec  3.75 MBytes  1.05 Mbits/sec  15.231 ms    0/ 2675 (0%) 
[  3] 180.0-210.0 sec  3.75 MBytes  1.05 Mbits/sec  14.476 ms    1/ 2674 (0.037%) 
[  3] 210.0-240.0 sec  3.76 MBytes  1.05 Mbits/sec  16.647 ms    0/ 2679 (0%) 
[  3] 240.0-270.0 sec  3.73 MBytes  1.04 Mbits/sec  13.752 ms    1/ 2665 (0.038%) 
[  3]  0.0-299.9 sec  37.5 MBytes  1.05 Mbits/sec  15.995 ms    7/26751 (0.026%) 
 
Amb aquests resultats ens fixem en l’última línia (el resum) i veiem que durant els 
300 segons que ha durat el test s’han transmès un total de 26751 paquets i se n’han 
perdut 7, el que representa unes pèrdues del 0,026%. Al tractar-se d’un valor tant petit 
respecte el temps de mesura (cada 30 segons perdíem 1 o cap paquet), el resultat 
mesurat difereix una mica del 0,01% teòric que havíem fixat, però si augmentem el 
temps de mesura els valors de PacketLoss obtinguts són més propers al teòric. 
El gràfic l’hem generat a partir dels valors parcials obtinguts en els 6 escenaris 
modificats amb el NETEM, cada un d’ells amb un valor de pèrdues de paquets que 
anem incrementant des del 0,01% al 10%. 
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Figura 4.8: Pèrdues mesurades amb l’Iperf per a diferents escenaris amb pèrdues ascendents introduïdes 
amb el NETEM 
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4.3.2  Comportament de l’algorisme IPERF 
Tot seguit ens disposem a analitzar la capacitat mesurada per l’Iperf en funció del 
temps de mesura. Les proves les realitzem sobre un enllaç d’1 Mbps, i també analitzem 
la quantitat de paquets enviats per obtenir el resultat.  
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Figura 4.9: Convergència de l’algorisme Iperf 
Amb aquest gràfic aconseguim fer-nos una idea bastant clara del que seria la 
convergència de l’algorisme, ja que observem que la capacitat mesurada tendeix 
ràpidament a valors pròxims a l’esperat: 1 Mbps. Així per exemple, amb només 5 
segons aconseguim mesurar una capacitat d’uns 1,2 Mbps, és a dir, amb un error pròxim 
al 20%. A partir dels 15 segons de temps de mesura ja ens situaríem per sota del 5% 
d’error. 
Per altra banda veiem, com és lògic, que en augmentar el temps de mesura 
s’incrementen el número de paquets enviats, o el que és el mateix, augmenta el tràfic 
intrusiu a la xarxa.  
D’aquesta manera a l’hora de realitzar les mesures tindrem un compromís entre la 
durada de les mesures, la fiabilitat dels resultats i el tràfic intrusiu que es genera. 
4.3.2.1 Capacitat mesurada en funció de les pèrdues a la xarxa. 
Al següent gràfic podem observar que l’estimació amb l’Iperf de l’ample de banda 
disponible de l’enllaç gairebé no varia quan les pèrdues són inferiors al 5%.  
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Capacitat mesurada en funció de les pèrdues
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Figura 4.10: Capacitat mesurada en funció de les pèrdues 
4.3.2.2 Capacitat mesurada en funció del retard a la xarxa. 
Al següent gràfic veiem que l’estimació de l’ample de banda disponible de l’enllaç 
gairebé no varia quan el retard és inferior als 150ms, a partir d’aquest punt baixa la 
precisió de l’algorisme Iperf.  
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Figura 4.11: Capacitat mesurada en funció dels retards 
4.3.2.3 Capacitat mesurada en funció de la càrrega a la xarxa.  
Per aconseguir un tràfic creuat que varia en el temps, des del host enviem un flux de 
dades variable (segons l’script_file següent) a la màquina E2 amb el D-ITG: 
-a 10.0.2.2 -rp 10001 -C 25 -c 1000 -t 20000  
-a 10.0.2.2 -rp 10002 -C 50 -c 1000 -d 20000 -t 20000  
-a 10.0.2.2 -rp 10003 -C 75 -c 1000 -d 40000 -t 20000  
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-a 10.0.2.2 -rp 10004 -C 100 -c 1000 -d 60000 -t 20000 
En primer lloc definim l’IP de la màquina a qui va dirigit el tràfic, en segon lloc el 
port que utilitzem per enviar les dades, després el nombre de paquets per segon i tot 
seguit la longitud dels paquets. Finalment amb l’opció “-d” introduïm el retard en què 
enviem el tràfic i amb el “-t” la seva durada. Podem observar que hem posat aquests 
valors de tal manera que els fluxos s’envien de forma consecutiva, cada un d’ells amb 
una durada de 20 segons.  
Una vegada el tràfic creuat està creat executem l’Iperf en el router1 i el router2. Per 
tal de poder analitzar les dades posteriorment executem el programa durant 100 segons. 
Observem l’ample de banda disponible en intervals de 0,5 segons i guardem els 
resultats a l’arxiu result_r2. 
Router2:~# iperf -s -t 100 -i 0.5 > result_r2 
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Figura 4.12: Capacitat mesurada en funció de la càrrega 
Si ens fixem amb els resultats obtinguts podem veure que a mesura que augmenta la 
càrrega a l’enllaç (tràfic creuat introduït amb el D-ITG) el BW Disponible que mesurem 
amb l’Iperf va disminuint, de manera que en tot moment la suma de Càrrega i BW es 
manté de forma bastant constant al voltant dels 1000 Kbits/s, que coincideix amb la 
capacitat de l’enllaç fixada a l’inici de la sessió amb el VNUML. 
Al punt 7.3 dels annexes es pot consultar la taula de resultats a partir dels quals hem 
generat el gràfic de la figura anterior. 
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4.3.3  Comparativa nttcp i Iperf 
Finalment només ens queda presentar una taula comparativa entre l’Iperf (el 
programa que utilitzem per avaluar l’estat de la xarxa en aquesta nova versió del 
GridCast), i el programa nttcp que s’utilitzava a la versió anterior del GridCast. La taula 
ha estat elaborada a partir dels resultats obtinguts en la mesura del BW disponible a 
l’enllaç Net2 amb els dos programes. La capacitat de l’enllaç era de 1000 Kbits/s i hem 
anat variant la càrrega amb el D-ITG. 
Envia Rep 
Capacitat enllaç 
fixada VNUML 
(Kbits/s) 
Càrrega 
enllaç 
(Kbits/s) 
Prog, 
Utilitz
at 
temp
s 
(seg) 
Tràfic enviat 
per les mesures 
(Mbytes) 
BW disponible 
mesurat 
(Mbits/s) 
Error a la 
mesura 
(%) 
R1 R2 1000 0 nttcp 68 8 0,985 1,50 
R1 (client) R2 (server) 1000 0 iperf 10,4 1,38 1,11 -11,00 
R2 R1 1000 200 nttcp 93 8 0,716 8,40 
R1 (client) R2 (server) 1000 200 iperf 10,6 0,760 0,618 18,20 
R1 (client) R2 (server) 1000 200 iperf 20,4 1,65 0,676 12,40 
R2 R1 1000 400 nttcp 109 8 0,616 -1,60 
R2 R1 1000 400 iperf 11,1 0,624 0,460 14,00 
R2 R1 1000 400 iperf 21,3 0,976 0,376 22,40 
R2 R1 1000 600 nttcp 206 8 0,325 7,50 
R1 (client) R2 (server) 1000 600 iperf 12,6 0,472 0,308 9,20 
R1 (client) R2 (server) 1000 600 iperf 19,6 0,320 0,134 26,60 
R2 R1 1000 800 nttcp 234 8 0,285 -8,50 
R1 (client) R2 (server) 1000 800 iperf 10,5 0,262 0,193 0,70 
R1 (client) R2 (server) 1000 800 iperf 55 0,408 0,060 14,00 
Taula 4.2: Comparativa nttcp i Iperf 
A diferència de l’nttcp, l’Iperf ens permet fixar la durada de les mesures, i és per 
això que en aquest cas hem realitzat les proves dues vegades per a cada valor de 
càrrega: la primera fixant un temps de mesura de 10 segons i l’altra sense restriccions de 
temps.  
Analitzant la taula anterior tenim que un dels resultats més importants és la durada 
de les mesures, i veiem com en tots els casos l’nttcp presenta uns valors molt més 
elevats que l’Iperf. Els temps obtinguts van des dels 68 segons fins als 234 quan tenim 
uns 800 Kbits/s de càrrega. Mentre que amb l’Iperf els temps varien dels 10 segons fins 
els 55 quan no posem restriccions, i ens movem al voltant dels 10 segons quan limitem 
la durada de les mesures. 
Pel que fa al tràfic intrusiu que aporta cada programa, també podem veure com 
l’nttcp en tots els casos envia 8 Mbytes de dades, mentre que l’Iperf s’adapta a les 
condicions de la xarxa, i en cap cas supera els 2 Mbytes.  
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Ja per acabar tenim l’última columna de la taula, on podem comprovar que en 
aquest cas l’nttcp obté uns resultats millors que l’Iperf. És bastant lògic sobretot si 
tenim en compte que els algorismes utilitzats per fer les mesures són més precisos com 
més llarga és la durada de l’experiment. Tot i això, els resultats obtinguts amb l’Iperf 
amb la limitació de 10 segons en cap cas presenten un error major al 20%. 
Amb tot, el que ens interessa és obtenir una estimació de l’ample de banda 
disponible per així distribuir els chunks, i a més a més, ens interessa que sigui ràpida per 
així poder iniciar la descàrrega de l’stream el més aviat possible. És per això que amb 
els valors obtinguts a la comparativa ens hem decantat per l’Iperf, ja que la gran 
diferència en la durada de les mesures no queda compensada per la precisió que ens 
ofereix l’nttcp. A més a més, el fet que l’nttcp sigui molt més intrusiu que l’Iperf també 
és un fet a tenir en compte a favor del segon. 
En tot cas, la precisió que perdem s’intentarà compensar amb el mecanisme 
d’adaptació a la xarxa, i per tant, en cas de ser necessària una redistribució de la càrrega 
es realitzarà una vegada iniciada la descàrrega de l’stream.   
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5  ESCENARIS 
Per realitzar la majoria de les simulacions ens hem basat amb l’escenari descrit a la 
figura 5.1. S’han anat variant els diferents paràmetres inicials de cada màquina i de cada 
xarxa segons l’escenari que més ens interessava. En tot cas, aquesta distribució amb el 
Host servint el vídeo a una màquina E0 connectada directament a ell, i aquesta 
enllaçada a 3 equips (E1, E2 i E3) s’adiu bastant bé al que podria ser una xarxa P2P 
simplificada al màxim.    
E1 E3E2
Net 3Net 1
Host
E0
Net 0
Net 2
 
Figura 5.1: Estructura de xarxa utilitzada. Composta per un host que serveix l’stream i 4 peers addicionals 
Els paràmetres inicials utilitzats han estat els següents: 
Vídeo: 
Mètode Encapsulació: MPEG PS. 
Còdec de Vídeo: MP2V. 
Velocitat de bit: 512 kbps. 
Output: HTTP, port 8080. 
Xarxes:  
 Net0 Net1 Net2 Net3 
Tipologia lan ppp ppp ppp 
BW il·limitat (2 Mbps) 1 Mbps 1,5 Mbps 750 kbps 
Taula 5.1: Paràmetres de les xarxes virtuals creades amb el VNUML 
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Màquines: 
 Host E0 E1 E2 E3 
maxRelays 1 4 4 4 4 
peerRp 2Mbps 1Mbps 1Mbps 700kbps 1Mbps 
minRp 100kbps 100kbps 100kbps 100kbps 100kbps 
delta 0 10 10 10 15 
factor_sep_paq 1 1,3 1,3 1,3 1,3 
marge_retard 0 4 4 4 3 
buffer_sep_paq 0 30 30 30 16 
Rl 100kbytes 100kbytes 100kbytes 100kbytes 100kbytes 
Ru 2Mbytes 2Mbytes 3Mbytes 3Mbytes 3Mbytes 
Taula 5.2: Paràmetres inicials de les diferents màquines virtuals 
5.1 Execució normal del programa. 
Tot seguit mostrem els passos seguits per tal d’executar el programa GridCast a les 
5 màquines que tenim a la xarxa virtual de la figura 5.1 creada amb el VNUML.  
5.1.1  Arrenquem el servidor d’streams i el GridCast al 
“Host”. 
En primer lloc executem el servidor d’streams (en el nostre cas el VLC) i 
comencem a emetre pel port 8080 a una velocitat de 512 Kbps el vídeo que volem 
compartir amb els altres usuaris.   
ESCENARIS 
- 77 - 
 
Figura 5.2: Paràmetres utilitzats al servidor d’streams VLC 
Tot seguit executem el GridCast en el host i carreguem a través d’un navegador el 
seu entorn gràfic. Per fer-ho només hem d’accedir a l’adreça http://127.0.0.1:7144. A 
continuació passem a crear el nou canal a través del qual transmetrem el vídeo que està 
servint el nostre servidor d’streams. Ens dirigim a l’apartat “Broadcast” i creem un nou 
Relay a partir principalment de dos paràmetres: la URL del nostre servidor VLC i la 
velocitat a què es transmet el vídeo: 
 
Figura 5.3: Creació d’un nou canal amb l’entorn web del GridCast 
Una vegada creat, a l’apartat “Relays” comprovem que estem rebent el canal i 
observem que la IP de la font (Source 1) és la 0.0.0.0. Això és normal ja que és la nostra 
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pròpia màquina la que ens serveix el vídeo, i per tant el GridCast no l’obté de cap font 
externa.  
 
Figura 5.4: Apartat Relays a l’entorn web del GridCast 
A partir de l’enllaç a què apunta el botó “Play” podem obtenir l’identificador del 
canal creat, i amb aquest la resta de PC's podran sol·licitar el canal per tal de visualitzar 
el vídeo.  
http://127.0.0.1:7144/stream/206FFDCE9822031D514B5A35334649CC.mpg 
Tot seguit el GridCast es queda a l’espera de què arribin nous usuaris que ens 
demanin el canal. 
5.1.2  Arrenquem el GridCast a la màquina “E0”. 
A partir de la IP del tracker (10.0.0.1) i l’identificador de canal per on es transmet el 
vídeo que volem reproduir (206FFDCE9822031D514B5A35334649CC) executem el 
GridCast i comença el procés de negociació del canal i la posterior descàrrega del vídeo: 
peercast -l a.log & 
lynx http://127.0.0.1:7144/pls/206FFDCE9822031D514B5A35334649CC?tip=10.0.0.1:7144 
Amb la primera comanda simplement executem el GridCast en mode background i 
guardem el log (els missatges que ens deixa el programa durant l’execució) a l’arxiu 
a.log. 
Amb la segona comanda aconseguim comunicar-nos a través del port 7144 amb el 
GridCast que s’està executant a la nostra màquina, i li demanem la pls (llista de 
distribució) associada al canal especificat. A més a més, li passem la direcció del tracker 
que ens pot oferir la llista.  
Com que el tracker al que li demanem el canal no disposa de hits que en aquests 
moments estiguin descarregant el vídeo, crea una nova llista de distribució del canal i hi 
afegeix la nostra IP (10.0.0.2). Tot seguit, com que només disposem d’una font (el propi 
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tracker) i aquest ens ha indicat que pot actuar com a relay, passem a descarregar el 
vídeo íntegrament del tracker.  
5.1.3  Arrenquem el GridCast a la màquina “E1”. 
Igual que hem fet amb la màquina E0, executem el GridCast i demanem el canal al 
tracker. En aquest cas sí que disposa d’una llista de hits que descarreguen el canal, i per 
tant, després d’afegir la nostra IP (10.0.1.2) a la llista ens l’envia. Alhora ens indica que 
ell ja ha arribat al seu màxim de retransmissions, i per tant, ens informa que no ens 
podrà servir el vídeo. D’aquesta manera, una vegada analitzada la llista ens queda 
solament un possible hit (10.0.0.2). En aquest cas passem a descarregar el vídeo 
íntegrament de la màquina E0. 
5.1.4  Arrenquem el GridCast a la màquina “E2”. 
Seguim el mateix procediment que hem dut a terme amb les dues màquines 
anteriors i arribem al punt en què el tracker ens passa la llista de distribució. A 
diferència dels casos anteriors on només teníem una possible font des d’on descarregar 
el vídeo, ara ens trobem amb dues possibilitats: la màquina E0 i l’E1.  
En aquest punt es posa en marxa l’algorisme de selecció de peers i assignació de 
paquets que ja hem explicat en apartats anteriors. 
En primer lloc calculem amb l’Iperf els valors d’ample de banda disponible i 
pèrdues de l’enllaç per a cada hit, a més d’obtenir l’Rp de cada un d’ells.  
 Rp BW mesurat 
Pèrdues enllaç 
mesurades 
E0 1000000 bps 1048779,78 bps 0 
E1 1000000 bps 1048749,82 bps 0 
Taula 5.3: Paràmetres inicials de les diferents màquines virtuals 
Amb aquests valors és evident que la distribució serà simètrica, ja que els dos 
equips presenten uns paràmetres gairebé idèntics.  
A partir del valor del peercast.ini Delta = 10, tenim que l’algorisme decideix dividir 
l’stream en 12 parts, i d’aquestes n’atribueix 6 a cada màquina: 
Subcanal IP Chunks 
0 10.0.0.2 0,2,4,6,8,10 
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1 10.0.1.2 1,3,5,7,9,11 
Taula 5.4: Distribució inicial dels chunks entre els 2 subcanals 
Una vegada decidida la distribució de càrrega, informem a les 2 màquines que ens 
serviran el vídeo sobre el número de chunks en què han de dividir l’stream (12) i quins 
ens han d’enviar. Per fer-ho utilitzem el protocol PCP ja implementat en el GridCast, i 
que com hem vist anteriorment, s’utilitza per la comunicació entre clients.  
Una vegada s’ha acabat l’intercanvi de missatges que hem vist anteriorment, el hit 
divideix l’stream en el número de parts que li hem indicat i ens comença a transmetre 
els chunks demanats. 
5.1.5  Arrenquem el GridCast a la màquina “E3”. 
En aquest cas, després d’aconseguir la llista de possibles hits hem obtingut els 
següents paràmetres per a cada màquina: 
 Rp BW mesurat Pèrdues enllaç mesurades 
E0 1000000 bps 857541,13 bps 0 
E1 1000000 bps 744729,24 bps 9,24 
E2 700000 bps 739973,06 bps 14,96 
Taula 5.5: Paràmetres obtinguts amb cada un dels possibles hits 
Ja que tant el throughput que ens ofereixen els hits com les pèrdues dels enllaços 
són diferents, la distribució de la càrrega no serà simètrica. Partint de Delta = 15, 
dividirem l’stream en 18 chunks diferents. 
Subcanal IP Chunks 
0 10.0.0.2 0,2,4,6,8,10,12 
1 10.0.1.2 1,3,5,7,14,16 
2 10.0.2.2 9,11,13,15,17 
Taula 5.6: Distribució inicial dels chunks entre els 3 subcanals 
A les següents gràfiques podem observar les taxes d’arribada de paquets per a cada 
un dels subcanals. Aquesta taxa d’arribades correspon al valor mig obtingut de 
l’arribada de 16 paquets, i és el mateix valor que s’utilitza per determinar si 
sobrepassem un llindar determinat i començar així el procés de reassignació de paquets.  
Els valors esperats són els següents: 
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Subcanal 0: Ens proporciona 7 chunks d’un total de 18. D’aquesta manera, amb una 
taxa de 512 kbytes/s i aplicant l’equació obtenim el següent llindar: 0,418 segons. 
Tenint en compte que el paràmetre factor_sep_paq val 1,3 tenim que el temps mig 
esperat entre arribades és de 0,321 segons.   
De la mateixa manera tenim els següents valors esperats pels altres 2 subcanals:  
Subcanal 1: 0,375 segons. 
Subcanal 2: 0,45 segons. 
A les següents gràfiques podem veure els diferents valors obtinguts del temps mig 
entre arribades per a cada subcanal. Els valors s’han pres durant l’execució normal del 
programa: sense pèrdues ni tràfics interferents.  
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Figura 5.5: Evolució del temps mig entre arribades de paquets al Subcanal 0 
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Figura 5.6: Evolució del temps mig entre arribades de paquets al Subcanal 1 
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Figura 5.7: Evolució del temps mig entre arribades de paquets al Subcanal 2 
Gràfic amb els 3 subcanals alhora i els valors esperats per a cada un d’ells: 
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Figura 5.8: Evolució del temps mig entre arribades als subcanals i el valor esperat per a cada un d’ells 
5.2 Un peer finalitza la seva sessió amb el GridCast. 
En el cas de què estiguem descarregant un vídeo de més d’una font, i una d’aquestes 
surti de la xarxa, el programa redistribueix la càrrega i passem a descarregar el subcanal 
de les fonts restants. El procés que es segueix és el següent: 
1) Comprovem si tenim algun peer lliure a la nostra llista de hits. És a dir, un hit 
del que no estiguem descarregant cap chunk ni tampoc li estiguem enviant cap 
part de l’stream.  
2) Demanem una nova llista de hits al tracker i tornem a comprovar si hi ha algun 
hit lliure.  
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3) Intentem descarregar els chunks “perduts” des d’un dels hits que ja estem 
utilitzant.  
En aquest últim cas es fa necessària una redistribució dels subcanals. Depenent de la 
situació s’han de dur a terme un seguit de canvis:  
- Si tenim més d’un subcanal descarregant del mateix hit, passem a agrupar els 
chunks en el mateix subcanal.  
- En cas d’eliminar un subcanal que no està al final de la llista, ocupem la 
posició que perdem amb l’últim subcanal, de manera que no quedin espais 
buits a la llista. 
- Si un subcanal descarrega tots els chunks en què dividim l’stream, posem el 
valor de numChunks a 1 i ja no dividim l’stream en diferents parts.  
Tot seguit veiem un exemple on es produeixen algunes de les situacions que hem 
comentat:  
Inicialment tenim la següent configuració: 
Llista de Hits 
Hit 0 (tracker) 1 2 3 
IP 10.0.0.1 10.0.0.2 10.0.1.2 10.0.2.2 
Taula 5.7: Llista inicial de possibles hits 
 
Llista de Subcanals 
 IP Número de Chunks Chunks 
Subcanal 0 10.0.0.2 6 0 2 4 6 8 10 
Subcanal 1 10.0.1.2 3 1 3 5 
Subcanal 2 10.0.2.2 3 7 9 11 
Taula 5.8: Distribució inicial dels chunks entre els 3 subcanals 
Després de perdre la font 10.0.0.2 comprovem que no tenim hits lliures a la nostra 
llista, i tot seguit demanem la nova llista de hits al tracker.  
Llista de Hits 
Hit 0 (tracker) 1 2 3 
IP 10.0.0.1 10.0.1.2 10.0.2.2 10.0.3.2 
Taula 5.9: Nova llista de possibles hits 
ESCENARIS 
- 84 - 
Com que la única nova incorporació a la llista de hits és la nostra pròpia IP, només 
ens queda la possibilitat de reaprofitar un dels hits que ja ens estan transmetent l’stream. 
En aquest cas hem escollit el 10.0.1.2. La configuració que ens queda és la següent: 
Llista de Subcanals 
 IP Número de Chunks Chunks 
Subcanal 0 10.0.0.2 3 0 2 4 6 8 10 
Subcanal 1 10.0.1.2  3 + 6 1 3 5 + 0 2 4 6 8 10 
Subcanal 2 10.0.2.2  3 7 9 11 
Taula 5.10: Moviments de chunks entre els 3 subcanals 
I finalment recol·loquem els subcanals de la llista: 
Llista de Subcanals 
 IP Número de Chunks Chunks 
Subcanal 0 10.0.2.2  3 7 9 11 
Subcanal 1 10.0.1.2  9 0 1 2 3 4 5 6 8 10 
Taula 5.11: Distribució final dels chunks entre els 2 subcanals 
5.3 Impacte del tràfic interferent en els peers. 
Continuant amb la configuració anterior, partim de la situació en què tenim 4 
màquines executant el GridCast i “visualitzant” un vídeo: el host, l’E0, l’E1 i l’E2. 
Com ja hem vist en els casos anteriors, en una situació “estable” la màquina E0 
descarrega l’stream del Host, la màquina E1 d’E0, i finalment E2 descarrega d’E0 i 
d’E1 simultàniament.  
Com que ens interessa estudiar el comportament de la màquina E2 quan varien les 
condicions de la xarxa, des de la màquina E3 introduïm amb el D-ITG un tràfic 
interferent a l’enllaç Net1. 
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Figura 5.9: Introducció d’un tràfic interferent a la xarxa Net 1 
Abans d’introduir el tràfic interferent, la màquina E2 està descarregant 6 chunks de 
cada font, ja que les condicions de Net1 i Net2 són pràcticament idèntiques. Tot i això, 
quan introduïm el tràfic de 800 kbytes/s a Net1 aquest equilibri es trenca, i és per això 
que els chunks provinents d’E1 començaran a veure’s afectats, i consegüentment, el 
temps entre arribades dels paquets es veurà incrementat notablement. Precisament això 
és el que queda reflectit a les següents gràfiques, on podem veure el temps mig entre 
arribades de paquets, calculat a partir de grups de 30 arribades (aquest valor ens ve 
determinat pel paràmetre buffer_sep_paquets del peercast.ini). 
El Subcanal 0 és el que ens proporciona el flux de dades provinents de l’equip E0, i 
el Subcanal 1 de l’equip E1.  
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Figura 5.10: Evolució de l’arribada de paquets al Subcanal 0 
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Figura 5.11: Evolució de l’arribada de paquets al Subcanal 1 
A les gràfiques podem observar, a part del temps mig entre arribades, el límit teòric 
que utilitza el programa per determinar quan és necessària una redistribució dels chunks. 
És important notar que la redistribució es produeix quan superem 3 vegades aquest 
límit, ja que al peercast.ini de la màquina E2 hem definit el valor marge_retard igual a 
3.  
5.4 Estudi dels temps entre redistribucions per 
variacions de la tipologia. 
Com ja hem vist anteriorment, alguns del paràmetres presents al peercast.ini 
condicionen directament el comportament del programa davant les variacions de les 
condicions de la xarxa. En els següents experiments s’han anat variant dos paràmetres 
com són delta i buffer_sep_paquets, i hem anat observant per a cada cas el temps 
necessari per redistribuir els chunks. 
Per forçar les redistribucions hem utilitzat el NETEM per tal de canviar la capacitat 
de l’enllaç d’un dels hits que ens proporciona l’stream. D’aquesta manera hem passat 
dels 1000 kbps disponibles a l’inici de la sessió a tant sols 112 kbps al final. 
 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 
Delta 20 5 20 20 5 
buffer_sep_paquets 20 20 50 5 5 
Temps fins la redistribució 90s 86s 173s 31s 31s 
Taula 5.12: Resposta del GridCast a un tràfic interferent del 90% de la capacitat de l’enllaç, per a 
diferents valors de Delta i buffer_sep_paquets 
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 Analitzant els resultats de la taula podem veure que el paràmetre Delta, és a dir, el 
número de chunks en què dividim l’stream, no influeix significativament en els temps 
obtinguts, mentre que sí que és un factor determinant el paràmetre buffer_sep_paquets.  
De forma gràfica podem veure l’evolució de la separació mitja entre arribades de 
paquets dels experiments 1, 3 i 5:   
Figura 5.12: Evolució de l’arribada de paquets a l’Experiment 1 
Figura 5.13: Evolució de l’arribada de paquets a l’Experiment 3 
Figura 5.14: Evolució de l’arribada de paquets a l’Experiment 5 
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5.5 Evolució del buffer RawData. 
Com hem anat veient en punts anteriors, un dels principals elements del programa 
és el buffer RawData. Les classes tipus channel o servent accedeixen a ell per llegir, 
escriure o consultar qualsevol paquet en qualsevol moment, i com hem vist, la seva 
capacitat està limitada a 64 paquets. Per fer-nos una idea més clara, això significa que 
amb un flux de dades a 1024 kbps i uns paquets de 8192 bytes el buffer es refresca 
completament cada 4 segons.  
A través de dos paràmetres com són el lastPos (la posició al buffer de l’últim paquet 
consecutiu disponible) i el nextSendPos[i] (la posició al buffer del següent paquet que 
hem d’enviar al subcanal i), ens podem fer una idea de la utilització del buffer al llarg 
de la sessió. Segons el valor que prengui la diferència entre els dos paràmetres 
distingirem 3 situacions: 
- Diferència propera al 0: Funcionament òptim. Significa que el servent que 
envia paquets utilitza els que acaben d’arribar al buffer RawData. D’aquesta manera 
no se’ns acumulen al buffer. 
- Diferència incrementant-se fins a 63: Problemes amb l’enviament. Significa 
que tenim pendents d’enviar tants paquets com ens indiqui la diferència, i per tant, 
estem apunt de “saturar” el buffer. El valor màxim que pot prendre aquesta 
diferència és 63, un cop superat el llindar, alguns paquets que havíem d’enviar 
quedaran descartats.  
- Diferència disminuint fins a -63: Problemes amb la recepció. Significa que 
tenim pendents per escriure al buffer tants paquets com ens indiqui la diferència, ja 
que el servent T_Relay ens en demana de més nous. Com en el cas anterior, quan 
superem el llindar de -63 es començaran a perdre paquets que no podrem enviar a 
altres usuaris ni al propi reproductor. 
5.5.1  Escenari bàsic de funcionament: Host i un peer. 
Per observar el comportament del buffer hem simulat un escenari on tenim el host 
que envia l’stream a un únic peer. En aquesta situació els paquets arriben al host de 
forma ordenada i sense retards, ja que estem connectats directament al servidor 
d’streams. Per tant, l’únic “problema” el podem tenir amb l’enviament de paquets al hit 
E1.  
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L’entorn que hem simulat és el següent: 
Host E1
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Figura 5.15: Escenari Basic: Host i un peer 
Si ens situem en el GridCast del host, ens trobem la següent situació pel que fa al 
buffer RawData: 
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Figura 5.16: Estat del buffer RawData al host amb l’arribada de nous paquets i sense problemes en 
l’enviament. 
Analitzant la figura anterior podem veure els 3 elements bàsics que actuen al host: 
el buffer rawData, el Servent que envia paquets a la màquina E1 i el Channel Stream 
que llegeix els paquets del servidor d’streams per escriure’ls al buffer. 
A la taula adjunta veiem l’evolució dels dos paràmetres que hem esmentat 
anteriorment: el nextSendPos i el lastPos. A l’instant actual suposem que hem acabat 
d’escriure a la posició 16 del buffer el paquet 80, i el Servent acaba d’enviar el paquet 
78 situat a la posició 14. Per tant, el pròxim que s’enviarà (instant t+1) serà el 79 
(posició 15), i el lastPos apuntarà al paquet 80 (posició 16).  
Tot seguit, per tal de veure com evoluciona el GridCast quan canvien les condicions 
a la xarxa saturem l’enllaç Net0 de manera que la màquina E1 no pugui rebre els 
paquets del host. La situació canvia de la següent manera: 
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Figura 5.17: Estat del buffer RawData al host quan  tenim problemes amb l’enviament de paquets. 
Pel que fa a l’arribada de paquets al sistema la situació es manté igual, de manera 
que l’índex lastPos evoluciona com en el cas anterior. L’últim paquet escrit al sistema 
és el 80 a la posició 16 i en els següents instants s’incorporaran els paquets 81, 82, 83... 
El problema el trobem amb la sortida, ja que una vegada el Servent deixa d’enviar 
paquets a la xarxa l’índex nextSendPos es manté constant, en el cas de l’exemple a la 
posició 15. En aquesta situació el número de paquets pendents de ser enviats al buffer es 
va incrementant progressivament. 
Al següent gràfic mostrem l’evolució de la diferència entre els dos paràmetres 
estudiats, o el que és el mateix, el número d’elements que tenim en cua per ser enviats: 
 
Figura 5.18: Evolució del buffer RawData quan tenim problemes amb l’enviament  
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el host només podia enviar algun paquet a E1 de forma esporàdica, ja que es trobava 
gairebé en tot moment el canal ocupat.  
Al gràfic podem observar que tant a l’inici de la sessió com amb el tràfic intrusiu la 
cua del buffer s’incrementa ràpidament fins als 64 paquets, que és el límit del buffer 
RawData. El creixement en aquests casos és constant en les 5 ràfegues que tenim 
representades, i és que com hem vist a la figura 5.16 la cua s’incrementa paquet a 
paquet a mesura que el ChannelStream n’introdueix de nous.  
No obstant això, observem que el comportament a l’hora de recuperar els paquets 
que tenim pendents per ser enviats no és l’esperat. En alguns casos passem de tenir 64 
paquets en cua a no tenir-ne cap, o bé de 64 a només 7 o 8. El cas ideal seria que una 
vegada s’allibera el canal de sortida s’intentessin enviar els últims 64 paquets que han 
estat escrits al buffer. Per aquest motiu hem revisat el codi i hem pogut corregir la 
situació, de manera que tornant a realitzar la simulació anterior hem obtingut el següent 
resultat: 
 
Figura 5.19: Evolució del buffer RawData quan tenim problemes amb l’enviament (versió millorada) 
L’origen del problema que hem detectat a la primera simulació es troba en el 
Servent que reenvia l’stream als altres hits. En concret, quan aquest busca un paquet 
“antic” al buffer, és a dir, un que ja ha estat sobreescrit per altres de més nous. En 
aquest cas, enlloc del paquet que ens interessa el buffer ens retornarà el que està 
col·locat a la seva posició.  
La situació és la que presentem a continuació:  
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Figura 5.20: Evolució del buffer RawData quan arriben nous paquets al sistema i no podem enviar-ne 
Si ens situem en el buffer representat a la dreta de la figura 5.20 (quan ha 
transcorregut un temps sense poder enviar paquets), tenim que la consulta del Servent 
per obtenir el paquet situat a la posició 16 ens retorna el 784. En aquest instant la cua 
del buffer passa a ser 49 (833 - 784).  
Una vegada rebut el nou paquet el Servent actualitza els valors del seu streamPos i 
del nextSendPos d’acord al paquet que enviarà a la màquina E1. És important observar 
que en aquest cas perdem tots els paquets que tenim al buffer des del firstPos (770) fins 
al que acabem d’enviar (784), en total 14 paquets.  
Per tal de millorar la situació anterior hem modificat el codi de manera que si el 
Servent demana un paquet situat a una posició anterior al firstPos del buffer RawData, 
intentem enviar el primer paquet disponible independentment del que ens hagi retornat 
el buffer. D’aquesta manera aconseguim minimitzar les pèrdues, ja que podem enviar 
els darrers 63 paquets escrits al buffer.  
Seguint amb els paràmetres de l’exemple de la figura anterior, els paquets que 
enviaríem a través del Servent abans i després de la modificació serien els següents: 
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Figura 5.21: Comparativa entre el nou i l’antic criteri d’enviament de paquets pendents de servir 
Amb la modificació del programa el Servent pot reenviar els paquets a partir del 
770, i d’aquesta manera minimitzem l’impacte que pugui tenir la pèrdua de paquets en 
la reproducció de l’stream al peer E1.  
5.5.2  Escenari P2P: Un Host i 4 peers 
Tot seguit estudiem l’evolució del buffer RawData en un entorn més complex, en 
concret amb el presentat anteriorment a la figura 5.1.  
En aquest cas ens interessarà observar el comportament de RawData al Host i a la 
màquina E2. D’aquesta manera podem estudiar un cas on tenim una màquina que rep 
l’stream de dues fonts diferents (E0 i E1), i a la vegada envia part del vídeo a una altra 
màquina (E3).  
La seqüència que hem seguit ha estat la següent: Hem arrencat (en aquest ordre) les 
màquines Host, E0, E1, E2 i E3. Tot seguit s’ha introduït un tràfic interferent a la 
màquina E1 durant aproximadament uns 10 segons, i a continuació la màquina E0 ha 
finalitzat la seva sessió. Uns instants després ho fan les màquines E3, E2, E1 i Host.  
A la següent figura podem veure l’evolució del buffer en el Host respecte el 
paràmetre nextSendPos[i]: 
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Figura 5.22: Evolució del buffer RawData al Host 
Les dues variables representades ens donen una idea dels elements que tenim en cua 
per ser enviats. En un cas respecte el primer hit a qui servim l’stream: E0. I en l’altre 
respecte la màquina E1 (una vegada E0 ha finalitzat la seva sessió). Com hem vist a 
l’apartat anterior, al gràfic hem representat la diferència entre el lastPos i el 
nextSendPos[i].  
Analitzant el resultat obtingut observem com al principi el buffer s’omple 
ràpidament fins arribar als 64 paquets, i una vegada E0 inicia la seva sessió passem a 
enviar-li l’stream. A continuació observem 3 pics, que en cap cas superen els 30 
paquets, i corresponen a l’entrada al sistema de les màquines E1, E2 i E3. Aquests són 
deguts al càlcul de l’ample de banda disponible amb la màquina E0, que provoca un 
lleuger retard amb la recepció dels paquets.  
Aproximadament fins a l’instant 6500 la utilització del buffer es mesura respecte el 
nextSendPos[0], associat al servent que envia paquets al hit E0. Però quan passem a 
enviar l’stream al hit E1 utilitzem un nou servent i el paràmetre de referència en aquest 
cas és el nextSendPos[1]. 
Per altra banda també podem veure l’evolució del buffer rawData de la màquina E2: 
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Figura 5.23: Evolució del buffer RawData a la màquina E2 
En aquest cas l’anàlisi és més complex, ja que amb el buffer hi interactuen tres 
elements diferents:  
- writePos[0]: relacionat amb el ChannelStream que escriu paquets al buffer 
RawData procedents del hit E0. 
- writePos[1]: relacionat amb el ChannelStream que escriu paquets procedents 
del hit E1. 
- nextSendPos: relacionat amb el Servent que envia chunks a la màquina E3.  
Al gràfic hem representat la diferència d’aquests tres paràmetres amb el valor de 
lastPos, l’últim paquet consecutiu al buffer.  
Podem observar com a l’inici de la sessió les dues fonts ens comencen a enviar 
paquets, al principi el subcanal 1 va una mica per davant del 0, però de seguida 
s’estabilitzen les diferències amb lastPos entorn dels 0 paquets. 
El primer pic negatiu que trobem cap a l’instant 2500 és degut a petits retards 
produïts per l’entrada al sistema del hit E3, i uns moments després ja observem com el 
Servent comença a actuar i el nextSendPos s’actualitza amb el valor del lastPos. A partir 
d’aquí els tres elements relacionats amb la lectura i l’escriptura de paquets al buffer 
continuen evolucionant al mateix ritme.  
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Com hem comentat anteriorment, s’ha introduït un tràfic interferent entre l’equip E1 
i el nostre. És per això que durant uns segons deixem de rebre paquets d’aquesta 
màquina, de manera que el lastPos es manté constant i com a conseqüència la funció 
wirtePos[0] decreix fins als -63 paquets.  
En aquest punt comencem a reescriure paquets del buffer i el lastPos s’actualitza 
d’acord a l’últim paquet escrit pel hit E0, per la qual cosa s’inverteixen els papers, i ara 
és la funció de writePos[1] la que pren el valor de 63 degut als paquets que té pendents 
d’enviar, mentre que writePos[0] torna a valer 0. 
Aproximadament a l’instant 8500, desapareix el tràfic interferent i la situació es 
torna a estabilitzar pel que fa als dos subcanals d’entrada. També observem com el 
nextSendPos relacionat amb el hit N0 torna als 63 paquets una vegada aquest ha 
abandonat la sessió i per tant deixem d’enviar-li l’stream.   
5.5.3  Contribució dels subcanals al buffer. 
Com hem vist a l’apartat anterior, a partir del paràmetre writePosi[subchID] podem 
observar la contribució de cada subcanal al buffer RawData. Partint de l’escenari de la 
figura 5.9 hem analitzat l’escriptura al buffer dels paquets provinents dels equips E0 i 
E1, quan canviem les condicions de la xarxa introduint un tràfic interferent entre la 
nostra màquina i l’equip E1. 
Per tal de veure d’una forma més gràfica el pes que té cada hit sobre el total de  
paquets enviats, hem ordenat els chunks aportats per cada un dels hits i hem obtingut el 
següent gràfic:   
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Figura 5.24: Contribució dels subcanals al buffer RawData 
Tenint en compte que hem dividit l’stream en 12 chunks, observem com al principi 
en descarreguen 6 cada subcanal (en concret els parells el subcanal 0 i els imparells el 
subcanal 1). Però a mesura que transcorre el temps aquesta distribució va canviant. Així, 
a partir de l’arribada 515 el subcanal 0 passa a descarregar 7 chunks per 5 del subcanal 
1. I així successivament es va incrementant la diferència fins a l’arribada 1250 
aproximadament, on el subcanal 0 descarrega 11 de cada 12 chunks, i lògicament, el 
subcanal 1 descarrega el restant. 
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6  CONCLUSIONS I LÍNIES FUTURES 
L’objectiu principal que ens havíem marcat a l’inici d’aquest projecte era avaluar la 
versió multifont del programa Peercast coneguda amb el nom de GridCast, presentar 
noves millores, implementar-les en el codi del programa i analitzar-ne els resultats.  
La primera tasca va consistir en endinsar-se en el complex codi del GridCast i 
comprendre’n el funcionament, tant pel que fa a les bases de l’Streaming 
implementades a la versió inicial del Peercast, com pel que fa als canvis introduïts a la 
nova versió. Una vegada comprès el funcionament general del programa, així com les 
entitats bàsiques i la relació entre elles, el següent punt va consistir en estudiar diferents 
eines que ens permetessin millorar l’anterior sistema d’estimació d’ample de banda. Al 
final ens hem decantat per l’Iperf, que tot i tractar-se d’un programa més intrusiu del 
que hauríem desitjat, millora substancialment l’anterior opció utilitzada: el TTCP.  
Pel que fa al sistema de selecció de peers i distribució de la càrrega, gràcies a la 
implementació de l’algorisme CollectCast hem aconseguit dotar el programa d’un 
mecanisme més robust davant les condicions canviants de la xarxa. La utilització de 
llistes de hits actius que ens serveixen l’stream, conjuntament amb les llistes de 
possibles hits permeten actuar amb rapidesa i resoldre situacions difícils com la pèrdua 
de la connexió amb algun peer.  
Per altra banda, les redistribucions de càrrega implementades també han contribuït a 
millorar el funcionament general del sistema, ja que amb el control dels temps entre 
arribades de paquets aconseguim adaptar en tot moment el pes que té cada peer en 
l’enviament de l’stream. 
Finalment, les simulacions realitzades al llarg del projecte ens han permès detectar i 
corregir diferents situacions on el comportament del sistema no era l’esperat, com per 
exemple la gestió dels paquets pendents de servir del buffer principal del programa. O 
en altres situacions on, per exemple, la introducció d’unes pèrdues de paquets elevades 
a l’enllaç conduïen el programa a una situació inestable on l’usuari quedava a l’espera 
de l’arribada de nous paquets de forma indefinida. En aquest últim cas hem solventat la 
situació amb la inclusió d’uns timeouts i la posterior redistribució de càrrega.  
En definitiva, les modificacions plantejades en aquest projecte han millorat el 
comportament del programa en diferents situacions adverses de la xarxa, i a la vegada 
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l’anàlisi més profund que s’ha dut a termes sobre el GridCast ens ha obert noves vies 
d’actuació de cara a futures versions. 
Actualment s’estan desenvolupament dos nous projectes en paral·lel a aquest. Un 
està enfocat a la recerca dels valors òptims d’utilització de diferents paràmetres del 
GridCast, com podrien ser la capacitat dels buffers, el número de retransmissions que 
pot oferir un peer, el número de chunks en què dividim l’stream o els temps d’espera 
abans de dur a terme una redistribució.  
El segon projecte estudia la implementació d’un sistema de distribució de vídeo 
escalable. La capacitat de que una única senyal de vídeo serveixi per a molts usuaris 
diferents requereix una codificació especial, però és extremadament útil en situacions 
com les que ja ens trobem avui en dia, on Internet és accessible a través de tot tipus de 
dispositius, ja siguin mòbils, televisors, ordinadors o consoles i cada un d’ells amb unes 
característiques determinades. A més a més, també podem utilitzar aquest tipus de 
codificació per adaptar a les condicions de la xarxa la quantitat de paquets que enviem, 
de manera que quan l’enllaç estigui congestionat i no aconseguim transmetre el flux 
necessari, podem enviar només els paquets de la capa base i descartar els de les capes 
més altes, i quan es recuperi la situació anterior, podem tornar a millorar la qualitat de 
l’stream enviant la totalitat dels paquets. Sobre aquest tema s’han publicat diferents 
articles que demostren la millora de la qualitat de vídeo obtinguda mitjançant la 
utilització de l’escalabilitat [23].  
Per altra banda, tal com hem anat explicant a la memòria, per tal de poder aplicar 
l’algorisme CollectCast en la seva totalitat seria necessari implementar un sistema de 
codificació FEC (Forward Error Correction) pel control d’errors. En general, aquesta 
codificació ha resultat ser útil per combatre la pèrdua de paquets, tot i que s’hauria 
d’estudiar fins a quin punt la necessitat d’un ample de banda més elevat penalitza la 
transmissió de l’stream  [16]. A més a més, tal com hem vist a l’apartat 3.3.2 també 
seria molt interessant incorporar un sistema pel càlcul de la disponibilitat dels peers. 
Finalment, un altre dels punts que queda pendent de millorar és l’entorn gràfic, ja 
que si el GridCast pretén distribuir-se al públic en general, necessita oferir un entorn 
més atractiu que la interfície web que disposa actualment. Una opció seria la d’adaptar 
el nou entorn que s’ha creat recentment pel Peercast, però que encara es troba en una 
versió inicial i no és del tot estable. 
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7  ANNEXES 
7.1 Comandes utilitzades pels diferents programes. 
7.1.1  VNUML. 
Comandes per la creació de l’escenari virtual, a partir de l’arxiu de configuració 
test_2.xml: 
sudo vnumlparser.pl -t test_2.xml -u root -v 
sudo mount -o loop /usr/share/vnuml/filesystems/root_fs_tutorial /mnt/loop 
sudo mount -t proc none /mnt/loop/proc/ 
Comandes per connectar-nos amb les diferents màquines en mode ssh o ftp: 
ssh -l root 10.0.2.2 
ftp 10.0.2.2 (a l’arxiu /etc/ftpusers hem de treure el root) 
7.1.2  IPERF. 
Executar Iperf en mode servidor: iperf -s 
Executar Iperf en mode client: iperf -c IPServidor 
Si volem obtenir resultats instantanis cada interval de temps T (en segons), hem de 
posar: iperf...  -i INTERVAL 
Determinar el port des d’on escolta el servidor i a on envia el client: iperf... -p 
PORT 
Utilitzar UDP en comptes de TCP: iperf... -u 
Definir la longitud de la finestra TCP, o bé la longitud del buffer a on es posen els 
datagrames rebuts en cas de treballar amb UDP: iperf... -w WINDOW (en bytes) 
Determinar la longitud del buffer de lectura/escriptura: iperf.. -l LEN 
Opcions específiques pel client: 
Determinar el número de buffers a transmetre: iperf... -n NUM (d’aquesta manera la 
durada de l’experiment queda determinada pel número de buffers a transmetre NUM i la 
longitud del buffer LEN). 
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Determinar la durada de les proves: iperf... -t TIME (en segons). Per defecte el 
programa utilitza una durada de 10 segons. 
7.1.3  D-ITG: Tràfic creuat (intrusiu) 
Des del host: 
./ITGSend -a 10.0.2.2 -l sent_e1 -c 100 -C 1000 -t 500000  
Des de E1: 
./ITGRecv -l rcvd_host 
7.1.4  NETEM: Afegir retards, pèrdues... 
Per mostrar les restriccions que tenim en aquest moment a l’interfície eth1: 
 tc qdisc show dev eth1 
Per afegir un retard de 300ms a l’interfície eth2: 
 tc qdisc add dev eth2 root netem delay 300ms 
 tc qdisc add dev eth2 root netem loss .1% 
Per afegir una limitació del tràfic sortint a 1500 a l’interfície eth2: 
 tc qdisc add dev eth1 root tbf rate 250Kbit burst 59999b lat 50ms 
Per afegir una limitació del tràfic sortint a 112 a l’interfície eth1: 
 tc qdisc add dev eth1 root tbf rate 112Kbit burst 22999b lat 50ms 
Per afegir retard (o pèrdues) + límit tràfic: 
 tc qdisc add dev eth1 root handle 1:0 netem loss 10% 
 tc qdisc add dev eth1 parent 1:1 handle 10: tbf rate 1500Kbit burst 299999b lat 50ms 
Per treure les restriccions: 
 tc qdisc del dev eth1 root 
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7.2 Unitats de mesura 
Tot seguit presentem les unitats de mesura utilitzades amb les següents eines de 
treball durant l’elaboració del projecte. 
D-ITG: 
 -t (temps simulació) i -d (retard) --> mil·lisegons 
 -C --> packets/s 
 -c (longitud paquets) --> bytes 
 bitrate (resultats) --> Kbit/s 
 Delay i Jitter (resultats) --> segons 
NETEM: 
 Retard (delay) --> mil·lisegons 
 Pèrdues (loss) --> valors en percentatge 
 Rate --> Kbits 
VNUML:  
 <BW> --> bps 
IPERF: 
 -t (durada mesures) --> segons 
 -i (interval resultats mesures) --> segons 
 Bandwidth (resultats) --> Mbits/s 
 Transfer (bytes tx) --> Mbytes 
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7.3 Taula del gràfic “Iperf amb càrrega” 
 
Temps (s) Paquets (kBytes) 
Capacitat 
(Kbits/s) 
Càrrega (Kbits/s) 
Càrrega+Capacitat 
(Kbits/s) 
0 59,3 945 0 945 
0,5 57,1 961 0 961 
1 58 950 0 950 
1,5 56,6 927 0 927 
2 60,8 996 0 996 
2,5 59,4 973 0 973 
3 55,1 904 0 904 
3,5 59,4 973 0 973 
4 60,8 996 0 996 
4,5 58 950 0 950 
5 56,6 927 0 927 
5,5 55 901 0 901 
6 48,5 794 200 994 
6,5 44,2 725 200 925 
7 49,9 818 200 1018 
7,5 44,7 733 200 933 
8 48,9 801 200 1001 
8,5 43,3 710 200 910 
9 47,1 771 200 971 
9,5 48,5 794 200 994 
10 44,2 725 200 925 
10,5 46,1 755 200 955 
11 45,7 748 200 948 
11,5 46,1 755 200 955 
12 48,1 788 200 988 
12,5 44,2 724 200 924 
13 47,1 771 200 971 
13,5 45,7 748 200 948 
14 45,7 748 200 948 
14,5 47,1 771 200 971 
15 47,1 771 200 971 
15,5 45,2 740 200 940 
16 48 786 200 986 
16,5 44,2 725 200 925 
17 49,4 809 200 1009 
17,5 41,4 679 200 879 
18 49,9 818 200 1018 
18,5 47,1 771 200 971 
19 41,4 679 200 879 
19,5 50,3 824 200 1024 
20 43,8 718 200 918 
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Temps (s) Paquets (kBytes) 
Capacitat 
(Kbits/s) 
Càrrega (Kbits/s) 
Càrrega+Capacitat 
(Kbits/s) 
20,5 47,5 778 200 978 
21 46,1 755 200 955 
21,5 45,1 739 200 939 
22 48,5 794 200 994 
22,5 43,3 710 200 910 
23 48,5 794 200 994 
23,5 42,8 702 200 902 
24 48,9 801 200 1001 
24,5 48,5 794 200 994 
25 42,8 702 400 1102 
25,5 36,8 602 400 1002 
26 33,4 547 400 947 
26,5 36,2 593 400 993 
27 40 655 400 1055 
27,5 32,5 533 400 933 
28 29,6 485 400 885 
28,5 31,5 516 400 916 
29 38,6 632 400 1032 
29,5 38,6 632 400 1032 
30 31,5 516 400 916 
30,5 29,7 487 400 887 
31 34,3 563 400 963 
31,5 38,1 624 400 1024 
32 35,8 586 400 986 
32,5 28,7 470 400 870 
33 32,5 533 400 933 
33,5 35,8 586 400 986 
34 37,7 617 400 1017 
34,5 37,2 609 400 1009 
35 30,1 493 400 893 
35,5 31,5 516 400 916 
36 32,5 533 400 933 
36,5 36,2 593 400 993 
37 40,4 663 400 1063 
37,5 30,6 501 400 901 
38 32,9 540 400 940 
38,5 31,1 510 400 910 
39 40 655 400 1055 
39,5 34,3 563 400 963 
40 33,4 547 400 947 
40,5 30,1 493 400 893 
41 31,5 516 400 916 
41,5 39,1 640 400 1040 
42 35,8 586 400 986 
42,5 32,9 540 400 940 
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Temps (s) Paquets (kBytes) 
Capacitat 
(Kbits/s) 
Càrrega (Kbits/s) 
Càrrega+Capacitat 
(Kbits/s) 
43 33,4 547 400 947 
43,5 31,5 516 400 916 
44 32,5 533 400 933 
44,5 38,6 632 400 1032 
45 35,8 586 400 986 
45,5 34,8 571 400 971 
46 24,4 401 600 1001 
46,5 27,3 447 600 1047 
47 28,3 463 600 1063 
47,5 19,3 316 600 916 
48 25,9 424 600 1024 
48,5 28,3 463 600 1063 
49 17,4 285 600 885 
49,5 18,4 301 600 901 
50 26,8 439 600 1039 
50,5 28,3 463 600 1063 
51 17,4 285 600 885 
51,5 18,4 301 600 901 
52 19,3 316 600 916 
52,5 28,7 470 600 1070 
53 25,5 417 600 1017 
53,5 17,4 285 600 885 
54 18,4 301 600 901 
54,5 21,1 346 600 946 
55 29,7 487 600 1087 
55,5 24,4 401 600 1001 
56 18,4 301 600 901 
56,5 18,8 308 600 908 
57 18,4 301 600 901 
57,5 27,8 455 600 1055 
58 27,3 447 600 1047 
58,5 18,4 301 600 901 
59 18,8 308 600 908 
59,5 18,4 301 600 901 
60 25,5 417 600 1017 
60,5 29,1 477 600 1077 
61 18,4 301 600 901 
61,5 19,7 323 600 923 
62 18,4 301 600 901 
62,5 21,6 354 600 954 
63 27,3 447 600 1047 
63,5 24 394 600 994 
64 18,4 301 600 901 
64,5 17,8 292 600 892 
65 19,8 324 600 924 
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Temps (s) Paquets (kBytes) 
Capacitat 
(Kbits/s) 
Càrrega (Kbits/s) 
Càrrega+Capacitat 
(Kbits/s) 
65,5 29,1 477 600 1077 
66 28,3 463 600 1063 
66,5 22,6 371 600 971 
67 23,5 385 800 1185 
67,5 20,7 339 800 1139 
68 14,1 232 800 1032 
68,5 14,1 232 800 1032 
69 17,4 285 800 1085 
69,5 18,4 301 800 1101 
70 17,4 285 800 1085 
70,5 11,3 185 800 985 
71 7,07 116 800 916 
71,5 18,4 301 800 1101 
72 17,8 292 800 1092 
72,5 0 0 800 800 
73 19,8 324 800 1124 
73,5 18,4 301 800 1101 
74 0 0 800 800 
74,5 17,8 292 800 1092 
75 18,4 301 800 1101 
75,5 0 0 800 800 
76 18,4 301 800 1101 
76,5 12,6 207 800 1007 
77 2,83 0 800 800 
77,5 18,4 301 800 1101 
78 8,48 139 800 939 
78,5 9,9 162 800 962 
79 14,1 232 800 1032 
79,5 4,24 69,5 800 869,5 
80 15,6 255 800 1055 
80,5 11,3 185 800 985 
81 5,66 92,7 800 892,7 
81,5 17 278 800 1078 
82 7,07 116 800 916 
82,5 6,39 105 800 905 
83 15,6 255 800 1055 
83,5 7,07 116 800 916 
84 11,3 185 800 985 
84,5 12,7 209 800 1009 
85 9,34 153 800 953 
85,5 11,3 185 800 985 
86 11,3 185 800 985 
86,5 9,9 162 800 962 
87 25,5 417 800 1217 
87,5 56,6 927 0 927 
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Temps (s) Paquets (kBytes) 
Capacitat 
(Kbits/s) 
Càrrega (Kbits/s) 
Càrrega+Capacitat 
(Kbits/s) 
88 58 950 0 950 
88,5 59,4 973 0 973 
89 58 950 0 950 
89,5 56,6 927 0 927 
90 60,8 996 0 996 
90,5 58 950 0 950 
91 56,6 927 0 927 
91,5 60,8 996 0 996 
92 57,9 948 0 948 
92,5 56,6 927 0 927 
93 60,8 996 0 996 
93,5 56,8 930 0 930 
94 60,2 986 0 986 
94,5 57 933 0 933 
95 58,3 956 0 956 
95,5 58,4 957 0 957 
96 58,4 957 0 957 
96,5 57,8 947 0 947 
97 58,4 957 0 957 
97,5 58,8 963 0 963 
98 57,9 948 0 948 
98,5 58,4 957 0 957 
99 58,4 957 0 957 
99,5 58,8 963 0 963 
100 57,9 948 0 948 
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7.4 Llistat de tots els missatges que ens ofereix el 
protocol PCP. 
static const ID4 PCP_CONNECT  = "pcp\n"; 
 
static const ID4 PCP_OK   = "ok"; 
 
static const ID4 PCP_HELO  = "helo"; 
static const ID4 PCP_HELO_AGENT = "agnt"; 
static const ID4 PCP_HELO_OSTYPE = "ostp"; 
static const ID4 PCP_HELO_SESSIONID = "sid"; 
static const ID4 PCP_HELO_PORT = "port"; 
static const ID4 PCP_HELO_PING = "ping"; 
static const ID4 PCP_HELO_PONG = "pong"; 
static const ID4 PCP_HELO_REMOTEIP = "rip"; 
static const ID4 PCP_HELO_VERSION = "ver"; 
static const ID4 PCP_HELO_BCID = "bcid"; 
static const ID4 PCP_HELO_DISABLE = "dis"; 
static const ID4 PCP_HELO_PART = "part"; 
static const ID4 PCP_HELO_NUMP = "nump"; 
static const ID4 PCP_HELO_CNUM = "cnum"; 
static const ID4 PCP_HELO_SUBC = "subc"; 
 
static const ID4 PCP_OLEH  = "oleh"; 
 
static const ID4 PCP_MODE  = "mode"; 
static const ID4 PCP_MODE_GNUT06 = "gn06"; 
 
static const ID4 PCP_ROOT  = "root"; 
static const ID4 PCP_ROOT_UPDINT = "uint"; 
static const ID4 PCP_ROOT_CHECKVER = "chkv"; 
static const ID4 PCP_ROOT_URL  = "url"; 
static const ID4 PCP_ROOT_UPDATE = "upd"; 
static const ID4 PCP_ROOT_NEXT = "next"; 
 
 
static const ID4 PCP_OS_LINUX  = "lnux"; 
static const ID4 PCP_OS_WINDOWS = "w32"; 
static const ID4 PCP_OS_OSX  = "osx"; 
static const ID4 PCP_OS_WINAMP = "wamp"; 
static const ID4 PCP_OS_ZAURUS = "zaur"; 
 
static const ID4 PCP_GET  = "get"; 
static const ID4 PCP_GET_ID  = "id"; 
static const ID4 PCP_GET_NAME  = "name"; 
 
static const ID4 PCP_HOST  = "host"; 
static const ID4 PCP_HOST_ID  = "id"; 
static const ID4 PCP_HOST_IP  = "ip"; 
static const ID4 PCP_HOST_PORT = "port"; 
static const ID4 PCP_HOST_NUML = "numl"; 
static const ID4 PCP_HOST_NUMR = "numr"; 
static const ID4 PCP_HOST_UPTIME = "uptm"; 
static const ID4 PCP_HOST_TRACKER = "trkr"; 
static const ID4 PCP_HOST_CHANID = "cid"; 
static const ID4 PCP_HOST_VERSION = "ver"; 
static const ID4 PCP_HOST_FLAGS1 = "flg1"; 
static const ID4 PCP_HOST_OLDPOS = "oldp"; 
static const ID4 PCP_HOST_NEWPOS = "newp"; 
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static const int PCP_HOST_FLAGS1_TRACKER  = 0x01; 
static const int PCP_HOST_FLAGS1_RELAY  = 0x02; 
static const int PCP_HOST_FLAGS1_DIRECT  = 0x04; 
static const int PCP_HOST_FLAGS1_PUSH  = 0x08; 
static const int PCP_HOST_FLAGS1_RECV  = 0x10; 
static const int PCP_HOST_FLAGS1_CIN  = 0x20; 
static const int PCP_HOST_FLAGS1_PRIVATE  = 0x40; 
 
static const ID4 PCP_QUIT  = "quit"; 
 
static const ID4 PCP_CHAN  = "chan"; 
static const ID4 PCP_CHAN_ID  = "id"; 
static const ID4 PCP_CHAN_BCID = "bcid"; 
static const ID4 PCP_CHAN_KEY  = "key"; 
 
static const ID4 PCP_CHAN_PKT  = "pkt"; 
static const ID4 PCP_CHAN_PKT_TYPE = "type"; 
static const ID4 PCP_CHAN_PKT_POS = "pos"; 
static const ID4 PCP_CHAN_PKT_HEAD = "head"; 
static const ID4 PCP_CHAN_PKT_DATA = "data"; 
static const ID4 PCP_CHAN_PKT_META = "meta"; 
 
static const ID4 PCP_CHAN_INFO  = "info"; 
static const ID4 PCP_CHAN_INFO_TYPE  = "type"; 
static const ID4 PCP_CHAN_INFO_BITRATE = "bitr"; 
static const ID4 PCP_CHAN_INFO_GENRE = "gnre"; 
static const ID4 PCP_CHAN_INFO_NAME  = "name"; 
static const ID4 PCP_CHAN_INFO_URL  = "url"; 
static const ID4 PCP_CHAN_INFO_DESC  = "desc"; 
static const ID4 PCP_CHAN_INFO_COMMENT = "cmnt"; 
 
static const ID4 PCP_CHAN_TRACK  = "trck"; 
static const ID4 PCP_CHAN_TRACK_TITLE = "titl"; 
static const ID4 PCP_CHAN_TRACK_CREATOR = "crea"; 
static const ID4 PCP_CHAN_TRACK_URL  = "url"; 
static const ID4 PCP_CHAN_TRACK_ALBUM = "albm"; 
 
static const ID4 PCP_MESG   = "mesg"; 
static const ID4 PCP_MESG_ASCII  = "asci";   
static const ID4 PCP_MESG_SJIS  = "sjis"; 
 
static const ID4 PCP_BCST   = "bcst";  
static const ID4 PCP_BCST_TTL   = "ttl";  
static const ID4 PCP_BCST_HOPS  = "hops";  
static const ID4 PCP_BCST_FROM  = "from";  
static const ID4 PCP_BCST_DEST  = "dest";  
static const ID4 PCP_BCST_GROUP  = "grp";  
static const ID4 PCP_BCST_CHANID  = "cid";  
static const ID4 PCP_BCST_VERSION  = "vers";  
 
static const int PCP_BCST_GROUP_ALL  = (char)0xff;  
static const int PCP_BCST_GROUP_ROOT = 1;  
static const int PCP_BCST_GROUP_TRACKERS = 2;  
static const int PCP_BCST_GROUP_RELAYS = 4;  
 
static const ID4 PCP_PUSH   = "push";  
static const ID4 PCP_PUSH_IP   = "ip";  
static const ID4 PCP_PUSH_PORT  = "port";  
static const ID4 PCP_PUSH_CHANID  = "cid";  
 
ANNEXES 
- 110 - 
static const ID4 PCP_SPKT   = "spkt"; 
 
static const ID4 PCP_ATOM  = "atom";  
 
static const ID4 PCP_SESSIONID = "sid"; 
 
static const int PCP_ERROR_QUIT = 1000; 
static const int PCP_ERROR_BCST = 2000; 
static const int PCP_ERROR_READ = 3000; 
static const int PCP_ERROR_WRITE = 4000; 
static const int PCP_ERROR_GENERAL = 5000; 
 
static const int PCP_ERROR_SKIP   = 1; 
static const int PCP_ERROR_ALREADYCONNECTED = 2; 
static const int PCP_ERROR_UNAVAILABLE  = 3; 
static const int PCP_ERROR_LOOPBACK   = 4; 
static const int PCP_ERROR_NOTIDENTIFIED  = 5; 
static const int PCP_ERROR_BADRESPONSE  = 6; 
static const int PCP_ERROR_BADAGENT   = 7; 
static const int PCP_ERROR_OFFAIR   = 8; 
static const int PCP_ERROR_SHUTDOWN   = 9; 
static const int PCP_ERROR_NOROOT   = 10; 
static const int PCP_ERROR_BANNED   = 11; 
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7.5 Arxius de configuració del VNUML. 
7.5.1  Escenari figura 4.1 
<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE vnuml SYSTEM "/usr/share/xml/vnuml/vnuml.dtd"> 
 
<vnuml> 
  <global> 
    <version>1.8</version> 
    <simulation_name>Test_1</simulation_name> 
    <automac/> 
    <vm_mgmt type="none" /> 
    <vm_defaults> 
       <filesystem type="cow">/usr/share/vnuml/filesystems/ 
root_fs_tutorial </filesystem> 
       <kernel>/usr/share/vnuml/kernels/linux</kernel> 
       <console id="0">xterm</console> 
    </vm_defaults> 
  </global> 
 
  <net name="Net0" mode="uml_switch" /> 
  <net name="Net1" mode="uml_switch" type="ppp"> 
 <bw>1500000</bw> 
  </net> 
  <net name="Net2" mode="uml_switch" type="ppp"> 
 <bw>1000000</bw> 
  </net> 
   
  <vm name="Router1"> 
    <if id="1" net="Net0"> 
      <ipv4>10.0.0.2</ipv4> 
    </if> 
    <if id="2" net="Net2"> 
      <ipv4>10.0.1.1</ipv4> 
    </if>     
    <route type="ipv4" gw="10.0.0.2">10.0.0.1/24</route> 
    <route type="ipv4" gw="10.0.1.2">default</route> 
    <forwarding type="ip"/>     
  </vm> 
 
  <vm name="Router2"> 
    <if id="1" net="Net2"> 
      <ipv4>10.0.1.2</ipv4> 
    </if> 
    <if id="2" net="Net1"> 
      <ipv4>10.0.2.1</ipv4> 
    </if>   
    <route type="ipv4" gw="10.0.1.1">default</route> 
    <route type="ipv4" gw="10.0.2.1">10.0.2.0/24</route> 
    <forwarding type="ip"/>    
  </vm> 
 
  <vm name="E1"> 
    <if id="1" net="Net1"> 
      <ipv4>10.0.2.2</ipv4> 
    </if> 
    <route type="ipv4" gw="10.0.2.1">default</route> 
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  </vm> 
 
  <host> 
    <hostif net="Net0"> 
       <ipv4>10.0.0.1</ipv4> 
    </hostif> 
    <route type="ipv4" gw="10.0.0.2">10.0.0.0/16</route> 
  </host> 
</vnuml> 
7.5.2  Escenari figura 5.1 
<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE vnuml SYSTEM "/usr/share/xml/vnuml/vnuml.dtd"> 
 
<vnuml> 
  <global> 
    <version>1.8</version> 
    <simulation_name>Test_2</simulation_name> 
    <automac/> 
    <vm_mgmt type="none" /> 
    <vm_defaults> 
       <filesystem type="cow">/usr/share/vnuml/filesystems/ 
root_fs_tutorial</filesystem> 
       <kernel>/usr/share/vnuml/kernels/linux</kernel> 
       <console id="0">xterm</console> 
    </vm_defaults> 
  </global> 
 
  <net name="Net0" mode="uml_switch"/> 
  <net name="Net1" mode="uml_switch" type="ppp"> 
 <bw>1000000</bw> 
  </net> 
  <net name="Net2" mode="uml_switch" type="ppp"> 
 <bw>1500000</bw> 
  </net> 
  <net name="Net3" mode="uml_switch" type="ppp"> 
 <bw>750000</bw> 
  </net> 
 
  <vm name="E1"> 
    <if id="1" net="Net0"> 
      <ipv4>10.0.0.2</ipv4> 
    </if> 
    <if id="2" net="Net1"> 
      <ipv4>10.0.1.1</ipv4> 
    </if>     
    <if id="3" net="Net2"> 
      <ipv4>10.0.2.1</ipv4> 
    </if>    
    <route type="ipv4" gw="10.0.2.2">10.0.3.0/24</route> 
    <forwarding type="ip"/>     
  </vm> 
 
  <vm name="E2"> 
    <if id="1" net="Net1"> 
      <ipv4>10.0.1.2</ipv4> 
    </if> 
    <if id="2" net="Net3"> 
      <ipv4>10.0.3.1</ipv4> 
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    </if>   
    <route type="ipv4" gw="10.0.1.1">default</route> 
    <forwarding type="ip"/>    
  </vm> 
 
  <vm name="E3"> 
    <if id="1" net="Net2"> 
      <ipv4>10.0.2.2</ipv4> 
    </if> 
    <if id="2" net="Net3"> 
      <ipv4>10.0.3.2</ipv4> 
    </if>   
 
    <route type="ipv4" gw="10.0.2.1">default</route> 
  </vm> 
 
  <host> 
    <hostif net="Net0"> 
       <ipv4>10.0.0.1</ipv4> 
    </hostif> 
    <route type="ipv4" gw="10.0.0.2">default</route> 
  </host> 
</vnuml> 
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7.6 Guia d’instal·lació i configuració de l’entorn 
Tot seguit presentem la guia per la instal·lació i la configuració de l’entorn utilitzat 
durant la realització d’aquest projecte. Al tractar-se de la continuació d’un projecte 
anterior [13], la guia ja havia estat escrita i per això l’hem afegit íntegrament. 
7.6.1  Sistema Operativo 
 El sistema operativo escogido para realizar este proyecto es Ubuntu 7.10 (Gutsy 
Gibbon), una distribución de Linux basada en Debian que destaca porque su instalación 
es más sencilla que la de otras distribuciones y resulta muy amigable para el usuario no 
iniciado en sistemas UNIX.  
 Si ya disponemos de otra distribución de Linux instalada no será estrictamente 
necesario instalar Ubuntu, pero entonces es muy probable que aparezca algún mensaje 
de error pidiéndonos que instalemos una determinada librería.  Si la distribución 
instalada no está basada en Debian el número de errores será mayor. 
 En la siguiente página encontramos una lista con todos los mirrors desde los que 
podemos descargar Ubuntu: 
http://www.ubuntu.com/getubuntu/downloadmirrors 
 Una vez finalizada la descarga debe grabarse con un software de grabación de 
CD's. Si grabamos el CD desde Microsoft Windows ya que por defecto este sistema 
operativo no trae ningún software de grabación recomendamos InfraRecorder, un 
software libre y gratuito de grabación, con características muy similares a otros de pago. 
http://infrarecorder.sourceforge.net/ 
 Si al meter el CD y reiniciar el ordenador no se  carga el programa instalador 
abra que entrar en la BIOS (la tecla a pulsar se indica en algún momento durante el 
arranque) y cambiar el orden de lectura de dispositivos para que se lea el CD antes que 
el disco duro. Sólo falta por comentar que por defecto Ubuntu no trae cuenta de 
superusario. Cuando se ejecuten comandos que requieran privilegios de superusuario se 
antepondrá la palabra sudo y se nos pedirá el password de la primera cuenta que se crea 
al instalar el sistema operativo. No se detallan los pasos de la instalación porque es muy 
guiada. 
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7.6.2  Vnuml (Instalación) 
 Primero vamos a instalar el programa a través de un repositorio que han creado 
los desarrolladores de este software. Para ello, vamos a añadir la siguiente línea al 
fichero /etc/apt/sources.list: 
 $ deb http://jungla.dit.upm.es/~vnuml/debian binary/ 
 
 A continuación actualizaremos la base de datos de apt-get e instalaremos Vnuml 
y el kernel UML que utilizaran las máquinas virtuales: 
 $ apt-get update 
 $ apt-get install vnuml 
 $ apt-get install linux-um 
 
 Necesitamos un sistema de ficheros raíz (en adelante: root filesystem o rootfs) 
que utilizarán las máquinas virtuales.  Utilizaremos un script en Perl que ponen a 
nuestra disposición los desarrolladores de Vnuml y que se encuentra en:  
http://www.dit.upm.es/vnuml/download/scripts/root-fs-installer  
 Este script se encarga de descargar el último rootfs disponible, descomprimirlo y 
cargar  el kernel UML previamente instalado. Para ejecutar este script necesitaremos 
instalar un comando de la shell que no venía con la instalación de Ubuntu. 
 $ apt-get install curl 
  
 Para invocar el script exitosamente desde el directorio donde lo hemos 
descargado hay que introducir: 
 $ sudo perl root-fs-installer  
  
Ahora hay que tener paciencia porque ha de descargarse el rootfs. Con una 
conexión adsl este proceso durará aproximadamente 30 minutos.  
7.6.3  Vnuml (Construir y desmontar el escenario de 
simulación) 
 El fichero adjuntado topology.xml contiene la descripción de la red virtual que 
se utiliza en este proyecto. En él se definen las máquinas virtuales así como las 
interfaces de las que disponen. Si queremos conectividad con la máquina real hemos de 
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definir una interfaz virtual para la máquina real. Esta interfaz la crea y configura 
automáticamente el programa vnumlparser si lo ejecutamos como superusuario. 
 Para construir la red virtual se ha de introducir en la shell la siguiente línea: 
 $ sudo vnumlparser.pl -t topology.xml -u root -v 
 
 Esta operación durará seguramente más de un minuto. Depende de la 
complejidad de la red y de las características del ordenador en que se ejecuta. Si tarda 
mucho nos irá preguntando si queremos que continué montando o si abortamos. En ese 
caso teclearemos 'R' (Retry) hasta que acabe.  
 El usuario que vamos a utilizar en todas las máquinas virtuales es el root. Hay 
que llevar cuidado ya que no nos pedirá confirmación para ningún comando que 
utilicemos. El password por defecto será: xxxx. 
 Tenemos dos formas de acceder a las máquinas.  
 Abrir consolas por defecto al montar la red virtual: Añadiendo en el fichero xml 
dentro de la etiqueta <vm_defaults>  esta otra etiqueta: <console 
id="0">xterm</console>, conseguimos que cuando se monta la red virtual, por defecto 
se abra una consola xterm para cada máquina. Está opción es cómoda si se trabaja con 
pocas máquinas o si por no haber definido bien la topología en el xml no disponemos de 
conexión para llegar a alguna.  
 Conectarse desde el host por ssh: Éste es el método recomendado para trabajar 
con el fichero topology.xml. El número de máquinas con el que se trabaja  es demasiado 
grande como para abrir una consola xterm para cada una. Lo que haremos es abrir un 
terminal en Ubuntu (gnome-terminal) y teclear: 
 $ ssh <ip_de_máquina_virtual> -l root  
 
 A continuación se puede comprobar que la red virtual es tal y como nos dice el 
esquema realizando algunos pings y traceroutes desde unas máquinas a otras. En 
principio, el fichero topology.xml utilizado para este proyecto no va a dar problemas al 
realizar esta comprobación porque ya ha sido probado. Sin embargo, si se utilizara una 
descripción xml diferente y al comprobar la conectividad entre las máquinas vemos que 
alguna no es visible se tendrá que verificar que las rutas definidas en el fichero xml sean 
correctas.  
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Una forma rápida de hacerlo (ya que evita montar y desmontar la red virtual para 
cada prueba) es añadir las rutas manualmente en las consolas xterm de cada máquina 
utilizando esta instrucción: 
 $ route -A inet add -net <Red con mascara> gw <Gateway> <Interfaz>  
Cuando se consigue la visibilidad entre máquinas deseadas se debe añadir en el 
xml las rutas que se han introducido manualmente en las consolas. 
 Una vez hemos hecho las pruebas deseadas hemos de desmontar la red virtual.  
La manera de hacerlo es usando la siguiente instrucción: 
 $ sudo vnumlparser.pl -d peercast/vnuml/topology.xml -u root -v  
  
Aunque desmontemos la red los cambios que hayamos hecho en el sistema de 
ficheros se quedan guardados. Todos los ficheros generados, programas instalados, etc, 
se quedaran guardados en las máquinas virtuales. Si no desmontamos la red y apagamos 
el ordenador, al volverlo a encender la red seguirá montada pero el interfaz virtual de la 
máquina real no existirá y no nos podremos comunicar con la red virtual. El problema 
es que no nos dejará ni montar ni desmontar la red con los comandos que se han 
utilizado antes. Tendremos que forzar a que se desmonte con la instrucción: 
 $ sudo vnumlparser.pl -d topology.xml -u root -v -F 
 
 Cuando se desmonta la red virtual utilizando este método se corre el riesgo de 
corrupción del sistema de ficheros, lo que puede provocar la perdida de los cambios 
realizados en las máquinas virtuales respecto al sistema de ficheros original.  
7.6.4  Instalación de software en las máquinas virtuales 
 Como todas las máquinas virtuales van a necesitar el mismo programa 
necesitamos un método que nos ahorre el tener que acceder a cada una descomprimir, 
compilar e  instalar el programa. Hay una forma de instalar el programa en todas las 
máquinas a la vez. Se trata de montar el sistema de ficheros que utiliza nuestra 
simulación e instalar una sola vez el software deseado. Además este método nos permite 
utilizar la conexión a Internet de nuestra máquina real sin tener que configurar IP 
masquerading en el host, que es lo que se debe hacer si queremos acceder a Internet 
desde las máquinas virtuales una vez iniciada una simulación. De esa forma podríamos 
usar la herramienta apt-get para obtener otros programas disponibles en los repositorios. 
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A continuación se detallan los pasos para instalar la versión de peercast realizada en este 
proyecto en el sistema de ficheros. 
 Creamos las carpetas donde montaremos el sistema de ficheros 
 $ sudo mkdir /mnt/loop 
 $ sudo mkdir /mnt/loop/proc 
 
 Montamos el sistema de ficheros en los puntos de montaje recién creados: 
 $ sudo mount -o loop root_fs_tutorial /mnt/loop 
 $ sudo mount -t proc none /mnt/loop/proc 
 Cambiamos el directorio raíz de la consola: 
 $ chroot /mnt/loop 
 
Ahora tenemos que abrir otra consola y desde allí como root hemos de mover al 
punto de montaje el tarball que contiene el programa.  
 $ sudo mv peercast_swarmmed.tar /mnt/loop 
 
 Luego, volvemos a la consola que tiene por directorio root el sistema de ficheros 
de las máquinas virtuales (donde hemos ejecutado el comando chroot) y realizamos las 
siguientes acciones: 
 $ tar -xvf peercast_swarmmed.tar  
 $ cd peercast_swarmmed 
 $ ./configure 
 $ make 
 $ make install 
 
 Finalmente tenemos que desmontar el sistema de ficheros virtual antes de volver 
a construir la red virtual. 
 $ exit    
 $ sudo umount /mnt/loop/proc 
 $ sudo umount /mnt/loop 
 
 Si a continuación montamos una simulación de vnuml que carga el sistema de 
ficheros en modo COW, que hubiera sido montada anteriormente, veremos que los 
cambios realizados no se han efectuado. Eso es debido a que en el modo COW el 
sistema de ficheros original se copia y para cada máquina virtual se lleva el control de 
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cambios realizados. 
Lo que se ha de hacer en este caso es borrar de la carpeta de configuración de 
vnuml la simulación correspondiente. Normalmente este directorio se halla en el 
directorio home del usuario que lo instaló Vnuml  y se llama .Vnuml. Otra solución es 
cambiar el nombre de la simulación en el fichero descriptor xml para que se cree una 
simulación nueva, pero hay que tener en cuenta que se volverá a copiar el sistema de 
ficheros y sino vamos borrando las simulaciones del directorio que hemos mencionado 
el uso de disco duro puede ser muy elevado. 
 En ocasiones, al realizar pruebas de programas en desarrollo interesa enviar tan 
solo un fichero de una máquina a otra o incluso al host. Para ello resulta más rápido 
abrir una sesión ftp con los siguientes comandos: 
 $ ftp <ip de la maquina remota> 
 Se introduce un usuario y su password de la máquina remota 
 $ put <path del fichero en maquina local> <path de fichero en máquina remota> 
 Por defecto los sistemas de ficheros que se ofrecen en el sitio web de VNUML 
traen las cuentas  de ftp desactivadas. Hay que entrar en el fichero /etc/ftpusers y borrar 
de la lista los usuarios con los que queramos conectarnos mediante ftp.  
7.6.5  Instalación y uso del reproductor  
 El reproductor que vamos a utilizar para hacer las pruebas será MPlayer. Para 
instarlo bastará con introducir en una consola: 
 $ sudo apt-get install mplayer 
 
 Para reproducir un stream hemos de introducir: 
 $ mplayer <url del stream> 
  
Hay que tener claro que este programa estará instalado en la máquina real y que al 
final para ver el stream recibido por un peer, nos conectaremos con mplayer  al peercast 
que se ejecuta en esa máquina en modo 'direct', lo que significa que se recibe el stream 
directamente sin pasar por una instancia de peercast. 
Para permitir transmisiones en modo 'Direct' debemos poner algún número entero 
mayor que cero en el archivo de configuración peercast.ini en el parámetro MaxDirect. 
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7.6.6  Instalación y uso del servidor de streams 
 El servidor de streams que vamos a utilizar es el VLC media player. Es un 
reproductor de vídeo con la capacidad de servir streams que es en definitiva la que 
vamos a utilizar. 
 Para instalarlo: 
 $ sudo apt-get install vlc 
 
 Para servir un stream hay que ir al menú ' Archivo' y seleccionar la opción 'Abrir 
archivo'. Clickando el botón 'Explorar' buscamos el vídeo que queramos servir y a 
continuación marcamos la casilla  'Volcado/Salvar' y clickamos el botón opciones.   
Se nos abrirá una nueva ventana donde configuraremos el volcado del vídeo. 
Marcaremos la casilla http e indicaremos el puerto donde deseamos volcar.  A 
continuación marcaremos MPEG PS como método de encapsulamiento y mp2v como 
códec de vídeo. Cerramos las dos ventanas abiertas clickando 'Aceptar' en cada una de 
ellas y el stream se habrá comenzado a servir. 
 Activando el modo de repetición podemos seguir haciendo pruebas aunque 
estemos más tiempo que la duración del vídeo. Para ello iremos al menú 'Ver', luego 
'Lista de reproducción' y pulsaremos encima del botón 'Repetir uno'. 
7.6.7  Configuración de GridCast 
 GridCast se configura a través de un fichero de texto llamado peercast.ini que se 
crea la primera vez que se ejecuta el programa. Si se quiere ejecutarlo con los 
parámetros elegidos se deberá lanzar siempre desde el mismo directorio.  
 Vamos a explicar algunos de los parámetros que se modifican habitualmente 
cuando se realizan pruebas. 
 maxDirect: Indica el número de transmisiones en modo DIRECT máximo que 
se pueden establecer. Este es el modo utilizado cuando se sirve el canal a un 
reproductor. 
 maxRelays: Indica el número total de transmisiones en modo RELAY que se 
pueden establecer. Si se le pide canal a un nodo que ya ha llegado al máximo de 
retransmisiones como mucho podrá ofrecer una lista de hits, como si de un 
tracker se tratase. 
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 maxRelaysPerChannel: Es parecido al anterior, pero solo aplica a un canal. 
 serverPort: El puerto donde GridCast recibirá las peticiones. Por defecto está el 
7144. 
 refreshHTML: Es el intervalo entre refrescos de la interfaz gráfica web. Por 
defecto está a 5 segundos y no visualmente no es agradable que mientras lees 
alguna información se borre la pantalla y se vuelva a cargar la página. 
 logDebug, logChannel, logNetwork, logError: Estos parámetros booleanos 
controlan la generación de logs.  
 isRoot: Variable booleana para activar el modo root. Por defecto viene a 'No'. 
 rootNode: Nodo al que se informará de los canales que trata el cliente. Por 
defecto es el 'yp.peercast.org'. 
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