The continuous electron bombardment of a sample during transmission electron microscopy (TEM) drives atomic-scale transformations. In earlier studies the transformations appeared to proceed as if the sample was held at an elevated temperature, and, indeed, the hypothesis of an electron-beam-induced virtual temperature has gained traction in the scientific community. However, the sample is not significantly heated by the electron beam, meaning the processes are not activated by thermal vibrations. Instead, individual collisions between the electrons and the target atoms, and/or excitations of the electronic system, lead to the observed transformations. It is not a priori clear what virtual temperature can be assigned to the conditions under the electron irradiation, or even if such a temperature can be defined at all. Here, we attempt to measure the virtual temperature, specific to this system, by comparing the relative population of the three different divacancy defect states in single-layer graphene to the Boltzmann distribution using calculated energy levels of the defect states. The experiment is conducted using aberration-corrected high-resolution TEM at an acceleration voltage of 80 kV. Atomistic simulations are used to learn about the energetics of the defects. We find that the measured populations cannot be fitted to the Boltzmann distribution, and consequently no universal virtual temperature can be assigned to the system.
I. INTRODUCTION
Coinciding breakthroughs in the electron optics for transmission electron microscopy (TEM) and in materials science have allowed rapid progression in the observation and understanding of atomic-scale processes in materials. First, the invention and practical realization of hardware spherical aberration correction (AC) in high-resolution TEM (HRTEM) and scanning TEM (STEM) pushed the resolution of the instruments to the atomic level even at lower acceleration voltages [1] [2] [3] . Second, the discovery of graphene and other two-dimensional (2D) materials provided the perfect material for imaging with the new powerful instruments: because the images recorded in TEM are always projection images, the existence of only a single atomic layer in the sample allows more straightforward interpretation of the recorded images, and the positions and motion of all the target atoms can be directly followed [4] .
It is well known, however, that the electron beam of the TEM induces sometimes violent transformations in the sample [5] . This is foremost undesired behavior, but on the other hand has allowed in situ observation of exciting beam-driven dynamics in TEM. To name only some examples, the evolution of point defects [4, [6] [7] [8] [9] [10] [11] and extended defects [12] [13] [14] in graphene have been extensively studied at the atomic scale. Similarly, the dynamics of other 2D materials, such as transition-metal dichalcogenides [15] [16] [17] [18] [19] [20] , 2D hexagonal boron nitride [21] [22] [23] [24] , and 2D SiO 2 [25, 26] , have been captured by aberration-corrected HRTEM and STEM.
The typical drivers of atomic-scale transformations are the thermal vibrations at an elevated temperature. In the Arrhenius-type description of the temperature dependence of reaction rates, local kinetic energies become occasionally high enough to overcome reaction barriers. Thus the reaction rate depends on the height of the reaction barrier and the sample temperature, which determines the average amplitude of the thermal fluctuations. In many cases the reaction barriers are so high that temperatures of thousands of degrees Kelvin are required for an observable reaction rate to manifest.
Nevertheless, such high barrier reactions are readily observed in TEM, even if the sample is held at room temperature. For example, a bond rotation in graphene, where two atoms rotate 90
• around their center point, has an estimated activation barrier (E b ) of 5-10 eV [27] . For a reaction rate of 1/s to take place due to thermal vibrations, a temperature of roughly 2000-4000 K would be required. This is based on the Arrhenius equation of reaction rate Ae −E b /k B T , with A = 1 × 10 11 1/s, k B the Boltzmann constant, and T the sample temperature. The value for A is a rough estimate on the collision or "attempt" frequency. The temperature value depends only logarithmically on the value of A, meaning such a crude value is adequate for this kind of an estimate.
The prevailing explanation for the occurrence of the transformations in graphene under the electron beam are events induced by knock-on collisions [6] . That is, occasionally an energetic electron hits a target atom "head on," leading to significant momentum transfer, which can push the system over the reaction barrier. The electron beam can induce transformations in the target via excitations of the electronic systems as well, and for many materials the total transformation rate can be a sum of both of the mechanisms [28] .
An important point needs to be emphasized here: the sample is not necessarily heated up significantly by the electron beam. For example, an amorphous carbon film has been estimated to be heated up locally by only a few degrees Kelvin when a high-intensity electron beam is focused on it [5] . This means the amplitude of the thermal vibrations in the sample remains on average at a level consistent with approximately room temperature. Instead of the thermal vibrations of a heat bath, the system is excited by a constant flow of electrons [∼1 × 10 6 e/(nm 2 s)] traversing the target. Similar to a thermally activated process, where only a small fraction of the thermal excitations is strong enough to induce a transformation, only a small minority of the impinging electrons transfer enough energy or momentum for a transformation to occur, while most of the electrons pass through the target with no structural effect.
However, strong similarities between the behavior observed under the electron beam and that expected at elevated temperatures have been observed. Such results include, for example, the transformation of a graphitic flake into a fullerene [29] , the formation of a sulfur-terminated nanoribbon inside a carbon nanotube [30] , the migration of grain boundaries in graphene [12] , and the evolution of edge dislocations in graphene [13, 14] . In all these cases the system is driven towards energetically favorable states, similar to what can be expected in a thermally activated system. The interpretation of these results is that the behavior under the electron beam emulates that of a sample at an elevated temperature, and consequently a representation of a high-temperature process can be observed in situ; that is, the sample is thought of being in virtual high-temperature conditions.
As a side remark on the temporal variable in the observed systems, when moving from the thermally activated process to the electron-impact-driven process, the concept of "time" changes its nature. While the thermal vibrations follow their course as ordinary time advances, the clock ticking in the case of TEM is the impact of the electrons on the sample. Thus, the time variable is the electron flux on the sample.
In this context, two open questions remain: (1) Is this behavior universal, i.e., is the general behavior of the sample the same under the electron beam as would be at an elevated temperature? (2) If the answer to the previous question turns positive, how high is this virtual temperature? Attempts at defining such a temperature have been made previously. In the study on nanoribbon formation inside a nanotube, a parallel high-temperature experiment was conducted, and it was reported that comparable behavior can be observed at a temperature of ∼1300 K as under an 80-keV electron irradiation [30] . In another study, a temperature of 3050 K was determined by observing the electron-impact-driven jump frequency of a divacancy in graphene with STEM at an acceleration voltage of 60 kV [11] .
In this paper, we report on an experiment where the questions related to the virtual temperature are addressed from the point of view of the population of different energy states of the divacancy defect under the electron beam. A comparison is made to the Boltzmann distribution, which governs the population of states in a thermally activated system. The fluctuations of divacancies in graphene are observed with an aberration-corrected high-resolution TEM (AC-HRTEM), operated at 80 kV acceleration voltage. Extensive atomistic calculations are conducted to establish the energy levels of the different defect states. A virtual temperature can be defined if the observed populations can be fitted to the Boltzmann distribution. However, as presented below, in our experiment the observation frequency of the states does not follow the energetic hierarchy of the states, and thus they are not populated according to the Boltzmann distribution.
II. THEORY AND METHODS
To outline the theoretical background of the experiment, we note that in thermal equilibrium the energy states of a system are populated according to the Boltzmann distribution
where p i is the probability of finding state i, g i is the degeneracy of the state, E f,i is the formation energy of the state, k B is the Boltzmann constant, T is the temperature of the system, and Z is the partition function. Transformations between the different states occur at rates determined by the reaction barriers and the system temperature, but according to the principle of detailed balance transition rates to and from a state must be consistent with the concentrations at equilibrium. Consequently, instead of collecting statistics over many particles at a single moment of time, one can observe a single particle going through many transitions at equilibrium conditions and track the probability of finding it in each state for determining the equilibrium concentrations.
In the case of divacancies in graphene, three states are frequently observed (see the top panels in Fig. 1 for atomistic models, labeled dv 1 , dv 2 , and dv 3 ) [31] . The defect can transform from one state to the next one via bond rotations, where a pair of neighboring C atoms rotate 90
• around their midpoint, and this process can be induced by the electron beam. Further examples of such transformations can be seen in the image sequence in Supplemental Movie 1 [32] . The dv 1 and dv 3 states can have three orientations in the hexagonal lattice, and the dv 2 two orientations, leading to degeneracies g i of 3, 2, and 3 for the dv 1 , dv 2 , and dv 3 states, respectively. The formation energies of these structures are given in Table I . The values are calculated by an analytical model, as described later.
New divacancies can be produced by the electron beam and the vacancies can be enlarged by removing more atoms at the defect, and thus the situation cannot be strictly described as an equilibrium under the electron beam. However, as described below and also documented in earlier studies [11] , the divacancies follow consistently certain statistics during their existence with numerous transformations taking place before disappearing or expanding, meaning the situation can be approximated as an equilibrium, and a comparison to the expected populations at thermal equilibrium can be made to test the virtual temperature hypothesis.
Calculating the ratio r ij of the expected probabilities of two states i and j at thermal equilibrium, weighted by the degeneracies, yields
The advantage of this form is that the partition function Z cancels out and thus does not need to be determined. This also means that other possible configurations do not need to be accounted for, as the ratio of the probabilities between two defects does not depend on Z, where information on all possible configurations should be included.
Starting from Eq. (2), the experiment becomes a matter of gathering statistics over the probabilities of finding the different defect states shown in Fig. 1 and determining the temperature at which the equation best fits the observed statistics and theoretically calculated formation energies. In practice, single-layer graphene is imaged using HRTEM, and image sequences of divacancies are recorded, from which the number of frames for each defect state is counted.
For the experiment, chemical-vapor-deposition-grown single-layer graphene (Graphenea S. A.) was transferred onto a Quantifoil TEM grid, and the sample was cleaned using the dry-cleaning method [33] . An image-side spherical aberrationcorrected FEI Titan 80-300 was used in the high-resolution mode, operated at 80 kV. The spherical aberration coefficient was tuned down to <20 μm, meaning the atoms appear as dark spots at Scherzer focus. The extraction voltage was lowered to 2 kV to reduce the energy spread of the beam. A post-specimen shutter was used. The dose rate varied between 1 × 10 6 and 2 × 10 6 e/(nm 2 s) and was held constant within each separate image sequence.
III. RESULTS AND DISCUSSION
To gather statistics over how often each of the defect states appears, the graphene sample was first explored until a divacancy defect was found. Point defects can be present in the pristine sample, or vacancies can be produced by the electron beam of the microscope [34] . However, the origin of the defects is not important for this experiment. Once a divacancy was found, an image sequence was recorded. Sequences of ten divacancies were recorded, adding up to 935 frames in total.
The acquisition time for each frame was 1 s, and with the added image-read overhead of 0.5 s, the final frame rate of the sequence was ∼0.7 1/s.
The divacancies were found to transform between the three states during imaging, and a transformation took place on average after every third frame. In the context of temperature, these transformations are viewed as thermal fluctuations of the system between the different states. The number of frames in which a divacancy was found in each state was counted. The probability for each state was calculated, dividing by the total number of frames. Because the transformation of the defect can take place during the exposure of a single frame, the final image can be a superposition of many structures. On average 14% of the frames were determined to show such a situation (the defect appeared blurry or distorted and could not be identified), and these frames were discarded. If a transformation takes place close to the end or beginning of the exposure, the contribution of the longer-lasting state can be strong enough to visually overpower the other state, leading to a frame with no visual mark of a transformation. This leads to some uncertainty in the determined frequencies. However, if one assumes that the observation frequency of each defect state is roughly equally affected, the observation ordering of the observation frequencies does not change. The results of the experiment are summarized in Table I . The probabilities are calculated by normalizing to the total number of frames where a defect state could be assigned. The exact normalization is not important, as it is a constant factor for each state, and cancels out in the ratio of Eq. (2). The confidence intervals are calculated as the standard deviation of the binomial distribution, with a confidence interval of ∼95%. No statistically significant variation in the probabilities between different sequences could be detected. Consequently no dose-rate dependence was found, although the dose-rate range was rather limited in the experiment. Interestingly, in another study conducted using a 60-kV STEM, the observation frequencies of the dv 1 , dv 2 , and dv 3 configurations were 50.3%, 14.1%, and 18.8%, respectively [11] , which closely resemble our results despite the different acceleration voltage and imaging mode.
The values for the formation energies based on density functional theory (DFT) calculations reported in the literature offer a good reference value for the formation energies [31, 35] . Some variation in the exact values can be found, which is not unexpected taking into account the different "flavors" of DFT employed and the influence of the supercell used in the calculations. In general, the calculations agree well, and what is important from the point of view of the current study is that the hierarchy of the energy levels is predicted consistently.
However, it has been shown that long-distance strain fields and corrugations can influence the energetics of point defects in graphene, and, due to limitations in computing power and consequently small system sizes, such effects cannot be captured by DFT calculations. For example, edge dislocations in graphene have been shown to interact over distances on the order of 10 nm through bending of the graphene plane [14] , and similar corrugations with varying amplitudes have been predicted for practically any point defect in graphene [36] .
To investigate whether such effects influence the energetics of the divacancies, we conducted atomistic calculations employing a four-parameter analytical force field fitted to DFT results [35] , which accurately reproduces the energetics of fully sp 2 bonded carbon systems in the presence of small perturbations. The same methodology was earlier applied in our study on interstitial dimers in graphene [10] . The simulated system consisted of ∼10 000 carbon atoms, and periodic boundary conditions were applied over the edges of the graphene sheet. The atomistic models were constructed manually, and the conjugate gradient algorithm was used to optimize the structures and find the local energy minimum.
The results for isolated divacancies are presented in Table I . The dv 1 state is found to have the highest formation energy, and the dv 2 the lowest. As shown in the Supplemental Material [32] , the use of the large simulation supercell is necessary to achieve fully converged energy values for the defects.
In reality, the vacancies are never found in isolation, and indeed features such as contamination or other point defects can often be found within a few nanometers from the defects. To estimate the influence of interaction between point defects in close proximity, we calculated the formation energies of pairs of divacancies in varying states and relative orientations and compared the energetics to the isolated cases. The results are summarized in the Supplemental Material [32] . The relevant conclusion from the calculations is that at distances of 3-4 nm the energy change is at maximum 0.1 eV and typically much less, meaning the energy hierarchy of the defect states does not change due to possible interaction with a neighboring defect. As a precaution, we limited the experimental analysis to cases where the distance to any nearby feature was at minimum 3.6 nm, and typically greater than that.
A further check on whether the divacancies influence each other's behavior when in close proximity was done by observing how often two nearby divacancies transform simultaneously. To this end, first the probability of a transformation, p t , for an individual divacancy was determined. If the two divacancies transform independently, the probability of a simultaneous transformation is p t × p t , and a deviation from this rate would be an indication of an interaction. The data set for such an analysis is quite sparse, leading to wide margins of error. However, within the given data set, no influence of a nearby second divacancy could be detected.
The three ratios of the experimentally determined probabilities are plotted in Fig. 2 as a function of the calculated energy differences of the states along with an exemplary exponentially decaying curve. The vertical error bars are based on the values shown in Table I , and the horizontal error bars are based on the largest energy deviation found for interacting defects (see the Supplemental Material [32] for details). It becomes immediately clear that no meaningful fit of an exponential curve can be made to the data points. In fact, the highest-energy state appears the most frequently, which would imply a negative temperature. As discussed earlier, 14% of the frames were discarded as unidentifiable, but even if one makes the extreme assumption that all of these frames represent the lowest-energy state dv 3 , the high-energy dv 1 state would still remain the most common one. Consequently, the population of the defect states does not follow the Boltzmann distribution under the electron beam, and no virtual temperature can be defined for the system (the R 2 value of a least-squares fit becomes negative). Similar behavior of the self-interstitial dimer defect was, in fact, observed in our earlier experiment, where the lowest-energy configuration was observed the most seldom under the electron beam [14] .
The textbook example of a deviation from the Boltzmann distribution is resonant behavior, e.g., in laser physics, where the narrow bandwidth of a laser favors a specific transition, leading to a population inversion [37] . However, such an explanation for the observed statistics in our experiment does not seem likely. For the case of elastic collisions, the function describing the probability distribution of the transfer of energy from the electron beam to the sample atoms decreases monotonously with increasing transferred energy [38] ; that is, no narrow bands are present in the excitation which could lead to resonant behavior. The electron energy loss plasmon spectrum of graphene does have peaks ranging from 4.7 to 14.5 eV [39] , which are close to the range of expected energy barriers (5-10 eV [27] ) for the transformations. The peak positions do not depend on the electron energy, which would be consistent with the close resemblance of our statistics at 80 kV with those gathered at 60 kV. All this would imply that the transformations of the divacancy defect would be driven through the electronic excitations. All this is quite speculative at this point, and detailed exploration of this aspect needs to be left as the topic of a later study.
In an attempt to continue with the Arrhenius-type description of the process, direction-dependent activation barrier height could be a way for reconciling the observation frequency of the states and their energies. In this case the problem becomes underdetermined, however, as asymmetric barriers could be fitted to reproduce any population of the states in a more or less arbitrary fashion.
One obvious solution is to abandon the Arrhenius model, that is, to not try to describe the process by a static potential energy landscape with simple energy barriers separating the different states. It has predicted based on molecular dynamics simulations that the bond rotations in graphene happen through a process where first a C atom is displaced from its lattice site but does not gain enough energy to escape the system, and before the displaced atom falls back to the graphene plane, the neighboring atoms have rearranged [6] . This nonequilibrium process has a delicate dependence on the exact direction or momentum of the initial displacement, as well as the vibrational state of all the atoms involved. There is no a priori reason to expect that the "window of opportunity" for a transition, i.e., the range of favorable directions and magnitudes of momentum transfer and vibration states for the transition to occur from a low-to a high-energy state, should be smaller than for the reverse direction (which would be a requirement for the Boltzmann distribution to be followed). An interesting prospect would be to repeat the experiment with a tilted sample, as the change in the displacement directions can influence the probabilities of the processes, although tilted samples can be problematic for imaging.
IV. CONCLUSIONS
We have made an attempt to determine the virtual temperature which would describe the transformations induced by electron irradiation in a TEM. The experiment is based on observing the frequencies at which the different states of the divacancy defect appear in graphene when exposed to the 80-keV electron beam of the microscope. A comparison to the Boltzmann distribution with calculated formation energies of the defect states reveals that no virtual temperature can explain the observed frequencies. For the system to precisely mimic high-temperature conditions, all of the undergoing processes should follow thermally activated behavior with no exceptions. Thus the universality of the high-temperature analogy breaks down with the counterexample presented here.
Taking into account the different nature of the excitations by thermal vibrations, and by impacts of energetic electrons, it is not an unexpected finding that the Boltzmann distribution is not followed by the population of the states under the electron beam. Our results do not contradict the earlier findings, where in some cases the behavior of different structures under the electron beam has been similar to what could be expected at an elevated temperature. These need to be considered as special cases, however, as our experiment shows that no meaningful universal virtual temperature can be determined for the excitement by the electron beam. Indeed, in all the prior experiments, attention has been directed to a specific subset of processes observed under the electron beam, and no attempt to describe the complete evolution of the sample has been made (this was not required for the aim of the studies either). Our results show that great care needs to be taken when resorting to the analogy between electron beam and thermally driven transformations.
