The mixing property is characterized by the metric entropy that is introduced by Kolmogorov for dynamical systems. The Kolmogorov entropy is infinite for a stochastic system. In this work a relative metric entropy is considered. The relative metric entropy allows to estimate the level of mixing in noisy dynamical systems. An algorithm for calculating the relative metric entropy is described and examples of the metric entropy estimation are provided for certain chaotic systems with various noise intensities. The results are compared to the entropy estimation given by the positive Lyapunov exponents.
Introduction
Stochastic systems and processes are characterized by the mixing effect in the phase space. This effect leads to finiteness of time of predictability of the evolution. The fundamental result of the theory of dynamical systems is the metric entropy of a dynamical system introduced by Kolmogorov [Kolmogorov, 1959] . It was strictly proved that in a chaotic system the Kolmogorov entropy is characterized by a finite positive value that denotes the correlations decay in time and finiteness of time of predictability of dynamics in a chaotic regime. For a random process (white noise, for example) the Kolmogorov entropy is infinite that denotes the absence of any predictability.
From the point of view of the strict Kolmogorov theory, dynamical systems can have stable regular regimes with a zero-value entropy and chaotic regimes with a finite entropy value. In case of the presence of noise in a system the entropy is infinite. The last case seems to be the most interesting one from the practice point of view because the overwhelming number of physical systems function in the presence of unavoidable noise influence. The latter case is the subject of the current work.
Using the method of Recurrence Plots [Faure & Korn, 1998 ] that enables to estimate the Kolmogorov entropy from the time series we introduce the concept of relative metric entropy. We show that in the presence of noise mixing property of a chaotic system can be more correctly characterized by the relative metric entropy than by using Lyapunov exponents.
The paper is organized as follows. In section 2 we describe the method that is available to estimate the Kolmogorov entropy of a dynamical system and introduce the relative Kolmogorov entropy. In section 3 we demonstrate the results of estimation of the relative Kolmogorov entropy of a chaotic system in comparison with the maximal Lyapunov exponent. In section 4 we summarize the presented results and form some conclusions.
The Relative Metric Entropy
Let us consider a set M = m n of various combinations made from m symbols with n symbols in each combination and let the probability measure be defined on this set. Then unpredictability that characterizes the mean amount of information per one symbol is given by the Shannon entropy [Shannon, 1948] :
where P j is the probability of the j-th consequence made from n symbols from the alphabet m. Let now divide the phase space G that includes an attractor into m cells ∆G j , j = 1, 2, . . . , m. Then let follow the phase trajectory and in every time interval τ mark the cell ∆G j where the trajectory is presented. For each time realization we would have got G j (n, τ ) where n is a number of marked cells. Then the mean information per each time realization is defined by the formula:
The normalized characteristic, i.e., entropy per one element of the process per time unit, is a limit:
This quantity depends on the way the phase space is divided. The metric entropy is defined as follows:
If the trajectory is irregular then there is n = n 0 and for n 0 any G j (n 0 ) are identical that is have the probability 1. In this case the metric entropy is equal to 0. For a chaotic consequence where any intervals of realizations are different for any n, the entropy is always positive. 1
The positivity of entropy characterizes the qualitative aspect and the value of entropy is a quantitative characteristic of mixing in a system.
There are strict mathematical results that show a connection between the Kolmogorov entropy and positive Lyapunov exponents [Pesin, 1977] :
where λ i is a characteristic Lyapunov exponent of a solution. However, these results are obtained only for nearly hyperbolic chaotic systems. For non-hyperbolic systems the inequality (5) has not proven.
That is why at the present day the algorithms for numerical estimation of the Kolmogorov entropy are widely used. One of the most popular one is the GrassbergerProcaccia approach [Grassberger & Procaccia, 1983] that estimates the metric entropy using the correlation integral. The method of Recurrence Plots that we use is based on the Grassberger-Procaccia approach but has some valuable advantages [Faure & Korn, 1998 ], [Marwan et al., 2007] .
It is clearly seen that value (2) increases as probability P (G l ) decreases. P (G l ) decreases as time intervals (τ ) and the size of division elements (ε) decrease. Hence we can assume that (4) is equivalent to
The metric entropy of a system in the regime of strange attractor has a finite positive value. Hence, as ε → 0 the estimate of entropy asymptotically tends to a finite value (however this is not true for a random process). That is why it is possible to consider K 2 which is a special case of the generalized entropy
that qualitatively behaves similarly to h µ . Assuming q = 2, h µ ≥ K q we obtain K q > K q for any q > q. Hence K 2 gives a lower bound for the Kolmogorov entropy [Faure & Korn, 1998 ]:
Let a dynamical system is represented by a trajectory { x i }, i = 1, . . . , N in a d-dimensional phase space. Let us define a matrix
where ε is some threshold and Θ is the Hevyside function. The graphical representation of the matrix R i.j where black dot indicates 1 and white dot indicates 0 is called Recurrence Plot. The probability to find a black dot in the Recurrence Plot is
The probability to find a diagonal line made from black dots that has a length not less than l is
Using the ergodic assumption (as it is possible for chaotic systems) the probability (11) can be brought into line with the squared P (G l ) in (8). Consequently, the Kolmogorov entropy can be estimated from the Recurrence Plot as follows:
Hence the estimate is obtained as a slope of the diagonal lines histogram in the logarithmic scale.
As the time series is finite, the limit l → ∞ can not be reached. Hence, the slope of histogram for maximal possible l is used in numerical experiments. According to the same reason the limit ε → 0 can't be reached. Therefore, as we approach these limits, the effects that are connected with the finiteness of size of R i,j appear (as one can see in the lower left corner of fig. 1 ). Theoretically, as ε → 0 the valueK 2 (ε) asymptotically approaches the value of the metric Kolmogorov entropy [Faure & Korn, 1998 ]. However, in the numerical experimentK 2 (ε) reaches a plateau as ε decreases ( fig. 2 , black line, 0.7 < ε < 20). A further decrease of ε (ε < 0.7) leads to the end of the plateau because of the finiteness of time series. Hence only existence of the plateau in dependenceK 2 (ε) makes possible the numerical estimation of the Kolmogorov entropy using the left border of the plateau. Hence, the value ε = ε 0 that corresponds to the left border of the plateau defines a boundary of the space scale in which the finiteness of time series does not affect the Kolmogorov entropy estimation.
Let us consider an element of the phase space that is of ε 0 size. The Kolmogorov entropy is defined for ε → 0 and its estimate is defined for ε → ε 0 . Hence, from the 2 point of view of numerical estimation, an infinitesimal volume of the phase space corresponds to an element of ε 0 size. Therefore, we call such an element as "physically infinitesimal volume of phase space". The estimate of the Kolmogorov entropy for ε → ε 0 is called the relative Kolmogorov entropy ("relative" in sense of dependence on the precision). As any numerical or physical experiment has a finite accuracy, introducing the relative metric entropy in this way gives an estimator for the Kolmogorov entropy within the framework of numerical limitations.
A dynamical system influenced by noise is a stochastic one and hence, the metric Kolmogorov entropy is infinite. Thus the following question arises: Does the relative metric entropy corresponds to the Kolmogorov entropy in this case? In Figure 2 the colored lines denotê K 2 (ε) for various noise intensities. As one can see, the plateau gets a slope in the logarithmic scale. Therefore, as ε → 0,K 2 (ε) becomes infinite. Unlike the Kolmogorov entropy the relative metric entropy has a finite value. However, it is the relative metric entropy that characterizes the mixing property of a system in a real experiment because small random disturbances can't be detected as measures have a finite precision. This is the reason to use the relative Kolmogorov entropy when we deal with a noisy chaotic system.
It should be also noted that the right boundary of the plateau ( fig. 2 ) practically doesn't depend on the noise intensity and its value is close to the metric entropy of the system without noise. Hence, it can be assumed that the Kolmogorov entropy of a dynamical system can be estimated from the time series generated by the system in the presence of noise. The noise intensity can be defined by the slope of the plateau.
The Results for a Chaotic System
Let us consider the Rössler system [Rössler, 1976] :
The parameters have chosen as follows: a = b = 0.2, m = 5.7 that correspond to the regime of spiral chaos in the system (Fig. 3) . We generate 15000 data points based on the RungeKutta method of fourth order and neglect the first 5000. The integration step is h = 0.01 and the sampling rate is 20.
It appears interesting to compare the value of relative Kolmogorov entropy with the value of positive Lyapunov exponent. Figure 4 shows graphs of the relative Kolmogorov entropy and the positive Lyapunov exponent versus the control parameter m. We would like to notice that the inequality (5) is correct for the Rossler system (that is not hyperbolic). Studying the influence of noise on statistical characteristics of a chaotic system is also one of the aims of the current paper. Let us consider the Rossler system under the influence of a white Gaussian noise with intensity D:
where ξ(t) is the source of white Gaussian noise with the mean value ξ(t) ≡ 0 and correlation ξ(t)ξ(t + τ ) ≡ δ(τ ), where δ(τ ) is the Dirac function. The parameters a, b and m have the same values as for (13) In figure 5 the graphs for the relative Kolmogorov entropy and for the positive Lyapunov exponent are represented versus the noise intensity D [Arnold, 1998] . It has to be noticed that as the noise intensity grows the positive Lyapunov exponent doesn't increase unlike the relative Kolmogorov entropy. Therefore, the inequality (5) is not correct in case of a noisy system.
Conclusions
The numerical experiments and estimations have given an interesting result: in the absence of noise the inequality (5) is correct even for the Rossler system that is not hyperbolic. The comparison of the relative Kolmogorov entropy with the largest Lyapunov exponent has shown that the Lyapunov exponents (unlike the relative metric entropy) don't describe the influence of noise on the mixing property of the system.
