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Abstract: We consider a class of nonlinear Boltzmann equations describing return to
thermal equilibrium in a gas of colliding particles suspended in a thermal medium. We
study solutions in the space L1((1), dλ), where (1) = R3 × T3 is the one-particle
phase space and dλ = d3vd3x is the Liouville measure on (1). Special solutions of
these equations, called “Maxwellians,” are spatially homogenous static Maxwell veloc-
ity distributions at the temperature of the medium. We prove that, for dilute gases, the
solutions corresponding to smooth initial conditions in a weighted L1-space converge
to a Maxwellian in L1((1), dλ), exponentially fast in time.
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1. Physics Background
In this paper we study the phenomenon of “return to equilibrium” for a gas of particles
suspended in a thermal medium, in the limit where the range, D, of two-body forces
between pairs of particles tends to 0, while ρD2 is kept constant, with ρ the density of
the gas (Boltzmann-Grad limit). We assume that the one-particle phase space, (1), is
given by
(1) = R3 × T3, (1.1)
where T3 = R3/LZ3, L = 0, is configuration space (a three-dimensional, flat torus of
diameter L), and R3 is velocity space. Boltzmann’s hypothesis of “molecular chaos” is
the assumption that the n− particle correlation functions describing the initial state of
the gas at time t = 0 are given by an n−fold product
n∏
j=1
g0(v j , x j ), (v j , x j ) ∈ (i), j = 1, . . . , n, n = 1, 2, 3, . . . ,
of a one-particle density, g0(v, x), on (1). One expects that, in the Boltzmann-Grad
limit, molecular chaos propagates from the initial state to the state of the gas at an arbi-
trary later time, i.e., that the n−particle correlation functions at time t > 0 are given
by
n∏
j=1
gt (v j , x j ),
where gt is the solution of a Boltzmann equation with initial condition given by gt=0 = g0
(see [18] for important results in this direction).
In this paper, we assume that every particle in the gas interacts with a memory-less
thermal medium of temperature T > 0. Physically, this assumption is quite natural. It
appears to us, however, that the corresponding mathematical problems have not received
the attention they deserve. Assuming first that the gas consists of a single particle, we
expect that the time evolution of its state in the van Hove limit, where the strength, λ, of
the interaction of the particle with the medium tends to 0, but time is scaled by a factor
λ−2, is given by a linear Boltzmann equation of the form
∂t g + v · ∇x g = −Lg + G[g], (1.2)
where
(Lg)(v, x) := ν0(v)g(v, x), (1.3)
with ν0(v) =
∫
R3 r0(u, v) d
3u, is a “loss term”, and
G[g](v, x) :=
∫
R3
r0(v, u) g(u, x) d3u (1.4)
is a “gain term”. The kernel r0(u, v) is assumed to obey “detailed balance”, i.e.,
r0(u, v) = r0(v, u)e βm2 (|v|2−|u|2), (1.5)
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where β = (kB T )−1 denotes the inverse temperature, m is the particle mass, and m2 |v|2
is the kinetic energy of a non-relativistic particle of mass m and velocity v.
The equation ∂t g +v ·∇x g = 0 describes an inertial motion of a particle with velocity
v distributed over T3 according to gt (v, x). The right-hand side of Eq. (1.2) describes
the effects on the motion of the particle of its interactions with a thermal medium at
temperature T > 0, in the van Hove limit; (see, e.g. [8,12]). Next, we consider a gas
of N  ρL3 particles interacting with each other and with the medium. (Here ρ is the
density of the gas and L3 the volume of T3). We assume that the medium has no memory
(i.e., that it equilibrates arbitrarily rapidly after each interaction with a particle) and that
the interactions between the particles in the gas are given by a two-body potential of short
range (possibly induced by exchange of modes of the thermal medium). Let dσdω denote
the differential cross section for scattering between two particles in the given two-body
potential. Let u and v be the velocities of two incoming particles and u′, v′ their outgoing
velocities after an elastic collision process. By energy-momentum conservation,
u′ = u − [(u − v) · ω]ω, v′ = v + [(u − v) · ω]ω, (1.6)
where ω is a unit vector. We define
Q(g, g)(v, x) :=
∫
[g(v′, x)g(u′, x) − g(v, x)g(u, x)] |u − v|dσ
dω
d2ωd3u. (1.7)
Then the Boltzmann equation for the time evolution of the one-particle density, gt (v, x),
of a gas of N interacting particles coupled to the thermal medium takes the following
form:
∂t g(v, x) + v · ∇x g(v, x)=−ν0(v)g(v, x) +
∫
R3
r0(v, u)g(u, x) d3u + κQ(g, g)(v, x),
(1.8)
where ν0 is as in (1.3) and r0 as in (1.5), Q(g, g) is given by (1.7), and κ is the number
of moles of the gas. We are interested in solutions, gt (v, x), of (1.8) with the properties
that gt (v, x) ≥ 0 and
∫
(1) gt (v, x) d
3vd3x = 1.
Under “reasonable” assumptions (to be specified below) on the kernel r0 and the cross
section dσdω (as a function of ω and of u, v), a local existence- and uniqueness theorem
for smooth solution of (1.8) corresponding to smooth initial conditions gt=0(v, x) =
g0(v, x) ≥ 0, with
∫
(1) g0(v, x) d
3vd3x = 1, has been established; (see, e.g., [30,19,
25]). As a consequence, one may show that, for all times t > 0 at which gt is known to
exist,
(A) gt (v, x) ≥ 0 whenever g0(v, x) ≥ 0;
(B) ∫
(1) gt (v, x) d
3vd3x = ∫
(1) g0(v, x) d
3vd3x = 1;
(C) g(v, x) = Ce− βm2 |v|2 is a static (time-independent) solution of (1.8), for a positive
constant C . These static solutions are henceforth called “Maxwellians”.
The purpose of this paper is to prove asymptotic stability of Maxwellians. Our main
result says that, under suitable decay- and smoothness assumptions on the initial con-
dition g0(v, x), with
∫
(1) g0(v, x) d
3vd3x = 1, and for sufficiently small values of
the mole number, κ , of the gas, a global solution, g(v, x), satisfying (A) and (B) exists
and converges to the Maxwellian Ce−
βm
2 |v|2 (independent of x), with C = L−3(βm2π )
3
2 ,
exponentially fast in time. This result describes the phenomenon of “exponential return
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to equilibrium” in a gas of particles suspended in a thermal medium. The velocity dis-
tribution of the particles inherits the temperature of the thermal medium thanks to the
“detailed balance condition” (1.5). A precise formulation of our result is presented in
Theorem 2.1, below.
In the literature, one finds many results on the asymptotic stability of Maxwellians
for the Boltzmann equation with r0 ≡ 0 and κ arbitrary. One circle of results concerns
the spatially homogeneous case, where g(v, x) is independent of the position x . This
direction of research has been pioneered by T. Carleman in [5]. Further results can be
found in [4,6,13,14,24]. Another circle of results concerns the Boltzmann equation on
an exponentially weighted L2 space; see, e.g. [15–17,27]. The advantage of working in
such spaces is that spectral theory on Hilbert space can be used.
From the point of view of physics, however, the space L1((1), dλ), where dλ is
the Liouville measure on (1), is the natural choice for a study of the Boltzmann equa-
tion (1.8), because the function gt (v, x) has the interpretation of a probability density
on (1). In this context, the existence of weak global solutions has been established in
[11]. In [10], the asymptotic stability of Maxwellians, for general initial conditions, has
been studied under the assumption that global smooth solutions exist. In the spatially
homogeneous case, such results appear, e.g. in [1–3,9,21,24,28,29].
When the nonlinearity Q in (1.8) is absent, the equation is known as neutron trans-
port equation. In certain settings, the spectrum of the propagator generated by the linear
operator, on spaces L p, 1 ≤ p ≤ ∞, has been studied in [22,23].
In this paper, we study the simpler problem of Boltzmann equations describing a gas
of particles interacting with a thermal medium that tunes the temperature of the asymp-
totic Maxwell velocity distribution. The simplifications in our analysis, as compared to
the usual Boltzmann equation without thermal medium, arise from the presence of the
linear gain- and loss terms on the right-hand sides of (1.2) and (1.8); (see (1.3), (1.4)).
The behavior of solutions of (1.2), for large times, is well understood. One may then
view the nonlinearity, κQ(g, g), in (1.8) as a perturbation. More precisely, we propose
to linearize solutions of (1.8) around the Maxwellian found by solving (1.2), as time
t → ∞. We must then study the properties of a certain linear operator L defined in
Eq. (3.2), below. An important step in our analysis consists in proving an appropriate
decay estimate for the linear evolution given by e−t L(1− P0), where P0 is the Riesz pro-
jection onto the eigenspace of L corresponding to the eigenvalue 0, which is spanned by
the Maxwellian. What complicates this problem is that, for physically relevant choices
of r0 and cross sections dσdω , the spectrum of the operator L occupies the entire right half
of the complex plane, except for a strip of strictly positive width around the imaginary
axis that only contains the eigenvalue 0; see Fig. 1, below. Rewriting e−t L(1 − P0) in
terms of the resolvent, (L − z)−1, of L ,
e−t L(1 − P0) = − 12π i
∮

e−t z(L − z)−1 dz, (1.9)
(see, e.g., [26]), where the integration contour  encircles the spectrum of L , except
for the eigenvalue 0, we encounter the problem of proving strong convergence of the
integral on the right-hand side of (1.9) on L1. This problem is solved in Sect. 5.
Our paper is organized as follows. The main hypothesis on the kernel r0(u, v) and
the cross section dσdω and the main result, Theorem 2.1, of our analysis are described in
Sect. 2. In Sect. 3, the Boltzmann equation (1.8) is rewritten in a more convenient form;
see Eq. (3.2). The local wellposedness of Eq. (3.2) is proven in Sect. 4. In Sect. 5, a decay
estimate on the propagator, e−t L(1 − P0), is established. This represents the technically
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most demanding part of our analysis. The proof of our main result is completed in Sect. 6.
Three appendices contain some technical details.
2. Explicit Form of the Equation and Main Theorem
We use the notation gt (v, x) =: g(v, x, t), (v, x) ∈ R3 × T3, t ∈ R, and consider the
equation (see (1.8))
∂t g + v · ∇x g = −ν0g +
∫
R3
r0(v, u)g(u, ·) d3u + κQ(g, g) (2.1)
with initial condition
g(v, x, 0) = g0(v, x) ≥ 0, x ∈ R3/(2πZ)3 (i.e., L = 2π).
The different terms on the right-hand side are chosen as follows.
(1) The function ν0 : R3 → R+ is defined by
ν0(v) :=
∫
R3
r0(u, v) d3u. (2.2)
(2) The function r0 : R3 ×R3 → R+ must satisfy the detailed balance condition (1.5).
In the following, we set βm = 2. The example we have in mind is given by
r0(u, v) := e−|u|2(1 + |u − v|2) 12 . (2.3)
More generally, we require the following conditions on r0: (a) There exists a positive
constant C > 0 such that
1
C
e−|u|2(1 + |u − v|2) 12 ≤ r0(u, v) ≤ Ce−|u|2(1 + |u − v|2) 12 .
(b) There exists a constant C2 > 0 such that the derivatives of r0 satisfies the
condition
|∂ku∂ lvr0(u, v)| ≤ C2e−
1
2 |u|2(1 + |u − v|2) 1−l2
for k + l ≤ 1.
(3) The constant κ is positive and small.
(4) The nonlinearity Q(g, g) is chosen to correspond to a hard-sphere potential:
Q(g, g)(v, x):=
∫
R3×S2
|(u − v) · ω|[g(u′, x)g(v′, x) − g(u, x)g(v, x)] d3u d2ω,
(2.4)
where u′, v′ ∈ R3 are given by u′ := u − [(u − v) · ω]ω, v′ := v + [(u − v) · ω]ω,
see Eqs. (1.6), (1.7).
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We define a function M : R3 → R+ by
M(v) := e−|v|2 ,
and a constant C∞ by
C∞ :=
∫
R3×T3 g0(v, x) d
3vd3x
(2π)3
∫
R3 M(v) d3v
,
and we set 〈v〉 := √1 + |v|2.
The main result of this paper is the following theorem:
Theorem 2.1. We assume that
∑
|α|≤8
‖〈v〉m∂αx g0‖L1(R3×T3) ≤ C
for a constant C < ∞ and for some sufficiently large m > 0, and that the constant
κ > 0 in (2.1) is sufficiently small. Then there exist positive constants C0, C1 such that
‖g(·, t) − C∞M‖L1(R3×T3) ≤ C1e−C0t . (2.5)
This theorem will be proven in Sect. 6.
Concerning the choices of r0 and the collision term Q in (2.1), we make the following
remarks:
(A) We expect that our results hold under more general assumptions. For example, if
r0(u, v) = e−|u|2 h(|u − v|), where h is a strictly positive, smooth bounded func-
tion, and if the collision term |u − v| dσdω (see (1.7)), is bounded then it becomes
quite easy to prove a result similar to Theorem 2.1.
(B) If the collision term is unbounded then it simplifies life to impose the condition
that r0 is unbounded too. For technical details we refer to Eqs. (4.10) and (6.9)
and the remarks thereafter.
(C) In our spectral analysis of the linear operator L , to be defined in (3.3) below, the
unboundedness of ν0 in (2.1), which is defined in terms of r0, is used. We believe
that this is not essential, although it makes proofs simpler. In fact, by results proven
in [1,24], one can generalize our results in Lemma 5.3.
3. Reformulation of the Boltzmann Equation (2.1)
To facilitate later analysis we reformulate equation (2.1) in a more convenient form. We
define a function f : R3 × T3 × R+ → R by
f (v, x, t) := g(v, x, t) − C∞M(v), (3.1)
with the constant C∞ and function M defined before Theorem 2.1. From (2.1) we
derive an equation for f,
∂t f = −L f + κQ( f, f ). (3.2)
Here the nonlinear term Q( f, f ) is defined in (2.4), the linear operator L is defined by
L := v · ∇x + L0 + C∞κL1. (3.3)
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Here L0 and L1 are defined as
(1)
L0 := ν0 − K0,
where ν0 is defined in (2.2), and for any function f, K0 is defined as
K0( f )(v) :=
∫
R3
r0(v, u) f (u) d3u, (3.4)
(2)
L1 f := ν1(v) f + K1( f ), (3.5)
where ν1 is the multiplication operator defined by
ν1(v) :=
∫
R3×S2
|(u − v) · ω|M(u) d3ud2ω,
and K1( f ) is given by
K1( f ) := 2π
∫
R3
|u − v|−1e−
|(u−v)·v|2
|u−v|2 f (u) d3u − π
∫
R3
|u − v|e−|v|2 f (u) d3u
=
∫
R3×S2
|(u − v) · ω|M(u) f (u) d3ud2ω
−
∫
R3×S2
|(u − v) · ω|M(u′) f (v′) d3ud2ω
−
∫
R3×S2
|(u − v) · ω|M(v′) f (u′) d3ud2ω. (3.6)
The explicit form of K1 has been derived by R.T. Glassey in [13], (see also [7,14]).
To simplify our notations, we define operators K and ν by
K := −K0 + C∞κK1, (3.7)
ν := ν0 + C∞κν1. (3.8)
Then the linear operator L in (3.2) is given by
L = ν + v · ∇x + K .
To prepare the ground for our analysis, we state some estimates on the nonlinearity
Q and the operators ν, K0 and K1. These estimates show that all these operators are
unbounded.
Lemma 3.1. There exists a positive constant  such that
ν0(v), ν1(v) ≥ (1 + |v|). (3.9)
For any m ≥ 0, there exists a constant Cm such that, for arbitrary functions f, g ∈
L1(R3),
‖〈v〉m K0 f ‖L1(R3) ≤ Cm‖〈v〉 f ‖L1(R3), (3.10)
‖〈v〉m K1 f ‖L1(R3) ≤ Cm‖〈v〉m+1 f ‖L1(R3), (3.11)
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and
‖〈v〉m Q( f, g)‖L1(R3) ≤ Cm‖ f ‖L1(R3)‖〈v〉m+1g‖L1(R3)
+Cm‖〈v〉m+1 f ‖L1(R3)‖g‖L1(R3). (3.12)
This lemma is proven in Appendix A.
4. Local Well-Posedness of Equation (2.1)
In this section we prove local wellposedness of equation (2.1).
We briefly present the ideas used in the proof. One of the difficulties tackled in the
present paper is that the nonlinearity Q( f, f ) is unbounded; see (3.12). To overcome
it we adopt a technique drawn from the works [16,17]. Specifically, we consider the
solution f in a Banach space to be defined in (4.2) below, the second term in its defi-
nition playing a crucial role in controlling Q( f, f ). For computational details we refer
to (4.10) below.
The main result of this section is
Proposition 4.1. If the constant κ > 0 in (2.1) is sufficiently small and if
∑
|α|≤8
‖〈v〉m∂αx f0‖L1(R3×T3) ≤ κ−
1
4 ,
for some m ≥ 2, then there exists a constant T = T (κ) such that, on the interval [0, T ],
Eq. (3.2) has a unique solution f satisfying
∑
|α|≤8
‖〈v〉m∂αx f (·, t)‖L1(R3×T3) +
∫ t
0
‖〈v〉m+1∂αx f (·, s)‖L1(R3×T3) ds ≤ κ−
1
2 .
Proof. To simplify the notation we denote L1(R3 × T3) by L1.
To recast (3.2) in a convenient form, we rewrite this equation using Duhamel’s
principle,
f (t) = e−t[ν+v·∇x ] f0 +
∫ t
0
e−(t−s)(ν+v·∇x )H( f (s)) ds, (4.1)
with H( f ) := −K0 f + C∞κK1 f + κQ( f, f ).
In order to be able to apply suitable results of functional analysis, we demand that
f and the terms on the right-hand side belong to a suitable Banach space. We define a
family of Banach spaces, Bδ, 0 < δ  1, by
Bδ := {g : R3 × T3 × [0, δ] → C| ‖g‖Bδ < ∞},
where ‖g‖Bδ is defined by
‖g‖Bδ :=
∑
|α|≤8
[ sup
0≤s≤δ
‖〈v〉m∂αx g(·, s)‖L1 +
∫ δ
0
‖〈v〉m+1∂αx g(·, s)‖L1 ds]. (4.2)
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Our key observations are:
(1)
‖e−t[ν+v·∇x ] f0‖Bδ ≤
∑
|α|≤8
‖〈v〉m∂αx f0‖L1; (4.3)
(2) We define a nonlinear map, , by
( f, t) :=
∫ t
0
e−(t−s)(ν+v·∇x )H( f (s)) ds.
Then  : Bδ → Bδ is a contractive map if restricted to a suitable domain. More
specifically,
‖( f ) − (g)‖Bδ ≤
1
2
‖ f − g‖Bδ , (4.4)
provided ‖ f ‖Bδ , ‖g‖Bδ ≤ κ−
1
4 , and for δ sufficiently small.
Obviously these two results, (4.3) and (4.4), together with the contraction lemma,
imply the existence of a unique solution in the time interval [0, δ], provided that δ = δ(κ)
is sufficiently small.
In what follows we prove (4.3) and (4.4).
To prove (4.4), we start by estimating ‖〈v〉m∂αx [( f ) − (g)]‖L1, |α| ≤ 8. We
decompose this quantity into three terms:
‖〈v〉m
∫ t
0
e−(t−s)(ν+v·∇x )∂αx [H( f (s)) − H(g(s))] ds‖L1
≤
∫ t
0
‖〈v〉me−(t−s)(ν+v·∇x )∂αx [H( f (s)) − H(g(s))]‖L1ds
≤
∫ t
0
‖〈v〉m∂αx [H( f (s)) − H(g(s))]‖L1ds

∫ t
0
‖〈v〉m∂αx K0( f (s) − g(s))‖L1 ds + κC∞
∫ t
0
‖〈v〉m K1∂αx ( f (s) − g(s))‖L1 ds
+κ
∫ t
0
‖〈v〉m∂αx [Q( f, f )(s) − Q(g, g)(s)] ‖L1 ds
= 1 + 2 + 3, (4.5)
where in the third step we use the fact that the operator etv·∇x preserves the L1 norm.
The terms k, k = 1, 2, 3, are defined in the obvious manner and are estimated below:
(1) By Lemma 3.1, Inequality (3.10),
1 =
∫ t
0
‖〈v〉m K0∂αx ( f (s) − g(s))‖L1 ds

∫ t
0
‖〈v〉∂αx ( f − g)‖L1 ds
≤ t‖ f − g‖Bδ , for t ≤ δ. (4.6)
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(2) From Lemma 3.1, Inequality (3.11) we deduce that
2  κC∞
∫ t
0
‖〈v〉m+1∂αx ( f (s) − g(s))‖L1 ds  κC∞‖ f − g‖Bδ , (4.7)
for t ≤ δ.
(3) To estimate 3, we use the definition of Q to obtain
3 ≤ κ
∫ t
0
‖〈v〉m∂αx Q( f − g, f )(s)‖L1 + ‖〈v〉m∂αx Q(g, f − g)(s)‖L1 ds.
Using (4.13), below, we find that
3 ≤ κ
∫ t
0
{
∑
|β1|≤8
‖〈v〉m+1∂β1x ( f − g)‖L1
∑
|β2|≤8
(‖∂β2x f ‖L1 + ‖∂β2x g‖L1) }ds
+κ
∫ t
0
{
∑
|β1|≤8
‖∂β1x ( f −g)‖L1
∑
|β2|≤8
(‖〈v〉m+1∂β2x f ‖L1 +‖〈v〉m+1∂β2x g‖L1) }ds
 κ‖ f − g‖Bδ [‖ f ‖Bδ + ‖g‖Bδ ]. (4.8)
Collecting these estimates, we conclude, that for any t ≤ δ  1,
‖〈v〉m∂αx [( f ) − (g)]‖L1  ‖ f − g‖Bδ [C∞κ + κ(‖ f ‖Bδ + ‖g‖Bδ ) + δ]. (4.9)
Next, we estimate
∫ t
0 ‖〈v〉m+1∂αx [( f (s))−(g(s))]‖L1 ds. By direct computation,
∫ t
0
‖
∫ s
0
e−(s−s1)(ν+v·∇x )〈v〉m+1∂αx [H( f (s1)) − H(g(s1))] ds1‖L1 ds
≤
∫ t
0
∫ s
0
‖e−(s−s1)(ν+v·∇x )〈v〉m+1∂αx [H( f (s1)) − H(g(s1))]‖L1 ds1ds
=
∫ t
0
∫ s
0
‖e−(s−s1)ν〈v〉m+1∂αx [H( f (s1)) − H(g(s1))]‖L1 ds1ds
= ‖
∫ t
0
∫ s
0
e−(s−s1)ν |〈v〉m+1∂αx [H( f (s1)) − H(g(s1))]| ds1ds‖L1
≤ ‖
∫ t
0
ν−1〈v〉m+1|∂αx [H( f (s)) − H(g(s))]| ds‖L1

∫ t
0
‖〈v〉m∂αx [H( f (s)) − H(g(s))]‖L1ds, (4.10)
where the crucial step is the fourth one and is accomplished by integrating by parts in
the variable s, the last inequality results from our estimate on ν = ν0 + C∞κν1 in (3.9).
Here the condition on r0 being unbounded, (see (2.2)), is used.
We observe that the last step in (4.10) is the same as that in the third line of (4.5).
Hence it also admits the estimate in (4.9), i.e.,
∫ t
0
‖〈v〉m+1∂αx [( f (s)) − (g(s))]‖L1ds
 ‖ f − g‖Bδ [C∞κ + δ + κ(‖ f ‖Bδ + ‖g‖Bδ )]. (4.11)
This, together with (4.9), implies (4.4).
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Next, we prove (4.3). By direct computation
‖e−t[ν+v·∇x ] f0‖Bδ =
∑
|α|≤8
[ sup
0≤t≤δ
‖〈v〉me−t[ν+v·∇x ]∂αx f0‖L1
+
∫ t
0
‖〈v〉m+1e−s(ν+v·∇x )∂αx f0‖L1 ds]
=
∑
|α|≤8
[‖〈v〉m∂αx f0‖L1 + ‖
∫ t
0
e−sν ds 〈v〉m+1|∂αx f0|‖L1 ]
≤
∑
|α|≤8
‖〈v〉m∂αx f0‖L1
which is (4.3). unionsq
In the proof we have used the following embedding results; (see (4.8)).
Lemma 4.2. For any function f : R3 × T3 → C,
sup
x∈Z3
‖ f (·, x)‖L1(R3) ≤ C
∑
|α|≤4
‖∂αx f ‖L1(R3×T3). (4.12)
For any α ∈ (Z+)3 satisfying |α| ≤ 8, and for arbitrary functions f, g : R3 ×T3 → C,
‖〈v〉m∂αx Q( f, g)‖L1(R3×T3) 
∑
|β1|, |β2|≤8
[‖〈v〉m+1∂β1x f ‖L1(R3×T3)‖∂β2x g‖L1(R3×T3)
+ ‖〈v〉m+1∂β1x g‖L1(R3×T3)‖∂β2x f ‖L1(R3×T3)]. (4.13)
Proof. We start with the proof of (4.12). We Fourier-expand the function f ∈
L1(R3×T3) in the variable x :
f (v, x) =
∑
n∈Z3
ein·x fn(v)
with fn(v) := 1(2π)3
∫
T3 f (v, x)e−in·x dx . Obviously
‖ f (·, x)‖L1(R3) 
∑
n∈Z3
‖ fn‖L1(R3). (4.14)
We now write ‖ fn‖L1(R3) as a product of 1(1+|n|)4 and (1+ |n|)4‖ fn‖L1(R3). To control
the factor (1 + |n|)4 fn in L1 we use the observation that
(1 + |n|4)| fn| = (1 + |n|4)(2π)−3|〈 f, ein·x 〉T3 |

∑
|α|≤4
|〈∂αx f, ein·x 〉T3 |
to obtain that
(1 + |n|)4‖ fn‖L1 
∑
|α|≤4
‖∂αx f ‖L1(R3×T3). (4.15)
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This, together with the fact that
∑
n∈Z3 1(1+|n|)4 < ∞ and with (4.14), implies the desired
estimate.
Next we prove (4.13). It is easy to see that
〈v〉m |∂αx Q( f, g)| 
∑
β1+β2=α
|〈v〉m Q(∂β1x f, ∂β2x g)|.
Obviously
‖〈v〉m Q(∂β1x f, ∂β2x g)‖L1(R3×T3) = ‖ ‖〈v〉m Q(∂β1x f, ∂β2x g)‖L1(R3)‖L1(T3). (4.16)
We apply (3.12) to obtain
‖〈v〉m Q(∂β1x f, ∂β2x g)‖L1(R3)  ‖〈v〉m+1∂β1x f ‖L1(R3)‖∂β2x g‖L1(R3)
+‖〈v〉m+1∂β1x g‖L1(R3)‖∂β2x f ‖L1(R3). (4.17)
Next we estimate the right-hand side of (4.17) in L1(T3). Since β1 +β2 = α and |α| ≤ 8,
at least one of |β1|, |β2| is less than or equal to 4. Without loss of generality, we assume
that |β1| ≤ 4. Applying (4.12) to the first term on the right-hand side we find that
‖ ‖〈v〉m+1∂β1x f ‖L1(R3)‖∂β2x g‖L1(R3)‖L1(T3)
≤ max
x∈T3
‖〈v〉m+1∂β1x f ‖L1(R3)‖∂β2x g‖L1(R3×T3)

∑
|β1|, |β2|≤8
‖〈v〉m+1∂β1x f ‖L1(R3×T3)‖∂β2x g‖L1(R3×T3). (4.18)
The second term on the right-hand side can be estimated almost identically.
Collecting the estimates above we complete the proof of (4.13). unionsq
5. Propagator Estimates
Recall the definition of the linear operator L in (3.3). In this section, we study decay esti-
mates of the operator e−t L(1−P0) acting on L1, where P0 : L1(R3×T3) → L1(R3×T3)
is the Riesz projection onto the 0-eigenspace, {e−|v|2}:
P0 f := 1
8π
7
2
e−|v|2
∫
R3×T3
f (v, x) d3vd3x . (5.1)
The main theorem of this section is
Theorem 5.1. There exist constants C0, C1 > 0 and an integer m < ∞ such that
‖e−t L(1 − P0)g‖L1(R3×T3) ≤ C1e−C0t‖〈v〉m g‖L1(R3×T3). (5.2)
We first outline the general strategy of the proof.
There are two typical approaches to proving decay estimates for propagators. The
first one is to apply the spectral theorem, (see e.g. [26]), to obtain
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e−t L(1 − P0) = 12π i
∮

e−tλ(λ − L)−1 dλ,
where the contour  is a curve encircling the spectrum of L(1− P0). The obstacle is that
the spectrum of L(1 − P0) occupies the entire right half of the complex plane, except
for a strip in a neighborhood of the imaginary axis, as illustrated in Fig. 1 below. This
makes it difficult to prove strong convergence on L1 of the integral on the right-hand
side.
The second approach is to use perturbation theory, which amounts to expanding e−t L
in powers of the operator K , (see (3.7)):
e−t L = e−t (ν+v·∇x ) +
∫ t
0
e−(t−s)(ν+v·∇x )K e−s(ν+v·∇x ) ds + · · · .
It will be shown in Proposition 5.2 that each term in this expansion can be estimated
quite well, but the fact that K is unbounded forces us to estimate them in different spaces.
We will combine these two approaches to prove Theorem 5.1.
We expand the propagator e−t L(1 − P0) using Duhamel’s principle:
e−t L(1 − P0) =
12∑
k=0
(1 − P0)Ak(t) + (1 − P0) A˜(t), (5.3)
where the operators Ak are defined recursively, with
A0 = A0(t) := e−t (ν+v·∇x ), (5.4)
and Ak, k = 1, 2, . . . , 12, given by
Ak(t) :=
∫ t
0
e−(t−s)(ν+v·∇x )K Ak−1(s) ds. (5.5)
Fig. 1. The Spectrum of L
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Finally A˜ is defined by
A˜(t) =
∫ t
0
e−(t−s)L K A12(s) ds. (5.6)
The exact form of Ak, k = 0, 1, . . . , 12, implies the following estimates.
Proposition 5.2. There exist positive constants C0 and C1 such that, for any function
f : R3 × T3 → C,
‖Ak(t) f ‖L1(R3×T3) ≤ C1e−C0t‖〈v〉k f ‖L1(R3×T3). (5.7)
This proposition is proven in Subsect. 5.1.
The estimate on A˜, which, by definition, is given by
A˜ =
∫ t
0
e−(t−s1)L K
∫ s1
0
e−(s1−s2)(ν+v·∇x )K · · ·
×
∫ s12
0
e−(s12−s13)(ν+v·∇x )K e−s13(ν+v·∇x ) ds13 · · · ds1,
is more involved.
We first transform A˜ to a more convenient form.
One of the important properties of the operators L and L0 is that, for any function
g : R3 → C (i.e., independent of x) and n ∈ Z3, we have that
P0ein·x g = 0 if n = 0,
Lein·x g = ein·x Lng,
(ν + v · ∇x )ein·x g = ein·x (ν + in · v)g,
(5.8)
where the operator Ln is unbounded and defined as
Ln := ν + in · v + K .
(Recall that P0 has been defined in (5.1).)
To make (5.8) applicable, we Fourier-expand the function g : R3 × T3 → C in the
variable x, i.e.,
g(v, x) =
∑
n∈Z3
ein·x gn(v). (5.9)
Then (4.14) and (5.8) yield the bound
‖(1 − P0) A˜g‖L1(R3×T3) ≤
∑
n∈Z3
‖ A˜ngn‖L1(R3), (5.10)
where A˜n is defined as follows: If n = (0, 0, 0) then
A˜n :=
∫ t
0
e−(t−s1)Ln K
∫ s1
0
e−(s1−s2)(ν+iv·n)K · · ·
×
∫ s12
0
e−(s12−s13)(ν+iv·n)K e−s13(ν+iv·n) ds13 · · · ds1,
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and for n = (0, 0, 0) we define
A˜0 :=
∫ t
0
(1 − P0)e−(t−s1)L0 K
∫ s1
0
e−(s1−s2)ν K · · ·
×
∫ s12
0
e−(s12−s13)ν K e−s13ν ds13 · · · ds1.
Next, we study A˜n, which is defined in terms of the operators e−t Ln , e−t[ν+in·v] and
K e−t[ν+in·v]K .
It is easy to estimate e−t[ν+in·v] : The fact that the function ν has a positive global
minimum  (see (3.9)) implies that
‖e−t[ν+in·v]‖L1→L1 ≤ e−t . (5.11)
We provide some rough estimate on the operator e−t Ln .
Lemma 5.3. If n = (0, 0, 0) then there exist positive constants C0 and C1 such that
‖e−t Ln‖L1(R3)→L1(R3) ≤ C1(1 + |n|)e−C0t . (5.12)
For n = (0, 0, 0),
‖e−t L0(1 − P0)‖L1(R3)→L1(R3) ≤ C1e−C0t . (5.13)
This lemma will be proven in Subsect. 5.2.
The most important step is to estimate
K (n)t := K e−t (ν+in·v)K .
Let K (v, u) be the integral kernel of K . Then the integral kernel, K (n)t (v, u), of K
(n)
t is
given by
K (n)t (v, u) =
∫
R3
K (v, z)e−t[ν(z)+in·z]K (z, u) dz.
The presence of the factor e−i tn·z plays an important role. It makes the operator K (n)t
smaller, as |n| becomes larger.
Lemma 5.4. There exist positive constants C0 and C1 such that, for any n ∈ Z3,
‖K (n)t f ‖L1(R3) ≤
C1
1 + |n|t e
−C0t‖〈v〉3 f ‖L1(R3). (5.14)
This lemma will be proven in Subsect. 5.3.
The results in Proposition 5.2, Lemma 5.3 and Lemma 5.4 suffice to prove Theo-
rem 5.1.
Proof of Theorem 5.1. In Eq. (5.3) we have decomposed e−t L(1 − P0) into several
terms. The operators Ak, k = 0, 1, 2, . . . , 12, are estimated in Proposition 5.2.
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In what follows, we study A˜. By (5.10) we only need to control A˜n, n ∈ Z3. For
n = (0, 0, 0) it is easy to see that
‖ A˜0g0‖L1(R3)  e−C0t‖〈v〉12g0‖L1(R3) (5.15)
by collecting the different estimates in (5.11) and Lemma 5.3 and using the estimates
on K = −K0 + C∞κK1 in Lemma 3.1.
For n = 0, we observe that the integrands in the definitions of A˜n are products of
terms e−(t−s1)Ln , K e−(sk−sk+1)(ν+in·v)K and e−(sk−sk+1)(ν+in·v), where k ∈ {1, 2, . . . , 13}
(we use the convention that s14 = 0). Applying the bounds in (5.11), Lemma 5.3 and
Lemma 5.4, we see that there is a constant C0 > 0 such that
‖ A˜ngn‖L1(R3)  e−C0t (1 + |n|)‖〈v〉20gn‖L1(R3)
∫ t
0
∫ s1
0
· · ·
∫ s12
0
[1 + |n|(s12 − s13)]−1
×[1 + |n|(s8 − s11)]−1 · · · [1 + |n|(s2 − s3)]−1 ds13ds12 · · · ds1.
By direct computation we find that there exists a positive constant C˜0 ≤ C0 such that
‖ A˜ngn‖L1(R3)  e−C˜0t
1
(1 + |n|)4 ‖〈v〉
20gn‖L1(R3).
Plugging this and (5.15) into (5.10), we find that
‖(1 − P0) A˜g‖L1(R3×T3)  e−C˜0t
∑
n∈Z3
1
(1 + |n|)4 ‖〈v〉
20gn‖L1(R3). (5.16)
The terms on the right-hand side are bounded by
‖〈v〉20gn‖L1(R3) ≤ (2π)3‖〈v〉20g‖L1(R3×T3).
This, together with the fact that
∑
n∈Z3 1(1+|n|)4 < ∞, implies that
‖(1 − P0) A˜g‖L1(R3×T3)  e−C˜0t‖〈v〉20g‖L1(R3×T3). (5.17)
Obviously Eq. (5.3), Inequality (5.17) and Proposition 5.2 imply Theorem 5.1.
5.1. Proof of Proposition 5.2. Recall the meaning of the constant  in (3.9). The defi-
nition of A0 (see (5.4)) implies that
‖A0(t) f ‖L1(R3×T3) ≤ e−t‖ f ‖L1(R3×T3). (5.18)
For A1, we use the estimate for the unbounded operator K given in Lemma 3.1. A
direct computation then yields
‖A1( f )‖L1(R3×T3) ≤
∫ t
0
e−(t−s)‖K e−s(ν+v·∇x )x f ‖L1(R3×T3) ds

∫ t
0
e−(t−s)e−s ds‖〈v〉 f ‖L1
= e−t t‖〈v〉 f ‖L1 .
Similar arguments yield the desired estimates for Ak, k = 2, 3, . . . 12.
Thus, the proof of Proposition 5.2 is complete. unionsq
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Fig. 2. The spectrum of Ln, the curve n, and the region n
5.2. Proof of Lemma 5.3.
Proof. If n = (0, 0, 0) then the proof of (5.12) is similar to that of a similar estimate in
[1,24,28] and to the proof of (5.13) given below. It is therefore omitted. What makes
the present situation different to the one considered in [1,24,28] is that the spectrum
of the linear operator Ln depends on n in a non-trivial manner. The union over n of the
spectra of the operators Ln fills almost the entire right half of the complex plane.
For any n ∈ Z3, we define a curve n (see Fig. 2),
n := 1(n) ∪ 2(n) ∪ 3(n) (5.19)
with
1(n) := { + iβ| β ∈ [−(|n| + 1), (|n| + 1)]};
2(n) := { + i(|n| + 1) + β + iβ(|n| + 1), β ≥ 0};
3(n) := { − i(|n| + 1) + β − iβ(|n| + 1), β ≥ 0}.
Here  and  are positive constants to be chosen later; they are independent of the
constant κ in (2.1).
Moreover, we define n to be the complement of the region encircled by the curve
n; see Fig. 2.
The following lemma provides an important estimate.
Lemma 5.5. Suppose that the positive constants  and 1

are chosen sufficiently small.
Then there exists a constant C independent of n such that, for any point ζ ∈ n and
n ∈ Z3\{(0, 0, 0)}, we have
‖(Ln − ζ )−1‖L1→L1 ≤ C.
This lemma is proven in Appendix B.
This lemma and the spectral theorem in [26] yield the formula
e−t Ln = 1
2π i
∮
n
e−tζ [ζ − Ln]−1 dζ (5.20)
on L1(R3). Applying Lemma 5.5 to (5.20) we obtain that
‖e−t Ln‖L1→L1 
∫
ζ∈1(n)∪2(n)∪3(n)
e−t Re ζ |dζ |.
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By the definition of 1(n), it is easy to see that
∫
ζ∈1
e−t |dζ |  e−t |n|.
Similarly, the definitions of 2(n) and 3(n) imply that for any t ≥ 1,
∫
ζ∈2(n)∪3(n)
e−t Reζ |dζ |  (1 + |n|)
∫ ∞

e−tσ dσ  e−t (1 + |n|).
Collecting the estimates above, we arrive at (5.12), provided that t ≥ 1.
The proof will be complete if we can show that the propagator e−t Ln is bounded
on L1(R3) when t ∈ [0, 1]. To prove this, we establish the local wellposedness of the
equation
∂t g = [−ν − in · v + K ]g,
g(v, 0) = g0(v).
This is easier to prove than local wellposedness of the nonlinear equation in Proposition
4.1, and we permit ourselves to omit the details.
This completes the proof of Lemma 5.3. unionsq
5.3. Proof of Inequality (5.14).
Proof. We denote the integral kernel of the operator K by K (v, u) and infer its explicit
form from (3.7), (3.4) and (3.6). It is then easy to see that the integral kernel of the
operator K e−t (ν+in·v)K is given by
K (n)t (v, u) :=
∫
R3
K (v, z)e−t[ν(z)+in·z]K (z, u) d3z.
We use the oscillatory nature of e−i tn·z to derive some “smallness estimates” when
|n| is sufficiently large. Mathematically, we achieve this by integrating by parts in the
variable z. Without loss of generality we assume that
|n1| ≥ 13 |n|.
We then integrate by parts in the variable z1 to obtain
K (n)t (v, u) =
∫
R3
K (v, z)K (z, u)
1
−t[∂z1ν(z) + in1]
∂z1 e
−t[ν(z)+in·z] d3z
=
∫
R3
∂z1 [K (v, z)K (z, u)
1
t[∂z1ν(z) + in1]
]e−t[ν(z)+in·z] d3z. (5.21)
The different terms in ∂z1 [K (v, z)K (z, u) 1t[∂z1ν(z)+in1] ] are dealt with as follows:
(1) We claim that, for l = 0, 1,
∫
R3
〈v〉m |∂ lz1 K (v, z)| d3v  〈z〉m+2,
∫
R3
〈z〉m |∂ lz1 K (z, u)| d3z  〈u〉m+2. (5.22)
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(2) By direct computation,
|∂ lz
1
t[∂z1ν(z) + in1]
|  1|n|t for l = 0, 1. (5.23)
These bounds and the fact that e−tν  e−t (see (3.9)) imply that
∫
R3×R3
〈v〉m |K (n)t (v, u)g(u)| d3u 
e−t
|n|t ‖〈v〉
m+3g‖L1 .
To remove the non-integrable singularity in the upper bound at t = 0, we use a straight-
forward estimate derived from the definition of K (n)t to obtain
∫
R3×R3
〈v〉m |K (n)t (v, u)g(u)| d3u  e−t‖〈v〉m+3g‖L1 .
Combination of these two estimates yields (5.14).
We are left with proving (5.22). Next we focus on proving (5.22); when l = 1, the
case l = 0 is easier, hence omitted. By direct computation we find that
|∂z1 K (v, z)|  κ|∂z1 |z − v|−1e
− |(z−v)·v|2|z−v|2 | + κ|∂z1 |z − v|e−|v|2 | + |∂z1r0(z, v)|
and, similarly, that
|∂z1 K (z, u)|  κ|∂z1 |z − u|−1e
− |(z−u)·z|2|z−u|2 | + κ|∂z1 |z − u|e−|z|
2 | + |∂z1r0(u, z)|.
Among the various terms we only study the most difficult one, namely ∂z1 K1,1(v, z),
where K1,1(v, z) is defined by
K1,1(v, z) := |z − v|−1e−
|(z−v)·v|2
|z−v|2 .
By direct computation
|∂z1 K1,1(v, z)| 
1 + |v1|
|v − z|2 e
− 12 |(z−v)·v|
2
|z−v|2 .
To complete our estimate we divide the set (v, z) ∈ R3 × R3 into two subsets defined
by |v| ≤ 10|z| and |v| > 10|z|, respectively. In the first subset we have that
|∂z1 K1,1(v, z)| 
1
|v − z|2 (|v| + 1) ≤
10(|z| + 1)
|v − z|2 ,
and hence
∫
|v|≤8|z|
〈v〉m |∂z1 K1,1(v, z)| d3v
≤ 10(1 + |z|)m+1 ×
∫
|v|≤10|z|
1
|v − z|2 d
3v  (1 + |z|)m+2. (5.24)
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In the second subset we have that z −v ≈ −v, which implies that |(z−v)·v||z−v| ≥ 12 |v|. Thus,
|∂z1 K1,1(v, z)| ≤
1 + |v|
|v|2 e
− 18 |v|2 .
This obviously implies that
∫
|v|≥10|z|
〈v〉m |∂z1 K1,1(v, z)| d3v 
∫
|v|≥10|z|
〈v〉m 1 + |v||v|2 e
− 18 |v|2 d3v  1. (5.25)
By such estimates the proof of (5.22) can be easily completed. unionsq
6. Proof of the Main Theorem
To simplify notations, we let L1 stand for L1(R3 × T3).
Given a solution, f (·, s), 0 ≤ s ≤ t , of the Boltzmann equation (3.2), we introduce
two “control functions”, M and I:
M(t) := max
0≤s≤t e
C0s
∑
|α|≤8
‖∂αx f (s)‖L1 ,
I(t) :=
∑
|α|≤8
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds,
(6.1)
where the constants m and C0 are as in Theorem 5.1.
These two functions can be estimated as follows.
Lemma 6.1.
M(t) ≤ C[
∑
|α|≤8
‖〈v〉m∂αx f0‖L1 + κM
3
2 I 12 ] (6.2)
and
I(t) ≤ C[
∑
|α|≤8
‖〈v〉2m+1∂αx f0‖L1 + κI(t)M(t) + M(t)] (6.3)
for a finite constant C, where f0 is the initial condition.
This lemma will be proven below.
We are now ready to prove our main result, Theorem 2.1.
Proof of Theorem 2.1. By local wellposedness of the equation, there exists a time inter-
val [0, T ], T = T (κ), such that
M(t) ≤ κ− 14 , for any time t ∈ [0, T ]. (6.4)
We move the term CκI(t)M(t) on the right-hand side of (6.3) to the left-hand side and
then use the fact that CκM(t) ≤ 12 to conclude that
I(t) ≤ 2C[
∑
|α|≤8
‖〈v〉2m∂αx f0‖L1 + M(t)]. (6.5)
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Plugging this bound into the right hand side of (6.2) and using (6.4), we obtain that
M(t) ≤ C(
∑
|α|≤8
‖〈v〉m∂αx f0‖L1 + κ
1
2 M(t)).
This, together with the fact Cκ
1
2 ≤ 12 , implies that
M(t) ≤ 2C
∑
|α|≤8
‖〈v〉m∂αx f0‖L1 , for any time t ∈ [0, T ]. (6.6)
This in turn implies that (6.4) holds on a larger time interval. By running the arguments
(6.4)- (6.6) iteratively we find that (6.6) holds on the time interval [0,∞).
Using the definition of M, in (6.1), we obtain that, for any time t ∈ [0,∞),
∑
|α|≤8
‖∂αx f (t)‖L1 ≤ 2Ce−C0t
∑
|α|≤8
‖〈v〉m∂αx f0‖L1 , (6.7)
which together with the definition of f , see (3.1), implies inequality (2.5) in
Theorem 2.1.
The proof of Theorem 2.1 is complete. unionsq
6.1. Proof of Lemma 6.1.
Proof. We apply Duhamel’s principle to rewrite the Boltzmann equation (3.2) as
f = e−t L(1 − P0) f0 + κ
∫ t
0
e−(t−s)L(1 − P0)Q( f, f )(s) ds.
Here, the fact that (1 − P0) f = f , which is implied by (3.1) and the definition of P0
in (5.1), has been used. We apply the propagator estimate in Theorem 5.1 to conclude
that, for any α ∈ (Z+)3 with |α| ≤ 8,
‖∂αx f (·, t)‖L1  e−C0t‖〈v〉m∂αx f0‖L1 + κ
∫ t
0
e−C0(t−s)‖〈v〉m∂αx Q( f, f )(s)‖L1 ds.
(6.8)
To estimate the nonlinear term on the right-hand side, we use techniques similar to those
in (4.5) to obtain
‖〈v〉m∂αx Q( f, f )‖L1 
m∑
l=0
∑
|β1|≤8
‖〈v〉k∂β1x f ‖L1
∑
|β2|≤8
‖〈v〉m+1−k∂β2x f ‖L1

∑
|β1|, |β2|≤8
‖〈v〉m+1∂β1x f ‖L1‖∂β2x f ‖L1 .
To the term ‖〈v〉m∂β1x f ‖L1 on the right-hand side we apply the Schwarz inequality to
obtain
‖〈v〉m+1∂βx f ‖2L1 ≤ ‖〈v〉2m+2∂βx f ‖L1‖∂βx f ‖L1 .
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Plugging this into (6.8), we obtain that
‖∂αx f ‖L1  e−C0t‖〈v〉m∂αx f0‖L1
+ κ
∑
|β1|, |β2|≤8
∫ t
0
e−C0(t−s)‖〈v〉2m+2∂β1x f ‖
1
2
L1‖∂β2x f ‖
3
2
L1 ds.
Applying the Schwarz inequality again and using the definitions of M and I, we find
that
‖∂αx f ‖L1  e−C0t‖〈v〉m∂αx f0‖L1
+
∑
|β1|, |β2|≤8
κ[
∫ t
0
e−2C0(t−s)‖∂β1x f ‖3L1 ds]
1
2 [
∫ t
0
‖〈v〉2m+2∂β2x f ‖L1 ds]
1
2
≤ e−C0t‖〈v〉m∂αx f0‖L1 + κe−C0tM
3
2 I 12 .
Recalling the definition of M, we see that the proof of (6.2) is complete.
To prove (6.3), or to estimate ∫ t0 ‖〈v〉2m+2 f (s)‖L1 ds, we rewrite (3.2) as
∂αx f (t) = e−t (ν+v·∇x )∂αx f0 +
∫ t
0
e−(t−s)(ν+v·∇x )∂αx H(s) ds,
where H(s) is defined by
H(s) := K0 f (s) + κK1 f (s) + κQ( f, f )(s).
By direct computation and the fact that the L1-norm is preserved under the mapping
e−tv·∇x we obtain
‖〈v〉2m+2∂αx f (t)‖L1
≤ ‖〈v〉2m+2e−t[ν+v·∇x ]∂αx f0‖L1 +
∫ t
0
‖〈v〉2m+2e−(t−s)[ν+v·∇x ]∂αx H(s)‖L1 ds
= ‖〈v〉2m+2e−tν∂αx f0‖L1 +
∫ t
0
‖〈v〉2m+2e−(t−s)ν∂αx H(s)‖L1 ds.
Integrate both sides from 0 to t , and use the obvious fact that
∫ t
0 ‖g(s)‖L1 ds =
‖ ∫ t0 |g|(s) ds‖L1 to arrive at
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds ≤ ‖
∫ t
0
〈v〉2m+2e−sν |∂αx f0| ds‖L1
+‖
∫ t
0
∫ s
0
〈v〉2m+2e−(s−s1)ν |∂αx H(s1)| ds1ds‖L1 .
The first term on the right-hand side can be integrated explicitly. For the second term,
we integrate by parts in the variable s. We find that
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds ≤ ‖ν−1〈v〉2m+2∂αx f0‖L1 +
∫ t
0
‖ν−1〈v〉2m+2∂αx H(s)‖L1 ds
 ‖〈v〉2m+1∂αx f0‖L1 +
∫ t
0
‖〈v〉2m+1∂αx H(s)‖L1 ds. (6.9)
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In the last step we use the estimate for ν = ν0 + C∞κν1 in (B.5), which, through its
definition, makes it necessary to require that r0 in (2.1) be unbounded.
This together with the definition of H , the estimates on K0 and K1 in Lemma 3.1
and on the nonlinearity in (4.13), implies that there exist constants C1 and C2 such that
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds
≤ C1[‖〈v〉2m+1∂αx f0‖L1 + C∞κ
∫ t
0
‖〈v〉2m+1 K1∂αx f (s)‖L1 ds
+
∫ t
0
‖〈v〉2m+1 K0∂αx f (s)‖L1 ds + κ
∫ t
0
‖〈v〉2m+1∂αx Q( f, f )(s)‖L1 ds
≤ C2[‖〈v〉2m+1∂αx f0‖L1 + κC∞
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds
+
∫ t
0
‖〈v〉∂αx f (s)‖L1 ds + κ
∑
|β1|, |β2|≤8
∫ t
0
‖〈v〉2m+2∂β1x f (s)‖L1‖∂β2x f (s)‖L1 ds].
(6.10)
We use the Schwarz inequality to estimate the third term,
∫ t
0 ‖〈v〉∂αx f (s)‖L1 ds, on the
right-hand side:
C2
∫ t
0
‖〈v〉∂αx f (s)‖L1 ds ≤
1
2
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds + C3(m)
∫ t
0
‖∂αx f (s)‖L1 ds,
for any m ≥ 0 with C3(m) ≥ 0.
Inserting this in (6.10) and using that κ > 0 is a small constant, we find that
∫ t
0
‖〈v〉2m+2∂αx f (s)‖L1 ds
 ‖〈v〉2m+1∂αx f0‖L1 + κ
∑
|β|≤8
∫ t
0
‖〈v〉2m+2∂βx f (s)‖L1 dsM(t) + M(t),
which together with the definition of I in (6.1) implies the desired estimate (6.3). unionsq
Acknowledgements. The second author wishes to thank C. Mouhot for pointing out many references.
A. Proof of Lemma 3.1
It is easy to derive (3.9) and (3.10) by the definitions of ν0, ν1 and K0. We therefore
omit the details.
We start with (3.12). By direct computation
‖〈v〉m Q( f, g)‖L1(R3) =
∫
R3×R3×S2
〈v〉m |(u − v) · ω| f (u′)|g|(v′) d3ud3vd2ω
+
∫
R3×R3×S2
〈v〉m |(u − v) · ω| f (u)|g|(v) d3ud3vd2ω.
(A.1)
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It is easy to control the second term on the right-hand side.
We then turn to the first term. For any fixed ω ∈ S2, the mapping from (u, v) ∈ R6
to (u′, v′) ∈ R6 is a linear symplectic transformation, hence
d3ud3v = d3u′d3v′, (A.2)
where, u′ and v′ are defined (2.1). This together with the observation that
〈v〉m  〈u′〉m + 〈v′〉m, and |(u − v) · ω|  |u′| + |v′| (A.3)
and (A.1) obviously implies (3.12).
As one can infer from the definition K1 in (3.2), (3.11) is a special case of (3.12)
by setting f or g to be M = e−|v|2 . unionsq
B. Proof of Lemma 5.5
We start by simplifying the problem. Using the definitions of the operators Ln, n ∈ Z3,
in (5.8), K in (3.7), and ν in (3.8) we find that
Ln = ν0 − K0 + in · v + C∞κ[ν1 + K1].
The smallness of the constant κ suggests to consider ν0 − K0 + in · v as the dominant
part. We then convert the estimate on Ln − ζ to one on ν0 − K0 + in · v − ζ .
To render this idea mathematically rigorous, we show that, in order to prove invert-
ibility of Ln − ζ, ζ ∈ n, it is sufficient to prove this property for 1 − Kζ,n, with Kζ,n
defined by
Kζ,n := K0(ν0 + in · v − ζ )−1. (B.1)
We rewrite Ln − ζ as follows:
Ln − ζ = [1 − Kζ,n + C∞κ(ν1 + K1)(ν0 + in · v − ζ )−1](ν0 + in · v − ζ )
= (1 − Kζ,n)[1 + C∞κ(1 − Kζ,n)−1(ν1 + K1)(ν0 + in · v − ζ )−1]
×(ν0 + in · v − ζ ). (B.2)
We have the following estimates on the different terms on the right-hand side:
(1) Concerning ν0 + in · v − ζ, we observe that it is a multiplication operator. If the
constants θ and 1

in the definition of the curves k,n, k = 0, 1, 2, in (5.19), are
sufficiently small then there exists a constant C such that for any ζ ∈ n,
|ν0 + in · v − ζ |−1 ≤ C(1 + |v|)−1. (B.3)
It is straightforward, but a little tedious to verify this. Details are omitted.
(2) Concerning the term 1 − Kζ,n, we have the following lemma.
Lemma B.1. Suppose that the constants  and 1

in (5.19) are sufficiently small.
Then, for any point ζ ∈ n and n ∈ Z3\{(0, 0, 0)}, we have that 1 − Kζ,n is
invertible; its inverse satisfies the estimate
‖(1 − Kζ,n)−1‖L1→L1 ≤ C,
where the constant C is independent of n and ζ .
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This lemma will be reformulated as Lemmas B.2 and B.3 below.
(3) With (B.3), Lemma B.1 and our estimates on ν1 and K1 in (3.9) and (3.11), we
conclude that if κ is sufficiently small then the operator C∞κ(1 − Kζ,n)−1(ν1 +
K1)(ν0 + in · v − ζ )−1 : L1(R3) → L1(R3) in (B.2) is small in norm ‖ · ‖L1→L1 .
This proves that
1 + C∞κ(1 − Kζ,n)−1(ν1 + K1)(ν0 + in · v − ζ )−1 : L1(R3) → L1(R3) (B.4)
is invertible.
The results above complete the proof of Lemma 5.5, assuming that Lemma B.1 holds.
We divide the proof of Lemma B.1 into steps. In the first step we prove
Lemma B.2. There exists a constant C > 0 such that, for any ζ ∈ n and n ∈
Z
3\{(0, 0, 0)},
‖(1 − Kζ,n)g‖L1 ≥ C‖g‖L1 . (B.5)
This will be proven in Subsect. B.1 below.
We now present the strategy of the proof of Lemma B.2. Our key observation is that
the bounded operators Kζ,n, ζ ∈ n, n ∈ Z3\{(0, 0, 0)}; are compact (see Lemma B.4
below). Hence if (B.5) does not hold, then there exist some ζ0 ∈ n0 , n0 ∈ Z3\{(0, 0, 0)}
and some nontrivial function g ∈ L1(R3) such that [1 − Kζ0,n0 ]g = 0. From the defini-
tion of Kζ0,n0 in (B.1) and the properties of K0 in (3.4) (see also (2.3)) then we infer
that the function g˜ := e 12 |v|2(−ν0 − in0 · v + ζ0)g belongs to L2(R3) and satisfies the
equation
(−ν0 + K˜0 − in0 · v + ζ0)g˜ = 0.
Here K˜0 := e 12 |v|2 K0e− 12 |v|2 : L2(R3) → L2(R3) is a self-adjoint and compact opera-
tor. By considering spectral properties of −ν0 + K˜0 : L2(R3) → L2(R3), we exclude
the possibility that ζ0 ∈ n0 . For details we refer the reader to Subsect. B.1 below.
However, (B.5) does not guarantee that the mapping 1 − Kζ,n is onto. To show this
we prove, in a second step, the following lemma.
Lemma B.3. For any ζ ∈ n, and n ∈ Z3\{(0, 0, 0)}, the mapping
1 − Kζ,n : L1(R3) → L1(R3) is onto. (B.6)
This lemma will be proven in Subsect. B.2.
Lemma B.2 implies that 1− Kζ,n maps L1(R3) into a closed subset of L1(R3). This,
together with the ‘onto-properties’ in Lemma B.3, implies that it is invertible, and its
inverse is uniformly bounded. Hence Lemma B.1 follows.
B.1. Proof of Lemma B.2. In what follows we prove (B.5) for ζ ∈ 0, the proofs for
the other cases are similar.
It is enough to show that there exist constants C and  independent of n such that,
for any  ∈ [0,], h ∈ R and n ∈ Z3\{(0, 0, 0)}, we have that
‖(1 − K+ih,n)g‖L1 ≥ C‖g‖L1 . (B.7)
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Suppose that this inequality does not hold. Then there would exist a sequence
{m}∞m=1 ⊂ R+, with limm→∞ m = 0, a sequence {hm}∞m=1 ⊂ R, a sequence
{gm}∞m=1 ⊂ L1(R3), with ‖gm‖L1 = 1, and a sequence {nm} ⊂ Z3\{(0, 0, 0)} such
that
‖(1 − Km +ihm ,nm )gm‖L1 → 0, as m → ∞. (B.8)
By Lemma B.4 below, the sequence {Km+ihm ,nm gm}∞m=1 contains a convergent subse-
quence. Without loss of generality we assume that
{Km+ihm ,nm gm}∞m=1
is convergent, i.e. there exists a function g∞ ∈ L1 such that
‖g∞ + Km +ihm ,nm gm‖L1 → 0, as m → ∞. (B.9)
This, together with (B.8), implies that
‖g∞ − gm‖L1 → 0, as m → ∞, with g∞ = 0. (B.10)
It is easy to see that the sequences {hm}∞m=1 and {nm}∞m=1 are uniformly bounded.
Otherwise, by the definition of K+ih,n, it is easy to see that K+ih,ng∞ → 0 as |h| or
|n| → ∞. This in turn contradicts (B.8).
The bounded sequences {hm}∞m=1 and {nm}∞m=1 must contain some convergent subse-
quences. Without loss of generality, we may assume that there exist a constant h∞ ∈ R
and n∞ = (0, 0, 0) such that h∞ = limm→∞ hm and n∞ = limm→∞ nm . This, together
with the definition of K+ih,n, implies
‖Km +ihm ,nm − Kih∞,n∞‖L1→L1 → 0, as m → ∞.
Using (B.9) and (B.10), we conclude that
g∞ − Kih∞,n∞ g∞ = 0. (B.11)
Recalling the definition of Kih∞,n∞ , we find that |g∞| ≤ Ce−
3
4 |v|2
. This enables us
to define a function g˜∞ ∈ L2 by
g˜∞ := e 12 |v|2(−ν0 − in∞ · v − ih∞)g∞.
By (B.11)
(−ν0 − in∞ · v − ih∞ + K˜0)g˜∞ = 0 (B.12)
with K˜0 := e 12 |v|2 K0e− 12 |v|2 .
On the other hand, in Lemma B.7 below, we prove that 0 is a simple and the lowest
eigenvalue of the self-adjoint operator −ν0 + K˜0 : L2 → L2, with eigenvector e− 12 |v|2 .
This implies that 〈g, (−ν0 + K˜0)g〉 = Re〈g, (−ν0 − in∞ · v − ih∞ + K˜0)g〉 = 0 only
holds if g is parallel to e− 12 |v|2 . By direct computation we find that (B.12) can not hold
if n = (0, 0, 0), and this completes our proof of Lemma B.2. unionsq
The following result has been used in the proof.
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Lemma B.4. For a sequence {gm}∞m=1 ⊂ L1(R3) satisfying ‖gm‖L1 ≤ 1, there exists a
subsequence {g˜m}∞m=1 such that K+ih,n g˜m is convergent in L1(R3), i.e. there exists a
function g˜∞ ∈ L1(R3) such that
‖g˜∞ − K+ih,n g˜m‖L1 = 0, as m → ∞. (B.13)
Proof. This result is a simple generalization of Ascoli’s Theorem in [26] which asserts
compactness of any sequence of equi-continuous L1 functions defined in a bounded
domain. In the present situation we observe that
(1) the sequence of functions {K+ih,n g˜m}∞m=1 is equicontinuous;(2) these functions are “almost compactly supported,” in the sense that the functions
e
1
2 |v|2 K+ih,n g˜m, m = 1, 2, . . . , are in L1(R3) and their norms are uniformly
bounded. unionsq
B.2. Proof of Lemma B.3. To simplify notation we denote Kζ,n by , i.e.,
 = Kζ,n.
This will not cause confusion, because ζ and n are fixed in the present subsection.
We start by considering a family of operators {1 − δ| δ ∈ [0, 1]}. The first result is
Lemma B.5. The operator 1−δ is bounded and there exists a constant C independent
of δ such that
‖1 − δ‖L1→L1 ≥ C. (B.14)
Proof. The important observation is that the operator −ν0 − in · v + δK0 does not have
any purely imaginary or 0 eigenvalues when δ ∈ [0, 1]. The completion of the proof is
similar to the proof of Lemma B.2. unionsq
Lemma B.5 implies that 1 − δ maps any closed set to a closed set. We define a set
 ⊂ [0, 1] by
 := {δ ∈ [0, 1]|1 − δ is not onto}.
We claim that  is empty. If the claim holds then it obviously implies Lemma B.3.
We give an indirect proof of this claim. Suppose the claim is false. Then we define
δ0 ∈ [0, 1] by
δ0 = inf{δ| δ ∈ }.
Lemma B.6. There exists a non-zero function g0 ∈ L1 such that
(1 − δ0)g0 = 0.
Obviously this contradicts Lemma B.5.
Proof of Lemma B.6. We observe that δ0 = 0, because the operator  is bounded.
Another observation is that the set  is closed: By Lemma B.5, the statement that
1 − δ is onto is equivalent to the statement that 1 − δ is invertible, and a classical
result says that {δ|1 − δ is invertible} is an open set.
552 J. Fröhlich, Z. Gang
Since  is closed, δ0 ∈ . Let g0 ∈ L1 be a vector satisfying
g0 ∈ Range(1 − δ0). (B.15)
Take a sequence {n}∞n=0 ⊂ [0, δ0) satisfying limn→∞ n = δ0. By the definition, the
maps 1 − n are onto. This enables us to define a sequence of functions {gn}∞n=0 ⊂ L1
by setting
gn := (1 − n)−1g0.
The compactness of the operator  then implies that
‖gn‖L1 → ∞, as n → ∞.
We set ξn := gn‖gn‖L1 . Then
(1 − n)ξn → 0, as n → ∞.
The fact that  is compact, together with arguments almost identical to those in proving
(B.11), then implies there exists a non-trivial function g∞ ∈ L1 such that
(1 − δ0)g∞ = 0.
This is Lemma B.6. unionsq
B.3. Simplicity of the eigenvalue 0. The following result has been used in the proof of
Lemma B.2. Denote the operator e
1
2 |v|2 K0e−
1
2 |v|2 : L2(R3) → L2(R3) by K˜0. By the
definition of K0 in (3.4) and the assumption on r0 in (2.1) it is easy to see that it is
compact, self-adjoint and has a positive kernel.
Lemma B.7. The linear self-adjoint unbounded operators −ν0 + K˜0, mapping L2(R3)
to L2(R3), have the following properties:
(A) 0 is a simple eigenvalue with eigenvector e− 12 |v|2;
(B) there exists a constant C > 0 such that if g ∈ L2(R3) is orthogonal to e− 12 |v|2 then
〈g, (−ν0 + K˜0)g〉 ≤ −C‖g‖22. (B.16)
Proof. The general idea in the proof is not new. It is similar to the proof of existence,
uniqueness and positivity of ground states of Schrödinger operators; see [20].
Define C0 as
− C0 := inf 〈g, (ν0 − K˜0)g〉〈g, g〉 . (B.17)
The fact (−ν0 + K˜0)e− 12 |v|2 = 0 implies that C0 ≥ 0.
By a series of transformations we find
0 = inf 〈g, (ν0 + C0 − K˜0)g〉〈g, (ν0 + C0)g〉
= inf 〈 f, 1 − (ν0 + C0)
− 12 K˜0(ν0 + C0)−
1
2 f 〉
〈 f, f 〉 . (B.18)
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The key observation is that the operator (ν0 +C0)−
1
2 K˜0(ν0 +C0)−
1
2 : L2(R3) → L2(R3)
is self-adjoint and compact, hence (B.18) has minimizers and they form a finite dimen-
sional linear space. Suppose they are spanned by {ξn}Nn=1 ⊂ L2(R3), then each of them
satisfies the equation
[1 − (ν0 + C0)− 12 K˜0(ν0 + C0)− 12 ]ξn = 0. (B.19)
Moreover
inf
f ⊥ξn , n=1,...,N
〈 f, 1 − (ν0 + C0)− 12 K˜0(ν0 + C0)− 12 f 〉
〈 f, f 〉 > 0,
hence, by defining g = (ν0 + C0)− 12 f, we obtain
inf
g⊥(ν+C0)
1
2 ξn , n=1,...,N
〈g, (ν0 + C0 − K˜0)g〉
〈g, (ν0 + C0)g〉 > 0. (B.20)
Next we prove the minimizer is unique. Since the operator (ν0 +C0)−
1
2 K0(ν0 +C0)− 12
is compact and its integral kernel is strictly positive, we find that
〈| f |, 1 − (ν0 + C0)− 12 K˜0(ν0 + C0)− 12 | f |〉 ≤ 〈 f, 1 − (ν0 + C0)− 12 K˜0(ν0 + C0)− 12 f 〉.
Noticing that 〈 f, f 〉 = 〈| f |, | f |〉, we see that if ξ is a minimizer, so is |ξ |. Hence |ξ |
is a one of the solutions to (B.19). This, together with the fact the integral kernel of
(ν0 + C0)−
1
2 K˜0(ν0 + C0)−
1
2 is strictly positive, implies that |ξ | is strictly positive and
ξ = |ξ | or −|ξ |. This in turn implies that the minimizer is unique and positive, up to a
sign. And, moreover, the nonnegative function η := (ν0 + C0)− 12 ξ satisfies the equation
(−ν0 + K˜0 − C0)η = 0,
i.e., η is an eigenvector with eigenvalue C0.
Furthermore, the strictly positive function e− 12 |v|2 is an eigenvector of −ν0 + K˜0 with
eigenvalue zero. It is not orthogonal to the minimizer η. This forces the unique minimizer
η to be parallel to e− 12 |v|2 and, moreover, C0 = 0. This is statement (A).
To verify Statement (B), we derive from (B.20) that
inf
g⊥νe− 12 |v|2
〈g, (ν0 − K˜0)g〉
〈g, g〉 > 0.
This together with the fact ν0e−
1
2 |v|2 ⊥ e− 12 |v|2 and the min-max principle implies
Statement B.
These results complete the proof of the lemma. unionsq
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