Abstract. Jazayeri [J. ACM 28, 4 (Oct. 198 l), 7 15-7201 proposes a simpler construction for use in the proof by Jazayeri et al. [Commun. ACM 18, 12 (Dec. 1975), 697-7061 that the circularity problem for attribute grammars has inherent exponential time complexity. The simplification introduces a flaw that invalidates the proof. The flaw can be corrected, at the cost of eliminating some of the simplification claimed for the new construction.
Introduction
Jazayeri [2] describes a simpler construction that can be used in the proof that the circularity problem for attribute grammars is of intrinsically exponential complexity [3] . Although there is no reason to doubt the correctness of the proof in [3] , the new construction suffers from a flaw that prevents it from being directly useful in the proof.
The central idea of the proof is that, given a pair consisting of a description of an alternating Turing machine [ 1, 41 and a sample input string, it is possible to construct an attribute grammar that is circular if and only if the given machine accepts the given input string. We shall exhibit an alternating Turing machine and an input string for which the constructed attribute grammar is circular even though the machine does not accept the input string. We construct the counterexample in the same order as the construction outlined in [2] , using similar notation.
Counterexample
The given alternating Turing machine is a 6-tuple M = (Q, Z, 6, qo, F, U), where Q = (40, 41, 92, q31 -set of states Z = {a, b) -input and tape alphabet 6 = ((qo, a) H (q, , a, R), -"next move" relation (qo, 4 -(q2, a, WY kh, 4 ++ (q3, a, U,
-start state F = (q31 -set of accepting states u = (401 -set of universal states and the input is the string aa of length n = 2. The machine does not accept the given input, as shown by the following configuration sequence:'
The constructed grammar has five nonterminals: a start symbol S, and a symbol for each of the machine states, Q. through Q3. Each nonterminal other than S has nine attributes, partitioned into three cells, C(l), C(2), and C(3). C(2) represents the tape square currently under the tape head, and the other tape square is represented by C(1) or C(3), depending on whether it is to the left or right of the tape head. The three attributes in cell C(j) are named C(j, a), C(j, b), and C(j, *).
The intended purpose of these attributes was to establish attribute dependencies such that, if and only if the given machine accepts the given input, there shall be a cyclic dependency that passes twice through each cell representing a tape square: first downward through either the C( j, a) or C( j, b) attribute and then back upward through the C(j, *) attribute. Each downward leg of the cycle was intended to track the history of the contents of a single tape square, and the corresponding upward leg was to provide a return to the top for connection to the downward leg for the next tape square. The constructed attribution rules2 for our counterexample are S-,Qo illustrates an attributed tree for this grammar in which the dependency graph contains a cycle. The cycle exists because the attribution rules for productions representing universal machine moves do not carry enough information from the left subtree to the right. Specifically, for cells that were not under the tape head at the start of the universal move, both the a and the b attributes on the right depend on the * attribute from the left. Thus, the right subtree has lost the information that would tell it what symbols are contained in those cells. In our example, the cycle is completed because the right subtree is free to behave as if the second symbol on the tape is a b, when in fact it is an a.
Discussion
Just how significant is this counterexample? Its existence demonstrates a problem in the presentation of the simplified construction in [2] , but that does not necessarily imply that the construction is flawed. The presentation in [2] is very sketchy; it relies heavily on illustration by example and leaves much of the underlying reasoning to be inferred by the reader. Before we accept the counterexample, we must convince ourselves that the weakness it exploits is fundamental to the construction in [2] , and not dependent on a peculiar interpretation of something that was left unstated.
The specific weakness exploited by the counterexample does in fact appear in [2] , in the example of a production generated to represent a universal tape move (case 3, page 719). The sixth and seventh of the eight attribution-rule schemas show how dependency graph edges are drawn from a child node to its right sibling. For each attribute cell covered by the rule schema, there is an edge from the asterisk-labeled attribute in the left sibling to each one of the symbol-labeled attributes in the corresponding cell of the right sibling. The text of [2] does not clearly explain the significance of corresponding attribute cells; it just shows a sample rule that says in the particular cuse illustrated, all attributes of the form C(j -1, v), where j # n and v is any tape symbol, depend on C(j + 1, *). There is no explicit motivation given for the -1 and + 1 adjustments. From [3] , we can see that the proof depends on the fact that the only place in which dependency edges may connect attributes in cells representing distinct tape squares is within the node representing the starting configuration of the machine. This is important; it helps guarantee that the dependency cycle traces out the entire history of each tape square before passing on to the next. The adjustments mentioned above are therefore being made to account for the fact that for each component of a universal move, the tape head may move in a different direction. The dependency edges in question must run from the asterisk-labeled attribute in the left sibling to the symbol-labeled attributes in the cell of the right sibling that represents the identical tape square, regardless of how it has been moved relative to the tape head. Thus the counterexample does find a fundamental flaw in [2] .
The counterexample does not apply to the original proof [3] . The construction in the original proof used a writing pushdown acceptor [5] rather than an alternating Turing machine. Because the pushdown tape does not have a finitely bounded length, its representation must be distributed throughout the syntax tree rather than concentrated in a single attributed node. In the construction in [3] , each node of the syntax tree represents two machine configurations: a current configuration and a predicted configuration that represents the configuration expected to be current just before the current top stack symbol is popped. Each configuration has its own set of attributes to represent the working tape: the C attributes for the current configuration and a parallel set of P attributes for the predicted configuration. The dependency paths that trace the history of a single tape square pass down the tree via the symbol-labeled C attributes and back up through the symbollabeled P attributes until they reach the P attributes of the root node, at which point they pass to the asterisk-labeled P attribute for that tape square and retraverse the tree going downward via asterisk-labeled P attributes and upward via asterisk-labeled C attributes. There is no place where a symbol-labeled attribute depends directly on an asterisk-labeled attribute except in the starting configuration at the root, where the dependency path is passed from one tape square to the next.
Conclusion
The flaw in the construction in [2] was introduced in the process of simplifying the construction used in the original proof [3] . It resulted from a misunderstanding of the roles of the various attributes in the original proof. The role of the P attributes in transmitting the tape-cell status back up one subtree so it could be used in the next was confused with the role of the asterisk-labeled attributes in retracing the traversal so that the cycle could be completed.
Thus, we can correct the flaw by reintroducing the P attributes and redefining the dependencies to be analogous to those in [3] . This in turn undoes some of the simplification promised by [2] . We still get the simplification that results from not having to represent the contents of the pushdown tape; thus we drastically reduce the number of nonterminals in the grammar. However, we still have to represent two working-tape configurations at each node, even though the "current" and "predicted"3 configurations are identical.
There is an additional simplification, which applies just as well to the construction in [3] as it does to the one in [2] : we can eliminate the asterisk-labeled attributes. Since the attribute flow for a single tape cell passes from the root down through the C attributes and up through the P attributes until it reaches the root once more, it is just as valid to connect each of the P attributes at the root to the appropriate C attribute in the next cell, rather than forcing the return flow to traverse the entire tree via the asterisk-labeled attributes. We reduce the number of attributes in each cell by two, which is not quite as much simplification as was promised in [2] .
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