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Supplemental Text 
Comparison with the “mPPA” of Rajimehr et al. and Nasr et al. 
While fMRI is equally 
effective in revealing functional 
organization in both humans and 
macaques, the homology 
between human and macaque 
visual regions is often unclear. 
Two recent papers based on 
overlapping data sets have 
reported a scene-selective area 
in or around the posterior middle 
temporal sulcus (PMTS) 
immediately adjacent to the 
middle face patch, which the 
authors suggest is the macaque 
homolog of the PPA (Nasr et al., 
2011; Rajimehr et al., 2011). 
Although we observed activation 
in or around PMTS in both 
hemispheres of a single monkey 
(M1) in our initial scans, we did 
not observe this activation within 
the other two animals (Figure 
S1). To investigate these 
discrepancies, we performed 
scans with interleaved runs of our 
stimuli and those of Rajimehr et 
al. (2011). The results of these scans are shown in Figure S7 to the right. 
The Rajimehr et al. (2011) localizer activated LPP in five out of the six hemispheres, (Figure 
S7A, pink arrows) There were also activations visible in fewer hemispheres in PMTS (green arrows) 
and V3A/DP. Our localizer showed similar scene-selective activations as in previous scans, but in 
addition to the bilateral PMTS activations in M1, we observed PMTS activations in one hemisphere 
each of M2 and M3 as well as several activations within the STS (Figure S7B). We thus believe that 
differences in scanning parameters or coils may have led these studies to miss activation within the 
OTS in most single subject maps. However, both activations are clearly visible on the inter-subject 
average maps from Rajimehr et al. (2011). Moreover, in one subject, the authors identify a scene 
area in the OTS as the “mPPA” (Rajimehr et al. Fig. 8, lower right; Nasr et al. Fig. 11F); our data 
clearly show these are two separate regions. 
Nasr et al. (2011) additionally show the inter-subject average of a second set of scans in an 
independent group of monkeys with a different stimulus set. Depending on the contrast, these 
activation maps appear to show either three distinct patches, located in PMTS, anterior middle 
temporal sulcus, and the OTS, or a large continuous activation extending from the inferior occipital 
sulcus nearly to the temporal pole, encompassing both PMTS and the OTS. The authors briefly 
mention the presence of activation in the OTS, but note that in their experiments, this activation was 
“inconsistent in location” relative to activations in the PMTS. In our experiments, however, we more 
consistently observed activation in the OTS than in PMTS, even though the former is farther from our 
surface coils and more vulnerable to signal loss due to rapid changes in magnetic susceptibility near 
Figure S7: fMRI activation in the localizer used by Rajimehr et al. (2011) and 
Nasr et al. (2011) (A) and our localizer (B) in interleaved runs. Hot colors 
represent greater activation to scenes; cold colors represent greater 
activation to non-scenes. Pink arrows label LPP; green arrows label the 
PMTS activation identified by Rajimehr et al. (2011) and Nasr et al. (2011). 
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the ventral surface of the brain. This discrepancy could be due to differences in pulse sequences and 
readout directions. 
Overall, our original fMRI experiments (Fig. 1, Figure S1) together with our control experiment 
interleaving our stimuli and those of Rajimehr et al. (2011) indicate that the most robust scene-
selective activation in the macaque temporal lobe is in the occipitotemporal sulcus within LPP, but 
that an additional region in PMTS may also show an enhanced response to scenes. Future 
experiments targeting single unit recordings to PMTS will be needed to determine whether it also 
contains a large concentration of scene-selective cells. 
 
 
Responses of LPP neurons to wedge stimuli 
Having identified LPP and MPP as two brain regions containing large numbers of scene-
selective cells, we next aimed to characterize the functional properties of these regions in more detail. 
We began our functional characterization by asking whether LPP shows any retinotopic organization. 
This is important to address, 
because LPP lies in a region 
relatively posterior within the 
temporal lobe and overlaps with V4V 
according to standard primate 
atlases (Paxinos et al., 2008; Saleem 
and Logothetis, 2012), and because 
previous human studies have 
suggested the possibility of a 
retinotopic map in the human PPA 
(Arcaro et al., 2009; Levy et al., 
2001). To examine the retinotopic 
structure of LPP, we mapped 
retinotopy across the visual cortex by 
fMRI using alternating horizontal and 
vertical checkerboard wedges. In all 
three monkeys, LPP was outside the 
region demonstrating a significant 
preference for either orientation, and 
clearly anterior to area V4. In M2, we 
additionally performed phase-
encoded retinotopic mapping with 
rotating wedges and eccentricity 
mapping with annuli. Retinotopy 
maps from monkeys M1 and M2 are 
shown in Figures S1D and S1E. 
In order to determine the 
receptive field preferences of units 
within LPP, we recorded from a 
single grid hole in M2 while 
presenting 45 degree wedge at 
varying orientations and annuli of 
varying sizes, scaled for cortical 
magnification (Figure S8). We 
estimate the area sampled at approximately 1 mm × 1 mm × 3 mm, approximately the size of a voxel 
Figure S8: Position preferences of single- and multi-units. A & B, Top, 
responses of single and multi-units to checkerboard wedges at different 
polar angles (A) and eccentricities (B). Each row represents an individual 
cell, and each column represents a single angle or eccentricity. Cells are 
sorted according to the value of the first principal component. Bottom, 
normalized response to a wedge at a given angle, averaged across the 
entire population. C, Normalized response to a ring at a given eccentricity, 
averaged across the entire population. D, Scatter plot of eccentricity versus 
normalized response for each unit. The x-axis has been jittered to provide 
a representation of density in places where data points overlap exactly. 
Response magnitude was correlated with stimulus eccentricity. 
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in a typical human fMRI study taking into account differences in brain volume between species. Cells 
exhibited diverse polar angle preferences. While the mean response magnitude across 23 single and 
multi-units did not differ significantly from a uniform distribution (p = 0.96, Rayleigh test), the 
distribution of the preferred directions of individual cells different significantly from the null hypothesis 
of uniformity (p = 0.045, Rayleigh test), with a bias toward the upper contralateral quarter of the visual 
field (p = 0.02, binomial test) similar to that observed in human PPA studies (Arcaro et al., 2009; 
Schwarzlose et al., 2008). Eccentricity mapping revealed cells with both peripheral and foveal 
eccentricity tuning, with a stronger population response to stimuli at higher eccentricities to rings of 
logarithmically scaled sizes (p = 0.033, ρ = 0.25).  
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Figure S1: A, Time course and stimulus blocks used for the fMRI localizer. Because iron oxide nanoparticle contrast agents produce an 
activity-related signal decrease, the sign has been inverted. Rooms with objects, scrambled rooms with objects, and filtered rooms with 
objects were derived from images drawn from unfamiliar scenes (unfurnished), with the background left intact, filtered, or scrambled 
and objects overlaid. Outlined rooms were constructed by drawing lines to match spatial boundaries in the empty rooms. B, Average 
percent signal change in selected regions, averaged across hemispheres and monkeys. Error bars represent standard error, as 
calculated by including each hemisphere as an independent sample. Regions of interest were defined on one third of the data; the 
predictors shown were derived from the remaining two thirds. C, Location of all observed activations to scenes versus non-scene stimuli 
in the three monkeys used for the functional imaging experiment, on volumes and inflated surfaces. D, Phase (left) and eccentricity 
maps (right) from the left (bottom) and right (top) hemispheres of M2. Black outlines indicate activation in the localizer scans (scenes > 
non-scenes). Left panels show phase maps; right panels show eccentricity maps. White outlines indicate activations in the 
microstimulation scans (right hemisphere only). E, Meridian maps from M1. F, Comparison of activations to upright scenes, vertically 
flipped scenes, and objects in M1. LPP is labeled with a green arrow. Vertically flipped scenes evoked greater activation in ventral 
areas; upright scenes evoked marginally more activation in dorsal areas. Scenes versus objects contrast was computed only against 
objects, as opposed to the variety of non-scenes used in the manuscript. 
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Figure S2: A, The electrode tracks used to record from LPP in M1 (left) and M2 (right) as revealed by structural MRI with the electrode 
in place. Because electrodes did not travel in atlas coordinates, slices shown are rotated to the axis of the electrode. The activation 
map from the place localizer stimulus (scenes versus objects contrast) is overlaid. B, Enlarged view of LPP target recording sites. The 
estimated extent of the recording area based on depth readings from the advancer following the last white to gray matter transition is 
displayed in fuchsia. C, Locations of LPP recording site and two grid holes outside of LPP. A second site located equidistant between 
the labeled LPP site and Hole 2 was also scene-selective. D, Response profiles of recorded cells. Each row represents one cell and 
each column one image. E, Mean normalized response to each stimulus, averaged across all visually responsive cells. F, Histogram of 
scene selectivity indices. 
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Figure S3: A, Anatomical images acquired from M1 (left) and M2 (right) during the microstimulation experiment. The activation map 
from the place localizer stimulus (scenes versus objects contrast) is overlaid. B, Multi-unit activity recorded just prior to microstimulation 
in M1 and M2. C, Comparison of signal to noise ratio of LPP and MPP ROIs, defined and determined from independent runs from the 
same microstimulation scan sessions in two monkeys. SNR in MPP is significantly lower than in LPP in both animals. 
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Figure S4: A, Electrode track used to record from the medial place patch in M1 with the activation map from the microstimulation 
experiment overlaid. B, An enlarged view of MPP target recording site with the estimated extent of the recording area based on depth 
readings from the advancer following the last white to gray matter transition is displayed in fuchsia. C, Latency and duration of neural 
response to place localizer stimuli in LPP and MPP in subject M1. The top row shows the value of the ω
2
 explained variance statistic at 
each time point, sorted by latency and aligned to stimulus onset (left panels), or sorted by duration and aligned to latency (right panels). 
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The bottom row shows histograms of the latency and duration in each region. While there was no significant difference in latency 
between LPP and MPP, duration of the response in LPP was significantly greater than in MPP. D, Locations of MPP recording site and 
two grid holes outside of MPP. E, Response profiles of recorded cells. Each row represents one cell and each column one image. F, 
Mean normalized response to each stimulus, averaged across all visually responsive cells. G, Histogram of scene selectivity indices. H, 
Electrode track from which units in the control region outside of LPP and MPP presented in the paper were recorded (Fig. 4C and D), 
as estimated from the orientation of the chamber as determined during previous anatomical scans. Left two panels show track in 
pseudo-coronal and pseudo-saggital slices. Right panel shows projection of track in a perpendicular pseudo-horizontal slice. 
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Figure S5: A, Comparison of performance of a linear SVM classifier (LIBSVM) trained on pixels, the C1 layer of HMAX, LPP, MPP, and 
the control region outside LPP. Error bars are 95% binomial confidence intervals. B, Scatterplot of subjects’ rankings of localizer 
images by the number of long, straight contours and ranking of the average normalized firing rate in LPP and MPP. Higher ranks 
indicate greater values. C, Examples of intact and disrupted line drawing stimuli. When rotating and translating lines, possible positions 
were constrained to ensure that lines remained within the boundaries of the image. D, Responses of 13 neurons to intact and disrupted 
line drawing stimuli, recorded from LPP and sorted by the first principal component. E, Scores of the first principal component of 
responses to intact and disrupted line drawings. F, Normalized mean rotationally averaged spectra of each image category used in the 
electrophysiological localizer. G, Box plots indicating the mean power for each image category at low, medium, and high spatial 
frequency. Scenes showed significantly less power at high spatial frequency than non-scenes. H, Scatterplot of mean responses within 
LPP and MPP and the percent of power at high spatial frequency (>5 cycles/degree). In both areas, mean response appears to be 
inversely correlated with the percent of total power at high spatial frequency, but this effect disappears once one controls for the effect 
of category. 
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Figure S6: A, All synthetic room stimuli for which responses are displayed in Fig. 7D-F. Viewpoint and depth vary along the y-axis, while 
object and texture vary along the x-axis. B, Proportion of variance explained (partial ω
2
) by viewpoint, depth, object, texture, and 
measured pairwise interactions for neurons recorded in LPP and MPP, sorted by the first principal component of ω
2 
 values. * = p < 
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0.05, ANOVA; see also Table 1. C, Performance of a naïve Bayes classifier in identifying stimuli along one dimension (y axis) while 
varying a second (x axis) in LPP (n = 33 units) and MPP (n = 25 units). The diagonal indicates performance when training and testing 
on different presentations of the same stimuli. Because we did not orthogonally manipulate object and texture, we could not determine 
classification generalization performance in these two cells, shown in red. * = p < 0.01, permutation test. 
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Supplemental Experimental Procedures 
 
Retinotopic mapping (Figures S1D and S1E). MR retinotopy mapping was performed with two 
different stimulus sets. In all three monkeys, we presented checkerboard wedges along the horizontal 
and vertical meridians, shown for M1 in Figure S1E. In M2, we additionally performed phase-encoded 
retinotopic mapping using rotating checkerboard wedges and expanding annuli, shown in Figure S1D. 
 
Calculation of latencies and durations of neural responses (Figure S4C). Latencies and 
durations were calculated by first estimating the explained variance statistic ω2 for each cell. (This 
statistic was used in place of the more common statistic η2 because it exhibits reduced bias when 
sample sizes are small [Olejnik and Algina, 2003].) This statistic was calculated for 690 overlapping 
10 ms bins spanning the time period from -200 ms to 500 ms after stimulus onset. The 200 bins from 
-200 ms to 0 ms were used to calculate a baseline distribution for ω2. We used the mean of the 
baseline distribution plus two standard deviations as a response threshold. The response latency was 
calculated as the first time point after stimulus onset during which ω2 rose above this threshold for at 
least 11 ms. The duration of the response was calculated by estimating the end of the response as 
the first point after response onset at which ω2 fell below the response threshold for at least 25 ms. 
 
Comparison of scene/non-scene classification using pixels, HMAX C1, and units (Figure S4A). 
HMAX features were computed using the Cortical Network Simulator package (Mutch et al., 2010) 
using the parameters specified in Serre et al. (2007). Classification analysis was performed using 
LIBSVM (Chang et al., 2011), which is a linear classification technique based on the maximum 
margin hyperplane separating two classes in a multi-dimensional space. The soft margin parameter C 
was selected using cross-validation. Because stimulus sets were composed of unequal numbers of 
scenes and non-scenes, training instances were inversely weighted according to their prevalence. 
 
Interdimensional classification of neural response to synthetic rooms (Figure S6C). As in 
Figure 5, classification analysis was performed using naïve Bayes classifiers assuming a multivariate 
normal density and equal variance for responses to all stimuli in each training set. Because of the 
large stimulus set used for this experiment, we recorded fewer trials for each presented stimulus. 
Thus, for this analysis, we included neurons for which we had recorded at least three trials for each 
included stimulus. We trained the classifier on two trials of each and tested on a third. 
 
Because there were unequal numbers of viewpoints, depths, objects, and textures in the original 
stimulus set, in order to equalize chance classification performance, we restricted the stimuli to the 
most diverse three levels of each factor: the left, right, and center viewpoints (LC, RC, and F), the 
three depths, objects O1 and O2, and textures T2 and T3 (Figure S6A). Because we did not covary 
object and textures, we could not determine performance for texture classification while object was 
held constant, or vice versa. Additionally, in order to normalize the amount of data examined across 
all classifications, in comparisons where object or texture were neither varied nor classified, we 
considered only the case in which no object and texture were present. To determine significance, 
observed accuracy was compared against 100 random permutations of the data. 
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