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An Atrial Activity Based Algorithm for the Single-Beat Rate-Independent Detection
of Atrial Fibrillation
Steven J. Ladavich Jr.
Supervising Professor: Dr. Behnaz Ghoraani
Atrial fibrillation (AF) is the most common cardiac arrhythmia and is the cause of 15%
of all ischemic strokes in the United States. In many cases, AF is episodic and/or asymp-
tomatic and as a result, there is a strong need for algorithms capable of quickly and re-
liably detecting AF, even in cases where the heart rate is controlled through medication
or with a pacemaker. Current RR interval (RRI)-based algorithms do not directly target
atrial activity, cannot detect AF when the heart rate is controlled, and analyze relatively
long intervals of the electrocardiography (ECG) to make an AF determination. This work
proposes an algorithm for patient-specific, single-beat, rate-independent AF identification
based on atrial activity (AA) analysis. The proposed algorithm develops a statistical model
to describe the distribution of features extracted from AA during normal sinus rhythm
(NSR). First, ECG segments preceding QRS complexes are identified potential P waves.
A total of nine features - three higher order statistics (HOS) features and six features ob-
tained through downsampling - are extracted from the P wave segment under consideration.
The Expectation-Maximization algorithm is applied to a training set to create a multivari-
ate Gaussian Mixture Model (GMM) of the feature space. This model is used to identify
P wave absence (PWA) and, in turn, AF. An optional post-processing stage which takes
a majority vote of successive outputs is applied to improve classifier performance. To
evaluate the performance of the classifier, the algorithm was tested on 20 records in the
MIT-BIH Atrial Fibrillation Database. Single-beat classification showed a sensitivity(Se)
of 91.98%, a specificity(Sp) of 86.18%, a positive predictive value(PPV) of 70.70% and an
error rate(Err) of 13.02%. Classification combining seven beats showed a Se of 99.28%, a
Sp of 90.21%, a PPV of 80.42% and an Err of 7.12%. The presented algorithm has a clas-
sification performance comparable to current RRI-based algorithms yet is rate-independent
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AF, the most common cardiac arrhythmia, is an electrical disturbance in the heart that
causes an irregular heart rate and reduced cardiac output. It is the most common cardiac ar-
rhythmia and while it does not directly pose serious health risks, it can lead to a decreased
quality of life (QOL) in its patients and indirectly and significantly increase the risk of
stroke. In many patients, AF is asymptomatic (or nearly asymptomatic) and episodic, mak-
ing it difficult for a patient to know whether or not he/she is experiencing an episode, adding
increased stress and uncertainty which can further decrease QOL.
The likelihood of developing AF increases with age — approximately 6% of all indi-
viduals over the age of 65 and 10% over the age of 80 suffer from AF [9]. This amounts
to an estimated 2.3 million United States citizens who are affected by AF. This number
is only expected to increase as the general population ages — by 2050 an estimated 16
million Americans will suffer from AF [9].
In many cases AF may not produce any symptoms and may go unnoticed by a patient.
In other cases, symptoms such as dizziness, shortness of breath, chest pain, or heart palpi-
tations will vary in their severity, causing a decline in QOL that can range from minimal
to severe. In rare cases AF can cause syncope or heart failure. All patients, even those
experiencing mild or even non-existent symptoms, may want to monitor the frequency and
severity of episodes. AF is known as a progressive arrhythmia. It will get worse with
time and become increasingly difficult to treat [9]. Initially, AF is classified as paroxysmal
and occurs in episodes, but 14-24% of patients with paroxysmal AF will develop persis-
tent or permanent AF in which the arrhythmia lasts for more than seven days and fails to
self-terminate [9]. The greatest health risk posed by AF is the increased risk of stroke;
approximately 15% of all ischemic strokes in the United States are caused by AF. This
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increased risk of stroke is the same regardless of whether a patient has paroxysmal, persis-
tent, or permanent AF, which is perhaps the most important reason for an asymptomatic or
episodic patient to monitor their health [9].
Clinicians are typically capable of determining whether or not a patient has AF through
a series of tests, but this offers the patient no mechanism for determining whether or not
he/she is experiencing an episode while at home and without his/her doctor. Similarly, it
offers no mechanism for measuring the frequency or duration of episodes. Occasionally,
a patient may be instructed to wear a holter or ambulatory monitoring device for 24 to
48 hours. These devices record full 12-lead measurements and must be reviewed by the
patient’s doctor; they do not notify the patient when an episode is occurring, they record
only for a relatively short period of time, and they can be uncomfortable, as the traditional
12-lead setup consists of wiring the patient with 10 electrodes. For clinicians, a device
which detects AF at a single beat resolutions can offer clinicians more detailed information
that can be leveraged to achieve a more accurate diagnosis or better risk stratification for
AF development and progression. Considering the above, a need exists for a device and
algorithm which measures electrocardial signals on a single lead (for patient comfort),
which processes the signal locally, and which immediately notifies the patient when an
episode occurs.
Current devices or, more specifically, algorithms that aim to solve this task take one of
two approaches. The first and most predominant approach, RRI analysis, is to detect the
irregular ventricular heartbeat that is often associated with atrial arrhythmia. The second
approach, P wave absence (PWA), is to detect a lack or absence of organized atrial activity.
The first approach is largely successful but ultimately targets a side effect of the underlying
causes and as a result has several issues or potential issues. RRI algorithms are rate-based
and cannot work if the patient has a pacemaker or is taking rate-control drugs, or if other
heart issues occur simultaneously with AF such as atrioventricular (AV) block. Addition-
ally, RRI algorithms analyze relatively long segments of the ECG, requiring between 40
and 120 seconds to make a single AF determination, which corresponds to a time delay in
the determination. Morevover, the AF onset/offset becomes blurred, and short episodes of
AF (or a short return to NSR during AF) may be missed. The second approach targets the
cause of the arrhythmia; however, generally, algorithms that take this approach generally
do not perform as well due to the relative amplitude of AA and a sensitivity to noise and
artifact. The primary goal of this work is to develop a viable AF detection algorithm which
targets AA rather than ventricular activity (VA)/RRI. This work develops an AA-based
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AF detection algorithm that operates independently of heart rate, is capable of classifying
individual beats and produces results comparable to RRI-based algorithms.
1.2 Algorithm Conceptualization & Objectives
This work aims to meet several objectives in order to construct a novel, improved classifier
that overcomes several practical complications encountered in the conceptualization of the
approach. The first two objectives relate to improvements sought after in the creation of
the proposed algorithm – as discussed in the motivation (Section 1.1):
1. rate-independent detection
2. single-beat resolution
These first objectives which are representative issues present in the current RRI-based
algorithms are addressed by designing an algorithm that targets AA. AF can be determined
at any singular point in time by observing AA because an AF source produces fibrillatory
waves consistently during AF (making the algorithm rate-independent and providing a res-
olution beyond single-beat). While frequency spectrum analysis (FSA) approaches can be
used to detect these sources, these approaches are highly sensitive to noise and much of the
signal overlaps with ventricular sources. Alternatively, PWA, which focuses on the lack of
organized AA, is more resilient to noise and capable of making an AF determination in a
single-beat, making it rate-independent as well.
A machine learning classifier is targeted to distinguish between the presence of a P
wave and PWA/AF; however, a supervised classifier which actively identifies these classes
requires sufficient labeled training data which contains both (background information on
classification is provided in Section 3.1.2). To remove the need for a large training set
that encompasses P wave variations for all patients that also has annotated P waves, a
patient-specific approach is adopted. Practically speaking, a patient-specific approach can
be implemented with small training sets and can be correctly annotated by the patient’s
doctor. Because these training sets can only reasonably be expected to include NSR, an
additional algorithm objective is added:
3. classify with only NSR in the training set
Without AF in the training set, AF cannot be actively classified. In actuality, an active
classification of AF is not needed given that certain assumptions hold true. The assumption
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(discussed further in Section 3.2) that a P wave is the absolute complement of the lack of a
P wave (i.e. that a heartbeat either has a P wave or is considered a beat with PWA) and that
the lack of a P wave implies PWA/AF produces the logical conclusion that an algorithm
that detects a P wave also detects AF. This statement is defined in Equation 1.1:
(Pwave ≡ U \ Pwave)⇔ PWA⇔ AF (1.1)
where
the bar over the a variable denotes it’s complement and
U is the universal set (with respect to NSR) and
U \ denotes the absolute complement
Equation 1.1 shortened reveals (Pwave ≡ U \ Pwave)⇔ AF . Thus, with the above ob-
jectives and the relationship between the presence of a P wave and AF under consideration,
a classification algorithm which primarily models and classifies the presence of a P wave is
developed to administer a AA/PWA-based AF detection (the details of which are discussed
in the Methods Chapter).
1.3 Thesis Organization
The thesis is organized into seven chapters.
Chapter 2 (Background) describes the anatomy of the heart and explains the relevant
cardiac physiology required to understand how the heart functions properly and, similarly,
how the heart ceases to function properly during AF. Chapter 2 also describes the technique
used to measure the electrical activity of the heart – the ECG – and explains the relation be-
tween the ECG and cardiac physiology. Furthermore, Chapter 2 reviews the methodologies
of other works that aim to solve the AF identification/detection problem.
Chapter 3 (Methods) first presents background information necessary to understand the
method and algorithm proposed in this work – an introductory overview of feature extrac-
tion, statistical classification, and the EM algorithm is provided. This section also discusses
assumptions made by the approach before summarizing the algorithm. The process used to
select the training set is defined and the training process is explained. The actual algorithm
implementation and test set evaluation is divided into stages and each stage is explained.
Finally, the process for threshold selection is discussed.
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Chapter 4 (Results) presents the classification efficacy as measured by sensitivity, speci-
ficity, and positive predictive value. Results aim to measure the general performance of the
algorithm as well as the heart-rate-specific performance. Receiver operator characteristic
curves are provided to evaluate the robustness of the algorithm with respect to given pa-
rameters and to select optimal threshold values. The results for different threshold settings
are compared and the optimal classifier results are compared to other works.
Chapter 5 (Discussion) analyzes the results to determine sources of classifier error and
specific representative examples are reviewed to understand the sources of error. Addition-
ally, the practical and clinical significance of the results is discussed, and suggestions are
made regarding future work including improvements to be made and alternative applica-
tions.




2.1 Introduction to Cardiac Anatomy & Physiology
The human heart has four chambers; the two bottom chambers, the ventricles, pump blood
out into the circulatory system, and the top two chambers, the atria, receive blood back from
the circulatory system (see Figure 2.1). Alternatively, the heart’s chambers can be divided
into a right and a left side anatomically separated by a wall called the septum. The right
side receives deoxygenated blood from general circulation and pumps it into pulmonary
circulation where it is oxygenated by the lungs; the left side receives oxygenated blood from
pulmonary circulation and pumps it into general circulation. Pumping blood occurs in two
major contractile stages. First the atria contract simultaneously, filling the ventricles with
blood, then the ventricles contract, pumping the blood through the circulatory system. In
other words, the ventricles perform the main function of the heart (pumping blood through
the body), and the atria help ensure the ventricles operate efficiently.
To understand how the heart functions properly (especially in relation to AF), it is cru-
cial to understand what causes cardiac muscle to contract. All cells, including cardiomy-
ocytes, have a selectively permeable cellular membrane which does not generally allow
the free-flow of charged ions such as sodium (Na+), potassium (K+), calcium (Ca2+),
and chloride (Cl−). Ion channels embedded in the cellular membrane can be electrically
triggered to open and allow for the diffusion of ions across the membrane. Because the
membrane separates charge, it acts as a capacitor, and the resting concentrations on ei-
ther side of the membrane produce a polarized resting potential of approximately -65 mV
across the membrane. Electrical signals from the nervous system (at the sinoatrial (SA)
node) trigger the start of cardiac contraction. These signals cause ion channels to open,
allowing a flow of ions across the membrane that rapidly depolarizes the membrane. This
depolarization triggers adjacent ion channels to open in a chain reaction stimulating all
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cardiomyocytes in the heart in an organized and sequential fashion. The process of rapid
depolarization and subsequent re-polarization is known as the cardiac action potential. The
motion of ions ultimately results in a significant increase in the concentration of calcium
ions in the contractile units of the cells (sarcomeres) – it is the presence of calcium which
causes these contractile units to contract. As the electrical depolarization propagates from
cell to cell and through the cardiac tissue as a whole, changes in calcium concentrations
trigger individual cells to contract and, on a larger scale, the heart tissue as a whole to con-
tract. Stated plainly, there is a direct, causative relationship between the electrical control
signals that propagate through the heart and the contraction of myocardial tissue.
Cardiac Anatomy
Figure 2.1: The anatomy of the heart with all four chambers labeled. Additionally, the sinus or
sinoatrial (SA) node and the atrioventricular (AV) node are shown [18].
For the heart to function properly, depolarization (and thus contraction) must be syn-
chronized throughout. Pacemaking is controlled by the SA node and the AV node superior
to the atria and ventricles, respectively, as seen in Figure 2.1. Atrial contraction is triggered
regularly and consistently by electrical activation at the SA node. The electrical signal
propagates through the atria and triggers the activation of the AV node. The activation of
the AV node then induces ventricular contraction.
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2.1.1 Introduction to Electrocardiography
The ECG (see Figure 2.2) is the technique used to measure and quantify the electrical
activity of the heart. Because of the relationship between mechanical heart function and
cardiac electrodynamics, the ECG can be used to provide some insight to the mechanical
function of the heart.
Cardiac action potentials – the electrical signals from individual cells – amalgamate
into a much larger cardiac waveform as shown in Figure 2.3. This resulting, larger-scale
electrical activity can be divided into into four distinct classifications based on 1) whether
the cells attributing to the signal are in the atria or the ventricle and 2) whether the cells
are depolarizing or re-polarizing. As a result, the four distinct signal classifications are
depolarization of the atria, re-polarization of the atria, depolarization of the ventricles, and
re-polarization of the ventricles. A fifth classification of isoelectricity is added for periods
in between contractions when ion movement is at a minimum. Generally speaking, VA
produces larger electrical signals than AA and depolarization produces larger electrical
signals than re-polarization. During NSR, atrial re-polarization occurs at the same time as
ventricular depolarization. The relative magnitude of atrial re-polarization to ventricular
polarization is so small that atrial re-polarization is virtually unobservable. In effect, there
are three observable electrical waveforms associated with cardiac activity, as labeled in
Figure and one observable lack of electrical waveform associated with a lack of electrical
activity. The electrocardial waveform associated with the depolarization of the atria is
known as the P wave. The electrocardial waveform associated with the depolarization of
the ventricles is known as the QRS complex. Lastly, the electrocardial waveform associated
with the re-polarization of the ventricles is known as the T wave.
At any point in time, these waveforms of net electrical activity can be approximated by
a dipole vector. Because the heart is a three-dimensional object and the cardiac wavefront
propagates in three dimensions, the dipole vector is a three dimensional vector. Figure
2.4 shows the projections of the dipole vector at various time steps represented by green
arrows. The electrical activity in the heart also incidentally propagates through the thorax
to the surface of the skin, making the electrical activity measurable at the skin’s surface.
The process of measuring the electrical activity of the heart via electrodes at the skin’s
surface is known as the surface ECG or simply the ECG.
An alternative way to consider the ECG is to consider the previously mentioned time-
varying, three-dimensional dipole vector. This vector loses a dimension when projected
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ECG Waveform
Figure 2.2: The typical heart beat as seen in the ECG under NSR. Common intervals and segments
are labeled [23].
onto the two-dimensional surface of the skin. A single ECG measurement must be made
with two electrodes (as measuring electric potential difference requires a bipolar measure-
ment with a positive and negative terminal). The bipolar measurement further decreases
the dimensionality of the original heart vector, decreasing the two-dimensional projec-
tion onto the skin’s surface to the one-dimensional projection onto the line connecting the
two electrodes. The measurement made between two electrodes is termed a lead. Three-
dimensional activity projected onto the 1D lead in almost every lead placement results in
some representation of the three observable cardiac waveforms.
If one desires to fully capture all electrocardial information, a minimum of three leads
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Cardiac Action Potential
Figure 2.3: Cardiac action potentials superimposed on the normal ECG wave [24].
spanning three orthogonal directions are required. For single lead measurements only a
subset of the total information is measured, yet in many cases a single lead measurement
may be sufficient. Amplitude and morphology of the cardiac waveforms vary depending
upon the lead placement; thus some lead placements are better than others at obtaining de-
sirable amplitudes or morphologies. The correct lead placement may sufficiently measure
and differentiate the electrocardial waveforms.
It should be noted that hearts of different individuals will vary slightly in shape and
size, resulting in a degree of uniqueness in every individual’s P, QRS, and T waveforms.
Additionally, there exist large variations in the orientation of the heart from patient to pa-
tient. In the hexaxial reference system (a systematic way in which doctors and emergency
medical technicians interpret a set of ECG recordings), a rotation of the heart axis in the
frontal plane between −30◦ and +90◦ is considered normal. This large degree of rotation
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Vectorcardiogram
Figure 2.4: VCG corresponding to a normal ECG projected into two-dimensional planes [14]
can considerably alter the signal measured in a single lead.
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2.1.2 Physiology of Atrial Fibrillation
AF is a cardiac arrhythmia or, more specifically, an asynergy of atrial myocardium precip-
itated by chaotic electrical activation. The atria cease to contract in an organized manner
and consequently fail to fill the ventricles with blood. Furthermore, in most cases, the AV
node is stimulated inconsistently, prompting erratic ventricular contraction.
The pathogensis of AF is still not yet completely understood and the initiation (of a
single episode) is believed to be multifactorial. Despite the complexities and uncertainties
associated with the development and onset of AF, several theories exist that attempt to
explain the AF phenomena. The most widely recognized theory for the perpetuation of AF,
which is likely to account for most cases of AF, is the Multiple Wavelet Theory. This theory
states that the electrical wavefront can become fractionated and accelerate or decelerate as
it comes into contact with fibrotic or refractory tissue. Atrial fibrosis, common in AF
patients, is the materialization of semi-permanent scar tissue capable of perpetuating AF.
After fractionated wavefronts develop, wavelets may potentially cycle into muscle which
is still recovering from a previous contraction. This refractory tissue, which is unable to
be activated, contributes to the perpetuation of AF in the same way the fibrotic tissue does.
Other theories have shown support for alternative mechanisms operating independently of
or in addition to the multiple wavefronts. These mechanisms consist of isolated ectopic
foci or single reentry microcircuits which can provide a stable source of high-frequency
activation. When these activation sources exist, the irregular wavefront spirals out from the
center of these points.
Altogether, the blocked electrical pathways and conductive inhomogeneity of the atrial
tissue scatters the electrical wavefront into a series of macro- and/or micro-reentrant circuits
that are far less organized than atrial wavefront propagated during NSR. As a result, the
atrial depolarization wavefront, the P wave, measured during NSR devolves into a series
of f waves (f waves). The level of organization of the f waves as measured in the ECG
can vary in amplitude and frequency and be virtually unobservable depending upon the
complexity of the reentrant pathways.
The scattered wavefront and cycling wavelets are each capable of activating the AV
node. These wavelets propagate through reentrant circuits at frequencies much higher than
a normal heart rate and, in turn, generally stimulate the AV node at frequencies above the
normal heart rate. However, because of the randomness of the wavelet propagation, the
AV node is stimulated aperiodically and inconsistently as seen in Figure 2.5. Because of
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this inconsistent stimulation of the AV node during AF, the ventricular heart rate becomes
irregular and, in most cases, increases into tachycardia.
Electrocardiogram during Atrial Fibrillation
Figure 2.5: Comparison of NSR (top) and AF (bottom) ECG waveforms [18]
Medically, AF is classified into several categories depending upon the duration of AF
episodes and whether or not the AF is self-terminating. Paroxysmal AF is defined by
self-terminating episodes that last no longer than seven days. Persistent AF is defined by
AF which lasts longer than seven days and typically requires medical intervention to be
terminated. Lastly, if AF is sustained for over a year and all attempts to eliminate AF fail,
the AF is defined as permanent AF. Paroxysmal AF (episodic) is the primary focus of this
work and makes up between 25 to 62 percent of all AF cases ([12]).
Atrial flutter is an arrhythmia strongly related to AF; it has been shown that both ar-
rhythmias are capable of converting into one another ([16, 22]). Like AF, atrial flutter is
caused by electrical disorganization in the atria. The electrical pathways in the atria during
atrial flutter form macro-reentrant circuits (in contrast with the micro-reentrant circuits in
AF) which are observable in the ECG as flutter waves ([9]). Atrial flutter is sufficiently
organized to consistently activate the AV node and thus, does not affect the heart rate.
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2.2 Review of Prevailing Methods
There are currently two general approaches for detecting AF: AA analysis and RRI analy-
sis.
AA methods include PWA methods and FSA methods, and, not surprisingly, they aim to
identify changes in atrial activity resulting from AF. During NSR, AA is highly organized
– a single wavefront propagates through the tissue and no reentrant circuits exist. The
organized AA manifests in the ECG as a relatively large and observable P wave. After the
onset of AF, the consolidated wavefront fractionates into wavelets, and reentrant circuits
develop. In the ECG the P wave is replaced by the relatively small f waves. PWA methods
detect the lack of organized activity, the absence of the P wave in the ECG as the indicator
for the presence of AF. FSA methods analyze the organization present in the intermixture of
reentrant circuits. AA during AF has been observed to have a power spectrum concentrated
in the 4-10 Hz frequency band [9, 19]. FSA methods identify AF as a significant increase
in energy in the 4-10 Hz band.
RRI methods classify AF when the heart rate becomes sufficiently irregular. The RR
interval is measured as the time between R waves and can approximate instantaneous ven-
tricular heart rate. Quantifying the irregularity of the heart rate becomes synonymous with
quantifying RRI irregularity. During AF the AV node is often stimulated inconsistently,
producing a highly variable and highly irregular heart rate. The simplest RRI methods
measure the variance of the RR interval, while more complex methods measure irregular-
ity using various statistical tests. RRI-based algorithms, with which this work compares,
use the following methodologies: RRI variance [13]; Markov modeling [1, 4, 15]; autore-
gressive modeling and comparison to white noise [3]; the Komolgorov-Smirnov test (KS
test) [8, 20]; and a combination of turning points ratio, Shannon entropy, and the root-
mean-square of ∆RRI [5]. In some cases these works include PWA/FSA in addition to the
RRI technique.
Of the two groups of algorithms, RRI analysis generally outperforms AA analysis. The
R wave has the greatest magnitude of all cardiac waveforms and is typically visible in all
leads even with considerable noise and artifact. R wave visibility increases the robustness
of RRI methods. Comparatively, the magnitude of AA can be relatively small, even during
NSR. During AF the magnitude of AA decreases further. The presence of noise and artifact
can make identifying and detecting AA difficult, especially during AF.
Disregarding the issue of signal fidelity, there are many reasons why an AA method
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would be preferred over an RRI method. The primary mechanisms of AF are alterations of
the electrical physiology in the atria. Irregular stimulation of the AV node is a byproduct of
the atria functioning improperly. Thus, AA-based algorithms aim to identify an AF episode
by directly measuring and analyzing the mechanisms that cause AF. Correspondingly, RRI
algorithms aim to identify AF indirectly by my measuring and analyzing a byproduct of
the AF mechanisms. The fundamental connection between AA algorithms and the AF
mechanisms produces the following logical repercussion: If an AA algorithm is working
correctly, AF will be detected. No such logical conclusion can be drawn considering RRI
algorithms because the analyzed characteristic is a byproduct of the mechanism; that is,
changes in RRI regularity bare no intrinsic relationship with the mechanisms of AF, and
RRI may be affected by sources other than AF mechanisms. AV block and ventricular and
AV junctional tachycardia may cause RRI to be regular [6]
Due do the close relationship between atrial flutter and AF, it may be common for an
AF patient to transition between the two arrhythmias ([16, 22]). During atrial flutter or
the transitions between atrial flutter and AF, the irregularity of the RRI may decrease and
become wholly regular, decreasing the efficacy of RRI algorithms. PWA algorithms are
also capable of detecting cases of atrial flutter.
Artificial pacemaking and rate-control drug therapy both render RRI analysis irrelevant
and diagnosis of AF in patients with pacemakers requires pacemaker inhibition for proper
diagnosis [6]. However, monitoring AF remains crucial even when the heart rate is con-
trolled. Two major clinical trials - Atrial Fibrillation Follow-Up Investigation of Rhythm
Management (AFFIRM) and RAte Control versus Electrical Cardioversion for Persistent
Atrial Fibrillation (RACE) - analyzed the effectiveness of rhythm and rate control strate-
gies, respectively. The studies showed that patients maintaining NSR were nearly half as
likely to die compared to patients in AF, making NSR one of the strongest predictors of
survival in addition to an anticoagulate [9]. Additionally, the study in [17] reviews the
clinical failure rates in AF identification for patients with and without pacemakers. It was
found that clinicians significantly under-recognized AF when a patient had a pacemaker.
The increased failure to recognize AF corresponds to a decrease in the prescription of
anticoagulatory medication – the results showed that there was a subset of patients with
pacemakers who were not prescribed anticoagulates when they should have been. In the
case of a patient who has a pacemaker or is using rate-control drugs, RRI methods are inca-
pable of determining whether or not he/she is in NSR, a significant health factor, and may
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contribute to failed AF identification and an under-prescription of anticoagulatory medi-
cation. Rate-independent AA-based methods, like the one presented in this work, can be





The proposed method targets AA and aims to detect PWA, differing from the majority of
methodologies (which implement RRI-based algorithms). Additionally, the method aims
to provide correct AF identification independent of heart rate and at relatively short time
resolutions, making single-beat determinations.
This chapter first provides an introductory explanation of feature extraction, statistical
classification and anomaly detection, and the EM algorithm in section 3.1. The feature
extraction section provides information about the purposes and goals of dimensionality
reduction. The statistical classification and anomaly detection subsection presents general
background information of classification including information about the type of classifier
used in this work. Lastly, the technique used in this work to model the feature distribution,
the EM algorithm, is described.
This chapter goes on to provide a summary of the proposed method (3.3) after dis-
cussing assumptions made by the algorithm (3.2) and before describing each stage of the
algorithm in detail, including the selection of training data (3.5), bandpass filter prepro-
cessing(3.6.1), P wave extraction (3.6.2), and feature extraction (3.6.3), training and model
creation (3.6.4), the processing of new data and the test set (3.6.5), and an optional post-




Feature extraction is, in the most general sense, the process of reducing the dimension of
a data set. Consider a data set X consisting of n-dimensional samples x ∈ X. Virtually any
algorithm that takes samples x as an input will increase in complexity (i.e. computational
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cost, memory requirements, etc. ) as the dimensionality of x, n, increases. If X is large,
complex, and high-dimensional yet contains redundancy or irrelevant information, it be-
comes desirable to transform X into a lower dimensional space in which no information is
lost or only irrelevant information is lost. This process, feature extraction, simplifies X and
in turn reduces the complexity of an algorithm with input X. The transformed set, F, is the
m-feature set with samples f ∈ F where m < n. Denoting the transformation F :
F : X n  Fm where m < n (3.1)
3.1.2 Statistical Classification & Anomaly Detection
Classification is an example of either supervised, semi-supervised, or reinforced machine
learning which aims to sort new data points into one of many labeled groups known as
”classes”. An additional task of classification is to determine whether or not a new data
point belongs to any known class. Classification is considered supervised learning because
classes are learned according to a labeled training set. In contrast, unsupervised learning
performs tasks such as data clustering – with no labels given, relationships between data
are discovered.
Examples in training and test sets can be placed into two categories based on defined
classes. Any data point in the training and test sets which rightly belongs to a known class
label is termed a positive example. Conversely, any data point which does not belong to a
labeled class is termed a negative example. A classifier cannot classify a negative example
in the same sense that it can classify a positive example; the classifier can only determine
that a negative example does not belong to a known class.
This method utilizes a training set in which all training data is of the same class: NSR
P wave. In this regard, the classifier does not differentiate between multiple learned classes
but rather positive and negative examples only. Negative examples in this method are
taken to be cases of AF – this assumption is discussed further in Section 3.2. Separation
of positive and negative examples is a specific form of classification known as ”anomaly
detection”.
This method effectively executes distance-based semi-supervised anomaly detection.
The classification considered semi-supervised; labeled ”normal” data is provided and learned
while the unprovided ”abnormal” data is later inferred by identifying cases that deviate
considerably from the ”normal” training set data. Distance-based metrics can be used to
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measure the dissimilarity of a test point with the training set.
3.1.3 The Expectation-Maximization Algorithm
The EM algorithm is an iterative method that performs likelihood maximization. Given a
data set, X, and a statistical model with a set of parameters, θ, the EM algorithm finds θ
which maximizes P (X|θ). In the context of this method, the statistical model is a multi-






d is the dimensionality of the data
x is a d-dimensional vector of random variables
n is the number of hidden Gaussian distributions
j is the index of a hidden Gaussian distribution
wj = p(z = j) where z is the hidden random variable which determines
which hidden Gaussian distribution is drawn from
Nd is a normal/Gaussian distribution with dimensionality d
µj is the mean vector of length d for hidden distribution j
Σj is the d× d covariance matrix from hidden distribution j.
The unknown parameters are defined in Equation 3.3:
θ = [w1..n, µ1..n,Σ1..n] (3.3)
The parameters are adjusted iteratively in two steps to determine the optimal values –
the Expectation step (E step) and the Maximization step (M step). Parameter values are
initiated randomly. In the E step, p(zj|x) is evaluated for all x ∈ X . In the M step, θ
parameters for each hidden distribution are updated with the fuzzy inclusion of data points
based upon p(zj|x). For example, the mean of a hidden distribution takes a weighted
average where each data point is weighted by the probability it originated in the given
distribution rather than weighing all points equally. The E step and M step are iterated until
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the algorithm converges, resulting in the parameter set, θ, for which the model fits the data
set, X, with the maximum likelihood.
The final result of the EM algorithm is dependent upon the initialization, and the number
of hidden distributions must be specified. For this reason repeated runs with the same
number of hidden distributions and runs with a varying number of hidden distributions can
be used to determine an ideal model independent of initialization and with an appropriate
number of hidden distributions.
3.2 Assumptions
The proposed method makes three assumptions – if all assumptions are true, the classifier is
expected to be nearly perfectly accurate. Cases in which the assumptions prove to be false
result in classification error. The veracity of these assumptions are evaluated in Chapter 5
The three assumptions made are:
1. The lack of a P wave is equivalent to PWA.
2. Training data fully represents all P wave variations that may be seen by the classifier.
3. Features extracted from P waves are perfectly distinct from AF features.
The classifier, strictly speaking, detects a lack of a P wave. In effect, PWA is defined
with respect to the algorithm as any waveform that is not a P wave. Clinically speaking,
the PWA can be defined by a lack of organized atrial activity produced by the sources of
the P wave, the atria, which results in virtually no waveform, f waves (due to AF), or flutter
waves (due to atrial flutter). The difference in these two definitions is subtle but important.
To better understand the two definitions, consider an inverted or retrograde P wave that
can be seen in another cardiac arrhythmia, junctional rhythm. An inverted P wave is not a
typical NSR P wave and, by the algorithm’s definition of the P wave, is considered PWA;
however, clinically speaking, the inverted P wave is not considered PWA and thus, in this
example, the algorithm definition and the clinical definition differ. For the remained of this
section, these slightly different definitions will be referred to as algorithm PWA and clinical
PWA. First, the relationship between clinical PWA and AF is analyzed. Non-AF causes of
PWA include atrial flutter, Sinoatrial block, and junctional rhythm (without retrograde P
waves. Hence:
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AF =⇒ clinical PWA
clinical PWA 6=⇒ AF
Essentially, the use of a PWA-based approach inherently make a false assumption which
misclassifies non-AF causes of PWA. Cardiologically, P waves are the only waveform that
precede the QRS complex. If only the conditions that cause clinical AF are considered, the
two definitions are synonymous: clinical PWA⇐⇒ PWA. In this case, the assumption
is true. In the presence of noise or artifacts, or a non-AF arrhythmia that affects the wave-
form, the segment preceding the QRS complex is altered (effectively altering the P wave
waveform). The lack of a P wave no longer implies clinical PWA:
clinical PWA =⇒ algorithm PWA
algorithm PWA 6=⇒ clinical PWA
In effect, the first assumption made is twofold and can be reinterpreted as
1. Non-AF causes of PWA are not present.
2. Noise, artifact, and arrhythmia that alter/obscure the P wave waveform are not present.
The second assumption made presumes that the classifier is able to fully model the
morphology of the P wave. During training, the classifier, through unsupervised learning,
aims to create a model that captures all meaningful morphological variation in the P wave.
The classifier is limited to only the variations present in the training set. The training set
should be large enough to generalize all morphological variations in the test set. If this
assumption does not hold true, healthy and normal morphological changes in the P wave
will produce classification error.
The last assumption presumes that the selected features are well chosen and only re-
move redundant and irrelevant information. Alternatively stated, if it is accepted that P
waves and AF are distinct, the features extracted from P waves and AF are also distinct.
Non-ideal and imperfect feature selection can potentially result in classification error.
3.3 Algorithm Description
The proposed classifier can be described as a semi-supervised anomaly detector that sepa-
rates positive NSR examples learned in training from anomalous, negative examples. If the
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first assumption discussed in Section 3.2 is accepted, negative examples are synonymous
with AF classification. To classify the positive examples, the EM algorithm is applied to
the training set to create a patient-specific GMM which describes the NSR feature distribu-
tion of P waves. Test points which have a low likelihood of originating in this distribution
are classified as AF. In this way, the statistical model is used to create a binary NSR-AF
classifier.
The classifier does not operate on the ECG signal directly but rather a relatively small
set of features extracted from the subsequence of the ECG waveform corresponding to the
P wave, namely a subsequence of samples preceding the QRS complex defined in relation
to the fiducial marker detected by a QRS detection algorithm.
Thus the algorithm is executed in two phases: a training phase and a test/processing
phase. The training phases is implemented in four stages listed below (and seen in Figure
3.2):
1. Preprocessing with a Bandpass Filter
2. QRS Detection and P Wave Extraction
3. Feature Extraction
4. Model Creation
Similarly, the test/processing phases is implemented in a total of four stages with a fifth
optional post-processing stage listed below (and seen in Figure 3.4):
1. Preprocessing with a Bandpass Filter
2. QRS Detection and P Wave Extraction
3. Feature Extraction
4. Classification
5. Post-processing with a Majority Voter (OPTIONAL)
The details of each stage common to both phases are discussed together in their re-
spective sections (Sections 3.6.1 - 3.6.3). The stages unique to each phase are discussed
separately. Model creation is discussed in Section 3.6.4. Classification and post-processing
with a majority voter are discussed in Sections 3.6.5 and 3.6.6, respectively.
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3.4 Description of Required ECG Records
The proposed method is patient-specific. As a result, the description of the data required
for training and test set evaluation need only pertain to a single patient. For more robust
evaluation of the proposed algorithm, records from multiple patients are required. The sin-
gle patient data requirements meet the algorithm needs without loss of generality, meaning
additional patient records can be added resulting in an increasingly robust evaluation of the
algorithm – no additional factor must be considered regarding the data set as a whole.
For the individual record evaluation, records are required to contain at least one contin-
uous 35-minute period of NSR from which the training set can be selected. Moreover, the
record must be annotated in terms of NSR and AF to establish an ”actual” condition mea-
surement that the classifier outcome can be compared to. Any record which meets these
two requirements can be used for evaluation of the proposed algorithm. The specific data
set used in this work, the MIT-BIH AF Database [7], is detailed in Section .
3.5 Training Set Selection
The proposed classifier is a patient-specific classifier that this trained upon some NSR
training set extracted from the patient record. Additionally, the classifier considers P wave
data only. In processing, P wave data is extracted from a specific set of samples prior to the
QRS complex. To determine which samples (with respect to the QRS fiducial marker) to
consider as P wave samples, manual training set annotation is required.
A total of 10 minutes of training data for each record is selected from a period of NSR
at least 35 minutes long. Determination of training intervals and the periods of wait time
between the intervals are chosen by considering what recordings are practical within the
confines of a visit to one’s clinician. Training data is selected from two 5-minute intervals
spaced 10 minutes apart. Additionally, it was required that a minimum of 7.5 minutes of
NSR preceded and succeeded the two 5-minute training sets.The training set is split into to
two sets spaced 10 minutes apart in order to increase the overall variation in the training
set. Furthermore, data that is in NSR immediately following or preceding AF may be
AF affected. To ensure training data is not immediately following or preceding AF, data
sets are not chosen within 7.5 minutes of an AF episode. The structuring of the timing
requirements imposed on the selection is visualized in figure 3.1. For successful training
it is required that the data set be free of any ectopic (i.e. premature beats) or AF beats, as
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well as data that is overtly noisy. If these problems occur in a sufficiently small number of
beats, they are removed from the training set.
Timing for Training Set Selection
Figure 3.1: Timing used for the selection of the training data. Two 5-minute intervals are selected
(shown in green) spaced 10 minutes apart (blue text). A minimum of 7.5 minutes of NSR data (red
text) is selected to act as a buffer between training set data and AF data
.
For training and evaluation of the test set, it is necessary to identify the subsequence of
each beat that corresponds to the P wave segment. This is done in two steps. First the QRS
detector labels R markers for the training. Next, P onset and P offset points are manually
chosen. The time interval between the onset and R marker and the offset and R marker are
each stored for training and test set evaluation.
3.6 Algorithm Implementation
3.6.1 Bandpass Filtering
The first stage of the algorithm is to pass the ECG signal through a bandpass filter. This is
a common preprocessing stage that aims to remove baseline wander and power-line noise
from the ECG signal. Measured ECG signals can be contaminated with several artifacts
completely or partially out of band. Baseline wander is a low-frequency artifact – Thakor
et al. recommends frequencies less than 0.5 Hz be removed to reduce baseline wander.
Power-line interference is a relatively high-frequency artifact that occurs at 50-60 Hz. To
remove these noise sources from the signal, a third order Butterworth bandpass filter is
implemented with a lower cutoff frequency of 0.5 Hz and an upper cutoff frequency of 50
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Hz.
3.6.2 QRS Detection & P Wave Extraction
QRS fiducial markers are identified as the point of maximum absolute derivative on the
QRS complex. Depending on the morphology of the QRS complex, this derivative will
either be positive or negative. In this method, the process for labeling the QRS fiducial
marker differs slightly between the training set and the test set.
For the training set the entire training period is considered simultaneously. First the data
set is sorted into descending order of the absolute value of the derivative. All derivatives
below a certain threshold are deemed to be too small to be considered QRS complexes and
are removed from consideration – the application of this threshold removes all points in the
P and T waves. To find a single fiducial marker per beat, adjacency constraints are applied
and only the largest absolute derivative per beat is left. These remaining points are the QRS
fiducial markers.
In the test set R fiducial markers as annotated by the MIT-BIH Atrial Fibrillation database
are used to ensure 1:1 relationship between true conditions and classifier outcomes – the
number of each should be equal to the number of beats in the test set. Given the annotated
R fiducial marker, the maximum absolute derivative is found within a range adjacent to the
R fiducial marker. This point is deemed the QRS fiducial marker to be used in process-
ing and corresponds to the technique used in the training set, namely identification of the
maximum absolute derivative.
The P wave extraction stage leverages the typical P onset and P offset points set during
the training selection to extract the subsequence in which the P wave is expected to occur.
After QRS detection is performed and the R marker is calculated, the subsequence preced-
ing the QRS complex – as determined by P onset and P offset – is considered the P wave
segment and analyzed for AF.
This segment is extracted from each beat and centered (made to be a zero mean se-
quence). Subtracting the mean from each sequence does not affect the HOS features. The
additional features that estimate the morphology are intended to characterize the shape of
the waveform only. Centering the waveform is a preprocessing stage that ensures the addi-
tional features characterize shape and ignore voltage offsets.
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3.6.3 Feature Selection & Feature Extraction
Features used in this work fall in to two categories. The primary set of features used are







(pi − µp)2 (3.4)
where
V is the variance,
`p is the length of the input vector,
µp is the mean of vector p;

















S is the skewness,
`p is the length of the input vector,
µp is the mean of vector p;



















K is the kurtosis,
`p is the length of the input vector,
µp is the mean of vector p.
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All three features are calculated as sample statistics and additional terms to adjust for bias
are included.
Because these statistical features do not consider the order of the sequence, additional
features are added. The second category aims to estimate the morphology of the sequence
utilizing the ordering of the data. The sequence is divided into subsections where the
number of subsections is equal to the number of additional features to be added. Each new
feature is equal to the average value of each subsection. This result is equivalent to applying
a moving average filter with length equal to the number of points in each subsection and
heavily downsampling the result. With all features considered, a total of nine features are
used - three HOS features and six features that estimate the morphology.
3.6.4 Training
The purpose of training is to develop a multivariate Gaussian mixture model which gener-
alizes variations in P wave morphologies such that all P waves have a high probability of
being generated by the model while all other waveforms have a low probability of being
generated by the model. For reasons discussed in Section 3.1.3, the model is generated
using the multivariate feature space distribution rather than direct modeling of the P waves.
Thus, training must first execute all preprocessing, P wave extraction, and feature extrac-
tion steps discussed in Sections 3.6.1, 3.6.2, and 3.6.3, respectively. These steps are shown
in Figure 3.2 inside the dotted box. After bandpass filtering is performed on the entire train-
ing set, QRS detection is applied, resulting in Nb QRS fiducial markers (where Nb is the
number of beats in the training set). P wave segments of length `p are extracted from each
beat with respect to the QRS fiducial markers. For each P wave segment the nine features
described in 3.6.3 are extracted transforming each `p-length P wave segment to `f -length
feature vectors (where `p = 9).
After feature vectors are successfully extracted from each P wave for each beat, the EM
algorithm is iteratively applied until the optimal GMM is found. For a single multivariate
Gaussian, the parameters needed to define the distribution are the mean vector, µ, and
the covariance matrix, Σ. For a mixture of Gaussian distributions, a unique mean vector,
covariance matrix, and scaling parameter, w, are required to define each distribution. Given
a specific number of hidden distributions in the mixture model, the EM algorithm can be
used to determine parameter values µ, Σ, and w. For each record, the optimal number of
hidden distributions is not known a priori. As a result, an iterative application of the EM
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Figure 3.2: Block diagram representing the training of the algorithm. Parameters shown in green
are determined during the selection of training data. Output model parameters are shown in red.
algorithm (shown in Figure 3.3) is used; this adds an additional hidden distribution until
no significant improvement in the EM algorithm is seen. Because the EM algorithm is
dependent upon randomly initialized parameters, it is run repeatedly (a total of 10 times)
to better ensure the algorithm converges on ideal parameters.
The training stage results in a statistical modeling of the P wave feature distribution.
The model is defined by the set of parameters µ, Σ, and w (with unique parameters for
each hidden distribution). These parameters are used in the test/processing stage to detect
AF.
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Figure 3.3: Flow chart for the iterative application of EM algorithm. Adjustable parameters are
shown in blue. (note: wrt denotes with respect to)
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3.6.5 Classification (Test Set Evaluation/Processing)
Evaluation of the test set begins with all algorithm steps from bandpass filtering up to and
including feature extraction. These stages are executed as previously described and identi-
cally to the execution performed during training. The primary difference, practically speak-
ing, between processing new data and training is real-time computation. During training
and processing of the test set, all beats are available simultaneously, but the implementation
for real-time processing acts on single beats at a time.
Figure 3.4: Block diagram for testing/processing.
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After feature extraction is completed, the classifier determines whether or not the fea-
ture vector constitutes PWA and, in turn, AF. The first stage of the classifier calculated is
the Mahalanobis distance with respect to each hidden distribution center. The calculation
is shown in Equation 3.7:
Mj(f) =
√
(f − µj)TΣj−1(f − µj) (3.7)
where
f is the feature vector
j is the index of the hidden distribution
Mj is the M distance with respect to jth hidden distribution
µj is the mean/center of the jth hidden distribution
Σj is the covariance matrix of the jth hidden distribution
and T denotes the matrix transpose.
The M distance is then scaled by a spread parameter which adjusts the generalization
of the model. Increasing the spread in turn increases the generalization of the model to
include a wider range of variation in NSR. Adjusting the spread parameter has the same
effect as adjusting the threshold parameter, although the relationship between the two is
inverse and non-linear. For the purposes of this method, the spread was empirically chosen
with a value of 500; smaller or larger values result in less fluent optimal thresholds (which
must be specified with greater precision) much closer to 0 or 1, respectively. Each scaled
M distance is passed through a radial basis kernel function, scaled again according to the
prevalence of that distribution in the training set, and summed together. This described









NZ is the number of hidden distributions
s is the spread parameter (set to s = 500)
wj is the weight applied to the jth distribution (equal to the probability
of the jth distribution)
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The pScore reflects the likelihood that a feature vector extracted from the segment pre-
ceding the QRS complex is also a P wave. A pScore of 1 reflects a near absolute certainty
that the evaluated segment is a P wave while a pScore of 0 reflects a near absolute certainty
that the evaluated segment is not a P wave. The pScore is compared to an empirically deter-
mined threshold, Tp, to determine whether or not PWA and, in turn, AF is present. Section
3.7 defines the process for selecting Tp.
3.6.6 Majority Voter Post-Processing
Post-processing with a majority voter is a simple technique that aims to disregard false
positives caused by noise, artifact, and/or ectopic beats. The implementation of the majority
voter, shown in Figure 3.5, simply takes a majority vote of past classified outcomes. Any
non-AF case that significantly distorts the P wave will be classified as AF by the classifier.
In many cases, noise, artifact, and ectopic beats can be isolated to a single beat, leaving
adjacent beats unaffected. Correspondingly, it is unlikely that AF will only affect a single
beat. By passing the classification outcomes of an odd-numbered series of beats through
a majority voter, isolated cases of noise, artifact, and/or ectopic beats can effectively be
ignored at the cost of misclassifying a minimal number AF cases at the onset and offset of
AF episodes.
Figure 3.5: Block diagram for the option majority voter post processing stage.
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3.7 Optimal and Static Threshold Selection
Classifier performance is dependent upon the selection of the threshold parameter, Tp. The
unthresholded classifier output, pScore, can take on values on the continuous range [0,1].
Using the pScore outputs, patient-specific receiver operating characteristic (ROC) curves
are generated by varying Tp and ROC curve analysis is used to select the optimal threshold
for each record. The ideal static threshold - when a single threshold for all patients is
needed - is found by averaging the patient-specific optimal thresholds.
3.8 Summary
The method presented in the work defines the execution of the PWA algorithm imple-
mented. The method makes several assumptions that are defined in Section 3.2. Addition-
ally, the algorithm is dependent on appropriately selected training data – the technique used
for successful training set selection was explained in Section 3.5. The bulk of the methodol-
ogy is the implementation of the detection algorithm implemented in the training phase and
the testing/processing phase. Both training and test set evaluation require bandpass filter-
ing of the original ECG, QRS detection and P wave extraction, and feature extraction. The
training phase develops the statistical model that approximates the P wave morphology via
the approximation of the extracted feature space distribution. The testing/processing phase
then utilizes the statistical model to determine whether or not AF occurs on a beat by beat
basis. In all, the steps which outline the implementation of the algorithm as described in





The primary purpose of this chapter is to present the tables and figures relevant to the
performance of proposed classifier. This includes explanation of the tables and figures seen
in this chapter. Moreover, discussion which strictly pertains to the results themselves are
discussed in this chapter. Further analysis of the results including an analysis of sources of
error can be found in the Discussion (5).
4.1 ECG Database & Records
The MIT-BIH AF Database [7] was used to evaluate this work. The database contains 25
10-hour, 2-lead Holter ECG recordings of patients with AF. Only 23 of the 25 recordings
are publicly available (excluding records 00735, 03665). AF episodes are annotated for
each record in addition to atrial flutter episodes and AV juntional rhythm episodes (both
considered positive conditions in this work). Only 20 of the 23 available records were used
in this work – 3 records (06426, 07162, 07859) did not contain long enough periods of
NSR to properly construct training sets for and were omitted.
4.2 Training
The classifier proposed in this work generates statistical models specific to each record by
training with patient-specific training sets. Table 4.1 tabulates the number of training beats
and the number of hidden distributions.
The average number of hidden distributions the iterative EM algorithm converges upon
is 3.75 hidden distributions and ranges between 2 and 5 hidden distributions. This result
confirms that the statistical distribution of the P wave feature distribution is relatively com-
plex and warrants being modeled by the GMM used in this work. Table 4.1 also shows the
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Table of Model Size by Record
ID Record 
# of Training  
Beats 
# of Hidden  
Distributions 
1 04015 706 4 
2 04043 998 4 
3 04048 656 3 
4 04126 627 4 
5 04746 659 3 
6 04908 999 4 
7 04936 650 3 
8 05091 600 3 
9 05121 694 5 
10 05261 747 5 
11 06453 625 4 
12 06995 843 4 
13 07879 748 5 
14 07910 569 3 
15 08215 818 2 
16 08219 900 4 
17 08378 596 5 
18 08405 773 4 
19 08434 605 2 
20 08455 792 4 
 Average 730.25 3.75 







Table 4.1: Table showing the number of beats in each training set for each record, the average num-
ber of beats per record, the average number of hidden distributions per record, and the correlation
between beats per record and hidden distributions per record.
correlation of the number of training beats and the number of hidden distributions - equal
to 0.2042. Uncorrelatedness between training beats and the number of hidden distributions
suggests training set sizes are sufficiently large.
The distributions which form the feature space model outline areas in the feature space
that are considered NSR. After fully evaluating the test set for each record, feature space
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plots were created to illustrate the model boundaries. Figure 4.1 shows the feature space
plots for the best and worst performing records projected into two and three dimensions
(feature space plots for all records are shown in Figure B.1 in Appendix Chapter B). All





Figure 4.1: Feature space plots for (a) the best performing record – ID 7 / Record 04936 and (b)
the worst performing record – ID 12 / Record 06995 (all other feature space plots are reported in
Appendix Chapter B.1)
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Negative test outcomes, true negative (true negative (TN) - blue) and false negative
(false negative (FN) - yellow), exist in areas of the feature space deemed NSR by the train-
ing data. Oppositely, positive test outcomes, true positive (true positive (TP) - red) and
false positive (false positive (FP) - cyan), exist outside of the areas deemed NSR. In the
best performing record, it is seen that the actual NSR condition points (TN,FP) are tightly
clustered and most points fall in the area identified as NSR by the model (FP < TN). Sim-
ilarly, most actual AF condition points (TP) outside the identified NSR region (primarily
due to a higher variance). In the worst performing record, many more false outcomes ex-
ist. It can be seen that many false positives are reported because these NSR P waves have
higher variances than any P wave seen in the test set. In this way, feature space plots are
used to gain insight into the successfulness of the classifier – this is discussed further in
5.1.
4.3 Analysis
Processing features extracted from each beat results in the unthresholded classifier output,
the pScore, which is a reflection of the likelihood that a particular beat contains a P wave.
Histograms are generated to analyze the separation between NSR and AF. Figure 4.2 shows
the pScore histograms for the best and worst performing records (pScore histograms for all
records are shown in Figure C.1 in Appendix Chapter C). There is a strong relationship
between the feature space plot and the pScore histogram. When NSR and AF form distinct
regions in the feature space, the two classes show separability in the pScore histogram. AF
which falls into the defined NSR region in the feature space has a higher pScore and is
extremely likely to overlap with the NSR distribution in the histogram. NSR outcomes can
vary from the define NSR region in many directions in the feature space. The direction in
which this error occurs is meaningful. In the pScore histogram, this information is lost and
only the extremeness of the error is preserved (manifesting as an increasingly low pScore).
Observing and analyzing the distributions shown in the pScore provide insight into the
successfulness of the classifier and reveal cases of extreme error – this is discussed further
in 5.1.
The pScore is compared to a threshold to acquire the final classification. This thresh-
olding can be understood visually in terms of the pScore histogram. By drawing a vertical
line on histogram at a particular pScore, one visually tally the cases in error. All NSR cases
to the left of the line are FP, NSR cases to the right are TN, AF cases to left are TP, and AF
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cases to the right are FN.
Varying the threshold and calculating the Se and Sp generates the ROC curve and can
be used to empirically determine the optimal threshold value. ROC curves and the optimal
threshold values are generated automatically using IBM SPSS Statistics.
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P Wave Score Histogram by Record
(a) 04936
(b) 06995
Figure 4.2: pScore histograms for (a) the best performing record – ID 7 / Record 04936 and (b)
the worst performing record – ID 12 / Record 06995 (all other pScore histograms are reported in
Appendix Chapter C.1)
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Patient-specific ROC curves for the best and worst cases are presented in figure 4.3
(ROC curves for all records are shown in Figure A.1 in Appendix Chapter A). Ideal operat-
ing points corresponding to a particular threshold are marked on each figure. These optimal
threshold values are listed in table 4.2. Dispersion in the optimal thresholds for each record
implies a loss of performance for a single, static threshold selected for all patients. This





Figure 4.3: ROC curves for (a) the best performing record – ID 7 / Record 04936, (b) the worst
performing record – ID 12 / Record 06995, and (c) all records combined (all other ROC curves are
reported in Appendix Chapter A.1)
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Table of Optimal Threshold Values by Record
ID Record  
Optimal 
Threshold 
1 04015  0.73528 
2 04043  0.54531 
3 04048  0.69329 
4 04126  0.88419 
5 04746  0.83274 
6 04908  0.64815 
7 04936  0.75270 
8 05091  0.84330 
9 05121  0.46164 
10 05261  0.83461 
11 06453  0.74471 
12 06995  0.67373 
13 07879  0.82799 
14 07910  0.87994 
15 08215  0.68749 
16 08219  0.65391 
17 08378  0.55071 
18 08405  0.70154 
19 08434  0.83485 
20 08455  0.74746 
 Average   0.72668 
 
Table 4.2: Threshold for each record that results in the optimal performance and the average thresh-
old value
4.4 Classifier Performance & Majority Voter Post-Processing
Using the optimal thresholds determined from the ROC curves and the static threshold de-
termined by averaging the optimal thresholds, the test set is processed for each record. Fur-
thermore, the test set is processed with majority voter post-processing described in 3.6.6.
Results in which the voting consists of 1,3,5, and 7 beats are presented in 4.3. Mean and
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median results (across all 20 records) are presented for both threshold applications and for
all four majority voter settings.
Table of Classification Performance with Majority Voter
 Mean Median 


















1 90.84 86.78 59.62 11.78 91.98 86.18 70.70 13.02 
3 95.76 88.89 62.56 8.77 97.45 88.01 76.02 9.40 
5 96.70 90.46 64.40 7.42 98.67 90.04 80.39 7.80 




 Mean Median 


















1 84.28 88.01 60.11 12.06 89.37 89.54 72.40 11.34 
3 87.95 89.17 62.91 10.39 95.76 91.61 76.13 9.34 
5 87.95 90.36 64.22 9.70 96.56 92.68 78.70 8.52 




Table 4.3: Mean and median performance results with various majority voter sizes and thresholds
set to (a) the optimal threshold values, and (b) the static threshold value.
Several observations can be made from the classifier performance results in table 4.3:
1. Patient-specific optimal thresholds outperform the single static threshold.
2. Increasing the number of beats included in the majority voting improves classifier
performance but performance gains decrease with each additional included beat.
3. Generally, the median classifier performance is higher than the mean classifier per-
formance, indicating negative skewness.
4. The skewness for optimal threshold settings is relatively small while the static thresh-
old setting results are considerably skewed.
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Improved performance with optimal thresholds and using the majority voters is ex-
pected. Negative skewness for each threshold setting (median >mean) corresponds to a
majority of records producing better results with a few poor performing outliers. Small dif-
ferences between the mean and median in the case of the optimal threshold settings imply,
as expected, that the settings perform well for each record. In contrast, selecting a single
threshold for all records causes an overall performance degradation characterized by rela-
tively small declines in performance in the majority of records and substantial declines in
performance for a minority of records.
When selecting a single threshold, negative skewness is desired - the classifier performs
near as well form most patients. However, practically speaking, for the patients not well
represented by the static threshold, using the classifier could be risky due to the poor perfor-
mance especially because there is likely no way of identifying these patients beforehand.
4.5 Comparison with Other Works
The proposed algorithm is compared against other algorithms using statistical classification
measurements including Se, Sp, PPV, and Err and using the length of the window (WL)
that is evaluated to determine/identify AF (see table 4.4). Many of the algorithms ([?, 3,
4, 13, 15, 19, 20]) were selected for comparison because they were selected by Larburu
et al. [10] as the best performing results for particular methods and additional evaluation
of the algorithms was provided by them. Additional algorithms selected for comparison
represent more recent work which also include ectopic beat removal ([5, 8]) which boosts
classifier performance for each of the two algorithms.
The proposed algorithm is capable classifying AF with a very high sensitivity (the high-
est among all compared algorithms at 99.28%) with comparable, albeit below average,
specificity and positive predictive value. The proposed algorithm offers the second low-
est classification error of compared algorithms - only Tatento et al. has better performance
with respect to error (5.32% vs. 7.12%).
The proposed algorithm is capable of making an AF determination with fewer beats
and a smaller window length when compared against other algorithms. Due to the finer
temporal resolution of the proposed algorithm, shorter episodes can be detected and AF
onset and offset can be identified more accurately.
It should also be noted that the proposed algorithm analyzed a single lead. RRI algo-
rithms use annotations from the MIT-BIH AF Database [7] which used two leads to identify
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Algorithm Comparison Table
Algorithm Year Method 
WL  
(seconds) 
Se (%) Sp (%) PPV (%) Err (%) 













































Couceiro et al.* 2008 




















Dash et al. ‡ 2009 RRI 128 beats 94.4 95.1 – – 
Huang et al. ‡ 2011 RRI 101 beats 96.1 98.1 – – 
Proposed Work 2014 PWA 
1 beat 91.98 86.18 70.70 13.02 
7 beats 99.28 90.21 80.42 7.12 
* Values pertaining to the additional algorithm evaluation completed by Larburu et al. are shown 
second. Optimal window length (WL) was determined by Larburu et al. 
† Values were obtained using data sets other than the MIT-BIH Atrial Fibrillation Database 
‡ Results include additional processing for the purpose of ectopic beat filtering 
 
 
Table 4.4: Comparison of AF detection algorithms including additional evaluation performed by
Larburu et al. [10]. Unreported performance measures are displayed as a dash.
R markers. Using two leads allows RRI algorithms to operate properly when a single lead
is overcome by noise and artifact but the second lead is unaffected. Two lead analysis using
the proposed algorithm would improve the performance results reported in table 4.3b
4.6 Analysis
Figures which can be analyzed to provide insight into the performance of the classifier and
sources of error are presented here. These figures are discussed further in 5.1. Figure 4.1
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shows the features space distribution projected into three dimensions (variance, skewness
and the 3rd morphological estimate) for each record. Each feature space undergoes non-
linear transformation that produces the one dimensional pScore as an output. Histograms




This chapter is divided into three sections. Sources of error are speculated upon and ana-
lyzed in Section 5.1. The calculation of statistical performance measures (Se, Sp, PPV, Err)
reveals imperfect classification. Presently, no quantitative analysis of error sources is of-
fered; however, this section qualitatively analyzes feature spaces and pScore histograms to
hypothesize sources of error and offers a limited proof of hypotheses by providing case ex-
amples. Additionally, the practical and clinical significance of the work is discussed (5.2)
and the advantages of the proposed algorithm are reflected upon. In particular, aspects of
the algorithm relevant to its application in a patient awareness device are examined, and
potential benefits of clinical significance are considered. This chapter also reviews areas of
improvement and algorithm alterations which may reduce misclassification and discusses
alternative applications for the algorithm (5.3).
5.1 Sources of Classifier Error
Statistical performance measures such as Se, Sp, PPV, and Err can quantitatively describe
the success of a classifier, but do little to provide insight into the sources of classifier error.
As such, additional techniques are used to analyze how and why the classifier is inaccurate.
This work performs an analysis in three ways:
1. Feature space analysis
2. pScore histogram analysis
3. Test case
Feature space analysis uses multidimensional plots to analyze the P wave feature space
distribution directly. Successful feature selection should reveal separation between NSR
49
and AF cases that are visually distinguishable as separate clusters in the feature space. Fig-
ure 4.1 reveals, in most cases, separation between true NSR (blue and cyan) and true AF
(red and yellow) even when shown in two- and three-dimensional projections as shown in
the figure (the full feature space is nine dimensional). The relative position of misclassi-
fied cases (magenta and cyan) reveal some information about the underlying cause of the
misclassification. False negative misclassifications and false positive misclassifications that
are located in the same region as true negative and true positive classifications, respectively,
reveal either a failure of assumption 3 (as defined in Section 3.2) or a misannotated beat in
the MIT-BIH AF Database [7]. Cases of false positive misclassification that overlap with
neither true negative nor true positive cases reveal insufficient generalization or a failure
of assumptions 1 and/or 2 (as defined in Section 3.2). Due to the high dimensionality and
complexity of the feature space method, it is desirable to also analyze the one-dimensional
pScore that also provides much of the same information.
The pScore histogram is a transformation of the feature space that is more readily re-
lated to the final classification. If distinct regions are successfully formed in feature space,
all points in the NSR region are expected to have high pScores. The distinct AF region(s)
are expected to cluster in areas resulting in low pScores. This separation is visible in the
pScore histogram as a clear separation of NSR and AF cases. However, as a byproduct of
transforming the multidimensional feature space to the one-dimensional pScore, all false
positives have relatively low pScores. While the position of the false positive in feature
space can be used to infer a potential source of error, the source of error for false positives
identified for having small pScores is less readily identifiable. Nonetheless, false nega-
tives with exceedingly high pScores (corresponding to a high likelihood of NSR) and false
positives with exceedingly low pScores (corresponding to a high likelihood of non-NSR)
represent cases in which the classifier has grossly failed. For these reasons, such cases
are selected as test cases for manual observation and discussed further in the following
subsections (5.1.1,5.1.2)
5.1.1 Assumptions
The majority of classification errors are suspected to be caused by instances in which the
assumptions stated in Section 3.2 do not hold true. The examples shown below include
high noise levels, ectopic beats, and morphological change, all of which correspond to an
alteration of the P wave segment under evaluation for AF.
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Assumption 1 presumes clean ECG signals untainted by noise and artifact. In reality,
noise and artifact contaminate the ECG and in many cases considerably distort the P wave.
In some cases, as seen in Figure 5.1, noise completely distorts the ECG, rendering all
algorithms, including RRI-based algorithms, ineffective.
Misclassification Example: Noise
Figure 5.1: Misclassification example in which noise distorts the P wave segment under considera-
tion (between dashed red lines)
Cases of lesser noise or artifact which do not dominate the QRS complex render this
algorithm ineffective, whereas RRI algorithms would be unaffected. Cases of noise and
the assumption that the ECG signal will be clean is a considerable disadvantage of the
proposed algorithm but can be potentially addressed in several ways. Primarily, electrode
improvements and improvements in signal conditioning which reduce noise levels will im-
prove the classification rate of the proposed method and other AA-based methods where
RRI-based classification rates will be relatively unaffected. Similarly, more sophisticated
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noise reduction techniques can be applied in the preprocessing stage to improve classifi-
cation rates. Lastly, the algorithm can be applied to multiple leads. The results reported
in Chapter 4 correspond to analysis performed on a single lead. Adding additional leads
could increase the robustness of the algorithm – noise and artifact that only span a single
lead could be disregarded. Additional leads are discussed further in Section 5.3.1.
Huang et al. [8] and Dash et al. [5] observe a preponderance of unannotated ectopic
beats in the MIT-BIH AF Database [7] that have adverse effects on the classification rate of
RRI algorithms. Similarly, some ectopic beats are misclassified by the proposed algorithm.
Premature ectopic beats as seen in Figure 5.2 result in a significant temporal overlap of
ventricular re-polarization (the T wave) and AA (the P wave). This overlap obscures AA
and, again, the first assumption made in Section 3.2 does not hold true.
Misclassification Example: Ectopic Beat
Figure 5.2: Misclassification example in which a premature ectopic beat results in the distortion of
the P wave segment under consideration (between dashed red lines)
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Huang et al. [8] and Dash et al. [5] include additional processing for the purposes
of ectopy identification and filtering. This work minimally explores ectopy removal with
the addition of majority voter post-processing. More sophisticated ectopy removal is dis-
cussed in Section 5.3.1. Alternatively, in the case of premature beats, classification could
be improved through T wave removal (also discussed in Section 5.3.1).
The final presented example represents a failure of either assumption 1 or assumption
2. Figure 5.3 shows a morphological change in the P wave. Without conferring with a
cardiologist, it cannot be determined whether or not observed morphological changes are
due to normal variations in the P wave or are caused by non-AF arrhythmia. If the false
positive resulted from normal variations in the P wave, assumption 2 does not hold true,
and the training set does not fully represent the P wave, meaning the size of the training
set should be increased. If caused by non-AF arrhythmia, the example is a violation of
assumption 1 and can be addressed as previously discussed.
53
Misclassification Example: Morphological Change
Figure 5.3: Misclassification example in which a morphological change in the P wave results in the
distortion of the P wave segment under consideration (between dashed red lines)
5.1.2 Misannotations in AF database
Misannotations in the MIT-BIH AF Database [7] itself are potentially a source of error.
Suspected misannotated cases have not been cardiologist confirmed, but are nonetheless
presented here. Figure 5.4 shows an example annotated as AF that is classified as NSR by
the proposed algorithm. The apparent P wave in this beat calls the annotation into question
and should be confirmed by a cardiologist.
Similarly, Figure 5.5 shows an example annotated as NSR that is classified as AF by the
proposed algorithm. The apparent PWA seen in this beat calls the annotation into question
and should be confirmed by a cardiologist.
Suspected misannotations in the MIT-BIH AF Database [7], if independently confirmed
by a cardiologist, will result in an improvement in classifier performance. Furthermore,
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Suspected Misannotation: NSR in AF
Figure 5.4: Potential example of a misannotation in the MIT-BIH AF Database [7]. The signal was
annotated as AF, yet an apparent P wave can be seen in the P wave segment under consideration
(between the dashed red lines)
expected misannotations are believed to have occurred at the onset/offset of NSR or AF
or during short episodes of NSR or AF. The ability of the proposed algorithm to correctly
classify AF/NSR in these scenarios is a positive quality that is discussed further in Section
5.2.
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Suspected Misannotation: AF in NSR
Figure 5.5: Potential example of a misannotation in the MIT-BIH AF Database [7]. The signal
was annotated as NSR, yet an no apparent organized AA can be seen in the P wave segment under
consideration (between the dashed red lines)
5.1.3 Application of Static Threshold
The selection of a single, static threshold for all patients is a generalization that unsurpris-
ingly reduces the performance of the classifier. Practically speaking, optimal thresholds
cannot be empirically determined (using the test set) as they were in Section ??. Despite
this, future work should explore dynamic threshold selection for each patient/record (see
Section 5.3.1 for discussion of this topic).
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5.2 Practical and Clinical Significance
A major practical application of an AF detection algorithm is the implementation of said
algorithm in a wireless and wearable patient awareness device. A wearable device per-
forming uninterrupted AF detection could notify a patient of an AF episode, allowing the
patient to prepare for the episode and to take the appropriate precautions, offering an in-
creased QOL. This device requires an algorithm that gives a near-immediate response to
AF yet is robust to noise and computationally efficient (to prolong battery life).
The proposed algorithm, when compared to RRI algorithms, is capable of detecting
AF more quickly and, in turn, is also capable of detecting shorter episodes of AF (as seen
in Table 4.4). Despite this, the proposed algorithm is less robust with respect to noise
and artifact compared to RRI algorithms. Currently, the computational efficiency of the
proposed algorithm has not been compared to RRI efficiency but is likely less efficient.
In terms of memory needs, the proposed algorithm requires less memory than some best-
performing RRI alternatives. RRI algorithms utilizing the KS test ([8, 20]) require storage
of AF histograms – these histograms require more storage space than it takes to store the
statistical model required by the proposed algorithm. Simpler RRI algorithms (e.g. [5, 13])
store only one or several thresholds and require less storage than the proposed algorithm.
Because the proposed method is AA-based, it is inherently a rhythm-based AF detec-
tion, whereas RRI methods are rate-based. For this reason, RRI algorithms are unusable
for patients who have pacemakers or are taking rate-control drugs. A patient awareness
device utilizing the proposed algorithm could successfully detect AF in these patients.
The ability to distinguish NSR from a controlled heart rate, may be clinically significant
and offer cardiologists more complete information about the occurrence of AF in patients
who have pacemakers or are taking rate-control drugs. Moreover, the single-beat detection
ability of the proposed algorithm offers clinicians a finer resolution in non-manual analysis
of AF, potentially revealing more information about shorter episodes and the onset/offset
of AF.
5.3 Future Work
This section considers two directions that future research take; future research can alter
and improve the proposed algorithm or can explore alternative applications of the proposed
algorithm. The classifier performance presented in the results Chapter (4) is comparable to
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results reported in other works, yet there are many areas the proposed algorithm can poten-
tially be improved. These areas include alternative lead placement and multi-lead analysis,
exploration of expanded or new feature sets, ectopic beat detection, T wave removal, dy-
namic threshold selection, and generalized training as opposed to patient-specific training.
Alternative applications of the proposed algorithm can also be explored. The algorithm can
readily be modified for the purposes of ectopic beat detection and QRS-T cancellation.
5.3.1 Areas for Improvement
The first of these areas of improvement is the selection of an alternative lead placement.
The proposed method is dependent upon the successful identification of NSR through iden-
tification of the P wave. Selecting leads in which the P wave amplitude is at a maximum
would make the algorithm more robust to noise and artifact. Future research could deter-
mine an ideal lead placement in which P wave identification was most resilient to noise
and artifact. Similarly, as introduced in Section 5.1.1, multiple leads could be leveraged
to reduce the performance degradation caused by noise and artifact. With the application
of multiple leads, the combination of multiple single lead analyses could effectively ignore
noise and artifact isolated to a single lead.
Feature selection in this work is relatively unrefined – basic features corresponding to
a typical statistical analysis and feature extraction were used. Future research can ana-
lyze improvements gained by adding or removing features, or including more sophisticated
features in the feature set. Feature space analysis as performed in the work can be used
to manually evaluate and observe complex relationships between features and to predict
features that would produce a more distinct separation between NSR and AF clusters.
Algorithms that included specialized filtering and removal of ectopic beats saw marked
improvements in AF identification ([5, 8]). More sophisticated identification and filtering
of ectopic beats can be included in the proposed method to reduce the false positive rate and
improve classifier performance. Future research could explore the inclusion of techniques
used in other works or the ectopic beat detection using the proposed algorithm as proposed
as an alternative application in Section 5.3.2.
Premature beats were seen to cause an overlap between the P wave and T wave in
Section 5.1.1. Removal of the T wave could result in an accurate analysis of AA when pre-
mature beats occur. Future research can apply T wave removal algorithms and observe the
effect that it has on classifier performance. Alternatively, T wave removal can be executed
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using the alternative application of the proposed algorithm discussed in Section 5.3.2.
Table 4.3 shows a performance difference between the application of the ideal static
threshold chosen for all patients and the optimal patient-specific thresholds determined a
posteriori. In a practical implementation of the algorithm, optimal thresholds cannot be
found because designers do no have access to the test set data. However, future research
can explore dynamic determination of optimal thresholds by observing the relationship
between the given optimal thresholds and the training set distribution.
This work proposes an algorithm that generates a patient-specific statistical model to
classify AF. The method can alternatively be generalized to all patients, aiming to simul-
taneously model all P wave morphologies and not just morphologies corresponding to a
particular patient. For the generalized algorithm to be successful, the training set must
be substantially enlarged to successfully generalize all morphology. Generalizing the al-
gorithm also allows for the inclusion of non-NSR data in the training set. Under these
circumstances the model can be expanded to model not just NSR P waves, but AF cases,
QRS complexes, and other arrhythmia morphologies (for the purpose of ectopic filtering),
and T waves (for the purpose of T wave removal). In these cases the classifier would per-
form multi-class classification (as opposed to binary) and all classifications would be true
classifications that identify positive examples (as opposed to the current classifier which
infers AF through recognition of negative examples). This adjusted classifier would most
accurately be described as a radial basis function (RBF) neural network with parameters ini-
tiated by the EM algorithm. While generalization could reasonably be expected to produce
a dramatic increase in classifier performance, it would also require extensively annotated
data.
5.3.2 Alternative Applications
The proposed algorithm revolves around the statistical modeling of the feature space dis-
tribution extracted from NSR P waves. This approach is not limited to modeling the P
wave and can be applied to other waveforms. Most similarly, the proposed algorithm can
be applied to the modeling of NSR QRS complexes. In this case, with a properly chosen
threshold, the algorithm can detect significant variations in the QRS complex morphology
or, namely, ectopic beats. In this way, an ectopic beat detector can be implemented as an
alternative application of the proposed algorithm.
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Similarly, QRS complexes and T waves of slightly varying morphologies activate differ-
ent hidden distribution centers to different degrees, providing the ability to independently
subcategorize QRS complexes and T waves. Lemay et al. ([11]) report successful QRS-T
removal algorithm leveraging a QRS complex and T wave clustering algorithm as a modi-
fied version of average beat subtraction (ABS) based QRS-T removal. The same approach
can be used by the proposed method by utilizing the ability to independently subcatego-





6.1 List of Challenges
• Single-beat AF identification
• Rate-independent AF identification
• Single lead AF identification
• NSR-only training data
• Short training data
• Noise/artifact
• Ectopic beats
6.2 List of Contributions
• Novel application of distribution-based clustering/anomaly detection
• Classification of specific cardiac wave (P wave) as opposed to entire beat
• Classification in the form of anomaly detection (training with NSR data only)
6.3 List of Outcomes
• AA-based AF identification that is comparable to leading RRI algorithms
• Short-time AF classification (between 1-7 beats required)
61
• High resolution identification (between 1-7 beats)
• Rate-independent AF detection (to work with pacemaker or rate-control drugs, and
to be robust in the presence of AV block and AV junctional tachycardia
6.4 Concluding Thoughts
The focus of this work was to create an algorithm that detects AF through direct analysis
of AA which offers a comparable performance to RRI-based algorithms which detects AF
indirectly. RRI-based algorithms are inherently dependent on heart rate (as opposed to AA-
based algorithms which are dependent on heart rhythm) and are inapplicable when a source
external to the AF mechanism produces a regular heart rate as discussed in Section 2.2.
Moreover, AA-based algorithms are capable of identifying AF in a single beat, while RRI-
based algorithms require relatively long beat segments. The proposed AA-based algorithm
was created with these advantages in mind.
By focusing on the subsequences preceding QRS complexes, AA was targeted for eval-
uation. By selecting a training set of NSR beats, the EM algorithm could be applied to
model the distribution of NSR P waves in feature space with a multivariate GMM. By de-
veloping a model that can readily identify P waves, a PWA classifier was created which acts
as an AF classifier. The proposed algorithm achieves performance measures comparable to
RRI-based algorithms despite only leveraging a single lead, whereas the majority of RRI
algorithm results presented in table 4.4 leverage MIT-BIH AF Database [7] annotations
determined with two leads.
Although the proposed algorithm operates with a very high Se (99.28%), the classifier is
limited by relatively poor Sp (90.21%) and PPV (80.42%). The poor classifier performance
measures correspond to a high rate of false positive misclassifications. In Section 5.1 these
misclassifications were qualitatively determined to be caused by noise and artifact, and
ectopic beats. In either case – and for all other sources of error discussed in Section 5.1
– potential solutions are offered in Section 5.3.1 that are expected to abate or eliminate
sources of error.
The algorithm in its current state of development achieves classifier performance com-
parable to most RRI algorithms while requiring substantially fewer beats to make a deter-
mination and while producing classifications independent of heart rate. If the algorithms
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problems are addressed and the changes/additions suggested in the Section 5.3.1 are ex-
plored and included in the algorithm, the modified algorithm is expected to outperform all
current AF detection algorithms. The single-beat, rate-independent nature of the algorithm
provides clinicians with a sharper tool that can be applied more widely, supplying better
information for diagnosis and risk stratification. Most importantly, regardless of the means
patients and their doctors decide on for AF management, the improved algorithm offers
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Appendix A
ROC Curves For All Patients
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(u) All records combined
Figure A.1: ALL ROC CURVES
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Appendix B
Feature Space Plots For All Patients
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Figure B.1: ALL FEATURE SPACE PLOTS
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Appendix C
pScore Histograms For All Patients
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Figure C.1: ALL HISTOGRAMS
