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INTRODUCTION
Accurate estimation and prediction of river flow for both short and long terms is essential to various activities in hydrological and water resources management, such as monitoring pollutant load, calculating sediment transport, controlling flood and drought, determining environmental flows, power generation, reservoir operation and agricultural irrigation, as well as water supply to industry and households. Sufficient flow in a river not only guarantees socio-economic development but also maintain a healthy river system. River flows, like many other natural processes, are governed by dynamical and nonlinear physical mechanisms or systems which have various different independent variables, primarily precipitation, temperature, evaporation, water use for socio-economic growth, river channel seepage, as well as forestvegetation coverage and soil characteristics in the catchment. A variety of methods have been developed to predict the flow of a river, including time series methods (linear and nonlinear), conceptual models, physical models, artificial neural network (ANN) models, and models integrating two or more of these approaches.
The ANN modelling approach has gained significant attention in the past two decades (Wu et al. 2009) , and has been successfully applied in various different fields including hydrological flow estimation and prediction (Jain et al. 1999 , Zealand et al. 1999 , Salas et al. 2000 , Sivakumar et al. 2002 , Campolo et al. 2003 , Hu et al. 2005 , Valença et al. 2005 , Nilsson et al. 2006 , Kisi and Cigizoglu 2007 . ANN models are black-box in type, and use a data-driven approach and a function approximator, which is suited to complex problems and has shown a great ability in modelling and forecasting nonlinear hydrological time series (Kisi and Cigizoglu 2007, Nourani et al. 2009 ). The advantages of ANN modelling approaches are that they do not require information on whether a data set is stationary, if/how it is statistically distributed, or what the exact relationships among the various input variables are (Maier and Dandy 1996, Kisi and Cigizoglu 2007) . Also, the modelling procedures do not require much knowledge of hydrological characteristics, but a well-trained ANN model can be easily applied in water resources management issues (Srinivasulu and Jain 2009) . The development of an ANN has the advantages of self-learning, selforganizing and self-adaptation (Ertay and Çekyay 2005, Feng and Hong 2008) . Many comparative studies have confirmed that ANN models have very good performances for forecasting (Tsai and Lee 1999 , Tsai et al. 2002 , Valença et al. 2005 , Chen et al. 2007 , Hamseldin et al. 2007 , Feng and Hong 2008 , Machado et al. 2011 . However, flow time series are characterized by high non-linearity and nonstationarity, and it is still difficult for ANN to replicate these.
More recently, wavelet and artificial neural network (WNN) integrated analysis has drawn increasing interest and has displayed advantages over a single ANN model and other modelling methods in terms of good fitting and prediction accuracy. Wavelet analysis (WA) is becoming a popular analysis technique due to its ability to reveal simultaneously both spectral and temporal information within one signal (Nourani et al. 2009 ). WA was used in simulation studies on hydrometeorological variables: rainfall, flow, wind and suspended sediment transported within flow (Aksoy 2001 , Aksoy et al. 2004a , 2004b , Unal et al. 2004 , Aksoy and Unal 2007 . The WNN hybrid model was first proposed by Aussem et al. (1998) to predict a financial time series. Zhang and Dong (2001) developed an adaptive neural-wavelet model for short-term load forecasting in the competitive market in Australia. In hydrology and water resource management, Kim and Valdes (2003) applied dyadic wavelet transforms and neural networks to forecast droughts in the Conchos River basin in Mexico, and the results indicated that the conjunction model significantly improved the ability of neural networks for forecasting the regional drought. Wang and Ding (2003) applied WNN to predict shallow groundwater level in Beijing and daily discharge of the Yangtze River in China, and the results revealed that the suggested model could increase forecast accuracy and prolong the length of time of prediction. Cannas et al. (2006) employed continuous and discrete wavelet transforms and data partitioning to investigate the effects of data processing for river flow forecasting using neural networks, and showed that networks trained with pre-processed data performed better than networks trained on unrecompensed signal data. Chen et al. (2007) analysed tide forecasting and supplement of tides around Taiwan and the South China Sea using WNN, and found that their model could accurately predict tides for 1 to 5 years in advance. Partal and Cigizoglu (2008) estimated and forecast daily suspended sediment data using WNN, and the results were very close to the real values. Mirbagheri et al. (2010) employed a wavelet and neuro-fuzzy (WNF) hybrid approach for suspended sediment concentration prediction in rivers; their WNF model was successful in reproducing the hysteresis phenomenon. WNN methods have also been used in water quality monitoring (Kim et al. 2006) , precipitation (Partal and Kişi 2007, Nourani et al. 2009 ) and monthly lake level fluctuation modelling (Kisi 2009 ), evapotranspiration (Partal 2009) , and understanding the baseflow components in river discharge in karst environments (Salerno and Tartari 2009 ). Despite the above studies, the literature on the application of WNN models for estimation and prediction of river flow time series remains small.
The main purpose of this paper was to develop a WNN hybrid modelling approach to estimate and predict monthly flows using the Weihe River in China as a case study. The main goals include:
-developing a WNN hybrid model capable of predicting 12 month (1 year) river flow using the 12 month data of the previous year; -applying this model to simulate instream flow of the Weihe River in China; -investigating the influence of different levels of wavelet multi-resolution decomposition on the WNN hybrid model; -comparing the fitting and prediction performances of the WNN hybrid model with the single ANN model; and -investigating network generalization improvement by means of Bayesian regularization (BR).
METHOD

Artificial neutral network (ANN)
An ANN is defined as a structure composed of a number of simple interconnected operating elements called neurons (units, cells, or nodes in literature), which are inspired by biological nervous systems (Beale et al. 2010) . A neural network can perform a particular function mapping between input and output, by adjusting the values of the connections (weights) between neurons. The important decisions for building a neural network model include selecting the neural network type, network structure, training algorithm, methods of pre-and post-processing of input/output data, and training stop criteria (Wang et al. 2006a) . We used a feed-forward multi-layer perceptron (FFML) network with a back-propagation (BP) learning algorithm in this study, because they are the most widely-used types of ANN in the hydrological modelling (Wang et al. 2006a) and water resources literature in recent years (Cigizoglu 2004) . A typical FFML network includes a number of neurons connected together in layers. Its first and final layers are called the input layer and output layer, respectively, and other layers are hidden layers. Determining the numbers of hidden layers and neurons (i.e. network structure) is the most essential task in building the network. Using a trial and error procedure to determine the network node numbers in different layers is still the commonly-used method, though some algorithms have been proposed to do this.
We used a tangent sigmoid function and logarithm sigmoid function as the transfer function in the hidden layer and output layer, respectively.
Preprocessing the data set is usually called data normalization, and this process is important to ensure that all variables receive equal attention and the efficiency of the training network is improved (Dawson and Wilby 2001, Wang et al. 2006a) . We normalized our data sets into the range [0, 1] using equation (1) assuming the output values of the logarithm sigmoid function are in the range of [0, 1]:
where Q t and Q t are the streamflow value and its normalized values, respectively in time t; and Q max and Q min are the maximum value and minimum value of the streamflow series, respectively. Overfitting is one of the problems that usually occur during neural network training. Two network generalization improvement techniques are usually used to avoid the overfitting problem: early-stopping and regularization. For the early-stopping method, data are normally divided into three subsets: one for training, one for validation and one for testing. This method was applied to stop the training process when the optimum result occurred, i.e. the network performance failed to improve. Another method for improving generalization is called regularization, which involves modifying the performance function, usually by modifying the mean sum of squares of the network error (MSE) by adding a term consisting of the sum of squares of the network weights and biases (Beale et al. 2010) :
where MSEreg is the regularization MSE; γ is the performance ratio; and w and MSW are the weights of the network MSE and their average, respectively.
Wavelet analysis (WA)
A wavelet is a waveform of effectively limited duration with an average value of zero. Wavelet analysis is a promising time-frequency technique for signal analysis that has more advantages than traditional Fourier analysis (FA), or its adoption "Short-Time Fourier Transform" (Misiti et al. 2008) . The WA is an improved version of the short-time Fourier transform used to discover time characteristics in data (Daubechies 1990 , Rioul and Vetterli 1991 . It is a windowing technique with variable-sized regions, which allows the use of long time intervals for low-frequency information, and shorter regions for high-frequency information. There are two main wavelet transformation methods: continuous wavelet transformation (CWT) and discrete wavelet transformation (DWT). CWT can be expressed by the following equations:
where W f (a,τ ) are the wavelet coefficients; f (t) presents the input signal; ψ(t) is a base wavelet function, referred to as the mother wavelet, * corresponds to the complex conjugate of ψ(t); a is a scaling factor stretching or compressing the mother wavelet to a frequency of the signal; and τ is a translating factor shifting the mother wavelet to a time domain of the signal.
DWT calculates the wavelet coefficients using the simplest and most efficient way, where scales (a) and position (τ ) are selected based on the powers of 2, called dyadic scales and positions (Mallat 1989) . DWT functions are usually expressed by: Let
The most common choice is a 0 = 2, τ 0 = 1, and then the DWT becomes binary. For a discrete time series f (t), in which f (t) occurs at a discrete integer time step t, the dyadic discrete wavelet transformation can be written as:
Here, W f (j,k) can reflect the characteristics of the original time series in frequency (a or j) and time domain (τ or k). When either a or j is small, the frequency resolution is very low, but the time domain is very high. When either a or j becomes large, the frequency resolution is high, but the time domain is low. In this sense, wavelet analysis is regarded as a mathematical microscope (Wang and Ding 2003) . The input signal can be reconstructed using the equation:
In this equation, wavelet coefficients W f (j,k) are divided using downsampling into an approximation (or low frequency) coefficient (cA n ) at level n through a low pass filter l(ψ i,k (t)), and detail (or high frequency) coefficients (cD 1 , cD 2 , cD 3 , . . . , cD n ) at different levels 1, 2, . . . , n through a high pass filter h(ψ i,k (t)). This process can be generally illustrated by Fig. 1 (a) in which cA n provides background information of the original signal and cD 1 , cD 2 , cD 3 , . . . , cD n contain the detailed information of the original signal such as period, break, jump, and so on. However, the coefficient vectors cA n and cD n cannot be directly combined to reproduce the signal because they were produced by downsampling and are only half the length of the original signal. Therefore, It is necessary to reconstruct the approximations (A n ) and details (D n ) before combining them ( Fig. 1(b) ). Then the original signal can be expressed as:
or simplified in the form: where A n (t) is the approximation of the original signal at level n, and D n (t) represents the details of the original signal at levels n = 2, 3, . . . , m.
Model evaluation
Appropriate model evaluation methods are essential because the developed models are used in management and planning. Many measures can be applied to assess the accuracy of the models developed. In this study, we used the following error statistics to evaluate the models, where t is time unit, Q t is observed flow,Q t is modelled flow, Q t andQ t are the mean of the observed flow and the mean of the modelled flow, respectively: Correlation coefficient (R):
Mean squared error (MSE):
Mean absolute error (MAE):
Mean absolute relative error (MARE):
Absolute relative errors of maximum (RE mxf ) and minimum flow (RE mnf ) are used to measure the model ability to predict the pick and lowest flows: (Fig. 2) . It has an important role in the development of west China and the health of the ecosystem of the Yellow River. However, since the 1980s, the river has suffered major problems, such as greatly decreased annual river flow, geological hazards caused by water projects, high concentration of sediment and related huge floods, as well as heavy water pollution (Song et al. 2007 ). The Weihe River flow has decreased significantly since the 1980s due to the impacts of natural factors (precipitation and temperature) and human activity. Compared with [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] , for example, the annual flows at the Linjiacun and Huaxian gauges in 1991-2000 decreased by 53.9 and 50.3%, respectively (Song et al. 2007) . Decreased river flow due to human activities is mainly caused by increasing water consumption, water diversion projects and landcover changes in the upper stream (Wang et al. 2006b , Song et al. 2007 ). These problems have impeded the sustainable development of the region's society and economy (Zhao 2003 , Wang et al. 2004 . Consequently, it is important to use advanced modelling techniques to estimate the streamflow and improve prediction accuracy. The data sets used for this study include monthly flow time series of three gauges: Huanxian, Weijiabao and Xianyang, referred to hereafter as HX, WJ and XY series, respectively. The HX and XY series both include 504 months (42 years) of flow data from January 1960 to December 2001; the WJ series includes 480 months (40 years) of data from January 1956 to December 1995. We reserved the last 48 months (around 10%) of the three data series for network prediction testing and used the rest of the data for network training. The data set divisions for network training and testing, and their statistics are displayed in Table 1 . The statistics show that the values of mean and standard deviation in the training sets are much larger than those in the testing set, reflecting the significant decrease of river flow since the 1980s. The skewness and kurtosis of the data show that the distributions of the training data sets are more right skewed and peaked than the testing data sets. These indicate that it is difficult to obtain a precise model using the training data to predict the testing data. The maximum and minimum values of the HX and WJ series are in the training sets. For the XY series, the maximum occurs in the training set and the minimum value is in the testing set. Also, the differences between the testing and training sets in terms of mean and standard deviation are much larger in the XY series. These two phenomena may cause more extrapolation difficulties in prediction of the HX series. For the WJ series, the differences between these statistics are much smaller than those of other two series, which suggests that prediction results for the WJ series are more accurate.
RESULTS AND DISCUSSION
Model formulation
The WNN modelling technique integrates the advantages of wavelet transformation (WT) and ANN. In the process of WT, each data set was decomposed into sub-series with an approximation (A n ) with low frequency, and details (D 1 , D 2 , . . . , D n ) with high frequency. These sub-series were used as the input vectors for the network with the original series as the target vector. The WNN model formulation process is illustrated by Fig. 3 . We used Wavelet Toolbox TM 4 and Neural Network Toolbox TM 6 in MATLAB to perform all the analyses. One of the main goals of this study is to establish the WNN hybrid model capable of predicting 12-month ahead river flow using the previous 12 months' flow data; thus we reconstructed the training data sets in 12-month steps. Take a scalar river flow time series Q 1 , Q 2 , Q 3 , . . . , Q m as an example. The first 12-month data set Q 1 , Q 2 , Q 3 , . . . , Q 12 forms the first network input vector P 1 , and then moving 12 steps ahead, the second 12-month data set Q 13 , Q 14 , Q 15 , . . . , Q 24 forms the second network input vector P 2 . Similarly, we used the second 12-month data set (Q 13 , Q 14 , Q 15 , . . . , Q 24 ) as the first target vector T 1 , and moving right 12 steps, we used Q 25 , Q 26 , Q 27 , . . . , Q 36 as the second target vector T 2 . To construct training input and target vectors for the remaining training data set, we just continued in the same way.
We compared the WNN hybrid modelling results with those from the single ANN in two steps. In the first step, a performance goal (MSE = 0.001) was included in the training process, in which the Levenberg-Marquardt (LM) optimization algorithm was used. We compared the model fitting and prediction performances of WNN hybrid models with single ANN, through which we selected two WNN hybrid models and one ANN model with good performances. In the second step, the selected WNN hybrid models and the single ANN model were improved by employing a BR optimization algorithm in the training. We compared the improved WNN and single ANN models with respect to their fitting and prediction ability.
Wavelet decomposition
We used DWT for data decomposition because CWT calculates wavelet coefficients at every possible scale, which is time consuming and also produces abundant data. In contrast, DWT is more efficient for analysis because it limits the scaling factor and shifting factor of the basic wavelet function to only discrete values, while the analysis accuracy is retained. DWT has been particularly used as a computational technique for extracting information about non-stationary signals in recent years (Daubechies 1990 , Kim et al. 2006 .
Other important issues in wavelet analysis are to choose the wavelet type and the appropriate scale numbers in wavelet multi-resolution decomposition. Daubechies wavelets are one of a widely-used wavelet family, which are written dbN, where db is the "surname", and N the order of the wavelet. Daubechies db1 is the same as the Haar wavelet, the first and simplest. We employed Daubechies wavelet 5 (db5), one of the commonly-used wavelets, as the mother wavelet to decompose the series. The general rule for the appropriate scales of wavelet numbers is that the largest scales should be shorter than the size of the testing data (predictions) (Wu et al. 2009 ). In our case, the testing sizes of the three flow series are 48 months (4 years), and thus the largest scales were chosen as five for the three data series. Therefore, the flow data sets are decomposed into various details (Ds) and an approximation (A5) at five resolution levels (2 1 -2 2 -2 3 -2 4 -2 5 ) using db5 DWT. The new decomposed sub-series present variations of the original times series on different periods. As an example, Fig. 4 illustrates the original HX series and the six wavelet components (five details and one approximation), which show 2-month (D1), 4-month (D2), 8-month (D3), 16-month (D4) and 32-month (D5) modes, and the approximation mode (A5) of the flow time series.
The basic algorithm for the DWT is based on a simple scheme: convolution and downsampling, which is not limited to dyadic length. Border distortions usually arise when a convolution is performed on finite-length signals (Beale et al. 2010) . Many methods can be applied to solve the boundary effects of DWT, including zero-padding, smooth padding, periodic extension, and boundary value replication (symmetrization). The default mode of the wavelet transform in the Matlab Wavelet Toolbox is symmetrization. This method works well in general for images though it has the disadvantage of artificially creating discontinuities of the first derivative at the border (Beale et al. 2010) . We checked if the decomposition was valid without boundary effects by reconstructing the signals from the wavelet coefficients. The wavelet reconstruction results showed that the MAE and MARE are, respectively, 8.0749 × 10 -10 m 3 /s and 6.8494 × 10 -9 m 3 /s for HX series, 3.9544 × 10 -10 m 3 /s and 2.3169 × 10 -9 m 3 /s for WJ series, and 4.4040 × 10 -10 m 3 /s and 2.9681 × 10 -9 m 3 /s for XY series. These small statistical error indexes revealed that the wavelet decomposition is very efficient.
Results of model training and testing
A two-layer BP network structure (p,m,n) was used for training both WNN and ANN models, in which p, m and n are neurons in the input, hidden and output layers, respectively. The main process of BP is that the input units, hidden units and output units are completely connected in a feed-forward way, and an input is propagated forward to output units through hidden layers. When the forwarding reaches the output layer, it is compared with the target (observations) to calculate the error. Each error signal will be back-propagated from output layer to input layer to adjust the weight. These processes continue until Fig. 4 Wavelet decomposition of the observed flow series (including testing sample) of the Huaxian gauge with five levels using db5. the network output matches the target. In this step, the LM optimization algorithm is used in the network training process due to its advantage of faster convergence than gradient descent. We set the maximum training epoch, performance goal (MSE) and learning rate as 1000, 0.001 and 0.01, respectively for the training. The training process started using 1 neuron (i.e. m = 1), and the neuron numbers were increased progressively until the performance goal (MSE = 0.001) was met. The results of training model performances are presented in Table 2 . In general, the results showed that WNN hybrid models of db5L1 to db5L5 met the performance goal quickly when fewer neurons were used in the hidden layer than in the single ANN model. Taking the HX series, for example, WNN hybrid models of db5L1 to db5L5 met the performance goal after five neurons (db5L2 to db5L5) and six neurons (db5L1) were used in the hidden layer, while the ANN model alone did not meet the goal until seven neurons were used in the hidden layers. The training results of the ANN model show that it had very good performance for fitting historical data with high correlation coefficients (R > 0.97) and smaller errors in terms of MSE, MAE and MARE. Comparison of the training results of WNN with ANN models suggested that WNN hybrid models and ANN all had very good simulated performances in terms of R, MSE, MAE and MARE.
The testing evaluation results for the model prediction ability of WNN and ANN using the last 48 months of observed discharge data are also summarized in Table 2 . In general, the results confirm that WNN hybrid models had much better testing results than the single ANN model: higher R and smaller error indices (MSE, MAE and MARE) . Comparing the WNN models indicates that the WNN models of db5L4 and db5L5 have better prediction abilities than other WNN hybrid models (in terms of R and MSE, MAE and MARE) for the Huaxian and Xianyang gauges. For Weijiabao gauge, db5L4 and db5L5 also exhibited better simulation results than other WNN models in terms of MSE, MAE and MARE, though WNN db5L3 has a higher R value (R = 0.713) than that of WNN db5L5 (R = 0.641).
Model generalization improvement
The previous analyses showed that the WNN hybrid model had the best performance for db5L4 and db5L5 compared to all other results from WNN and those from the ANN model alone. However, the error indexes also showed that the error on the training set was much smaller while the error on the new (testing) data was larger. This revealed that the network was able to memorize the training examples, but had not learnt to generalize the new situations. In this sense, overfitting problems occurred during network training of the WNN models. For the ANN model, overfitting was a much more serious problem due to the much smaller errors during training, but largest errors of all during testing. Overfitting is caused mainly because the LM algorithm is very sensitive to the initial network weights and does not consider outliers in the data, although it has an advantage of faster convergence than gradient descent. Two methods, early stopping and regularization, could be used to solve the overfitting problem as both can ensure network generalization when applied properly. For a small data set, however, regularization provides a much better generalization performance than early stopping. This is because regularization does not need a validation data set separated from the training data set, and consequently can utilize all available data (Beale et al. 2010) . The problem with regularization is that it is difficult to determine the optimum value for the performance ratio parameter, while Bayesian regularization (BR) (MacKay 1992) can overcome this problem, which enables the determination of the optimal regularization parameters in an automated fashion. In Matlab, BR was implemented in the training function trainbr, via the Matlab Neural Network Toolbox User's Guide (Beale et al. 2010) .
The evaluation results of the two selected WNN models (db5L4 and db5L5) and single ANN model after employing BR are shown in Tables 3 and 4 . The evaluation indices for the model testing show that the prediction abilities of the two WNN models and the ANN model had been significantly improved, while retaining the good fitting abilities for the historical data as evidenced by the training evaluation indices (Table 3) . Comparison of the two WNN hybrid models with the ANN model, via model evaluation indices, suggested that the two hybrid WNN models significantly improved the general estimation of intermediate and moderate discharge (Table 3) , while comparison of the extreme error indices indicated that the two hybrid models also had abilities to accurately forecast the highest and lowest river discharges (Table 4 ). Taking HX series as an example, the good performance of the two WNN models in comparison to the ANN model can be displayed using regression plots (Fig. 5) , in which the network (Fig. 5(a, b) ) and (R = 0.969 and 0.696 for WNN db5L5) (Fig. 5(c, d) ) in training and testing, respectively, indicated that the fit was reasonably good. In contrast, ANN exhibited a poorer performance for river discharge prediction (R = 0.487) in testing ( Fig. 5(f) ) even though the R value of 0.962 in training indicated that the single ANN was able fit historical data well (Fig. 5(e) ).
Comparing the evaluation indices of the three models in terms of smallest errors (MSE, MAE, MnARE, RE mxd ) and highest R values, reveals that the WNN model of db5L4 had the best performance to estimate general river and peak flows of both HX and WJ series, and WNN db5L5 had the best performance for general river and peak flows of the XY series. The prediction abilities of these optimal WNN models were superior to the single ANN model (Fig. 6) .
The detailed comparison results of 48-months ahead prediction (i.e. four year period) of the optimal WNN and ANN models and their evaluations are displayed in Table 5 . In general, these results revealed that the 48-months ahead predictions of WNN models were more accurate than that of the ANN model based on both maximum, minimum and mean absolute errors (AEs), and the AEs of peak and lowest discharge, though during prediction of the Huaxian and Xianyang flows, ANNs had comparatively smaller minimum AE (0.3 and 1.1) and smaller AEs for lowest flows (33.8 and 1.1), respectively.
CONCLUSIONS
This study employed a WNN hybrid modelling approach to estimate monthly river flows. This hybrid modelling approach was successfully applied to simulate flow time series of three gauges in the Weihe River. The data series were decomposed into six different sub-series at five resolution levels using DWT of the wavelet function of Daubechies 5 (db5). The sub-series at these five levels were input to the design network. The results from WNN hybrid models were compared with those from the single ANN model. The comparisons show that while ANN might meet the training goals provided sufficient neurons were included in the hidden layers, in general, ANN alone failed to accurately predict the peak and lowest river flow. By contrast, WNN hybrid models displayed much better performance both in the training and testing periods than the single ANN. WNN models significantly improved the estimation of intermediate and moderate river flow in general, as well as the peak and lowest flows. These results are very significant for flood prevention and river baseflow assessment. The final results of the study also confirmed that the WNN model at level 4 (db5L4) had the best simulation performance for modelling the river flow at Huaxian and Weijiabao, and WNN model at level 5(db5L5) had the best simulation performance for modelling the river flow at Xianyang.
