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ABSTRACT
We present CO(1–0) observations obtained at the Karl G. Jansky Very Large Array (VLA) for 14
z ∼ 2 galaxies with existing CO(3–2) measurements, including 11 galaxies which contain active galactic
nuclei (AGN) and three submillimeter galaxies (SMGs). We combine this sample with an additional
15 z ∼ 2 galaxies from the literature that have both CO(1–0) and CO(3–2) measurements in order to
evaluate differences in CO excitation between SMGs and AGN host galaxies, measure the effects of CO
excitation on the derived molecular gas properties of these populations, and to look for correlations
between the molecular gas excitation and other physical parameters. With our expanded sample of
CO(3–2)/CO(1–0) line ratio measurements, we do not find a statistically significant difference in the
mean line ratio between SMGs and AGN host galaxies as found in the literature, instead finding
r3,1 = 1.03 ± 0.50 for AGN host galaxies and r3,1 = 0.78 ± 0.27 for SMGs (or r3,1 = 0.90 ± 0.40 for
both populations combined). We also do not measure a statistically significant difference between
the distributions of the line ratios for these populations at the p = 0.05 level, although this result
is less robust. We find no excitation dependence on the index or offset of the integrated Schmidt-
Kennicutt relation for the two CO lines, and obtain indices consistent with N = 1 for the various
sub-populations. However, including low-z “normal” galaxies increases our best-fit Schmidt-Kennicutt
index to N ∼ 1.2. While we do not reproduce correlations between the CO line width and luminosity,
we do reproduce correlations between CO excitation and star formation efficiency.
Keywords: galaxies:active — galaxies: high-redshift — galaxies: ISM — galaxies: starburst — ISM:
molecules
1. INTRODUCTION
Understanding the interaction between the growth of
galaxies and their central supermassive black holes has
been a key question in the field of galaxy evolution. The
MBH-σbulge relation at z = 0 (e.g., Ferrarese & Mer-
ritt 2000; Gebhardt et al. 2000), the concurrent peaks
of both active galactic nuclei (AGN) and star formation
activity at z ∼ 2 (e.g., Madau et al. 1996; Cowie et al.
2003; La Franca et al. 2005; Hopkins & Beacom 2006;
Bongiorno et al. 2007; Reddy & Steidel 2009), and ob-
servations suggesting departure from the Magorrian rela-
tion (Magorrian et al. 1998) at z & 2 (e.g., Walter et al.
2004; Alexander et al. 2008; Coppin et al. 2008; Riechers
et al. 2009; Kimball et al. 2015) imply close coordina-
tion between galaxy evolution and the growth of central
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supermassive black holes (although see Kormendy & Ho
(2013) for a review). While high-z quasars are generally
rare, a significant fraction have far-infrared (FIR) lumi-
nosities > 1013 L (e.g., Wang et al. 2008; Leipski et al.
2013, 2014) which are mostly due to high star forma-
tion rates (>1000M yr−1) fed by molecular gas reser-
voirs on the order of 1010–1011M (e.g., Carilli & Walter
2013, and references therein). Among FIR-bright galax-
ies near the peak of cosmic growth, submillimeter galax-
ies (SMGs; Casey et al. 2014 and references therein) are
substantially more common than FIR-luminous quasars,
but have comparable LFIR, star formation rates (SFRs),
molecular gas masses, and dynamical masses (e.g., Gen-
zel et al. 2003; Tecza et al. 2004; Tacconi et al. 2006,
2008; Riechers et al. 2008a,b; Ivison et al. 2010a; Hain-
line et al. 2011; Hodge et al. 2012). Both SMGs and
optically-selected AGN (quasars) are suspected to trace
massive structure formation at high redshift since both
populations have similar clustering properties (e.g., Blain
et al. 2004; Hickox et al. 2012). SMGs, however, typi-
cally have ∼ 1.5–2 orders of magnitude less massive black
holes (∼ 107 vs. 109M; e.g., Alexander et al. 2005,
2008). This difference suggests that both high-z pop-
ulations deviate from the MBH–M? relation for nearby
spheroidal galaxies (e.g., Tremaine et al. 2002; Marconi
& Hunt 2003), but in different directions (e.g., Alexander
et al. 2008; Riechers et al. 2008b; Coppin et al. 2008).
Given the many similarities in physical properties
between SMGs and AGN, attempts have been made
to fit both populations into a unified picture (e.g.,
Granato et al. 2001; Somerville et al. 2008; Bon-
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field et al. 2011) analogous to the “classical” merger-
driven ultra/luminous infrared galaxy (U/LIRG)-quasar-
transition hypothesis at low redshifts (e.g., Sanders et al.
1988). However, evidence has been mixed regarding the
frequency of mergers within the SMG population (e.g.,
Riechers et al. 2008a,b; Tacconi et al. 2008; Dave´ et al.
2010; Hayward et al. 2011, 2013; Swinbank et al. 2011;
Hodge et al. 2012, 2013, 2015; Aguirre et al. 2013; Riech-
ers et al. 2013, 2014; De Breuck et al. 2014; Sharon et al.
2015; Narayanan et al. 2015). Independent of merger
state, theoretical studies have found it necessary to in-
voke AGN-powered feedback to end the starbursts of
massive galaxies (e.g., Somerville et al. 2008). However,
both the relative importance of AGN feedback compared
to stellar feedback (e.g., Bouche´ et al. 2010; Dave´ et al.
2011, 2012; Shetty & Ostriker 2012; Lilly et al. 2013;
Cicone et al. 2014) and exact feedback mechanism for
AGN (outflows vs. accretion suppression; e.g., Croton
et al. 2006; Hopkins & Beacom 2006; Gabor et al. 2011;
Cicone et al. 2014) are still debated. In addition, recent
work suggests that AGN may enhance star formation in
galaxies’ centers (e.g., Stacey et al. 2010; Ishibashi &
Fabian 2012; Silk 2013).
If AGN directly influence the star formation history of
galaxies, their effects should be measured in the molecu-
lar interstellar medium (ISM) that fuels star formation.
At low-z, molecular outflows have been observed in lumi-
nous AGN (e.g., Feruglio et al. 2010; Cicone et al. 2014),
and very high excitation CO lines have been observed
in some AGN (e.g., Weiß et al. 2007; Hailey-Dunsheath
et al. 2012; Spinoglio et al. 2012), but these components
represent a small fraction in mass of the total molecular
gas reservoirs in star-forming galaxies.
Promising evidence for AGN affecting the bulk of
galaxies’ molecular ISM has been found in the initial
CO(1–0) samples of z ∼ 2 SMGs and AGN host galaxies.
The relatively recent availability of Ka-band receivers
on the Karl G. Jansky Very Large Array (VLA) and
the Robert C. Byrd Green Bank Telescope (GBT) has
led to a small but growing number of CO detections in
z ∼ 2–3 galaxies that are complete down to the low-
est rotational line, CO(1–0), which is crucial for tracing
the coldest gas components (e.g., Swinbank et al. 2010;
Harris et al. 2010, 2012; Ivison et al. 2011, 2013; Daniel-
son et al. 2011; Riechers et al. 2011d,c,a; Ivison et al.
2012; Thomson et al. 2012; Fu et al. 2013; Thomson
et al. 2015; Sharon et al. 2013, 2015; for CO(1–0) detec-
tions at other redshift using other bands, see Carilli et al.
2002; Greve et al. 2003; Riechers et al. 2006, 2009, 2011a,
2013; Hainline et al. 2006; Dannerbauer et al. 2009; Car-
illi et al. 2010; Aravena et al. 2010, 2014, 2016; Emonts
et al. 2011). Observations revealed that SMGs appear
to have a common L′CO(3−2)/L
′
CO(1−0) line luminosity
ratio of r3,1 ≈ 0.6, indicative of a multi-phase molec-
ular ISM including a previously unaccounted for cold
gas reservoir (e.g., Swinbank et al. 2010; Harris et al.
2010; Ivison et al. 2011; Danielson et al. 2011; Thomson
et al. 2012; Bothwell et al. 2013; cf. Riechers et al. 2011c;
Sharon et al. 2013, 2015). In contrast, AGN host galaxies
at similar redshifts appear to have an entirely different
line ratio, r3,1 = 1, which could be indicative of only
warm single-phase gas (Riechers et al. 2011b; Thomson
et al. 2012). While sub-unity values of r3,1 are also ex-
pected for subthermally excited gas or cold gas where
there is a difference between the Planck and Rayleigh-
Jeans temperatures, commonly observed higher-J CO
emission from systems with r3,1 < 1 disfavor subther-
mal and low temperature single phase interpretations of
low r3,1 (e.g., Harris et al. 2010). The apparent difference
in CO(3–2)/CO(1–0) line ratios for SMGs and AGN host
galaxies can be interpreted as supporting an evolution-
ary connection between the two populations such as high
r3,1 occurring in late stage mergers where the molecular
gas has been funneled by gravitational torques to central
high-density and/or AGN-dominated region, or high r3,1
occurring once the bulk of the molecular gas reservoir has
been ejected by AGN (and/or stellar) feedback. How-
ever, this single line ratio does not distinguish between
“direct” SMG-AGN evolutionary connections where high
r3,1 values are due to the influence of the central AGN, or
“indirect” models where galaxies’ changing r3,1 and AGN
activity mutually track some other evolutionary process.
The molecular gas excitation conditions and their dif-
ferences between galaxy populations has important con-
sequences for characterizations of high-z sources since
the lines ideally used to trace the molecular gas mass,
and thus star-forming potential, of galaxies are depen-
dent on the gas physical conditions. The sub-unity
r3,1 ∼ 0.6 found in (most) SMGs to-date means that
molecular gas mass estimates based on the CO(3–2) line
luminosity would be off by a factor of ∼ 2 without an
appropriate excitation correction. If the average exci-
tation differs between galaxy populations, incorrect as-
sumptions about the excitation would bias comparisons
between those populations, potentially affecting under-
standing of their evolutionary connections. Incorrect
gas masses could also introduce biases in the observed
Schmidt-Kennicutt relation (Schmidt 1959; Kennicutt
1989), an empirical correlation which probes the phys-
ical process responsible for star formation (e.g., Bigiel
et al. 2008 and references therein) and is frequently used
as input for numerical simulations of galaxy formation
(e.g., Springel & Hernquist 2003; Narayanan et al. 2008b;
Somerville et al. 2008; Juneau et al. 2009). Despite nu-
merous studies of the Schmidt-Kennicutt relation, differ-
ences in methods (integrated vs. spatially resolved stud-
ies; e.g., Young et al. 1986; Solomon & Sage 1988; Ken-
nicutt 1989; Buat et al. 1989; Kennicutt 1998; Gao &
Solomon 2004; Bouche´ et al. 2007; Bigiel et al. 2008;
Krumholz et al. 2009; Bigiel et al. 2010; Daddi et al.
2010; Genzel et al. 2010; Wei et al. 2010; Tacconi et al.
2013), assumptions (particularly gas mass conversion fac-
tors; e.g., Bigiel et al. 2008; Daddi et al. 2010; Genzel
et al. 2010), gas and star formation rate (SFR) trac-
ers (e.g., Gao & Solomon 2004; Narayanan et al. 2005;
Gracia´-Carpio et al. 2008; Bussmann et al. 2008; Iono
et al. 2009; Juneau et al. 2009; Kennicutt & Evans 2012),
and galaxy populations (e.g. Gao & Solomon 2004; Daddi
et al. 2010; Genzel et al. 2010; Tacconi et al. 2013) leads
to significant uncertainties in the relation’s characteris-
tics (such as the index of the power law) and interpre-
tation. Different molecular emission lines are sensitive
to different density regimes in the ISM (Krumholz &
Thompson 2007; Narayanan et al. 2008a, 2011), mak-
ing the observed index of the Schmidt-Kennicutt rela-
tion dependent on the gas physical conditions. How the
Schmidt-Kennicutt index varies between gas tracers with
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different critical densities therefore probes the underly-
ing volumetric star formation relation (the Schmidt law)
set by the physics of star formation. The fidelity of dif-
ferent molecular gas tracers in capturing the Schmidt-
Kennicutt relation is particularly important for compar-
isons between sources at different redshifts since atmo-
spheric and instrumentation limitations have caused the
molecular gas in most z ∼ 2–3 sources to be charac-
terized with mid-J CO lines (Jupper = 3, 4, 5) whereas
the molecular gas in local galaxies is mostly character-
ized using CO(1–0) or CO(2–1). While several studies
have examined the change in the power law index of the
Schmidt-Kennicutt relation with different CO lines with
mixed results (e.g., Yao et al. 2003; Bayet et al. 2009;
Greve et al. 2014; Liu et al. 2015; Kamenetzky et al.
2015), there has been no systematic study on the effects
of excitation on the Schmidt-Kenicutt relation at high
redshift to date.
Here we present a systematic study of CO(1–0) emis-
sion for nearly all z ∼ 2–3 SMGs and AGN host galaxies
with existing CO(3–2) detections at the time of the ob-
servations. We present new observations of the CO(1–0)
line obtained at the Karl G. Jansky Very Large Array
(VLA) for 14 objects, including 13 successful detections
and one new upper limit. We describe the observations
and discuss the sample in Sections 2 and 3, respectively.
In Section 4, we determine if the previously observed
dichotomy in r3,1 values between SMGs and AGN host
galaxies hold up for the expanded sample, evaluate the
effects of the excitation on the characterization of these
galaxies’ star formation properties (e.g., the Schmidt-
Kennicutt relation), and evaluate evidence for a SMG-
quasar transition among z ∼ 2–3 galaxies. Our results
are summarized in Section 5.
We assume the flat WMAP9+BAO+H0 mean ΛCDM
cosmology throughout this paper, with ΩΛ = 0.712 and
H0 = 69.33 km s
−1 Mpc−1 (Hinshaw et al. 2013).
2. OBSERVATIONS AND DATA REDUCTION
The observed sample was selected from all known z ∼
2–3 SMGs and AGN host galaxies with existing CO(3–2)
measurements at the time of the observations, excluding
those with existing CO(1–0) measurements, those being
observed in CO(1–0) as part of other observing programs,
and those with prohibitively long integration times (four
sources). Eight galaxies from this observational program
have already been published (Riechers et al. 2011a,b,d).
Here we present an additional 14 objects: 11 AGN host
galaxies (six lensed and five unlensed) and three SMGs
(two lensed and one unlensed). The galaxies in our new
observations have redshifts between 2.0590 ≤ z ≤ 3.2399
and magnification factors as high as µ = 173. For
our final analysis, we include 15 additional sources from
the literature that have both CO(1–0) and CO(3–2)
measurements: three lensed AGN host galaxies and 12
SMGs (eight lensed and four unlensed). These additional
sources have a similar redshift range to that of our new
sample, 2.2020 ≤ z ≤ 3.1999, and have a maximum mag-
nification of µ = 45. The (magnification-corrected) FIR
luminosities of the complete sample (adopted from the
literature and listed in Table 2), including new and lit-
erature CO(1–0)-detected sources, are large, and in the
regime of U/LIRGs and hyper-luminous infrared galaxies
(HyLIRGs) with 11.2 ≤ log(LFIR/L) ≤ 13.310.
The classification of these sources as SMGs or AGN
host galaxies are entirely historical and uses their pre-
vious categorizations from the literature. We use the
literature classifications in order to compare our results
with previous work that studies the CO(3–2)/CO(1–0)
line ratio differences between SMGs and AGN host
galaxies using the same literature-based classifications.
The SMGs and AGN have comparable FIR luminosities
that are mostly ULIRG-like (12.0 ≤ log(LFIR/L) <
13.0). Both categories have two LIRGs (11.0 ≤
log(LFIR/L) < 12.0) each, and there are two SMG
HyLIRGs (log(LFIR/L) ≥ 13.0) and one AGN host
galaxy HyLIRG. The AGN in this sample are either
optically-selected quasars and radio-loud AGN, with the
exception of F10214+4724.
Our observing program was carried out at the VLA
over multiple observing periods from fall 2009 until fall
2015 (programs AR708, 11B-025, 11B-151, 12A-009, and
15B-329). Since this period includes the commissioning
of the Ka-band receivers and the Wideband Interfero-
metric Digital Architecture (WIDAR) correlator, both
the correlator setups and number of available anten-
nas varied between observations; the observations are
summarized in Table 1. Most observations were car-
ried out in the D configuration (minimum and maxi-
mum baselines of 40.0 m and 1.03 km, respectively), but
some higher resolution C configuration observations were
also taken (minimum and maximum baselines of 78.1 m
and 3.39 km, respectively); the number of antennas, ar-
ray configuration, and resulting synthesized beam sizes
are listed in Table 1 and accounts for antennas that still
lacked Ka-band receivers at the time of the observations
or antennas that were excluded from the analysis due to
other technical problems.
For all observations except HS 1611+4719 (the first ob-
ject observed) and data obtained in fall 2015, we ob-
tained the full polarization information with 2 MHz spec-
tral resolution. For the fall 2015 data, we observed in
dual polarization mode with 1 MHz channel widths11.
The total contiguous bandwidth in the two intermedi-
ate frequency (IF) channel pairs was either 128 MHz or
1024 MHz each. For the wider bandwidth observations,
there are eight sub-bands per IF pair, each with 64 chan-
nels (128 MHz bandwidth) and no frequency overlap be-
tween sub-bands. The two IF pairs were spaced 1 GHz
apart for all observations where the restrictions in Ka-
band IF tuning allowed it. For the narrower bandwidth
observations, the two IF pairs were tuned to overlap by
4 MHz (two channels) for all observations where the IF-
pair tuning restrictions allowed it. For HS 1611+4719,
the channel size is 3.125 MHz and there are seven chan-
nels per IF pair (total bandwidth of 21.875 MHz per IF
10 We use FIR luminosities as reported in the literature, which
are calculated using a variety of different methods in addition to
using different wavelength regimes to define FIR. Since simple cor-
rections between wavelength assumptions require either arbitrary
choices of dust temperatures and modified black body indices or
model SEDs (spectral energy distributions), and produce correc-
tions that are within the scatter of the measurement techniques,
we do not correct for these differences here.
11 Although the second track from fall 2015 on B9138+666 has
2 MHz/full polarization for the high frequency intermediate fre-
quency (IF) channel pair and 1 MHz/dual polarization for the lower
frequency IF pair.
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pair). The two IF pairs were tuned to provide zero
frequency overlap and dual polarization. For the four
cases where restrictions in the IF pair tuning did not
allow a 1 GHz separation, the higher frequency IF pair
was tuned to either the 146.969 GHz CS(3–2) line (for
RX J0911+0551, J22174+0015, and B1359+154) or the
130.269 GHz SiO(3–2) line (for J04135+10277).
Observations alternated between the target source (in-
tegration times of ∼ 3–9 minutes) and a nearby quasar
(∼ 1 minute) that is used for phase and secondary flux
calibration. One of 3C286, 3C138, 3C147, or 3C48 was
observed for bandpass and primary flux calibrations. For
three tracks the flux calibrator data was not recorded
or the data are bad. In those cases we used the phase
calibrator for flux calibration, manually setting the flux
to the model values determined from whichever other
track was observed nearest in time. While the observed
quasars may be variable, for these particular sources we
found that the flux densities at the chosen frequency var-
ied between observing tracks by less than 10%, which is
within the standard assumed value of the flux calibration
uncertainty for the Ka-band. In order to check that our
assumed fluxes are accurate, we verified that the noise
in the images of each individual track and in the com-
bined science image was appropriate using the radiome-
ter equation. Pointing checks were carried out approx-
imately once an hour on either the phase or flux cali-
brator. We set initial target integration times to achieve
5–7σ detections of the integrated lines as predicted by
the CO(3–2) fluxes assuming a single thermalized gas
phase. Although we adjusted integration times if we ob-
tained adequate signal-to-noise with less time or if the
sources were undetected, observations for some sources
are incomplete and we have not hit the target S/N in
all cases. We used three second correlator integration
times per visibility data point for all observations. How-
ever, during the observations for nine of the 14 sources,
the WIDAR correlator malfunctioned and recorded data
from only the first second of each three second integra-
tion (for a factor of
√
3 reduction in S/N)12. In order
to salvage those data, we modified the time-stamps and
exposure times in the measurement sets of the effected
tracks using Common Astronomy Software Application
(CASA)13 to accurately reflect how the data were ob-
tained, although adjusting the timestamps does not ap-
pear to affect the resulting maps.
Calibrations were done using CASA version 4.2.2
and using the EVLA pipeline prototype version 1.3.1
(without Hanning smoothing). We slightly modified
the pipeline so that only the first and last chan-
nel of spectral windows were flagged out (except for
B1938+666). After running the pipeline, the calibrated
data was visually inspected and in some cases addi-
tional antennas were flagged out (reflected in Table 1).
The pipeline script did not work for HS 1611+4719,
so that data was processed by hand in the same
CASA version. All maps were made using natural
weighting in CASA. We also performed self-calibration
on the continuum emission for B1938+666 and MG
0414+0534, and baseline-based gain calibration for
MG 0414+0534. For sources with signficant contin-
12 http://www.vla.nrao.edu/astro/archive/issues/#1009
13 http://www.casa.nrao.edu
uum emission (B1938+666, HE 0230–2130, RX J1249–
0559, HE 1104+1805, J1543+5359, VCV J1409+5628,
MG 0414+0534, and B1359+154) we performed uv-plane
continuum subtraction prior to the analysis of the inte-
grated line maps. All other sources either had sufficiently
weak or undetected continuum emission that did not re-
quire removal for analysis of the line maps.
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3. RESULTS
We successfully detected the CO(1–0) line in 13 ob-
jects (five of which are tentative) and did not detect the
CO(1–0) line in one object; the integrated line maps are
shown in Figures 1 and 2. We consider the sources suc-
cessfully detected if (a) the peak of the CO(1–0) emis-
sion is spatially coincident with the CO(3–2) emission to
within twice the position uncertainty and (b) the peak
emission is at least 5× the map noise; if the peak is
between 3–5σ we consider the source to be tentatively
detected. To be considered a (tentative) detection, we
also require that the source emission be spatially dis-
tinct from any nearby noise peaks and comparable to
or larger than the synthesized beam in size (listed in
Table 1). Offsets between the centroid positions of the
CO(1–0) and CO(3–2) emission range from 0.′′1–1.′′9 and
the astrometric uncertainties on the CO(3–2) emission
range from 0.′′11–1.′′7. For strongly lensed objects with
multiple images that lack previous high-resolution radio
maps, we allow offsets of up to 1′′ since astrometric cal-
ibrations for optical data are less accurate. We discuss
our single CO(1–0) non-detection, for MG 0414+0534, in
Section 3.10. In addition to the CO(1–0) measurements,
we detected continuum emission in ten of the fourteen
objects (Figures 1 and 2).
For most objects we lacked the S/N to precisely mea-
sure the full line profile. In these cases, we calculated
the CO(1–0) line flux over the approximate full width
half maximums (FWHMs) or full width zero intensi-
ties (FWZIs) measured for the CO(3–2) lines, choosing
whichever velocity range retrieves the most flux from
the source. In principle the FWZI maps should retrieve
larger fluxes by definition, but in some cases the larger
velocity range incorporates noise that reduces the mea-
sured flux in our marginally detected sources. While this
method could bias our resulting CO(3–2)/CO(1–0) mea-
surements towards lower values, we see no evidence for
systematically low r3,1 values in our new measurements.
In addition, previous observations indicate that the
CO(1–0) emission may be broader in velocity than the
CO(3–2) emission (e.g., Hainline et al. 2006; Ivison et al.
2011; Riechers et al. 2011a; Thomson et al. 2012), which
suggests that choosing larger velocity widths would more
accurately capture the broad CO(1–0) emission. The
measured integrated line fluxes and velocity integration
widths are listed in Table 2. With the exception of the
sources with the narrowest FWHMs (∼ 200 km s−1), the
measured line fluxes were robust (within the statisti-
cal uncertainties) to perturbations of ∼ 100 km s−1 in
line centroid and velocity integration width. For five
sources, B1938+666, HE 1104–1805, VCVJ1409+5628,
RX J0911+0551, and J04135+10277, we were able to
measure the CO(1–0) line profiles (Figures 3–7).
We discuss the individual sources in the following sec-
tions. We defer discussions comparing our new CO(1–0)
measurements with existing (largely single-dish) litera-
ture values to Section 4, where we also evaluate the ef-
fects on the populations’ CO line ratio measurements.
3.1. B1938+666
We successfully detect CO(1–0) emission from the
strongly-lensed radio-loud AGN host galaxy B1938+666
with a peak SNR = 20.6 (Figure 1). We measure
S1−0∆v = 0.93±0.07(±0.09) Jy km s−1 (where the latter
10% uncertainty is associated with the flux calibration)
at the position of the CO(3–2) emission from Riechers
(2011). Gaussian fits to the line profile (Figure 3; re-
duced χ2 = 0.77) give a peak flux of 1.61±0.13 mJy and
FWHM of 654±71 km s−1. The velocity centroid yields a
CO(1–0)-determined redshift of z1−0 = 2.0592± 0.0003,
which is consistent with the redshift of the CO(3–2)
line (z3−2 = 2.0590 ± 0.0003) from Riechers (2011).
The CO(1–0) emission is partially resolved, and ellip-
tical Gaussian fits to the uv data give a FWHM of
1.′′17 ± 0.′′23 and axis ratio consistent with unity (uv-
continuum fits assuming a ring-shaped emission distribu-
tion do not converge). The source size is consistent with
the diameter of the Einstein ring, ∼ 0.′′95 (King et al.
1997).
We also detect 114 GHz (rest frame) continuum emis-
sion from B1938+666 (peak SNR = 4970; Figure 1). We
measure a flux of S114 = 56.271 ± 0.004(±5.627) mJy
where the latter 10% uncertainty is associated with the
flux calibration. uv-continuum fits assuming a ring-
shaped emission distribution do not converge. Assuming
an elliptical Gaussian yields a FWHM of . 0.′′5, which
is inconsistent with the diameter of Einstein ring. How-
ever, if the radio continuum emission is dominated by
the northern arc (Browne et al. 2003), then the a smaller
source size would be expected.
3.2. HS 1002+4400
We successfully detect CO(1–0) emission from the
optically-bright quasar HS 1002+4400 with a peak
SNR = 6.30. We measure S1−0∆v = 0.53 ±
0.14(±0.05) Jy km s−1 at the position of the CO(3–2)
emission from Coppin et al. (2008). The CO(1–0) emis-
sion is unresolved. We do not detect significant 115 GHz
(rest frame) continuum emission from the source (with
the same synthesized beam as the CO(1–0) emission).
Assuming a point source we derive a 3σ upper limit of
0.13 mJy.
3.3. HE 0230–2130
We tentatively detect CO(1–0) emission from strongly-
lensed optically-bright quasar HE 0230–2130 with a
peak SNR = 4.95. We measure S1−0∆v = 0.39 ±
0.11(±0.04) Jy km s−1 at the position of the CO(3–2)
emission (Riechers 2011). The CO(1–0) emission is par-
tially resolved and detected in the southern pair of im-
ages (which are not resolved individually) and the north-
eastern image. It is possible that we have out-resolved
some of the flux (the CO(3–2) emission in Riechers (2011)
is partially resolved in the East-West direction with a
larger 7.′′3×4.′′2 beam) and the emission from the north-
western image is below our sensitivity limits. While the
brightness ratio between the two detected CO(1–0) peaks
(0.83) is not consistent with the optical ratios from the
CASTLeS14 survey of lensed galaxies (0.71–0.32 depend-
ing on whether you assume the CO(1–0) originates in
one or both of the southern images), if we assume the
the optical image ratios, the expected emission from the
north-western peak is well below the map noise.
We also tentatively detect 114 GHz (rest frame) con-
tinuum emission from HE 0230–2130 with a peak SNR =
14 https://www.cfa.harvard.edu/castles/
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Figure 1. Velocity-integrated CO(1–0) line maps (left) and continuum maps (right) for the sources observed in this survey in order
of increasing redshift. Contours are multiples of ±1.5σ, except for the integrated line map of B1938+666 and the continuum maps of
B1938+666, RX J1249-559, MG 0414+0534, and B1359+154 where the contours are powers of ±2σ (i.e., ±2σ, ±4σ, ±8σ, etc.); negative
contours are dashed. Beam sizes are shown at lower left. Crosses mark the positions of the sources (from the CO(3–2) observations for the
unlensed galaxies; see references in Table 2) or images of the sources (from high-resolution optical/radio data for strongly lensed galaxies;
Browne et al. 2003; Kneib et al. 2000; CASTLeS https://www.cfa.harvard.edu/castles/), and diamonds mark the position of the foreground
lensing galaxies. For B1938+666, the circle marks the position and size of the Einstein ring.
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Figure 2. Fig. 1 continued.
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Figure 3. CO(1–0) spectrum (thick solid histogram) and Gaus-
sian fit to the line profile (dashed line) for B1938+666 plotted rela-
tive to the CO(3–2)-determined redshift (z = 2.0590±0.0003) from
Riechers (2011). Thin vertical lines denote the ±1σ uncertainty on
the measured flux (±0.33 mJy, on average). Channel widths are
50 km s−1. Gaps in the spectral coverage are due to spectral win-
dow end channels that were flagged out during the data reduction.
Our best-fit CO(1–0)-determined redshift is z = 2.0592± 0.0003.
4.38. We measure S114 = 46± 11(±5)µJy near the posi-
tion of the southern two images. We do not assume the
weak secondary peak is emission from the north-western
image (or the lensing galaxies) despite its spatial coin-
cidence since it is a < 3σ detection and should not be
brighter than the other images (assuming the optical im-
age ratios). However, it is possible that differential lens-
ing may be affecting the measured image ratios. Assum-
ing the optical image ratios both northern images would
be within the noise of our continuum map.
3.4. RX J1249–0559
We tentatively detect unresolved CO(1–0) emission
from the X-ray absorbed quasar RX J1249–0559 with
a peak SNR = 4.76. We measure S1−0∆v = 0.20 ±
0.04(±0.02) Jy km s−1 at the position of the CO(3–2)
emission from Coppin et al. (2008). We also detect un-
resolved 114 GHz continuum emission from RX J1249-
0559 (peak SNR = 65.5), obtaining S114 = 0.65 ±
0.02(±0.07) mJy.
3.5. HE 1104–1805
We successfully detect CO(1–0) emission from
strongly-lensed optically-bright quasar HE 1104–1805.
The CO(1–0) emission is detected in both images (with
peak SNRs of 7.68 and 5.80 for the western and east-
ern images, respectively) where the western image ap-
pears spatially extended. We measure S1−0∆v = 0.56±
0.08(±0.06) Jy km s−1 at the position of the CO(3–2)
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emission from Riechers (2011) using a 3′′ taper since
some of the emission is potentially out-resolved (with
taper, the synthesized beam FWHM is 4.′′09 × 3.′′47
at a position angle of −12.11◦, and we retrieve ∼ 25%
more flux). Using a single Gaussian to fit the line pro-
file (Figure 4; reduced χ2 = 2.04) gives a peak flux of
2.11 ± 0.26 mJy and FWHM of 372 ± 49 km s−1. The
velocity centroid yields a CO(1–0)-determined redshift
of z1−0 = 2.3220 ± 0.0002, which is consistent with the
redshift of the CO(3–2) line (z3−2 = 2.3221 ± 0.0004)
from Riechers (2011). There is, however, a conspicuous
narrow peak in the line profile. If we perform a double
Gaussian fit (reduced χ2 = 1.36, which is a significant
improvement), we obtain a peak fluxes of 1.55±0.33 mJy
and 4.11 ± 0.58 mJy and FWHMs of 233 ± 73 km s−1
and 91 ± 16 km s−1. The two peaks are offset by
209 ± 29 km s−1, where the redshift for broader/bluer
peak is z = 2.3204 ± 0.0003. Both the single and dou-
ble Gaussian fits produce integrated line fluxes slightly
larger than our measured flux (0.84± 0.15 Jy km s−1 and
0.78 ± 0.17 Jy km s−1, respectively), potentially due to
resolved velocity structure, although the integrated line
fluxes from the both Gaussian fits are consistent with our
measured value at . 2σ.
We also detect 115 GHz continuum emission from HE
1104-1805 at the positions of the western and eastern
images (with peak SNRs of 10.2 and 4.6, respectively),
obtaining S115 = 120± 19(±12)µJy.
The average flux ratio between the two images in
the optical and infrared from the CASTLeS15 survey of
lensed galaxies is ∼ 4.4. However, the flux ratios based
on the CO(1–0) and continuum maps are half the opti-
cal value. It is possible that the CO(1–0) and 115 GHz
continuum emission is distributed differently from opti-
cal and infrared, causing differences in the effective lens-
ing magnification and thus observed brightness ratios be-
tween the two images as a function of wavelength (i.e.,
differential lensing may be occurring). It is also possible
that we have out-resolved some of the flux, particularly
in the spatially extended western image, although that
does not explain the difference in the image ratios for the
more compact continuum emission.
3.6. J1543+5359
We tentatively detect CO(1–0) emission from the
optically-bright quasar J1543+5359 with a peak
SNR = 4.95. We measure S1−0∆v = 0.10 ±
0.02(±0.01) Jy km s−1 at the position of the CO(3–2)
emission from Coppin et al. (2008). The CO(1–0) emis-
sion is unresolved. We also detect unresolved 115 GHz
continuum emission from J1543+5359 (peak SNR =
5.21), obtaining S115 = 0.11± 0.02(±0.01) mJy.
3.7. HS 1611+4719
The optically-bright quasar HS 1611+4719 is tenta-
tively detected with a peak SNR = 3.41 in the inte-
grated CO(1–0) map. We measure S1−0∆v = 0.20 ±
0.07(±0.02) Jy km s−1 at the position of the CO(3–2)
emission from Coppin et al. (2008). We do not de-
tect 115 GHz (rest frame) continuum emission from the
15 https://www.cfa.harvard.edu/castles/
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Figure 4. Continuum-subtracted CO(1–0) spectrum (thick solid
histogram) and Gaussian fits to the line profile (dotted and dashed
lines) for HE1104–1805 plotted relative to the CO(3–2)-determined
redshift (z = 2.3221± 0.0004) from Riechers (2011). Thin vertical
lines denote the ±1σ uncertainty on the measured flux (±0.51 mJy,
on average). Channel widths are 50 km s−1. We perform both
single (dashed line) and double (dotted line) Gaussian fits to the
spectrum. For the single Gaussian fit, our CO(1–0)-determined
redshift is z = 2.3220± 0.0002.
source. Assuming a point source we derive a 3σ upper
limit of 0.57 mJy.
3.8. J044307+0210
We detect CO(1–0) emission from weakly-lensed SMG
J044307+0210 with a peak SNR = 6.12 at the po-
sition of the CO(3–2) emission from Tacconi et al.
(2006). There is also a second 3.34σ peak to the south-
west, but it is unclear if that peak is associated with
the CO(1–0) emission of J044307+0210. Using only
the brighter of the two peaks, we measure S1−0∆v =
0.12 ± 0.03(±0.02) Jy km s−1. However, if we assume
that the emission is more extended, and extract the flux
from the map with a 3′′ taper applied (beam FWHM
of 4.′′00 × 3.′′68 at a position angle of 16.35◦) that in-
cludes the secondary peak, we then obtain S1−0∆v =
0.22±0.05(±0.02) Jy km s−1. This second flux is more in
line with the value reported for the single dish measure-
ment in Harris et al. (2010). We therefore assume the
larger flux measurement from the tapered map in the
subsequent analysis, which is the value recorded in Ta-
ble 2. We do not detect significant 117 GHz (rest frame)
continuum emission from the source. Assuming a point
source we derive a 3σ upper limit of 25µJy.
3.9. VCV J1409+5628
We successfully detect CO(1–0) emission from the
optically-bright radio-quiet quasar VCV J1409+5628
with peak SNR = 8.47. We measure S1−0∆v = 0.27 ±
0.07(±0.03) Jy km s−1 at the position of the CO(3–2)
emission from Beelen et al. (2004). The CO(1–0) emis-
sion is unresolved. Gaussian fits to the line profile (Fig-
ure 5; reduced χ2 = 0.83) give a peak flux of 0.64 ±
0.12 mJy and FWHM of 487 ± 101 km s−1. The veloc-
ity centroid yields a CO-determined redshift of zCO =
2.5836 ± 0.0005, which is consistent with the redshift
of the CO(3–2) line (z = 2.5832 ± 0.001; Beelen et al.
2004) and slightly offset from optically-determined red-
shifts (Korista et al. 1993). We also detect unresolved
117 GHz continuum emission from VCV J1409+56289
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Figure 5. CO(1–0) spectrum (thick solid histogram) and Gaus-
sian fit to the line profile (dashed line) for VCVJ1409+5628 plotted
relative to the CO(3–2)-determined redshift (z = 2.5832± 0.0001)
from Beelen et al. (2004). Thin vertical lines denote the ±1σ un-
certainty on the measured flux (±0.23 mJy, on average). Channels
widths are 75 km s−1. The best-fit CO(1–0)-determined redshift is
z = 2.5836± 0.0005.
(peak SNR = 8.54), obtaining S117 = 63 ± 7(±6)µJy.
We also note that VCV J1409+5628 is one of the two
sources where we have included an observing track that
lacks measurements of a primary flux calibrator.
3.10. MG 0414+0534
The strongly-lensed radio-loud AGN MG 0414+0534
is undetected in CO(1–0). However, we do detect
117 GHz (rest frame) continuum emission from the source
(peak SNR = 17600), obtaining S117 = 95.413 ±
0.018(±9.541) Jy. The continuum emission is spatially
resolved, and an elliptical Gaussian fit to the uv contin-
uum yields a major axis FWHM of ∼ 1.′′3 and axis ratio
of ∼ 0.4 that originates near the positions of the two
brightest optical images of this quadruply-lensed source.
This indicates that most of the 117 GHz continuum emis-
sion is from the eastern two images (consistent with the
5 GHz continuum emission; Browne et al. 2003) which
are not resolved individually.
Based on the CO(3–2) integrated line measurement
from Barvainis et al. (1998), we should have detected
CO(1–0) given the sensitivity of our map. If we assume
thermalized excitation and that the line emission is dis-
tributed equally between the four images to establish a
conservative limit on the CO(1–0) brightness, then each
image should be at least ∼ 3.5σ; using the 5 GHz image
flux ratios and accounting for the small separation of the
brightest two images we would expect a > 10σ detection.
We see no residual structure in the image to suggest that
the bright continuum was poorly subtracted. We exam-
ine the data as function of frequency, both in the image
plane and in the uv data, and see no evidence of line emis-
sion at any of the observed frequencies. Observations of
other CO lines may help clarify our non-detection. For
an upper limit on the CO(1–0) line, we assume that the
emission would be resolved, and originate from all four
of the lensed images which would be individually unre-
solved. With no assumptions of the image brightness ra-
tios, 95% of the CO(1–0) flux should be contained within
a box with an area 3.5 synthesized beams (based on a
Gaussian fit to the assumed emission pattern), which
yields a 3σ upper limit of < 0.11 Jy km s−1.
3.11. RX J0911+0551
We detect CO(1–0) emission from the strongly-lensed
broad absorption line quasar RX J0911+0551. RX
J0911+0551 is partially resolved into its four images
(e.g., Burud et al. 1998)—we have a peak SNR = 11.8
detection of the eastern three closely-spaced images and
a 5.64σ peak detection of the fourth western image.
We measure a total flux from the combined images of
S1−0∆v = 0.22 ± 0.03(±0.02) Jy km s−1. Gaussian fits
to the line profile (Figure 6; reduced χ2 = 0.63) give a
peak flux of 2.0±0.3 mJy and FWHM of 133±23 km s−1.
The velocity centroid yields a CO-determined redshift of
zCO = 2.7961± 0.0001, which is consistent with the red-
shift of the CO(3–2) line (Riechers in prep.) and the
CO(7–6) and C i (3P 2 → 3P 1) lines (Weiß et al. 2012).
We also tentatively detect 131 GHz continuum emis-
sion from the eastern components of RX J0911+0551
(SNR = 4.53), obtaining S131 = 65 ± 16(±7)µJy. As-
suming that the continuum flux ratio between the sum
of the eastern images and the western image matches the
average flux ratio determined in the optical and infrared
from CASTLeS (7.2), the expected 130 GHz flux for the
western image is∼ 9µJy (only 50% larger than the map’s
RMS noise). However, the optical flux ratio is a factor of
∼ 1.5–2 greater than we observe in CO(1–0) (3.6) or has
been observed in CO(7–6) (4.8; Weiß et al. 2012). Using
the CO(1–0) flux ratio, the expected 131 GHz flux for the
western image is ∼ 18µJy and should therefore be de-
tected at the 3σ level. Using the CO(7–6) flux ratio, the
expect 130 GHz flux for the western image is ∼ 14µJy
and should remain undetected (< 2σ).The differences in
the brightness ratios between the images in the optical
and CO emission may be explained by differential lens-
ing. Given the non-detection of western image, we favor
the optical or higher-J CO flux ratios (over the CO(1–0)
flux ratios) since the the 130 GHz continuum emission
may be associated with the AGN and not the extended
molecular gas reservoir.
We also searched for the CS(3–2) 146.969 GHz line that
the higher frequency IF pair was centered on. We do not
detect any CS emission after exploring several possible
line widths and derive a 3σ upper limit of 0.11 Jy km s−1
assuming the same spatially extended flux distribution
and 200 km s−1 bin width as used for the CO(1–0) line
measurement (beam FWHM of 0.′′75× 0.′′63 at position
angle 34.36◦).
3.12. J04135+10277
We successfully detect CO(1–0) emission from the
weakly-lensed SMG J04135+10277 with SNRpeak = 9.6.
We measure S1−0∆v = 0.37 ± 0.06(±0.04) Jy km s−1
at the position of the CO(3–2) emission from Riechers
(2013), which is not being emitted by the nearby quasar-
host galaxy as previous low-resolution observations as-
sumed. Gaussian fits to the line profile (Figure 7; re-
duced χ2 = 0.57) give a peak flux of 0.49±0.11 mJy and
FWHM of 765±222 km s−1. The velocity centroid yields
a CO-determined redshift of zCO = 2.8421 ± 0.0013,
which is in slight tension with the Hainline et al. (2004)
zCO = 2.846 ± 0.002, and signficantly offset from the
GBT-determined CO(1–0) redshift from Riechers et al.
(2011b) (z = 2.8470 ± 0.0004) as well as the CO(3–2)-
determined redshift (z = 2.8458± 0.0006) from Riechers
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Figure 6. CO(1–0) spectrum (thick solid histogram) and Gaus-
sian fit to the line profile (dashed line) for RX J0911+0551 plotted
relative to the CO(3–2)-determined redshift (z = 2.7961± 0.0001)
from Riechers (in prep.). Thin vertical lines denote the ±1σ un-
certainty on the measured flux (±0.41 mJy, on average). Channels
widths are 25 km s−1. The best-fit CO(1–0)-determined redshift is
z = 2.7961± 0.0001.
(2013). It is unclear why the interferometric CO(1–0)
velocity centroid is ∼ 400 km s−1 offset from previously
determined redshifts; there are no obvious problems with
the data or calibration. We note that the overall flux
level is lower than the single-dish measurement as well
as being offset in velocity, which suggests that we have
perhaps resolved out some extended emission that may
be biased towards the redder half of the line (although
all measured FWHMs are consistent within their uncer-
tainties). A similar unexplained offset has been observed
in one other SMG, SMM J02399–0136 (Thomson et al.
2012). The source appears slightly extended relative to
the natural weighting beam, but fits to the uv-data do
not converge on a source size.
We do not detect 123 GHz continuum emission from
J04135+10277. Assuming a point source we obtain a 3σ
upper limit of 24µJy. We also searched for the SiO(3–2)
130.26861 GHz line that the higher frequency IF pair was
centered on. We do no detect any SiO emission after ex-
ploring several possible line widths, and derive a 3σ up-
per limit of 0.077 Jy km s−1 for a point-like source (beam
FWHM of 0.′′94× 0.′′85 at a position angle of 9.77◦) us-
ing the same 800 km s−1 bin width used for the CO(1–0)
emission.
Finally, we look for emission from the nearby optical
quasar (z = 2.837 ± 0.003; Knudsen et al. 2003) origi-
nally assumed to be the source of the CO and FIR emis-
sion. We detect no continuum emission at the exact po-
sition of the optical quasar (J2000 α = 4h 13m 27.28s,
δ = 10◦ 27′ 41′′.4; Knudsen et al. 2003), obtaining a 3σ
upper limit of 24µJy. However, 1.8′′ south of the optical
quasar is a 4.8σ peak with S122 = 80± 19(±8)µJy, but
this emission may be noise and/or not associated with
the quasar. We also searched for CO(1–0) emission from
the quasar and obtain a 3σ upper limit of 0.066 Jy km s−1
assuming a point-like source and a 500 km s−1 line width.
3.13. J22174+0015
We tentatively detect the CO(1–0) line in the SMG
J22174+0015 with SNRpeak = 4.8. We measure
S1−0∆v = 0.099 ± .021(±0.010) Jy km s−1 at the posi-
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Figure 7. CO(1–0) spectrum (thick solid histogram) and Gaus-
sian fit to the line profile (dashed line) for J04135+10277 plotted
relative to the CO(3–2)-determined redshift (z = 2.846 ± 0.002)
from Hainline et al. (2004). Thin vertical lines denote the ±1σ un-
certainty on the measured flux (±0.28 mJy, on average). Channel
widths are 100 km s−1. In light blue we show the GBT spectrum
of the CO(1–0) line from Riechers et al. (2011b) scaled down by
50%, and in light red we show the CO(3–2) spectrum from Riech-
ers (2013) scaled down by a factor of nine. Our best-fit CO(1–0)-
determined redshift is z = 2.842± 0.001.
tion of the CO(3–2) emission from Greve et al. (2005).
The CO(1–0) emission is unresolved. We also tenta-
tively detect 131 GHz (rest frame) continuum emission
from J22174+0015, but the continuum peak is weak
(SNR = 3.1) and slightly offset from the line emission.
We obtain S131 = 19± 6(±2)µJy.
We also searched for the CS(3–2) 146.969 GHz line that
the higher frequency IF pair was centered on. We do not
detect any CS emission after exploring several possible
bin widths and derive a 3σ upper limit of 0.09 Jy km s−1
for a point-like source (beam FWHM of 2.′′51×2.′′17 at a
position angle of −0.70◦) assuming the same 1200 km s−1
bin width used for the CO(1–0) line.
3.14. B1359+154
We detect CO(1–0) emission from the strongly-
lensed radio-loud AGN host galaxy B1359+154 with
a peak SNR = 6.4. We measure S1−0∆v = 0.37 ±
0.07(±0.04) Jy km s−1 at the position of the CO(3–2) and
CO(4–3) emission from Riechers (2011). We also detect
131 GHz continuum emission from B1359+154, obtaining
S131 = 10.7 ± 0.1(±1.1) mJy and SNRpeak = 213. The
emission is partially resolved for both the CO and con-
tinuum maps; the continuum clearly shows three peaks
of emission. Due to the complicated lensing configura-
tion that creates six images of B1359+154 (e.g., Myers
et al. 1999), it is difficult to associate the 130 GHz peaks
with individual images, but the three peaks roughly cor-
respond to images A, B/C, and D/E/F and have the
appropriate relative brightnesses.
We also searched for the CS(3–2) 146.969 GHz line that
the higher frequency IF pair was centered on. We do not
detect any CS emission after exploring several possible
line widths and derive a 3σ upper limit of 0.28 Jy km s−1
(assuming the same spatially extended flux distribution
and 450 km s−1 bin width as for the CO(1–0) line mea-
surement). The beam size for the CS line upper limit is
1.′′09×1.′′01 at a position angle of 52.33◦. Lastly, we also
note that B1359+154 is one of the two sources where we
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have included observing tracks that lack measurements
of a primary flux calibrator.
4. ANALYSIS
4.1. Peculiar r3,1 values and comparisons to previous
measurements
Before we compare the distribution of r3,1 values to
previous results and look for correlations between molec-
ular gas excitation and other galaxy properties, we first
compare our new CO(1–0) detections to any previously
existing measurements and discuss the origins of some
of our large r3,1 values. Five galaxies (RX J0911+0551,
J04135+10277, and J044307+0210 from our observa-
tions; J14011+0252 and J14009+0252 from the litera-
ture) have previous measurements of the CO(1–0) line,
mostly from single-dish observations at the GBT (ex-
cept RX J0911+0551). For RX J0911+0551, the previ-
ous VLA data was taken with the old narrow corre-
lator yielding a line ratio r3,1 ∼ 0.95 (Riechers et al.
2011b) which is consistent with our new measurement of
r3,1 = 1.01±0.29. J04135+10277 has a previous CO(1–0)
measurement using the GBT (Riechers et al. 2011b),
which gave r3,1 = 0.93 ± 0.25. However, higher angu-
lar resolution observations of the CO(3–2) line with the
Combined Array for Research in Millimeter-wave Astron-
omy revealed that the CO emission was not associated
with the nearby optically luminous quasar and is actually
an SMG (Riechers 2013). We use the SMG classification
and our new VLA-determined CO(1–0) flux here, but
note that our new measurement has significantly larger
uncertainties (r3,1 = 1.45 ± 0.35; although this value of
the line ratio is consistent with the previous measure-
ment). SMG J044307+0210 has a previous measurement
of r3,1 = 0.61± 0.15 from the GBT (Harris et al. 2010),
and our new measurement (r3,1 = 0.70 ± 0.20) is con-
sistent with that value. Lastly, the SMGs J14009+0252
and J14011+0252 were both observed in CO(1–0) at the
GBT, giving r3,1 = 0.67 ± 0.08 and r3,1 = 0.76 ± 0.12,
respectively (Harris et al. 2010). However, subsequent
VLA observations in Thomson et al. (2012) and Sharon
et al. (2013) gave ∼ 25% lower CO(1–0) fluxes, yielding
r3,1 = 0.97±0.12 for J14009+0252 and r3,1 = 0.97±0.16
for J14011+0252. For J14011+0252 the two line ratios
are consistent with one another, and for J14009+0252
the two line ratios are marginally inconsistent. Since
interferometers generally provide better amplitude sta-
bility, and the GBT/Zpectromer used for the CO(1–0)
detections is broadened by a sinc(x) response function
which leads to larger line widths and fluxes (see discus-
sion of J14011+0252 in Sharon et al. 2013), we therefore
favor the VLA CO(1–0) measurements in the subsequent
analyses.
Three of our new detections (HE0230–2130, HE1104–
1805, and J04135+10277) and our single line ratio limit
(MG 0414+0534) result in peculiarly large values of
r3,1 > 1.4, although they are consistent at the 1–2σ level
with r3,1 = 1 due to their large uncertainties. Values
of r3,1 > 1 are unlikely to occur under normal condi-
tions for SMGs (where the ISM is dominated by molec-
ular gas and emission is optically thick) but can occur
when the emission is optically thin, when CO(1–0) is
self-absorbed, when the CO emission is optically thick
but emitted from an ensemble of small unresolved clouds,
or when the source of the optically thick emission has a
temperature gradient (e.g., Bolatto et al. 2000, 2003).
We also note that the new VLA measurements of the
CO(1–0) line are systematically lower than (albeit con-
sistent with) the previous GBT measurements, as might
be expected if the interferometer is resolving out part of
the emission.16 While it is unlikely that many z ∼ 2
galaxies are more spatially extended than the largest an-
gular scale accessible with the VLA at these frequen-
cies/configurations (∼ 40′′–50′′), many of our measure-
ments have modest SNRs, which could yield weak ex-
tended emission undetected by our current observations.
We suspect weak extended emission below our detec-
tion threshold is the explanation for two of the three
sources with r3,1 > 1 (and may be contributing to our
non-detection). The third outlier, J04135+10277, is also
among the sources with lower interferometric fluxes, de-
spite being detected at > 9σ. In this case, weak extended
emission seems like an unlikely cause of the discrepancy
between the interferometric and single-dish fluxes and
some other origin is likely given its redshift discrepancy
(discussed previously). In the subsequent analysis of the
r3,1 distributions, we consider the distributions both with
and without the peculiar r3,1 measurements, as well as
the distributions using previous r3,1 measurements for
these sources.
Characterizations of strongly-lensed sources may also
be affected by differential lensing: the variation of the
magnification factor across a spatially extended source.
Differential lensing tends to bias CO excitation measure-
ments to more compact and therefore higher excitation
(higher r3,1) values (e.g., Serjeant 2012; Hezaveh et al.
2012). However, this is less likely to be important for
the low-J CO lines studied here, and there is little obser-
vational evidence supporting the existence of this effect
in these transitions (although see F10214+4724; Deane
et al. 2013a). We do note that some of our most ex-
treme line ratios are observed in our high-magnification
(µ > 10) sources, but that does not explain values of
r3,1 > 1 and is degenerate with the high proportion of
AGN host galaxies in the new observations (which might
be expected to have r3,1 ∼ 1 based on previous line ratio
measurements; Riechers et al. 2011b).
4.2. Is there a difference in r3,1 values for SMGs and
AGN host galaxies?
Given the difference in r3,1 values observed for SMGs
and AGN host galaxies in Harris et al. (2010); Ivison
et al. (2010a, 2011); Riechers et al. (2011d,b), we look
for this difference in our new expanded sample using
CO(3–2) fluxes collected from the literature (Table 2).
In Figure 8 we show the original distribution of r3,1 val-
ues for AGN host galaxies and SMGs taken from the
literature (Harris et al. 2010; Ivison et al. 2010a, 2011;
Riechers et al. 2011d,b) illustrating a clear difference in
r3,1 values for these populations. In Figure 9, we show
the updated distribution including our new r3,1 measure-
16 We also note that the flux scales assumed for the original
Harris et al. (2010) GBT measurements differ from the Perley-
Butler 2013 standards used in the VLA pipeline. However, the
assumed calibration fluxes for 3C286 and 3C48 are larger for the
VLA observations than for the GBT observations (by as much as
∼ 10%), making the flux calibration issues an unlikely sources of
our measured flux discrepancies.
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ments and any new/updated values from the literature.
For the updated distributions of r3,1 values, despite the
tentative appearance of offsets for SMGs to lower r3,1
values, we find no statistically significant difference be-
tween the population of SMGs and AGN host galaxies
(assuming a significance threshold of α = 0.05 through-
out). We perform a Student’s t-test on the distribution
of r3,1 values and find t = 1.62, which gives a probabil-
ity of p = 0.12 of measuring mean r3,1 values at least
as different as measured here, assuming the null hypoth-
esis (that the SMGs and AGN have the same average
r3,1) is true. Using the cumulative distributions and a
two-sample Kolmogorov-Smirnov test (KS-test) we ob-
tain a test statistic of D = 0.48, which gives a p = 0.052
chance of measuring r3,1 distributions at least as differ-
ent as these given that AGN and SMGs have the same
parent distribution, which is just above the significance
threshold.
In order to examine the robustness of this result, we
also evaluate the distribution of r3,1 values while switch-
ing potential misclassifications or excluding particular
measurements. Since there does appear to be some off-
set between the SMGs and AGN host galaxies in the
cumulative distribution (albeit an offset that is not sta-
tistically significant), we particularly test physically mo-
tivated scenarios that might push the offset to statistical
significance. Since three sources (one SMG and two AGN
host galaxies) have unusually large r3,1 values, likely due
to emission below our detection threshold, we evaluate
the binned and cumulative r3,1 distributions with those
sources removed. We find the probability of these two
populations having different mean values or distributions
decreases when we exclude the outliers, and obtain signif-
icance values of p = 0.18 of measuring similar average r3,1
values assuming the two populations have the same mean
(t = 1.40) and p = 0.086 that the two populations have at
least as similar distributions given that our measured val-
ues for AGN and SMGs are drawn from the same parent
population (D = 0.47). Five of our new measurements
are only tentatively detected at the 3–5σ level (HE 0230-
2130, RX J1249-0559, J1543+5359, HS 1611+4719, and
J22174+0015). We perform both statistical tests with
these five sources removed and do not find a statistically
significant difference between the mean r3,1 values of the
two populations at the α = 0.05 level (t = 1.06; p = 0.31)
nor between the two distributions (D = 0.52; p = 0.063).
We also look for differences between the two distributions
removing these five tentative detections and the remain-
ing two outlier measurements, and we still find no dif-
ference between the mean and distributions of the two
populations’ r3,1 values at the α = 0.05 level (t = 1.05,
p = 0.32; D = 0.55, p = 0.064). We conclude that our
marginal detections are not significantly influencing our
comparisons between the two populations.
Three objects (J00266+1708, J02399–0136, and
J14009+0252, discussed further below) have somewhat
ambiguous classifications as SMGs. We perform both
statistical tests where we have swapped the classifica-
tions (SMGs to AGN host galaxies) for these three ob-
jects and find p = 0.12 chance of measuring average r3,1
values at least similar as these given the null hypothesis
(that AGN and SMGs have the same mean r3,1; t = 1.60)
and p = 0.04 chance of measuring r3,1 distributions at
least as similar as obtained here (D = 0.50). We also
check whether removing the three r3,1 > 1.4 measure-
ments affects the resulting probabilities when we have
switched these three classifications, and obtain similar
results: p = 0.097 significance for the similarity of the
mean value (t = 1.73) and p = 0.038 significance for
the similarity of the distributions (D = 0.53). Switch-
ing the three objects’ classifications from SMGs to AGN
and without removing the three outliers is the only way
to make the difference in distributions between the SMGs
and AGN host galaxies statistically significant with our
new measurements. Given this degree of manipulation
and the limited sensitivities of some new detections, we
conclude that we cannot reject the null hypothesis that
r3,1 values for SMGs and AGN host galaxies are the
same with our present data, obtaining a global aver-
age r3,1 = 0.90 ± 0.40 (or r3,1 = 1.03 ± 0.50 for AGN
host galaxies and r3,1 = 0.78 ± 0.27 for SMGs, which
are consistent with the previous values to within the
uncertainties). However, a good deal of the scatter on
these average values is caused by the outliers where we
have likely resolved out part of the flux; excluding the
the three sources with r3,1 > 1.4, we obtain an average
r3,1 = 0.79 ± 0.24 (or r3,1 = 0.87 ± 0.27 for AGN host
galaxies and r3,1 = 0.73 ± 0.20 for SMGs). The stan-
dard deviations of these populations’ CO(3–2)/CO(1–0)
ratios are likely somewhat inflated by the scatter intro-
duced from the larger uncertainties on some our new de-
tections; larger sample sizes and improved r3,1 measure-
ments for the outliers and weakly detected sources would
help constrain the true means and distributions of these
populations’ r3,1 values.
Given the previous CO(1–0) detections that exist for
some of these sources, we also consider the effect of us-
ing older measurements on the distributions of r3,1 val-
ues (even though individual galaxies’ measurements are
largely consistent with one another). Using all of the
older values reproduces the previously observed differ-
ence in r3,1 values between SMGs and AGN host galaxies,
both in the mean and distribution of r3,1 values (again,
assuming a significance threshold of α = 0.05); the Stu-
dent’s t-test yields t = 2.16, which gives p = 0.048 chance
of measuring average r3,1 values at least as different as
we obtain given the null hypothesis that the two popu-
lations have the same mean r3,1, and the KS-test yields
D = 0.57, which gives a p = 0.012 chance of obtaining
distributions at least as different as we measure given
the null hypothesis that the AGN and SMG r3,1 values
are drawn from the same parent population. The likeli-
hood of these differences reduce a bit if we remove the
remaining two outliers with r3,1 > 1.4 (HE1104–1805
and J04135+10277), giving p = 0.12 and p = 0.037 for
the statistical tests of differences in the means and dis-
tributions, respectively. Since J04135+10277 is an out-
lier in r3,1 and has a previous single-dish measurement of
the CO(1–0) flux which is noticeably discrepant from our
new measurement, we also evaluate the r3,1 distributions
using the older single-dish value for J04135+10277 on
its own (since there are no obvious problems or discrep-
ancies between the other interferometric and single-dish
measurements). The Student’s t-test gives a p = 0.071
(t = 1.94) chance of obtaining average r3,1 measurements
at least as different as measured given the null hypoth-
esis that the two populations share the same mean; the
KS-test gives a p = 0.018 (D = 0.55) chance of measur-
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Figure 8. Histogram (left) and cumulative distribution (right) of r3,1 values for AGN host galaxies (red) and SMGs (blue) for the original
detections that showed a clear difference between the two populations. Histogram bin sizes are ∆r3,1 = 0.25. Measured r3,1 values are
from Harris et al. (2010); Ivison et al. (2010a, 2011); Riechers et al. (2011d) for the SMGs and Riechers et al. (2011b) for the AGN host
galaxies. For the cumulative distributions the shaded regions denote ±1σ regions for the distributions. The vertical dashed line shows
r3,1 = 1 for reference.
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Figure 9. Full updated histogram (left) and cumulative distribution (right) of r3,1 values for AGN host galaxies (red) and SMGs (blue)
including our new detections and literature values (which includes some updated classifications and CO(1–0) measurements). We perform
a Student’s t-test on the distribution of r3,1 values and find no difference in the mean r3,1 values at the α = 0.05 significance level (t = 1.62,
p = 0.12). We also perform a two-sample KS-test on the unbinned r3,1 distributions, and find no difference in the shape of the distributions
at the α = 0.05 significance level (D = 0.48, p = 0.052). Histogram bin sizes are ∆r3,1 = 0.25. Note that measured values of r3,1 > 1 also
have large uncertainties and are consistent with r3,1 = 1. For the cumulative distributions the shaded regions denote ±1σ regions for the
distributions. The vertical dashed line shows r3,1 = 1 for reference.
ing r3,1 distributions as different as these given the null
hypothesis that SMGs and AGN have the same r3,1 dis-
tribution. Removing the remaining two galaxies with
r3,1 > 1.4 increases those likelihoods to a p = 0.22
(t = 1.28) chance of measuring at least as similar av-
erage r3,1 values and a p = 0.074 (D = 0.48) probability
of measuring r3,1 distributions at least as similar. These
results show that any differences in the mean between
the two populations are largely driven by our outlier
measurements where we have likely resolved out weak
extended emission, and therefore there is no statistically
significant differences in their average r3,1 values. How-
ever, the KS tests’ results are more ambiguous, and ten-
tatively suggest there may be some difference in the r3,1
distributions for SMGs and AGN host galaxies although
that result is not uniformly statistically significant. The
apparent disappearance of the difference in r3,1 values be-
tween SMGs and AGN host galaxies has multiple causes,
including new measurements and misclassifications. Im-
proved S/N observations of weakly detected sources and
sources with r3,1 > 1.4 would help resolve the remaining
ambiguities in potential differences in these populations,
as would an increased number of SMGs and AGN with
r3,1 measurements.
While intriguing, it is perhaps not surprising that the
difference in r3,1 values for SMGs and AGN largely disap-
pears in our expanded sample. First, the excitation tem-
perature for the CO(3–2) transition is not so high that it
requires a particularly energetic source (like an AGN) to
drive its excitation; a compact starburst and molecular
gas reservoir could plausibly create the near-thermalized
r3,1 ∼ 1 we observe in some SMGs’ molecular gas (e.g.,
Narayanan & Krumholz 2014). Second, the division be-
tween AGN and SMGs may not be strict. It very possible
that SMGs contain a dust-enshrowded AGN (which may
also be a viewing angle effect) that is not identified in op-
tical wavelengths. Several objects are suspected of poten-
tially harboring an AGN based on their continuum emis-
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sion at mid-IR wavelengths (J00266+1708; Valiante et al.
2007; Sharon et al. 2015), large line widths (J02399–0136
and J14009+0252; e.g., Ivison et al. 1998, 2000; Thom-
son et al. 2012), or high-J CO emission and radio excess
(HLSW-01; e.g., Scott et al. 2011), and these object con-
tain a range of line ratios (r3,1 ∼ 0.6–1). As samples of
z ∼ 2 galaxies with CO(1–0) detections expand beyond
the initial small numbers that largely contained the best-
studied and most well-characterized objects, one would
expect to find more hybrid objects and galaxies with
ambiguous classifications. In addition, several types of
AGN host galaxies are considered in this study, includ-
ing optically-selected quasars and highly-obscured AGN
selected in the infrared, which may alter the distribution
of r3,1 values if there are systematically different molecu-
lar gas conditions in different types of AGN host galaxies.
Lastly, galaxies’ AGN may not be the dominant source
of dust and gas heating, even if the AGN are providing
some additional excitation for low-J CO lines. We also
note that observations of galaxies at low-z have also mea-
sured a range of r3,1 values for systems which do and do
not host a central AGN (e.g., Mauersberger et al. 1999;
Yao et al. 2003; Mao et al. 2010).
It may be that the excitation difference as probed by
the CO(3–2)/CO(1–0) line ratio for these objects is actu-
ally a function of other physical parameters of the galax-
ies (Table 3). In subsequent sections we explore the
excitation dependence of these galaxies’ star formation
rates and dynamical properties. We calculate Pearson’s
and Spearman’s correlation coefficients to look for mono-
tonic trends in r3,1 with redshift, dust temperature, line
FWHM, dust-to-gas mass ratio (Figure 10), and dust
mass (not pictured). We find no significant correlation
for SMGs, AGN, or both population in aggregate ex-
cept for r3,1 vs. z for SMGs and r3,1 vs. FWHM for
both populations in aggregate (but excluding the three
sources with r3,1 > 1.4). For the potential correlation
with redshift, the likelihood of obtaining as tight of a
trend assuming the null hypothesis of no correlation is
true has a frequency of α < 0.05 for Spearman’s ρ = 0.67
(p = 0.0061) and Kendall’s τ = 0.47 (p = 0.015). For the
potential correlation with the line FWHM (which uses
the CO(3–2) FWHMs from the literature since we can-
not measure the FWHM of the CO(1–0) line for all ob-
jects in our sample), the likelihood of obtaining as tight
of a trend assuming the null hypothesis of no correla-
tion is true has a frequency of α < 0.05 for Spearman’s
ρ = −0.44 (p = 0.029), but only p = 0.055 for Kendall’s
τ = −0.055. Previous results for local galaxies (Mauers-
berger et al. 1999; Yao et al. 2003; Mao et al. 2010) show
no correlation between r3,1 and any value (except star
formation efficiency; see subsequent section), but those
studies obviously cannot address trends with redshift.
Given the number of correlations we explore here, it is
not surprising that we find one or two to be statistically
significant; expanding the sample of r3,1-measured SMGs
would provide greater confidence on whether these trends
persist or not.
4.3. Excitation dependence of galaxies’ star formation
properties
Since we do not have spatially resolved measurements
of the SFR or molecular gas for most objects in our new
observations, nor for most literature objects, we evaluate
the effects of CO excitation on the integrated form of the
Schmidt-Kennicutt relation. By looking at the correla-
tion between LFIR and L
′
CO we can also avoid uncertainty
in the gas mass conversion factor, αCO; the tradition-
ally assumed bi-modal values of αCO are suspected to
strongly affect comparisons between galaxy populations,
including comparisons between galaxies at different red-
shifts. In addition, the luminosity-luminosity correlation
may be better for probing variations in αCO with gas
physical conditions (e.g., gas temperature and density;
Bolatto et al. 2013 and references therein) which also
set the relative CO line strengths. We analyze the in-
tegrated Schmidt-Kennicutt relation (Figure 11) using
both the SMGs in our sample and the galaxies known to
host a bright central AGN even though the AGN may be
contributing additional luminosity that is not associated
with star formation.
In Table 4 we list both the offset and the index to our
fits for AGN and SMGs, analyzed both separately and
together, and in combination with local U/LIRGs from
Papadopoulos et al. (2012)/Greve et al. (2014) and the
low-z IR-bright galaxies from Yao et al. (2003), which
generally reach lower luminosities17 All fits are from an
ordinary least squares bisector linear regression. Since
the molecular gas measurements and FIR luminosities
are collected from across the literature and use a variety
of methods, we neglect measurement uncertainties in the
linear fit and assume an equal weight for every measure-
ment, neglecting all upper limits. We also examine po-
tential differences in the Schmidt-Kennicutt relation for
these sources as a function of gas excitation and check
that including certain subsets of sources do not bias our
results (particularly the CO(3–2)-detected source that
only has a CO(1–0) upper limit, the two AGN host galax-
ies B1938+666 and B1359+154, which potentially have
very low intrinsic luminosities, and the Cloverleaf and
J2135-0102, which have high luminosities prior to mag-
nification correction). Since the lensing magnification
factors are an additional source of uncertainty, particu-
larly for the largest magnifications, we also evaluate the
Schmidt-Kennicutt relation without corrections for grav-
itational lensing to illustrate the potential range of effects
caused by applying incorrect magnification factors.
We note that Greve et al. (2014) uses the 50–300µm
integrated flux to determine LFIR while Yao et al. (2003)
uses the 40–1000µm range. Since the two samples use
different techniques for fitting the dust SED, one cannot
use a simple rescaling to correct between the two wave-
length regimes. For typical assumptions of dust temper-
atures and modified black body indices, the correction
only ranges between 0–10% for these two low-z samples,
but can be as high as ∼ 30% to correct to LFIR wave-
length coverage assumed for many of the high-z galaxies
studied here (40–400µm). A more uniform determina-
tion of the FIR luminosity across populations, includ-
ing corrections for AGN contamination (like in Greve
et al. 2014; only five galaxies on our high-z sample are
shared between our analyses) would improve the robust-
ness these results.
In short, we find no significant difference in either the
17 Some sources are repeated between the two low-z samples,
in which case we use the Papadopoulos et al. (2012); Greve et al.
(2014) values.
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Table 3
Other Galaxy Properties from the Literature Used Here
Source Tdust Mdust log(MBH/M) References
(K) (108 M)
New
B1938+666 · · · 0.21a · · · Barvainis & Ivison (2002)
HS 1002+4400 38± 7 17.30 10.14± 0.20 Beelen et al. (2006); Coppin et al. (2008)
HE 0230–2130 · · · 1.62a 7.95± 0.24 Barvainis & Ivison (2002); Pooley et al. (2007)
RX J1249–0559 39± 4 · · · 9.76± 0.20 Khan-Ali et al. (2015); Coppin et al. (2008)
HE 1104–1805 · · · 1.53a 9.38 Barvainis & Ivison (2002); Peng et al. (2006)
J1543+5359 · · · · · · 10.13± 0.15 Coppin et al. (2008)
HS 1611+4719 · · · · · · 9.26± 0.2 Coppin et al. (2008)
J044307+0210 · · · · · · · · · · · ·
VCV J1409+5628 35± 2 48.60 9.28± 0.20 Beelen et al. (2006); Coppin et al. (2008)
MG 0414+0534 · · · 0.93a 9.04± 0.17 Barvainis & Ivison (2002); Pooley et al. (2007)
RX J0911+0551 · · · 1.37a 8.6± 0.18 Barvainis & Ivison (2002); Pooley et al. (2007)
J04135+10277 38 18± 3 · · · Knudsen et al. (2003)
J22174+0015 · · · · · · · · · · · ·
B1359+154 · · · 0.11a · · · Barvainis & Ivison (2002)
Literature
J123549+6215 · · · · · · · · · · · ·
F10214+4724 80± 10 2.84 8.36± 0.56 Ao et al. (2008); Deane et al. (2013b)
HXMM01 55± 3 29± 7 · · · Fu et al. (2013)
J2135-0102 34 4.00 · · · Ivison et al. (2010b)
J163650+4057 43.2± 4.7 9.69± 0.17 · · · Kova´cs et al. (2006)
J163658+4105 34.8± 3.2 9.04± 0.14 · · · Kova´cs et al. (2006)
J123707+6214 · · · · · · · · · · · ·
J16359+6612 39± 1b 0.78± 0.09b · · · Magnelli et al. (2012)
Cloverleaf 50± 2 0.61± 0.07 9.24± 0.51 Weiß et al. (2003); Pooley et al. (2007)
J14011+0252 41± 1 3.07± 1.08 · · · Magnelli et al. (2012)
J00266+1708 39± 1 4.47± 0.52 · · · Magnelli et al. (2012)
J02399-0136 41± 1 0.32± 0.04 · · · Magnelli et al. (2012)
J14009+0252 43± 1 4.47± 0.52 · · · Magnelli et al. (2012)
HLSW-01 88 5.20± 1.60 · · · Scott et al. (2011)
MG 0751+2716 · · · 1.82a · · · Barvainis & Ivison (2002)
a
Corrected to account for the cosmology, redshifts, and magnifications factors assumed here (see Table 2).
b
Averaged over the three components.
Table 4
Fits to the integrated Schmidt-Kennicutt relation
Sources CO(1–0) CO(3–2) matcha CO(3–2) allb
offset slope offset slope offset slope
Magnification-corrected
SMGs 0.42± 1.10 1.14± 0.11 1.10± 0.67 1.10± 0.07 · · · · · ·
AGN 2.02± 0.89 1.02± 0.09 2.09± 0.60 1.01± 0.06 2.21± 0.54 1.00± 0.05
AGN (w/o bias)c 3.67± 1.27 0.86± 0.12 1.43± 1.95 1.08± 0.18 2.01± 1.42 1.02± 0.13
SMGs+AGN 2.11± 0.77 1.00± 0.07 2.05± 0.61 1.01± 0.06 2.18± 0.58 1.00± 0.06
SMGs+AGN (w/o bias)c 2.35± 1.20 0.98± 0.11 1.40± 1.00 1.07± 0.09 1.75± 0.93 1.04± 0.09
SMGs+AGN+U/LIRGs 1.14± 0.43 1.08± 0.04 1.87± 0.30 1.02± 0.03 · · · · · ·
SMGs+AGN+all low-z −0.34± 0.45 1.22± 0.05 0.56± 0.27 1.15± 0.03 · · · · · ·
No magnification correction
SMGs −1.93± 2.43 1.35± 0.22 −0.34± 1.56 1.22± 0.14 · · · · · ·
SMGs (w/o bias)d −2.36± 3.25 1.34± 0.29 −0.14± 2.02 1.20± 0.19 · · · · · ·
AGN 2.89± 1.36 0.94± 0.12 4.55± 0.92 0.79± 0.09 4.49± 0.91 0.80± 0.09
AGN (w/o bias)d 2.36± 1.93 0.99± 0.18 4.34± 1.50 0.81± 0.14 4.21± 1.44 0.82± 0.14
SMGs+AGN 0.15± 1.61 1.17± 0.15 1.62± 1.13 1.05± 0.10 1.59± 1.11 1.05± 0.10
SMGs+AGN (w/o bias)d −0.28± 2.12 1.21± 0.19 1.53± 1.45 1.06± 0.13 1.44± 1.41 1.07± 0.13
SMGs+AGN+U/LIRGs 0.90± 0.38 1.10± 0.04 1.71± 0.27 1.04± 0.03 · · · · · ·
SMGs+AGN+all low-z −0.14± 0.37 1.20± 0.04 0.74± 0.23 1.13± 0.02 · · · · · ·
Low-redshift sources only
IR-bright (Y03) −0.89± 1.15 1.27± 0.13 −0.24± 0.63 1.23± 0.07 · · · · · ·
U/LIRGs (P12+G14) 2.63± 0.54 0.92± 0.06 3.10± 0.36 0.89± 0.04 · · · · · ·
all −0.20± 0.64 1.21± 0.07 0.53± 0.39 1.15± 0.04 · · · · · ·
a
Uses only CO(3–2) measurements for sources with CO(1–0) detections.
b
Uses all CO(3–2) measurements.
c
Excludes the AGN B1938+666 and B1359+154 which are outliers and would dominate the linear fit.
d
Excludes the AGN Cloverleaf and/or the SMG J2135-0102 which are outliers and would dominate the linear fit.
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Figure 10. Redshift (top left), dust temperature (top right), CO(3–2) line FWHM (bottom left), and dust-to-gas ratio (bottom right)
as function of r3,1 for the complete sample of SMGs (blue circles) and AGN (red squares). Gravitationally lensed objects are shown with
hollow symbols and unlensed objects have filled symbols; all gravitationally lensed objects have been lensing-corrected. The r3,1 = 1 line
(dashed) and upper limits for new measurements are also shown. For the latter three panels, we adopt values from the literature (when
available) which may not have published uncertainties (see Table 2 and 3). In only the top left panel, literature values are in lighter shades
of blue/red to highlight the new observations and sources are labeled by name. For the dust-to-gas mass we assume a CO luminosity to
molecular gas mass conversion factor of αCO = 0.8 M (K km s−1 pc2)−1. We calculate Pearson’s and Spearman’s correlation coefficients
to look for monotonic trends for these variables and find no significant correlationa at the α = 0.05 significance level (except for r3,1 vs. z
for SMGs and r3,1 vs. FWHM using both populations except sources with r3,1 > 1.4).
Total Gas Masses in z ∼ 2–3 Galaxies 19
AGN, unlensed
AGN, lensed
SMG, unlensed
SMG, lensed
local IR-bright galaxies (Y03)
otherCO(1–0)
CO(3–2)
local U/LIRGs (P12+G14)
log(LʹCO/(K km s–1 pc2))
log
(L
FI
R/L
  )
7 8 9 10 11 12
9
10
11
12
13
14
High-z and local galaxies
Magnification-corrected
Cosmic Eye
cB58
FLS 3 (z=6.34)
High-z and local galaxies
No magnification correction
log(LʹCO/(K km s–1 pc2))
lo
g(
μL
FI
R/L
  )
AGN, unlensed
AGN, lensed
SMG, unlensed
SMG, lensed
local IR-bright galaxies (Y03)
otherCO(1–0)
CO(3–2)
local U/LIRGs (P12+G14)
7 8 9 10 11 12
9
10
11
12
13
14
Cosmic Eye
cB58
FLS 3 (z=6.34)
High-z galaxies only
No magnification correction
log(LʹCO/(K km s–1 pc2))
lo
g(
μL
FI
R/L
  )
AGN, unlensed
AGN, lensed
SMG, unlensed
SMG, lensed
otherCO(1–0)
CO(3–2)
10.0 10.5 11.0 11.5 12.0
12.5
13.0
13.5
14.0
Cosmic Eye
cB58
FLS 3 (z=6.34)
Figure 11. Integrated Schmidt-Kennicutt relation where the
high-redshift sources have either been magnification-corrected
(top) or not magnification corrected (middle/bottom), where the
bottom panel shows a zoom-in of only the high-z sources. AGN
host galaxies are shown as red squares, SMGs are blue circles, low-
z U/LIRGs from Papadopoulos et al. (2012)/Greve et al. (2014)
are diamonds, low-z IR-bright galaxies from Yao et al. (2003) are
dots, and other reference high-z sources are the labeled stars. For
the SMGs and AGN, hollow symbols denote objects that are grav-
itationally lensed. Darker colored symbols/lines use the CO(1–0)-
determined CO line luminosities, while the lighter colored sym-
bols/lines use the CO(3–2)-determined CO line luminosities. Solid
lines are fits to the Schmidt-Kennicutt relation using only the high-
z objects, while dashed lines include the low-z sources; the fits do
not use the three labeled comparison objects. We find no significant
difference in either the slope or offset for the integrated Schmidt-
Kennicutt relation between any of the high-z sub-populations, with
or without correction for lensing magnification, or between the cor-
relation using the CO(3–2) and CO(1–0) lines. All of the best-fit
indices are consistent with a slope of N = 1 at the . 2σ level unless
we include the Yao et al. (2003) IR-bright sample (see Table 4).
slope or offset for the integrated Schmidt-Kennicutt re-
lation between any of the high-z sub-populations, with
or without correction for lensing magnification, or be-
tween the correlation using the CO(3–2) and CO(1–0)
lines. All of the best-fit indices are consistent with a
slope of N = 1 at the . 2σ level. In addition, the offset
(or y-intercept) of our best-fit functions are consistent
and have considerable uncertainty. One might expect
the offset to be different between the correlations using
the CO(3–2) and CO(1–0) line luminosities since we do
not apply an excitation correction, but the expected off-
set is only N × log(r3,1), which is at most a difference
in the offset of ∼ 0.1–0.3 and well within our uncertain-
ties. We do find some tension between the offsets and
slopes measured for the high-z SMGs and AGN (for the
CO(1–0) line and the CO(3–2) line without magnifica-
tion corrections), but the inconsistencies are . 2σ. As
expected, removing corrections for lensing magnification
adds considerable scatter to the best-fit relationships of
the high-z samples.
The most conspicuous difference we find in our anal-
ysis of the integrated Schmidt-Kennicutt relation comes
with the inclusion of the low-z more “normal” IR-bright
galaxies from Yao et al. (2003). Including the low-z IR-
bright galaxies we get a super-linear slope of N ∼ 1.15–
1.2. Whether there is an offset (i.e. a change in star for-
mation efficiency) between starburst galaxies and quies-
cent galaxies or simply a non-unity slope in the Schmidt-
Kennicutt relation is a long-standing debate (e.g., Daddi
et al. 2010; Genzel et al. 2010). However, observed off-
sets between starburst and quiescent star-forming galax-
ies have largely been attributed to different assump-
tions about gas-mass conversion factors. Here we have
made no assumptions on conversion factor yet still find
offsets/index-changes depending on which galaxies we in-
clude in the linear fits. This result indicates that as-
sumed gas mass conversion factors are not the sole and
artificial cause of high SFEs for U/LIRGs and SMGs,
which has also been seen in some spatially resolved mea-
surements (e.g., Sharon et al. 2013) (although this re-
sult does not rule out that different galaxy populations
may have different CO-to-H2 abundances). Although
the starbursts and normal galaxies analyzed here pre-
fer different Schmidt-Kennicutt indices, the Yao et al.
(2003) galaxies dominate linear fits to combined popu-
lations due to the large scatter and uncertainties on the
high-z galaxies and different luminosity regimes covered
by these populations. The scatter and different lumi-
nosity ranges make it difficult to distinguishing between
the scenario where starbursts (and AGN) are offset from
the Schmidt-Kennicutt relation for local galaxies and the
scenario where starbursts are not offset but instead ex-
tend the super-linear local relation to higher luminosities.
Interestingly, linear fits to the SMGs on their own are
mostly consistent with fits to the Yao et al. (2003) sam-
ple. More consistent measurements of both the FIR and
CO luminosities across populations would help clarify
these results (as illustrated by the differing indices deter-
mined using the same U/LIRG data in Greve et al. 2014
vs. Kamenetzky et al. 2015), as would adding popula-
tions of high-z normal galaxies (e.g., Tacconi et al. 2013)
to the analysis. Given the relatively small differences in
fluxes that likely arise due to the different wavelength
ranges used to calculate LFIR for the two low-z samples,
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and that a larger Schmidt-Kennicutt index arises only
when using the Yao et al. (2003) sample, we find it un-
likely that difference in FIR definitions dominates the
change in Schmidt-Kennicutt indices. More reliable stel-
lar mass measurements may also help determine if there
are truly different star formation mechanisms; Sargent
et al. (2014) find that true outliers in star formation ef-
ficiency (SFE) largely correspond to outliers in specific
star formation rate relative to the (redshift-appropriate)
galaxy main sequence.
While there is theoretical motivation for the Schmidt-
Kennicutt index to change with the excitation of the
gas phase tracer (e.g., Narayanan et al. 2008a, 2011)18,
the observed lack of difference in the index of the inte-
grated Schmidt-Kennicutt relation when using CO(1–0)
and CO(3–2) as the tracer is consistent with some pre-
vious analyses (e.g., Greve et al. 2014), but not all (e.g.,
Yao et al. 2003; Bayet et al. 2009; see also Kamenet-
zky et al. 2015). The lack of excitation difference is best
demonstrated by looking for a correlation between the
FIR luminosity and the low-J CO excitation (Figure 12).
As seen previously for the low-z IR-bright galaxies (e.g.,
Mauersberger et al. 1999; Yao et al. 2003; Mao et al.
2010), we find no correlation between the FIR luminos-
ity and r3,1 (although see Kamenetzky et al. 2015). A
likely explanation for the lack of trend is that in many
cases both CO lines are largely tracing the same phys-
ical regions that emit in the infrared, and the sources
with a strong spatial division between the multi-phase
components of the ISM may add additional scatter.
The only significant trend we do find with excitation
and the galaxies’ star-forming properties is with SFE as
traced by LFIR/L
′
CO(1−0) (Figure 12). We evaluate the
Spearman’s and Kendall’s rank correlation coefficients
for the SMGs, AGN, all high-z sources, the two low-z
populations, and all sources together. With the excep-
tion of the high-z AGN-host galaxies evaluated on their
own, for all other populations and combinations of pop-
ulations we find a likelihood of p < 0.05 of getting cor-
relations as strong as observed given the null hypoth-
esis of no correlation between r3,1 and SFE (the AGN
evaluated separately have p > 0.05). In fact, the corre-
lations are highly significant and we find a p . 0.0003
likelihood of finding a correlation at least as strong as
these given the null hypothesis of no correlation, ex-
cept for the SMGs evaluated on their own (which give
ρ = 0.64/p = 0.010 and τ = 0.49/p = 0.012 for the
Spearman and Kendall rank correlation coefficients, re-
spectively). We perform an orthogonal least squares bi-
sector fit to the high-z galaxies in Figure 12 and find a
slope of (5.6 ± 1.8) × 10−3 and intercept of 0.08 ± 0.20
(neglecting lower limits). Combining both the high-z and
low-z sources, we find a slope of (5.9 ± 0.9) × 10−3 and
intercept of 0.23 ± 0.06 (neglecting lower limits), which
is consistent with the best-fit line for high-z sources. We
note that the fit to our data is unweighted since we want
to make a fair comparison between the samples and do
not have uncertainties on the SFEs for all low-z galaxies.
However, given that the uncertainties are correlated and
heteroscedastic, the fit is somewhat biased towards the
18 However, these theoretical predictions are for measurements
of the gas and star formation surface densities, and we only analyze
total luminosities here.
more uncertain values of large r3,1 and large SFEs. Ex-
cluding the outlier sources with r3,1 > 1.4 decreases the
slope and increases the offset, but the fit uncertainties
still have considerable overlap when considering either
the high-z galaxies or galaxies at all redshifts combined.
The correlation between r3,1 and SFE in Figure 12
is in line with the theoretical results of Narayanan &
Krumholz (2014). They find that the CO spectral line
energy distributions of galaxies can be described as a
function of a single parameter, the star-formation rate
surface density, where higher excitation molecular gas
states were achieved with higher star formation surface
densities. The physical explanation for their correlation
is that higher SFR density regions provide more sources
of energy to inject into the molecular gas in that volume.
Similarly, if there is a higher SFR per unit of molecu-
lar gas mass (i.e., a larger LFIR/L
′
CO ratio), then we
would expect to get larger fractions of the molecular gas
in higher excitation states (i.e., larger r3,1 values). The
correlation between r3,1 and SFE might also imply that
dense molecular gas (which naturally produces larger r3,1
values since a larger fraction of the gas is above the crit-
ical density necessary to excite CO into the J = 3 state)
is the component of the molecular ISM actively forming
stars, and therefore has a larger SFR per unit of molec-
ular gas than low-density gas (where there is additional
mass not involved in star formation). In principle, this
correlation indicates that there is in fact an excitation-
dependent offset in our measured Schmidt-Kennicutt re-
lation, but it is buried in the scatter of the relation (or
perhaps is hidden by errors in the assumed magnification
factors) so we cannot identify the offset directly.
We compare the best-fit linear relations between the
SFE and r3,1 for the high-z and low-z galaxy correla-
tions in Figure 12 and find that the slope of the Yao et al.
(2003) low-z IR-bright correlation is marginally inconsis-
tent with those involving the high-z sources. While the
offsets are consistent, we find slopes of 0.0093±0.0012 for
the Yao et al. (2003) low-z IR-bright galaxies, 0.0034 ±
0.0012 for the SMGs, and 0.0056 ± 0.0018 for the com-
bined high-z galaxies. As seen in the Schmidt-Kennicutt
relation, the high-z galaxies appear to have higher SFEs
than in local galaxies, however that would result in a dif-
ference offset in the r3,1-SFE correlation, not a difference
in slope. The difference in slope implies that there is less
excitation per unit increase of SFE for high-z galaxies
than for the low-z galaxies. This could arise due to the
difference in slope in the Schmidt-Kennicutt relation be-
tween the two populations (when evaluated separately),
or it could be a resolution effect if the low-z IR-bright
galaxies have a significant extended cold-gas component
traced by CO(1–0) that was not accounted for with the
primary beam correction applied in Yao et al. (2003).
We find that the average gas consumption time scale
(the inverse of the SFE) for SMGs and AGN host galax-
ies are broadly consistent 19; we obtain τ = 38± 18 Myr
for AGN host galaxies, τ = 63 ± 28 Myr for SMGs, and
τ = 52 ± 27 Myr for both populations combined. While
the uncertainties for the SFRs are inhomogeneously de-
19 We assume a CO-to-H2 conversion factor of αCO =
0.8 M (K km s−1 pc2)−1 and determine the SFRs from LFIR us-
ing the equations from Kennicutt & Evans (2012) (note that we do
not correct to the 3-1100µm LTIR used there).
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Figure 12. The CO(3–2)/CO(1–0) line ratio as a function of the FIR luminosity (left) and a proxy for the star formation efficiency,
LFIR/L
′
CO (right), for AGN host galaxies (red squares), SMGs (blue circles), low-z U/LIRGs from Papadopoulos et al. (2012)/Greve
et al. (2014) (black diamonds), and low-z IR-bright galaxies from Yao et al. (2003) (black dots). Gravitationally lensed sources have hollow
symbols while unlensed objects have solid symbols. On the left we show the r3,1 = 1 line for clarity (dashed). We find no correlation between
the FIR luminosity and r3,1 at the α = 0.05 significance level. We evaluate the Spearman’s and Kendall’s rank correlation coefficients
for the sub-populations for r3,1 vs. LFIR/L
′
CO and show the best linear fits to correlations that are significant at the α < 0.05 level: the
high-z populations together (black solid line with ±1σ fit uncertainties in the light shaded region; ρ = 0.67, p = 9.3 × 10−5; τ = 0.48,
p = 3.2× 10−4), the high-z and low-z galaxies together (black dashed line with ±1σ fit uncertainties in the dark shaded region; ρ = 0.66,
p = 4.5 × 10−15; τ = 0.46, p ∼ 0), the low-z galaxies on their own (gray solid line; ρ = 0.63, p = 1.5 × 10−10; τ = 0.44, p ∼ 0), the local
U/LIRG sample from Papadopoulos et al. (2012)/Greve et al. (2014) on their own (gray dashed line; ρ = 0.54, p = 02.4× 10−5; τ = 0.37,
p = 7.5 × 10−5), and the Yao et al. (2003) sample of local IR-bright galaxies on their own (gray dotted line; ρ = 0.82, p = 2.4 × 10−8;
τ = 0.65, p = 4.8× 10−7). MG 0414+0534, which only has limits on the CO(1–0) emission, is excluded.
termined and perhaps underestimated, if we trust those
uncertainties and calculate weighted average properties
of the two populations, we find τ = 17 ± 1 Myr for
AGN host galaxies, τ = 20 ± 1 Myr for SMGs, and
τ = 18.4± 0.9 Myr for both populations combined.
Mid-IR excesses are known to arise in the dusty tori of
AGN (e.g., Weiß et al. 2003; Beelen et al. 2006), and it
is plausible that highly obscured AGN would have some
FIR emission that does not arise from dust heated by
star formation. Leipski et al. (2013) found that among
1.2 mm-detected z > 5 quasars, 25–60% of the FIR emis-
sion is associated with dust heating by star formation
(as opposed to emission from a dusty torus surrounding
the AGN). Since this cold dust heated by star forma-
tion dominates at the longest wavelengths, FIR lumi-
nosities determined from small numbers of photometric
data points on the Rayleigh-Jeans tail of the cold dust
peak more accurately trace SFRs than single-component
fits to the full dust SED (which does not account for the
warm/hot dust emission from the AGN; see also quasars
without FIR detections in Leipski et al. 2014). Kirk-
patrick et al. (2015) break down the IR SED of low-
and high-z U/LIRGs into warm and cold components,
and find that warm dust component gets hotter and con-
tributes a larger fraction to the total infrared luminosity
with increasing AGN activity (as diagnosed by mid-IR
PAH spectroscopy). Therefore, SED fits that do not ac-
count for two dust components will likely attribute too
much IR flux to star formation. It is likely that the
FIR measurements and implied SFRs for some galaxies
in our sample are similarly affected, causing the slightly
elevated SFEs observed in the AGN host galaxies. Uni-
formly obtained measurements of the FIR luminosity are
necessary to accurately capture these galaxies’ SFRs.
We also evaluate SFE as a function of the dust-to-gas
mass ratio in Figure 13. We calculate the Spearman’s
and Kendall’s rank correlation coefficients for the SMGs,
the AGN host galaxies, and both populations combined,
and for all cases we find p < 0.05 likelihood of obtaining
a correlation at least as strong as observed assuming the
null hypothesis of no correlation between SFE and dust-
to-gas ratio (for the SMGs, Kendall’s rank correlation
coefficient gives p > 0.05). However, this correlation is
not unexpected given that the gas mass is proportional
to L′CO and the dust masses are either proportional to
the same continuum flux measurements extrapolated to
determine the FIR luminosity (e.g., Barvainis & Ivison
2002) or luminosity-weighted values since they are deter-
mined from fits to the spectral energy distribution (e.g.,
Magnelli et al. 2012). Therefore, since the dust-to-gas
mass ratios and SFEs are largely proportional to one
another, we do not ascribe much significance to the cor-
relation.
4.4. L′CO-FWHM correlation
Harris et al. (2012), Bothwell et al. (2013), and Goto
& Toft (2015) find a correlation between the CO line lu-
minosity and the CO line FWHM for SMGs. However,
Aravena et al. (2016) does not find a significant correla-
tion for their sample of dusty star forming galaxies, nor
does Carilli & Walter (2013) when evaluating a variety of
different star-forming galaxy populations. A correlation
between the line brightness and FWHM could occur if
the CO line is tracing the gravitational potential occu-
pied by the molecular gas, and especially if the molecu-
lar gas is dominating the dynamical mass. Some scatter
would be expected in this correlation due to the unknown
inclinations of any large-scale dynamical structures (such
as disks), galaxies’ merger states, or outflows (although
emission from outflows is likely much weaker than the
emission from the bulk of the gas). This correlation has
some potential predictive power for determining the mag-
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Figure 13. The dust-to-gas mass ratio as function of LFIR/L
′
CO,
a proxy for the SFE, for the AGN host galaxies (red squares) and
SMGs (blue circles) in our sample. Gravitationally lensed sources
have hollow symbols while unlensed objects have solid symbols.
We calculate the Spearman’s and Kendall’s rank correlation coeffi-
cients for each population and find p < 0.05 likelihood of obtaining
a correlation for all. We show the best fit linear correlations for
the AGN host galaxies (red line; ρ = 0.77, p = 0.0092; τ = 0.60,
p = 0.015), SMGs (blue line; ρ = 0.67, p = 0.023; τ = 0.49,
p = 0.036), and both populations combined (black line; ρ = 0.72,
p = 2.4 × 10−4; τ = 0.55, p = 4.6 × 10−4). For the dust-to-
gas mass we assume a molecular gas mass conversion factor of
αCO = 0.8 M (K km s−1 pc2)−1. MG 0414+0534, which only has
limits on the CO(1–0) emission, is excluded.
nification for gravitationally lensed objects (Harris et al.
2012) or measuring cosmological distances for unlensed
sources (if the scatter in the relation is reduced; Goto
& Toft 2015). For strongly-lensed sources, differential
lensing can also affect the shape of emission line profiles
(Riechers et al. 2008a; Sharon et al. 2016) and thus the
measured line FWHMs.
We evaluate the possibility of correlation between the
CO line luminosity and FWHM of our sample in Fig-
ure 14, and show both the gravitational lensing cor-
rect and uncorrected line luminosities. We calculate
the Spearman’s and Kendall’s rank correlation coeffi-
cients (neglecting all upper limits) and find no significant
trend between the line luminosity and FWHM, regard-
less of CO line used, population evaluated (i.e. SMGs,
AGN, or both together), and magnification correction
(at a significance level of α = 0.05). The only excep-
tion is for the CO(1–0)-determined line luminosities for
all galaxies (SMGs and AGN) with magnification cor-
rections applied, where we find that the probability of
finding a monotonic correlation between the variables at
least as extreme as observed to be p < 0.05 (assuming
a null hypothesis of no correlation; Kendall’s τ = 0.30,
p = 0.024; Spearman’s ρ = 0.43, p = 0.022). How-
ever, this correlation is largely the product of the low-
luminosity AGN host galaxy outliers, which have large
uncertainties in their magnification factors (e.g, Barvai-
nis & Ivison 2002), so we do not ascribe much significance
to this result. When we compare the trend in FWHM
with CO line luminosity, instead of finding a shallow cor-
relation before lensing-correction and a steeper correla-
tion after lensing correction (e.g., Harris et al. 2012), we
find that the lensed objects fill in a wedge-shaped region.
The distribution of sources suggests that we are probing
a wider range of intrinsic luminosities per FWHM than
the Herschel-selected sample of Harris et al. (2012), likely
due to the heterogeneity of our sample which is not se-
lected via a brightness cutoff and may probe a variety of
dynamical states (which is in line with the results of Car-
illi & Walter 2013; see also Aravena et al. 2016). One po-
tential limitation of this analysis is that we use the same
FWHMs for the analysis of both CO lines (due to the
fact that our new CO(1–0) detections largely lack the re-
quired sensitivity to measure line shapes), and it may be
that sources with a spatially extended cold molecular gas
phase would have a larger FWHM for the CO(1–0) line
than the CO(3–2) line (e.g., Ivison et al. 2011; Thomson
et al. 2012; for comparisons to higher-J CO line widths,
see also Hainline et al. 2006; Riechers et al. 2011a).
4.5. Excitation and evidence for a SMG-quasar
transition
Much of the circumstantial evidence for the SMG-
quasar transition is based on the similarity of their prop-
erties (their FIR luminosities and inferred star forma-
tion rates, molecular gas masses, and temporal coinci-
dence) and the supposed analogous transition for low-z
U/LIRGs (which are more clearly major mergers) and
quasars. These results also show broadly similar prop-
erties between SMGs and AGN host galaxies, including
their molecular gas excitation and their trends in r3,1
with different physical properties. Previous work demon-
strating a difference in the r3,1 ratio for SMGs and AGN
host galaxies weaken with our expanded sample since we
do not find a statistically significant difference, although
tighter uncertainties on some objects would help solidify
this result. If AGN are providing an additional higher
excitation phase of molecular gas (rather than weaker
forms of SMG-quasar transition where changes in gas ex-
citation correlated with AGN activity due to some other
evolutionary process), that phase may not be the bolo-
metrically dominant part of the system (i.e., it may be
a very small fraction of the total molecular gas mass).
Such multi-phase models would result in measurements
of global r3,1 values near to those of the dominant star-
forming gas phase, which can have a range in excitation
conditions depending on the density of star formation
relative to the molecular gas distribution. In addition,
it is possible that dusty star-forming galaxies like SMGs
contain a heavily enshrouded AGN, disguising the AGN’s
effects on the CO line ratios. Therefore the similarities
in gas excitation may reinforce the similarities between
the populations of SMGs and AGN host galaxies, but it
does not reveal the evolutionary mechanisms that may
connect the two populations as a temporal sequence.
The average r3,1 ∼ 0.8–0.9 we find for these popula-
tions reduces the uncertainties in the total molecular gas
mass (on average) caused by observing in CO(3–2) to
the ∼ 10–20% level, which is near typical flux calibra-
tion uncertainties and well within the typically observed
scatter of analyses like the Schmidt-Kennicutt relation.
However, there is still a wide distribution in r3,1 values,
and extrapolating total molecular gas masses from mid-J
CO lines may produce much larger errors for individual
systems.
Eleven of the AGN host galaxies in our sample also
have black hole mass measurements (none of the SMGs
have black hole measurements); we therefore look for cor-
relations between the molecular gas properties and black
hole masses for these systems. We find no correlation
Total Gas Masses in z ∼ 2–3 Galaxies 23
AGN, unlensed
AGN, lensed
SMG, unlensed
SMG, lensed
CO(1–0)
CO(3–2)
No magnification correction
0 200 400 600 800 1000 1200 1400
FWHM (km s−1)
10.0
10.5
11.0
11.5
12.0
12.5
log
(μ
Lʹ C
O/(
K 
km
 s−
1  p
c2
))
AGN, unlensed
AGN, lensed
SMG, unlensed
SMG, lensed
CO(1–0)
CO(3–2)
Magnification corrected
0 200 400 600 800 1000 1200 1400
FWHM (km s−1)
8.5
9.0
9.5
10.0
10.5
11.0
11.5
log
(L
ʹ CO
/(K
 km
 s−
1  p
c2
))
Figure 14. The CO line luminosity as a function of line FWHM where the line luminosity has not been magnification corrected (left)
and has been magnification corrected (right). AGN host galaxies are in red and SMGs are in blue; gravitationally lensed galaxies are
hollow symbols and unlensed objects are solid. We show the CO(1–0) line luminosity in the darker shades of red/blue and the CO(3–2) line
luminosity in lighter shades of red/blue. We calculate the Spearman’s and Kendall’s rank correlation coefficients and find no significant trend
between the line luminosity and FWHM, regardless of CO line used, population evaluated, and magnification correction at a significance
level of α = 0.05.
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Figure 15. The CO(3–2)/CO(1–0) line ratio as a function of the
Black hole mass and the best-fit line (solid) excluding the outlier in
r3,1 and lower limits (shown in light red). Gravitationally lensed
AGN host-galaxies are hollow symbols and unlensed objects are
solid. We calculate the Spearman’s and Kendall’s rank correlation
coefficients and find no correlation between the black hole mass
and r3,1 at the α = 0.05 significance level.
between the black hole mass and r3,1 (Figure 15). Since
SMGs have a similar range in r3,1 values, we suspect
that including the lower mass black holes of the SMGs
(relative to their total masses, which appear to be con-
sistent between these populations to the extent we can
determine from our unresolved sample; e.g., Coppin et al.
2008; Alexander et al. 2008) would not produce any cor-
relations. We find no clear difference in AGN types (i.e.
optical vs. IR-bright, radio-loud vs. radio-quiet) with
measured r3,1 value or black hole mass.
Independent of the molecular gas excitation, there is
a hint of higher SFEs (shorter gas depletion timescales)
for the AGN compared to the SMGs. The higher SFEs
appears to be due to larger average FIR luminosities for
the AGN host galaxies over the same range of molecular
gas masses in the SMGs, which may be due to a dusty
torus contribution to the FIR luminosity that is not actu-
ally tracing star formation (e.g., Weiß et al. 2003; Beelen
et al. 2006; Leipski et al. 2013; Kirkpatrick et al. 2015).
If we force the linear fit between the FIR and CO lu-
minosities in the Schmidt-Kennicutt relation to have the
same index (N = 1) for both SMGs and AGN host galax-
ies (in order to control for additional uncertainties in the
index of the power law), the difference between the off-
sets measures the fraction of the FIR luminosity for the
AGN host galaxies that is in excess of what would be
predicted for pure starburst systems (the SMGs). Un-
der these assumptions, on average ∼ 10% of the AGN
host galaxies’ FIR luminosity is associated with the cen-
tral AGN rather than the star-forming gas. This fraction
is lower than previous analyses of the Schmidt-Kennicutt
relation (Riechers 2011) and analyses of the mid-IR emis-
sion from SMGs and AGN host galaxies (e.g., Pope et al.
2008; Coppin et al. 2010), but more uniform and reliable
FIR luminosity measurements are necessary to make a
fair comparison.
5. CONCLUSIONS
We present CO(1–0) observations obtained at the VLA
for 14 z ∼ 2 galaxies, including 11 AGN host galax-
ies (six lensed and five unlensed) and three SMGs (two
lensed and one unlensed), with existing CO(3–2) mea-
surements. We successfully detect 13 objects (five of
which are tentative) and obtain one new upper limit on
the CO(1–0) line. We also detect continuum emission
from ten galaxies. We combine this sample with an ad-
ditional 15 z ∼ 2 galaxies from the literature that have
both CO(1–0) and CO(3–2) measurements: three lensed
AGN host galaxies and 12 SMGs (eight lensed and four
unlensed). In contrast to previous work that showed
a systematic difference between the CO(3–2)/CO(1–0)
line ratios for SMGs and AGN host galaxies (which have
r3,1 ∼ 0.6 and r3,1 ∼ 1.0, respectively; e.g., Swinbank
et al. 2010; Harris et al. 2010; Ivison et al. 2011; Riechers
et al. 2011b), we find no statistically significant difference
between either the average r3,1 values or distribution of
r3,1 values for SMGs and AGN host galaxies, obtaining
a global average r3,1 = 0.90± 0.40 (or r3,1 = 1.03± 0.50
for AGN host galaxies and r3,1 = 0.78± 0.27 for SMGs,
which are consistent with the previous values to within
the uncertainty). The lack of a statistically significant
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difference between the distribution of r3,1 values of the
SMGs and AGN host galaxies is not as robust; switching
the class of three SMGs which may have central AGN
or using prior single-dish CO(1–0) measurements can re-
turn a significant offset between the distributions for the
two populations. The likely disappearance of the r3,1
differences is due to multiple factors, including revised
CO(1–0) measurements and re-classifications of sources.
The expanded sample likely also includes “hybrid” or
misclassified sources such as SMGs with buried AGN
that have not been detected, or galaxies where the AGN
may not be the dominant contributor to the emission
at long wavelengths. High star formation rate densities
relative to the molecular gas distribution could also pro-
duce high r3,1 values (e.g., Narayanan & Krumholz 2014),
broadening the observed excitation distribution. This re-
sult is in line with observations of different galaxy pop-
ulations at low-z (including normal galaxies, IR-bright
galaxies, and/or U/LIRGs) or which show a range of r3,1
values in star-forming systems both with and without
central AGN (Mauersberger et al. 1999; Yao et al. 2003;
Mao et al. 2010).
Using this sample of matched CO(1–0)- and CO(3–2)-
detected sources, we look for correlations between the
low-J CO excitation and other galaxy properties. We
evaluate the integrated Schmidt-Kennicutt relation (the
correlation between the LFIR and L
′
CO) for our sample
and find no significant difference between the slope and
offset of the relation when using the different CO lines,
in line with some previous results from aggregated sam-
ples which did not have both lines for every object (e.g.,
Greve et al. 2014), although results in the literature are
mixed (e.g., Yao et al. 2003; Bayet et al. 2009; Kamenet-
zky et al. 2015). We find that the index of the integrated
Schmidt-Kennicutt relation is consistent with N ∼ 1,
even when we include low-z U/LIRGs from Papadopou-
los et al. (2012)/Greve et al. (2014) in our analysis. How-
ever, when we include the more normal low-z IR-bright
sample from Yao et al. (2003) in our analysis (which also
has both CO(1–0) and CO(3–2) detections), the index
increases to N ∼ 1.2; this index is similar to the low-
z objects on their own, indicating that they dominate
the fit due to the large scatter in high-z measurements.
The similarity of the Schmidt-Kennicutt index for the
two CO lines in our sample is more cleanly illustrated
by the lack of correlation between r3,1 and the FIR lu-
minosity. Instead, we find that r3,1 correlates with SFE,
where sources with large SFE have large r3,1 values, as
found at low-z in Yao et al. (2003). This is consistent
with the theoretical results of Narayanan & Krumholz
(2014), where they find that the only effective predictor
of CO excitation was the SFR surface density, indicating
that it is density of energy sources per unit of molecular
gas that dictates the gas excitation.
We also use this sample to further test observed cor-
relations between the CO line FWHM and the line lu-
minosity (e.g., Harris et al. 2012; Bothwell et al. 2013;
Goto & Toft 2015) which has potential predictive power
for estimating the magnification by gravitational lensing
(Harris et al. 2012). We do not find a statistically signif-
icant correlation and find that our sample spans a larger
range in line luminosities after correcting by the known
lensing magnification, likely due to the inhomogeneous
way in which our sample is selected when compared to
Harris et al. (2012), and is in line with the results of
Carilli & Walter (2013) and Aravena et al. (2016).
Generally we find no significant difference between the
molecular gas properties of the AGN and SMGs in our
sample, reinforcing the similarities of these two high-z
populations. Confidence in our result would be improved
with higher sensitivity CO(1–0) measurements for our
marginal detections and uniformly measured values of
the FIR luminosities (which are gathered from the lit-
erature). Since the lack of a dependence of r3,1 on the
galaxy type may be due to variations in the relative con-
tributions of star-forming regions and AGN tori to the
long wavelength properties of these galaxies, it may be
that correctly accounting for both heating mechanisms
will retrieve the original trend in r3,1 values (since high
CO excitation is known to originate near AGN), but with
larger scatter for galaxies lacking AGN since high star
formation densities can also drive high r3,1 values.
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