In 1] we considered lossy channel systems which are a particular class of in nite state systems consisting of nite state processes communicating through channels that are unbounded and unreliable. We presented a backward reachability algorithm which, starting from a set of \bad" states, checks whether there is a backward path to the initial state of the system. Using standard techniques, the reachability algorithm can be used to check safety properties for lossy channel systems.
Introduction
In the last few years, there has been a considerable interest in algorithmic veri cation of distributed and parallel systems. The research has led to the discovery of numerous e cient methods for the veri cation of nite-state systems ( 9] A particular class of in nite-state systems which has been important in the analysis of e.g. communication protocols consists of nite-state processes that communicate via unbounded FIFO channels 8, 7] . Such systems are in nite-state due to the unboundedness of the channels, and it is well-known that these systems can simulate Turing machines, and hence most interesting veri cation problems are undecidable for them 8] . In an earlier work 1], we considered a variant of this class, called lossy channel systems, where the FIFO channels are unreliable, in the sense that they may nondeterministically lose messages. In spite of this restriction, lossy channel systems can be used to model and analyze many interesting systems, e.g. link protocols such as the Alternating Bit Protocol 6] and HDLC 22] , which are designed to operate correctly even in the case that the FIFO channels are faulty and may lose messages. In 1, 2] we present a reachability algorithm for lossy channel systems which, for any state, checks whether the state is reachable form the initial state of the system. The idea of the algorithm is to de ne a partial order on the set of states, where one state is smaller than another if the two states di er only in that the content of each channel in the rst state is a (not necessarily contiguous) substring of the content of the same channel in the second state. An important property of lossy channel systems is that their behaviour is monotone with respect to , i.e. larger states have transitions to larger states. The algorithm operates on ideals, where the ideal generated by a state is the set of states larger than or equal to that state. The reachability of a state is obviously equivalent to the reachability of the ideal generated by , since if there is a path from the initial state to any state 0 , which is larger than , then we can continue from 0 losing messages until we obtain . To check the reachability of an ideal I, we perform a reachability analysis starting from I and going backwards. At each step we pick an ideal I 0 which has already been generated during the analysis, and compute the set pre(I) of states from which I 0 is reachable through the application of a single step of the transition relation. It is shown in 1, 2] that the monotonicity of lossy channel systems implies that pre(I) is also an ideal and that it is in fact computable. Partial order reductions 27, 28, 15, 18, 19, 30, 4 ] are a family of techniques which can be used to perform more e cient veri cation of systems consisting of asynchronously communicating concurrent processes, e.g. lossy channel systems. These methods are based on the observation that concurrent actions of the processes are often independent and hence their interleavings are equivalent in that they all lead to the same states. Most existing partial order methods work with a forward search of the state space, starting from the initial state and trying to nd a path forwards to a nal state. Action sequences are grouped into equivalence classes, for each of which only one representative may be analyzed. The algorithm then searches a reduced state-space, where at each step only a subset (an ample set 27]) of the enabled transitions is considered.
The requirement is that an ample set should contain at last one representative of each equivalence class. In this paper, we employ ideas based on partial order reductions to derive a more e cient version of the algorithm in 1, 2]. Instead of working with an equivalence relation (the independence relation), we de ne a preorder (the \better than" relation) among actions. An event is better than an event in a state if followed by leads to a smaller state (with respect to ) from than followed by . We extend the preorder to sequences of actions, where a sequence is \better than" another if the rst sequence can be obtained from the second by permuting adjacent actions so that \better" actions occur earlier in the rst sequence than in the second sequence. We show that it is su cient, for each set of sequences, to consider only the \best" elements of the set. The correctness of our approach can be shown again to follow from monotonicity of lossy channel systems. Our method di ers from traditional partial order techniques in the following aspects.
We work with a preorder (the \better than" relation) which is weaker than the independence relation, since two sequences are equivalent if and only each of them is better than the other. Instead of choosing representatives of each equivalent class, it is su cient to choose the best elements of a certain set of sequences. This leads to a more e cient search algorithm, since two sequences may not be equivalent, but one of them may still be discarded from the analysis, if it is \worse" than the other. We apply our methods in the context of backward reachability analysis. This is necessary since the reachability algorithm for lossy channel systems operates backwards. In fact it is shown in 16] that forward reachability analysis is infeasible for lossy channel systems. The reachability algorithm works on ideals, so our method can be considered to operate on sets of states (ideals) rather than individual states. Since ideals are in nite sets, each ideal is represented symbolically by its set of generators. This set of generators can be shown always to be nite. In 4] partial order methods are also combined with symbolic model checking, where sets of states are represented by Binary Decision Diagrams (BDDs).
Using standard techniques 31, 19] , we can check safety properties for lossy channel systems through a reduction to the reachability problem. In fact our method is quite general. In 16, 3] general theories are presented for the veri cation of systems with monotone behaviour. Examples of such systems include besides lossy channel systems, Petri nets, real-time automata, relational automata 33], Basic Parallel Processes (BPPs) 11], and certain classes of parametrized systems 17]. The general reachability algorithm presented in 3] exploits the monotonicity of the system in the same manner as the algorithm for lossy channel systems. Consequently our techniques are applicable even for these classes of systems.
outline In the next section we introduce lossy channel systems and some properties of these. In section 3 we introduce the reachability algorithm. In section 4 we introduce the better-than relation and some properties of action sequences. In section 5 we show the modi cations needed to improve the reachability algorithm. In section 6 we give an algorithm to compute ample sets. In section 7 we show some experimental results. In section 8 we give some conclusions and directions for future research.
Preliminaries
A lossy channel system consists of a control part and a channel part. The control part is modelled as a number of nite-state processes communicating via the channels, while the channel part consists of a nite set of channels. Each channel behaves as a FIFO bu er which is unbounded and unreliable in the sense that it can lose messages. A channel is used to perform asynchronous communication between a pair of processes, so for each channel there is unique process sending messages to the channel, and a unique process receiving messages from the channel.
For a tuplex = hx 1 ; x 2 ; : : : ; x n i, we usex(i) to denote x i andx i 7 ! e] to denote the tuple hx 1 ; x 2 ; : : : ; x i?1 ; e; x i+1 ; : : :; x n i. The domain dom(x) ofx is the set f1; 2; : : :; ng of indices, while the range rng(x) ofx is the set fx 1 ; x 2 ; : : :; x n g of values. For strings x and y, we use x y to denote the concatination of x and y. We de ne a partial order on elements of M by letting w 1 w 2 i w 1 is a (not necessarily contiguous) substring of w 2 , e.g. given M = fa; b; c; x; y; zg, ab abc axbyc 6 axyc. We use " to denote the empty string. We extend the partial order to states by letting (s 1 ;w 1 ) (s 2 ;w 2 ) i s 1 =s 2 andw 1 (c) w 2 (c) for each c 2 C.
An interesting property of this partial order is that it is a well quasi-order, i.e. there is no in nite set of strings such that all strings are pairwise incomparable.
Lemma 1 (Higman's Lemma) Let M be a nite set. If S M is a subset such that all strings in S are pairwise incomparable with respect to , then S is nite.
Proof. This proof can be found in 26], where it is attributed to Higman 20] . 2
The well quasi-orderedness of our partial order on global states follows directly from the lemma.
A set I of states is said to be an ideal if it is the case that 2 I and 0 implies 0 2 I. For a state , the ideal generated by is the set f 0 ; 0 g. 
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The set F is usually used to represent a set of \bad" states which we do not want to occur during the execution of the system. It can be shown 1, 2] that, using standard techniques 31, 19] , all safety properties, formulated as regular sets of allowed nite traces, can be reduced to the reachability problem.
To decide reachability, we perform a backward reachability analysis, starting with the states in F and try to nd a path back to . Since the state space is in nite, the analysis is not a priori bounded. It turns out that it is inconvenient to choose the inverse of the forward transition relation (i.e. ?! ?1 ) as our basic backward transition step, since this would add messages to the channels in an uncontrolled manner. Instead we de ne a \backward" semantics for lossy channel systems as follows.
Let an operation be a partial function from states to states. An operation is enabled at a state if ( ) is de ned for . The set of all enabled operations at state is denoted enabled( ).
De nition 4 Let (s;w) be a state of a lossy channel system. We de ne three di erent operations, each of which corresponds to going backwards in the transition realtion. Notice that we execute the operations in reverse, e.g. receiving corresponds to adding a message to the beginning of a channel, etc. Intuitively, for a state and an operation , if I and I 0 are the ideals generated by and ( ) respectively, then I 0 is the set of states from which a state in I is reachable through a single application of . We are now ready to introduce the algorithm to decide reachability for lossy channel systems 2]. The algorithm uses a set V of \visited" states, and a \working" set W of states which are yet to be investigated. The algorithm proceeds by selecting and removing a state from the working set W. From the set of all enabled operations enabled( ) is computed. Each operation is used to compute a predecessor state ( ), which is in turn added to the working set W. The state is then added to the set V . If we in our search nd a state larger than some state in V , we know that the state is redundant since it gives no new information, hence we can throw it away. A detailed description of the algorithm can be seen in Figure 1 .
Theorem 2 The reachability algorithm is correct in the sense that it always terminates, and it returns the value true if and only if a state in F is reachable.
Proof. The proof can be found in 2], where termination of the algorithm is shown to follow from Lemma 1.
4 Dependency among Operations
In this section we de ne a dependency relation among operations. For a state and a sequence of operations = 1 2 n , we say that is enabled from if, for each 1 i < n, i is enabled from i?1 ( i?2 (: : : 2 ( 1 ( )))). If is enabled from then we use ( ) to denote the state 0 = n ( 2 ( 1 ( )) ). Since ( ) ( ), it is \better", from the point of view of the reachability algorithm, to perform followed by than the opposite. The reason is that we know that smaller states generate larger ideals. Consequently, it is safe to discard the sequence since the ideal generated by ( ) is a subset of the ideal generated by ( ( )). Proof. Follows directly from the de nitions.
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Notice that the operation snd c; n has two possible behaviours, depending on the state from which it is taken. The fact that rcv c; n is better than snd c; n makes use of this, replacing one type of execution by another.
De nition 6 Let be a state, be a nite sequence such that 2 enabled( ) and an operation. An operation is contributory to from state i for any partition of into 0 , where is an operation, v b holds in ( ).
Intuitively, a contributory operation has the property that when it is moved forward in a sequence, we reach \smaller" states (according to ).
Lemma 5 Let be a state, be a nite sequence of monotone operations such that 2 enabled( ), and a single operation. If is contributory to from then ( ) ( ).
Proof. Proof by induction on the length of . For the base case j j = 0 the lemma holds trivially. For the induction case we let be a sequence of operations such that j j > 0 and is contributory to from . Let = 0 for some sequence of operations 0 and some operation . The operation is better than every operation in and in particular the operation . Hence ( 0 ( )) ( 0 ( )), i.e. 0 ( ) 0 ( ):
(1) From the induction hypothesis we know that 0 ( ) 0 ( ). Since is monotone and enabled at 0 ( ) it follows that 0 ( ) 0 ( ): (2) By combining (1) and (2) we see that 0 ( ) 0 ( ).
A note on Lemma 5. We de ne a preorder v B on sequences of operations, such that 1 v B 2 whenever 1 = 0 0 and 2 = 0 0 , with v b in 0 ( ). We de ne the \better than" relation among sequences to be the re exive transitive closure v B of v B . Intuitively a sequence 2 is better than a sequence 1 , if 2 can be obtained from 1 by permuting adjacent actions so that \better" actions occur earlier in 2 than in 1 . It follows from Lemma 5 that 2 ( ) 1 ( ). This approach is more general than that used in traditional partial reduction methods, where v b is taken to be an equivalence relation and hence v B becomes an equivalence (rather than a preorder) on operation sequences.
Improving the Reachability Algorithm
In this section we introduce two strategies to improve the search conducted in Algorithm 1. The general idea is to consider only a subset of the enabled operations for each state. We replace enabled( ) on line 6 in Algorithm 1 with ample( ) 27], where ample( ) enabled( ). We now proceed by investigating how to select a subset ample( ) of enabled( ). For Algorithm 1 to be correct when replacing enabled( ) with ample( ), the selection of a subset of enabled( ) is guided by the following rules. It can be shown that selecting a set ample( ) satisfying conditions B0 and B1 is not guaranteed to preserve reachability of the initial state. The reason is that because of independence between operations, we may reach a local state in one process before doing so in a second process; we may then continue going backwards in the rst process, before reaching the control initial state in the second process and thus we miss the con guration where all processes are in their initial control states. This is a problem inherent in partial order reductions and not particular for lossy channel systems.
As an example, consider the system in Figure 2 . It consists of two processes, executing concurrently. All the transitions (and hence the operations) are local. When trying to search for the initial state (s 1 ; s 3 ) from the state (s 2 ; s 3 ), the righthand process has already reached its initial control state. However, according to condition B0, we may select the operation which is the reverse of transition d. We then reach the state (s 2 ; s 4 ). In fact, we may then continue to take the reverse of transition c and reach (s 2 ; s 3 ) again, terminating the search with the wrong conclusion that the initial state is not reachable. We have several alternative ways to remedy the problem. One of the simplest ways is to ensure that it is not possible to leave an inital control states once the search has reached it. This can be accomplished by making the system rooted.
De nition 7 A system is rooted if none of its operation is enabled from its initial state.
Thus we have our rst search strategy:
STRAT1 A backward search in a rooted system (or a system transformed to become rooted), where each ample set satis es conditions B0 and B1. Consider now the case that does not contain any operation from ample( ). Then, according to condition B0 and B1, ample( ) contains some operation that is contributory to . But then according to Lemma 5, is enabled from the initial state , contradicting the fact that the system is rooted.
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It is easy to see that one can convert any system to a rooted one (if it is not rooted already). The disadvantage of having a rooted system is that it may introduce additional non-determinism. Figure 3 demonstrate a system that is not rooted (on the right) that is converted into a rooted system. Another strategy, trying to avoid enlarging the state space in order not to miss the initial state, is the following.
De nition 8 A delayed operation is one that can lead out of an initial state.
It is not always simple to check which operations are delayed, yet it is easy to give a crude estimate. Thus, in its use in the sequel, it is safe to assume that an operation is delayed even if it is not. The price of assuming too many operations to be delayed is a smaller reduction. A simple heuristic is to de ne an operation to be delayed if it executes from an initial control state of a process. For a system with identi ed delayed operations, we add the following condition on ample sets:
B2 Either ample( ) contains no delayed operations or ample( ) = enabled( ).
For example, in the left process in Figure 3 , the operation is delayed, since one can take a operation from the initial state. Thus, we have the following search strategy:
STRAT2| A backward search where each ample set satis es conditions B0, B1, and B2.
Theorem 7 The correctness of the backward reachability problem is preserved under strategy STRAT2.
Proof. Similar to the proof of Theorem 6. The only di erence is that in the contradiction case, if is contributory to the sequence that transforms into , can still be enabled from (there is no requirement that the system is rooted). However, this means that is a delayed operation. But then according to B2, we must have selected ample( ) = enabled( ), contradicting the fact that we did not select . 2 6 Algorithms for Ample Sets Proof sketch. It is trivial to check that B0 is satis ed. Observe that B1 is satis ed since all operations belonging to a process are in ample( ) and that no two processes may receive from the same channel. Hence, it cannot happen that an alternative operation of the same process is disabled but will become enabled by the execution of some snd or rcv event in another process.
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To use strategy STRAT2 we alter steps 3 and 6 in Algorithm 2: B2 is applied by selecting the transitions of a certain process only if they also satisfy the condition that they are not delayed.
Theorem 9 Algorithm 1 correctly decides reachability under STRAT1 when using Algorithm 2 to compute ample( ).
Proof. Follows from Theorem 6 and Lemma 8.
Experiments
In this section we consider two examples and show the reductions obtained when using the improved algorithm for reachability. First we consider the go back n protocol of the well known Sliding Window protocol family. We model the protocol as a lossy channel system with two unbounded and unreliable channels. In the protocol, n corresponds to the size of the sender window. The receiver window is always of size 1. We have added a distinguished initial state to make the system rooted.
In Table 1 we compare the performances of Algorithm 1 with and without partial order reduction, for di erent sizes of the sender window. Table 1 : Veri cation of Go Back n In the second example, we consider a token ring to implement mutual exclusion among a number of processes. A number of processes communicate through lossy channels. In Table 2 we compare the performances of Algorithm 1 with and without partial order reduction, for di erent number of processes in the ring. The high reduction achieved in this example compared to the rst example, is due to the fact that here we have more parallel processes instead of only two processes in the case of the \go back n" protocol. We have considered the application of partial order reduction techniques for lossy channel systems. In contrast to most existing partial order methods, our approach is applied to a backward reachability algorithm. The choice of transitions selected during the analysis is guided by a preorder which we call the better than relation. This is a weaker relation than the independence relation used in traditional partial order methods, and leads consequently to a more e ective analysis. The idea of using the \better than" relation is general as it is applicable to all systems which have \monotone" behaviour, e.g. Petri nets, real-time automata, relational automata, etc. As part of our future research, we shall try to extend our theory to these classes of systems. We also intend to carry out experiments to study the performance of our algorithms on more advanced examples.
