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Abstract 
Rating systems are used by many websites to allow customers to rate available 
items according to their own experience. Subsequently, reputation models are used to 
aggregate available ratings in order to generate reputation scores for items. A 
problem in current reputation models is that most of these models do not consider 
statistical data, such as rating distribution, standard deviation, and count, in the rating 
aggregation process. This limitation can reduce the accuracy of generated reputation 
scores. On the other hand, recommender systems are used online to suggest items to 
users according to each user’s expressed preferences. Yet recommender systems will 
endorse an item regardless of its reputation value. 
In this research, we tackle those two issues. First, we propose novel reputation 
models that generate more accurate item reputation scores based on rating data, using 
sparse and dense datasets. The proposed models use the weighted-mean method. 
They embed previously disregarded statistical data of a given rating dataset in order 
to enhance the accuracy of the generated reputation scores. The first proposed model 
is the normal distribution-based reputation model with uncertainty (NDRU). This 
model works well with sparse datasets. The second proposed model is the beta 
distribution-based reputation model (BetaDR), which works better with dense 
datasets.  
For reputation-aware recommendation, we propose a method to combine the 
reputation model’s output with the recommender system output to enhance the 
accuracy of recommendations. It is inspired by the Borda count voting system, which 
is used to combine ranked lists of candidates. The proposed method is called the 
weighted Borda count (WBC), where weights are generated for each user based on 
their rating coherence over different categories of items. The WBC method is 
designed to work with any recommendation method and any reputation model. We 
also propose the use of personalised reputation scores, where users have different 
reputation-based ranked list of items based on their interests. 
We provide detailed experiments in this research to evaluate the proposed 
models in reputation and reputation-aware recommender systems. We test the 
v 
proposed models against the state-of-the-art models over well-known datasets. The 
results discussed in the evaluation chapters show that the proposed models exhibit 
performance superior to that of current state-of-the-art models in both reputation and 
reputation-aware recommender systems. 
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Chapter 1: Introduction 
In this chapter, a definition of a reputation model, a background of the 
available reputation models and their use are introduced first, before discussing the 
importance of these models and the motivations behind proposing new reputation 
models. We highlight the gap in the research areas of reputation models and 
reputation-aware recommender systems, and we set the objectives of this research. 
Finally, we list the contributions made in this thesis work and provide an outline for 
this thesis. 
1.1 OVERVIEW AND MOTIVATIONS 
The focus in our research is divided into two separate systems: the first is the 
reputation system and the second is the recommender system. Primarily, reputation is 
defined as “what is generally said or believed about a person’s or thing’s character or 
standing” (Jøsang, Ismail, & Boyd, 2007). This leads us to the definition of 
reputation systems, which is described as the methods for collecting and aggregating 
users’ feedback about some individual or object, which are used to produce 
reputation scores (Resnick, Kuwabara, Zeckhauser, & Friedman, 2000). In general, 
items’ reputations reflect the quality of items; therefore they provide support to 
customers in decision making.  
Correspondingly, recommender systems nowadays are essential parts of most 
Web 2.0 websites, from e-commerce websites to social media websites. 
Recommender systems work similarly to the recommendations received from other 
people as word of mouth, where they are used to assist and augment this natural 
social process (Resnick & Varian, 1997). The recommender systems produce 
personalised lists of item recommendations using different methods to reflect the 
preferences of every user. In general, recommender systems are reputation agnostic. 
In other words, no matter what the reputation of a specific item, it can be 
recommended to a user if its relevance to the user preferences is high. 
Reputation systems consist of three major components, (Jøsang et al., 2007). 
The first component is the feedback collection from users. In this stage, reputation 
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systems describe the methods used for collecting users’ feedback; that is, centralised 
or distributed. The second component is the reputation engine, where the reputation 
system explains how the users’ feedback on an item will be converted into a 
reputation score for that item. The final component for reputation systems is the 
reputation presentation. 
Currently, reputation systems play an important role in most of the e-commerce 
and product review websites. At the same time, the aggregated reputation scores 
provided in these websites are considered the most critical component of the 
feedback systems because of their increased influence on online users. This implies 
that any improvement in the accuracy of reputation scores can noticeably affect the 
website users’ behaviour. Therefore, an increasing number of aggregators have been 
developed to enhance the accuracy of reputation scores (Bharadwaj & Al-Shamri, 
2009; Jøsang & Haller, 2007; Lauw, Lim, & Wang, 2012; Leberknight, Sen, & 
Chiang, 2012; Resnick et al., 2000).  
Reputation models reflect global opinions about an object. Several models 
focused on users’ reputations, while other models proposed universal reputation 
models that can be used for products, services, or users. We believe that there is no 
ideal reputation model that can be used for any domain because different factors can 
be considered in different cases. For example, in customer-to-customer (C2C) 
systems, such as eBay, users rate each other after each transaction, while in review 
websites users might rate other users’ reviews as helpful or not, without the need for 
a direct transaction between them. Another example is the use of a time factor, which 
can be important in some domains when the item or user reputation differs over time. 
All these factors can enhance the accuracy of the reputation model to different 
degrees. 
One of the key issues in reputation systems is the ratings aggregation process, 
in particular, we mean the aggregation method used to calculate the final reputation 
score. The basic method used to aggregate ratings is the average method (Garcin, 
Faltings, & Jurca, 2009). More sophisticated methods use a weighted average for the 
ratings, where the weights can represent reviewers’ reputation, the time when the 
rating was given, or the distance between the current reputation score and the 
received rating (Lauw et al., 2012; Leberknight et al., 2012; Resnick et al., 2000; 
Sabater & Sierra, 2002; Yingjie Wang, Yin, Cai, Dong, & Dong, 2015). Other 
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models use different methods to aggregate ratings, such as fuzzy logic (Aringhieri et 
al., 2006; Azrifah, Murad, & Kadir, 2010; Bharadwaj & Al-Shamri, 2009; Siyuan 
Liu, Yu, Miao, & Kot, 2013; Tajeddine, Kayssi, Chehab, & Artail, 2011), 
probabilistic models (Elsalamouny & Sassone, 2013; Teacy, Patel, Jennings, & Luck, 
2006; Vogiatzis, MacGillivray, & Chli, 2010), Bayesian models (Jøsang & Haller, 
2007; Jøsang & Ismail, 2002), and flow models (Kamvar, Schlosser, & Garcia-
Molina, 2003; Levien, 2002; Page, Brin, Motwani, & Winograd, 1999). 
Overall, the available reputation models do not explicitly consider the number 
of ratings of an item, in relation to the average number of ratings per item in the 
dataset and the frequency of rating levels in the rating aggregation process. The 
frequency of a rating level refers to the number of users who have rated an item with 
a particular rating value. For example, more instances of rating level 5 than rating 
level 2 indicate that the item is favoured by a larger number of customers. The rating 
count of an item reflects the reliability of rating usage in building reputation scores; 
the higher the number of ratings assigned to an item, the larger the number of 
opinions that the ratings can reflect and, thus, the more accurate the item’s reputation 
derived on the basis of these ratings. Other statistical data, such as ratings’ mean and 
standard deviations can be useful to improve the accuracy of the reputation scores if 
employed correctly in the ratings aggregation process. 
In a recent study, Ku and Tai (2013) proposed an exploratory framework to 
investigate the effect of recommendation systems and reputation systems on 
purchase intentions regarding recommended products from an information 
communication perspective. Their results show that the opinions of other consumers 
influence consumer attitudes towards the purchase of the recommended product via 
normative social influence, which requires that recommendation systems should also 
consider online reviews to increase their persuasiveness to consumers. Both 
reputation and recommender systems can be classified as decision support systems 
used to persuade clients to consume products (Jawdat, Obeidat, & Aljanaby, 2011b). 
In general, the goal of any recommender system is to persuade customers to consume 
other items in the domain. Item reputation is directly related to this goal. Users are 
more likely to consume items with higher reputation scores. 
Recommender systems use a collaborative filtering method (Resnick, Iacovou, 
Suchak, Bergstrom, & Riedl, 1994; Sarwar, Karypis, Konstan, & Riedl, 2001), which 
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helps people to make choices based on the opinions of other people, or content-based 
filtering methods, which depend on item content similarity to find new items to 
recommend (Balabanović & Shoham, 1997; Mooney & Roy, 2000). Several methods 
have been proposed recently to produce reputation-aware recommender systems 
(Ahmadian, Moradi, & Akhlaghian, 2014; B. Liu, 2010; Yingjie Wang et al., 2015). 
Many methods focus on user reliability (reputation) to make recommendations. 
However, according to our knowledge, only modest efforts have been put into 
considering items’ reputations in the recommendation process.  
1.2 RESEARCH PROBLEMS AND OBJECTIVES 
In the previous section, we provided definitions and background to the areas of 
reputation and recommender systems. We described the motivation of this work and 
identify general problems in rating aggregation processes and in recommender 
systems. In this section we discuss the research problems to be addressed in detail, 
and define the objectives we aim to complete in this thesis work. 
1.2.1 Research Problems 
In our research we identify three problems to deal with. The first two problems 
are related to reputation systems, while the third is related to the use of product 
reputation in recommender systems. The three problems are detailed here. 
Problem 1: Sparse Dataset 
A sparse dataset is a dataset with the majority of its items having a small rating 
count. Datasets in many domains may have this characteristic as the nature of the 
domain does not attract users to provide feedback or it has a very large number of 
items. Reputation systems depend on historical feedback to generate reputation 
scores for items. When the available feedback is sparse it becomes more difficult to 
produce accurate reputation scores for items.  
 How do we then use statistical data in the rating aggregation process to 
enhance the accuracy of reputation scores over a sparse dataset? 
Problem 2: Item Popularity  
The second problem we address here is the different popularity of items in the 
dataset. Most of the current reputation models pay insufficient attention to item 
popularity when generating reputation scores. An item is considered popular if it has 
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a large rating count in relation to other items’ count of ratings in the same dataset. 
The following example explains the problem in detail. Suppose we have two items in 
a dataset that contains ratings on the scale of [1 − 5], with the first item having the 
frequencies of each rating level of {2, 1, 3, 3, 1}, and the second item having the 
frequencies {10, 5, 15, 15, 5}. The first item has 10 ratings and the second item has 
50 ratings, which indicates that the second item is more popular than the first. 
However, we notice that both items have the same proportional distribution of ratings 
over the rating levels. In such cases, the two items will have similar reputation scores 
using any reputation model that does not explicitly consider the number of ratings 
per item in the rating aggregation. A reputation score should reflect the popularity of 
an item; specifically, unpopular items are less likely to have high reputation scores. 
 How do we then reflect the item popularity, presented by the count of 
ratings of an item in the reputation calculation process?  
Problem 3: Reputation and Recommendation 
The third problem can be rewritten as follows: recommender systems, in 
general, are item reputation agnostic (O'Donovan & Smyth, 2005), which means that 
item reputation is not considered as part of the recommendation process and that a 
recommender system may produce a recommendation for an item with a low 
reputation score that is not likely to be consumed satisfactorily by the user.  
 How do we then incorporate item reputation into the recommendation 
process to provide more accurate recommendations for users? 
1.2.2 Research Objectives  
Based on the previous questions, we designed three objectives to be achieved 
in this research.  
Objective 1: To propose a new reputation model that considers the rating level 
frequency in its final reputation score and incorporate uncertainty to deal with the 
sparse datasets problem. The uncertainty in this context refers to a degree of doubt in 
the accuracy of an aggregated ratings score, which increases when the number of 
ratings is small. 
Objective 2: To propose a new reputation model that considers the rating 
count and standard deviation in its final reputation score to explicitly incorporate 
item popularity in the item reputation score.  
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Objective 3: To propose a new method for merging items’ reputation-based 
ranked list with the recommender system-generated list in order to produce more 
accurate recommendations for customers.  
1.3 RESEARCH CONTRIBUTIONS AND SIGNIFICANCE 
The contribution of this research is in two parts, one for reputation systems and 
one for recommender systems. In reputation systems, this research proposes two new 
methods for aggregating users’ ratings, which reflect more sophisticated methods and 
generate more accurate results. For recommender systems, a new method is proposed 
to build a reputation-aware recommender system that enhances the accuracy of 
recommender systems. The following is a detailed discussion of this research 
contribution and significance. 
1.3.1 In reputation systems 
Customers nowadays are increasingly depending on online information 
presented by e-commerce websites to decide whether to trust a specific object or not, 
replacing the traditional word-of-mouth advice. The existence of reputation scores on 
these websites helps people in making decisions about whether to buy a product or to 
use a service, for example. Reputation systems play a significant role in users’ 
decision-making processes. Producing a more accurate reputation score is significant 
for many e-commerce websites as it directly affects their customer satisfaction. 
We propose two reputation models, the normal distribution-based reputation 
model with uncertainty (NDRU) and the beta distribution-based reputation model 
(BetaDR). The contribution of the first reputation model (NDRU) to the field of 
reputation systems is that it produces more accurate reputation scores over sparse 
datasets compared with the state-of-the-art methods. The proposed method employs 
two factors to achieve this, rating level frequency and uncertainty factors. The 
frequency of rating levels indicates the popularity of each rating level; the more 
frequent the rating level, the higher the weight it should have.  
The second reputation model (BetaDR) emphasises the item popularity 
problem. It beats the state-of-the-art methods for accuracy of reputation scores using 
several well-known datasets. Because item popularity is important and is required to 
be reflected by the reputation score, this model proposes the use of the items’ relative 
ratings count in its rating aggregation process. In more detail, we employ the item 
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relative ratings count and item ratings standard deviation to decide the shape of the 
beta distribution to be used for giving weights to ratings. The major contribution of 
this model is in incorporating item popularity in reputation scores in a creative 
manner. 
1.3.2 In recommender systems 
Today, recommender systems are an essential part of many Web 2.0 sites. 
Therefore, enhancing the accuracy of current recommender systems can significantly 
improve services provided by these websites and positively affect customer 
satisfaction. Recommender systems suggest a list of items that are personalised, 
based on the opinions of similar members in a target user’s local community, while 
reputation systems provide the opinions of the whole community. Recommender 
systems that do not consider item reputation scores might end up recommending 
low-reputation products, which leads to lower customer satisfaction as stated by Ku 
and Tai (2013).   
We propose a new method to incorporate item reputations into the item 
recommendation to produce reputation-aware recommendations. Inspired by the 
Borda count voting system (De Grazia, 1953), the main contribution to this field is to 
adopt the concepts of voting systems and propose the weighted Borda count (WBC) 
method to produce the recommendations by combining item reputations with item 
recommendation scores. The second contribution is a method to calculate user 
coherence based on determining the weights that reflect the percentage of 
contributions coming from the item reputations and from the item recommendation 
scores.  
In this part we also propose using a personalised reputation-based item list. For 
each user, the list of ranked items generated by the reputation model is filtered, based 
on the user preferences. First, the items are grouped into clusters. Then, we build 
users’ profiles. Users rating an item within a specific cluster positively indicate that 
they are interested in this cluster of items. Finally, the general ranked item list 
generated by the reputation model is personalised by filtering the items that do not 
belong to a cluster that appears in the user profile. Using this method, we still keep 
the global reputation score of an item and we reduce the chance of promoting an item 
that is outside the user’s interest scope. 
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1.5 THESIS OUTLINE  
The thesis is organised in eight chapters. Following is an overview of each 
chapter. 
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 Chapter 2: We present a detailed literature review in this chapter. We split 
the chapter into two main parts – reputation models and recommender 
systems. In the first part we discuss the available reputation models, grouping 
them by the method used to calculate the reputation scores and discussing the 
strengths and weaknesses of each model. We also discuss the commercial 
reputation models used online. Finally, we determine what is missing in all 
the available reputation models and the need for a new model to overcome 
the available flaws. In the second part we introduce recommender systems 
and the different methods used for generating recommendations. We discuss 
in detail the available reputation-aware recommender systems. 
 Chapter 3: The first reputation model is proposed in this chapter. The 
proposed reputation model is a weighted-mean model, where weights are 
generated using the normal distribution. In this model, we also employ the 
uncertainty factor to provide more accurate reputations. 
 Chapter 4: The second reputation model proposed in our work is presented 
in this chapter. This reputation model is also a weighted-mean model, where 
the weights are generated using the beta distribution. We use an item’s 
statistical data to determine the shape of its beta distribution. 
 Chapter 5: In this chapter we proposed a new merging method in order to 
combine two ranked lists, the first list is generated by the recommender 
system and the second list is generated by a reputation model. The advantage 
of this method is that it splits the implementation of the recommender and the 
reputation models. In other words, we can use it with any reputation model or 
recommender system. We also propose the use of personalised reputation 
scores, which will enhance the accuracy of the global reputation list. 
 Chapter 6: In this chapter we evaluate the reputation models proposed in 
Chapters 3 and 4 by using several experiments. First we test the accuracy of 
the reputation scores using a rating prediction experiment, and then we check 
the similarity of the item ranking produced by different reputation models. 
The third experiment aims to test the accuracy of the item ranking produced 
by the proposed models. Finally we test the accuracy of the proposed 
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reputation models against the state-of-the-art reputation models in 
recommender system applications. 
 Chapter 7: The experiment to evaluate the proposed merging method and the 
proposed personalised reputation scores, presented in Chapter 5, is discussed 
in this chapter.  
 Chapter 8: We conclude our thesis in this chapter, listing the contributions 
we made, the limitations of the work, and future work. 
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Chapter 2: Literature Review 
In this chapter we present an in-depth review of the topics related to our 
research. First, we introduce a definition for reputation models and discuss in detail 
available reputation models, describing the reputation generating process. We 
conclude this section with a summary of all the factors included so far in reputation 
models and what is missing. Second, we conduct a brief but comprehensive review 
of recommender system approaches. Finally, we discuss in depth the available 
reputation-aware recommender systems. We conclude with a summary and we 
highlight the gap in the literature on the available reputation-based recommender 
systems. 
2.1 REPUTATION MODELS 
Reputation has been defined as “what is generally said or believed about a 
person’s or thing’s character or standing” (Jøsang et al., 2007). Reputation is closely 
related to trust; however, it reflects global opinions and is not personalised, while 
trust is subjective and represents a measure between two agents (Bhuiyan, 2011; Yao 
Wang & Vassileva, 2007). Some work suggests that reputation represents a 
collection of trust values (Jøsang, Bhuiyan, Xu, & Cox, 2008; Yao Wang & 
Vassileva, 2003). Reputation systems are used for many objects, such as webpages, 
items, services, and users, as well as in peer-to-peer networks.  
An item’s reputation (product reputation) is calculated based on ratings given 
by many users through a specific aggregation method. Garcin, Falting, and Jurca 
(2009) describe ratings aggregators including mean, weighted mean, median, and 
mode. In general, we discuss five methods used in reputation models – the weighted 
mean, Bayesian models, fuzzy model, flow models, and probabilistic models. We 
discuss the available online reputation systems in a separate section. In the 
conclusion of this section we emphasise the weaknesses in the available reputation 
models. 
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2.1.1 Weighted Mean-Based Reputation Models 
Many methods use weighted mean as a ratings aggregator, where the weighting 
factors may include reviewer trustworthiness, reliability, expertise, and time when 
the rating was given. In this section we discuss in detail the methods of weighting 
based on time and user-related factors. 
Time-Based Weighting 
Reputation models that use a time decay method assume that item reputation 
varies in time. Shapiro (1982) proved that time is important in calculating reputation 
scores; hence, the time decay factor has been widely used in reputation systems 
(Avila-Rosas & Luck, 2005; Ayday, Lee, & Fekri, 2009; Jøsang & Haller, 2007; B.-
C. Wang, Zhu, & Chen, 2011). In this section we discuss several methods on how 
time is used as a weighting factor for item ratings. 
The time decay can be represented in linear or non-linear formats. The simplest 
way to introduce the time decay function is to use a linear format. Mu and Chang 
(2009) use a simple linear discounting function that uses the number of months since 
the rating was given. Simply, they divide the desired decay rate by the number of 
months involved minus 1.  
Many authors prefer using the non-linear format to employ time decay 
functions. Jøsang and Haller (2007) use an aging factor to old ratings. The new 
accumulated ratings after a time period (𝑡 +  𝑛) is calculated by multiplying old 
ratings with a longevity variable 𝜆𝑛 ∈ [0,1] and add new ratings to them. This 
method uses discrete time periods and is calculated using Equation (2.1). 
 ?⃗? 𝑦,(𝑡+𝑛) = 𝜆
𝑛 ?⃗? 𝑦,𝑡 + 𝑟 𝑦,(𝑡+𝑛)  (2.1) 
where ?⃗? 𝑦,(𝑡+𝑛): is the vector of the most recent ratings, 𝜆 represents the longevity 
variable such as 0 ≤ 𝜆 ≤ 1, 𝑛 is the number of periods waiting for new ratings to be 
received, and 𝑟 𝑦,(𝑡+𝑛)  is the vector with the new ratings to be added. The authors use 
a fixed value for the longevity variable 𝜆 = 0.9. 
Similarly, Ayday et al. (2009) and Wang, Zhu, and Chen (2008) use an 
exponential function to calculate the time-based weight for each rating using 
Equation (2.2).  
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 𝑤𝑖𝑗(𝑡) = 𝜆
𝑡𝑖,𝑗  (2.2) 
where 𝜆 is the fading parameter, and 𝑡𝑖,𝑗 is the time when user 𝑖 rated item 𝑗. Figure 
2.1 shows an example of two time decay functions, exponential function 𝑤 =
𝜆𝑡𝑖,𝑗 , 𝜆 = 0.5 and linear function 𝑤 = 1 − 𝐶 × 𝑡𝑖,𝑗, where 𝐶 = 0.08 is a constant 
value. 
 
Figure 2.1 Time decay functions  
Another method of using an exponential fading factor is by basing it on the 
total number of past transactions instead of time periods. Malik and Bouguettaya 
(2009) use this method, in which they define the fading factor 𝑓𝑑 =
1
𝑃𝑢
, where 𝑃𝑢 is 
the number of past transactions. 
Leberknight, Sen, and Chiang (2012), discuss the volatility of online ratings, 
where the authors aim to reflect the current trend of users’ ratings. They introduce a 
metric called average rating volatility (ARV), Equation (2.3), that captures the extent 
of fluctuation present in the ratings, and then they use it to calculate the discounting 
factor. They divide the series of ratings into 𝑀 non-overlapping windows of size 𝑁. 
Then they calculate the ARV value for each window 𝑊𝑖. 
 
𝐴𝑅𝑉(𝑊𝑖) =
|〈𝑅(𝑊𝑖+1)〉 − 〈𝑅(𝑊𝑖)〉|
〈𝑅(𝑊𝑖)〉
 (2.3) 
where 〈𝑅(𝑊𝑖)〉 is the mean of ratings in window 𝑊𝑖. 
User Data-Based Weighting  
Several user-related data are used as ratings weights in reputation models, such 
as reliability, expertise, and trustworthiness. Riggs and Wilensky (2001) perform 
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collaborative quality filtering, based on the principle of finding the most reliable 
users. Equation (2.4) shows the user’s reliability calculation. Basically, reliability of 
the user, according to them, is the user’s ability to provide a rating for an item that is 
close to the average of this item’s ratings given by all users. They include three other 
factors that may or may not be used: the number of items reviewed, represented as 𝛼; 
the number of reviews of an item, represented as 𝛽; and time of review, represented 
as 𝛾. The authors do not comment on which combinations of the three factors can 
provide more accurate results. Rather, they mention that the most dramatic results are 
seen when parameter 𝛼 is used. 
 
𝑤𝑖 = 𝛼𝑖 (1 −
∑ 𝛾𝑖,𝑗𝛽𝑗|𝑎𝑗 − 𝑟𝑖𝑗|𝑗∈𝑆𝑖
∑ 𝛾𝑖,𝑗𝛽𝑗𝑗∈𝑆𝑖
) (2.4) 
Lauw, Lim, and Wang (2012) propose the leniency-aware quality (LQ) model, 
which emphasises that a user’s rating tendency is used as weight. Rating tendency is 
a value that reflects how users tend to give higher or lower ratings than others. The 
authors classify users into lenient or strict users, and then use the leniency value, 
which is calculated according to Equation (2.5), as a weight for each user’s ratings. 
 
𝑙𝑖 = 𝐴𝑣𝑔
𝑗
(
𝑟𝑖,𝑗 − 𝑞𝑗
𝑟𝑖,𝑗
) (2.5) 
where 𝑞𝑗 represents the quality of the item 𝑗, initially calculated using a simple 
average, 𝑟𝑖,𝑗 is the rating given by user 𝑖 to item 𝑗, and 𝑙𝑖 is the leniency value for 
reviewer 𝑖, where 𝑙𝑖 < 0 indicates that the reviewer is strict and 𝑙𝑖 > 0 indicates that 
the reviewer is lenient. However, when 𝑙𝑖 is known, a modified inflated or deflated 
quality score of an item is calculated using Equation (2.6). 
 𝑞𝑗 = 𝐴𝑣𝑔
𝑖
(𝑟𝑖,𝑗(1 − 𝛼𝑙𝑖)) (2.6) 
where 𝛼 ∈ [0,1] is a user-determined compensation factor. 
Several reputation models were proposed to deal with malicious ratings and 
apply user credibility to weight user ratings. S. Wang, Zheng, Sun, Zou, and Yang 
(2011) proposed a framework to deal with malicious ratings, shown in Figure 2.2. 
The authors proposed to use a threshold for the cumulative sum method in order to 
detect and filter malicious ratings. In the next step, they use the Pearson correlation 
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coefficient (PCC) similarity method to calculate a user credibility score, which is 
used to weight user ratings in the rating aggregation process. 
 
Figure 2.2 Reputation measure method 
Malik and Bouguettaya (2009) propose the RateWeb model, which also uses 
user credibility for weighting ratings. They define user credibility as the closeness of 
user ratings to the majority of opinions. The authors used k-means clustering to 
determine the densest clusters, in which their centroids represent the majority of 
opinions. They stated that a rater may rate an item differently without any malicious 
motive. Therefore they modify the credibility of the user in different scenarios based 
on the consistency of the user’s ratings, which is the difference between user ratings 
and majority opinions, and the permission factor, which is a value left at the 
discretion of the service consumer. A higher value permission factor is suitable for a 
pessimistic user who is known to be easily mistrustful of raters. The RateWeb 
reputation score is calculated using Equation (2.7) 
 
𝑅𝑒𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑠𝑖 =
∑ (𝑃𝑒𝑟𝐸𝑣𝑎𝑙𝑖
𝑥 × 𝑓𝑑 × 𝐶𝑟𝑥)
𝐿
𝑥=1
∑ 𝐶𝑟𝑥
𝐿
𝑥=1
 (2.7) 
where 𝑃𝑒𝑟𝐸𝑣𝑎𝑙𝑖
𝑥 denotes the personal perception a user has of the service provided 
by 𝑠𝑖, 𝑓𝑑 is the reputation fading factor, and 𝐶𝑟𝑥 is the credibility of user 𝑥. 
Trust is one of the factors frequently used in reputation models. It is defined by 
Jøsang et al. (2007) as a “subjective probability by which an individual A expects 
that another individual B performs a given action on which its welfare depends”. The 
trust-based reputation models, in general, employ trust scores for individuals, to 
aggregate a global user trust score, which can be used as a weight in the ratings 
aggregation process. One of the most famous models proposed is the EigenTrust 
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model (Kamvar et al., 2003). In this model, the authors employ transitive trust to get 
a wide view of a peer’s reputation. Transitive trust, according to the authors, 
indicates that, if a peer has a high opinion of a group of other peers, then this peer 
trusts this group and, consequently, that peer trusts the opinions of those peers. The 
transitive trust 𝑡𝑖𝑘 is defined in Equation (2.8), which represents the trust that peer 𝑖 
places in peer 𝑘 based on friends’ opinions. 
 𝑡𝑖,𝑘 =∑𝑐𝑖,𝑗𝑐𝑗,𝑘
𝑗
 (2.8) 
where 𝑐𝑖,𝑗 is a normalised local trust value simply calculated as the sum of positive 
and negative interactions between the two peers. The local trust vector of peer 𝑖 is 
denoted as 𝑡𝑖⃗⃗ = 𝐶
𝑇𝑐𝑖⃗⃗ . The global trust vector 𝑡 = (𝐶
𝑇)𝑛𝑒 , where 𝑒  is a vector of 
uniform probability distribution over all 𝑚 peers, 𝑒𝑖 =
1
𝑚
. The authors then propose 
an updated version of the trust vector, as in Equation (2.9), which suggests breaking 
malicious collectives by placing at least some trust in the peers outside the collective. 
 𝑡 (𝑘+1) = (1 − 𝑎)𝐶𝑇𝑡 (𝑘) + 𝑎𝑝  (2.9) 
 where 𝑎 < 1 is a constant, and 𝑝  is the vector of peers outside the collective. 
User trustworthiness is employed also in (Xiong & Liu, 2004) to represent user 
credibility. In their proposed PeerTrust model, the authors propose using three 
weighting factors besides the user trustworthiness factor; that is, the ratio of the total 
amount of satisfaction to the number of feedbacks received. The transaction context 
factor suggests that transactions are different in size, value, and functionality. The 
community context factor addresses community specific issues, such as the feedback 
incentive problem. Equation (2.10) shows the calculation for user trustworthiness. 
 
𝑇𝑖 = 𝛼∑𝑆𝑖,𝑗𝐶𝑟(𝑃𝑖,𝑗)𝑇𝐹𝑖,𝑗 + 𝛽𝐶𝐹𝑖
𝑁𝑖
𝑗=1
 (2.10) 
where 𝛼 and 𝛽 are weighting factors used to give different weights for the feedback-
based evaluation and the community context factor 𝐶𝐹𝑖, 𝑁𝑖 denotes the number of 
transactions performed by peer 𝑖, 𝑇𝐹𝑖,𝑗 denotes the transaction context factor for peer 
𝑖’s 𝑗th transaction, 𝑆𝑖,𝑗 denotes the satisfaction 𝑖 received from peer 𝑃𝑖,𝑗 from its 
transaction, and 𝐶𝑟 denotes the credibility (or trust). The authors suggest using 
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similarity between users in order to calculate trust scores between them. They use the 
root mean square metric to calculate similarity between users.  
Ayday et al. (2009) propose using raters’ trustworthiness to influence users’ 
ratings. First they calculate the average inconsistency factor, which reflects the 
distance between user ratings and items’ reputations. Next, they sort all the raters 
based on the average consistency factor. The rater with the highest inconsistency is 
blacklisted if the inconsistency is greater than a predefined threshold. The reputation 
is recalculated after the raters’ trustworthiness scores are updated. The authors use 
the beta distribution expectation Equation (2.11), to update trustworthiness scores in 
relation to time periods.  
 𝑅𝑖 =
𝛼𝑖
𝛼𝑖 + 𝛽𝑖
 (2.11) 
where 𝑅𝑖 represents trustworthiness for rater 𝑖, 𝛼𝑖 and 𝛽𝑖 are the shape parameters in 
the beta distribution and both are set to 1 for all users in the first time slot. After each 
time slot, the shape parameters are updated; for example, if rater 𝑖 is blacklisted, then 
𝛽𝑖(𝑡 + 1) = 𝜆𝛽𝑖(𝑡) + (𝐶𝑖 + 1 − 𝜏)
𝛿, otherwise 𝛼𝑖(𝑡 + 1) = 𝜆𝛼𝑖(𝑡) + 1, where 𝜆 is 
the fading parameter, 𝛿 is the penalty factor, 𝐶𝑖 is the average inconsistency for rater 
𝑖, and 𝜏 is the definite threshold.  
Cho, Kwon, and Park (2009) suggest using several measurements to build user 
reputation and then use that reputation in rating aggregation along with the user 
rating tendency. They called their proposed model Q-rater. The first measurement the 
authors apply is user expertise in a specific category, which reflects the closeness of 
the user ratings to all other users who rated the same items that belong to one 
category. The second measurement is user trustworthiness, which is the closeness of 
the user ratings to the average of ratings of the rated items using the PCC method. 
The third is co-orientation, which reflects the degree to which a user is similar to the 
other users in that user’s community. The authors propose to combine the three 
measurements using one of three methods: arithmetic mean, harmonic mean, or 
multiplication. They also calculate the user rating tendency in comparison with other 
users as 𝐸𝑢 = 𝑅𝑢̅̅̅̅ − 𝑅𝑎̅̅̅̅ (𝑢), where 𝐸𝑢 is the rating tendency, 𝑅𝑢̅̅̅̅  is the average ratings 
from a user 𝑢, and 𝑅𝑎̅̅̅̅ (𝑢) is the average ratings of the general users for the items that 
the user 𝑢 has rated. The item reputation is finally calculated as in Equation (2.12). 
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𝑅(𝑖) =
∑ 𝜔𝑢 × (𝑅𝑢,𝑖 − 𝐸𝑢)
𝑛
𝑢=1
∑ 𝜔𝑢
𝑛
𝑢=1
 (2.12) 
where 𝑅𝑢,𝑖 is the rating for item 𝑖 given by the user 𝑢, and 𝜔𝑢 is the reputation of the 
rater 𝑢. The authors use a rating prediction experiment to evaluate their proposed 
model. Their results show that using expertise with a threshold of trustworthiness and 
co-orientation to filter users is the best combination of factors. Moreover, adding the 
user tendency factor does enhance the accuracy of the reputation scores. 
In a recent work, Yan, Chen, and Shen (2014) propose the pervasive content 
reputation (PerContRep) system, which is a hybrid trust and reputation management 
model. The authors present weights for the votes, collected from nodes, which 
depend on the trust values calculated for each node, and a community factor. The 
trust values are upgraded based on the local experience of the rated node. In general, 
the trust score is decreased if the deviation between rater vote and content reputation 
is bigger than the half of the maximum voting deviation, and increased otherwise. 
Equation (2.13) shows the weight calculation where 𝛼 represents a community 
factor, 𝑍 is a normalising factor, and 𝑠𝑞
𝑘 denotes node 𝑞 trust in node 𝑘. Equation 
(2.14) shows the reputation calculation where 𝑉𝑘
𝐶𝑚  is the vote provided by node 𝑘 to 
the content 𝐶𝑚. The function 𝑓(𝐾𝑚) generates a value between 0 and 1, which 
discounts the reputation score to reflect content popularity.  
 
𝑊𝑞
𝑘 =
𝛼 × 𝑠𝑞
𝑘
𝑍
 (2.13) 
 
𝑇𝐶𝑚 = 𝑓(𝐾𝑚)∑𝑊𝑞
𝑘𝑉𝑘
𝐶𝑚
𝐾𝑚
𝑘=1
 (2.14) 
 
𝑓(𝐾𝑚) = {1 − exp (
−𝐾𝑚
2
2(𝜎 + 𝜀)2
)} (2.15) 
Equation (2.15) shows the revised Rayleigh cumulative distribution function 
(CDF), which is used to model content popularity, where 𝜎 denotes the scale 
parameter and 𝜀 = −𝐾𝑚 𝐾⁄  represents the percentage of users who recommended the 
content 𝐶𝑚 to the total number of users.  
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2.1.2 Bayesian Reputation Models 
Jøsang and Ismail (2002) introduced the beta reputation system, which takes 
binary ratings as input and computes reputation scores by statistical updating of the 
beta probability density function (PDF). The authors indicate that Bayesian 
reputation systems provide a statistically sound basis for computing reputation 
scores. The beta PDF, Equation (2.16), is a continuous function indexed by two 
parameters 𝛼 and 𝛽 and can be expressed using the gamma function Γ. 
 
𝑓(𝑝|𝛼, 𝛽) =
Γ(𝛼 + 𝛽)
Γ(𝛼)Γ(𝛽)
𝑝𝛼−1(1 − 𝑝)𝛽−1 (2.16) 
   E(𝑝) =
𝛼
𝛼 + 𝛽
 (2.17) 
where 0 ≤ 𝑝 ≤ 1, 𝛼 > 0, and 𝛽 > 0. The probability expectation value is given in 
Equation (2.17). In the beta reputation model 𝛼 = 𝑟 + 1, and  𝛽 = 𝑠 + 1, where 𝑟 is 
the number of positive rating and 𝑠 is the number of negative ones. The reputation 
score is generated based on the probability expectation Equation (2.17) and is 
expressed in Equation (2.18).  
 Rep(𝑖) = (𝐸(𝑓(𝑝|𝑟𝑖, 𝑠𝑖)) − 0.5) × 2 =
𝑟𝑖 − 𝑠𝑖
𝑟𝑖 + 𝑠𝑖 + 2
 (2.18) 
The authors involve the belief model introduced in (Jøsang, 2001) to perform a 
discounting phase, which considers an agent reputation rating, where feedback from 
highly reputed agents is given more weight. The belief model represents an opinion 
as a tuple 𝜔𝑥
𝐴 = (𝑏, 𝑑, 𝑢), where 𝑏, 𝑑, and 𝑢 stand for belief, disbelief, and 
uncertainty, respectively, and they satisfy the condition that 𝑏 + 𝑑 + 𝑢 = 1. They 
finally added a forgetting factor to their model using the exponential time decay 
method. 
In another work, Whitby, Jøsang, and Indulska (2005) update the beta 
reputation system in order to filter unfairly positive and unfairly negative ratings. 
The authors propose that unfair raters do not fall between the lower quantile 𝑞 and 
the upper quantile 1 − 𝑞. Figure 2.3 shows the filtered area of the beta PDF. 
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Figure 2.3 Filtered area using quantile 𝑞 = 0.01 on beta(𝑝|8,2) 
Jøsang and Haller (2007) introduce a distribution reputation system using a 
multinomial Bayesian probability, based on the Dirichlet probability distribution, 
which is a generalisation for their previously introduced binomial beta reputation 
system (Jøsang & Ismail, 2002). Their proposed method is general, where it can be 
implemented for users, products, or services, and ratings can have any number of 
levels. They use a vector to represent the number of ratings in each level, with all 
values initialised to zero at the beginning, and the summation to aggregate new 
ratings with previous ones.  
The authors represent reputation as multinomial probabilities as shown in 
Equation (2.19), which define the reputation score as a function of the probability of 
expectation values of each element in the state space. In addition, point estimates 
scores, Equation (2.20), can be used depending on the needs of the application. 
 
𝑆 𝑦 ∶  (𝑆𝑦(𝑖) =
𝑅𝑦(𝑖) + 𝐶𝑎(𝑖)
𝐶 + ∑ 𝑅𝑦(𝑗)
𝑘
𝑗=1
; | 𝑖 = 1…𝑘) (2.19) 
 
𝜎 =∑𝜐(𝑖)𝑆(𝑖),  where:  𝜐(𝑖) =
𝑖 − 1
𝑘 − 1
   
𝑘
𝑖=1
 (2.20) 
where 𝜎 represents the overall reputation value, 𝑆 𝑦 represents the score vector of each 
rating level, 𝐶 is a constant value, and 𝑎(𝑖) is the base rate, which equals to 1 𝑘⁄ .  
In contrast, the Bayesian network is a statistical method used to calculate the 
probability of a hypothesis under different conditions. Nguyen, Zhao, and Yang 
(2010) propose a Bayesian network trust and reputation model for web services, 
which considers several factors – direct experience opinion, other users’ 
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recommendations and quality of service (QoS) monitoring information. The authors 
propose to aggregate the three factors using different weights. They provide details 
on the method used to calculate each one of these factors. 
2.1.3 Fuzzy Reputation Models 
Using fuzzy models is popular in calculating reputation scores, because fuzzy 
logic provides rules for reasoning with fuzzy measures, such as trustworthiness, 
which are usually used to describe reputation. Sabater and Sierra (2002) proposed the 
REGRET reputation system, which defines a reputation measure (and its reliability) 
as taking into account the individual dimension, the social dimension, and the 
ontological dimension. The individual dimension is represented as an outcome of a 
dialogue between two agents about a specific object at a specific time. It is 
represented using the impression tuple 𝜄 = (𝑎, 𝑏, 𝐼, 𝑋𝑐, 𝑋, 𝑡), where a and b are 
agents, 𝐼 is a set of indexes that identify the issues of the contract, 𝑋𝑐 and 𝑋 represent 
the agreed values of the contract and the actual values after its fulfilment, 
respectively, and 𝑡 is the time of the contract. The reputation is calculated using a 
weighted average, where the time indicates the weight, and the opinion is calculated 
from 𝑋𝑐  and 𝑋 values, using the (𝑠𝑖𝑛()) function, which generates results that belong 
to the interval of [−1,1]. On the other hand, the social dimension contains the 
witness reputation, which is calculated based on the information about the target 
agent coming from other agents. They use fuzzy rules to determine the degree of 
reliability of the information coming from a given agent, using the heuristic that, if 
the level of cooperation between two agents is high, then the information coming 
from one of them about the other is not trusted. They also calculate neighbours’ 
reputation and system reputation. Finally, they represent the ontological dimension, 
which aims to combine different reputation values according to their reliability. 
Aringhieri et al. (2006) propose using a fuzzy reputation model that calculates 
local reputation score 𝑟𝑖𝑗
(𝑛)
 by aggregating direct interactions between two peers 
𝑖 and 𝑗 with binary outcome. If the outcome is satisfactory, then 𝑡𝑖𝑗
(𝑛)
= 1; otherwise 
𝑡𝑖𝑗
(𝑛)
= 0. They use a fuzzy value to express local reputation to consider the fact that 
transactions are heterogeneous for importance and resource value. Equation (2.21) 
shows reputation calculation. 
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𝑟𝑖,𝑗
(𝑛)
= {
𝑡𝑖,𝑗
(𝑛)
                                                   if 𝑛 = 1
𝛼(𝑛)𝑟𝑖,𝑗
(𝑛−1)
+ (1 − 𝛼(𝑛))𝑡𝑖,𝑗
(𝑛)
      if 𝑛 ≥ 2
 (2.21) 
 
𝐴𝑐𝑐𝑖,𝑗
(𝑛)
= {1         if |𝑟𝑖,𝑗
(𝑛−1)
− 𝑡𝑖,𝑗
(𝑛)
| < 𝐸
0                            Otherwise
  
 
𝛽(𝑛) =
𝛽(𝑛−1) + 𝐴𝑐𝑐𝑖,𝑗
(𝑛)
2
 , 𝛼(𝑛) =
𝛽(𝑛)
2
  
where 0 ≤ 𝛼(𝑛) ≤ 1 denotes the aggregation freshness. The higher the value of 𝛼, 
the higher importance of the past transactions. 𝛼 is calculated on the basis of the 
accuracy of 𝐴𝑐𝑐𝑖,𝑗
(𝑛)
 , the predictions of the new transactions outcome using the 
current reputation score. 𝛽(𝑛) is a coefficient that is initialised to 𝛽(0) = 0, and 𝐸 is a 
given error threshold. 
Bharadwaj and Al-Shamri (2009) propose a fuzzy computational model for 
trust and reputation. Their model uses the beta reputation model proposed by Jøsang 
(Jøsang & Ismail, 2002) in order to calculate the reputation of a user. According to 
them, the reputation of a user is defined as the accuracy of their prediction of other 
users’ ratings towards different items. First they find user Y prediction of user X 
rating towards item 𝑗 using Equation (2.23), and then they map the result using 
Equation (2.24) into positive and negative values, which are used in Equation (2.22) 
to calculate the reputation score, such that 𝑁+ is the number of positive encounters 𝑟 
and 𝑁− is the number of negative ones. 
 
𝑅 =
𝑁+ − 𝑁−
𝑁+ + 𝑁− + 2
 (2.22) 
 𝑃𝑦(𝑟𝑥,𝑗) = (𝑚𝑥 −𝑚𝑦) + 𝑟𝑦,𝑗 (2.23) 
 
𝑟 =
{
 
 
 
 
+2             0.0 ≤ |𝑃𝑦(𝑟𝑥,𝑗) − 𝑟𝑥,𝑗| ≤ 0.5
+1             0.5 < |𝑃𝑦(𝑟𝑥,𝑗) − 𝑟𝑥,𝑗| ≤ 1.0
0                1.0 < |𝑃𝑦(𝑟𝑥,𝑗) − 𝑟𝑥,𝑗| ≤ 1.5
−1             1.5 < |𝑃𝑦(𝑟𝑥,𝑗) − 𝑟𝑥,𝑗| ≤ 2.0
−2          Otherwise                                
 (2.24) 
where 𝑚𝑖  represents the average of all ratings of user 𝑖, and 𝑟𝑖,𝑗 is the actual rating of 
user 𝑖 towards item 𝑗. The authors also introduce a reliability metric, which 
represents the reliability of the computed score, because the zero values generated in 
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Equation (2.24) were not considered in the beta reputation Equation (2.22). Using 
this method, the model will generate a different reputation value for user Y with 
respect to every other user. The calculated reputation values are then aggregated 
using the fuzzy rules in Equation (2.25). 
 
𝑄(𝑟) = {
0                                0 ≤ 𝑟 ≤ 0.3
2 × 𝑟 − 0.6          0.3 < 𝑟 ≤ 0.8
1                             0.8 < 𝑟 ≤ 1.0
                          (2.25) 
𝑊𝑗 = 𝑄 (
𝑗
𝑛
) − 𝑄 (
𝑗 − 1
𝑛
) 
𝑅𝑒𝑝(𝑦) =∑𝑊𝑗 × 𝑅𝑒𝑝𝜎,𝑗(𝑦)
𝑛
𝑗=1
, Where 𝑅𝑒𝑝𝜎,1 ≤ 𝑅𝑒𝑝𝜎,2 ≤ ⋯ ≤ 𝑅𝑒𝑝𝜎,𝑛     
where 𝑊𝑗 represents the associated weight of the 𝑗th reputation value. This method 
will generate higher reputation values for users whose items’ ratings are more 
common in the community. 
Liu, Yu, Miao, and Kot (2013) propose a fuzzy logic-based reputation model to 
address the problem of unfair testimonies. The authors propose using temporal, 
similarity, and quantity aspects of the testimonies to generate trust. They combine the 
three aspects using a fuzzy logic system, whose output is used as the discounting 
weight to aggregate testimonies. Basically, if the rating was provided recently, and 
the similarity between the witness and the truster is high, and the witness is confident 
in providing ratings, then the rating’s weight is very high. 
2.1.4 Other Reputation Models 
Flow Models 
Reputation has also been represented using flow models, where they are 
computed using transitive iteration through looped or arbitrarily long chains (Jøsang 
et al., 2007). In these models the sum of all reputation scores can be constant 
(Levien, 2002; Page et al., 1999; C-N Ziegler & Lausen, 2004) or variable (Kamvar 
et al., 2003), where the reputation scores increase or decrease based on incoming and 
outgoing flow. The Advogato system (Levien, 2002) allocates the centre node in the 
graph with the highest reputation value and for the other nodes the values decrease 
by how far they are from the centre node. Google PageRank uses the number of links 
to and from the page in order to find its reputation, where the more links to this page 
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from other pages, the more important the page is (Page et al., 1999). The PageRank 
reputation model uses a recursive Equation (2.26) that uses the reputation of the 
pages that link to the target page in order to calculate its reputation. 
 
𝑅(𝑢) = 𝑐𝐸(𝑢) + 𝑐 ∑
𝑅(𝑣)
𝑁𝑣
𝑣∈𝐵𝑢
 (2.26) 
where 𝑅(𝑢) is the reputation for the target page, 𝑁𝑣 is the number of out-links from 
page 𝑣, 𝐵𝑢 is the set of pages that has links to the target page 𝑢, 𝐸(𝑢) is some vector 
over the webpages that corresponds to a source of rank (𝐸 vector could be uniformed 
for all webpages with ‖𝐸‖1 = 0.15), and 𝑐 is a factor used for normalisation, such 
that the total rank of all webpages is constant. 
Probabilistic Models and Hidden Markov Models 
TRAVOS (Teacy et al., 2006) is one of the famous probabilistic reputation 
models. The proposed model calculates user trust based on past direct transactions 
between users. Third-party testimonies derived from past transactions are only used 
if the truster is not confident about the trust evidence regarding a trustee. A 
probability value of a given user providing fair ratings is used to determine the 
weight of the user’s opinion in the reputation evaluation. Fouss, Achbany, and 
Saerens (2010) propose a general procedure to calculate reputation scores for items 
based on user ratings. The procedure they describe is a probabilistic model of 
consumer–provider interactions in which parameters are estimated using the 
expectation-maximisation algorithm. The authors assume that a user provides a 
rating according to linear function of its quality (regression model). The regression 
model considers the bias in user ratings and reactivity of the model towards change 
in quality. In addition, they introduce a prior probability distribution on the 
reputation parameter and the consumer parameters. This allows the model to 
consider the number of ratings when computing the reputation score. Their proposed 
model can be seen as an extension to Brockhoff and Skovgaard’s (1994) model. 
A Hidden Markov Model (HMM) is a probabilistic model essentially based on 
a notion of system state (Baum & Petrie, 1966). The system being modelled is 
assumed to be a Markov process. The output of an HMM is a sequence of outcomes 
where each outcome is sampled according to the probability distribution of the 
underlying state (Elsalamouny & Sassone, 2013). Elsalamouny and Sassone (2013) 
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introduce a reputation model that matches the dynamic nature of the trustee’s 
behaviour. They use the HMM-based trust model to calculate user trust, to be used in 
the reputation model. Similarly, Vogiatzis, MacGillivray, and Chli (2010) propose a 
probabilistic framework that models users’ interactions as HMM. The observations 
of the HMM are the interaction outcomes, and the hidden state is the underlying 
probability of a good outcome. The proposed system also includes a probabilistic 
reputation system that involves users gathering opinions about other users and fusing 
them with their own beliefs. 
2.1.5 Commercial Reputation Models 
In this section we discuss several online reputation models, emphasising the 
websites that provide unique ratings aggregation methods.  
ebay.com and stackoverflow.com  
In general, many customer-to-customer (C2C) websites introduce reputation 
models that target user reputation, such as ebay.com, which uses a formula-like beta 
distribution expectation, Equation (2.17), to calculate user reputation, where 𝛼 and 𝛽 
denote positive and negative feedback, respectively. Another example of user-based 
reputation is the Stack Overflow website, where the user reputation is aggregated as 
a sum of each user contribution to the discussions, and denotes the user level of 
expertise. Every user contribution can be voted for usefulness up or down by other 
users, and assigned accordingly a quantifiable value. Similarly, Amazon.com asks 
users to vote for reviews as helpful or not helpful. These votes are used to calculate 
textual item review reputations, except that they do not aggregate these values to 
reflect users’ reputations.  
Amazon.com and goodreads.com 
Many websites provide item reputation for the purpose of comparing items and 
helping users in decision making. However, a good number of these websites 
generate item reputation using the simple mean aggregation method (Hu, Zhang, & 
Pavlou, 2009). There are many examples of theses websites, such as Amazon.com, 
goodreads.com, GameRankings.com, AlbumOfTheYear.org, RateMyTeachers.com, 
and ProductReview.com.au.  
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RottenTomatoes.com, idreambooks.com, and metacritic.com 
Rotten Tomatoes claims that it provides the most trusted measurement of 
quality for film entertainment. It is part of the Flixter.com
1
 movie website. They use 
the Tomatometer™ score, which represents a percentage of positive Tomatometer 
professional critics’ reviews for a certain movie to overall number of reviews. If a 
movie gains more than 60 percent positive reviews, it is marked as “Fresh”; 
otherwise it is marked as “Rotten”. Rotten Tomatoes staff selects Tomatometer 
critics based on criteria that ensure high-quality expertise of the critics. They select 
critics from print, broadcast, and online sources.  
The idreambooks.com site is a Rotten Tomato-inspired book-rating website
2
. It 
uses exactly the same method as the Tomatometer™ score. It uses both automatic 
and manual techniques to convert textual critics’ reviews into a binary score, positive 
or negative. 
The metacritic.com
3
 site introduces the Metascore reputation metric. It is a 
critic-based reputation score that collects the reviews of the world’s most respected 
critics. The main difference between this score and the Tomatometer™ score is that 
the Metascore uses the weighted-mean method for aggregating critic reviews. Every 
critic is assigned a different weight on the basis of their quality and overall stature. 
The resulting scores are normalised to prevent scores from clumping together. The 
method for weighting critics is not published. The metacritic.com website allows 
users to rate items and then produces a user-based item reputation by aggregating 
collected ratings using a simple-mean method. 
In general, RottenTomatoes.com, idreambooks.com, and metacritic.com reflect 
quality measurements based on experts’ opinions rather than a global reputation 
score from all users. In Flixter.com, regular users are able to rate movies, where 
users’ ratings are aggregated using the percentage of positive to overall ratings, 
positives and negatives, Equation (2.17). The aggregation method in Flixter.com is a 
simple method. The only reason Rotten Tomatoes claims it provides the most trusted 
measurement is because it selects the critics manually with strict criteria and 
considers the critics’ ratings in their Tomatometer™ score. 
                                                 
1
 http://www.rottentomatoes.com/about 
2
 http://idreambooks.com/about 
3
 http://www.metacritic.com/about-metascores 
28 
alaTest.com and TestFreaks.com 
Conversely to the previous websites, some websites use more complex 
equations for ratings aggregation. alaTest.com
4
 aggregates both expert and end-user 
ratings to generate a reputation score ranging from 0 to 100, named alaScore™. The 
rating aggregation method used is a weighted mean, where the weights are generated 
on the basis of four factors. The first factor is the degree of deviation, where the 
individual rating is compared with the average rating of other users. The second 
factor is the reliability of the source. As alaTest.com collects its reviews from all 
over the internet, the reliability of the source is an important factor to consider. The 
third factor is the level of expertise of the user who provided the review. It uses this 
factor to distinguish expert reviews from end-user reviews, rather than to measure 
different levels of expertise of end-users. Finally, they use a time factor to reflect the 
current trending-item reputations. The exact formula used to calculate the alaScore™ 
is not specifically described. 
Similar to alaTest.com, TestFreaks.com
5
 collects expert and user reviews for 
products in order to generate product reputations. It uses the weighted-mean method 
to aggregate ratings with four weighting factors. Similar to alaTest.com, it uses the 
source reliability and level of expertise factors. However, it also uses the age of 
product in comparison with the expected product life cycle to degrade product 
reputation. Moreover, it emphasises the number of votes for each product, assuming 
that products with a higher number of votes are more reliable than those with fewer 
votes. 
IMDb.com 
The IMDb.com
6
 website uses a weighted-average method to aggregate user 
ratings. The implemented method aims to reduce the effect of malicious ratings, 
where individuals are more interested in changing the current rating of a movie than 
giving their true opinions. However, the website does not publish the exact method 
used in order to ensure that the policy remains effective. The IMDb.com website uses 
                                                 
4
 http://alatest.com/alascore.html 
5
 http://www.testfreaks.com/info/freakscore 
6
 http://www.imdb.com/help/show_leaf?ratingsexplanation 
29 
a true Bayesian estimation,
7
 Equation (2.27), to calculate reputation scores for the 
purpose of generating the all-time top-250 movies. 
 
𝐼𝑀𝐷𝑏 =
𝑛
(𝑛 +𝑀𝑖𝑛𝑅)
× 𝜇 +
𝑀𝑖𝑛𝑅
(𝑛 +𝑀𝑖𝑛𝑅)
× ?̅? (2.27) 
where 𝑛 is the rating count, 𝜇 is the mean of an item’s ratings, ?̅? denotes the mean of 
ratings across an entire dataset, and 𝑀𝑖𝑛𝑅 represents the minimum number of ratings 
required to be listed in the top 250. IMDb.com uses 𝑀𝑖𝑛𝑅 = 25000 to ensure that 
only the items with high rating counts appear on the top-250 list. 
2.1.6 Summary 
Reputation models use user feedback on items to generate reputation scores. In 
this section we discuss several methods used to calculate item reputation scores. We 
notice that different reputation systems emerge with different requirements in 
different domains, such as PageRank, which calculates webpage reputation. 
Reputation models may include one or more of several pre-processing levels before 
the aggregation process, which produce the reputation score. Pre-processing steps 
may include detecting and excluding malicious ratings, and normalising user ratings 
(for example, through user rating tendency or calculating weighting factors such as 
time decay, user trustworthiness, reliability, or expertise). The common part of all 
these systems is that they aggregate ratings in order to represent the reputation as one 
value. A post-processing step is proposed in some reputation models in order to take 
into account other factors in the final reputation score, such as the count of ratings 
available for an item. Usually the post-processing step discounts from the reputation 
score produced. 
One problem in ratings collection is the unbalanced distribution over the rating 
levels. This problem is addressed by Hu et al. (2009). The authors propose that to 
generate an unbiased estimator of product quality, we need to incorporate statistical 
parameters such as the average and the standard deviation. They do not propose a 
method for using these values in the rating aggregation process. In general, most of 
the available reputation models focus on weighting ratings on the basis of time or 
user factors, or they focus on the detection of malicious ratings and avoiding external 
attacks on the reputation system. However, this extra data about time of rating or 
                                                 
7
 http://www.imdb.com/chart/top?ref_=nv_ch_250_4 
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reviewer information is not always available. In such cases, most of the available 
reputation models will fail or present reputation scores as a simple-average method. 
Table 2.1 shows a summary of the reviewed reputation models. We tried to 
summarise the aggregation method used and what are the factors considered in each 
model. We also highlight the shortcoming of each model by mentioning the factors 
that are not considered in them. Finally, we specify the domain for each model which 
it was intended to address when it was created. For simplicity, we will use symbols 
to represent the factors that appear in each of the reputation models. 
 Number of reviews per item (N). 
 Time of review (T). 
 User credibility (C). 
 Ratings distribution (D). 
 Uncertainty (U). 
 User rating tendency (user leniency) (L). 
 Other factors (O). 
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Table 2.1 
Summary of  the reviewed reputation models. 
Reputation Model 
Name 
Aggregation 
Method 
Included 
Factors 
Missing 
Factors 
Reputation 
Model Domain 
Riggs and Wilensky 
(2001). 
Weighted mean N,T,C D,U,L User reputation 
LQ model. (Lauw et 
al., 2012). 
Weighted mean L N,T,C,D, 
U 
User reputation 
Item reputation 
RateWeb model (Malik 
& Bouguettaya, 2009). 
Weighted mean T,C,L N,D,U User reputation 
Item reputation 
PeerTrust model 
(Xiong & Liu, 2004). 
Weighted mean C,O N,T,D,U, 
L 
User reputation 
Ayday et al. (2009). Weighted mean T,C N,D,U,L User reputation 
Q-rater model. (Cho et 
al., 2009). 
Weighted mean C,L N,T,D,U User reputation 
Item reputation 
PerContRep system 
(Yan et al., 2014). 
Weighted mean C,L,O N,T,D,U User reputation 
Item reputation 
The beta reputation 
system (Jøsang & 
Ismail, 2002). 
Bayesian 
Reputation 
Model 
T,D,U N,C,L Item reputation 
The Dirichlet 
reputation system 
(Jøsang & Haller, 
2007). 
Bayesian 
Reputation 
Model 
T,D,U N,C,L Item reputation 
Bharadwaj and Al-
Shamri (2009). 
Fuzzy reputation 
model 
C,D,L,O N,T,U User reputation 
Item reputation 
IMDb.com top 250 
movies. 
Commercial true 
Bayesian 
estimation 
N T,C,D,U, 
L 
Item reputation 
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2.2 RECOMMENDER SYSTEMS 
Recommender systems nowadays represent an essential component of many 
websites. To understand why, we need to look at the definition of a recommender 
system and what its purpose is. Resnick and Varian (1997) suggest that recommender 
systems work similarly to the recommendations received from other people as word 
of mouth, where they are used to assist and augment this natural social process. 
Recommender systems are usually built based on two methods: collaborative 
filtering and content-based filtering, while a third hybrid method has emerged that 
combines both methods (Adomavicius & Tuzhilin, 2005). Before proceeding to 
recommender systems’ approaches, we introduce users’ profiling literature, which is 
considered the first stage to web personalisation and the input for recommender 
systems.  
2.2.1 Users’ Profiling 
Users’ profiling has been widely used in recommender systems, and other 
personalisation systems on the web, in order to understand users by collecting 
information about them that can be used to deliver personalised offerings. As defined 
by Zhou et al. (2012), “User profiling is the process of acquiring, extracting and 
representing the features of users.” The profile can be used to present more relative 
content to each user and they usually contain users’ basic information, such as age, 
gender, country, and keywords or concepts that represent users’ interests. More 
sophisticated profiles may contain users’ behaviour information, such as the 
sequence of clicks and time spent on pages, which can also be useful in 
personalisation. Recently, some researchers have suggested using users’ social 
information in building users’ profiles, such as social connections with other users, 
groups and pages, and social behaviours like shares, clicks, and likes or thumbs ups 
between users (Abel, Gao, Houben, & Tao, 2011; Chen, Nairn, Nelson, Bernstein, & 
Chi, 2010; Tao, Abel, Gao, & Houben, 2012). Social information is believed to be 
useful in enhancing many predictive results of different applications (Jawdat, 
Obeidat, & Aljanaby, 2011a; Mezghani, Zayani, Amous, & Gargouri, 2012; L. Yu, 
Pan, & Li, 2011).  
Figure 2.4 shows the steps of building users’ profiles. This flowchart was 
introduced by Gauch, Speretta, Chandramouli, & Micarelli (2007) and modified by 
Abdel-Hafez & Xu (2013b). The first step is the data collection, which gathers users’ 
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data from social media websites, including filled-in forms data, log file data, and 
connections with other people in the system. The second step is the profile 
construction, where the users’ interests will be extracted and represented using 
different methods; weights also will be embedded with every interest, showing the 
degree of interest. The result of this step will be a user profile represented as a 
vector, graph, or taxonomy. The graph- and taxonomy-based profiles require an 
additional step in the methodology in order to extract relationships between 
keywords. Finally, the profile is ready to be used by different personalisation-based 
applications, such as recommender systems, ads generations, and e-commerce. 
 
Figure 2.4 User profile construction process 
Basically, the collected data depends on the nature of the website used and the 
target application. In general, we can obtain explicit, implicit, and social data. 
Explicit data is given directly by the user, such as demographic information, 
comments, search queries, and ratings (Mezghani et al., 2012). Some researchers use 
users’ comments and posts directly to extract keywords to represent users’ interests 
(Hannon, Bennett, & Smyth, 2010; Lu, Lam, & Zhang, 2012), while others directly 
use the rated items as an indication of users’ interest (Ma, Zhou, Liu, Lyu, & King, 
2011). Tags are also commonly used as direct-interest keywords when they are 
attached by the user to web content, or using social-bookmarking websites (De 
Pessemier, Deryckere, & Martens, 2009; Hannon, McCarthy, O’Mahony, & Smyth, 
2012; Hung, Huang, Hsu, & Wu, 2008; Michlmayr & Cayzer, 2007). In contrast, the 
implicit data refers to the inferred data from users’ behaviour, and they could be 
acquired by studying user clicks, transactions, and navigation data (Das, Datar, Garg, 
& Rajaram, 2007). Some researchers consider user clicks as explicit data, as it is 
intended by the user, while implicit data is the data that does not involve user 
interaction with the computer, such as linger time, which is the time spent on a 
specific webpage, which can be extracted from the user log data, or mouse over and 
eye movement (Chu & Park, 2009). On the other hand, Social data represents 
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relationships or interactions among users, such as the follow or followed connections 
in Twitter. Social network data can be represented as a graph, and the graph analysis 
can help in identifying user communities in the network (Bhuiyan, Xu, Jøsang, 
Liang, & Cox, 2010; Ma et al., 2011; Yang, Steck, & Liu, 2012). 
Users’ profiles can be represented as a “bag of words” or a graph. A bag of 
words or keyword profile is usually represented as a vector, which is a simple and 
common representation used to represent a user profile as pairs of concepts and 
related weights. The concepts represent users’ interests and the weights represent the 
degree of interest. Values can be binary (0 or 1), to indicate behaviours such as 
purchase or not, clicked or not, or they can be integers, such as items’ ratings or term 
frequency (𝑇𝐹) (Barla, 2011). They can also be real numbers that represent weights, 
which can be calculated using several methods, such as term frequency multiplied by 
inverse document frequency (𝑇𝐹 × 𝐼𝐷𝐹) Equation (2.28).  
 
𝑇𝐹 × 𝐼𝐷𝐹(𝑐) = 𝑇𝐹(𝑐) × log
𝑁
𝑛𝑖
 (2.28) 
where 𝑇𝐹 is the frequency of the concept, 𝑛𝑖 is the number of documents that 
contains this concept and 𝑁 is the total number of documents. 
The graph-based profile consists of two elements – nodes and edges – where 
each node represents a pair of keywords and associated weight, and each edge 
represents the relationship between a pair of keywords. Also, another weight can be 
associated with edges to specify the strength of the relationships between edges 
(Michlmayr & Cayzer, 2007; J. Yu, Liu, & Zhao, 2012). The node weight again can 
be calculated using the 𝑇𝐹 × 𝐼𝐷𝐹 (2.28) method. 
2.2.2 Collaborative Filtering (CF)  
GroupLens is a system for collaborative filtering (CF) of net-news introduced 
by Resnick, Iacovou, Suchak, Bergstorm, & Riedl (1994). The authors define a 
collaborative filtering system as a system that helps people make choices based on 
the opinions of other people. Since then, collaborative filtering became a hot research 
area for nearly two decades. Shardanand & Maes (1995) presented a collaborative 
filtering-based music recommender called Ringo. Similarly, a movie recommender 
system was introduced by Hill, Stead, Rosenstein, & Furnas (1995). Essentially, a 
collaborative filtering recommender system is built by detecting users with similar 
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tastes (neighbours) and then making recommendations to the target user based on 
neighbours’ preferences. A similar approach is done using items instead of users 
(Sarwar et al., 2001). More recently, a multidimensional CF approach proposes 
incorporating not only localised relations of user–user and item–item but also latent 
interaction between all dimensions of the data (Tang, Xu, Ahmad, & Shlomo, 2014). 
CF approaches have several shortcomings. First is the cold-start problem: when 
the user or item has a small number of ratings, finding an accurate neighbourhood 
will be difficult. Second is the sparsity problem: when there are too many items in 
the system, there might be many users with few or no common items shared with 
others. Third is the scalability problem: when the number of users and items 
increases, this method will encounter severe performance and scaling issues 
(Abdullah, 2012; Adomavicius & Tuzhilin, 2005; Liang, 2010; Papagelis, Rousidis, 
Plexousakis, & Theoharopoulos, 2005; Sarwar, Karypis, Konstan, & Riedl, 2000b).  
The collaborative filtering approach can be classified into model-based, 
memory-based, and hybrid approaches.  
Model-Based Collaborative Filtering  
Model-based CF algorithms use users’ past ratings to learn a model, which is 
used to predict the ratings on unrated items. Machine learning and statistical 
techniques are used for this approach. One of the earliest examples of this approach 
was introduced by Breese, Heckerman, & Kadie (1998) and suggested using two 
alternative probabilistic models: cluster models and Bayesian models. However, their 
method assumes that each user belongs to a single cluster, while most of the current 
work in model-based CF assigns a user to multiple clusters. Model-based approaches 
also include K-means clustering (Shepitsen, Gemmell, Mobasher, & Burke, 2008), 
the multiple multiplicative factor model (Marlin & Zemel, 2004), the Markov 
decision process (Shani, Heckerman, & Brafman, 2006), the restricted Boltzmann 
machine model (Salakhutdinov, Mnih, & Hinton, 2007), and latent factor models 
based on the matrix factorisation technique; singular value decomposition (SVD) 
(Koren, 2008; Sarwar et al., 2000b). Other latent factor models are latent Dirichlet 
allocation (LDA) (Blei, Ng, & Jordan, 2003) and probabilistic latent semantic 
indexing (PLSI) (Hofmann, 2004). In general, most of the model-based algorithms 
are computationally expensive; another problem is the dependency on explicit ratings 
(Koren, 2008). 
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Memory-Based Collaborative Filtering  
Memory-based algorithms depend on users’ profiles in order to predict ratings, 
or generate the top-n recommended items. Users’ profiles reflect users’ preferences, 
and may include explicit and implicit information. The memory-based CF 
approaches can be classified into user-based and item-based approaches. The user-
based approach generates a neighbourhood of like-minded users (K-nearest 
neighbour, or KNN) for each user, based on profiles similarities measures. Then it 
calculates predictions using a weighted average of the ratings given by other users in 
the neighbourhood, where the weight is proportional to the similarity value between 
the target user and the neighbourhood users (Adomavicius & Tuzhilin, 2005; Das et 
al., 2007; Zhou et al., 2012). Common similarity measures include cosine similarity 
(2.29), Pearson correlation coefficient (PCC) (2.30), the constrained Pearson’s 
correlation (2.31), and Spearman rank correlation (2.32). Ma et al.  (2011) show the 
importance of the user similarity function and its impact on the accuracy of the 
results. They notice that PCC-based methods are slightly better than cosine methods 
because they engage users’ rating style, which provides a more accurate similarity.  
 
𝐶𝑜𝑠𝑖𝑛𝑒_𝑆𝑖𝑚(𝑥, 𝑦) =
∑ 𝑟𝑥,𝑖 × 𝑟𝑦,𝑖
𝑛
𝑖=1
√∑ 𝑟𝑥,𝑖2
𝑛
𝑖=1 ×√∑ 𝑟𝑦,𝑖
2𝑛
𝑖=1
 (2.29) 
 
𝑃𝐶𝐶_𝑆𝑖𝑚(𝑥, 𝑦) =
∑ (𝑟𝑥,𝑖 − 𝑟𝑥) × (𝑟𝑦,𝑖 − 𝑟𝑦)
𝑛
𝑖=1
√∑ (𝑟𝑥,𝑖 − 𝑟𝑥)
2𝑛
𝑖=1 × √∑ (𝑟𝑦,𝑖 − 𝑟𝑦)
2𝑛
𝑖=1
 
(2.30) 
 
𝐶𝑃𝐶𝐶_𝑆𝑖𝑚(𝑥, 𝑦) =
∑ (𝑟𝑥,𝑖 − 𝑟med) × (𝑟𝑦,𝑖 − 𝑟med)
𝑛
𝑖=1
√∑ (𝑟𝑥,𝑖 − 𝑟med)
2𝑛
𝑖=1 × √∑ (𝑟𝑦,𝑖 − 𝑟med)
2𝑛
𝑖=1
 
(2.31) 
where 𝑟med denotes the median score. 
 
 
𝑆𝑅𝐶_𝑆𝑖𝑚(𝑥, 𝑦) =
∑ (rank𝑥,𝑖 − rank𝑥) × (rank𝑦,𝑖 − rank𝑦)
𝑛
𝑖=1
√∑ (rank𝑥,𝑖 − rank𝑥)
2
𝑛
𝑖=1 × ∑ (rank𝑦,𝑖 − rank𝑦)
2
𝑛
𝑖=1
 
(2.32) 
Non-numerical similarity metrics are widely used in the recommendation 
process, excluding rating prediction. The most direct method is the Jaccard metric 
(Koutrika, Bercovitz, & Garcia-Molina, 2009), which calculates the ratio between 
the number of items both users rated and the total number of items voted by each 
user, Equation (2.33). 
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Jaccard(𝑥, 𝑦) =
𝑟𝑥⋂𝑟𝑦
𝑟𝑥⋃𝑟𝑦
 (2.33) 
Bobadilla, Serradilla, and Bernal (2010) propose combining non-numerical and 
numerical similarities to enhance accuracy. They use the mean square difference 
(MSD) as the numerical similarity between two users and combine it with the 
Jaccard similarity as non-numerical, Equation (2.34).  
 𝑆𝑖𝑚(𝑥, 𝑦) = Jaccard(𝑥, 𝑦) × (1 − MSD(𝑥, 𝑦)) (2.34) 
 
MSD(𝑥, 𝑦) =
∑ (𝑟𝑥,𝑖 − 𝑟𝑦,𝑖)
2
𝑖∈𝐼𝑥,𝑦
|𝐼𝑥,𝑦|
  
where 𝐼𝑥,𝑦 is the set of items rated by both users 𝑥 and 𝑦. 
In contrast, the item-based approach tries to compute the similarity between all 
pairs of items instead of users. Typically, the similarity is computed based on the 
ratings the items are given by users. Another popular method is the co-visitation 
method, which creates a connection between items that are visited by the same user 
in the same session; the assumption is that the higher the co-visitation counts, the 
higher the correlation between two items (Abdullah, 2012; Das et al., 2007; Liang, 
2010; Sarwar et al., 2000b). Memory-based CF methods have grown in popularity 
because of their simplicity, their ability to include different sources of information, 
and their ability to provide ratings predictions and top-n recommendations.   
Hybrid Method 
The hybrid method combines the model-based and the memory-based methods 
in one model, aiming to overcome the drawbacks in both methods. Das et al. (2007) 
uses this method to recommend Google news articles for users. As part of the model-
based approach, they use clustering techniques – PLSI – and as part of the memory-
based method they use items co-visitation. Each of these algorithms assigns a 
numeric score to each story; the three values are combined linearly at the end. The 
authors build users’ clusters, and then generate a group of candidate stories that 
contains all the stories that have been clicked by the members of the clusters that this 
user belongs to, and the set of all stories that have been co-visited with the set of 
stories the target user clicked on. Hybrid methods are more complex and more 
difficult to implement. 
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2.2.3 Content-Based Filtering 
Content-based filtering (CBF) is an item-to-item correlation system that 
recommends items to a user when their contents are similar to the content of an item 
the target user has previously liked or viewed. This system works well with items 
that are described by text, such as news articles, research papers and books. In other 
words, items are recommended based on information about the item itself rather than 
on the preferences of other users (Balabanović & Shoham, 1997; Mooney & Roy, 
2000; Zhou et al., 2012). A key issue in CBF is building accurate users’ profiles, 
including items’ features. Many methods has been used to tackle this problem 
(TF × IDF) (Kim, Ha, Lee, Jo, & El-Saddik, 2011), naive Bayes text categorisation 
(Semeraro, Degemmis, Lops, & Basile, 2007), clustering (Xu, Zhang, Pan, & Yang, 
2005), neural networks (Jennings & Higuchi, 1992), and association rule mining 
(Lin, Alvarez, & Ruiz, 2002).  
The content-based approaches have several shortcomings. First, as with 
collaborative filtering, is the cold start problem: because they depend on the users’ 
items preferences in order to find similar items, it will be difficult to generate good 
items’ recommendations for the new users, who have a small number of ratings. 
Second, is the over-specialisation problem: users will be recommended only items 
that are very similar to what they have already rated which can reduce the diversity 
of provided recommendations. Third, they require rich content descriptions for items, 
which might not be available in the different application domains (Abdullah, 2012; 
Adomavicius & Tuzhilin, 2005; Liang, 2010).  
2.2.4 Hybrid Approaches  
A hybrid recommendation system is a mixture between two or more diverse 
recommendation techniques. The reason behind this mixing is to combine the 
strengths of the used techniques. However, hybrid techniques usually consume more 
resources than standalone techniques in terms of CPU processing and memory usage, 
as they combine the requirements of several techniques in one (Burke, 2002; Liang, 
2010). In the previous section we mention a hybrid method that combines model-
based and memory-based collaborative filtering techniques. 
Burke (2007) classifies the hybrid recommendation approaches into seven 
categories: weighted, mixed, switching, feature combination, cascade, feature 
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argumentation, and meta-level. In his work, he uses these approaches to combine the 
four basic recommendation algorithms: content-based, standard collaborative, 
heuristic collaborative, and knowledge-based. He ends up with 41 different systems, 
12 of them with no previously known examples. The results of his experiment are 
very interesting, as he shows that the best performing recommenders were created by 
using the knowledge-based component as a secondary or contributing component. 
Besides, he mentions that the cascade hybridisation method turns out to be a very 
effective means of combining recommenders of differing strengths. In general, Burke 
indicated that hybridisation techniques have very different performance 
characteristics and, hence, each component of the hybrid system should be evaluated 
separately in order to determine its best role in the system. 
Several other methods were also been proposed such as (Koren, 2008), who 
proposed to merge matrix factorization with the neighbourhood methods. Other 
works also available such as ordinal random fields for recommender systems and 
ordinal Boltzmann machines for CF (Shaowu Liu, Tran, Li, & Jiang, 2014; Phung & 
Venkatesh, 2009). 
2.2.5 Reputation-Based Recommender Systems 
Recently, some researchers have focused on improving the accuracy of 
recommender systems by combining the traditional recommending methods with 
reputation systems. Reputation and trust are important areas in recommender 
systems, especially in recommenders related to social media. However, the most 
relevant work on the subject is limited to the use of trust relationships to improve the 
quality of the recommendation services (Bobadilla, Ortega, Hernando, & Gutiérrez, 
2013). 
In a recent study, Ku & Tai (2013) proposes an exploratory framework to 
investigate the effect of recommendation systems and reputation systems on 
purchase intentions regarding recommended products from an information 
communication perspective. Their experiment included 48 participants, who were 
offered a discount to a movie DVD e-store. They collected data about their 
preferences to generate recommendations and then asked all of the participants to 
complete a questionnaire about each recommended movie. Their results show that 
the relevance between users’ preferences and recommended items intensifies 
consumer attitudes towards the purchase of the recommended product.  Moreover, 
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the opinions of other consumers influence consumer attitudes towards the purchase 
of the recommended product via normative social influence, which requires that 
recommendation systems should also consider online review to increase their 
persuasiveness to consumers. 
The recommender system recommends a list of items that reflects the opinions 
of a local community of similar users, with these recommendations personalised for 
each user. In contrast, the reputation system provides the opinions of the whole 
community. Jøsang, Pini, Santini, and Xu (2013) suggest that combining reputation 
scores with recommendation scores will provide more accurate recommendations. 
They use a CF method to recommend the top-K most similar items, where finding 
nearest neighbours depends on the PCC similarity function. On the other hand, they 
use the belief model they introduced in a previous work (Jøsang, 2001) in order to 
calculate reputation scores. The authors mention different methods for combining 
resulted scores, but they adopt the cascading minimum common belief fusion 
(CasMin) method. This method ensures that the values from both systems, 
recommender and reputation, must be high in order to produce a high value in the 
CasMin method. However, there was no experiment to prove that the 
recommendations created using their method are better. 
Massa and Avesani (2004) propose a trust-aware recommender system 
architecture (TaRs) Figure 2.5. The authors use explicitly expressed trust by users 
towards other users to build a user-trust network. They do not propose any method to 
combine the trust and similarity matrices, but instead use both sets as neighbours in 
the rating prediction step. In other words, each user has two sets of neighbours 
generated using a similarity metric (PCC similarity), Equation (2.30), and trust 
metric, Equation (2.35). The rating prediction method used is the conventional 
collaborative filtering (CF), Equation (2.36). 
41 
 
Figure 2.5 TaRs architecture proposed by Massa and Avesani (2004) 
 
 
𝑤𝑎𝑢 =
𝑑𝑚𝑎𝑥 − 𝑑𝑎𝑢 + 1
𝑑𝑚𝑎𝑥
 (2.35) 
 
𝑝𝑎𝑖 = 𝑟?̅? +
∑ 𝑤𝑎𝑢(𝑟𝑢𝑖 − 𝑟?̅?)
𝑘
𝑢=1
∑ 𝑤𝑎𝑢
𝑘
𝑢=1
 (2.36) 
where 𝑝𝑎𝑖 is the rating prediction of the active user 𝑎 on the item 𝑖, 𝑟?̅? is the active 
user average of ratings, 𝑟𝑢𝑖 is the recommender user 𝑢 recommendation on the item 𝑖, 
and 𝑤𝑎𝑢 is the weight of recommender user 𝑢 on behalf of user 𝑎. The authors define 
a maximum trust propagation distance (MTPD) 𝑑𝑚𝑎𝑥 to propagate trust values 
between users, with 𝑑𝑎𝑢 denoting the distance between the active user 𝑎 and the 
neighbour user 𝑢. 
Yuan, Guan, Lee Y.K., Lee S., and Hur (2010) suggest a method to calculate 
the MTPD value to improve the performance of the TaRs proposed previously by 
Massa and Avesani (2004). The authors first define a small-world network that 
resides between the regular networks and the random networks. A small-world 
network has a large clustering coefficient similar to the regular networks, and a short 
average path length similar to random networks. They calculate the MTPD as the 
average path length of the trust network, calculated in Equation (2.37). Because it is 
hard to directly point out the value of MTPD between two randomly selected users in 
different-sized trust networks, the authors use random networks as they have similar 
average path length. 
 
𝑑𝑚𝑎𝑥 = ⌈𝐿⌉ ≈ ⌈𝐿
𝑅⌉ = ⌈
ln(𝑛)
ln(𝑘)
⌉ (2.37) 
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where ⌈value⌉ denotes the ceiling of a selected value, 𝐿 denotes the average path 
length of the trust network, 𝐿𝑅 denotes the average path length of the random 
network, 𝑛 denotes the size of the network, and 𝑘 denotes the average degree of the 
nodes in the network. 
O’Donovan and Smyth (2005) embedded user trust value within the 𝑃𝐶𝐶 
similarity function (2.38) in order to find the nearest trusted neighbours. They divide 
the number of correct recommendations by overall recommendations in order to 
calculate trust value for each user (2.39). The authors use global trust scores for users 
(reputation), unlike Massa and Avesani (2004), who use local trust scores. 
Bharadwaj and Al-Shamri (2009) use the same method implemented by O’Donovan 
and Smyth (2005) to combine similarity with user reputation scores; however, they 
calculate reputation values using the fuzzy beta reputation (2.25) model. They 
provide a second level of filtering for the neighbours list using trust values such that 
only the most trustworthy neighbours are able to participate in the recommendation 
process. Figure 2.6 shows the architecture of the recommender system proposed by 
Bharadwaj and Al-Shamri (2009). 
 
𝑤𝑎𝑢 =
2 × 𝑃𝐶𝐶(a, u) × 𝑟𝑒𝑝(u)
𝑃𝐶𝐶(a, u) + 𝑟𝑒𝑝(a)
 (2.38) 
 
𝑟𝑒𝑝(u) =
|𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑆𝑒𝑡(u)|
|𝑅𝑒𝑐𝑆𝑒𝑡(u)|
 (2.39) 
Another method to combine similarity score with reputation score is proposed 
by Lai, Liu, and Lin (2013). They use a weighted arithmetic mean to combine the 
two values, as in Equation (2.40). 
 𝑤𝑎𝑢 = γ × TM𝑎𝑢
𝐻 + (1 − 𝛾) × 𝑃𝐶𝐶(a, u) (2.40) 
where TM𝑎𝑢
𝐻  denotes a hybrid trust model score that combines a hybrid personal trust 
score with item-level group trust, and γ is a parameter determined by the best 
experiment result.  
43 
 
Figure 2.6 Recommender system architecture proposed by Bharadwaj and Al-Shamri (2009) 
Li, Wu, and Lai (2013) propose a social recommender system that combine the 
values of trust, similarity, and relationship in order to predict ratings. First they 
calculate preference similarity between users, using 𝑃𝐶𝐶 depending on product 
ratings. Then they calculate trust value (expertise reputation) for every user of a 
specific product by measuring the success rate of product recommendations. A 
recommendation is considered successful if the ratings provided for a product by two 
users, who trust each other, are relatively close. In the third part of relationship, they 
measure closeness for friends on a social network, assuming that close friends have 
more influence in recommendations. Finally, the personalised recommendation score 
for a specific product is calculated by combining the three values with different 
weights, which aim to represent the impact of personality traits, such as gender, age, 
and economic status. However, the authors use online questionnaires to collect 
product rating and relation closeness degrees, which results in a relatively small 
dataset.  
Hernando, Bobadilla, Ortega, and Tejedor (2013) study the reliability of 
predictions made by CF considering two factors: the neighbours of a user who have 
rated the predicted item, and the variance of the ratings made by this set of 
neighbours. The first factor is directly proportional to the reliability, while the second 
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is inversely proportional to the reliability. The importance of the variance factor 
increases with the increase of the number of neighbours who have rated the predicted 
item. The authors incorporate similarity of the neighbours in the process of 
calculating both factors. The higher the similarity between the user and the 
neighbours who have rated the predicted item, the higher the reliability of the 
prediction made. The authors propose two functions for both factors to make them 
fulfil specific properties. They introduce the reliability metric for the prediction made 
by CF using Equation (2.41). 
 
𝑅𝑢𝑖 = (𝑓𝑠 × 𝑓𝑣
𝑓𝑠)
1
1+𝑓𝑠 (2.41) 
where 𝑅𝑢𝑖 is the reliability of the prediction made by CF for the user 𝑢 towards the 
item 𝑖, 𝑓𝑠 is the function of the similarity of neighbours to a user 𝑢, who have rated 
item 𝑖, and 𝑓𝑣 is the function of the variance of the ratings made by neighbours 
weighted by the neighbours’ similarity to a user 𝑢, such as 𝑓𝑠, 𝑓𝑣 ∈ [0,1]. The authors 
tested their proposed reliability metric against real data in two recommender systems, 
and the results indicate that the more reliable the prediction, the less likely the 
recommender system fails in this prediction. The authors do not propose any method 
to enhance the recommendations in case low reliability predictions are produced. 
Ahmadian, Moradi, and Akhlaghian (2014) use the reliability metric proposed 
by Hernando, Bobadilla, Ortega, and Tejedor (2013) in order to enhance the trust-
based recommender system (TaRs) proposed by Massa and Avesani (2004). The 
authors use TaRs to generate recommendations immediately if the reliability metric 
is larger than a predefined threshold; otherwise they propose to reconstruct the trust 
network assuming that the generated network is not trustworthy. They filter the trust 
network by eliminating users who do not satisfy more strict conditions for the 
similarity and variance functions. A similar idea for selecting a small and best 
neighbourhood for a trust-based recommender system is introduced by Bedi and 
Sharma (2012). In their work, they incorporate a notion of dynamic trust between 
users based on the biological metaphor of ant colonies. The dynamic property of trust 
represents trust intensity among the users. The authors employ the pheromone 
updating strategy known from ant algorithms to analyse trust intensity as time-based 
information. 
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One method proposed by Bobadilla, Hernando, Ortega, and Gutiérrez (2012) 
combines the significance (reputation) of items in the similarity calculation function. 
In more detail, when calculating similarity between two users, the authors propose to 
use the set of items that simultaneously have significances on both users 𝐵𝑥𝑦
∗ =
{𝑖 ∈ 𝐼|𝑠𝑥𝑖, 𝑠𝑦𝑖 ≠ 𝑁𝑖𝑙}, rather than the set of items rated by both of them 𝐵𝑥𝑦 =
{𝑖 ∈ 𝐼|𝑟𝑥𝑖, 𝑟𝑦𝑖 ≠ 𝑁𝑖𝑙}, where 𝑖 is the common item between user 𝑥 and user 𝑦, 𝐼 is the 
set of all items, 𝑠𝑥𝑖 is the significance of item 𝑖 on user 𝑥, and 𝑟𝑥𝑖 is the rating of user 
𝑥 to item 𝑖. Hence, the significance metric includes explicit and implicit ratings, then 
𝐵𝑥𝑦 ⊆ 𝐵𝑥𝑦
∗  . The significance of an item on a user is calculated as in Equation (2.42). 
 
𝑠𝑢𝑖 = {
𝑟𝑢𝑖𝑠𝑢𝑠𝑖                                             𝑖𝑓 𝑟𝑢𝑖 ≠ 𝑁𝑖𝑙
𝑠𝑢𝑠𝑖 ×
∑ 𝑠𝑗𝑟𝑢𝑗𝑗∈𝐹𝑢 𝑃𝐶𝐶(𝑗, 𝑖)
∑ 𝑃𝐶𝐶(𝑗, 𝑖)𝑗∈𝐹𝑢
        𝑖𝑓 𝑟𝑢𝑖 = 𝑁𝑖𝑙
 (2.42) 
 
𝑠𝑢 = (1 −
𝐷𝑢
𝐷𝑢 + 𝐸𝑢
) (
𝐷𝑢 + 𝐸𝑢
𝐼
) , 𝑠𝑢 ∈ [0,1]  
where 𝑠𝑢 denotes the significance of a user, which satisfies two conditions: the lower 
the number of positive ratings 𝐷𝑢 made by a user, the higher the significance of this 
user; and the higher the number of ratings (𝐷𝑢 + 𝐸𝑢) made by a user, the higher the 
significance of this user to make recommendations, 𝑠𝑖 denoting the significance of an 
item, calculated using the mean of the item’s ratings, and 𝐹𝑢 the set of items rated by 
user 𝑢. 
Most recently, Liu, Omar, Liou, Chi, and Hsu (2015) proposed to enhance the 
quality of blog articles recommendations by considering emerging or popular events. 
The proposed method combines content-based filtering (CBF) and item-based 
collaborative filtering (ICF) with the event-based preference analysis in order to 
enhance recommendation accuracy. The event-based preference analysis is a 
combination between event trend analysis and user personal preferences. At the 
beginning, the authors proposed to use Google insight
8
 to predict the popularity trend 
score of an event. Next, blog articles about popular events are identified by 
computing similarity measures between the event and articles. The authors generate 
the popularity trend score for each article.  
                                                 
8
 Google insight is a website that provides the trends of search keywords. 
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User preferences make the second part of the proposed model in (D.-R. Liu et 
al., 2015). Since identifying the trending articles is not enough to generate accurate 
blog article recommendations, the authors calculate the user interest in the trending 
articles. They use similarity calculation between the articles that users indicate they 
like using social bookmarking websites and trending articles. A personalised 
popularity score is generated for articles. This score is used next to enhance the 
recommender system accuracy using Equation (2.43).  
 𝑃𝐸𝑅𝑆𝑢𝑑
𝑒 = 𝜏 × 𝑃𝐸𝑃𝑓𝑢𝑑
𝑒 + (1 − 𝜏) × 𝑃𝑓𝑢𝑑
𝐶𝐵𝐹/𝐼𝐶𝐹
 (2.43) 
where 𝑃𝐸𝑅𝑆𝑢𝑑
𝑒  denotes the recommendation score for a user 𝑢 on article 𝑑, 𝑃𝐸𝑃𝑓𝑢𝑑
𝑒  
denotes the weighted aggregation of the popularity scores of articles in event 𝑒, 
𝑃𝑓𝑢𝑑
𝐶𝐵𝐹/𝐼𝐶𝐹
 denotes the integrated CBF/ICF recommendation score, and 0 ≤ 𝜏 ≤ 1 is 
a weighting factor determined in the experiment. 
Most recently, Wang, Yin, Cai, Dong Y., and Dong H. (2015) propose a trust-
based probabilistic recommendation model. In their proposed model the trust used is 
for products, which is obtained based on product reputations and purchase 
frequencies, Equation (2.44). 
 
𝑡𝑟𝑢𝑠𝑡𝑖 = 𝜎 × 𝑟𝑒𝑝𝑖 + (1 − 𝜎) ×
𝑓𝑟𝑒𝑖
𝐹𝑟𝑒
 (2.44) 
where 𝑟𝑒𝑝𝑖 and 𝑓𝑟𝑒𝑖 indicate the reputation and purchase frequency of item 𝑖, 
respectively, and 𝐹𝑟𝑒 is a constant that makes the fraction 
𝑓𝑟𝑒𝑖
𝐹𝑟𝑒
∈ [0,1]. In addition to 
the use of item trust, the authors proposed using latent factors to solve the cold start 
problem. They use four features to determine similar users of a new user: age, 
gender, location, and browsing history. This factor is used only if the user is new; 
with old users, this factor is ignored. The recommendation establishment is proposed 
as in Equation (2.45). 
 𝑅𝑢𝑖
𝑖𝑡𝑗 = 𝛼 × 𝑃(𝑗 ∈ 𝐵𝑡+1
𝑢𝑖 |𝐵𝑡
𝑢𝑖) + 𝛽 × 𝑡𝑟𝑢𝑠𝑡𝑗 + 𝛾 × 𝑙𝑎𝑡𝑒𝑛𝑡𝑢𝑖
𝑖𝑡𝑗
 (2.45) 
where 𝑅𝑢𝑖
𝑖𝑡𝑗
 denotes the recommendation probability of recommending item 𝑖𝑡𝑗 to user 
𝑢𝑖, and 𝐵𝑡+1
𝑢𝑖  expresses the set of products that user 𝑢𝑖 will purchase the next time 
𝑡 + 1. If the user is new, then 𝛾 = 1 and 𝛼 + 𝛽 = 0 otherwise 𝛾 = 0 and 𝛼 + 𝛽 = 1. 
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2.2.6 Summary 
In this section we discuss the different types of recommender systems and the 
use of reputation scores in recommenders. Reputation is proposed to be used in 
recommender systems in order to enhance the accuracy of the generated 
recommendations. Ku and Tai (2013) prove that recommending items with good 
reputation influences customers more than recommending items with low reputation. 
Bobadilla et al. (2013) mention that reputation and trust are important areas in 
recommender systems, especially in recommenders related to social media. 
However, the most relevant work on the subject is limited to the use of trust 
relationships to improve the quality of the recommendation services. 
Trust information is related to collecting data about users’ relationships with 
each other. This requires transactions between users with ratings provided by them, 
or social connections that can be extracted from users’ behaviour. In general, this 
information is not always available. Hence, the dependency on this kind of 
information reduces the scope of the proposed recommender system. Only a few of 
the proposed recommenders use general item reputation score in the recommendation 
process and they use simple linear methods to combine reputation scores with 
recommender scores. 
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Chapter 3: Normal Distribution-Based 
Reputation Model 
In this chapter, we propose novel rating aggregation methods that consider the 
frequency of ratings in order to generate reputation scores. The purpose is to enhance 
the accuracy of reputation scores using any dataset. The proposed methods are 
weighted-average methods, where the weights are generated using the normal 
distribution. First we provide an introduction to reputation system components and 
then we discuss the proposed method in details. 
3.1 REPUTATION SYSTEM COMPONENTS 
People are increasingly dependent on information online in order to decide 
whether to trust a specific object or not. Reputation systems are therefore an essential 
part of any e-commerce or product review website, where they provide methods for 
collecting and aggregating users’ ratings in order to calculate the overall reputation 
scores for products, users, or services (Resnick et al., 2000). The existence of 
reputation scores in these websites helps people making decisions about whether to 
buy a product or to use a service, or not. Reputation systems play a significant role in 
users’ decision-making process. 
Reputation systems consist of three major components, as we illustrate in 
Figure 3.1 (Jøsang et al., 2007). The first component is the feedback collection from 
users. In this stage, reputation systems describe the methods used for collecting 
users’ feedback; that is, centralised or distributed. They also describe what sort of 
feedback to be collected, such as user ratings, textual reviews, or critics’ and experts’ 
reviews. This stage may involve opinion-mining techniques to detect opinion polarity 
and strength in textual reviews and then represent them as numerical scores (Abdel-
Hafez & Xu, 2013a). The output of the feedback collection stage is a set of ratings 
towards items to be used in the reputation engine for generating reputation scores. 
49 
 
Feedback 
Collection 
 
Reputation 
Presentation 
 
Reputation 
Engine 
User 
Feedback 
(Ratings) 
Item 
Reputation 
Score 
Detecting and 
Filtering 
Malicious 
Ratings 
Rating 
Normalisation: 
- Rating Tendency 
- Z-Scores 
Relevant Weight 
Calculation: 
- User Trustworthiness 
- User Reliability 
- User Expertise  
- Time decay 
 
Reputation 
Score 
Discount or 
Reward 
 
Rating 
Aggregation 
User 
Feedback 
(Ratings) 
Item 
Reputation 
Score 
Figure 3.1 Reputation system components 
The second component is the reputation engine, where the reputation system 
explains how the users’ feedback on an item will be converted into a reputation score 
for that item. This stage is explained in more detail in Figure 3.2. The final 
component for reputation systems is the reputation presentation. The most popular 
presentation method is the five-star rating. Other methods include a percentage of 
100, or a floating point score. Apart from numerical presentation of reputation 
scores, some methods proposed use icons that are easier for users to read, such as the 
Rotten Tomatoes method.
9
 
 
 
 
Figure 3.2 Reputation engine, detailed view 
The general purpose of any reputation system is to provide a reliable and 
accurate reputation score on which the users can depend to make their decisions. 
Figure 3.2 shows how the reputation engine works in order to generate items 
reputation scores, with user feedback as input. All the existing reputation systems 
must have a rating aggregation step, and they may include zero or more of the other 
four steps shown in Figure 3.2, which are optional. In general, the involvement of 
any of these steps can be related to the domain where the reputation system will be 
implemented. The simplest method (i.e., the naive method) to generate reputation 
scores is to calculate the mean value of the input ratings. This method involves the 
rating aggregation step only. 
The ratings aggregation process will generate a global score for each item to 
represent its reputation. The existing methods employed for this purpose include 
                                                 
9
 http://www.rottentomatoes.com 
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mean, weighted mean, Bayesian models, and fuzzy models (Jøsang et al., 2007). The 
first one of the optional steps is the malicious ratings filtering. The reputation 
systems are open to attacks that aim to enhance or destroy the reputation of an item. 
Malicious ratings are the ratings that do not reflect a real user opinion. These ratings 
could be generated automatically or they could be provided by users who aim to 
change the reputation score rather than providing their opinions. Researchers propose 
several methods to detect and filter this kind of rating (Malik & Bouguettaya, 2009; 
S. Wang et al., 2011).  
The second step is rating normalisation, where the ratings are modified before 
the aggregation process. Mostly, the existing reputation systems that involve this step 
use either z-scores (Resnick et al., 1994) or rating tendency to normalise user ratings 
(Lauw et al., 2012). The third step is to calculate weights to be used in the rating 
aggregation process. Many reputation systems have included time decay or user-
based weighting methods (Jøsang et al., 2007); for more detail refer to Section 2.1.1. 
The last step is the reputation score discount or reward. This step is done after the 
reputation score is generated. Usually the purpose is to consider one last factor, such 
as the number of ratings for a product compared with the average or maximum 
number of ratings for other items (Yingjie Wang et al., 2015; Yan et al., 2014). 
Our proposed method stands in the rating aggregation step. This step, as we 
have mentioned, is the core of any reputation system. In general, the majority of the 
recently proposed reputation systems involve other factors besides the ratings. 
Usually this data is incorporated with ratings as weights during the aggregation 
process, performing the weighted-average method. These factors can be easily 
combined into our proposed methods. 
3.2 INTRODUCTION  
One of the challenges that face any reputation model is its ability to work with 
different datasets, sparse or dense. Within a dataset some items may have rich rating 
data, while others, especially new items, have a low number of ratings. Sparse 
datasets are those that contain a higher percentage of items that do not have many 
ratings or users who do not rate many items. However, with the increased popularity 
of rating systems, on the web particularly, sparse datasets become denser by time as 
ratings build up on the dataset (Lauw et al., 2012). This raises the need for a general 
51 
reputation model that provides more accurate reputation scores with any dataset, no 
matter how sparse or dense it is. 
On the other hand, most of the existing reputation models don’t consider the 
distribution of ratings (Hu et al., 2009). People usually have different levels of 
leniency when rating an item, depending on their preferences and expectations. For 
example, lenient users would rate an item as 5 stars if they have a minor negative 
opinion about it, while strict users would rate an item as 4 stars because they are 
more difficult to satisfy. We believe that the reputation system must acknowledge 
that both ratings are positive ones. Given the previous example, if we use the rating 
scale [1 − 5], then the rating levels of 4 and 5 indicate positive opinions, 1 and 2, 
indicate negative opinions, and 3 indicates neutral opinions. The distributions of 
positive and negative ratings for an item should influence its reputation. Looking at a 
simple example, if we have an item with 7 ratings {2,2,2,2,3,5,5}, we can say that we 
have 4 negative, 1 neutral, and 2 positive opinions. Because of the high frequency of 
rating level 2, rationally, the reputation for this item should be less than 3. However, 
the mean of the ratings is 3.0, which is considered neutral. In other words, the overall 
reputation score of a specific product can be skewed towards the negative, even 
when the number of positive ratings is higher than the negative ones if the count of 
ratings is not taken into consideration, and vice versa.  
As mentioned previously, the weighted average is currently the most used 
method for ratings aggregation, while the weights usually represent the time when 
the rating was given, or the reviewer reputation. In the simplest case, where we don’t 
consider other factors, the weight for each rating is 
1
𝑛
, if there are 𝑛 ratings to an item 
(this is the naive method). No matter that the simplest average method or the 
weighted-average methods take time or other user-related factors into consideration, 
the frequency of each rating level is not explicitly considered. Considering the 7 
ratings example, for the simplest average method, the weight for each of the ratings 
is 
1
7
 even though the rating level 2 has a higher frequency than the other two rating 
levels. For other weighted-average methods, the weights are only related to time or 
user-related factors but not rating frequency.  
In the following discussion, we will use the naive method as an example to 
explain the strength of our proposed method, since the other factors can be easily 
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combined into our methods to make the weights related to other factors, such as time 
or user credibility.  
Our initial intuition is that rating weights should relate to the frequency of 
rating levels, because the frequency represents the popularity of users’ opinions 
towards an item. Another important factor that we would like to take into 
consideration in deriving the rating weights is the distribution of ratings. Not losing 
generality, like many “natural” phenomena, we can assume that the ratings fall in 
normal distribution. Usually the middle rating levels, such as 3 in a rating scale 
[1 − 5] system, is the most frequent rating level (we call these rating levels popular 
rating levels) and 1 and 5 are the least frequent levels (we call these levels rare rating 
levels). This is a general assumption that might not be true for every single domain. 
In some domains high ratings such as 4 and 5 are more common, while in other 
domains the most frequent ratings could be the low ratings. 
By taking both the rating frequency and the normal distribution into 
consideration, we propose to “reward” frequent higher rating levels, especially 
popular rating levels, and “punish” frequent lower rating levels, especially rare rating 
levels.  
Table 3.1 
Comparing Weights of Each Rating Level between Naive and NDR Methods 
Ratings 
Rating Weight Level Weight  
Naïve NDR Naïve NDR 
2  0.1429 0.0765 
0.5714 0.604 
2 0.1429 0.1334 
2 0.1429 0.1861 
2 0.1429 0.208 
3 0.1429 0.1861 0.1429 0.1861 
5 0.1429 0.1334 
0.2857 0.2099 
5 0.1429 0.0765 
 
Table 3.1 shows the difference between the naive method and the proposed 
normal distribution-based reputation model (NDR), which is discussed in detail in 
Section 3.3. From the second column in Table 3.1 (i.e., weight per rating), we notice 
that, using the naive method, the weight for each rating is fixed at 
1
7
= 0.1429. 
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Different from the naive method, the NDR method generates different weights for 
different ratings, especially; the weights from rare ratings such as 2 and 5 to popular 
ratings such as 3 are increased and the increment is non-linear. This non-linear 
increase in weights for repeated ratings of the same level will result in a higher 
aggregated weight for that rating level than using the naive method. For example, 
rating level 2 is the most frequent level; in comparison, the aggregated weight 
generated by the naive method for rating level 2 is 0.5714, where the NDR model 
generates a higher value of 0.604, which reflects the contribution from the frequency 
of rating level 2. On the other hand, rating level 3 gets a higher weight of 0.186 in 
the NDR method than the naive method, which generates a weight value 0.1429; 
however, this is not because level 3 is more frequent, but because it is a popular 
rating level. In contrast, rating level 5 gets a lower weight in the NDR method 
because it is a rare rating level and not very frequent in this example. 
3.3 NORMAL DISTRIBUTION-BASED REPUTATION MODEL 
We propose to consider the frequency of ratings in the rating aggregation 
process in order to generate reputation scores. The purpose is to enhance the 
accuracy of reputation scores using any dataset, no matter whether it is dense or 
sparse. The proposed methods are weighted-average methods, where the weights are 
assumed to reflect the distribution of ratings in the overall score. The proposed 
methods generate the weights based on the normal distribution. The work in this 
section is published in (Abdel-Hafez, Xu, & Jøsang, 2015). The term “rating levels” 
is used to represent the number of possible rating values that can be assigned to a 
specific item by a user. For example, considering the well-known five-star rating 
system with possible rating values of 1, 2, 3, 4, 5, we say that we have five rating 
levels, one for each possible rating value.  
3.3.1 Weighting Based on a Normal Distribution  
Our method can be described as weighted average where the weights are 
generated based on both rating distribution and rating frequency. As mentioned 
above, we use a normal distribution because it represents many “natural” 
phenomena. In our case, it provides different weights for ratings, where the more 
frequent the rating level is, the higher the weight the level will get. In other words, 
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using this weighting method we can assign higher weights to highly repeated ratings, 
which we believe will reflect more accurate reputation tendency.   
Suppose that we have 𝑛 ratings for a specific product 𝑝 ∈ 𝑃, where 𝑃 is the set 
of products, represented as a vector 𝑅𝑝 = {𝑟0, 𝑟1, 𝑟2, … , 𝑟𝑛−1}, where 𝑟0 is the smallest 
rating and 𝑟𝑛 is the highest rating; that is, 𝑟0 ≤ 𝑟1 ≤ 𝑟2 ≤ ⋯ ≤ 𝑟𝑛−1 . In order to 
aggregate the ratings, we need to compute the associated weights with each rating, 
which is also represented as a vector 𝑊𝑝 = {𝑤0, 𝑤1, 𝑤2, … , 𝑤𝑛−1}. As discussed 
previously, the weights to the ratings will be calculated using the normal distribution 
probability density function (PDF) given in Equation (3.1), where 𝑎𝑖 is the weight for 
the rating at index 𝑖 , 𝑖 = 0,… , 𝑛 − 1, 𝜇 is the mean of ratings, 𝜎 is the standard 
deviation of ratings, and 𝑥𝑖 is supposed to be the value at index 𝑖; the basic idea is to 
evenly deploy the values between 1 and 𝑘 for the rating scale [1, 𝑘] over the indexes 
from 0 to 𝑛 − 1. 𝑘 is the number of levels in the rating system, as in this thesis we 
use the popular five-star system, then 𝑘 = 5. 
 
𝑎𝑖 =
1
𝜎√2𝜋
𝑒
−
(𝑥𝑖−𝜇)
2
2𝜎2 , 𝜎 ≠ 0 (3.1) 
 
𝑥𝑖 =
(𝑘 − 1) × 𝑖
𝑛 − 1
+ 1, 𝑛 > 1 (3.2) 
In Equation (3.1), 𝑎𝑖 is the initial unnormalised weight for the rating at index 𝑖, 
and the value of the mean is fixed; that is, 𝜇 =
(𝑘+1)
2
. However, the value of 𝜎 is the 
actual standard deviation value extracted from the ratings for this item; hence, each 
item in the dataset will have different flatness for its normal distribution curve. 
Equation (3.2) is used to evenly deploy the values of 𝑥𝑖 between 1 and 𝑘, where 
𝑥0 = 1 and 𝑥𝑛−1 = 𝑘.   
The purpose of using these values for 𝑥, 𝜇 and 𝜎 is to produce normally 
distributed weights associated with the 𝑘-levels rating system. The generated weights 
in Equation (3.1) is then normalised so the summation of all weights is equal to 1; 
hence, we create the normalised weight vector 𝑊𝑃 = {𝑤0, 𝑤1, 𝑤2, … , 𝑤𝑛−1} using 
Equation (3.3), where the summation of all weights is equal to 1, Equation (3.4). 
 𝑤𝑖 =
𝑎𝑖
∑ 𝑎𝑗
𝑛−1
𝑗=0
 (3.3) 
55 
 
∑𝑤𝑖
𝑛−1
𝑖=0
= 1 (3.4) 
Figure 3.3 and Figure 3.4 show the weights generated for the above example 
by the naive method and the proposed NDR method, where the left-most region 
represents the overall weight for rating level 2, and the middle region and the right-
most region are for rating levels 3 and 5, respectively. We can see that the weights 
for all ratings are the same using the naive method in Figure 3.3, while in Figure 3.4, 
using the NDR method, the ratings with an index near to the middle will be given 
higher weights.  
3.3.2 Reputation Score Generation 
In order to calculate the final reputation score for an item, which is affected by 
the ratings and the weights, we need to sum the weights of each level separately. To 
this end, we partition all ratings to an item 𝑝 into groups based on levels, 𝑅𝑝
𝑙 =
{𝑟0
𝑙, 𝑟1
𝑙, 𝑟2
𝑙, … , 𝑟
|𝑅𝑝
𝑙 |−1
𝑙 }, 𝑙 = 1, 2,… , 𝑘, for each rating 𝑟 ∈ 𝑅𝑝
𝑙 ,  𝑟 = 𝑙. The set of all 
ratings to item 𝑝 is 𝑅𝑝 = ⋃ 𝑅𝑝
𝑙𝑘
𝑙=1 . The corresponding weights for the ratings in 𝑅𝑝
𝑙  
are represented as 𝑊𝑝
𝑙 = {𝑤0
𝑙 , 𝑤1
𝑙 , 𝑤2
𝑙 , … , 𝑤
|𝑅𝑝
𝑙 |−1
𝑙 }.    
The final reputation score is calculated as weighted average for each rating 
level using Equation (3.5), where 𝐿𝑊𝑝
𝑙 is the level weight to an item 𝑝, which is 
calculated in Equation (3.6). 
 
𝑁𝐷𝑅𝑝 =∑(𝑙 × 𝐿𝑊𝑝
𝑙)
𝑘
𝑙=1
 (3.5) 
 
𝐿𝑊𝑝
𝑙 = ∑ 𝑤𝑗
𝑙
|𝑅𝑝
𝑙 |−1
𝑗=0
 (3.6) 
Equation (3.6) calculates level weights 𝐿𝑊𝑝
𝑙 as a summation of the weights of 
every rating belonging to that level. 
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Figure 3.3 Average Method Weights for the 7 ratings example 
 
Figure 3.4 NDR normalised weights for the 7 ratings example 
3.4 ENHANCED NDR MODEL BY ADDING UNCERTAINTY (NDRU) 
In this section we modify our proposed NDR method by combining the 
uncertainty principle, introduced by Jøsang and Haller as the Dirichlet method 
(Jøsang & Haller, 2007). This enhancement is important to deal with a sparse dataset 
because, when the number of ratings is small, the uncertainty is high. The enhanced 
method is expected to pick up the advantages of both reputation models; that is, the 
NDR method and the Dirichlet method. Inspired by the Dirichlet method, the NDRU 
reputation score is calculated using Equation (3.7), which takes uncertainty into 
consideration: 
 
𝑁𝐷𝑅𝑈𝑝 =∑(𝑙 × (
𝑛 × 𝐿𝑊𝑝
𝑙 + 𝐴 × 𝑏
𝐴 + 𝑛
))
𝑘
𝑙=1
 (3.7) 
where 𝐴 is a priori constant, the larger the value of 𝐴 the larger the impact of 
uncertainty. In other words 𝐴 represents additional ratings to the item distributed 
equally of all rating levels. A large value of 𝐴 may result in the loss of information, 
especially in domains with inherit small number of ratings per item. 𝑏 =
1
𝑘
 is a base 
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rate for any of the 𝑘 rating values. The larger the value of the priori constant, the less 
the influence of new ratings received (Jøsang & Haller, 2007).   
The NDRU method reduces the effect of praising popular rating levels and 
depreciating rare rating levels, which is the outcome of using the NDR model. In all 
cases, if the NDR method provides higher reputation scores than the naive method, 
then the NDRU method will also provide higher reputation scores but marginally less 
than the NDR scores and vice versa. However, as we have mentioned, in the case of 
having a small number of ratings per item, the uncertainty will be higher because the 
base rate 𝑏 is divided by the number of ratings plus a priori constant 𝑛 + 𝐴 in 
Equation (3.7). In this case, the difference between the final reputation scores of the 
NDR and NDRU methods is noticeable. This advantage of the Dirichlet method to 
deal with sparse data is adopted by the NDRU method. Yet, when we use a dense 
dataset, the difference between the final reputation scores of the NDR and NDRU 
methods will be very small, which allow the NDRU to behave similarly to the NDR 
method. 
Generally, adding an uncertainty priori constant, 𝐴 in Equation (3.7), to the 
reputation model equation will make the model sensitive to the number of ratings 
available for every item. The impact of the uncertainty constant addition is 
oppositely proportional to the number of ratings. It is the minimum when the number 
of ratings per item is large. Theoretically, the NDRU method should be more 
accurate than the NDR method as it considers an extra factor, the number of ratings. 
3.5 DETAILED EXAMPLE AND DISCUSSION  
Chapter 6 provides a thorough evaluation and analysis of the proposed normal 
distribution-based reputation model. In this section we provide a detailed example to 
analyse and understand the different behaviours of several ratings aggregators. The 
chosen aggregation methods include the arithmetic mean, median, and harmonic 
mean calculated using Equation (3.8), geometric mean calculated using Equation 
(3.9), quadratic mean calculated using Equation (3.10), the trimmed-mean, which is 
the arithmetic mean of values after a certain proportion of the highest and lowest 
values have been discarded, with the trim value of 0.4, a fuzzy model (Bharadwaj & 
Al-Shamri, 2009), and the Dirichlet reputation system (Jøsang & Haller, 2007). 
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Other reputation models, such as IMDb
10
, Trusti (Yingjie Wang et al., 2015), and 
PerContRep (Yan et al., 2014), use other data related to the number of ratings for 
other items in the dataset. Therefore, we include two aggregated values for each one 
of these methods, with two different assumptions about the dataset-related factors. In 
the first we assume that this item has a relatively large number of ratings compared 
with other items in the dataset. The second assumption is that the item has a low 
number of ratings. 
 𝐻𝑚 =
𝑛
∑
1
𝑟𝑖
𝑛
𝑖=1
 (3.8) 
 
𝐺𝑚 = (∏𝑟𝑖
𝑛
𝑖=1
)
1
𝑛
 (3.9) 
 
𝑄𝑚 = √
1
𝑛
×∑𝑟𝑖
2
𝑛
𝑖=1
 (3.10) 
 
In Table 3.2 we provided the results for several aggregation methods, which 
are used to aggregate 10 ratings. In this table we provided 8 different ratings 
occurrences in order to see how the reputation scores change with different rating 
values. All the aggregation methods implemented in this table do not include a user’s 
related data, ratings tendency, or time factor. In the table we highlight different 
aggregators with similar colours in order to emphasise a similar changing trend in 
reputation score when compared with the arithmetic mean method. The methods with 
unique colours have unique trends. 
In Table 3.2 the harmonic mean and geometric mean provide lower scores than 
the arithmetic mean in all of the illustrated cases. The PerContRep method produces 
similar behaviour to the harmonic mean and geometric mean methods, where it 
generates scores lower than the arithmetic mean in all cases. This behaviour is 
justified, as the PerContRep is a discount method that punishes reputation scores 
based on the number of ratings of an item compared with the total number of users. 
The PerContRep is calculated using Equations (2.13), (2.14), and (2.15). We use 
                                                 
10
 http://www.imdb.com/chart/top 
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𝜎 = 5 as a scale parameter and 𝐾 = {10,100} as the total number of users. When the 
number of users is larger, such as 𝐾 = 100, the PerContRep method generates even 
lower reputation scores. This method does not consider the uncertainty factor and 
does not employ rating distribution in its aggregation process. 
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Table 3.2 Results of Different Aggregation Methods for 10 Ratings Presented in 8 Different Cases. 
Similar Colours Indicate Similar Trend in Comparison to the Arithmetic Mean. For the NDRU the 
Value of the Priori Constant A=2. 
Column Number 1 2 3 4 5 6 7 8 
Ratings 
1 1 1 1 1 1 1 1 
1 1 1 2 2 1 1 1 
2 1 1 2 2 1 4 1 
2 2 1 2 2 1 4 1 
3 3 4 2 2 1 4 1 
3 3 4 2 3 1 5 1 
4 4 4 4 3 1 5 1 
4 5 4 5 5 5 5 1 
5 5 5 5 5 5 5 1 
5 5 5 5 5 5 5 5 
Arithmetic mean 3.00 3.00 3.00 3.00 3.00 2.20 3.90 1.40 
Median 3.00 3.00 4.00 2.00 2.50 1.00 4.50 1.00 
Harmonic mean 2.19 1.99 1.85 2.30 2.34 1.32 2.67 1.09 
Geometric mean 2.61 2.49 2.40 2.63 2.66 1.62 3.39 1.17 
Trusti (𝐹𝑟𝑒 = 40) 2.48 2.48 2.48 2.48 2.48 1.92 3.11 1.36 
PerContRep (𝑘 = 10) 2.87 2.87 2.87 2.87 2.87 2.10 3.73 1.34 
PerContRep (𝑘 = 100) 2.63 2.63 2.63 2.63 2.63 1.93 3.41 1.23 
Quadratic mean 3.32 3.41 3.44 3.35 3.32 2.86 4.18 1.84 
Trusti (𝐹𝑟𝑒 = 10) 3.60 3.60 3.60 3.60 3.60 3.04 4.23 2.48 
Trusti (𝐹𝑟𝑒 = 20) 2.85 2.85 2.85 2.85 2.85 2.29 3.48 1.73 
IMDb (𝑚 = 5) 2.83 2.83 2.83 2.83 2.83 2.30 3.43 1.77 
IMDb (𝑚 = 20) 2.67 2.67 2.67 2.67 2.67 2.40 2.97 2.13 
Trimmed-mean (0.4) 3.00 3.00 3.00 2.83 2.83 1.67 4.50 1.00 
Fuzzy model 3.20 3.40 3.40 3.00 3.00 1.80 4.60 1.00 
Dirichlet 3.00 3.00 3.00 3.00 3.00 2.33 3.75 1.67 
NDR 3.00 3.00 3.03 2.91 2.92 1.96 4.09 1.23 
NDRU 3.00 3.00 3.03 2.93 2.94 2.13 3.91 1.52 
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Conversely, the quadratic mean produces a score larger than the arithmetic 
mean in all the illustrated cases. A similar behaviour is presented by one of the two 
cases of Trusti method. Trusti is calculated using Equation (2.44), where 𝐹𝑟𝑒 is the 
maximum number of rating for an item in the dataset, which could be equivalent to 
the number of users. In the offered example, we use three values for 𝐹𝑟𝑒 =
{10,20,40}, where 𝜎 = 0.7. Unlike the PerContRep method, the Trusti method may 
produce a reputation score higher than the average if the item is extensively rated by 
users. This method emphasises the popularity of items more than the PerContRep 
method does. To this end, the Trusti method shows different behaviours with 
different 𝐹𝑟𝑒 values. In the raw data, where 𝐹𝑟𝑒 = 10, Trusti generates values higher 
than the arithmetic mean in all cases, because the item is very popular. In a case 
where 𝐹𝑟𝑒 = 40, Trusti generates values lower than the arithmetic mean in all cases. 
However, in the raw data, where 𝐹𝑟𝑒 = 20, Trusti generates values similar to the 
IMDb method. The IMDb score, calculated using Equation (2.27), where 𝑚 =
{5,20} and ?̅? = 2.5. If 𝜇 > ?̅?, is considered a discount method; otherwise, it is 
considered a reward method. That is why in columns 6 and 8 the IMDb-generated 
score is larger than the arithmetic mean and the score is lower in all other cases. The 
IMDb method can be thought of as a special case of the Trusti method, where the 
value of 𝑚 is used to determine 𝜎, the linear combining constant, and the use of ?̅? is 
replaced by the popularity ratio in the Trusti model. In fact, if we change the value of 
𝜎 = 0.667, then the scores generated by Trusti (𝐹𝑟𝑒 = 20) will be exactly the same 
as IMDb (𝑚 = 5). In general, if 𝜇 >
𝑓𝑟𝑒𝑖
𝐹𝑟𝑒
, then the Trusti method is considered a 
discount method; otherwise, it is considered a reward method. 
The first case (column number 1) in Table 3.2 shows unified ratings, where 
each different score has only two frequencies; in this case the most logical reputation 
score is 3 as the negative and positive are equivalent in frequency and value. 
However, the fuzzy model generates a higher score; moreover, the fuzzy model 
generates an even higher score in the second case (column number 2) when the 
values and the frequencies of positive and negative ratings are still equivalent. These 
results are not justified. In both cases, our proposed NDR and NDRU methods 
generate the reputation value of 3.00, which is equivalent to the arithmetic mean, 
trimmed-mean, and Dirichlet methods. 
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Looking at the third case in Table 3.2 (column number 3), we see that the 
arithmetic mean, trimmed-mean, and Dirichlet methods represent the reputation 
score as 3.00, while we have 4 negative opinions, 0 neutral, and 6 positive. We 
believe that in such a case the reputation must reflect the result that is more frequent. 
Both proposed methods, NDR and NDRU, produce positive reputation scores, 3.04 
and 3.03, respectively. The two scores represent a tilt towards the positive and that is 
justified because we have more positive opinions than negative ones. Similarly, in 
the fourth case (column number 4), we have 6 negative opinions and 4 positive, and 
again the arithmetic mean, trimmed-mean, and Dirichlet methods represent the 
reputation score as 3.00, while our proposed methods represent the reputation score 
as 2.91 and 2.93. 
In general the NDR and NDRU methods have similar trends to the median 
score. If the median is larger than the arithmetic mean, then our methods produce 
larger values too. In the NDR method, there is exactly the same trend as the median 
score. However, the NDRU method has a slightly different behaviour. If we consider 
column number 8, we find that the NDRU generates a score larger than the 
arithmetic mean, while the NDR and the median generate scores less than the 
arithmetic mean. To understand this behaviour, we focus on the uncertainty factor 
introduced to the NDRU method. In the example case number 8, the uncertainty is 
very high, because we have three rating levels with no single rating. In such case, the 
NDRU behaviour will be similar to the Dirichlet method rather than the NDR 
method. 
The median score is directly related to the frequencies of each rating level, 
because the middle value will represent the median score. Therefore, relating the 
aggregation method to the distribution of ratings will produce a median-like trend. 
Garcin et al. (2009) suggest that the median is more robust and informative than the 
arithmetic mean. Consequently, we assume that our proposed methods will be more 
robust and informative than the arithmetic mean. However, the proposed models 
produce magnitude values, where all the ratings are counted, unlike the median 
score, which considers a single value in the middle. 
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3.6 SUMMARY 
In this chapter, we introduce two new rating aggregation methods. The 
proposed methods are described as weighted-mean methods, where the weights are 
generated using the normal distribution PDF. The NDR and NDRU methods 
consider the frequency of rating levels. The median rating and the ratings close to it 
will get the highest weights in the proposed methods, while the ratings far from the 
median will get smaller weights. In general, the proposed methods produce scores 
between the arithmetic mean and median. The NDRU method includes the 
uncertainty factor in the aggregation process. 
One of the advantages of the proposed methods is that they reduce the gap 
between the effects of the two negative values 1 and 2, and the two positive values 4 
and 5, where these values can be used differently between users, depending on how 
strict or lenient the user is. The NDR method will produce more positive scores if the 
number of positive values is more, whether they are 4s or 5s, and similarly with 
negative values. Another advantage of this model is that it can be used in 
combination with other weighted-average methods, such as user reputation and time 
factor weighting methods. The NDRU method has an extra advantage of employing 
uncertainty in the aggregation process. This advantage is assumed to enhance the 
accuracy of reputation scores, especially when the number of ratings available is low. 
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Chapter 4: Beta Distribution-Based 
Reputation Model 
In this chapter, we propose a new rating aggregation method, similar to those 
proposed in Chapter 3, in the concept of being a weighted-average method, where the 
weights are generated using the statistical distribution. However, in this model we 
use the beta distribution instead of the normal distribution, as it is more flexible to 
produce different distribution shapes that reflect the weighting tendency suitable to 
every item. The constancy of the distribution shape used in the NDR model is a 
major limitation for this model. This limitation indicates that all the items will have 
the same method of weighting without considering any other factor. Therefore, we 
seek to use another distribution that provides more flexibility of the produced shape. 
The NDRU model considers the frequency of ratings for generating weights in the 
aggregation process, and it embeds the uncertainty factor (Abdel-Hafez, Xu, & 
Jøsang, 2014b). This makes it perform very well over sparse datasets. However, this 
model did not emphasise the count of ratings in regard to the other item counts in the 
dataset. This causes unimpressive results over dense datasets compared with the 
methods that explicitly consider the count of ratings per item. The proposed model in 
this chapter will consider using dataset statistical information, including the ratings 
count, in order to generate reputation scores. The work in this chapter is published by 
(Abdel-Hafez, Xu, & Josang, 2015). 
4.1 INTRODUCTION  
In Chapter 3 we proposed the use of the probability density function (PDF) of 
the normal distribution to generate weights for the ratings of an item and then 
produce the item’s reputation score by aggregating the ratings through the weighted-
mean method. This method considers the frequency of ratings in the rating 
aggregation process. Assuming that the ratings fall under normal distribution (bell 
shape), the middle ratings are assigned higher weights than the ratings falling at the 
two ends of the distribution curve. Figure 4.1 shows the weights assigned to a list of 
ratings < 2, 2, 2, 2, 3, 5, 5 >. The use of a bell-shaped normal distribution guarantees 
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that middle ratings (median) will be assigned weights higher than those allocated at 
the curve edges (extreme ratings).  
 
Figure 4.1 Example of NDR normalised weights for 7 ratings  
 
However, as we mentioned before, the NDR and NDRU models do not 
explicitly consider the count of ratings, and they produce a bell-shape distribution for 
any combination and count of ratings. Rating weights should relate to the frequency 
of rating levels and rating count. The frequency of rating levels for an item reflects 
how users view an item, while the rating count of an item reflects the reliability of 
rating usage in building reputation scores. The higher the number of ratings assigned 
to an item, the larger the number of opinions that the ratings can reflect and, thus, the 
more accurate the item’s reputation, derived on the basis of those ratings.  
In this chapter we introduce a novel reputation method called the beta 
distribution-based reputation (BetaDR) model, which takes both rating level 
frequency and rating count into consideration in deriving item reputations. Most 
ratings aggregators, such as the naive, weighted-mean and our previously proposed 
NDR and NDRU methods, disregard rating count as a measurement of the reliability 
of available ratings in reflecting item reputation. When the number of available item 
ratings is low, it will be insufficient for producing reliable reputation scores. 
Generally, the fewer the number of ratings assigned to an item, the less accurate the 
aggregated rating for this item. 
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4.2 THE BETA DISTRIBUTION-BASED REPUTATION MODEL  
In this section, we propose the use of the weighted mean to aggregate ratings, 
similar to the previously proposed NDR model. A more important feature of this 
approach is that weights are generated following two principles. First, the more 
frequent a rating level, the higher the weights assigned to the ratings at that level. 
Second, different weighting strategies should be used when calculating the rating 
weights of an item with few ratings as opposed to an item with many ratings. The 
beta distribution is suitable for use in the proposed reputation model, given that it 
enables the flexibility necessary to satisfy the two principles.  
4.2.1 Weighting Based on the Standard Beta Distribution  
As mentioned earlier, the main problem with the NDR and NDRU models is 
the constancy of the bell distribution shape. The beta distribution shows potential for 
generating different shapes, thus emphasising middle or extreme ratings on the basis 
of shape parameters that can be related to dataset statistics. The standard beta 
distribution is generally a continuous probability distribution that is defined on the 
interval of (0, 1), 0 < 𝑥𝑖 < 1. The PDF of the beta distribution is calculated using 
Equation (4.1). 
 
Beta(𝑥𝑖) =  
Γ(𝛼 + 𝛽)
Γ(𝛼)Γ(𝛽)
  𝑥𝑖
𝛼−1(1 − 𝑥𝑖)
𝛽−1 (4.1) 
where Γ represents the gamma function, and α and β are two parameters that can 
determine distribution shape. Different values of shape parameters provide a variety 
of shapes that can flexibly model various datasets. Our proposed method is thus 
described as a weighted-mean method, wherein weights are generated by the beta 
distribution. The crucial issue here is to determine shape parameters α and β to 
produce the desired distribution shape, which is used to generate ratings weights for 
every single item.  
Suppose that we have 𝑛 ratings for a specific product 𝑝 ∈ 𝑃, where 𝑃 is the set 
of products, represented as a vector 𝑅𝑝 = {𝑟0, 𝑟1, 𝑟2, … , 𝑟𝑛−1}, where 𝑟0 is the smallest 
rating, and 𝑟𝑛−1 is the largest rating; that is, 𝑟0 ≤ 𝑟1 ≤ 𝑟2 ≤ ⋯ ≤ 𝑟𝑛−1 . To aggregate 
the ratings, we need to compute the weight associated with each rating, which is also 
represented as a vector 𝐵𝑝 = {𝑏0, 𝑏1, 𝑏2, … , 𝑏𝑛−1}. As previously discussed, the 
weights of the ratings are calculated using the beta distribution PDF given in 
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Equation (4.1), where Beta(𝑥𝑖) is the weight of the rating at index 𝑖 = 0,… , 𝑛 − 1. 
For the 𝑛 ratings 𝑟𝑖 in 𝑅𝑝, we design Equation (4.2) to evenly select 𝑛 values 𝑥𝑖 
within [0, 1], thereby generating weights Beta(𝑥𝑖) for rating 𝑟𝑖, 𝑖 = 0,… , 𝑛 − 1. 
 
𝑥𝑖 =
0.98 × 𝑖
𝑛 − 1
+ 0.01 , n > 1 (4.2) 
By using Equation (4.2), we derive 𝑥0 = 0.01,⋯ , 𝑥𝑛−1 = 0.99. The generated 
weights Beta(𝑥𝑖) are then normalised, so that the summation of all the weights is 
equal to 1. Hence, normalised weights {𝑏0, 𝑏1, 𝑏2, 𝑏3, … , 𝑏𝑛−1} are calculated as using 
Equation (4.3) to satisfy the condition in Equation (4.4). 
 
𝑏𝑖 =
Beta(𝑥𝑖)
∑ Beta(𝑥𝑗)
𝑛−1
𝑗=0
 (4.3) 
 
∑𝑏𝑖
𝑛−1
𝑖=0
= 1 (4.4) 
We generate a unified weight for every rating level and then use it to calculate 
the final reputation score, which is discussed below.  
4.2.2 Reputation Score Generation 
We separate ratings into groups on the basis of rating levels, with each group 
containing ratings of the same level. 𝑅𝑝
𝑙 = {𝑟0
𝑙, 𝑟1
𝑙, 𝑟2
𝑙, … , 𝑟
|𝑅𝑝
𝑙 |−1
𝑙 }, 𝑙 = 1, 2, … , 𝑘, for 
each rating 𝑟 ∈ 𝑅𝑝
𝑙  ,𝑟 = 𝑙. The set of all the ratings for item 𝑝 is 𝑅𝑝 = ⋃ 𝑅𝑝
𝑙𝑘
𝑙=1 . The 
corresponding weights of the ratings in 𝑅𝑙 are represented as 
𝐵𝑝
𝑙 = {𝑏0
𝑙 , 𝑏1
𝑙 , 𝑏2
𝑙 , … , 𝑏
|𝑅𝑝
𝑙 |−1
𝑙 }. The final reputation score is calculated as the weighted 
mean for each rating level by using Equation (4.5), where level weight 𝐿𝐵𝑝
𝑙  is the 
summation of the weights of every rating that belongs to level 𝑙 and calculated in 
Equation (4.6). 
 
𝐵𝑒𝑡𝑎𝐷𝑅𝑝 =∑(𝑙 × 𝐿𝐵𝑝
𝑙)
𝑘
𝑙=1
 (4.5) 
 
𝐿𝐵𝑝
𝑙 = ∑ 𝑏𝑗
𝑙
|𝑅𝑝
𝑙 |−1
𝑗=0
 (4.6) 
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In the following sections, we introduce our proposed methods to determine the 
two shape parameters α and β. 
4.2.3 The Beta Distribution Shapes 
The first thing we look at regarding the distribution shape is symmetry. Figure 
4.2 shows three beta distribution shapes (and, thus, three weighting distributions) for 
the simple rating example in Figure 4.1. Shapes 1, 2, and 3 are generated for α = 2 
and β = 5, α = β = 5, and α = 5 and β = 2, respectively. The median rating is 
considered the centroid of the ratings, and it separates all the other ratings into two 
groups: the lower group, which contains all the ratings lower than the median, and 
the upper group, which comprises all the ratings higher than the median. The median 
rating in the example illustrated in Figure 4.2 is in index 4. The figure shows that for 
Shape 1 with α = 2 and β = 5 (i.e., α <  𝛽), the lower group is assigned weights 
higher than those obtained by the upper group; for Shape 3, with α = 5 and β =
2 (i. e. , α >  𝛽), the upper group acquires weights higher than those assigned to the 
lower group. These results indicate that in the two cases, the ratings in the two 
groups contribute differently to the reputation calculation. Generally, no evidence 
justifies the allocation of higher weights to either group. We propose to equally 
consider the weights for the two groups in reputation calculation; that is, in the 
proposed method, the weights assigned to both groups are equal, as in the case 
illustrated by Shape 2 in Figure 4.2. In this case, the shape of the weight distribution 
is symmetric.  
Symmetry is an important feature of the generated shape, which occurs when 
the two shape parameters are equal, α = β. A symmetrical shape indicates that a line 
can split the shape into two pieces that are each other’s mirror (Bury, 1999). We use 
the symmetric shape for the beta distribution at all times to ensure fairness and the 
equal contribution of low and high ratings. In general, constantly using symmetric 
shapes in the proposed method is considered crucial for it to fulfil its purpose. 
Symmetric shapes ensure a stable and unbiased reputation model. 
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Figure 4.2 The effect of using different values of α and β on PDF shape of the beta distribution using 
Table 1 example 
The beta distribution symmetric shapes can have different forms. Figure 4.3 
shows an example of the three different symmetric shapes of the beta distribution 
PDF. The U shape of the beta distribution is generated when the shape parameters 
are α = β < 1. The figure indicates that the extreme ratings – the first indexed rating 
(lowest rating value) and the last indexed rating (highest rating value) – are assigned 
the highest weights. The weights of the extreme ratings depend on the depth of the U 
shape. The lower the values of α and β, the deeper the curve will be, indicating 
higher weights for the extreme ratings. When α and β approach 1, the curve takes on 
a more flattened shape, thereby increasing the weights assigned to the middle ratings 
and decreasing those allocated to the extreme ratings.  
In a case where the shape parameters are α = β = 1, the beta distribution PDF 
produces a uniform distribution [0,1]. All the ratings have the same weights 𝑏𝑖 =
1
𝑛
 . 
Figure 4.3 depicts the uniform distribution as a straight line. This case illustrates the 
naive method, where the weights of all the ratings are unified.  
The last shape illustrated in Figure 4.3 is the bell shape, which is generated 
when the values of the shape parameters are α = β > 1. In the bell-shape case, the 
median rating and the ratings close to it are assigned weights higher than those 
provided for the ratings far from the median. Under larger shape parameters, the bell 
shape becomes sharper, thus increasing the weight given to the median rating. 
0
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Figure 4.3 Different symmetric PDF shapes of the beta distribution using 20 ratings 
4.2.4 Calculation of Shape Parameter Values  
The reputation score of an item is derived from the ratings assigned to this 
item. As previously stated, the number of ratings for an item is important to generate 
an accurate item reputation score. This requirement indicates that if an item has a 
small number of ratings, then the reputation score generated by these ratings may be 
less reliable than those generated by the use of a high number of ratings. The rating 
count for an item should therefore be taken into consideration in deriving the 
reputation score for this item. Conversely, the distribution of rating count over items 
can differ across various application domains. For example, on average, the movies 
featured in a movie review website may receive hundreds or thousands of ratings, 
whereas the cars in a car sales website may receive only a few ratings. Directly using 
absolute rating counts in deriving reputations would therefore generate bias from one 
domain to another. To address this problem, we propose adopting the ratio between 
the rating count of an item and the average rating count for all the items in a domain. 
This ratio, called the item rating relative count (IRRC), is used to measure the rating 
count of an item, as calculated in Equation (4.7). 
 𝐼𝑅𝑅𝐶 =
𝑛𝑝
?̅?
 (4.7) 
 
?̅? =
∑ 𝑛𝑖𝑝𝑖∈𝑀
|𝑃|
 (4.8) 
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where 𝑛𝑝 is the rating count of an item 𝑝, and ?̅? denotes the average rating count of 
the items in a domain, Equation (4.8), assuming that 𝑃 is the set of items in the 
domain.  
The most important issue in this study is our proposal to control the shape of 
the beta distribution for an item’s ratings on the basis of the items 𝐼𝑅𝑅𝐶, as well as 
the basic statistics, including mean and standard deviation of the item ratings. As 
mentioned earlier, the shape generated using the beta distribution is determined by 
the values of 𝛼 and 𝛽. The proposed method for calculating the two shape parameters 
is presented in Equation (4.9). 
 
𝛼 = 𝛽 = {(
𝜇
𝜎
)
2
× 𝐼𝑅𝑅𝐶 , 𝜎 ≠ 0 
𝐼𝑅𝑅𝐶 ,                𝜎 = 0 
 (4.9) 
where μ  and 𝜎 denote the mean and the standard deviation of the item’s ratings, 
respectively, and 𝐼𝑅𝑅𝐶  represents the item’s relative rating count for this item. In 
Equation (4.9), if 𝜎 = 0, which can occur if all available ratings are of the same 
value, then 𝛼 = 𝐼𝑅𝑅𝐶.  
The U and bell shapes are the most common shapes in this model. By contrast, 
uniform distribution, in which the shape parameters are 𝛼 = 𝛽 = 1, rarely occurs. 
This variance is attributed to the use of the μ-to- 𝜎 ratio, which will be very difficult 
to return to 1 (i.e., 𝜇 = 𝜎), especially after we multiply this ratio by the 𝐼𝑅𝑅𝐶. This 
can occur, as a special case, when all the ratings given to an item have the same 
value, thereby yielding 𝜎 = 0. Under the same case with Equation (4.9), 𝛼 = 𝛽 =
𝐼𝑅𝑅𝐶; at the same time, 𝐼𝑅𝑅𝐶 = 1, which can occur if the ratings given for this item 
are equal to the average number of ratings in the item domain. This situation can 
commonly occur in domains with a fixed number of ratings per item. An example of 
such a domain is Olympic scoring. Each player will have the same number of scores 
given by the judges, in which case the 𝐼𝑅𝑅𝐶 is always equal to 1. In the next section, 
we explain how Equation (4.9) is designed, through an example that illustrates the 
process. 
Now we intend to determine which cases benefit from the use of either U or 
bell shape in the BetaDR model to generate more accurate aggregation. To answer 
this question, we first need to explain how we measure the accuracy of an aggregated 
reputation score in the case where there is no ground truth available to evaluate the 
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accuracy. For reputation accuracy, the hypothesis is that the closer a reputation score 
of an item to users’ actual ratings for the same item, the more accurate the reputation 
score. The mean absolute error (MAE) metric can be used to measure the accuracy of 
the comparison of reputation scores with actual item ratings. The MAE calculated in 
Equation (4.10) is the mean absolute error of the reputation score for one item. 
 
𝑀𝐴𝐸 = 
∑ |𝐵𝑒𝑡𝑎𝐷𝑅𝑝 − 𝑟𝑖|
𝑛
𝑖=1
𝑛
 (4.10) 
where 𝐵𝑒𝑡𝑎𝐷𝑅𝑝 is the reputation score for item 𝑝, 𝑟𝑖 is the actual rating assigned by 
a user to the item, and 𝑛 denotes the number of ratings for the item in a dataset. The 
lower the MAE score, the higher the reputation model accuracy. 
In the following sub-sections, we use simple examples to illustrate which shape 
is more suitable to use. We calculate the reputation score using the beta distribution: 
one calculation with a U shape α = β = 0.5 and another with a bell shape α = β = 5. 
In general, we have three different key cases from which to determine the most 
appropriate shape to be used in each case. The first two cases feature a very low 
number of ratings available for an item, with variant or similar ratings. These cases 
indicate that the item is either recently added to the dataset or unpopular. The third 
case involves a high rating count. 
Low Rating Counts and Variant Ratings  
Table 4.1 shows an example of 11 ratings covering all rating levels, with the 
standard deviation at σ = 1.446. In this example, the MAE scores show higher 
accuracy when a U shape is used than when a bell shape is adopted.  
Table 4.1 
Example of Low Ratings Count and Variant Ratings 
Rating level 1 2 3 4 5 
Frequency 3 1 2 4 1 
 
Beta-Distribution Reputation Score MAE 
U shape 𝛼 = 𝛽 = 0.5 2.90413 1.21217 
Bell shape 𝛼 = 𝛽 = 5 3.12557 1.22511 
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Low Rating Counts and Similar ratings 
Table 4.2 shows an example of 11 ratings too; however, in this example, the 
ratings are quite similar, covering only three rating levels, which results in a lower 
standard deviation, at σ = 0.603. In this case, the MAE scores show higher accuracy 
when a bell shape is used than when a U shape is employed.  
The rating count in the examples in Table 4.1 and Table 4.2 is the same, but the 
U shape is more accurate in Table 4.1, whereas the bell shape is more accurate in 
Table 4.2. The main difference between the two examples, however, is the ratings 
deviation. In Table 4.1, the standard deviation is higher than that in Table 4.2; the 
best accuracy in Table 4.1 is derived at 𝛼 = 𝛽 = 0.5, whereas that in Table 4.2 is 
obtained with 𝛼 = 𝛽 = 5. This result indicates that the standard deviation and shape 
parameter values are inversely proportional. That is, the more variant the ratings, the 
lower the value generated for the shape parameters, indicating that the extreme 
ratings are more important than the middle ratings for this item. By contrast, the 
shape parameter values are larger under a low standard deviation. In this case, the 
ratings available for an item are close to each other, indicating that the middle ratings 
are reliable and should be given more weight than the extreme ratings. 
Table 4.2 
Example of Low Ratings Count and Similar Ratings 
Rating level 1 2 3 4 5 
Frequency 0 0 3 7 1 
 
Beta-Distribution Reputation Score MAE 
U shape 𝛼 = 𝛽 = 0.5 1.89672 1.46197 
Bell shape 𝛼 = 𝛽 = 5 1.95355 1.42206 
High Rating Counts  
Table 4.3 shows an example with a large rating count of 350 and a standard 
deviation of σ = 1.195. The first noticeable issue is that accuracy here is considerably 
higher than that achieved in the Table 4.1 and Table 4.2 examples. This finding 
confirms that the larger the rating count, the more accurate the aggregated reputation 
score. In other words, the frequencies of rating levels more reliably produce an 
accurate estimation of reputation. The bell shape also produces more accurate 
reputations than does the U shape. The bell shape emphasises the ratings in the 
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middle, indicating that the frequencies of rating levels are reliable. The rating count 
is directly proportional to the shape parameters. 
Table 4.3 
Example of High Ratings Count 
Rating level 1 2 3 4 5 
Frequency 125 75 25 75 50 
 
Beta-Distribution Reputation Score MAE 
U shape 𝛼 = 𝛽 = 0.5 2.85943 1.02008 
Bell shape 𝛼 = 𝛽 = 5 3.02791 1.00797 
Summary 
The shape parameter, Equation (4.9), consists of two parts: the first is the 
mean-to-standard deviation ratio and the second is the IRRC. Standard deviation 𝜎 is 
inversely proportional to the shape parameter values, as shown in Section 3.7.2. We 
use the mean with the standard deviation to ensure that this equation is suitable for 
any rating system, regardless of rating range. The second part is directly proportional 
to the shape parameter values. 
In the first two examples (Table 4.1 and Table 4.2), the rating count is of a 
moderate value. In this case, the IRRC value is less than 1, and the standard 
deviation is important because it influences the shape parameters in the 
determination of distribution shape. When the IRRC is multiplied by (
𝜇
𝜎
)
2
, a result 
less than 1 means that the beta PDF will generate a U shape, whereas a result greater 
than 1 means that the beta PDF will generate a bell shape. If the ratings deviate from 
the mean (i.e., Table 4.1), the standard deviation value will be large and the shape 
parameters will be low, thereby favouring the generation of the U shapes. This result 
indicates that more ratings are needed for the derived frequencies of rating levels to 
be reliable. Conversely, if the ratings are close to the mean, then the standard 
deviation will be low and the shape parameter values will be high, thus generating 
the bell shape. The example in Table 4.2 demonstrates that the bell shape is more 
accurate in this case and that the frequencies of rating levels are reliable. 
If the IRRC is high, (i.e. Table 4.3), then the shape parameters will be high as 
well. The shape produced will therefore almost always be the bell shape. As 
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indicated in Table 4.3, the bell shape produces more accurate reputations than does 
the U shape. A high IRRC occurs when the number of ratings available for an item is 
higher than the average number of ratings per item in a dataset. In this case, the 
frequency of ratings is reliable, and the bell shape is employed. The mean and 
standard deviation are involved in increasing or decreasing this value, depending on 
the extent to which ratings deviate from the mean value. Increasing this value 
produces a sharper shape, indicating that more weight is given to the median rating.  
4.3 COMPARISON WITH NAIVE AND NDR METHODS  
Table 4.4 shows an example of rating aggregation using the naive method, the 
NDR model, and the proposed BetaDR model. The example demonstrates two cases 
of rating level frequencies, wherein the percentage of recurrence per rating level is 
the same, but the number of ratings differs. In both cases, the weight of each rating is 
fixed under the naive method.  
Table 4.4 
Example of Weights per Level Generated Using Naive, NDR, and BetaDR where ?̅? = 200. 
 Rating level 1 2 3 4 5 
Case 1 
Frequency 5 1 1 1 1 
Naive weights 0.566 0.111 0.111 0.111 0.111 
NDR weights 0.578 0.147 0.123 0.191 0.060 
BetaDR weights 0.511 0.022 0.027 0.043 0.396 
Case 2 
Frequency 125 25 25 25 25 
Naive weights 0.566 0.111 0.111 0.111 0.111 
NDR weights 0.573 0.140 0.122 0.096 0.069 
BetaDR weights 0.590 0.168 0.134 0.083 0.025 
 
 
The proposed BetaDR method exhibits two different behaviours under the two 
cases shown in Table 4.4. In the first case, the BetaDR method generates a U-shaped 
curve because the number of ratings is considerably lower than the average number 
of ratings. The IRRC is very low, at 
9
200
 , thus resulting in values for 𝛼 = 𝛽 < 1 after 
it is multiplied by (
𝜇
𝜎
)
2
. In case 1, the BetaDR method assigns high weights to the 
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extreme ratings and low weights to the middle ratings. In case 2, it generates a bell 
shape, which ascribes high weights to the middle ratings.  
In case 2, the non-linear increment in weights for repeated ratings of the same 
level result in a higher aggregated weight for that rating level. For example, rating 
level 1 is the most frequent level. In comparison, the aggregated weight generated by 
the naive method for rating level 1 is 0.556, whereas that produced by the BetaDR 
model is 0.590. Rating levels 2 and 3 also obtain high weights of 0.168 and 0.134, 
respectively, but not because they are more frequent. They acquire high weights 
because they are close to the median score. By contrast, the BetaDR method assigns 
weights to rating levels 4 and 5 that are lower than those provided by the naive 
method. This result is attributed to the fact that these rating levels are far from the 
median and rarely occur in this example. 
To demonstrate the effect of having a high number of ratings per item, we 
compare the weights generated in cases 1 and 2 by using the BetaDR and naive 
methods. First, the weights generated using the naive method are the same, whereas 
those generated by the NDR method slightly differ between the two cases. 
Nevertheless, the weights exhibit the same pattern as that observed in the naive 
method. This finding shows that both aggregators deal with cases 1 and 2 in a similar 
manner, provided that they have the same rating distribution. We argue that the 
rating distributions in both cases are uncorrelated; that is, case 1 should not 
necessarily produce a result similar to case 2 in the future. Similarly, case 2 is not 
necessarily characterised by a similar distribution in the past. The stability of the 
reputation scores in cases 1 and 2 is unjustifiable.  
The BetaDR method generates a lower weight for rating level 1 in case 1 
(0.511) compared with the produced weight in case 2 (0.590) given that the 
confidence of rating level frequencies is directly proportional to the number of 
ratings. The BetaDR model acts in a manner opposite to the behaviour of NDR in 
case 1 and in a similar manner to the behaviour of NDR in case 2. This result 
indicates that the proposed BetaDR model is advantageous in its emphasis of the 
rating level frequencies similar to those used in NDR. At the same time, however, 
BetaDR performs a more accurate estimation of reputation than does NDR when the 
number of ratings available per item does not reflect a trustworthy distribution. 
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4.4 ADDING BOUNDARIES FOR THE SHAPE PARAMETERS 
As we have discussed before, the values of the shape parameters are used to 
determine the distribution shape we use to produce rating level weights. These values 
need to be moderated; otherwise, in extreme cases, they can have a negative impact 
on the weighting generating process. By negative impact we mean unfair weighting 
for different rating levels. In more detail, if the shape parameter values in the beta 
distribution are very high, the generated bell shape will be very steep, such that the 
only truly contributing score will be the median score. Similarly, if the shape 
parameters are very low, the generated U shape will be very deep, such that the only 
truly contributing scores are the first and last ranked scores with close to 50% each. 
In order to prevent the shape parameters from generating unfair weighting for 
different rating levels, we control the minimum and maximum values for the shape 
parameters. We studied the weights generated by the beta distribution, and used the 
experiment to determine the best boundary scores we may use. The rule we adopted 
to select appropriate boundaries is: “There must be no single rating score that is 
weighted twice more than other rating score for that item, when the number of 
ratings is equal to the average of ratings.” 
An example on unfair weighting is case 1 in Table 4.5. We can see that ratings 
indexes 5 and 6 have weights of 0.399 each. Those two ratings form about 79.8% of 
the item reputation, which makes the reputation score unreliable for heavily 
depending on two values out of the available 10. The nearest weights to the weights 
of indexes 5 and 6 in case 1 are available at indexes 4 and 7, where the weight is 
equal to 0.097. According to our rule, this weighting is considered unfair because 
0.097 × 2 < 0.399. The maximum value that satisfies our rule is when 𝛼 = 𝛽 = 7.8 
, as shown in case 2 in Table 4.5. Therefore, we use 7.8 to be the maximum value for 
the shape parameters at any situation, assuming that the average ratings in the dataset 
is 10. 
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Table 4.5  
Example of Fair and Unfair Weighting in the BetaDR. 
Rating Index 1 2 3 4 5 6 7 8 9 10 
Case 
1 
BetaDR 
weights 
𝛼 = 15 
0.000 0.000 0.003 0.097 0.399 0.399 0.097 0.003 0.000 0.000 
Case 
2 
BetaDR 
weights 
𝛼 = 7.8 
0.000 0.001 0.031 0.157 0.311 0.311 0.157 0.031 0.001 0.000 
Case 
3 
BetaDR 
weights 
𝛼 = 0.1 
0.382 0.046 0.029 0.023 0.021 0.021 0.023 0.029 0.046 0.382 
Case 
4 
BetaDR 
weights 
𝛼 = 0.71 
0.183 0.092 0.079 0.074 0.072 0.072 0.074 0.079 0.092 0.183 
 
 
The same situation is repeated in cases 3 and 4 in Table 4.5 for the lower 
boundary. However, this time the unfair weighting is for rating indexes 1 and 10, 
where the nearest weights are for indexes 2 and 9. In case 3 the weighting violates 
our rule as 0.046 × 2 < 0.382. Therefore, we use the minimum value that will 
satisfy our rule, assuming that the average ratings in the dataset is 10, which happens 
to be when 𝛼 = 𝛽 = 0.71. Consequently, we define the boundaries for the shape 
parameters of the BetaDR model, for this example, to be [0.71, 7.8]. This means that 
if the values of 𝛼 and 𝛽 > 7.8 then 𝛼 = 𝛽 = 7.8, and if the values of 𝛼 and 𝛽 <
0.71 then 𝛼 = 𝛽 = 0.71. 
Providing boundaries for the shape parameters will prevent the model from 
generating extreme reputation scores in cases such as having a new item in the 
dataset. They will ensure that the model always generates unbiased reputation scores, 
no matter what are the values of mean, standard deviation, and IRRC. 
4.5 DETAILED EXAMPLE AND DISCUSSION  
In this section, we discuss the trend of reputation scores generated by the 
proposed BetaDR in relation to the naive method. Similar to the example provided in 
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Table 3.2, Table 4.6 shows three different cases for the proposed BetaDR method, 
where the average of ratings per item in the dataset (?̅?) is different. In the first case, 
we assume (?̅? = 4) in order to make the available ratings higher than the average 
𝐼𝑅𝑅𝐶 =
10
4
. The second case is used to show how the BetaDR will act in case the 
available count of ratings for an item is equal to the average of ratings per item in the 
dataset 𝐼𝑅𝑅𝐶 = 1. The last case shows the BetaDR behaviour when the average of 
ratings per item in the dataset is very high, which means that IRRC will be low: 
𝐼𝑅𝑅𝐶 =
10
100
. 
In the first two cases, the BetaDR will produce bell shapes for weighting items 
ratings, which means that both (𝛼 and 𝛽) > 1. In these two cases, the reputation 
scores trend is similar to the NDR method proposed in Chapter 3. Therefore, the 
BetaDR will have the same advantages of the NDR method of emphasising the 
median rating and the rating close to it. The difference between the two cases is that 
the higher the value of the IRRC, the closer the generated reputation to the median 
score. However, the introduced boundaries for the shape parameter values will 
control the BetaDR not to return the median score only. 
In the third case, the BetaDR will produce a U shape for weighting item 
ratings, which means that both (𝛼 and 𝛽) < 1 , because of the low value of IRRC. In 
this case we notice that the BetaDR trend is equivalent to the Dirichlet model. The 
Dirichlet model had a unique trend in the example given in Table 3.2. It emphasises 
uncertainty when the number of ratings per item is low. Producing a similar trend in 
the BetaDR model when the number of ratings is low is considered a valuable 
addition to accuracy. In general, the BetaDR model produces two different trends. 
The first trend is similar to the NDR and median scores when the number of ratings 
for the item is relatively high. The second trend is similar to the Dirichlet model 
when the number of ratings for the item is relatively small. 
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Table 4.6 
Results of the BetaDR Method for 10 Ratings Presented in 8 Different Cases – similar Colours 
Indicate Similar Trend in Comparison to the Arithmetic Mean 
Column Number 1 2 3 4 5 6 7 8 
Ratings 
1 1 1 1 1 1 1 1 
1 1 1 2 2 1 1 1 
2 1 1 2 2 1 4 1 
2 2 1 2 2 1 4 1 
3 3 4 2 2 1 4 1 
3 3 4 2 3 1 5 1 
4 4 4 4 3 1 5 1 
4 5 4 5 5 5 5 1 
5 5 5 5 5 5 5 1 
5 5 5 5 5 5 5 5 
Arithmetic mean 3.00 3.00 3.00 3.00 3.00 2.20 3.90 1.40 
Median 3.00 3.00 4.00 2.00 2.50 1.00 4.50 1.00 
Dirichlet 3.00 3.00 3.00 3.00 3.00 2.33 3.75 1.67 
NDR 3.00 3.00 3.04 2.91 2.92 1.96 4.09 1.23 
BetaDR (?̅? = 4) 3.00 3.00 3.44 2.39 2.56 1.45 4.50 1.00 
BetaDR (?̅? = 10) 3.00 3.00 3.15 2.63 2.67 1.96 4.49 1.16 
BetaDR (?̅? = 100) 3.00 3.00 2.99 3.03 3.03 2.42 3.68 1.73 
 
4.6 SUMMARY 
In this chapter, we introduce another new rating aggregation method. The 
proposed method is described as a weighted-mean method, where the weights are 
generated using the beta distribution PDF. The BetaDR method is similar to the NDR 
method proposed in Chapter 3 as it considers the frequency of rating levels. In 
addition, the BetaDR method considers the count of ratings per item in relation to the 
average of ratings per item in the dataset. The beta distribution we use in the BetaDR 
model will produce one of two symmetric shapes, a bell shape and a U shape. We 
use symmetric shapes only in order to make the weighting system fair for both the 
positive and negative ratings. The shape parameters in the BetaDR model control the 
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shape of the generated distribution. We incorporated two types of statistical data into 
the calculation of shape parameters: the square of the mean-to-standard deviation 
ratio of an item’s ratings and the item’s rating relative count (IRRC). By using the 
bell shape, the median rating and the ratings close to it will get the highest weights, 
and, by using the U shape, the extreme ratings and the ratings close to them will get 
the highest weights. In general, the proposed BetaDR method produces scores 
between the arithmetic mean and median when it uses the bell shape, scores closer to 
the middle rating level (3 in case of a 5-star rating system) when it uses the U shape. 
The BetaDR method combines the advantages of using both the NDR method 
and the Dirichlet method. As the NDR model emphasises the median score and is 
considered more accurate in dense datasets, and the Dirichlet model emphasises 
uncertainty and is considered more accurate in sparse datasets. The BetaDR reflects 
the NDR and the Dirichlet method trends based on the calculated values of shape 
parameters. Another advantage for this model is that it can be used in combination 
with other weighted-average methods, such as user reputation and time factor 
weighting methods. 
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Chapter 5: Reputation-Aware 
Recommender System  
Reputation systems are employed to provide users with advice on the quality of 
items on the web, based on the aggregated value of user-based ratings. 
Recommender systems are used online to suggest items to users according to the 
each user’s expressed preferences. Yet recommender systems will endorse an item 
regardless of its reputation value. In this chapter, we introduce novel methods to 
combine recommender and reputation systems in order to enhance the accuracy of 
the top-n recommender results. The proposed methods are general, as they separate 
the implementation of the recommender system, the reputation system, and the 
merging process. In other words, we can use any other recommendation method to 
generate the first list of items, and any other reputation model to generate the second 
list. The work in this chapter is published by (Abdel-Hafez, Tang, Tian, & Xu, 
2014). 
5.1 INTRODUCTION  
Recommender systems have played an essential role in the success of many 
Web 2.0 sites. The accuracy of recommender systems is the key measure to improve 
services provided by these websites and positively affect customer satisfaction (Zhou 
et al., 2012). Recommender systems suggest a list of items that are personalised 
based on the opinions of similar members in a target user’s local community, while 
reputation systems provide the opinions of the whole community. The systems are 
similar in that they both collect user item data (Jøsang, Pini, Santini, & Xu, 2013). 
Recently, some efforts have been made to incorporate item reputations in the 
recommendation process (Bobadilla et al., 2012; Lai et al., 2013; D.-R. Liu et al., 
2015; O'Donovan & Smyth, 2005; Yingjie Wang et al., 2015). The proposed 
methods suggest that combining item reputations with recommendations can enhance 
the accuracy of recommender systems. 
Collaborative filtering and content-based filtering are the two main filtering 
methods in recommendation making. The collaborative filtering (CF) (Resnick et al., 
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1994) method exploits user ratings to identify other users with similar tastes to the 
target user and then predicts items the target user might like based on the similar-
users’ preferences. An item-to-item correlation system is applied in content-based 
filtering (CBF) (Sarwar et al., 2001). Thus, the system recommends an item to the 
target user if the item content is similar to the content of an item the target user has 
previously liked or viewed. Recently, many hybrid systems combining both methods 
have emerged. We used the CF recommendation method in our research; however, 
other recommendation methods can be used as well, as the proposed method in this 
thesis was designed to be general. 
User-based CF recommender systems assume that people have similar tastes 
and will respond similarly to various items. Therefore, data from similar users is 
employed to generate recommendations for the target user. Item-based CF is a 
different approach that uses item similarities. This method detects similar items, 
rather than similar users. Similar items are those the system expects groups of users 
to prefer. In general, the CF method depends on the accuracy of the similarity 
functions to find the most similar users or items. A lack of sufficient data about users 
or items (e.g., in the case of cold-start situations or sparse datasets) can negatively 
affect the accuracy of the recommendation. In these cases, the predicted items 
generated by CF may not reflect the relevance of the predicted items to the target 
user. This means that an item with no relevance to the target user may still earn high 
prediction value. 
An item’s reputation is calculated by a specific aggregation method based on 
ratings given by many users. The final aggregated value reflects the opinions of the 
whole community towards a specific item. High item-reputation scores can indeed 
reflect the quality of an item in the view of the whole community. Consequently, 
these scores can predict whether more (interested) users will like the item. However, 
if applied alone, reputation scores do not predict whether an individual user will like 
an item with high accuracy. This is because the reputation score does not consider 
the individual’s specific preference; therefore, reputation scores are not personalised. 
In this chapter, we introduce methods to combine the recommender and 
reputation systems to enhance the accuracy of the top-n recommender results. 
Recommenders focus only on generating personalised results, without perceiving the 
global opinions of users about the recommended items. The reputation of an item 
85 
reflects the quality of an item, which could affect a user opinion. We believe that 
adding the reputation awareness to the recommender systems has the potential for 
them to avoid recommending unsolicited items.  
5.2 THE PROPOSED METHODOLOGY FOR INCORPORATING 
REPUTATION IN RECOMMENDER SYSTEMS 
Our goal is to introduce a new reputation-aware recommender system that 
could enhance the accuracy of recommendations by filtering low-quality items based 
on reputation. The flow diagram in Figure 5.1 shows the proposed reputation-
enhanced recommender system. 
Figure 5.1 Proposed recommender system incorporating items’ reputations 
The proposed methods use two ranked lists of items; the first list is generated 
by a recommender system, such as the user-based CF recommender system (Sarwar, 
Karypis, Konstan, & Riedl, 2000a), and the second list is generated based on item 
reputations calculated using a reputation model, such as the NDR (Abdel-Hafez, Xu, 
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& Jøsang, 2014a) or the BetaDR model proposed in Chapter 4. The last step is to 
combine the reputation-based and recommender-generated ranked lists to produce 
the final items recommendations. 
As the reputation is a global value that corresponds to items, the reputation-
ranked list of items will be fixed for all users. Therefore, we propose to use 
personalised reputation scores to produce a different list of items for different users. 
In order to achieve this, first we cluster items based on users’ ratings using any 
clustering method, such as the K-means method. We may also use extra information 
about the item, if available, such as item category, in order to group items. We 
assume that a user who rated an item positively will be interested in other items that 
belong to the same cluster of the item. User preferences will be generated described 
as a set of item clusters the user is interested in. All the items that do not belong to 
the clusters in a user’s preferences will be excluded from the personalised reputation 
list for that user. Using the personalised reputation list in the recommendation 
process will produce less diverse but more accurate recommendations. 
5.3 VOTING SYSTEMS 
In this chapter we employ a voting system method to merge the reputation list 
and the recommendation list to produce the top-n recommendations. Therefore, in 
this section, we will briefly discuss different types of voting systems and how they 
work. Voting systems describe how votes are counted and aggregated to produce a 
final result in elections. They can be classified on the basis of voting method into 
single, ranked, and rated voting (Cox, 1997). The single voting method, also known 
as the one-vote system, allows a voter to pick one choice only from the candidates 
list. In contrast, ranked and rated voting systems allow a voter to vote for multiple 
candidates. The ranked voting method uses ranks for candidates, while the rated 
voting method uses scores. The rated voting method is very flexible because each 
voter can give a score to each candidate within the allowed score limit for the target 
elections.  
In this section, we focus on the ranked voting methods, especially those that 
could generate ranked list of candidates rather than single-winner methods. The 
ranked voting methods provide different methods for merging ranked lists, which we 
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can utilise in our proposed reputation-aware recommender model (Abdel-Hafez, 
Phung, & Xu, 2014). 
5.3.1 Borda Count Method 
The Borda count (BC) (De Grazia, 1953) method is a ranked voting method 
where each voter ranks candidates in order of preference. Consequently, the 
aggregation method is a merging method for several ranked lists, each one from a 
single voter. The BC method gives each candidate a number of points corresponding 
to their rank in each list. The simplest method is to give the first ranked candidate 𝑛 
points, where 𝑛 is the number of candidates, and the second candidate 𝑛 − 1 points 
and so on. Table 5.1 shows an example of the simplest BC voting method (Dummett, 
1998). The given points are added at the end of the election for each candidate and, 
for the final result, the candidates are ranked in descending order according to their 
collected points. Note that the Borda count method assumes no tie can occur between 
candidates in the ranked lists. 
Table 5.1  
Example of Borda Count Using Five Candidates (A, B, C, D, E) and Three Voters (V1, V2, V3) 
Voters Choices A B C D E 
V1 (A,C,E,B,D) 5 2 4 1 3 
V2 (E,C,A,D,B) 3 1 4 2 5 
V3 (B,E,D,A,C) 2 5 1 3 4 
Results (E,A,C,B,D) 10 8 9 6 12 
 
Allocating the given points for each candidate in the BC method could follow 
different approaches; for example, the given points for a candidate can be equal to 
the number of candidates ranked lower than that candidate. This will indicate that the 
first ranked candidate will get 𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 − 1 points and the last 
ranked candidate will get 0 points. Other approaches may use non-linear decrement 
in the granted points for candidates. Table 5.2 shows an example using non-linear 
BC. In the given example, each candidate will get points equal to 
1
𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑟𝑎𝑛𝑘
. In 
this case the first ranked candidate will have 1 point, while the second candidate will 
get 0.5 points. This method grants high importance for the first selection of voters, 
while degrading the other selections. As it appears in Table 5.2, the final result of the 
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non-linear BC is not the same as the linear one in Table 5.1. This indicates that 
weights could be associated with the BC method, which makes it a flexible ranked 
lists merging method (Dummett, 1998). 
Table 5.2  
Example of Non-Linear Borda Count Using Five Candidates (A, B, C, D, E) and Three Voters (V1, 
V2, V3) 
Voters Choices A B C D E 
V1 (A,C,E,B,D) 1 0.25 0.5 0.2 0.33 
V2 (E,C,A,D,B) 0.33 0.2 0.5 0.25 1 
V3 (B,E,D,A,C) 0.25 1 0.2 0.33 0.5 
Results (E,A,B,C,D) 1.58 1.45 1.2 0.78 1.83 
 
5.3.2 Instant-Runoff Voting (IRV) 
Instant-runoff voting (IRV) is a single-winner voting system (Robert, Robert, 
Evans, & Honemann, 2011). This method is also known as ranked-choice voting 
(RCV). The IRV allows voters to rank candidates according to their preferences. A 
voter may select only one candidate, or more than one by providing ranks for them. 
The winner of the election is selected as the candidate who gets a majority of first 
place selection. If no one of the candidates achieves a majority, then the candidate 
with the lowest number of first choice selection is eliminated and the votes are 
recounted, until one candidate achieves a majority and win the election. 
This method does not provide a valid ranking of all the candidates, as we 
require here in our problem. However, a variation of the IRV method could provide 
ranking of candidates – called the Coombs method (Coombs, 1964). The Coombs 
method, similar to the IRV method, is a single-winner voting system; however, it 
forces voters to rank all the candidates, not any number of candidates. The candidate 
who gets the most last-place ranking is eliminated and then the votes are recounted 
(Grofman & Feld, 2004). This method is useful for providing ranking of candidates, 
as the first eliminated candidate fits in the last ranking position, and the next 
eliminated candidate fits in the second last position and so on. Table 5.3 shows an 
example of how the Coombs method could be employed to produce a ranked list of 
candidates. 
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Table 5.3  
Example of Coombs Method Using Four Candidates (A, B, C, D). The numbers in the table are demo 
numbers. White cells represent the initial voter choices with relevant frequencies, pink cells show 
modified voter choices after eliminating the bottom candidate, and grey cells show the results after 
each elimination round, where the numbers indicate how many times the specified candidate 
appeared in the last rank. 
A,B,C,D11 A,B,D,C25 A,C,B,D15 A,C,D,B19 A,D,B,C35 A,D,C,B22 
B,A,C,D7 B,A,D,C19 B,C,A,D13 B,C,D,A10 B,D,A,C18 B,D,C,A8 
C,A,B,D9 C,A,D,B22 C,B,A,D19 C,B,D,A16 C,D,A,B23 C,D,B,A11 
D,A,B,C27 D,A,C,B12 D,B,A,C11 D,B,C,A11 D,C,A,B17 D,C,B,A14 
A70, B115, C145, D74. Ranked_List = {C} 
A,B,D60 A,D,B98 B,A,D58 B,D,A52 D,A,B79 D,B,A47 
A99, B177, D118. Ranked_List = {B,C} 
A,D216 D,A178 A178, D216. Ranked_List = {A,D,B,C} 
 
5.3.3 Ranked Pairs 
The ranked pairs (RP), or Tideman, method is a single-winner voting system 
that is considered a Condorcet method (Tideman, 1987). The RP method can also be 
used to sort candidates. This method guarantees the win of a specific candidate if that 
candidate was preferred over other candidates in pairwise comparison. The RP 
ranking method consists of three steps: tally, sort, and lock. In the tally step every 
pair of candidates is compared, independent of other candidates and the winner is 
determined on the basis of who is more frequently ranked better. In the sort step, all 
the pairs are sorted using the tally percentage in descending order. The last step is to 
lock each ranking pair in order to avoid ambiguity.  
In order to provide an example of the RP method, we use the voting 
frequencies provided in the white rows (1 − 4) in Table 5.3 to calculate the winners 
between pairs as Table 5.4 illustrates. Using the four candidates (A, B, C, D) 
example, we have six pairs to compare. The order column shows the winner of the 
comparison on the left side of the arrow. The rank column shows the priority of 
adding edges to the graph, presented in Figure 5.2, only if the added edge does not 
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create a cycle in the graph. If the edge would create a cycle then it is ignored and the 
next edge in the order is added. 
Table 5.4  
RP Tally and Sort Steps Using Voting Frequencies in Table 5.3 
Pair (C1,C2) C1 Win Count C2 Win Count Order Percentage Ranked 
(A,B) 237 157 AB 60.2% 1 
(A,C) 221 173 AC 56.1% 3 
(A,D) 216 178 AD 54.8% 5 
(B,C) 195 215 CB 52.4% 6 
(B,D) 170 224 DB 56.9% 2 
(C,D) 175 219 DC 55.6% 4 
 
 
Figure 5.2 RP method generates candidates ranking (ADCB) 
5.4 DEFINITIONS 
The input of the proposed item reputation-aware recommender system is user 
ratings. To make this model generalisable and applicable for any website, we 
intentionally did not use any other content information. The reputation and 
recommendation scores are generated from the available ratings and are considered 
input data. The following definitions for the input data are used throughout this 
chapter. 
 Users: 𝑈 = {𝑢1, 𝑢2, … , 𝑢|𝑈|} is a set of users who have rated at least one 
item. 
A 
C 
D B 
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 Items: 𝑃 = {𝑝1, 𝑝2, … , 𝑝|𝑃|} is a set of items that are rated at least once by a 
user in 𝑈. 
 Users-ratings: this is a user-rating matrix defined as a mapping 𝑢𝑟: 𝑈 ×
𝑃 → [0, 𝑟]. If the user 𝑢𝑖 has rated the item 𝑝𝑗 with rating a, then 
𝑢𝑟(𝑢𝑖 , 𝑝𝑗) = 𝑎; otherwise, 𝑢𝑟(𝑢𝑖, 𝑝𝑗) = 0 such that 0 < 𝑎 <= 𝑟, and 𝑟 is 
the maximum possible rating. 
 Item-reputation score: 𝑆(𝑝𝑖) , 𝑝𝑖 ∈ 𝑃, where 𝑆 is a function representing 
the reputation method used to generate the reputation scores.  
 The top-m candidate items based on the reputation scores are defined as in 
Equation (5.1). 
 𝑇𝑜𝑝𝑀𝑟𝑒𝑝 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝∈𝑃
𝑀  𝑆(𝑝) (5.1) 
 Item recommendation score: 𝑇(𝑢𝑖, 𝑝𝑗) , 𝑝𝑗 ∈ 𝑃, 𝑢𝑖 ∈ 𝑈, where 𝑇 is a 
function representing the recommendation method used to generate the 
recommendation scores.  
 The top-m candidate items recommendations are generated based on the 
recommendation scores using Equation (5.2). 
 𝑇𝑜𝑝𝑀𝑢𝑖
𝑟𝑒𝑐 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝∈𝑃
𝑀  𝑇(𝑢𝑖 , 𝑝) , 𝑢𝑖 ∈ 𝑈 (5.2) 
5.5 PERSONALISED ITEM REPUTATION 
An item’s reputation is the global community opinion about it. At a specific 
time, the ranking of items based on item reputation is the same for all users. This 
means that the top items on the reputation-based list are not necessarily the items that 
a particular user likes. If the item recommendation is determined only based on item 
reputation, then the same items with the highest reputations will be recommended for 
all users. Similarly, when this list is combined with the recommender-generated list, 
the items at the top of the reputation list will dictate the recommendation list and will 
always have advantages over all other items for all users. 
The other major problem with using the reputation-ranked list in 
recommendation systems is that items with high reputations can appear in the 
recommendation list despite that they are outside the scope of the individual user’s 
preferences. This causes a drop in recommendation accuracy. For this reason, we 
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introduce a personalised reputation for the items ranked based on reputation. The 
idea is to build a user-preference profile based on previous user ratings, and then use 
this profile to filter the items that are outside the preference scope. 
To produce the personalised reputation-based item list, we propose to cluster 
items based on user ratings or based on item categories. For clustering items based 
on user ratings, items that were rated by similar users are grouped in the same 
cluster. Each item cluster reflects certain common features shared by users with 
similar interests, and each cluster is called an “implicit item category”. In many 
application domains, the ontologies or taxonomies of the item or product categories 
are available; in such cases, we can use the provided ontology directly to group items 
based on item-explicit categories.  
We assume that each implicit item category reflects a certain user preference 
for items. We build an individual user’s preferences by collecting the categories of 
items the user had rated positively, as the items with negative ratings were not 
preferred. The implicit item category and user item preference are defined below: 
 Implicit item categories: 𝐶 = {𝐶1, 𝐶2, … , 𝐶|𝐶|} is the set of categories, 
𝐶𝑖 ⊆ 𝑃 and 𝐶𝑖 ∩ 𝐶𝑗 = ∅. 
 User item preference: 𝐼𝑃𝑢 = {𝑝|𝑝 ∈ 𝑃, 𝑢𝑟(𝑢, 𝑝) ≥
(𝑟+1)
2
},   contains the 
user’s preferred items, 𝑟 being the maximum rating. 
A user item preference 𝐼𝑃𝑢 is a set of items that the user has rated positively. 
Ratings that are larger than or equal to 
(𝑟+1)
2
 were considered positive ratings, where 
𝑟 was the maximum rating. Based on user item preferences, we define user category 
preference as described below: 
 User category preference: 𝐹𝑢 = {𝐶𝑖|𝐶𝑖 ∈ 𝐶, (𝐶𝑖 ∩ 𝐼𝑃𝑢) ≠ ∅} contains item 
categories to which the user’s preferred or positively rated items belong. A 
user category preference 𝐹𝑢is a set of categories that are preferred by the 
user u. 
The personalised reputation is defined as the degrading process for all the items 
in the reputation-ranked list that did not belong to the user preference. To apply the 
personalisation to the reputation model, we degraded the reputation of all the items 
with categories that did not belong to the set of categories in the user preference. 
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This step ensured that we did not recommend items outside the user’s interest scope. 
The purpose of using reputation systems remained, as we did not change the 
reputation values of the other items, but kept the global community opinion. We only 
preserved or degraded the items based on the user’s individual preferences. The 
resulting list is called personalised item reputation (PIR). Using PIR guarantees that 
the reputation-based ranked list is different for different users. Equation (5.3) is used 
to generate 𝑃𝐼𝑅𝑢,𝑝, where 𝑆(𝑝) is the reputation for the item 𝑝. 
 
𝑃𝐼𝑅𝑢,𝑝 = {
𝑆(𝑝),     𝑝 ∈ 𝐶𝑖 , 𝐶𝑖 ∈ 𝐹𝑢 
0,                 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5.3) 
5.6 WEIGHTED BORDA COUNT METHOD FOR MERGING THE TWO 
RANKED LISTS 
We propose the weighted Borda count method to combine the recommendation 
and reputation scores and to generate the final top-n recommendations. The Borda 
count (BC) (Dummett, 1998) method is a popular voting method that uses points to 
represent the multiple selections of a candidate, as we explained before. Two ranked 
lists are merged by summing up the two BCs of the same item in the two lists. The 
final ranked list is sorted based on the BC sums of items. For an item 𝑝 ∈ 𝑃, the sum 
of the BCs for this item is denoted 𝑆𝐵𝐶(𝑝). The items with the highest 𝑆𝐵𝐶 will 
appear at the top of the list. We adopt the BC method to merge a recommendation list 
and a reputation list. For a user 𝑢 and an item 𝑝 ∈ 𝑃, let 𝐵𝐶𝑟𝑒𝑐(𝑝) be the BC of 𝑝 in 
the recommendation list and 𝐵𝐶𝑟𝑒𝑝(𝑝) the BC of 𝑝 in the reputation list. Then the 
sum BC is 𝑆𝐵𝐶(𝑝)  = 𝐵𝐶𝑟𝑒𝑐(𝑝)  + 𝐵𝐶𝑟𝑒𝑝(𝑝). The top-n recommendations for the 
user 𝑢 are selected using Equation (5.4). 
 𝑇𝑜𝑝𝑁𝑢
𝐵𝐶 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝∈𝑃
𝑁 𝑆𝐵𝐶(𝑝) (5.4) 
The recommender-generated list and the reputation-generated list have 
different influence on the top-n recommendation accuracy. Therefore they should be 
merged with different weights. We introduce a weight to the traditional BC method 
to emphasise the difference between the two lists and to produce a result with the 
highest accuracy. The proposed method is called the weighted Borda count (WBC) 
method. Equation (5.5) shows how to calculate the 𝑊𝐵𝐶, by adding the weight 𝜔 to 
the BC list generated by the recommender system and the weight (1 −  𝜔) to the BC 
list generated by the reputation system, where 0 < 𝜔 < 1. The top-n 
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recommendations for the user u, based on the WBC method, are selected using 
Equations (5.5) and (5.6). 
 𝑊𝐵𝐶(𝑝) = 𝜔 × 𝐵𝐶𝑟𝑒𝑐(𝑝) + (1 −  𝜔) × 𝐵𝐶𝑟𝑒𝑝(𝑝) (5.5) 
 𝑇𝑜𝑝𝑁𝑢
𝑊𝐵𝐶 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝∈𝑃
𝑁 𝑊𝐵𝐶(𝑝) (5.6) 
Table 5.5  
The Algorithm of Weighted Borda Count Method 
Algorithm 1:  Weighted Borda Count (WBC) method 
Input:  top M items based on reputation 𝑇𝑜𝑝𝑀𝑟𝑒𝑝[1],… , 𝑇𝑜𝑝𝑀𝑟𝑒𝑝[𝑀] , 
   top M items based on recommendation  𝑇𝑜𝑝𝑀𝑟𝑒𝑐[1], … , 𝑇𝑜𝑝𝑀𝑟𝑒𝑐[𝑀]  
      𝜔. 
Output: weighted Borda count 𝑊𝐵𝐶[𝑝] for each 𝑝 ∈ 𝑃 
1. for 𝑝 ∈ 𝑃 
2.  𝑊𝐵𝐶[𝑝] = 0,  𝐵𝐶𝑟𝑒𝑐[𝑝] = 0,  𝐵𝐶𝑟𝑒𝑝[𝑝] = 0  
3. for i=1 to 𝑀 
4.  𝐵𝐶𝑟𝑒𝑐[𝑇𝑜𝑝𝑀
𝑟𝑒𝑐[𝑖]] = 𝑀 − 𝑖 + 1 
5.  𝐵𝐶𝑟𝑒𝑝[𝑇𝑜𝑝𝑀
𝑟𝑒𝑝[𝑖]] = 𝑀 − 𝑖 + 1 
6. for 𝑝 ∈ 𝑃 
7.   𝑊𝐵𝐶[𝑝] = 𝜔 × 𝐵𝐶𝑟𝑒𝑐[𝑝] + (1 − 𝜔) × 𝐵𝐶𝑟𝑒𝑝[𝑝] 
 
Once more, we emphasise the difference between the recommender-generated 
and the reputation-generated lists. The recommender-generated lists represent 
personalised item recommendations for individual users. The reputation lists reflect 
the community opinion about items and are not related to individual user preferences. 
Therefore, we assume that recommendation lists would be more accurate than using 
only impersonalised reputation lists. Thus, we prioritise the use of the recommender-
generated lists over the use of the reputation-based lists. Based on the experiment, 
the best results are achieved when ω = 0.7. This value gives higher weight for the 
recommender-generated list. The algorithm in Table 5.5 shows the process of 
generating the WBC scores for items to be recommended to a user. First we assign 
each item with WBC and BC scores equal to 0. Then we calculate the BC scores for 
the top-m items in the recommender-generated ranked list and the reputation-
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generated ranked list. The final step is to calculate the WBC scores for all the items. 
Figure 5.3 shows how this method works. 
 
5.7 USER COHERENCE 
In the proposed WBC method we use a fixed ratio in the linear equation to 
combine items scores generated using recommender and reputation systems. 
However, using a fixed ratio (i.e. ω = 0.7) for all the users available is inaccurate, 
because users have different behaviours. In order to define the value of ω, which will 
enhance the accuracy of the recommender system, we propose to use user coherence. 
User coherence is defined as the stability of user ratings levels given to items within 
the same category (Said, Jain, Narr, & Plumbaum, 2012). Some users provide 
coherent ratings in each items category; recommender systems can produce high-
quality recommendations for this kind of user. Conversely, recommender systems 
find it challenging to produce accurate recommendations for unpredictable users, 
who give diverse rating levels to items in the same category.  
A coherent user has no problem with being given accurate recommendations, 
unlike incoherent users (Said et al., 2012). We propose to use item reputations more 
efficiently in order to enhance the accuracy of top-n items recommendations 
produced for incoherent users. Therefore, we propose to use a coherence score for 
every user, which is used to determine the percentage of participation for the 
recommender and reputation systems in the WBC method. Said et al. (2012) 
proposed to calculate coherence as in Equation (5.7). Inspired by their work we 
calculate ω𝑢 in Equation (5.8). 
Figure 5.3 Weighted Borda Count Example. 
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𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒𝑢 = −∑√∑ (𝑟𝑢,𝑝 − ?̅?𝑢,𝑐)
2
𝑝∈𝐼(𝑢,𝑐)
𝑐∈𝐶
 (5.7) 
 
ω𝑢 =
∑
(√∑ (𝑟𝑢,𝑝−?̅?𝑢,𝑐)
2
𝑝∈𝐼(𝑢,𝑐) )
|𝐼(𝑢,𝑐)|𝑐∈𝐶
|𝐶|
 
(5.8) 
where 𝐶 is the set of all available categories, 𝐼(𝑢, 𝑐) is the set of items rated by user 
𝑢 and belongs to category 𝑐, 𝑟𝑢,𝑝 is the rating given by user 𝑢 to item 𝑝, and ?̅?𝑢,𝑐 is 
the average of ratings given by user 𝑢 within category 𝑐. 
5.8 SUMMARY 
In this chapter we present a novel method for enhancing the accuracy of the 
top-n recommendations using items’ reputation scores. We introduce a personalised 
reputation method to render the reputation useful in recommender systems. The main 
idea was to produce a ranked list based on item reputations that includes only the 
items a user is interested in. To this end, we propose to use clustering methods to 
generate item clusters, and we assume that, if a user successfully rated at least one 
item from a specific cluster positively, then this indicates that they are interested in 
other items belong to this cluster. Using this method, will produce different ranked 
lists using the personalised reputation for each user, and we reduce the chance of 
recommending unwanted items. 
We borrow the concept of a well-known voting system method, Borda count, 
and modify it to provide a solution for merging ranked lists. The proposed method is 
a weighted Borda count, which is a linear merging method. This method will ensure 
that the top-n recommended items are of high quality, which is expected to increase 
user satisfaction. We also propose a dynamic linear merging in the WBC method, by 
employing the user-coherence feature. In more detail, if the user-given ratings are 
coherent within each category, we expect that the recommendations generated using 
the recommender systems are accurate. In this case, we give higher weight for the 
recommender-generated list. In contrast, if the user is incoherent we give higher 
weight to the reputation-generated list. The experiment in Chapter 7 shows the 
effectiveness of this method. 
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Chapter 6: Evaluating the Proposed 
Reputation Models 
In this chapter we describe several experiments to evaluate the reputation 
models proposed in Chapters 3 and 4. Namely, we evaluate the NDR, NDRU, and 
BetaDR models. The proposed reputation models suggest that they produce more 
accurate reputation scores than the state-of-the-art methods. The two hypotheses 
behind this work are:  
Hypothesis 1. Embedding dataset statistics when calculating items 
reputations will produce more accurate reputation scores. More specifically, 
the proposed BetaDR reputation model produces more accurate item reputation 
scores compared with the state-of-the-art methods when used with a dense 
dataset.  
Hypothesis 2.  Using the uncertainty parameter, alongside the rating levels 
frequencies in calculating items’ reputations will produce more accurate 
reputation scores when the dataset is sparse. More specifically, the proposed 
NDRU reputation model produces more accurate item reputation scores 
compared with the state-of-the-art methods when used with sparse dataset.  
To this end, we designed two evaluation processes to test the validity of the 
two hypotheses. In each of the evaluation processes we conduct three experiments to 
test the accuracy of item reputation scores. The three experiments are to evaluate: 
rating prediction accuracy, item ranking accuracy, and reputation-aware 
recommender accuracy. We conduct the same experiments for the two evaluation 
processes and use the same baselines methods, the only difference being in the 
datasets used. In the second evaluation we only use sparse datasets. Before 
discussing the two conducted evaluation processes in detail we will list all the 
baseline methods and explain the experiments’ settings. 
99 
6.1 EXPERIMENTAL ENVIRONMENT 
I used a desktop computer with Intel i7 CPU with clock speed of 3.4 GHz, 
installed memory of 8 GB, and Windows 7 operating system. The experiments were 
implemented using Java and Python programming languages. For the Java programs 
I used NetBeans IDE 8.0.2 with the use of Apache commons mathematics library 
release 3.2, which is a library of lightweight mathematics and statistics components 
addressing the most common problems not available in the Java programming 
language. For Python programs I used version 2.7, with NumPy library, which is a 
fundamental package for scientific computing with Python. The libraries were used 
to provide access to basic common mathematical and statistical operations, but the 
majority of the program’s code was written by me. 
6.2 REPUTATION BASELINE MODELS 
The baseline models we selected include the naive model, and several state-of-
the-art models using different methods, such as fuzzy, Bayesian, commercial, and 
trust-based reputation models. In this section we describe the baseline models in 
detail. 
 Naive method: The reputation score of an item is the arithmetic mean of 
ratings to this item. This method is the simplest for aggregating ratings.  
 IMDb: The IMDb website
11
 uses a true Bayesian estimation, Equation 
(6.1), to calculate reputation for the top-250 movies. In Equation (6.1), 𝑛 is 
the rating count, 𝜇 is the mean of an item’s ratings, ?̅? denotes the mean of 
ratings across an entire dataset, and 𝑀𝑖𝑛𝑅 represents the minimum number 
of ratings required to be listed in the top-250. IMDb.com uses 𝑀𝑖𝑛𝑅 =
25000 to ensure that only the items with high rating counts appear on the 
top-250 list. Because we use this reputation method for the entire dataset, 
not only the top-250 items, and the ML datasets have a small average 
number of ratings per item compared with the IMDb.com dataset, we thus 
set 𝑀𝑖𝑛𝑅 = average number of ratings per item. 
 
𝑖𝑚𝑑𝑏 =
𝑛
(𝑛 +𝑀𝑖𝑛𝑅)
× 𝜇 +
𝑀𝑖𝑛𝑅
(𝑛 +𝑀𝑖𝑛𝑅)
× ?̅? (6.1) 
                                                 
11
 www.imdb.com 
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 Dirichlet reputation model (Jøsang & Haller, 2007): The authors present 
reputation as multinomial probabilities, Equation (6.2), which defines the 
reputation score as a function of the probability expectation values of each 
element in the state space. In addition, point estimates scores, Equation 
(6.3), can be used to aggregate reputation as a single score.  
 
S⃗ y ∶  (Sy(i) =
Ry(i) + Ca(i)
C + ∑ Ry(j)
k
j=1
; | i = 1…k) (6.2) 
 
σ =∑υ(i)S(i),  where:  υ(i) =
i − 1
k − 1
k
i=1
  (6.3) 
where σ represents the overall reputation value, 𝑆 𝑦 represents the score vector 
of each rating level, 𝐶 is a constant value, and 𝑎(𝑖) is the base rate, which 
equals 1 ⁄ 𝑘. 
 Fuzzy reputation model (Bharadwaj & Al-Shamri, 2009): Equation (6.4) 
shows the ratings aggregation process, where 𝑊𝑗 represents the associated 
weight of the 𝑗th rating, and is calculated using Equation (6.5) and the 
fuzzy rules in Equation (‎6.6)  
 
𝑅𝑒𝑝𝑖 =∑𝑊𝑗 × 𝑟𝜎,𝑗
𝑛
𝑗=1
, where 𝑟𝜎,1 ≤ 𝑟𝜎,2 ≤ ⋯ ≤ 𝑟𝜎,𝑛 (6.4) 
 
𝑊𝑗 = 𝑄 (
𝑗
𝑛
) − 𝑄 (
𝑗 − 1
𝑛
) (6.5) 
 
𝑄(𝑎) = {
0                                0 ≤ 𝑎 ≤ 0.3
2 × 𝑎 − 0.6          0.3 < 𝑎 ≤ 0.8
1                             0.8 < 𝑎 ≤ 1.0
  (6.6) 
 PerContRep model (Yan et al., 2014): Equation (6.7) shows the reputation 
calculation where 𝑉𝑢
𝑝
 is the vote provided by user 𝑢 to the item 𝑝. The 
function 𝑓(𝐾𝑚) generates a value between 0 and 1, which discounts the 
reputation score to reflect item popularity. Equation (6.8) shows the 
revised Rayleigh CDF, which is used to model content popularity, where 𝜎 
denotes the scale parameter, and 𝜀 = −𝐾𝑚 𝐾⁄    represents the percentage 
of users who recommended the item 𝑝 to the total number of users. 
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𝑇𝐶𝑚 = 𝑓(𝐾𝑚)∑𝑊𝑞
𝑘𝑉𝑘
𝐶𝑚
𝐾𝑚
𝑘=1
  (6.7) 
 
𝑓(𝐾𝑚) = {1 − exp(
−𝐾𝑚
2
2(𝜎 + 𝜀)2
)} (6.8) 
 Trusti model (Yingjie Wang et al., 2015): This reputation model was 
proposed as part of trust-based probabilistic recommendation model. The 
authors used the term trust to indicate the trust in products, which is, in 
other words, a product’s reputation. Equation (6.9) shows how to calculate 
item reputation using this method. 
 
𝑡𝑟𝑢𝑠𝑡𝑖 = 𝜎 × 𝑟𝑒𝑝𝑖 + (1 − 𝜎) ×
𝑓𝑟𝑒𝑖
𝐹𝑟𝑒
 (6.9) 
where 𝑟𝑒𝑝𝑖 and 𝑓𝑟𝑒𝑖 indicate the reputation and purchase frequency of item 𝑖, 
respectively, and 𝐹𝑟𝑒 is a constant that makes the fraction 
𝑓𝑟𝑒𝑖
𝐹𝑟𝑒
∈ [0,1].  
6.3 EXPERIMENT DESIGN  
In this section we describe the three experiments conducted for both evaluation 
processes. We identify the purpose of conducting each of the experiments and the 
expected outcome. Then we proceed to describe the evaluation metric(s) used in the 
experiment and the experiment settings. 
6.3.1 Rating Prediction Accuracy 
In order to assess our proposed models, in terms of the accuracy of the 
generated reputation scores, we conducted a rating prediction experiment, inspired 
by several state-of-the-art works in the reputation domain (Garcin et al., 2009; B.-C. 
Wang et al., 2008; Yao Wang & Vassileva, 2003). We hypothesise that the more 
accurate the reputation model, the closer the generated scores to actual users’ ratings. 
Using this experiment we can determine which reputation model produces more 
accurate item reputation scores. 
Evaluation Metric 
We select the mean absolute error (MAE) as the evaluation metric for this 
experiment. MAE is a statistical accuracy metric used to measure the accuracy of 
rating prediction. This metric measures the accuracy by comparing the reputation 
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scores with the actual movie ratings. Equation (6.10) shows how to calculate the 
MAE score.  
 
𝑀𝐴𝐸 =  
1
|𝑃|
∑
∑ (?̂?𝑝 − 𝑟)𝑟∈𝑅𝑝
|𝑅𝑝|
𝑚
𝑖=1
 (6.10) 
where |𝑃| is the number of items, ?̂?𝑝  is the predicted value (i.e., a reputation score) 
for an item 𝑝, and 𝑅𝑝 is the set of actual ratings given to item 𝑝 by users in the testing 
dataset. The lower the MAE, the more accurately the reputation model generates 
scores. 
Experiment Settings 
We divide each of the datasets into training and testing datasets, with 80% of 
the users employed to build the training dataset and to generate reputations, and 20% 
used for testing. The experiment is conducted as a five-fold cross validation 
experiment. This method ensures that each user’s data have been used five times: 
four times in training and one time in testing. We record the MAE in each round for 
all the implemented methods and, at the end; we calculate the average of the five 
MAE values recorded for each reputation model. 
6.3.2 Item Ranking Accuracy 
After verifying that the proposed models produce different rankings for items 
than those produced by the naive and baseline models, we test the accuracy of the 
produced ranked item lists based on reputations. The accuracy is tested and 
compared against the baseline methods.  
Evaluation Metrics and Experiment Settings 
The IMDb website provides a special calculation for the top-250 movies of all 
time. The equation it uses is customised to provide the desired results, which satisfy 
its own perspective for the all-time best movies, as well as the users’ perspective. 
Therefore, the top-250 movie list of the IMDb can be considered as an expert-
approved ranking of movies. First, we calculate the reputation of all the movies using 
our proposed reputation model and the baseline models. Then we compare the top-
250 movies generated by each one of the implemented reputation models with the 
IMDb produced top-250 movies. 
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In this experiment we use two metrics to compare the ranking accuracy. The 
first metric is the ranking precision at 𝑡 of the top items (𝑃@𝑡). We also compute the 
average ranking precision (AP), where we measure several ranking precision scores 
at different points and calculate the average of them. The 𝑃@𝑡 and AP metrics are 
represented using Equations (6.11) and (6.12), respectively. 
 
𝑃@𝑡 =
|Top-t𝑖𝑚𝑑𝑏⋂Top-t𝑟𝑒𝑝|
𝑡
 (6.11) 
 
𝐴𝑃 =
∑ 𝑃@𝑖𝑖∈𝐶
|𝐸|
 (6.12) 
where Top-t𝑖𝑚𝑑𝑏 and Top-t𝑟𝑒𝑝 are the set of movies ranked in the top-t positions by 
the IMDb model and another model, respectively, 𝐸 is the set of selected testing cut-
offs. In our experiment 𝐸 = {10,20,30,… ,250} and |𝐸| = 25. 
The second metric in this experiment is the normalised discounted cumulative 
gain nDCG. We calculate the nDCG at four different cut-offs: {10, 50, 100, 250}. The 
gain in this metric is inversely proportional to the distance between the rank of an 
item using the tested reputation model and its rank using the IMDb top-250 list. 
Equation (6.13) shows the detail for the gain calculation, while Equations (6.14) and 
(6.15) show the calculation methods for the discounted cumulative gain (DCG) at a 
specific cut-off, and the normalised DCG (nDCG), respectively. 
 
𝐺𝑝@𝑡 = {
5 × (1 −
|𝐼𝑝,𝑖𝑚𝑑𝑏 − 𝐼𝑝,𝑟𝑒𝑝|
𝑡
) , 𝑝 ∈ {Top-t𝑖𝑚𝑑𝑏}
0,                                                𝑝 ∉ {Top-t𝑖𝑚𝑑𝑏}
 (6.13) 
 
𝐷𝐶𝐺𝑝@𝑡 =∑
2𝐺𝑝@𝑡 − 1
log2(𝑥 + 1)
𝑡
𝑥=1
 (6.14) 
 
𝑛𝐷𝐶𝐺𝑝@𝑡 =
𝐷𝐶𝐺𝑝@𝑡
𝐼𝐷𝐶𝐺𝑝@𝑡
 (6.15) 
where 𝐺𝑝@𝑡 is the gain for item 𝑝, 𝐼𝑝,𝑖𝑚𝑑𝑏 is the rank of the item 𝑝 on the IMDb 
ranked list of top-t items, and 𝐼𝑝,𝑟𝑒𝑝 is its rank on the tested reputation model. The 
maximum gain achieved by any item occurs when the item rank in the reputation 
model is the same as its rank in the IMDb list. In this case the gain of the item will 
equal 5. Conversely, if the item does not appear in the IMDb list, then the gain is the 
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minimum and equals 0. The ideal situation occurs when each item is ranked the same 
in both the IMDb and reputation top-t list. 
6.3.3 Reputation-Aware Recommender Accuracy 
In this experiment we use top-n recommender system as an application to test 
the accuracy of the proposed reputation models. The accuracy results of a reputation-
aware recommender system depend on the accuracy of both the implemented 
recommender system and the reputation model. We implement the traditional user-
based CF as the top-n recommender system and use it with all baseline and proposed 
reputation models. As different reputation models affect the accuracy of the 
recommender differently and the recommender method is fixed over all reputation 
models, we can compare the accuracy differences using different reputation models 
as an indication of reputation influence on accuracy. In other words, the reputation 
model that produces results with the highest accuracy when combined with the 
recommender system is the most accurate reputation model (Abdel-Hafez & Xu, 
2015).  
The method we use to combine the reputation models with recommender 
system is the proposed weighted Borda count method (WBC) presented in Chapter 5. 
Because we use the same merging method for all the reputation models, we can say it 
is a fair comparison for all the implemented reputation models. In this experiment we 
use the top-m items from each of the recommendation list and the reputation list as 
the candidates to generate the final top-n recommendations, top-m =  3 ∗ top-n. 
Evaluation Metrics 
We measure the accuracy of the top-n recommender system using the 
precision, recall, and F1-score metrics, described in Equations (6.16), (6.17), and 
(6.18), respectively. Precision reflects the ratio of how many of the generated 
recommendations are relevant, while recall indicates a ratio of relevant items that are 
presented on the top-n recommendations. The F1-score is a harmonic mean of the 
two metrics, precision and recall. 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|{Relevant}⋂{Recommended}|
|{Recommended}|
 (6.16) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
|{Relevant}⋂{Recommended}|
|{Relevant}|
 (6.17) 
 
𝐹1-𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (6.18) 
Experiment Settings 
We split each dataset into training and testing sets by randomly selecting 80% 
of each user’s ratings into a training dataset and the rest into a testing dataset. We 
perform a five-fold experiment, similar to the method described in the rating 
prediction experiment. The recommender system parameters are set as follows: 
top-n = 40, the candidate list top-m = 120, and the number of neighbours 𝐾 = 20. 
Any recommended item is considered relevant (a hit) if it appears in the user-testing 
dataset and the user has granted it a rating >= 3. The complete details about the 
implemented user-based recommender system can be found in Sarwar et al. (2000).  
6.4 EVALUATING REPUTATION MODELS FOR ACCURACY 
In this section we aim to prove Hypothesis 1, which indicates that the BetaDR 
model produces more accurate item reputation scores compared with the baseline 
methods. We conduct the previously described experiments over three MovieLens 
(ML) datasets obtained from the GroupLens website. These datasets are publicly 
available and extensively used in research on recommender systems. In these 
datasets, each user has rated at least 20 movies, and each movie has been rated by at 
least one user. Table 6.1 shows the statistics of the used datasets. In the ML-100K 
and ML-1M datasets the possible rating range for items is [1 − 5], while in the ML-
10M dataset it is [1 − 10]. Equation (6.19) shows how we calculate the average of 
ratings count per item column in Table 6.1. This value provides a sign of the dataset 
density. 
 
Average Ratings Count Per Item =
# of Ratings
 # of Items
 (6.19) 
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Table 6.1 
MovieLens (ML) Datasets Statistics 
Dataset #Users #Items #Ratings 
#Rating 
Levels 
Average of Ratings 
Count per Item 
ML-100K 943 1682 100,000 5 59.453 
ML-1M 6,040 3,952 1,000,209 5 253.089 
ML-10M 71,567 10,681 10,000,054 10 936.246 
IMDb - 13,479 385,581,991 10 28,606.127 
 
In the next sections we discuss in detail the results produced by each of the 
conducted experiments. A summary of the experiment outcomes is delivered in 
Section 6.6. 
For the third experiment, testing item ranking accuracy, we use movie ratings 
data extracted from IMDb website. The extracted dataset includes 13,479 different 
movies with a total of 385,581,991 ratings. This dataset is considered very dense, 
with an average of ratings per item equal to 28,606.127. 
6.4.1 Rating Prediction Accuracy Results and Discussion 
Table 6.2 shows the MAE results for the implemented reputation models over 
the three ML datasets. The first thing we notice in the results is that the range of the 
MAE scores derived using the ML 10-million rating (ML-10M) is higher than those 
obtained from the other two datasets. This difference is attributed to the use of ten 
rating levels instead of five in the other datasets. In general, the lower the MAE 
scores, the more accurate the reputation model. We notice also that the MAE value is 
already low using the naive method. Therefore, enhancing the accuracy by reducing 
the error is inherently a difficult task, because the arithmetic mean finds a 
representative point for all the ratings, which indicates that finding a better 
aggregation score is difficult but not impossible. 
The results in Table 6.2 show that the BetaDR method produces the most 
accurate reputation scores, with MAE scores of 0.77033, 0.732876, and 1.37264 
over the ML-100K, ML-1M, and ML-10M datasets, respectively. These results 
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confirm the first hypothesis, which suggests that the BetaDR model enhances the 
accuracy of reputation models over dense datasets. 
The accuracy results using the ML datasets show that the methods that consider 
ratings count (i.e., IMDb, PerContRep, Trusti, and BetaDR) produce more accurate 
reputations compared with all the other methods. For example, using the ML-10M 
dataset the second best accuracy, after the BetaDR model, was produced by the 
IMDb model, with an MAE score of 1.401215. In third place was the Trusti model, 
with an MAE score of 1.409872, followed by the PerContRep, with an MAE score 
of 1.410826. These results reflect the importance of considering rating count in the 
reputation scores and how imperative this is for the reputation accuracy. Further, 
considering the frequency of rating levels in the weighting process (i.e., NDR, 
NDRU, and BetaDR) also improves the accuracy to a level higher than that achieved 
with the naive method. For example, using the ML-10M dataset, the naive model 
produced an MAE score of 1.437024, while the NDR and NDRU models produced 
better MAE scores, of 1.423804 and 1.424101, respectively. However, these results 
of the NDR and NDRU methods are worse than the methods that do consider the 
rating count, explicitly. The NDRU model provides enhancement over the NDR 
model using only the ML-100K dataset, while using the ML-1M and the ML-10M 
datasets delivers slightly worse accuracy. The reason is directly related to the average 
of ratings count per item in these datasets. The NDRU model should improve the 
accuracy of the NDR when the uncertainty is high, which relates to the ML-100K 
dataset only, as the average ratings count in the other two datasets is very high. The 
BetaDR model combines the advantages of both methods to produce the best 
reputation scores accuracy. 
On the other hand, the Dirichlet model registers the worst accuracy results, 
with MAE scores of 0.796720, 0.764013, and 1.437291 over the ML-100K, ML-
1M, and ML-10M datasets, respectively. This model addresses the uncertainty factor 
and adds it to the reputation model but, because the datasets used in this experiment 
are dense, the uncertainty factor becomes trivial. The best reputation accuracy over 
all the ML datasets is produced by the BetaDR model. This model improves the 
results over all the other models because it considers both rating count and the 
frequency of rating levels.  
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Table 6.2  
MAE Reputation Accuracy Results  
Method/Dataset ML-100K ML-1M ML-10M 
Naive 0.796652 0.763668 1.437024 
IMDb 0.781558 0.748331 1.401215 
Fuzzy 0.795871 0.761167 1.430607 
Dirichlet 0.796720 0.764013 1.437291 
PerContRep 0.786162 0.752248 1.410826 
Trusti 0.783254 0.750015 1.409872 
NDR 0.791346 0.756602 1.423804 
NDRU 0.790925 0.756756 1.424101 
BetaDR 0.770330 0.732876 1.372640 
Change 1.5% 2.1% 2.1% 
 
The last row in Table 6.2 shows the improvement percentage produced by the 
BetaDR model over the second best reputation model in the table, which is the IMDb 
method. The improvement percentages are low because, as we mentioned before, the 
MAE metric is not easy to enhance especially when it is already very low. However, 
any reduction for the MAE metric will increase accuracy. With 1.5% improvement 
using the ML-100K dataset and 2.1% improvement using both the ML-1M and ML-
10M datasets, we can say that the BetaDR is producing more accurate item 
reputation scores compared with the state-of-the-art methods using dense datasets, 
confirming the first hypothesis in this chapter. 
6.4.2 Item Ranking Accuracy Results and Discussion 
In this section we discuss the accuracy of the item ranking using the IMDb all-
time top-250 movies list. This list is assumed to be approved by experts, and 
therefore it is considered as ground truth to compare with. Table 6.3 shows the tested 
reputation-based ranking precision scores, comparing the reputation generated items 
with the IMDb ones at four different top-n levels, where the higher the scores, the 
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better the accuracy. Our proposed BetaDR model was the best performer over the 
implemented baseline models using all the top-n cut-offs. The main reason for the 
good performance of the BetaDR model emphasises the number of ratings per item 
(item popularity) as a key factor in producing a good reputation score.  
Table 6.4 shows the results of the reputation-based ranking accuracy using the 
nDCG metric. Similar to the ranking precision results, the BetaDR model produces 
the most accurate ranking. In general, the IMDb top-250 list was designed to include 
only the movies with an extremely high number of ratings. The PerContRep model 
was expected to produce good results too. However, because the difference in the 
reputation discount between a highly popular item and a less popular one is not 
significant, this model failed to reflect the popularity in the ranking. The main 
difference between this model and the BetaDR is that the PerContRep model uses 
Rayleigh CDF to discount reputations for all the items, even the most popular ones, 
while the BetaDR discounted only the items represented by a U-shaped beta 
distribution. 
The other reputation models did not perform well for this experiment. In 
general, an item with a small number of ratings and with high rating levels will 
appear on the top-n items. In the IMDb dataset, there are many items with the same 
description. For example, the IMDb movie dataset contains short movies, 
documentaries, and non-English-speaking movies. They could have very high mean 
of ratings but the ratings count will be small as these movies are not as popular as 
Hollywood movies. For this reason all the reputation models that do not consider 
ratings count will not produce accurate ranking. 
Table 6.4 shows that the only reputation model that provides significant 
improvement over the naive method, is the BetaDR model. For example, the 
nDCG@10 score for the BetaDR is 0.1327, while all the other reputation models 
produce scores of 0.0009 with no enhancement at all over the naive method. Using 
the nDCG@250 metric, some reputation models produce enhancement over the 
naive method, which produces accuracy of 0.0403; for example, the Dirichlet model 
accuracy is 0.0511, the PerContRep produced 0.0417, and the NDRU model 
produced 0.0407, while the best performer was the BetaDR, with a score of 0.1133. 
The results in this experiment support the first hypothesis introduced in this chapter. 
The “Change” rows in Table 6.3 and Table 6.4 show very high values, which 
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indicates that the BetaDR model produces the most accurate results. The AP shows 
41.7% change between the BetaDR and the Dirichlet model. The nDCG metric also 
shows high percentages for improvement.  
Table 6.3 
Reputation-Based Ranking Precision Scores Using the Top-250 IMDb Movies List 
Method/Metric 𝑷@𝟏𝟎 𝑷@𝟓𝟎 𝑷@𝟏𝟎𝟎 𝑷@𝟐𝟓𝟎 𝑨𝑷 
Naive 0.1 0.12 0.23 0.304 0.2262 
Fuzzy 0.1 0.12 0.25 0.312 0.2312 
Dirichlet 0.1 0.2 0.27 0.336 0.2620 
PerContRep 0.1 0.12 0.25 0.308 0.2345 
NDR 0.1 0.1 0.19 0.28 0.1972 
NDRU 0.1 0.14 0.19 0.308 0.2217 
BetaDR 0.2 0.24 0.45 0.432 0.3712 
Change 100.0% 71.4% 66.7% 28.6% 41.7% 
 
Table 6.4 
Reputation-Based nDCG@t Ranking Accuracy Using the Top-250 IMDb Movies List 
Method/Metric 𝒏𝑫𝑪𝑮@𝟏𝟎 𝒏𝑫𝑪𝑮@𝟓𝟎 𝒏𝑫𝑪𝑮@𝟏𝟎𝟎 𝒏𝑫𝑪𝑮@𝟐𝟓𝟎 
Naive 0.0009 0.0045 0.0129 0.0403 
Fuzzy 0.0009 0.0042 0.0110 0.0397 
Dirichlet 0.0009 0.0082 0.0185 0.0511 
PerContRep 0.0009 0.0045 0.0140 0.0417 
NDR 0.0009 0.0038 0.0100 0.0337 
NDRU 0.0009 0.0054 0.0114 0.0407 
BetaDR 0.1327 0.0277 0.0686 0.1133 
Change 14644.4% 237.8% 270.8% 121.7% 
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Figure 6.1 Precision scores at different top-n cut-offs 
 
Figure 6.2 nDCG scores at different top-n cut-offs 
Figure 6.1 and Figure 6.2 show line graphical presentation for the data 
displayed in Table 6.3 and Table 6.4. 
In this experiment we did not consider the Trusti model as this model uses a 
very similar equation to calculate reputation as the IMDb model, which is used as the 
ground-truth model. Both methods emphasise the number of ratings per item in the 
ratings aggregation. The only difference between the two models is that the IMDb 
model uses the dataset average in the discount method, while the Trusti model uses 
the item average multiplied by the ratio of its ratings count to the maximum rating 
count in the dataset.  
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We prove that the Trusti and the IMDb models are very similar by testing the 
similarity between the two ranked lists produced by the two models. We use the 
Kendall Tau coefficient (Kendall, 1948). The Kendall Tau coefficient is a statistical 
metric used to measure the association between two ranked lists. In other words, it 
evaluates the similarity of the orderings of the two lists. Equation (6.20) shows how 
to calculate the Kendall Tau coefficient (𝜏). First it finds the number of concordant 
and discordant pairs between the two lists, as in Equation (6.21) and (6.22), 
respectively. Then the difference between the number of concordant and discordant 
pairs is divided by the total number of pairs to find similarity. The coefficient must 
be in the range of −1 ≤ 𝜏 ≤ 1, where the value of 𝜏 = −1 indicates complete 
disagreement between two lists, and the value of 𝜏 = 1 indicates complete 
agreement.  
 𝜏𝜏 =  
𝑛𝑐 − 𝑛𝑑
1
2
|𝑃|(|𝑃| − 1)
 (6.20) 
 𝑛𝑑 = |{(𝑖, 𝑗)| 𝐴(𝑖) < 𝐴(𝑗), 𝐵(𝑖) > 𝐵(𝑗)}| (6.21) 
 𝑛𝑐 = |{(𝑖, 𝑗)| 𝐴(𝑖) < 𝐴(𝑗), 𝐵(𝑖) < 𝐵(𝑗)}| (6.22) 
where 𝑛𝑑 is the number of discordant pairs between the two lists, while 𝑛𝑐  is the 
number of concordant pairs, 𝐴 and 𝐵 are the two ranked lists of reputations 
generated by two reputation models to be compared, |𝑃| is the number of items, and 
𝑖 and 𝑗 are two distinct positions in the ranked list. The higher the value of 𝜏, the 
more similar the two ranked lists. 
We conducted 20 rounds of Kendall Tau similarity, with different percentages 
of data used every time. In the first round we use a sub-list with only the top 1% of 
the ranked items in one list to compare with the top 1% of the ranked items in the 
other list. The number of comparisons is equal to |𝑃|(|𝑃| − 1)/2, where |𝑃| is the 
number of items in the top 1% of each list. Figure 6.3 shows the similarity between 
the Trusti and the IMDb models. The ranking produced by both models is not 
identical, but they are very close to each other, especially at the top 1% of the ranked 
items. This explains the high accuracy of the Trusti model in this experiment, as the 
result generated by the IMDb is considered as ground truth. 
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Figure 6.3 Kendall similarities between IMDb model and Trusti model using dense and sparse 
datasets 
6.4.3 Reputation-Aware Recommender Accuracy Results and Discussion 
For this experiment we use the ML datasets described in Table 6.1. Table 6.5 
shows the precision, recall, and F1-scores for each of the implemented methods. 
Higher scores for the precision, recall, and F1-scores, indicate a more accurate 
reputation model. The first thing to notice in the results is the low values for the 
accuracy metrics. However, low values for precision and recall are common in the 
top-n recommender systems. Comparable values to the ones our program produced 
have been published in different popular works, such as (Cremonesi, Koren, & 
Turrin, 2010). 
The proposed BetaDR produces the best results in general in this experiment. 
The F1-scores produced were 0.0392, 0.0478, and 0.0542 over the ML-100K, 
ML-1M, and ML-10M datasets, respectively. We notice that all the implemented 
reputation models enhance the CF results. The IMDb model performed second best, 
with similar results, which indicates the importance of emphasising the number of 
ratings per item in the reputation score. The Trusti model came third, as this model is 
very close to the IMDb model. The NDRU and the Dirichlet models also produced 
marginally good results, but less accurate than the models that considered the number 
of ratings in the reputation score.  
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Table 6.5 
Results of Top-40 Recommendation Accuracy Using Three Datasets 
Used 
Reputation  
Method with 
CF 
ML-100K ML-1M ML-10M 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
N/A 0.0236 0.0412 0.0300 0.0301 0.0327 0.0314 0.0379 0.0306 0.0339 
Naive 0.0282 0.0491 0.0358 0.0269 0.0397 0.0320 0.0337 0.0412 0.0371 
IMDb 0.0305 0.0532 0.0388 0.0369 0.0596 0.0456 0.0401 0.0718 0.0515 
Fuzzy 0.0283 0.0494 0.0359 0.0271 0.0399 0.0323 0.0311 0.0407 0.0353 
Dirichlet 0.0297 0.0519 0.0377 0.0351 0.0539 0.0425 0.0382 0.0523 0.0442 
PerContRep 0.0282 0.0491 0.0358 0.0264 0.0391 0.0316 0.0304 0.0389 0.0341 
Trusti 0.0301 0.0519 0.0381 0.0360 0.0561 0.0439 0.0395 0.0681 0.0500 
NDR 0.0286 0.0494 0.0362 0.0289 0.0439 0.0349 0.0349 0.0442 0.0390 
NDRU 0.0297 0.0518 0.0377 0.0352 0.0537 0.0425 0.0385 0.0533 0.0447 
BetaDR 0.0307 0.0540 0.0392 0.0380 0.0643 0.0478 0.0412 0.0791 0.0542 
Change 0.7% 1.5% 1.0% 3.0% 7.9% 4.8% 2.7% 10.2% 5.2% 
 
In contrast, the naive and the PerContRep models generated the minimum 
enhancement for the CF results. The PerContRep model generated results exactly 
similar to the naive model. This indicates that the items ranking produced by both 
methods are very similar to each other. To produce enhancement to the CF results 
using reputation models is a success, as the reputation scores used in this experiment 
are not personalised. However, we do further testing for the merging method used 
and compare with other merging methods in Chapter 7. 
The “Change” row in Table 6.5 shows the improvement produced by the 
BetaDR model compared with the second best result in the table, which is the IMDb 
model. Using the ML-100K dataset, the BetaDR model was the most accurate model 
with only 1% improvement over the IMDb model on the F1-score. However, the 
percentage of improvement increases with the increase of the density of the used 
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dataset. For the denser ML-1M dataset, the improvement of the F1-score jumped to 
4.8%, while for the densest ML-10M dataset the improvement of the F1-score 
reached 5.2%. These results conform with the first hypothesis introduce in this 
chapter. 
6.5 EVALUATING REPUTATION MODELS FOR ACCURACY USING 
SPARSE DATASETS 
In this section we aim to prove Hypothesis 2, which indicates that the NDRU 
model produces more accurate item reputation scores compared with the baseline 
methods over sparse datasets. We use the book-crossing dataset (Cai-Nicolas Ziegler, 
McNee, Konstan, & Lausen, 2005), which is considered a sparse dataset. The 
original dataset contains book ratings in range of [0 − 10], where 0 represents the 
implicit rating and [1 − 10] are explicit ratings. However, for reputation calculation 
purposes, we only use the explicit ratings, which make this dataset very sparse in 
comparison to the three MovieLens datasets used in the Hypothesis 1 evaluation. The 
statistics for this dataset appears in Table 6.6. In the table we show the sparsity score 
of the dataset, which is calculated using Equation (6.22).  
For further testing of sparsity we extracted three sparse datasets from the 
original ML-1M dataset described in Table 6.1. In the first dataset, each movie has 4 
ratings randomly selected from users’ ratings for this movie. The resulting dataset 
has 1,361 users and 14,261 ratings. This dataset is the sparsest of the three. For the 
second and the third datasets, each movie has 6 and 8 ratings, respectively. The 
resulting datasets contain 1,760 users and 21,054 ratings for the second dataset, and 
2,098 users and 27,723 ratings for the third dataset. The number of movies included 
for all the datasets is 3,706 . Table 6.6 summarises the statistics of the used datasets. 
The “Sparsity” column is calculated using Equation (6.23). We generated 10 
versions of each dataset, where results of the experiment are the average of the 10-
fold round of each dataset. 
 
Sparsity = 1 −
# of Ratings
# of Users × # of Items
 (6.23) 
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Table 6.6 
Book-Crossing and MovieLens Sparse Datasets Statistics 
Dataset #Users #Items #Ratings 
#Rating 
Levels 
Sparsity 
Average 
of 
Ratings 
Count 
per Item 
Book-crossing 
dataset 
17,854 
113,48
1 
277,906 10 0.99998 2.44892 
Only 4 ratings 
per movie 
(4RPM) 
1361 3,706 14261 5 0.99717 3.84808 
Only 6 ratings 
per movie 
(6RPM) 
1760 3,706 21054 5 0.99677 5.68105 
Only 8 ratings 
per movie 
(8RPM) 
2098 3,706 27723 5 0.99643 7.48057 
 
For the third experiment, testing item reputation-based ranking accuracy, we 
use the movie ratings data extracted from the IMDb website. This dataset is very 
dense, as previously mentioned. For testing the ranking accuracy with a sparse 
dataset, we extract three versions of this dataset. We select ratings randomly with a 
specified probability for each rating level. In the first dataset, IMDb-1TO400, we 
select one random rating from every 400 ratings. If the item has a number of ratings 
less than 800 ratings, we select two ratings. Similarly, for the IMDb-1TO600 and 
IMDb-1TO800 datasets, we select one random rating from every 600, and 800 
ratings, respectively, and we keep two ratings minimum per item. The three datasets 
are listed in Table 6.7. Because the random selection ratio is very big, and to make 
sure that the results are reliable, we generated 20 versions of each dataset. The 
results of the experiment are the average of the 20-fold round of each dataset. 
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Table 6.7  
IMDb Sparse Datasets Statistics 
Dataset #Items #Ratings #Rating 
Levels 
Average of Ratings Count 
per Item 
IMDb-1TO400 13,479 984,457 10 73.0363 
IMDb-1TO600 13,479 636,226 10 49.2044 
IMDb-1TO800 13,479 502,650 10 37.2913 
 
6.5.1 Rating Prediction Accuracy Results and Discussion 
Table 6.8 shows the MAE results for the four tested datasets, where lower error 
scores indicate better accuracy. The best prediction accuracy was produced by our 
proposed NDRU method. For example, using the 4RPM dataset, the NDRU MAE 
was the lowest value of all the other methods, with a score of 0.5339. However, the 
Dirichlet method achieved a result very close to the result of the NDRU method, with 
a score of 0.5351 using the same dataset. Using the other datasets, showed similar 
results; the NDRU MAE scores were 0.5498, 0.5676, and 1.5924 for the 6RPM, 
8RPM, and book-crossing datasets. The reason the NDRU and the Dirichlet methods 
produced the best results among the tested methods is that they deal with the 
uncertainty problem, which is especially severe for sparse datasets. 
In contrast, the IMDb, Trusti, and PerContRep models did not perform well on 
these datasets. They achieved the lowest accuracy results, even worse than the naive 
method, over the ML extracted datasets. For example, using the 4RPM dataset, the 
IMDb, Trusti, and PerContRep results were 0.5601, 0.5604, and 0.5602, 
respectively. In comparison, the naive method result was 0.5577 using the same 
dataset. The three models perform discount methods to modify reputation when the 
number of ratings per item is relatively small. However, in the extracted datasets, the 
numbers of ratings per movie do not vary, as we add a maximum limit for ratings per 
movie. This characteristic of the extracted datasets made these models less accurate.  
The NDR and BetaDR models produced similar results, where both models 
beat the naive method by a small margin. For example, using the book-crossing 
dataset, the accuracy score for the NDR model was 1.6874, and for the BetaDR 
model was 1.6826. The results for both models using the MovieLens extracted 
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datasets are even closer, because the BetaDR model generates more bell shapes for 
most of the items in the sparse datasets, which makes it similar to the NDR model, 
which produces bell shapes at all times. 
The improvement in this experiment is marginally low. As it appears in the 
“Change” row of Table 6.8, the NDRU method provides 0.2%, 0.3%, 0.5%, and 
1.5% improvement over the Dirichlet method using the 4RPM, 6RPM, 8RPM, and 
book-crossing datasets, respectively. This is because the uncertainty factor is the 
biggest contributing factor, employed by both methods. However, the NDRU method 
also considers the frequency of rating levels, similar to the original NDR method. 
This factor provides even more improvement over the Dirichlet method. These 
results confirm the second hypothesis of this chapter, which is that employing 
uncertainty alongside with rating level frequencies in calculating item reputations 
will produce more accurate reputation scores when the dataset is sparse. 
Table 6.8  
MAE Results for the 5-Fold Rating Prediction Experiment  
Method/Dataset 4RPM 6RPM 8RPM 
Book-
Crossing 
Dataset  
Naive 0.5577 0.5610 0.5720 1.6957 
IMDb 0.5601 0.5618 0.5721 1.6834 
Fuzzy 0.5583 0.5628 0.5736 1.6922 
Dirichlet 0.5351 0.5514 0.5705 1.6159 
PerContRep 0.5602 0.5621 0.5728 1.6904 
Trusti 0.5604 0.5622 0.5729 1.6908 
NDR 0.5575 0.5598 0.5693 1.6874 
NDRU 0.5339 0.5498 0.5676 1.5924 
BetaDR 0.5571 0.5592 0.5689 1.6826 
Change 0.2% 0.3% 0.5% 1.5% 
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6.5.2 Item Ranking Accuracy Results and Discussion 
In this experiment we test the accuracy of the produced item reputation-based 
ranking using three sparse datasets, described in Table 6.7, extracted from the IMDb 
original dataset. For each of the sparse IMDb datasets, the results are presented in 
two tables, one for the ranking precision scores and the other for the nDCG scores. 
The results shown in the tables below represent the average results of 20-fold runs. 
The top-250 movie list from the IMDb website is again considered as the ground 
truth for this experiment.  
Looking at the generated ranking precision results using the IMDb-1TO400 
dataset, presented in Table 6.9, we notice that the NDRU model produced the best 
accuracy of 0.395, 0.598, 0.573, 0.593 , and 0.57775 for the P@10, P@50, 
P@100, P@250, and the AP metrics, respectively. The Dirichlet model came 
second, using all the different metrics. Both the NDRU and Dirichlet models are 
unique by explicitly incorporating an uncertainty factor in the reputation calculation 
process. Because of the high uncertainty in this dataset, the NDRU and Dirichlet 
models were the most accurate.  
Similarly, the results produced by the nDCG metric, presented in Table 6.10 
reflect similar trend as the ranking precision metric. The NDRU model achieved the 
best accuracy scores, of 0.05813, 0.17051, 0.19782, and 0.26946, using the 
nDCG@10, nDCG@50, nDCG@100, and nDCG@250 metrics, respectively. Similar 
to the ranking precision metric, the second most accurate model is the Dirichlet 
model.  
Looking at the other reputation models, we notice that they produce very low 
accuracy scores, except for the PerContRep model, which came fourth. The 
PerContRep model uses the Gaussian function to punish the aggregated reputation 
scores of items in regard to the count of ratings. The BetaDR model also emphasises 
the rating count, but it also uses other item-related statistics, such as the mean and 
standard deviation of ratings. These factors prove to be useful when used with dense 
dataset but, when the dataset is sparse, with high uncertainty, the accuracy results 
were much worse. 
When we use the other extracted datasets, IMDb-1TO600 and IMDb-1TO800, 
we notice similar trends for the accuracy results of the implemented reputation 
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models. Table 6.11 and Table 6.13 show the ranking precision results for both 
datasets, while Table 6.12 and Table 6.14 show the nDCG results. The NDRU model 
produced the best AP scores, followed by the Dirichlet model and then the 
PerContRep model. The nDCG@10 metric reflects significant improvement in the 
NDRU model over the Dirichlet model. The “Change” row shows improvement of 
44.4% and 61.3% using the IMDb-1TO600 and the IMDb-1TO800 datasets, 
respectively. The results of this experiment confirm the second hypothesis of this 
chapter. 
 
Table 6.9  
Ranking Precision Results Using IMDb-1TO400 Dataset 
Method/Metric 𝑷@𝟏𝟎 𝑷@𝟓𝟎 𝑷@𝟏𝟎𝟎 𝑷@𝟐𝟓𝟎 𝑨𝑷 
Naive 0.0 0.0 0.0 0.0156 0.00288 
Fuzzy 0.0125 0.0185 0.02825 0.0758 0.02652 
Dirichlet 0.365 0.575 0.5585 0.5882 0.56438 
PerContRep 0.125 0.385 0.4515 0.5032 0.42906 
NDR 0.005 0.0055 0.00625 0.0746 0.02312 
NDRU 0.395 0.598 0.573 0.593 0.57775 
BetaDR 0.095 0.02 0.0115 0.1282 0.03529 
Change 8.2% 4.0% 2.6% 0.8% 2.4% 
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Table 6.10  
nDCG@top-n Results Using IMDb-1TO400 Dataset 
Method/Metric 𝒏𝑫𝑪𝑮@𝟏𝟎 𝒏𝑫𝑪𝑮@𝟓𝟎 𝒏𝑫𝑪𝑮@𝟏𝟎𝟎 𝒏𝑫𝑪𝑮@𝟐𝟓𝟎 
Naive 0.0 0.0 0.0 0.00001 
Fuzzy 0.00121 0.00329 0.01642 0.09841 
Dirichlet 0.05065 0.16393 0.19453 0.24182 
PerContRep 0.00371 0.04145 0.07726 0.12991 
NDR 0.0 0.0 0.0 0.00088 
NDRU 0.05813 0.17051 0.19782 0.26946 
BetaDR 0.00587 0.01245 0.00635 0.00829 
Change 14.8% 4.0% 1.7% 11.4% 
 
Table 6.11  
Ranking Precision Results Using IMDb-1TO600 Dataset 
Method/Metric 𝑷@𝟏𝟎 𝑷@𝟓𝟎 𝑷@𝟏𝟎𝟎 𝑷@𝟐𝟓𝟎 𝑨𝑷 
Naive 0.0 0.0 0.0 0.008 0.00154 
Fuzzy 0.0312 0.0215 0.06541 0.0112 0.04891 
Dirichlet 0.42 0.61 0.59702 0.6276 0.60662 
PerContRep 0.17 0.448 0.49642 0.5592 0.47757 
NDR 0.0 0.0 0.00027 0.0722 0.01742 
NDRU 0.44 0.66 0.62324 0.6456 0.62678 
BetaDR 0.04 0.012 0.006 0.106 0.02225 
Change 4.8% 8.2% 4.4% 2.9% 3.3% 
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Table 6.12  
nDCG@top-n Results Using IMDb-1TO600 Dataset 
Method/Metric 𝒏𝑫𝑪𝑮@𝟏𝟎 𝒏𝑫𝑪𝑮@𝟓𝟎 𝒏𝑫𝑪𝑮@𝟏𝟎𝟎 𝒏𝑫𝑪𝑮@𝟐𝟓𝟎 
Naive 0.0 0.0 0.0 0.00003 
Fuzzy 0.06231 0.01523 0.06512 0.01189 
Dirichlet 0.10793 0.22238 0.24819 0.29407 
PerContRep 0.00541 0.05950 0.10216 0.16694 
NDR 0.0 0.0 0.00061 0.00084 
NDRU 0.15586 0.27083 0.26629 0.30081 
BetaDR 0.03001 0.00614 0.00311 0.00451 
Change 44.4% 21.8% 7.3% 2.3% 
 
Table 6.13  
Ranking Precision Results Using IMDb-1TO800 Dataset 
Method/Metric 𝑷@𝟏𝟎 𝑷@𝟓𝟎 𝑷@𝟏𝟎𝟎 𝑷@𝟐𝟓𝟎 𝑨𝑷 
Naive 0.0 0.0 0.0 0.0064 0.00177 
Fuzzy 0.0025 0.004 0.007 0.0435 0.01035 
Dirichlet 0.5 0.656 0.636 0.6568 0.64707 
PerContRep 0.29 0.522 0.54 0.5932 0.53620 
NDR 0.0 0.0 0.0 0.076 0.01373 
NDRU 0.53 0.662 0.639 0.6616 0.65812 
BetaDR 0.02 0.008 0.004 0.0816 0.01685 
Change 6.0% 0.9% 0.5% 0.7% 1.7% 
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Table 6.14  
nDCG@top-n Results Using IMDb-1TO800 Dataset 
Method/Metric 𝒏𝑫𝑪𝑮@𝟏𝟎 𝒏𝑫𝑪𝑮@𝟓𝟎 𝒏𝑫𝑪𝑮@𝟏𝟎𝟎 𝒏𝑫𝑪𝑮@𝟐𝟓𝟎 
Naive 0.0 0.0 0.0 0.00002 
Fuzzy 0.00120 0.00791 0.01356 0.01244 
Dirichlet 0.17113 0.30402 0.31754 0.35186 
PerContRep 0.03025 0.11708 0.15761 0.22148 
NDR 0.0 0.0 0.0 0.00087 
NDRU 0.27597 0.33733 0.32395 0.35680 
BetaDR 0.02000 0.00404 0.00204 0.00262 
Change 61.3% 11.0% 2.0% 1.4% 
 
As stated in Section 6.4.2, the Trusti model uses a similar equation for 
reputation calculation as the IMDb model, which we use as ground truth for this 
experiment. In Section 6.4.2 we prove the high correlation between the two models 
and, therefore, we discard the Trusti model in this experiment.  
6.5.3 Reputation-Aware Recommender Accuracy Results and Discussion 
In this experiment we use the three sparse ML datasets, 4RPM, 6RPM, and 
8RPM, to test different reputation models in the application of a recommender 
system. For each of these datasets we generate randomly selected additional datasets 
using the same method to perform a 10-fold experiment. Table 6.15 shows the 
precision, recall, and F1-scores for each of the implemented reputation models over 
the three tested datasets. The values in the table are the average results for the 10 
runs. 
From Table 6.15, we notice that the only method that provides enhancement to 
the traditional user-based CF, rather than the proposed reputation models, is the 
Dirichlet reputation model. This observation emphasises the need to address the 
problem of accuracy of reputation models with sparse datasets. The worst accuracy 
results were produced by the Trusti model, followed by the IMDb model. Both 
models depend heavily on the number of ratings per item to produce accurate 
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reputation scores and, because the datasets are sparse, the available ratings are 
insufficient for these two methods to work well. 
Table 6.15 
Reputation-Aware Recommender Accuracy Using Different Reputation Models 
Used 
Reputation  
Method with 
CF 
4RPM 6RPM 8RPM 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
N/A 0.0080 0.1459 0.0152 0.0088 0.1575 0.0167 0.0096 0.1601 0.0181 
Naive 0.0071 0.1340 0.0135 0.0081 0.1457 0.0154 0.0093 0.1488 0.0175 
IMDb 0.0067 0.0747 0.0123 0.0078 0.1027 0.0145 0.0088 0.1396 0.0166 
Fuzzy 0.0071 0.1319 0.0135 0.0084 0.1445 0.0159 0.0096 0.1472 0.0180 
Dirichlet 0.0082 0.1468 0.0155 0.0095 0.1593 0.0179 0.0105 0.1629 0.0197 
PerContRep 0.0075 0.1362 0.0142 0.0087 0.1481 0.0164 0.0098 0.1506 0.0184 
Trusti 0.0043 0.0486 0.0079 0.0064 0.0826 0.0119 0.0083 0.0967 0.0153 
NDR 0.0080 0.1461 0.0152 0.0090 0.1581 0.0170 0.0102 0.1611 0.0192 
NDRU 0.0083 0.1479 0.0157 0.0097 0.1601 0.0183 0.0111 0.1646 0.0208 
BetaDR 0.0081 0.1461 0.0154 0.0093 0.1579 0.0176 0.0103 0.1620 0.0194 
Change 1.2% 0.7% 1.3% 2.1% 0.5% 2.2% 5.7% 1.0% 5.6% 
 
We notice that the NDRU model produces the best results using the three 
datasets, followed by the Dirichlet model. The “Change” row shows how much 
improvement is provided by the NDRU model over the second best result in the 
table. For example, using the 4RPM dataset, the improvement is 1.3% on the F1-
score. This value increases with the increase of the dataset density, so we can see that 
using the 6RPM dataset the improvement percentage is 2.2%, and using the 8RPM it 
is 5.6% on the F1-score. The Dirichlet model produces the second best accurate 
results, as this model includes the uncertainty factor, which is very important to 
produce accurate results using sparse datasets. Besides to employing the uncertainty 
factor, the NDRU uses the rating level frequencies to enhance the accuracy. Because 
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the 6RPM and 8RPM datasets are denser than the 4RPM dataset, the improvement 
percentage increases for the NDRU model over the Dirichlet model, because the 
effect of the rating level frequencies increases. 
Even though the improvement percentage is considered low, these results serve 
the second hypothesis in this chapter to confirm that the proposed NDRU reputation 
model produces more accurate item reputation scores compared with the state-of-the-
art methods when used with sparse datasets. 
6.6 SUMMARY 
In this chapter, we test the accuracy of the proposed reputation models using 
three different experiments, which are run in two separate evaluation parts to test 
complete and sparse datasets. The first experiment evaluates the accuracy of 
reputation scores using rating predictions, the second tests the accuracy of the 
produced item reputation-based ranking, and the third tests the accuracy of reputation 
models when combined with traditional user-based recommender system. 
In this first evaluation part, using complete datasets, we prove that the 
proposed BetaDR model produces more accurate reputation scores than the baseline 
models. In more detail, using the first experiment, the BetaDR model performs 
significantly better than all the other models by reducing the error generated in rating 
predictions. In the second experiment we notice that the BetaDR model produces a 
relatively different ranking for items based on the reputation scores compared with 
the naive and baseline methods. Besides, it provides a different ranking compared 
with the other two proposed models. This indicates the significance of proposing the 
new BetaDR reputation model, and addresses the need to evaluate reputation models 
in regards to the accuracy of the ranked items list, which was performed in the third 
experiment. 
In the third experiment, the BetaDR model produces the second most accurate 
ranked list of items compared with the baseline models, after the Trusti model. The 
Trusti model uses a very similar equation to calculate reputation scores as the IMDb 
model, which is used as ground truth in this experiment. We also provide a Kendall 
Tau similarity chart between the IMDb and the Trusti models, which shows high 
correlation between the two models. Finally, in the reputation-aware recommender 
experiment, the results show major improvement for the proposed BetaDR model 
126 
over the baseline models. From the results of the three experiments, we conclude that 
emphasising the datasets statistical data, including items ratings count, in the BetaDR 
model was effective in producing more accurate reputation scores for items. 
In the second evaluation part we run the four predefined experiments to test the 
accuracy of the proposed reputation models over sparse datasets. Using sparse 
datasets implies more uncertainty in the collected data. In this first experiment we 
prove that the proposed NDRU model is the most accurate using both the sparse 
book-crossing dataset and the sparse datasets extracted from the original MovieLens 
dataset. This occurs as a result of employing uncertainty in this model.  
The second experiment tests the accuracy of the item reputation-based ranked 
lists using sparse versions of the IMDb datasets. The results showed that the NDRU 
model produced the most accurate rankings using the average ranking precision (𝐴𝑃) 
metric, while using the nDCG metric the Trusti model was more accurate at different 
top-n items cut-offs except the 𝑛𝐷𝐶𝐺@250 , where the NDRU model was the best. 
In the third experiment we test the accuracy of reputation models using the 
reputation-aware recommender system. The results show a significant improvement 
for the proposed NDRU model over the baseline models using the sparse datasets. 
Finally, we conclude that the BetaDR reputation model is very competitive and 
produces high accuracy measurements when it is used with dense datasets, while the 
NDRU model performed better than the BetaDR when it is used with sparse datasets. 
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Chapter 7: Evaluating the Reputation-
Aware Recommender System 
Previously, in Chapter 5, we discussed several methods used to combine 
reputation models with recommender systems in order to enhance the accuracy of the 
top-n recommendations. It is believed that reputation scores have the potential to 
enhance recommendation accuracy (Hernando et al., 2013; Jøsang et al., 2013; 
Yingjie Wang et al., 2015). Because reputation scores reflect popularity and quality 
of items, the hypothesis used here assumes that items with higher reputations are 
more likely to be consumed by users.  
Reputation scores are reflections of global community opinions. In other 
words, these scores are not personalised. This indicates that an item demonstrating a 
high reputation score does not imply it will attract a specific user. In order to avoid 
recommending items outside the interest scope of any user, we propose using 
personalised reputation scores.  
In this chapter, we describe the experiments we conducted to evaluate the 
proposed weighted Borda count (WBC) method and the use of the personalised 
reputation scores (WBC-P). The proposed methods are tested against several baseline 
methods described in this chapter. We compare the merging methods using one fixed 
reputation model to test which merging method is more effective. We designed the 
following hypothesis to test:  
Hypothesis 3. The accuracy of recommender systems can be enhanced by 
combining the item reputation factor using WBC as a merging method. The 
accuracy enhancement takes place with both sparse and dense datasets.  
We designed two evaluation processes to test the validity of the hypothesis, 
one to test the proposed methods using dense datasets, and the other using sparse 
datasets. In each of the evaluation processes we test the accuracy of the proposed 
methods compared with the baseline methods using the top-n recommender system 
experiment. The experiment environment is similar to the one mentioned in Chapter 
6, Section 6.1. 
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7.1 TOP-N RECOMMENDATION EXPERIMENT DESIGN 
The top-n recommendation experiment aims to test the accuracy of the 
proposed merging method WBC and the use of personalised reputation recommender 
system compared with the baseline methods. Since the proposed methods separate 
the implementation of the reputation and recommender systems, we test two 
recommender systems. The first is the traditional user-based CF proposed by Sarwar 
et al. (2000), and the second is the reliability-aware recommender system proposed 
by Hernando et al. (2013). In this section, we first discuss the datasets and then 
describe the experiment settings in detail. 
7.1.1 Datasets 
For the first evaluation part, which uses dense datasets, we use the ML-100K 
and the ML-1M datasets described in Table 6.1. However, for the second evaluation 
part, we extract two sparse datasets from the original ML-100K dataset. The first 
dataset is ML5, which uses only 5% of the ratings available from the original ML-
100K dataset, and the second is ML10, which uses only 10% of the ratings. The 
number of users and movies does not change in the extracted sparse datasets; the 
only factor that changes is the number of ratings. For each of the generated dataset, 
the ratings are selected randomly per user, 5% and 10% from user ratings for the 
ML5 and ML10 datasets, respectively. We define the minimum number of ratings 
selected for any user at 10 for the ML10 dataset and five for the ML5 dataset. Table 
7.1 shows the statistics for each of the sparse datasets. (Abdel-Hafez, Xu, & Tian, 
2014). The sparsity is defined as the ratio between the available ratings to the 
maximum possible number of ratings in the dataset, and it is calculated using 
Equation (6.22). 
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Table 7.1 
Statistics for the Sparse Datasets 
 MovieLens 5% (ML5) MovieLens 10% (ML10) 
Number of ratings 6,515 13,077 
Sparsity 0.99589 0.99175 
Minimum number of ratings 
per user 
5 10 
Maximum number of ratings 
per user 
36 73 
Average number of ratings per 
user 
6.849 13.867 
Minimum number of ratings 
per movie 
0 0 
Maximum number of ratings 
per movie 
59 114 
Average number of ratings per 
movie 
3.840 7.774 
 
7.1.2 Recommender Systems and Reputation Models Employed  
As we aim to test the proposed merge method, the same recommender system 
and reputation model are used to test the proposed merging method by comparing it 
with all the baseline methods explained in Section 7.2. This provides fair comparison 
to test the proposed merging method. For the reputation model used, considering the 
results discussed in Chapter 6, we use the BetaDR reputation model for the dense 
dataset evaluation part. In the sparse evaluation part we use the NDRU reputation 
model. 
We implement two recommender systems for the top-n recommendation 
experiment, the traditional user-based CF (Resnick et al., 1994), and the reliability-
aware recommender system (Hernando et al., 2013). We use the traditional user-
based CF to study the impact of adding the reputation awareness to CF without the 
interference of any other factor. The purpose of using the second more effective 
reliability-aware recommender system in this experiment is that the traditional user-
based CF could leave easy mistakes to be fixed by the reputation scores. The 
reliability-aware recommender system (Hernando et al., 2013) is one of the latest 
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recommendation approaches that provides enhancement to the traditional CF and 
may make the system, hypothetically, more difficult to improve by using the 
reputation scores. The two evaluation processes are identical in the experiment 
settings and baselines methods, except that in the first experiment we use the BetaDR 
reputation model and the datasets are dense, while in the second experiment we use 
the NDRU reputation model and the datasets are sparse. The two recommender 
systems are explained below. 
 Traditional user-based CF method (TCF) (Resnick et al., 1994): In this 
method the authors use the Pearson correlation to calculate similarity 
between users and the computed final prediction by performing a weighted 
average of deviations from the neighbour’s mean as in Equation (7.1). 
Where ?̂?𝑢,𝑝 is the predicted rating of user 𝑢 to item 𝑝, ?̅?𝑢 is the mean of 
user ratings, 𝑃𝐶𝐶(𝑢, 𝑘) is the similarity between two users calculated 
using the Pearson correlation, 𝐾𝑢 is the set of neighbours of user 𝑢, and 
𝑟𝑘,𝑝 is the actual rating given by neighbour 𝑘 to item 𝑝. 
 
?̂?𝑢,𝑝 = ?̅?𝑢 +
∑ 𝑃𝐶𝐶(𝑢, 𝑘)
|𝐾𝑢|
𝑘=1 × (𝑟𝑘,𝑝 − ?̅?𝑘)
∑ 𝑃𝐶𝐶(𝑢, 𝑘)
|𝐾𝑢|
𝑘=1
 (7.1) 
 
 Reliability of prediction method (RA-CF) (Hernando et al., 2013): As we 
mention in Chapter 2, the authors studied the reliability of predictions 
made by CF considering two factors: the neighbours of a user who has 
rated the predicted item, and the variance of the ratings made by this set of 
neighbours. Equation (7.3) and Equation (7.5) represent the functions 
proposed for both factors, respectively, where 𝑆𝑢,𝑝 is the summation of 
similarities between user 𝑢 and all neighbours 𝑣 ∈ 𝐾𝑢,𝑝 who co-rated item 
𝑝, calculated using Equation (7.4), ?̅? is the median value of 𝑆𝑢,𝑝, 𝑉𝑢,𝑝 is the 
variance of the ratings made by neighbours 𝑣 ∈ 𝐾𝑢,𝑝 for the item 𝑝, 
calculated using Equation (7.6), 𝛾 is calculated using Equation (7.7), and ?̅? 
is the median value of 𝑉𝑢,𝑝. The reliability metric for the prediction made 
by CF uses Equation (7.2). 
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𝑅𝑢,𝑝 = (𝑓𝑠(𝑆𝑢,𝑝) × 𝑓𝑣(𝑉𝑢,𝑝)
𝑓𝑠(𝑆𝑢,𝑝)
)
1
1+𝑓𝑠(𝑆𝑢,𝑝)
 (7.2) 
𝑓𝑠(𝑆𝑢,𝑝) = 1 −
?̅?
?̅? + 𝑆𝑢,𝑝
 (7.3) 
𝑆𝑢,𝑝 = ∑ 𝑠𝑖𝑚(𝑢, 𝑣)
𝑣∈𝐾𝑢,𝑝
 (7.4) 
𝑓𝑣(𝑉𝑢,𝑝) = (
𝑚𝑎𝑥 −𝑚𝑖𝑛 − 𝑉𝑢,𝑝
𝑚𝑎𝑥 −𝑚𝑖𝑛
)
𝛾
 (7.5) 
𝑉𝑢,𝑝 =
∑ 𝑠𝑖𝑚(𝑢, 𝑣). (𝑟𝑣,𝑝 − ?̅?𝑣 − 𝑝𝑢,𝑝 + ?̅?𝑢)
2
𝑣∈𝐾𝑢,𝑝
∑ 𝑠𝑖𝑚(𝑢, 𝑣)𝑣∈𝐾𝑢,𝑝
 (7.6) 
𝛾 =
ln 0.5
ln (
𝑚𝑎𝑥−𝑚𝑖𝑛−?̅?
𝑚𝑎𝑥−𝑚𝑖𝑛
)
 (7.7) 
7.1.3 Experiment Settings and Evaluation Metrics 
The evaluation metrics used in the experiments are precision, recall, and F1-
score, illustrated in Equations (6.19), (6.20), and (6.21), respectively. A 
recommended item is considered a hit if it appears in the user-testing dataset and the 
user has granted the item a rating >= 3. We use the value of 3 because the dataset 
incorporates the five-star rating system and, in this system, any rating < 3 indicates 
that the user does not like the item. For the implemented CF methods we use 
|𝐾| = 40 as the number of neighbours per user, 𝑁 = 40 is the number of items to 
recommend, and 𝑀 = 10 × 𝑁 is the size of the candidate recommendation item list. 
We proceed to further test the merging methods by varying the number of 
items to recommend 𝑁 with the same number of neighbours |𝐾| = 40. And then we 
vary the number of neighbours |𝐾| with the same number of items to 𝑁 = 40. This 
process is done for both evaluation parts using dense and sparse datasets. 
7.2 BASELINE METHODS 
In this section we describe the baseline methods used in this chapter. The 
selected baseline methods include famous voting systems (i.e., Borda count, Baldwin 
method, and Coombs methods), simple list merging methods, (i.e., proportional 
presentation, and re-sorting methods), and state-of-the-art methods (i.e., CasMin, and 
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Trusti methods). All the baseline methods are described in detail, providing equations 
or algorithms describing the methods’ functionality. 
 Borda count method (BC) (De Grazia, 1953): The BC method gives each 
candidate a number of points corresponding to their rank in each list. The 
first ranked candidate will get 𝑛 points, where 𝑛 represents the number of 
candidates, while the second candidate gets 𝑛 − 1 points, and so on. If the 
item is not in the top-n items then it gets 0 points. In our experiment we 
combine two lists: for each item we add the points it gained from both lists 
and then the items are re-sorted using the aggregated values. This method 
is the basic version of our proposed weighted Borda count method (WBC). 
 Coombs method (Coombs, 1964): This method is a variation of the instant 
run-off voting system. It is a recursive method that combines ranked lists, 
in our case only two lists. In each function call of this method, the item(s) 
ranked last is eliminated from both lists and moved to the top of the results 
list. The results list works as a stack, where newly added elements appear 
on top. This process is repeated until no more items are left in the original 
lists.  
 Baldwin method (De Grazia, 1953): This method is a combination 
between the Borda count (BC) method and instant run-off voting (IRV) 
method. In the Baldwin method, candidates are voted for by ranking them, 
and then each candidate is awarded a set of points based on their rank 
using the BC method. After accumulating all candidates’ points, the 
candidate who earned the lowest number of points is eliminated. Similar to 
the Coombs method, the eliminated item (candidate) is placed on the top 
of the results stack and removed from both input-ranked lists. The process 
is then repeated until the input lists are empty. 
 Proportional representation (PR): This method is the naive method. The 
merging of the two ranked lists is simply done by selecting a percentage of 
the top items in each list. The representation percentage of each list is 
determined using the experiment. We use 80% of the recommender-
generated list and 20% of the reputation-generated list.  
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 CasMin method (Jøsang et al., 2013): The cascading minimum common 
belief fusion (CasMin) method produces a high value in the fusion method 
when the values from both systems, recommender and reputation, are high. 
In more detail, the authors use the belief model (Jøsang, 2001) to present 
the reputation and recommender scores. The belief model generates three 
values to describe belief, disbelief, and uncertainty, denoted as 𝑏, 𝑑, and 𝑢, 
respectively, where 𝑏 + 𝑑 + 𝑢 = 1. If the reputation and recommendation 
values conflict, then the CasMin operator chooses the smallest 𝑏 + 𝑢 to be 
the fused belief score. In contrast, if both values are positive, the CasMin 
operator chooses the highest 𝑏 value to be the fused belief score. 
 A trust-based probabilistic recommendation model (Trusti) (Yingjie Wang 
et al., 2015): As mentioned in Chapter 2, this model uses a combination of 
reputation scores and purchase frequency to produce item trust scores, 
Equation (2.43). This value is combined linearly with a probabilistic 
recommender model, Equation (2.44). However, to test the merging 
method separately from the reputation model, we use the BetaDR and the 
NDRU reputation models, instead of the Trusti model proposed in this 
paper, with the dense and sparse dataset experiments, respectively. In our 
experiment, we had to set a value for the variable 𝛼, which defines the 
weights for the item trust and the recommendation score. We tested 
𝛼 = 0.9 at first and recorded the accuracy, and then we reduced 𝛼 by 0.1 
and redid the experiment. The best result was achieved when 𝛼 = 0.7. 
Therefore, we use 𝛼 = 0.7 and 𝛽 = 1 − 𝛼 = 0.3 for this experiment. 
7.3 EXPERIMENT RESULTS USING DENSE DATASETS 
7.3.1 General Experiment Results and Discussion 
In the first evaluation part we use dense datasets, namely the ML-100K and the 
ML-1M described in Table 6.1. The reputation model used in this experiment is the 
BetaDR model, and it is used with all the baseline and proposed merging methods. 
We use two recommender systems, the traditional user-based CF (TCF) and the 
state-of-the-art reliability-aware user-based CF (RA-CF). The general experiment is 
done using top-n = 40 and the number of neighbours |𝐾| = 40, then we vary the 
top-n and the number of neighbours and show the accuracy results. 
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Table 7.2 shows the results of the general experiment using TCF. We can see 
that the naive merging method produces a lower F1-score than the TCF, without 
considering reputation scores. For example, using the ML-100K dataset, the naive 
method F1-score is 0.0280, while the original TCF F1-score is 0.0326. 
Nevertheless, the naive method is not the worst performer, which is the CasMin 
method (Jøsang et al., 2013), with an F1-score of 0.0104. The CasMin method 
requires high scores from both reputation and recommender systems in order to 
generate a high merged score. The BC merging method did enhance the TCF, as did 
the Baldwin and Coombs voting systems but with less enhancement. We can see that 
recursive methods (i.e., Baldwin and Coombs) have a negative impact on the original 
non-recursive method BC. For example, using the ML-100K dataset, the BC method 
F1-score is 0.0560, while the Baldwin and Coombs methods produce lower F1-
scores, of 0.0377, and 0.0373, respectively. The Trusti (Yingjie Wang et al., 2015) 
method enhances the TCF accuracy but is still worse than the BC method.  
Table 7.2  
Accuracy Results of Combining Methods Using Traditional User-Based CF with BetaDR Reputation 
Model over Dense Datasets 
Method Used to Combine 
Reputation with TCF 
ML-100K ML-1M 
Precision Recall F1-score Precision Recall F1-score 
TCF 0.0257 0.0446 0.0326 0.0238 0.0281 0.0258 
Naive (PR) 0.0218 0.0391 0.0280 0.0206 0.0244 0.0223 
BC 0.0455 0.0728 0.0560 0.0401 0.0585 0.0476 
Baldwin 0.0295 0.0522 0.0377 0.0297 0.0388 0.0337 
Coombs 0.0293 0.0512 0.0373 0.0286 0.0383 0.0328 
CasMin 0.0078 0.0154 0.0104 0.0061 0.0141 0.0085 
Trusti 0.0326 0.0543 0.0407 0.0340 0.0460 0.0391 
WBC 0.0476 0.0832 0.0606 0.0412 0.0594 0.0486 
WBC-P 0.0624 0.1199 0.0820 0.0447 0.0698 0.0545 
Change 31.1% 44.1% 35.3% 8.5% 17.5% 12.1% 
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The WBC provides the second most accurate recommendations following the 
WBC method when used with the personalised version of the reputation-generated 
list WBC-P. The personalisation step of the reputation list proved to have a big 
impact on the accuracy of the combined recommendation list. This is expected, 
because the personalisation step discards items that reside outside the scope of the 
user’s preferences. For example, using the ML-100K dataset, the F1-score for the 
WBC is 0.0606, while for the WBC-P method it is 0.0820. Similarly, using the ML-
1M dataset, WBC-P produces the best accuracy, of 0.0545, for the F1-score. 
Using the ML-1M dataset, the accuracy result is a bit lower than using the 
ML100k dataset. However, the trends of the merging methods results are similar. 
The WBC-P method produces the best results, followed by the WBC method. 
Similarly, when the recommender method is the RA-CF, the WBC-P method is the 
best performer, followed by the WBC method. 
Table 7.3 shows the results of the general experiment using RA-CF. In general, 
the trends of the proposed merging methods are similar to the experiment using TCF. 
We notice that the accuracy of the RA-CF is better than the TCF. Still, the accuracy 
results are enhanced when we combine reputation scores. In more detail, the naive 
and CasMin methods produce lower accuracy than the RA-CF, while the other 
merging methods produce higher scores for both precision and recall. The proposed 
WBC-P method is the best performer using the three evaluation metrics in both 
datasets.  
The “Change” rows in both Table 7.2 and Table 7.3 show the percentage of 
improvement produced by the WBC-P method over the second best results, which 
are produced by the WBC method. The personalisation enhancement produces a high 
percentage of improvement over the two tested datasets. We notice that the 
improvement percentage is larger when we use the TCF rather than RA-CF. This is 
logical as the RA-CF is more accurate and leaves less space for improvement. For 
example, the improvement of the F1-scores for the WBC-P method using the TCF 
are 35.3% and 12.1% over the ML-100K, and the ML-1M datasets, respectively. 
However, using the RA-CF method, the improvement percentages are 33.3%, and 
8.0%, respectively. 
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Table 7.3  
Accuracy Results of Combining Methods Using Reliability-Aware User-Based CF with BetaDR 
Reputation Model over Dense Datasets 
Method Used to Combine 
Reputation with RA-CF 
ML-100K ML-1M 
Precision Recall F1-score Precision Recall F1-score 
RA-CF 0.0338 0.0555 0.0420 0.0272 0.0331 0.0299 
Naive (PR) 0.0289 0.0473 0.0359 0.0248 0.0314 0.0277 
BC 0.0459 0.0695 0.0553 0.0318 0.0474 0.0380 
Baldwin 0.0386 0.0630 0.0479 0.0296 0.0418 0.0346 
Coombs 0.0385 0.0628 0.0477 0.0266 0.0409 0.0322 
CasMin 0.0092 0.0169 0.0119 0.0075 0.0183 0.0106 
Trusti 0.0413 0.0655 0.0506 0.0352 0.0480 0.0406 
WBC 0.0506 0.0786 0.0616 0.0397 0.0663 0.0497 
WBC-P 0.0626 0.1195 0.0821 0.0423 0.0738 0.0537 
Change 23.7% 52.0% 33.3% 6.5% 11.3% 8.0% 
 
7.3.2 Varying Top-N 
In this part, we vary the top-n recommendations in order to see how this will 
affect the merging methods results. We use the ML-100k dataset and fix the number 
of neighbours |𝐾| = 40. Table 7.4 shows the results using TCF with top-20, top-40, 
and top-60 items recommendations. Similarly, Table 7.5 shows the results but with 
the use of RA-CF. The first thing we notice, from both tables, is that the precision 
scores decrease with an increase in the number of recommended items. Conversely, 
both the recall and F1-scores increase. This is a normal observation in top-n 
recommender systems. 
The trend of the merging methods results is consistent with previously 
described results in Table 7.2 and Table 7.3, where the WBC-P method produces the 
highest accuracy scores, using the three experiments (top-20, top-40, and top60), 
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followed by the WBC method. The “Change” rows in Table 7.4 and Table 7.5 show 
only positive values, which indicate that the accuracy consistently improves. 
Table 7.4  
Accuracy Results of Combining Methods Using Traditional User-Based CF with BetaDR Reputation 
Model over ML-100K Dataset and Different Top-N Recommendations 
Method Used to 
Combine 
Reputation 
with TCF 
Top-20 Top-40 Top-60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
TCF 0.0338 0.0313 0.0325 0.0257 0.0446 0.0326 0.0245 0.0582 0.0344 
Naive (PR) 0.0286 0.0262 0.0273 0.0218 0.0391 0.0280 0.0198 0.0494 0.0283 
BC 0.0443 0.0360 0.0397 0.0455 0.0728 0.0560 0.0429 0.1002 0.0601 
Baldwin 0.0356 0.0313 0.0333 0.0295 0.0522 0.0377 0.0272 0.0691 0.0391 
Coombs 0.0355 0.0313 0.0332 0.0293 0.0512 0.0373 0.0270 0.0690 0.0388 
CasMin 0.0085 0.0121 0.0100 0.0078 0.0154 0.0104 0.0073 0.0204 0.0107 
Trusti 0.0379 0.0313 0.0343 0.0326 0.0543 0.0407 0.0305 0.0741 0.0432 
WBC 0.0484 0.0462 0.0472 0.0476 0.0832 0.0606 0.0487 0.1250 0.0701 
WBC-P 0.0663 0.0673 0.0668 0.0624 0.1199 0.0820 0.0585 0.1644 0.0863 
Change 37.0% 45.7% 41.5% 31.1% 44.1% 35.3% 20.1% 31.5% 23.1% 
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Table 7.5  
Accuracy Results of Combining Methods Using Reliability-Aware User-Based CF with BetaDR 
Reputation Model over ML-100K Dataset and Different Top-N Recommendations 
Method Used to 
Combine 
Reputation 
with RA-CF 
Top-20 Top-40 Top-60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
RA-CF 0.0411 0.0335 0.0369 0.0338 0.0555 0.0420 0.0304 0.0739 0.0431 
Naive (PR) 0.0367 0.0300 0.0330 0.0289 0.0473 0.0359 0.0260 0.0647 0.0371 
BC 0.0475 0.0381 0.0423 0.0459 0.0695 0.0553 0.0434 0.0983 0.0602 
Baldwin 0.0505 0.0408 0.0451 0.0386 0.0630 0.0479 0.0336 0.0821 0.0477 
Coombs 0.0485 0.0406 0.0442 0.0385 0.0628 0.0477 0.0322 0.0820 0.0462 
CasMin 0.0069 0.0201 0.0103 0.0092 0.0169 0.0119 0.0083 0.0244 0.0124 
Trusti 0.0422 0.0393 0.0407 0.0413 0.0655 0.0506 0.0405 0.0841 0.0547 
WBC 0.0495 0.0492 0.0493 0.0506 0.0786 0.0616 0.0472 0.1183 0.0675 
WBC-P 0.0640 0.0617 0.0628 0.0626 0.1195 0.0821 0.0579 0.1625 0.0854 
Change 29.3% 25.4% 27.4% 23.7% 52.0% 33.3% 22.7% 37.4% 26.5% 
 
7.3.3 Varying Number of Neighbours 
In this section, we test the accuracy of the top-n recommendations using 
different numbers of neighbours per user in order to see the effect of the size of the 
neighbour set on the merging methods accuracy results. We use the ML-100k dataset 
and fix the number of neighbours 𝑡𝑜𝑝𝑁 = 40. Table 7.6 shows the results using TCF 
with different sizes of neighbour sets, |𝐾| = 20, |𝐾| = 40, and |𝐾| = 60 users. 
Similarly, Table 7.7 shows the results but with the use of RA-CF. In this experiment 
we notice that the precision, recall, and F1-scores increase with the increase of the 
neighbourhood size. However, increasing the number of neighbours implies longer 
execution time for the TCF and the RA-CF. The trend of the merging methods results 
is consistent, where the WBC-P method produces the highest accuracy scores. 
The “Change” row shows the improvement percentage produced by the 
WBC-P method over the second best result in the tables. In Table 7.6, using TCF, the 
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improvement of the F1-score when the number of neighbours is |K| = 20 is 27.8%.  
The improvements of F1-scores using |K| = 40, and |K| = 60 are also positive, with 
35.3% and 33.3%, respectively. In Table 7.7, using the RA-CF, the improvement of 
the F1-score when the number of neighbours is |K| = 20 is 26.9%. Similarly, the 
percentages of  33.3% and 29.6% represent the improvements when the number of 
neighbours is |K| = 40, and |K| = 60, respectively. 
Using the RA-CF, the improvements are slightly lower than those produced 
using the TCF. This indicates that more accurate recommenders are more difficult to 
enhance. In this work we test two recommenders only to show the potential of 
enhancing recommenders using accurate personalised reputation scores and a 
suitable merging method. 
Table 7.6  
Accuracy Results of Combining Methods Using Traditional User-Based CF with BetaDR Reputation 
Model over ML-100K Dataset and Different Number of Neighbours 
Method Used to 
Combine 
Reputation 
with TCF 
|K|=20 |K|=40 |K|=60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
TCF 0.0236 0.0412 0.0300 0.0257 0.0446 0.0326 0.0262 0.0470 0.0336 
Naive (PR) 0.0205 0.0370 0.0263 0.0218 0.0391 0.0280 0.0222 0.0412 0.0288 
BC 0.0425 0.0685 0.0525 0.0455 0.0728 0.0560 0.0459 0.0745 0.0568 
Baldwin 0.0281 0.0502 0.0360 0.0295 0.0522 0.0377 0.0294 0.0522 0.0376 
Coombs 0.0279 0.0492 0.0356 0.0293 0.0512 0.0373 0.0292 0.0521 0.0374 
CasMin 0.0070 0.0136 0.0093 0.0078 0.0154 0.0104 0.0079 0.0156 0.0105 
Trusti 0.0272 0.0479 0.0347 0.0326 0.0543 0.0407 0.0349 0.0605 0.0443 
WBC 0.0483 0.0772 0.0594 0.0476 0.0832 0.0606 0.0523 0.0853 0.0648 
WBC-P 0.0574 0.1121 0.0759 0.0624 0.1199 0.0820 0.0659 0.1254 0.0864 
Change 18.8% 45.2% 27.8% 31.1% 44.1% 35.3% 26.0% 47.0% 33.3% 
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Table 7.7  
Accuracy Results of Combining Methods Using Reliability-Aware User-Based CF with BetaDR 
Reputation Model over ML-100K Dataset and Different Number of Neighbours 
Method Used to 
Combine 
Reputation 
with RA-CF 
|K|=20 |K|=40 |K|=60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
RA-CF 0.0251 0.0433 0.0318 0.0338 0.0555 0.0420 0.0410 0.0671 0.0509 
Naive (PR) 0.0211 0.0361 0.0266 0.0289 0.0473 0.0359 0.0354 0.0579 0.0440 
BC 0.0412 0.0648 0.0503 0.0459 0.0695 0.0553 0.0521 0.0793 0.0628 
Baldwin 0.0296 0.0496 0.0370 0.0386 0.0630 0.0479 0.0461 0.0746 0.0570 
Coombs 0.0291 0.0495 0.0366 0.0385 0.0628 0.0477 0.0457 0.0743 0.0566 
CasMin 0.0079 0.0141 0.0101 0.0092 0.0169 0.0119 0.0126 0.0211 0.0158 
Trusti 0.0372 0.0507 0.0429 0.0413 0.0655 0.0506 0.0419 0.0785 0.0546 
WBC 0.0477 0.0741 0.0580 0.0506 0.0786 0.0616 0.0582 0.0893 0.0705 
WBC-P 0.0553 0.1103 0.0736 0.0626 0.1195 0.0821 0.0700 0.1318 0.0914 
Change 15.9% 48.9% 26.9% 23.7% 52.0% 33.3% 20.3% 47.6% 29.6% 
 
7.4 EXPERIMENT RESULTS USING SPARSE DATASETS 
In this experiment we repeat exactly the same experiment explained in Section 
7.3, except that we use sparse datasets in this part of the experiment, namely the 
ML5 and the ML10 extracted from the ML-100K and described in Table 7.1. The 
reputation model used in this experiment is the NDRU model. The recommender 
systems used are the same as those used in Section 7.3, namely, the traditional user-
based CF (TCF) and the state-of-the-art reliability-aware user-based CF (RA-CF).  
7.4.1 General Experiment Results and Discussion 
Table 7.8 shows the results of the general experiment using TCF, similar to the 
results received using dense datasets. The naive merging method produces a lower 
F1-score than the TCF, without considering reputation scores, and the CasMin 
method (Jøsang et al., 2013) produces even worse results. Again, the BC method 
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performs better than the Baldwin and Coombs methods. The Trusti (Yingjie Wang et 
al., 2015) method enhanced the TCF accuracy but is still worse than the BC method. 
Similar to the results acquired from the previous experiment, the WBC method still 
produces more accurate recommendations than other methods, and the WBC-P 
method is the best of all performers, with an F1-score about 10 times higher than that 
for the TCF method. In general, the TCF accuracy is very low using the sparse 
datasets, which indicates that enhancing the accuracy is much easier. 
Table 7.8  
Accuracy Results of Combining Methods Using Traditional User-Based CF with BetaDR Reputation 
Model over Sparse Datasets 
Method Used to Combine 
Reputation with TCF 
ML5 ML10 
Precision Recall F1-score Precision Recall F1-score 
TCF 0.0023 0.0410 0.0044 0.0028 0.0265 0.0051 
Naive (PR) 0.0012 0.0187 0.0022 0.0023 0.0218 0.0041 
BC 0.0056 0.0985 0.0106 0.0074 0.0832 0.0136 
Baldwin 0.0030 0.0516 0.0057 0.0031 0.0308 0.0057 
Coombs 0.0030 0.0515 0.0056 0.0030 0.0303 0.0055 
CasMin 0.0004 0.0046 0.0007 0.0005 0.0051 0.0009 
Trusti 0.0029 0.0517 0.0056 0.0029 0.0288 0.0053 
WBC 0.0059 0.0999 0.0111 0.0078 0.0888 0.0143 
WBC-P 0.0211 0.3837 0.0400 0.0219 0.2531 0.0403 
Change 257.6% 284.1% 260.4% 180.8% 185.0% 181.8% 
 
Using the RA-CF method, things are different, as this method appears to do 
well with sparse datasets. Table 7.9 shows the accuracy results of the top-n 
experiment using the RA-CF method. We notice that the RA-CF is about 10 times 
more accurate than the TCF, which indicates that enhancing the accuracy will not be 
as easy as with the TCF. Therefore, we notice that some of the methods used to 
enhance the accuracy using dense datasets and TCF, are not doing well any more. In 
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more detail, the BC, Baldwin, Coombs, and Trusti methods are no longer producing 
any enhancement to the recommender system. In fact, they reduce the accuracy of 
the RA-CF method. These results are justified as the RA-CF method is more 
complex than these merging methods and embed more features in the 
recommendation process. 
Interestingly, the WBC-P produces 32.1% enhancement in F1-scores 
compared with the RA-CF using the ML10 dataset, while the enhancement 
percentage is 6.4% using the ML5 dataset. The accuracy enhancement includes both 
the precision and recall scores. The WBC method produces minor enhancement to 
the RA-CF, which indicates that the major enhancement of the WBC-P method is 
produced by the proposed personalisation method. 
Table 7.9  
Accuracy Results of Combining Methods Using Reliability-Aware User-Based CF with BetaDR 
Reputation Model over Sparse Datasets 
Method Used to Combine 
Reputation with RA-CF 
ML5 ML10 
Precision Recall F1-score Precision Recall F1-score 
RA-CF 0.0229 0.4137 0.0435 0.0250 0.3009 0.0462 
Naive (PR) 0.0223 0.4034 0.0423 0.0236 0.2850 0.0436 
BC 0.0095 0.1708 0.0180 0.0132 0.1542 0.0244 
Baldwin 0.0223 0.4021 0.0422 0.0247 0.2966 0.0455 
Coombs 0.0222 0.4020 0.0420 0.0242 0.2956 0.0447 
CasMin 0.0012 0.0187 0.0023 0.0019 0.0234 0.0035 
Trusti 0.0204 0.4071 0.0389 0.0216 0.3055 0.0403 
WBC 0.0230 0.4217 0.0436 0.0255 0.3019 0.0470 
WBC-P 0.0245 0.4397 0.0464 0.0337 0.3975 0.0621 
Change 6.5% 4.3% 6.4% 32.2% 31.7% 32.1% 
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7.4.2 Varying Top-N 
We use the ML10 dataset and fix the number of neighbours |𝐾| = 40. Table 
7.10 shows the results using TCF with top-20, top-40, and top-60 items 
recommendations, while Table 7.11 shows the results but with the use of RA-CF. 
The results within the different number of recommended items are compatible with 
the previous explained results. Using the TCF method, the majority of the merging 
methods, except the naive and CasMin methods, enhance the accuracy of 
recommendations, because the TCF accuracy is very low. Using the RA-CF method, 
only the WBC and WBC-P methods enhance the accuracy results. 
Table 7.10  
Accuracy Results of Combining Methods Using Traditional User-Based CF with BetaDR Reputation 
Model over ML10 Dataset and Different Top-N Recommendations 
Method Used to 
Combine 
Reputation 
with TCF 
Top-20 Top-40 Top-60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
TCF 0.0030 0.0135 0.0049 0.0028 0.0265 0.0051 0.0033 0.0514 0.0062 
Naive (PR) 0.0022 0.0097 0.0036 0.0023 0.0218 0.0041 0.0027 0.0399 0.0050 
BC 0.0051 0.0276 0.0087 0.0074 0.0832 0.0136 0.0071 0.1202 0.0134 
Baldwin 0.0032 0.0151 0.0053 0.0031 0.0308 0.0057 0.0038 0.0606 0.0072 
Coombs 0.0031 0.0151 0.0051 0.0030 0.0303 0.0055 0.0037 0.0606 0.0070 
CasMin 0.0005 0.0048 0.0008 0.0005 0.0051 0.0009 0.0005 0.0132 0.0010 
Trusti 0.0030 0.0150 0.0050 0.0029 0.0288 0.0053 0.0039 0.0621 0.0074 
WBC 0.0056 0.0296 0.0094 0.0078 0.0888 0.0143 0.0078 0.1342 0.0148 
WBC-P 0.0221 0.1267 0.0376 0.0219 0.2531 0.0403 0.0205 0.3555 0.0387 
Change 294.6
% 
328.0
% 
300.0
% 
180.8
% 
185.0
% 
181.8
% 
162.8
% 
164.9
% 
161.5
% 
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Table 7.11  
Accuracy Results of Combining Methods Using Reliability-Aware User-Based CF with BetaDR 
Reputation Model over ML-10 Dataset and Different Top-N Recommendations 
Method Used to 
Combine 
Reputation 
with RA-CF 
Top-20 Top-40 Top-60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
RA-CF 0.0406 0.2478 0.0697 0.0250 0.3009 0.0462 0.0188 0.3353 0.0355 
Naive (PR) 0.0378 0.2313 0.0649 0.0236 0.2850 0.0436 0.0178 0.3200 0.0337 
BC 0.0180 0.1058 0.0307 0.0132 0.1542 0.0244 0.0111 0.1937 0.0211 
Baldwin 0.0381 0.2327 0.0655 0.0247 0.2966 0.0455 0.0182 0.3247 0.0344 
Coombs 0.0380 0.2323 0.0653 0.0242 0.2956 0.0447 0.0181 0.3245 0.0343 
CasMin 0.0032 0.0215 0.0056 0.0019 0.0234 0.0035 0.0016 0.0492 0.0031 
Trusti 0.0367 0.2504 0.0640 0.0216 0.3055 0.0403 0.0176 0.3114 0.0334 
WBC 0.0407 0.2478 0.0699 0.0255 0.3019 0.0470 0.0191 0.3353 0.0361 
WBC-P 0.0520 0.3135 0.0892 0.0337 0.3975 0.0621 0.0251 0.4342 0.0474 
Change 27.8% 26.5% 27.6% 32.2% 31.7% 32.1% 31.4% 29.5% 31.3% 
 
The “Change” row in Table 7.10 shows the improvement produced by the 
proposed methods; for example, with the top-20 items recommended, the WBC-P 
method produces 300.0% improvement of the F1-score over the second best result in 
the table. The same cut-off in Table 7.11, which uses RA-CF, produces 27.6% 
improvement. Similarly, using the top-40, and top-60, using the TCF the 
improvements of the F1-score are 181.8%, and 161.5%, while using the RA-CF 
they are 32.1%, and 31.3%, respectively. In general, the improvements using the 
TCF are much higher than using the RA-CF using the sparse datasets. The RA-CF 
recommender method employs a reliability metric to enhance accuracy over sparse 
datasets, which leaves less room for enhancement by combining reputation scores. 
7.4.3 Varying Number of Neighbours 
Similar to the first evaluation part, we also test the accuracy of the top-n 
recommendations using different number of neighbours per user, |𝐾| = 20, |𝐾| =
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40, and |𝐾| = 60. We use the ML10 dataset and fix the number of neighbours 
𝑡𝑜𝑝𝑁 = 40. Table 7.12 shows the results using TCF and Table 7.13 shows the 
results using of RA-CF. In this experiment we notice that increasing the number of 
neighbours does not increase the accuracy results. Adding more inaccurate 
neighbours will increase the noise in the data, and because generating accurate 
neighbours is more difficult using sparse datasets. The trend of the merging methods 
results is consistent, as most of the methods enhance the results using the TCF 
method, except the naive and CasMin methods, while only the WBC and the WBC-P 
enhance the results using the RA-CF method.  
Table 7.12  
Accuracy Results of Combining Methods Using Traditional User-Based CF with BetaDR Reputation 
Model over ML10 Dataset and Different Number of Neighbours 
Method Used to 
Combine 
Reputation 
with TCF 
|K|=20 |K|=40 |K|=60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
TCF 0.0052 0.0563 0.0095 0.0028 0.0265 0.0051 0.0023 0.0208 0.0041 
Naive (PR) 0.0042 0.0461 0.0077 0.0023 0.0218 0.0041 0.0020 0.0187 0.0036 
BC 0.0085 0.0984 0.0157 0.0074 0.0832 0.0136 0.0068 0.0772 0.0125 
Baldwin 0.0055 0.0595 0.0100 0.0031 0.0308 0.0057 0.0024 0.0233 0.0043 
Coombs 0.0053 0.0594 0.0097 0.0030 0.0303 0.0055 0.0023 0.0231 0.0042 
CasMin 0.0006 0.0036 0.0010 0.0005 0.0051 0.0009 0.0005 0.0072 0.0009 
Trusti 0.0054 0.0588 0.0099 0.0029 0.0288 0.0053 0.0024 0.0228 0.0043 
WBC 0.0087 0.0991 0.0161 0.0078 0.0888 0.0143 0.0070 0.0798 0.0129 
WBC-P 0.0262 0.3093 0.0483 0.0219 0.2531 0.0403 0.0173 0.1962 0.0318 
Change 201.1
% 
212.1
% 
200.0
% 
180.8
% 
185.0
% 
181.8
% 
147.1
% 
145.9
% 
146.5
% 
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Table 7.13  
Accuracy Results of Combining Methods Using Reliability-Aware User-Based CF with BetaDR 
Reputation Model over ML10 Dataset and Different Number of Neighbours 
Method Used to 
Combine 
Reputation 
with RA-CF 
|K|=20 |K|=40 |K|=60 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
RA-CF 0.0211 0.2525 0.0389 0.0250 0.3009 0.0462 0.0277 0.3314 0.0510 
Naive (PR) 0.0195 0.2339 0.0360 0.0236 0.2850 0.0436 0.0262 0.3160 0.0483 
BC 0.0115 0.1350 0.0213 0.0132 0.1542 0.0244 0.0130 0.1520 0.0240 
Baldwin 0.0203 0.2421 0.0374 0.0247 0.2966 0.0455 0.0263 0.3145 0.0485 
Coombs 0.0202 0.2420 0.0372 0.0242 0.2956 0.0447 0.0261 0.3143 0.0482 
CasMin 0.0015 0.0219 0.0028 0.0019 0.0234 0.0035 0.0021 0.0407 0.0040 
Trusti 0.0187 0.2315 0.0346 0.0216 0.3055 0.0403 0.0256 0.2992 0.0472 
WBC 0.0223 0.2525 0.0410 0.0255 0.3019 0.0470 0.0281 0.3314 0.0518 
WBC-P 0.0297 0.3499 0.0547 0.0337 0.3975 0.0621 0.0350 0.4132 0.0646 
Change 33.2% 38.6% 33.4% 32.2% 31.7% 32.1% 24.6% 24.7% 24.7% 
 
7.5 SUMMARY 
In this chapter we evaluate the proposed weighted Borda count (WBC) method 
and the use of the personalised reputation scores. The evaluation process is carried 
out in two parts, the first using dense datasets and the second using sparse datasets. 
In each of the evaluation processes we test the accuracy of the proposed methods 
compared with the baseline methods, using the top-n recommender system 
experiment. We use two recommender systems, the traditional user-based CF (TCF) 
and the state-of-the-art reliability-aware user-based CF (RA-CF). 
In the first evaluation part we use dense datasets and the BetaDR reputation 
model. The general experiment is done using top-n = 40 and number of neighbours 
|𝐾| = 40, then we vary the top-n and the number of neighbours, and show the 
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accuracy results. The same process is repeated in the second evaluation part, except 
that we use a sparse dataset and the reputation model is the NDRU model. 
The results of both evaluation parts indicate that the WBC-P method produces 
the most accurate recommendations compared with other merging methods. Both 
proposed parts, the WBC and the personalisation part, contribute to this result, while 
the personalisation contribution is higher, especially with the use of the RA-CF 
recommender. We also noticed that varying the top-n used and the number of 
neighbours affects the accuracy scores but does not affect the order of the best 
performing merging methods. 
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Chapter 8: Conclusions and Future Work 
In this chapter we list the finding and limitations of our research. We also 
propose future work to enhance the proposed models and how to make use of these 
models in real-world applications. 
8.1 SUMMARY AND CONCLUSIONS 
In this research, we studied reputation systems in detail and reviewed how 
recommender systems make use of reputation models to enhance the quality of 
recommendations. In general, we noticed that available reputation models lack one or 
more important factors. Most of them use a weighted-mean method as a ratings 
aggregator, while the weights are generated using factors such as time or user data-
related factors. Other reputation models use a user rating tendency factor or filter 
users by discarding the ratings given by malicious ones. All these methods are useful, 
but they focus on other factors and use a simple aggregation process based on the 
mean method. 
In our research we planned to provide a replacement method for the simple 
mean method that produced more accurate reputations. The proposed methods can be 
modified to include any of the factors mentioned previously. The first reputation 
model we proposed, the NDRU model, is a weighted-mean method where weights 
are produced using the normal distribution. We also employed an uncertainty factor 
to this model, which makes it more accurate when used with sparse datasets. In this 
model we focused on giving higher weights for more frequent rating levels. We 
believe that rating weights should relate to the frequency of rating levels, as the 
frequency of rating levels reflects how users view an item. 
In the second reputation model we proposed the beta distribution to generate 
the weights for the ratings using a similar method to the NDRU model, which we call 
the BetaDR model. In this model we considered other statistical data besides the 
frequency of rating levels used before. We proposed to use the item relative rating 
count (IRRC), which is the ratio between the item ratings count and the average 
ratings count for all items in the dataset. Another statistical data used is the standard 
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deviation of an item’s ratings and its mean. This model produced more accurate 
results when used with a dense dataset. 
In Chapter 5 we proposed a method to combine reputation scores with 
recommender systems in order to enhance the accuracy of the top-n 
recommendations. We also proposed to generate personalised reputation scores for 
each user to purify reputation scores and make them useful in recommender systems. 
We used user ratings to infer a user’s preferences after clustering the items; if a user 
successfully rated at least one item from a specific cluster positively, then this 
indicated that they are interested in other items belonging to this cluster. Using this 
method we kept the global community opinion about an item and at the same time 
we ensured that the items produced in the reputation-generated list are in the scope of 
interest for the user. 
We proposed to provide a solution for merging ranked lists through a modified 
existing voting system, weighted Borda count (WBC). The proposed method is 
considered a linear merging method. This method ensures that the top-n 
recommended items are high quality, because of the consideration of item reputation 
scores, which are expected to increase user satisfaction. Generating the weights in 
the WBC method is dynamic. In other words, the weights that represent each list, the 
recommender and reputation lists are not fixed for all users. Instead, we employed 
the user coherence feature to determine the optimal weights. In more detail, if the 
user-given ratings are coherent within each category, we expect that the 
recommendations generated using the recommender systems are accurate. In this 
case, we gave a higher weight for the recommender system-generated list and vice 
versa. 
 To evaluate our proposed reputation models, we produced several 
experiments, and we compared our models with several state-of-the-art baseline 
methods over different datasets. The experiments included rating predictions 
accuracy, item ranking list similarity, item ranking accuracy, and reputation-aware 
recommendation accuracy. The four experiments were repeated using dense and 
sparse datasets. We noticed that, using sparse datasets, the proposed NDRU model 
produced, in general, the best performance. Conversely, the proposed BetaDR model 
was the best performer using dense datasets. We concluded that the uncertainty 
factor has a large influence on accuracy when the dataset is sparse. Besides, 
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employing the relative rating count along with ratings standard deviation to provide 
different weights for ratings will enhance the accuracy of reputation scores, when the 
dataset is dense. 
We evaluated the proposed reputation-aware recommender system using a 
top-n recommendation accuracy experiment over sparse and dense datasets. We 
compared the accuracy results with state-of-the-art reputation-aware recommender 
systems. In this evaluation we tested the proposed merging method against the 
existing ones. Therefore we used the same reputation model for the proposed and the 
baseline merging methods. The same strategy was applied for the recommender 
system used in the experiment. We tested the merging methods over two different 
recommender systems, the traditional user-based CF and the more recent reliability-
aware recommender system. The results we obtained are very interesting. We noticed 
that combining reputation models with recommenders has the potential to enhance 
the recommendation accuracy.  
Moreover, using a personalised version of the original reputation list has a 
large positive effect on recommendation accuracy. The reason behind this is because 
the reputation reflects the global opinions and is not personalised, which implies that 
the reputation-generated list of items contains items outside the scope of user 
interest. Filtering these items from the reputation-generated list of items improves the 
accuracy of the reputation-aware recommender system. On the other hand, using user 
coherence over different item categories as an indicator of the weights to be assigned 
for reputation-generated and recommender-generated lists has a positive impact on 
enhancing the accuracy of the recommendations. 
In general, from the conducted experiments, we can say that the proposed 
NDRU model is perfect to be used with sparse datasets. Especially when the average 
number of ratings per item is low and the number of items are very large. Moreover, 
this model suits datasets that are not expected to become denser by time, in other 
words, it does not attract many ratings and the number of items increases 
continuously. 
On the other hand, the BetaDR model is best to be used with dense datasets 
where item popularity is important to be emphasized. The BetaDR provides a 
convenient method to automatically adjust item reputations based on their popularity. 
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Unlike the IMDB top-250 list equation, the BetaDR does not requires setting any 
constant values manually.  
8.2 FUTURE WORK 
In the future we plan to publish a detailed survey to cover the weakness and 
strength of the available reputation systems and to give more attention to the online 
reputation systems. We also plan to study the implications of the proposed models on 
industry. 
There are several potential future directions for the topic of reputation systems 
and also the reputation-aware recommender systems. In this section we provide some 
insight about these directions.  
8.2.1 Reputation Systems Future Work 
Most of the available reputation models depend on numeric data available in 
different domains, such as ratings in e-commerce, the number of likes, shares, and 
followers in social media, citation counts in digital libraries, or other data. On the 
other hand, most websites allow customers to add textual reviews to provide detailed 
opinion about the product (Tian, Xu, Li, Abdel-Hafez, & Josang, 2014a, 2014b). 
These reviews are available for customers to read, and users’ now depend 
increasingly on reviews rather than ratings. Reputation models could use sentiment 
analysis methods to extract users’ opinions and use this data in the reputation system. 
This information may include customers’ opinions about different features (Abdel-
Hafez & Xu, 2013a; Abdel-Hafez, Xu, & Tjondronegoro, 2012).  
8.2.2 Reputation-Aware Recommender Systems Future Work:  
Using items’ features reputation in a recommender system is one possible 
future direction. The existing reputation models produce products’ reputations but do 
not provide any summaries or details about how good or bad the products’ features 
are. This information is important to customers as they have different feature 
preferences (Abdel-Hafez & Xu, 2013a; Abdel-Hafez et al., 2012). Including feature 
preferences and feature reputation could enhance the accuracy of reputation-aware 
recommendations.  
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