In this paper, two new families of eighth-order iterative methods for solving nonlinear equations are presented. These methods are developed by combining a class of optimal two-point methods and a modified Newton's method in the third step. Per iteration the presented methods require three evaluations of the function and one evaluation of its first derivative and therefore have the efficiency index of 1.682. Kung and Traub conjectured that a multipoint iteration without memory based on n evaluations could achieve optimal convergence order 2 n−1 . Thus the new families of eighth-order methods agrees with the conjecture of Kung-Traub for the case n = 4. Numerical comparisons are made with several other existing methods to show the performance of the presented methods.
INTRODUCTION
One of the most important and challenging problems in scientific and engineering applications is to find the solutions of nonlinear equations. The boundary value problems appearing in Kinetic theory of gases, elasticity and other areas are reduced to solving these equations. Many optimization problems also lead to such equations. In this paper, we consider iterative methods to find a simple root α, i.e., f (α) = 0 and f (α) = 0, of a nonlinear equation f (x) = 0.
Newton's method is the well-known iterative method for finding α by using
that converges quadratically in some neighborhood of α [1] .
To improve the local order of convergence, many modified methods have been proposed in open literatures, see [1, 2, 3, 4, 5, 6] and references therein. Chun [2] developed two one-parameter fourth-order methods, which are given by: (2) CM1: , where S β (x n , y n ) = f (x n ) − βf (y n ) and β ∈ R is a constant. We note that the methods defined by (2) and (3) reduce to the Traub-Ostrowski method [6] when β = 0. Kung and Traub [7] constructed two families of iterative methods without memory based on n evaluations of function or its derivatives could achieve optimal convergence order 2 n−1 . Moreover, they proved that Newton's method (1) and Steffensen's method [9] achieve optimal convergence order two based on two evaluations. We present these families, called here KT for brevity, in the form given in [7, 8, 19] . KT (1) : For any n, we define the iteration function p j (f )(j = 0, . . . , n) as follows: p j (f )(x) = x and for n > 0,
. . .
for j = 1, . . . , n−1, where γ is a nonzero constant, R j (y) is the inverse interpolatory polynomial of degree at most j such that
The iterative method is defined by x k+1 = p n (x k ) starting with an initial guess x 0 . Let us note that the family KT (1) requires no evaluation of derivatives of f. KT(2): For any n, we define the iteration function q j (f )(j = 0, . . . , n) as follows:
, . . .
for j = 2, . . . , n − 1, where S j (y) is the inverse interpolatory polynomial of degree at most j such that
The iterative method is defined by x k+1 = q n (x k ), starting with an initial guess x 0 . For a fixed n, the methods KT(1) and KT(2) can be easily constructed using a recursive procedure on a computer (see [7] ). Here we have taken n = 4 to obtain the methods of the eighth order. In this paper, based on a class of optimal two-point methods, we construct two new families of eighth-order iterative methods free from second derivative. The important characteristic of the new methods is that per iteration they require three evaluations of the function and one of its first derivative. Thus the efficiency, in term of function evaluations, of the new methods is better than that of the classical optimal two-point methods. Finally, some numerical examples are provided to show the performance of the methods presented in this contribution.
DERIVATION OF METHODS AND CONVERGENCE ANALYSIS
Consider the following iteration scheme
This method is simple and its rate of convergence is four, which is a consequence of the fact that Newton's method is of the second order and the following generalization of Traub's theorem [6] :
. . , ϕ s (x) be iterative functions with the orders r 1 , r 2 , . . . , r s , respectively. Then the composition of iterative functions
defines the iterative method of the order r 1 r 2 . . . r s .
Assume that a real function G(t) and its derivatives G (t) and G (t) are continuous in the neighborhood of 0. A rather wide class of optimal two-point methods can be obtained starting from the two-step iterative scheme (6) and substituting the derivative f (y n ) by its approximation
, where
. Therefore, the two-step scheme (6) becomes
.
The function G(t) in (7) has to be determined so that the two-point method (7) attains the optimal order four using only three function evaluations f (x n ), f (x n ) and f (y n ), which is the subject of the following theorem (see [19] ).
Theorem 2. Let α ∈ I be a simple root of real single-valued function f : I → R possessing a certain number of continuous derivatives in the neighborhood of α ∈ I, where I is an open interval. Let G(t) be a function satisfying G(0) = 1, G (0) = 2 and |G (0)| < ∞. If x 0 is sufficiently close to α, then the order of convergence of the family of two-step methods (7) is four and it satisfies the error equation
where e n = x n − α and c k =
Proof. Presented in [19] .
First, we consider the following iteration scheme
,
and G(t), H(t) and M (t) represent three realvalued functions. It is quite obvious that formula (8) requires five evaluations per iteration. However, we can reduce the number of evaluations to four by using some suitable approximation of the derivative f (z n ). We obtain this approximation by considering the approximation of f (x) by a rational linear function of the form
where the parameters A, B and C are determined by the condition that f and Y coincide at x n , y n and z n . That means Y (x) satisfies the conditions
After some simple calculations we obtain
and
Differentiation of (9) gives
We can now approximate the derivative f (x) with the derivative Y (x) of rational function (9) and obtain (14) f
Substituting the values of A, B and C into (9) and then using (13), we get after simplifications
. Then the iteration scheme (8) in its final form is given by
and G(t), H(t) and M (t) represent three real-valued functions. We can state the following convergence theorem for the family of methods (16) . Theorem 3. Let α ∈ I be a simple zero of sufficiently differentiable function f : I −→ R for an open interval I, G(t), H(t) and M (t) any real-valued functions with
is sufficiently close to α, then the method defined by (16) has eighth-order convergence and it satisfies the error equation
where
, and e n = x n − α and c k =
Proof. Let α be a simple zero of f. Using Taylor expansion and taking into account f (α) = 0, we have
. By a simple calculation, we get
and hence, we have
whereẽ n = y n − α. By expanding f (y n ) about α, we have
So, from (18) and (22), we can get Using the Taylor expansion, we have From (19) , (22) and (24), we obtain Using the above results, we obtain Using the Taylor expansion, we can get 
Before we list other K i , i = 3, 4, . . . , 8, we choose H(0) = 0 and G(0) = 1, so we have K 2 = 0 and
Let M (0) = 1 and G (0) = 1, then K 3 = K 4 = 0 and
Putting H (0) = 0 into (39), we obtain K 5 = 0 and Substituting H (0) = 0 into (40), we obtain K 6 = 0 and (41), we obtain the error equation
This completes the proof. Now we consider the following iteration scheme
and G(t) and T (t) represent two real-valued functions. It can be noted that formula (43) requires at least five functional evaluations per iteration, so it is not in the form giving rise to an iteration of optimal order. We now develop a new approximation of the derivative f (z n ) so that the resulting modification of (43) may require four functional evaluations per step, and so it will be of optimal order. By Taylor expansion, we have
and, further,
On the other hand, from the linear interpolation between the points (x n , f (x n )) and (y n , f (y n )), which is given by
we obtain the following approximation
This then yields
By substituting (48) into (45), we get the approximation
. Using our approximation (49) in (43), we obtain the following new iteration scheme
and G(t) and T (t) are two real-valued functions.
We can state the following convergence theorem for the family of methods (50). . If x 0 is sufficiently close to α, then the method defined by (50) has eighth-order convergence and it satisfies the error equation
and e n = x n − α and c k =
Proof. Let α be a simple zero of f. From (32) and using the Taylor expansion, we get
Furthermore, from (19) , (21), (26), (27) and (28) we have
Now, from (50), (53) and (54), we can obtain
Before we list other K i , i = 3, 4, . . . , 8, we choose T (0) = 1 and G(0) = 1, so we have K 2 = K 3 = K 4 = 0 and
Putting G (0) = 2 into (57), we obtain K 5 = K 6 = 0 and
So that if T (0) = 3 2 , G (0) = 10, and |G (0)| < ∞, then from (55)- (58), we obtain the error equation
This completes the proof.
Remark 1. Chun's two-point methods CM1 (2) and CM2 (3) are special cases of the more general family of two-point methods (7) . Particular cases
give CM1 (2) and CM2 (3), respectively. 
. . If x 0 is sufficiently close to α, then the method defined by (50) has eighth-order convergence for β = − 1 2
and it satisfies the error equation
n ), (64) where
Similar to weight function G(t) = 1 1 − 2t + 2βt 2 , we can get the above results for weight function G(t) =
Remark 3. Table 1 shows some particular functions H(t) and M (t) that satisfy Theorem 3. Table 2 shows some particular functions T (t) that satisfy Theorem 4. Table 3 shows some particular functions G(t) (with a = 8 for Theorem 3 and with a = 10 for Theorem 4). Table 3 . Typical forms of G(t) (a = 8 for Theorem 3 and a = 10 for Theorem 4)
CONCLUSIONS
In this paper, we suggest and analyze two new families of eighth-order iterative methods for solving nonlinear equations. Per iteration each class member requires three function and one first derivative evaluations. We observed from numerical examples that the proposed methods have at least equal performance as compared with the other methods in Table 4 . Our approach can be continuously applied to develop higher order iterative methods.
