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MULTI-CRITERIA DECISION MATRIX METHOD IN THE RISK ANALYSIS OF
BIODIESEL PRODUCTION PROCESSES
Kaylee Alles, M.S.
University of Nebraska, 2022
Advisor: Yaşar Demirel
Renewable fuel technologies aim to mitigate the non-renewability of fossil fuels,
challenges with increased energy demand, and the climate impact of fossil fuel emissions.
However, before investment in renewable technologies, there need to be decision
strategies that assess and identify the best alternatives according to stakeholder priorities.
There is also a concern about whether the technologies that are the “most sustainable”
effectively meet the acceptable risk requirements of stakeholders. In response to this
question, a risk-adapted multi-criteria decision model was developed and compared to a
sustainability study that evaluated five renewable diesel technologies, including Green
Diesel I, II, and III; Fischer-Tropsch biodiesel, and the transesterification of biodiesel
from vegetable oils. This thesis work provides essential stakeholder perspectives on the
risk of these same five technologies and limits the use of probabilistic quantification
approaches. Instead, this study uses reasonable assumptions to measure the indicator data
objectively. These quantified indicators are considered a cost or benefit and allow
adequate comparison of less mature technologies where historical data may be
unavailable to more mature ones. This model uses the Analytical Hierarchy Process
(AHP) decision strategy with stakeholder survey input to determine criteria and subcriteria weightings, while the Technique for Order of Preference by Similarity to Ideal
Solution (TOPSIS) subsequently ranks the alternative technologies. The criteria evaluated
from a risk perspective include process safety, environmental, economic, technological,
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and social risks. This risk assessment process has ranked technologies producing
alternative fuel types. However, it can also compare and rank bioproduct and process
intensification technologies to fossil-derived products and more traditional production
techniques. Moreover, the central conclusion of this work is that an even more
comprehensive tool is needed that combines risk and sustainability aspects. This
conclusion is due to the sustainability study indicating Fischer-Tropsch diesel as the best
option. At the same time, the present risk research revealed it as the option with the most
significant comparative risk.
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CHAPTER 1 INTRODUCTION
Sustainability as a science is a use-based strategy that seeks to protect people and
the environment through technical knowledge and engineering.1 With that, scientists seek
to improve both the way that products are made and the products themselves. This
sustainable approach is increasingly crucial in chemical plant design and operation as
companies look toward strategies that reduce fossil fuel use. More specifically, a
sustainable focus on transportation fuels is a target research area because the
transportation sector is responsible for 27% of greenhouse gas emissions.2
A common strategy for increasing process sustainability suggests using a circularbioeconomy approach which means creating value-added products from waste materials
and lower-cost feedstocks. However, some problems with working towards more
sustainable technologies include developing the proper guidelines and policies to drive
advancement further. In order to progress Chemical Process Industries in this area,
Collins et al. (2020)3 identified the key actions needed to develop a sustainable policy.
Those actions are: i. reducing and minimizing the chemical release to the environment, ii.
stop the use of chemicals that bioaccumulate, iii. only use recyclable chemicals, iv. create
more products using green chemistry v. monitor chemicals and wildlife to ensure policy
effectiveness, and lastly vi. disincentivize pollution and hold serial polluters liable. These
key actions propose a "do no harm" approach that emphasizes sustainability and has
connections rooted in risk aspects that need to be acknowledged.
Because this proposed policy framework has requirements spanning many
complex business areas, multi-criteria analysis is a practical approach to assess tradeoffs
and rank alternative technologies according to sustainability and risk considerations.
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While sustainability discusses protecting people and the environment through green
design, risk identifies and measures the shortcomings of alternative technologies that may
lead to unforeseen consequences.
More comprehensive decision tools help industry leaders better understand where
various technologies rank in terms of an ultimate objective and invest in the process that
most effectively fulfills their target needs. However, a common issue in decision-making
is that the chosen metrics are often abstract and unclear. In working towards a simplified
but more comprehensive approach, Madden et al. (2021)4 created a sustainability
measurement tool that enabled survey participants to prioritize criteria relevant to five
different renewable fuel types through clearly defined metrics. Criteria included
environmental, economic, fuel quality, and technical aspects with relevant sub-criteria to
determine a comparative sustainability measure effectively ranking the alternative
processes.
The tool proposed for use by Madden et al. (2021)4 used an integrated weighting
strategy that included both the objective Entropy Method (EM) and the subjective
Analytical Hierarchy Process (AHP) method. The EM calculates the entropy of criteria
using the raw indicator data to determine a measure of known information about the
process.5 A smaller entropy value means that the range of indicator values is large and
there is more available information about the process, resulting in a more significant
criteria weighting. In contrast, a larger entropy value means a small range in the indicator
values, leading to less weighting. In contrast, the AHP method calculates weights using
stakeholder preference survey data and depends on survey respondents' experience and
interest in the topic.6 The idea behind using both strategies in an integrated approach was
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to achieve a more comprehensive analysis. Once the weightings were determined, the
technique for order of preference by similarity to ideal solution (TOPSIS) ranked
alternative options.
The five evaluated technologies were Green Diesel from first, second, and thirdgeneration feedstocks, Fischer-Tropsch biodiesel, and the transesterification of vegetable
oils to create biodiesel. The model identified Fischer-Tropsch biodiesel as the most
sustainable among alternative options in the study. However, the risk of each process was
not addressed and could arguably be a shortcoming of the work. This missing perspective
was the motivation for the proposal of a study that evaluated stakeholders' opinions on
risk evaluating the same technologies.
The Oxford dictionary defines risk as a situation involving exposure to danger.
More generally, this "danger" is not always physical. It can also apply to risks with
outcomes that threaten financial feasibility, the environment, technological viability longterm, and a company's reputation in social responsibility. This expanded definition of
danger implies that risk assessment would benefit from a multi-criteria approach similar
to the one used by Madden et al. (2021).4 Research in adapting this tool and other
published methodologies to risk assessment contributes to fulfilling the primary
responsibilities of researchers in the risk assessment field.7 These responsibilities include
using available information to identify and manage risk and creating measurement tools
with a broader range of applications.
The newly developed risk analysis uses a similar multi-criteria strategy to
Madden et al. (2021).4 However, it uses the AHP method only, followed by TOPSIS for
ranking alternatives. The relevant criteria for the analysis were environmental, economic,
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technological, social, and process safety risks. Like the previous study, the sub-criteria
followed a capacity-free, objectively measurable indicator strategy and limited
probabilistic approaches like the Decision-Matrix Risk Assessment (DMRA) and
simulated Monte Carlo analysis.8 Moreover, each objectively measurable indicator was
designated as either a cost or benefit in the sub-criteria determined relevant by the
TOPSIS ranking methodology and indicative of a high-quality risk assessment.9 This
distinction means that in those indicators designated a cost, the processes with fewer
"steps," "parts," lower operating conditions, or a lower ranking on a scale had a greater
risk. Alternatively, benefits with a higher score presented less risk.
This new risk analysis study can effectively be compared to the sustainability
study to determine if those alternatives which rank higher in that work also indicate a
lower risk level. Pending result alignment with the sustainability study, this risk analysis
strategy can compare and rank bioproduct technologies to each other and traditional
fossil-derived products, as well as compare process improvement strategies such as
Process Intensification to more traditional technologies.
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CHAPTER 2 SUSTAINABILITY ANALYSIS- GENERAL
MODEL
2.1 Literature review
2.1.1 Renewable fuels
Primary energy sources are classified as non-renewable resources, renewable
resources, and waste materials, while secondary energy sources convert these primary
sources into electricity or fuels.10 Nonrenewable fuel sources include coal, natural gas,
nuclear, and petroleum. Alternatively, renewable sources include bioenergy, wind, solar,
and hydro. Waste can be in the form of lignocellulosic biomass or waste cooking oils.11,12
The motivation for converting waste materials is to improve process circularity, reduce
the incidence of energy crops grown only for fuels, and improve process feasibility for
renewable fuels to compete with traditional fossil-derived products.13,14 Moreover, it has
been discussed that fossil fuel abundance is the greatest threat to meeting climate change
targets.15 With renewable technologies struggling to compete with fossil fuels,
researchers must seek the best alternative processing options using a comprehensive
measurement tool.
The Renewable Fuel Standard existed under the Energy Policy Act of 2005,
which was an amendment to the Clean Air Act in collaboration between the
Environmental Protection Agency (EPA) and the United States Department of
Agriculture (USDA). The Renewable Fuel Standard requires that a specific volume of
renewable fuels replace petroleum-based fuels, including renewable products for
transportation fuels, such as diesel and gasoline, heating oils, and jet fuels. Moreover, this
policy recognizes four categories of renewable fuels: biomass-based diesel, cellulosic
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biofuels, advanced biofuels like algae, and total renewable fuel. The fuel types of ethanol,
biodiesel, and green diesel are currently acceptable according to most jurisdictions'
regulations but are still unable to compete with fossil fuels alone.12 This lack of
competitive advantage in biofuels is why continued research is necessary, and new
comparative decision analysis tools are needed to identify the best technology
options.16,17 Ultimately, this Renewable Fuel Standard policy has left the congressional
renewable target value at 36 billion gallons by 2022 with expected increasing target goals
making a study identifying the best technology in terms of risk highly valuable.
Additionally, for new processing technologies to qualify as renewable, they must
achieve a reduction in the greenhouse gas level compared to the 2005 emissions baseline.
If a technology does not achieve this reduction, it will go unutilized. The thresholds are
listed as follows from the EPA Renewable Fuel Standard:18
1.

Any biomass-based diesel fuels are required to decrease emissions by 50%

over the lifecycle
2.

Cellulosic fuels are required to be produced from cellulose, hemicellulose,

or lignin and decrease the lifecycle greenhouse gases by 60%
3.

Any advanced biofuels can be produced using qualifying renewable

biomass, excluding cornstarch, and needs to reduce life cycle emissions by 50%
4.

Conventionally renewable fuels derived from corn starch must reduce

lifecycle emissions by 20%.
Renewable fuels come from different biomass resources and have varying levels
of perceived sustainability. First-generation fuels are assumed to have a lower level of
sustainability due to their competition with the food supply. This truth and the cost of
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primary feedstocks have led to research into these second and third-generation fuels,
including lignocellulosic sources and algae.12,19,20 In 2013, the European council
determined that a maximum of 7% of renewable fuels for any one country could come
from primary feedstocks, with no more than 10% by the year 2020.21
Similar initiatives around the world have led to extensive research in alternative
fuel types. The leading bodies aiding governments and businesses in their sustainability
goals include the Global Bioenergy Partnership, Inter-American Development Bank, and
the Roundtable on Sustainable Biomaterials.22 Concerning biomass-derived fuels,
equation (2.1) represents the biological photosynthesis reaction which is a precursor to
many biomolecules.
CO2 + H2 O + light → CH2 O + O2

(2.1)

Where CH2 O represents simple carbohydrates to be converted into lignocellulose
and starch materials, lipids, proteins, and other biological compounds. Primarily, biofuels
come from sugars and lipid materials, where both molecules can be derived from edible
and inedible parts. The edible sugars include sugar crops (i.e., sugar cane, sugar beets,
and more) and starchy crops (corn and wheat). Lignocellulosic material contains the
remaining inedible sugar portions after all human and animal needs are met, with an
example being the corn stover in corn production. Lipid feedstocks come primarily from
plant oils and algae resources.22 Primary feedstock edible oils are the main lipid feedstock
in biofuel processing as inedible oils often have high processing costs due to a higher
amount of free-fatty acids (FFA), leading to the need for improved processing
strategies.23
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As mentioned, governments increasingly require waste materials (secondary
feedstocks) for fuel production to improve the use of the water-energy-land nexus in the
bioeconomy. This change is due to both primary feedstocks competing with food sources
and increased land-use change for energy crops affecting biodiversity.24 The composition
of these secondary sources is around 40 and 53 percent of carbon, 5 and 6 percent of
hydrogen, and a varying percentage of ash ranging from a low of 0.25 percent to almost
12 percent.25 Remaining elements include oxygen, nitrogen, and sulfur.
Additionally, lignin sources used in a biorefinery option, in particular, have
gained increasing popularity as an approach to reaching the goal of replacing 30% of
fossil fuels and fossil-derived products with renewable options by the year 2030.
Currently, paper and pulp industries produce around 40 and 50 million tons per year,
while renewable fuels require 225 million tons of lignocellulosic sources to achieve these
targets. Historically, only about 2% of lignin sources were recycled into reusable
products.26 However, knowing that lignin is the second most abundant renewable
resource presents an opportunity for various renewable products.
Research in lignin extraction and processing methods has increased interest in
biorefinery options since the exact composition of lignin sources may vary and contain
high amounts of other co-products.27,28 Moreover, the biorefinery approach explicitly
suggests the extraction of high-value phenols and aldehydes prior to hydrodeoxygenation
to lessen petroleum-derived phenols and improve overall economic feasibility. While this
biorefinery approach is favored, the current primary focus of the sustainability and risk
studies is on the production and purification of a single diesel fuel type for each
technology. However, with nearly half of lignocellulosic projects failing by 2015, another
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alternative, algal resources, has also become a useful comparative technology available
for research and development.29
Third-generation algal feedstocks are still a high-cost production alternative.
However, research has worked to identify optimized high-lipid strains consistent with
geographical ecological conditions and feasibility. Additionally, a primary target for
improvement in algal fuels is the simultaneous wastewater treatment and subsequent
upgrading of algal biomass to usable liquid fuels.29 As mentioned, this study currently
only looks at the fuel processing option.
In the current sustainability and risk analyses, the processing of food crops into
oils such as soybean, palm, and rapeseed represents first-generation feedstocks.30 Waste
corn stover represents second-generation feedstocks.31 Lastly, cultivated algae
specifically for renewable fuel production represents third-generation feedstocks.29
Sugar product conversion to fuels primarily uses the biochemical processes of
fermentation and hydrolysis. In contrast, lipids undergo chemical esterification and
transesterification. Benefits to biochemical processes include operation at lower
temperatures and pressures, lower energy consumption, and fewer required chemicals and
materials. However, often these approaches result in lower product yields than
thermochemical processes— tradeoffs that can all be assessed appropriately using multicriteria analysis.22
Table 2.1 presents an adaptation of a figure from Madden et al. (2021)4 that
outlines the feedstocks and associated processing technologies.
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Table 2.1 Feedstock and processing options
Feedstock

Processing Mechanism

Fuel Type

Vegetable Oils

Transesterification

Biodiesel

Catalytic Hydrotreatment

Green Diesel I

Pyrolysis

Green Diesel II

Biomass-to-liquid

Fischer-Tropsch Diesel

Hydrothermal liquefaction

Green Diesel III

Lignocellulosic Biomass

Algae

Thermochemical hydrotreatment of oils results in Green Diesel fuels, for which
distinctions are in the following block flow diagrams (BFDs) for different feedstock
generations.

Figure 2.1 Block flow diagram for Green Diesel I from vegetable oils.22
Green diesel I is a product of the catalytic hydrotreatment of free fatty acids
(FFAs).32 Hydrogenation first takes place in a trickle-bed reactor. Immediately after
hydrogenation, the free-fatty acids are converted into n- alkanes using the three parallel
reactions of decarboxylation, decarbonylation, and hydrodeoxygenation and generate
carbon dioxide, carbon monoxide, and water.33 The carbon monoxide and water
byproducts are converted into hydrogen and carbon dioxide using the water-gas shift
reaction. The intermediate product yields long-chain paraffins (designated C15-C20) at
95%, but the product's cold flow properties are poor and require a hydroisomerization
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step with an acid-cracking catalyst.30 Isomerization does have an accompanying
hydrocracking reaction of the molecules leading to a lower yield of which monobranched paraffins are less susceptible than multi-branched.34

Figure 2.2 Block flow diagram for Green Diesel II from corn stover.
Green Diesel II (GDII) is derived from second-generation lignocellulosic biomass
feedstock and starts with a chopping and grinding step. The importance of this step is that
it lowers the required heat for the pyrolysis reaction. Additionally, chemical pretreatment
to further process biomass may or may not be included to enhance yield. When
pretreatment is complete, the excess moisture in biomass is known to consume excess
process heat, leading to decreased efficiency, and is dried to less than 7% water content.35
In the pyrolysis step, the thermochemical reaction converts the biomass into bio-oil at a
temperature of 500°C and standard pressure.12 Pyrolysis products include bio-oil, noncondensable gases, and a solid residue to be separated by a cyclone process. The
available non-condensable gases can be reused for process heat in the drying step, and
bio-oil follows the similar hydrotreatment and upgrading steps as Green Diesel I.36
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Figure 2.3 Block flow diagram Green Diesel III from algae.
Green Diesel III (GDIII) uses the Hydrothermal Liquefaction (HTL) technique to
process third-generation algae into bio-oil for upgrading into usable fuel. Algae is
cultivated in open ponds or photobioreactors with appropriate nutrients to meet optimal
growth targets.29 When algae are fully cultivated, they are harvested and dewatered using
an electro-flocculation process to improve the biomass concentration to 200gL-1, which is
the required concentration to perform the HTL process. HTL takes place in the
temperature range of 200-400°C and 6-15 MPa to be converted into biocrude, where
accompanying byproducts are gas, aqueous, and char/coke fractions.37 The bio-crude
encounters similar product upgrading steps as GDI and GDII, including hydro
isomerization and distillation.20,38 Proposal of algal fuels seeks to replace terrestrial
biofuels due to their lack of competition with the food supply and ability to fix CO2 10-50
times more efficiently than traditional crops. While algae can maintain higher fuel yields
per dry ton ($755 to $2900 in 2016), it remains a high-cost processing option making it
an essential candidate for comparative risk analysis.22
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Figure 2.4 Block flow diagram Fischer-Tropsch diesel from corn stover.
Fischer-Tropsch diesel (FT-Diesel) is an advanced biofuel process that converts
biomass into usable liquid fuel. The first step requires that any second-generation
biomass material be gasified using air, water vapor, or oxygen.39 Discussions of
gasification identify it as one of the most promising biomass processing options due to its
removal of nitrogen and sulfur compounds, improved net efficiency, and ability to easily
combine with oxygen for combustion if left in the gas phase.40 However, for conversion
from gas to liquid fuels, the Fischer-Tropsch reaction is utilized. The gasified product is
known as syngas and contains a mixture of hydrogen (H2) and carbon monoxide (CO) at
different ratios. These ratios can be fine-tuned in the cleaning process, which removes all
toxins known to cause the defluidization of the reactor.19 A comprehensive list of those
remaining toxins includes the previously mentioned sulfur and nitrogen compounds, as
well as halogen acids, tars, and corrosive alkali metals. The final Fischer-Tropsch
synthesis reaction is an exothermic process that requires 1 mole of carbon monoxide to
react with 2 moles of hydrogen and generate paraffinic hydrocarbons. The two

14
temperature modes of the FT process are a low-temperature mode with a cobalt catalyst
and a high-temperature mode with an iron catalyst.19 Product upgrading is comprised of
hydrotreating, hydrocracking, and distillation processes.41

Figure 2.5 Block flow diagram for transesterification of biodiesel from vegetable oils.
The final process under consideration is the transesterification of first-generation
vegetable oil feedstocks to generate biodiesel. This process converts fatty acids into fuel
using methanol and a strong base or acid catalyst. This reaction requires that 10 kg of
vegetable oil react with 1 kg of methanol to form 10 kg of fatty acid methyl esters
(FAME) with 1 kg of glycerol byproduct.42,43
The initial decision studies for sustainability and risk were performed on these
five renewable diesel technologies. However, the ultimate goal is to expand this work to
all new technological processing options, including bioproducts and bioplastics. These
decision tools need to be versatile because single-use plastics have continued to be a
pollution problem, with more renewable options undergoing research.44
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2.1.2 Current trends in sustainability decision analysis
Publications combining decision science and sustainability use a variety of
models, frameworks, and criteria to assess technologies and policy decisions. A review
by Martin (2015)45 indicated the heavy subjective nature of sustainability decisionmaking driven by personal values in certain techniques. This subjectivity primarily
depends on the problem formulation, the available and selected data, and the
interpretation of the results by the user— where tradeoffs can be readily acknowledged
and discussed. Moreover, decision science has broad applications, including industrial
and academic research, business, and social aspects. However, more recently,
sustainability frameworks have been used as a new standard to make decisions regarding
renewable technology selection as governments work towards more environmentally
conscious policy development and companies try to enact these policies in their daily
operations.
Decision analysis can use many different models and strategies, but all studies
start by developing a scope and determining relevant criteria. In decision studies
involving sustainability, it is common that the compared technologies are of more
environmentally guided design. However, some works have conducted sustainability
analysis on fossil fuels and their relative success in a circular economy framework.46,47
An example of a case study with a more environmentally conscious design is the best
alternative concerning hybrid desalinization units. This study offers insight into how
multi-criteria analyses can identify an optimal alternative based on both an objective
measurement and decision strategy.
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Multiple sizes and energy management strategies were assessed for Hybrid
Photovoltaic-Diesel-Battery-Based Desalination systems. This study by Rezk et al.
(2021) used HOMER Pro® software to perform simulation and optimization for the cost
of energy and net present costs (NPC) on all alternatives. There were three alternative
brackish water reverse osmosis sizes ranging from BWRO-150, BWRO-250, and
BWRO-500, and four energy management strategies for each alternative, effectively
leaving 12 alternative options to be ranked. The weighting method was the CRiteria
Importance Through Intercriteria Correlation (CRITIC), and the Technique for Order of
Preference by Similarity to Ideal Solution (TOPSIS) ranked the alternatives.48 The
CRITIC weighting strategy finds the "best" and "worst" solutions in all sub-criteria and
creates a relative deviation matrix that indicates this method’s objectivity. The final
weighting value for each criterion is derived from the standard deviation and correlation
matrices, where TOPSIS is applied to find the best alternative.
The study indicators tended to be of more technical and economic origin,
including the cost of energy, operating costs, renewable fraction, initial cost, excess
energy, unmet load, environmental impact (amount CO2), and breakeven grid extension
distance.48 All metrics are presented as measurable and objective quantities for each
alternative, making this sustainability study less values-based in both the indicator
measurement and the decision strategy aspect. This objective strategy successfully
determined the optimal strategy to be predictive technologies with a size of RO-250
based on the accompanying data. The optimized alternative is addressed in terms of
sustainability but does not address risk concerns, where a complementary study may be
needed.
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An additional sustainability decision-making study measured the feasibility of
different bioenergy technologies using Egypt as a case study. This study noted that the
country's bioenergy is still in its early development, and the motivation for the work was
to find technologies that would most benefit the population at its current level of
development. This MCDM approach ultimately determined that biogas was a better
energy source focus than fuel crops using the subjective DEMATEL (Decision Making
Trial and Evaluation Laboratory) strategy with expert opinions.49 At the same time, the
authors handled the uncertainty using trapezoidal neutrosophic numbers (TNN).
Trapezoidal numbers are a subset of fuzzy numbers that allows analysts to make
reasonable sense of language-based differences in decision-making.50
This Egypt case study used criteria like that of Madden et al. (2021), including
environmental, technical, and economic aspects but substituting social aspects for fuel
quality, indicating the importance of social impact in selecting a technology when it
comes to sustainability. The final ranking strategy was the Evaluation Based on the
Distance from Average Solution (EDAS). This strategy calculates a distance from
positive and negative ideal cases but does so about the positive and negative averages— a
key difference from the TOPSIS methodology. This case study shows how decisionmatrices studies can find relevant indicators before full-scale plant development
regarding sustainability. However, the study similarly does not adequately address risk
considerations, only sustainability.
A preliminary study on storing renewable wind energy in the form of methanol
production was conducted and indicated that process feasibility was likely.51 Later,
Matzen and Demirel (2016) provided a comparative sustainability study on Methanol and
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Dimethyl ether plants utilizing renewable hydrogen from the turbines and carbon dioxide
from an ethanol fermentation process. This comparison utilized Aspen Plus software to
model alternatives and GREET life cycle analysis software to determine that dimethyl
ether has a more significant environmental impact than methanol. However, both fuels
significantly outperform fossil fuels. The resulting improvement over fossil fuels
indicated an 82-86% reduction in CO2 and reduced fossil fuel use by 82-91%.52 The
emphasis on the environment and feasibility assessment with economics invites
discussion about additional criteria in comparing these processes with a comprehensive
evaluation tool.
There are many different multi-criteria decision methods, and as mentioned, their
use in sustainability analysis has increased over time. As a test of the sensitivity of
different methods, Lee and Chang (2018) conducted a sustainability study comparing
four different MCDM ranking methods for renewable energy focus in Taiwan. Each
method ranked the same criteria and identified the best alternatives after weighting with
Shannon’s Entropy Method.53 The four ranking methods compared were WSM
(weighted-sum method), VIKTOR (visekriterijumsko kompromisno rangiranje), TOPSIS
(technique for order of preference by similarity to ideal solution), and ELECTRE
(elimination et choice translating reality). This study also used four criteria similar to the
other studies: financial (economic), technical, environmental, and social, with
accompanying sub-criteria. Shannon’s Entropy Method identified process efficiency as
the most critical due to the wide range of efficiency capabilities from different methods
of energy generation. Where efficiency is the ratio of output energy to input energy, the
study ranks geothermal as the least efficient at 11.4% and Hydro as the most efficient at
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90%. However, Hydro as a source has decreasing utility moving forward due to the
lessening availability of large-scale reservoirs and negative ecological impacts.53,54
Ultimately, researchers found that Taiwan’s energy policy should focus on mature
technologies with efficient power generation. The complete Entropy Method (EM) can be
found in 2.2.3 Objective methodology: Entropy Method discussing its role in the
sustainability study by Madden et al. (2021).4
Pertaining to Madden et al. (2021) approach, other sustainability studies have
successfully used the Analytical Hierarchy Process (AHP). The AHP method is a wellknown decision tool developed by Thomas Saaty in the 1970s and is still widely used
today.6 It can be used by itself to determine preference for a category or criterion, or with
another numerical method, such as a ranking method, for further utility in comparative
studies. With the caveat that Martin (2015)45 identified sustainability as highly valuesbased, scientists and engineers are reasonably qualified to make rational decisions
concerning available data and climate change concerns. They mention that such an
identification of values-based decision-making can more accurately facilitate discussions
about relevant tradeoffs.
Calabrese et al. (2019)55 used the fuzzy AHP method to determine which
sustainability issues are most relevant to adding value to business and society concerning
the ISO framework. The fuzzy strategy is applied to address uncertainty in decisionmaking and makes experience-based knowledge into a set of logical rules to derive
decisions where impreciseness of language can dramatically affect outcomes.
Chatzimouratidis and Pilavachi (2008)56 used AHP to determine the impact of different
power plant types on the quality of living in the communities that the technology would
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reside. They conducted this study on ten power plant options and performed a sensitivity
analysis with the AHP weightings to see how it affected the outcome. The importance
highlighted in this analysis is that the subjectivity weightings may drastically change the
outcome. However, for technologies that excel in most social aspects (or other relevant
criteria), the weighting changes affected the outcome very little. This result is the primary
justification for a multi-criteria comparative analysis concerning sustainability- that
technologies that excel in most criteria can be identified using a suitable method.
Furthermore, in some analyses, subjectivity leads to better resource allocation
where an objective methodology may miss important details, such as the emphasis that
may be required for mitigating certain types of risk but may be acceptable in
sustainability analysis.

2.2 Methods
As mentioned, there are many models to choose from to derive an answer
regarding technology selection. Some decision analyses take on stakeholders'
perspectives, while others use more objective methodologies reliant on the available data.
However, the approach developed by Madden et al. (2021)4 integrates the objective
Entropy Method (EM) and the subjective Analytical Hierarchy Process to measure
sustainability. The authors evaluated sustainability from four criteria, including
environmental, economic, technical, and fuel quality aspects, leaving a risk discussion
out altogether. This general framework and the initial study provide important context
that justifies how this strategy can ultimately adapt to risk.
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2.2.1 Scope and criteria selection
Performing a decision analysis with a multi-criteria approach starts with
developing a relevant project goal or scope. The paper by Madden et al. (2021)4 aimed to
identify the most sustainable technology among five renewable diesel alternatives using
an integrated weighting approach for criterion importance and a ranking strategy. Table
2.2 indicates the chosen criteria and sub-criteria indicators used to determine
sustainability.
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Table 2.2 Criteria and sub-criteria for sustainability assessment
Criteria

Nomenclature

Sub-criteria

Unit

Nomenclature

Attribute

Environmental

C1*

Climate Change
(CC)

gCO2eq

SC1*

(-)

Terrestrial
Acidification (TA)

gSO2eq

SC2*

(-)

Marine
Eutrophication
(ME)

gNeq

SC3*

(-)

Photochemical
Oxidant Formation
(POF)

gNMVOC

SC4*

(-)

Particulate Matter
Formation (PMF)

gPM10 eq

SC5*

(-)

Water Scarcity
Footprint (WSF)

m3H2Oeq

SC6*

(-)

Unit Production
Cost

$/L

SC7*

(-)

Feedstock Cost

$/L

SC8*

(-)

Fossil Fuel Use

MJ/MJ

SC9*

(-)

Cumulative Energy
Demand

MJ/MJ

SC10*

(-)

Fuel yield

wt/wt
biomass

SC11*

(+)

Flash Point

o

SC12*

(+)

Cetane Number

-

SC13*

(+)

Net Heating Value

MJ/kg

SC14*

(+)

Economic

Technical

Fuel Quality

C2*

C3*

C4*

C

CO2 eq- carbon dioxide equivalent; SO2 eq- sulfur dioxide equivalent; N eq- nitrogen
equivalent; NMVOC- non-methane volatile organic compounds; PM10 eq- particulate
matter 10 μm or less in diameter equivalent; H2O eq- water stress equivalent.
Ci* and SCi* indicate nomenclature relevant to the sustainability study
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Stakeholder interest and topic familiarity were surveyed to add critical context to
decision studies, as there may be a tradeoff between these two characteristics affecting
outcomes.57 An example where this may negatively impact outcomes would be an
individual of the public who is passionate about sustainability issues but may not have the
required scientific or industry knowledge to participate in discussion. Also worth noting
with a “public stakeholder” is the drastic differences in level and knowledge types among
different groups. Because of these considerations, the survey population for this first
study included engineers and researchers who were surveyed first based on their concern
for greenhouse gases on the planet and their perceived relative importance of the criteria
and sub-criteria in Table 2.2. The questioning strategy for the first part was presented as:
"Are you concerned about Greenhouse Gas Emissions and their impact on the
environment?" Multiple choice options ranged from "not at all" to "extremely."
2.2.1.1 Environmental criteria
The environmental sub-criteria were determined using GREET (Greenhouse
Gases, Regulated Emissions, and Energy Use in Technologies)58 developed by Argonne
National Laboratory. Using this tool, researchers generated the emissions values to
produce the 1MJ equivalent of fuel for each processing technology. Researchers then
used SimaPro59 Life Cycle Analysis (LCA) software to convert the values into impact
categories based on the emissions' main environmental effect. This step was evaluated
using the ReCiPe midpoint method.60 All of the sub-criteria midpoint distinctions
available for analysis using this method were climate change (CO2), terrestrial
acidification (SO2), marine eutrophication (N), photo-oxidant formation (NMVOC), and
particulate matter formation provided (PM10).
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Water scarcity footprint (WSF) relied on a different approach to determine the
characterization factors. First, for each plant type, the amount of water used was provided
by the GREET model and then put into the impact category using the AWARE-US public
model.61 This water scarcity footprint (WSF) is becoming recognized as a tool to
determine how new chemical processes affect water resources or contribute to water
scarcity. WULCA (Water Use in Life Cycle Assessment) working group developed an
AWARE-Global midpoint model that indicated the water left over when all human use
and ecosystem needs were accounted for. Specifically, in the study by Madden et al.
(2021), a subset of AWARE-Global deemed AWARE-US that was specifically used to
identify the WSF impact factor at the county level around the United States.
The USDA National Agriculture Statistics Service (NASS)62 CropScape software
helped determine the regions with relevant crop frequencies and the counties where water
would be sourced. Knowing this information was necessary because the required biomass
for a renewable fuel type is often located near where the crop is grown to limit
transportation costs. This led to using another software showing the locations around the
United States where crops are consistently grown. This USDA software was only
relevant to first- and second-generation feedstocks. It was assumed that first-generation
products came from soybeans and second-generation products from corn stover. Using
this information, authors determined final impact numerical values based on county
locations and available water consumption data. The WSF for each county was provided
in a yearly data table, so the yearly values were averaged for each alternative. The
following equation 2.2 describes how WSF was calculated.
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𝑊𝑆𝐹𝑖𝑗 = 𝑊𝐶𝑖𝑗 × 𝐶𝐹𝑖 , 𝑖 = 𝑐𝑜𝑢𝑛𝑡𝑦, 𝑗 = 𝑠𝑖𝑡𝑒

(2.2)

Where 𝑊𝐶𝑖𝑗 is the water consumption in county 𝑖 at site 𝑗 (the processing
technology type) and 𝐶𝐹𝑖 is the averaged characterization factor at county 𝑖.
Concerning algal fuels, Xu et al. (2019)63 found that when regions were greatly
stressed, the algae biomass required for Green Diesel III suffered. Severely stressed algae
regions had a Water Scarcity Footprint characterization factor of 100, whereas nonstressed regions were 𝐶𝐹 < 0.1 The importance of water scarcity footprint analysis was
that it also revealed the optimal open ponds where algae could be cultivated and reach
maximum biomass yield and any areas with a 𝐶𝐹 > 20 were excluded.
2.2.1.2 Economic criteria
The economic criteria for the sustainability analysis were unit production cost
(UPC) and feedstock cost (FC). The feasibility of renewable fuels relies heavily on the
product cost, the product yield, and the processing capacity, making these cost indicators
highly relevant in determining the ability to profit and determine sustainability.
2.2.1.3 Technical criteria
The technical criteria were critical in determining the efficiency of the
technology. Indicators in this category included fossil fuel use (FFU), cumulative energy
demand (CED), and fuel yield (FY). Both FFU and CED were derived from the GREET
model, where fossil fuel use accounted for all non-renewable resources needed to
manufacture the product, whereas cumulative energy demand quantifies energy of all
renewable and non-renewable sources combined to manufacture 1MJ of product. The fuel
mass yield determines the conversion efficiency of the technology (wt fuel/wt of feed).

26
2.2.1.4 Fuel quality criteria
The final criterion in the study by Madden et al. (2021) is the fuel quality criterion
which evaluates how well the fuel performs in an engine. The sub-criteria measurements
are cetane number, flash point, and heating value. The cetane number measures ignition
quality, where a higher value indicates better fuel performance. Moreover, a higher flash
point indicates a safer fuel product due to more heat required to ignite. Lastly, the heating
value measures the amount of heat released in the combustion phase— which indicates
the fuel economy.
2.2.2 Subjective methodology: Analytical Hierarchy Process (AHP) method
The analytical hierarchy process contains four levels of organization described in
Figure 2.6. This weighting strategy uses pairwise comparisons to determine the weights
of the four criteria in the sustainability analysis and the five criteria in the risk analysis,
along with accompanying sub-criteria indicators.

Figure 2.6 Analytical Hierarchy Process.
The first level describes the objective and scope of the study. The published study
by Madden et al. (2021)4 sought to identify the most sustainable renewable fuel option,
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while this study seeks to identify the best renewable technology based on risk. The
second level is more general in both studies, and the third contains the sub-criteria
synonymous with the process indicators. The final contains alternative renewable fuel
options.
The analytical hierarchy process works via a pairwise decision matrix that
stakeholders use to determine criteria and sub-criteria importance—the matrix form of
those pairwise decisions found in Equation 2.3.

𝐴=

𝐶1

𝐶1

𝐶1
𝐶2

𝐶2
𝐶2

𝐶1

𝐶2

⋮

⋮

𝐶𝑛

𝐶𝑛

[ 𝐶1

𝐶2

⋯
⋯
⋱
…

𝐶1
𝐶𝑛
𝐶2
𝐶𝑛
𝐶3
𝐶𝑛
𝐶𝑛

𝑎11
𝑎21
=[ ⋮
𝑎𝑛1

𝑎12
𝑎22
⋮
𝑎𝑛2

⋯
⋯
⋱
…

𝑎1𝑛
𝑎2𝑛
⋯]
𝑎𝑛𝑛

(2.3)

𝐶𝑛 ]

The constraints within this matrix are the following:
𝑎𝑖𝑖 = 1, 𝑎𝑖𝑗 > 0, 𝑎𝑗𝑖 = 1/𝑎𝑖𝑗 , 𝑖 = 1, 2, . . . , 𝑛 𝑗 = 1, 2, … , 𝑚

(2.4)

Once this matrix is determined, the weights for each criterion and sub-criterion
are calculated using Equation 2.5.
𝐴𝑤 = 𝜆max 𝑤, 𝑤 = (𝑤1 , 𝑤2 , … 𝑤𝑛 )𝑇

(2.5)

As seen in Equation 2.5, 𝐴 is the comparison matrix, and 𝜆max is the largest
eigenvalue within the matrix, 𝑤 is the eigenvector applied due to the 𝜆max value, 𝑤𝑛 is
the weight of the 𝑛 th criterion, and 𝑛 is the number criterion.
In the original AHP method, the values in each row are multiplied, and then the
nth root is found depending on the matrix size. The nth root products are summed and
normalized to find the eigenvector. The eigenvector is then multiplied by the decision
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values and subsequently divided by the eigenvector to find 𝜆max to be used in the
consistency ratio calculation.
Next is the consistency check to ensure pairwise comparisons are sufficiently
satisfied. A 𝐶𝑅 < 0.1 fulfills this requirement. Equation 2.6 describes finding the
consistency index (𝐶𝐼) in 𝐴.
𝐶𝐼 =

𝜆max −𝑛

(2.6)

𝑛−1

The consistency ratio is in Equation 2.7.
𝐶𝑅 =

𝐶𝐼

(2.7)

𝑅𝐼

𝑅𝐼 is the random index that depends on the size of the matrix. The values for each
matrix of size 𝑁 are found in Table 2.3.
Table 2.3 Adaptation of Saaty Random Index (RI) based on matrix size6
𝑁
𝑅𝐼

1
0

2
0

3
0.52

4
0.89

5
1.11

6
1.25

7
1.35

8
1.40

9
1.45

10
1.49

Suppose a single stakeholder survey data set meets this consistency threshold. The
researchers would then include this participant data in the final Weighted Geometric
Mean Method matrix, the most common aggregation method of the Analytical Hierarchy
Process.64 This method generates the aggregate matrix for qualifying criteria and is
sufficiently satisfied for any 𝐶𝑅 < 0.1.
𝑁

𝐺
𝑘
𝑎𝑖𝑗
= √∏𝑁
𝑘=1 𝑎𝑖𝑗

(2.8)

𝐺
𝑘
𝑎𝑖𝑗
is the group decision for criteria 𝑖 with criteria 𝑗. 𝑎𝑖𝑗
is the individual decision.

The final WGMM is used to find the priority ratings of the whole group, and the same
designations of weight calculations are performed. Given this aggregate matrix, only the
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preferences are known, and it takes another strategy to determine which technology
meets those needs in a comparative study. The TOPSIS methodology ranks the
alternatives but requires integrated weightings from EM and AHP.
2.2.3 Objective methodology: Entropy Method (EM)
The Entropy Method5 takes an entirely objective approach that depends on each
indicator's range of values. First, the study requires a completed matrix containing each
alternative's criteria, the sub-criteria, and the data. The first calculation normalizes the
data with each indicator designated as a benefit or cost attribute.
The benefit attribute is the following:
𝑟𝑖𝑗 =

𝑥𝑖𝑗 −𝑥𝑗𝑚𝑖𝑛

(2.9)

𝑥𝑗𝑚𝑎𝑥 −𝑥𝑗𝑚𝑖𝑛

The cost attribute is the following:
𝑟𝑖𝑗 =

𝑥𝑗𝑚𝑎𝑥 −𝑥𝑖𝑗

(2.10)

𝑥𝑗𝑚𝑎𝑥 −𝑥𝑗𝑚𝑖𝑛

Once these designations are available, the linear sum-based normalization
technique generates the full normalized matrix using the following equation.
𝑟𝑖𝑗

𝑛𝑖𝑗 = ∑𝑚

(2.11)

𝑖=1 𝑟𝑖𝑗

The entropy value is calculated in the following way:
𝑠𝑗 = −𝑘 ∑𝑚
𝑖=1 𝑛𝑖𝑗 ln 𝑛𝑖𝑗 , 𝑗 = 1, 2, … , 𝑛
Where 𝑘 =

1
ln 𝑚

(2.12)

is a constant that ensures that the entropy value falls in the range

of 0 ≤ 𝑠𝑗 ≤ 1. 𝑚 is the number of alternatives. Given this value, a divergence degree is
calculated next.
𝑑𝑗 = 1 − 𝑠𝑗 , 𝑗 = 1, 2, … , 𝑛

(2.13)
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𝑑𝑗 is then used to find the final weighting of the 𝑗𝑡ℎ indicator in the criterion.
𝑑𝑗

𝑤𝑠𝑗 = ∑𝑛

𝑗=1 𝑑𝑗

=

1−𝑠𝑗
𝑛−∑𝑛
𝑗=1 𝑠𝑗

(2.14)

It follows that the greater the range of values for any one indicator using the
Entropy Method, the smaller the 𝑠𝑗 value is, and the more significant weight that
indicator will hold in the final decision process.
As mentioned previously, Madden et al. (2021)4 integrated the EM and AHP to
provide a more comprehensive calculation strategy.
2.2.4 Combining subjective and objective methodologies: an integrated approach
Madden et al. (2021) combined the subjective AHP and the objective Entropy
Methods. The integrated weights were calculated in the following way to generate the
final weights:
𝑤𝑎𝑗 ×𝑤𝑠𝑗

𝑤𝑗 = ∑𝑛

𝑗=1 𝑤𝑎𝑗 ×𝑤𝑠𝑗

, 𝑗 = 1,2, … 𝑛

(2.15)

Where 𝑤𝑎𝑗 is the weighting from the AHP method, and 𝑤𝑠𝑗 is the weighting
provided by the entropy method—𝑤𝑗 is the combined weight of the 𝑗𝑡ℎ criterion.
2.2.5 Ranking the alternatives: TOPSIS
The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)
ranks the alternatives with the final integrated weightings.65 TOPSIS is a preferred
ranking method for several reasons, Kim et al. (1997) clearly state. The first reason is that
it provides a rationale akin to human reason in identifying the "most" ideal solution rather
than the perfect one, which is rare. Next, it provides a scalar measure that simultaneously
identifies the best and worst options. Furthermore, researchers perform calculations in a
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spreadsheet, and all processes' performance can be clearly articulated in an n-dimension
Euclidean distance plot.66
TOPSIS ranks the alternative technologies based on these positive and negative
ideal solutions, where the optimal solution among all alternatives is the one closest to the
positive solution and the furthest from the negative one.
The first step in this process is to normalize the data matrix using Equation 2.16.
𝑛𝑖𝑗 =

𝑥𝑖𝑗
𝑚
2
√∑𝑖=1 𝑥𝑖𝑗

𝑗 = 1,2 … , 𝑛; 𝑖 = 1,2 … , 𝑚

(2.16)

where 𝑥𝑖𝑗 is the data located in row 𝑖 and column 𝑗 in the decision matrix.
Next, indicator weights and the columns of the normalized matrix are multiplied.
𝑉𝑖𝑗 = 𝑤𝑎𝑗 × 𝑛𝑗 𝑗 = 1,2 … , 𝑛; 𝑖 = 1,2 … , 𝑚

(2.17)

Where 𝑤𝑎𝑗 is the indicator weight, and 𝑛𝑗 is the column in the normalized
decision matrix.
Next, the positive ideal and negative ideal solutions are calculated according to
the cost and benefit distinctions in the sub-criteria:
+
𝐴+ = {𝑉1+ , 𝑉 +
2 , … , 𝑉𝑛 } = {(𝑚𝑎𝑥𝑖 𝑉𝑖𝑗 |𝑗 ∈ 𝐾), (𝑚𝑖𝑛𝑖 𝑉𝑖𝑗 |𝑗 ∈ 𝑀)|𝑖 = 1,2, … , 𝑚}

(2.18)

−
𝐴− = {𝑉1− , 𝑉 −
2 , … , 𝑉𝑛 } = {(𝑚𝑖𝑛𝑖 𝑉𝑖𝑗 |𝑗 ∈ 𝐾), (𝑚𝑎𝑥𝑖 𝑉𝑖𝑗 |𝑗 ∈ 𝑀)|𝑖 = 1,2, … , 𝑚}

(2.19)

Where 𝐾 is the benefit criteria, and 𝑀 is the cost criteria.
Next, 𝑆𝑖+ and 𝑆𝑖− are calculated to measure the distance between the positive and
negative ideal using Equations 2.20 and 2.21.
2

𝑆𝑖+ = √∑𝑛𝑗=1(𝑉𝑖𝑗 − 𝑉𝑗+ ) 𝑗 = 1,2, … , 𝑛; 𝑖 = 1,2, … , 𝑚
2

𝑆𝑖− = √∑𝑛𝑗=1(𝑉𝑖𝑗 − 𝑉𝑗− ) 𝑗 = 1,2, … , 𝑛; 𝑖 = 1,2, … , 𝑚

(2.20)

(2.21)
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Lastly, the calculation of 𝐶𝑖 in equation 2.22 determines the relative closeness to
the ideal solution.
𝐶𝑖 =

𝑆𝑖 −
𝑆𝑖 + +𝑆𝑖 −

𝑗 = 1,2, … , 𝑚; 0 ≤ 𝐶𝑖 ≤ 1

(2.22)

𝐶𝑖 values are then ranked from best alternative to worst alternative. The system is
ranked in descending order, where the best alternative has the highest 𝐶𝑖 value.

2.3 Results
The results of the sustainability study revealed the environmental category as the
most important concerning sustainability, followed by the fuel quality criteria. This
weighting result led to the determination of Fischer-Tropsch diesel as the most
sustainable process option due to its low water usage resulting in a lower water scarcity
footprint (WSF) and lower CO2 emissions. Moreover, the survey population did indicate
a concern with greenhouse gas emissions, further verifying the environmental category
weighting in Figure 2.7 with the final results for 𝐶𝑖 in Table 2.4.

Figure 2.7 Integrated weighting data from Madden et al. (2021).4
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Table 2.4 Euclidean distances from ideal solutions results from Madden et al. (2021)4
Alternatives Si+

Si-

Ci

Rank

GD I

0.0715

0.0785

0.5231 2

GD II

0.0917

0.0964

0.5124 3

GD III

0.1174

0.0461

0.2818 5

FT Diesel

0.0626

0.1150

0.6475 1

Biodiesel

0.0832

0.0677

0.4488 4
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CHAPTER 3 RISK ANALYSIS- ADAPTED MODEL
3.1 Literature review
Engineers and researchers conduct risk analyses from different criteria
perspectives, and many studies are prepared only with a particular risk criterion in
mind.67–69 However, risk analysis is a complex field with various stakeholder interests,
meaning that a multi-criteria approach is needed to evaluate process alternatives fully.
The more comprehensive an analysis is, the greater the possibility that emerging
technologies will meet stakeholder preferences in multiple areas. However, the proper
models and quantification strategies must be selected. One fundamental difficulty in
performing these comparative analyses is the quantification strategies used for the
indicator data and there need to be tools to compare alternative technologies more
reasonably to each other using simplified metrics.
Spada et al. (2017)70 developed a risk model that evaluated the EU28 using
historical accident information to compare hydrogen fuel cell technologies and more
traditional technologies in terms of risk.70 Researchers used ENergy-related Severe
Accident Database (ENSAD) to derive information on various energy sources. ENSAD is
a mature tool that has collected information on accidents in all energy chains since the
1970s. Within ENSAD, researchers isolated Hydrogen specific accidents between 1995
and 2014 using metrics of fatality rate and maximum consequences to estimate the final
normalized risk values.70 Estimates for hydrogen fuel cells resulted from 1 accident with
6 fatalities, and an alternative— conventional natural gas was estimated from 11
accidents and 115 cumulative fatalities. This clarification for the risk calculation suggests
that the lack of relevant incidents indicates a safer technology or that the lack of
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widespread use of hydrogen in the transportation sector due to cost considerations means
that there has not been an opportunity for accident events.71
Furthermore, the study's authors selected technologies mainly based on maturity,
present use, and projected future use. This distinction is important to acknowledge as it
highlights another issue in conducting comparative risk analysis. Many developing
renewable technologies are excluded due to their lack of maturity, even if they excel in
risk areas that stakeholders may prefer.
3.1.1 HAZOP
One risk analysis tool used in the process safety category for risk analysis is
HAZOP. HAZOP (HAZard and OPerability analysis) is a Process Hazard Assessment
(PHA) that was initially developed for the Chemical Process Industries (CPI) but has
found increased utility in other industries. The deviation categories used for the process
diagrams in HAZOP are found in Table 3.1.72
Table 3.1 HAZOP deviation terms and definitions
Guide Words
None (Negation of design intent)

Definition
No part of the intention is achieved, but nothing
else happens

More of (Quantitative increase)
Less of (Quantitative decrease)

The intention occurs in a greater way.
The intention occurs in a quantitatively lesser
way.
Some of the intention is achieved, but some is
not.
All of the intention is achieved together with
something else.

Part of (Qualitative decrease)
More than (or As Well As)
Other than (Complete substitution)

No part of the intention is achieved, and
something very different happens.

A pump and piping system provides a simplified example of using deviations and
making a basic cause assumption. When using pipe flow, no flow represents the "none"
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category, meaning something is likely wrong with the upstream pump. "More of" would
indicate a pipe operating at an increased flow rate that is undesirable and may lead to a
hazard— likely due to a mismatch of process control. "Less of" indicates a current fluid
flow not meeting the desired flow rate and may be due to an upstream pumping system
issue not providing enough power to move the fluid. "Part of" is a qualitative decrease
where a relevant example is a fluid flowing through at the desired flow rate but leaks in
the pipe joints are causing both a safety issue and a loss of product. An example of "more
than" would indicate that the fluid is flowing correctly, but due to improper pipe material
installation, a corrosive effect compromises the system's safety—issues of this type are
heavily discussed in the design phase. "Other than" would indicate a running system
where the wrong fluid moves through the piping, such as a cleaning solution that was not
correctly cleared.
Noticeably based on the previous example, HAZOP primarily focuses on the
process engineering characteristics of a plant where piping and instrumentation diagrams
(PI&D) are involved.73 However, a shortcoming of this approach noted by Choi and
Byeon (2020)74 is that HAZOP does not effectively address Health, Safety, and
Environmental (HSE) engineering concerns, and authors developed a new tool
integrating these aspects. The authors discussed the importance of other process
documents, including the Process Flow Diagrams (PFD) with heat and material balances
for identifying toxic substances. This tool is another model taking on a multi-criteria
approach with included sustainable aspects. Moreover, using PFD documents or, more
generally still, BFD documents rather than capacity-specific PI&D diagrams with
simplified metrics can improve decision-making before investment and scale-up.
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3.1.2 Decision Matrix Risk Assessment (DMRA)
HAZOP alone is not a quantifiable risk analysis approach and must be
accompanied by other methods, such as the Decision Matrix Risk Assessment (DMRA),
to quantify deviations. A team of specialists discusses the HAZOP-generated deviations
to determine the causes and projected consequences and develops them into risk
probabilities using the DMRA (likelihood). This method develops an acceptable
threshold based on letter distinctions. Figure 3.1 provides the matrix example where
anything with a distinction of letter D indicates an acceptable risk, and letters A-C
represent an unacceptable risk.75

Figure 3.1 Decision risk matrix adapted from Dunjó white paper75
Numerical distinctions of likelihood and consequence ratings are provided in the
white paper by Dunjó and adapted in Table 3.2 and Table 3.3.
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Table 3.2 Safety consequence criteria adapted from Dunjó white paper75
Safety Consequence Criteria
Requires first aid, Minimal environmental impact, Property
Damage & Bodily Injury <$25,000
Requires report of chemical release, injury record, Property
Damage & Bodily Injury <$100,000, minor fire

1
2
3

Lost Time Injury, Property Damage & Bodily Injury <$250,000,
major fire, off-site release, and public consequences

4

One or more onsite or offsite fatalities, Bodily Injury & Property
Damage>$250,000

Table 3.3 Likelihood criteria from adapted from Dunjó white paper75
Likelihood
1

Event Frequency
<10-4

(Once per 10000 years)

Impact Frequency
<10-5

2

10-3 to 10-4/yr (Once per 1000 years)

10-4 to 10-5

3

10-2 to 10-3/year (Once per 100 years)

10-3 to 10-4

4

10-1 to 10-2 /year (Once per 10 years)

10-2 to 10-3

5

10-1/year (Once per year)

10-2

While this approach helps evaluate and prioritize different risks at a single plant,
it is challenging for comparison purposes. Plants have very different mechanisms of
production that require reasonable comparison through a more general strategy. There
have been attempts at integrating HAZOP with decision-making strategies like AHP.
However, these studies reveal the likely difficulty in comparing different plant types due
to consistently shared characteristics.
3.1.3 AHP-HAZOP case studies
Some risk decision-making studies have successfully integrated the singly
identified risks using the HAZOP approach. As mentioned, HAZOP relies heavily on
identified process deviations, cause and consequence determination, and risk
quantification.76 One study by Othman (2016) integrated HAZOP and the AHP method to
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provide weighting to the hazards in a pilot plant.77 Another study by Marhavilas et al.
(2019)78 developed an extended HAZOP approach (E-HAZOP), which combined
HAZOP with DMRA and AHP methods. This method utilized historical accident data to
assess the hazards in a sour-crude oil processing plant, while a later work led by
Marhavilas78 created another approach on the same case study that emphasized
sustainability using combined HAZOP_TAHP/FAHP (Typical Analytical Hierarchy
Process and Fuzzy Analytical Hierarchy Process). As mentioned in the sustainability
studies, risk assessment's use of Fuzzy numbers is not uncommon due to their ability to
address uncertainty in decision-making. However, traditional AHP was chosen in this
new risk method to make a reasonable comparison to the outcomes of the sustainability
work presented by Madden et al. (2021).4
While the HAZOP method has process safety risk applications, it likely is not the
appropriate choice for a multi-criteria and multi-technological comparison. This
conclusion is due to the difficulty in assessing "total risk" among each plant type in this
way. Moreover, the lack of capacity-specific piping and instrumentation diagram for each
alternative fuel type is unavailable and may offer too much specificity in this early
comparative analysis. The studies of Othman (2016),77 Marhavilas et al. (2019),78 and
Marhavilas et al. (2020)79 support this conclusion by having completed PI&D and only
prioritizing the risks within a single process.
3.1.4 Risk aggregation
In order to effectively compare the plant types this way using HAZOP, a risk
aggregation method would have to be used, but there is still much discussion about what
risk aggregation is.80 ISO81 maintains that aggregate risk combines all risks for a total
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value, while the Basel Committee on Banking and Supervision82 defines aggregation as
combining less comprehensive measures to obtain more comprehensive measures. In a
practical sense, this represents a function summing random variables and evaluating the
joint probability distribution among all random variables— a very cumbersome task
when evaluating the risk of five different types of fuel plants. Therefore, developing a
simplified model for comparative analysis would add significant value to the decisionmaking process in terms of risk.
Another probabilistic approach to risk analysis that relies on data simulations is
the Monte Carlo analysis. One study with an environmental emphasis utilized Monte
Carlo simulations for the economic analysis of renewable energy technologies in
Germany.83 Another study used simulations to determine the reliability of hybrid energy
systems, which contain many inputs to work most effectively.84 Overall, the general
Monte Carlo approach starts by developing a probability density function that is then run
by the random sampling of the model input data 𝑥𝑖 , generating the probability distribution
for outputs of 𝑦𝑖 . Thousands of simulations can be run effectively creating a completed
distribution to identify the likelihood of certain events occurring. This is very useful
when evaluating the performance of a technology to reach a certain outcome, but for a
comparative risk analysis, because the mechanisms of production are so different in the
alternative fuel types, it would require determining the risk of events occurring over the
entire plant for all 5 alternatives. This is because what can go wrong at each plant type is
so drastically different. It is proposed that using reasonably compared criteria would
result in greater cost savings due to the lesser amount of complex analyses and labor
required to perform the work.
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In comparative assessment, this is where the need for simplified, and capacityfree process indicators is realized. The methodology by Madden et al. (2021)4 measuring
sustainability has an adaptable framework that can determine the risk ranking of
alternative technology options using simplified indicator data.
3.1.5 Rank reversal phenomena in AHP
Matrix decision strategies have been used widely in academia and industry to
solve multi-criteria problems. When using subjective strategies, stakeholders should stay
consistent with the principle of rationality to determine the best alternative technology.
This requirement is because the number of interdependent or independent criteria
dramatically affects the outcome. Furthermore, ensuring that all criteria and alternatives
are genuinely relevant in the analysis prevents the incidence of the rank reversal
phenomenon, a common issue in the AHP analysis.85 It is proposed that rank reversal in
AHP is due to the scaling of the eigenvectors through normalization and lack of
independence between criteria and alternatives.86 Specifically, the rank reversal
phenomena concerning the addition or deletion of a criterion falls under two categories.
One is “wash criteria” that are assumed irrelevant due to established similar importance
to other criteria,87 and the other is indifferent criteria where all technologies have similar
indicator values.88 These seemingly minor additions have been shown to affect rankings
significantly when removed. This impact is why alternative criteria concerning risk are
generated with careful consideration for the stakeholder survey and are found in Table
3.4.
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3.2 Methods
3.2.1 Scope and criteria selection
The sustainability analysis by Madden et al. (2021)4 focused on how the fuel
technologies performed in multi-criteria aspects at the plant and as a liquid fuel. This
means that some of the data in the sustainability analysis can be repurposed for risk.
Specifically, the environmental category contained the Life Cycle Analysis (LCA) data to
produce 1 MJ of each fuel type from a well-to-pump approach. With reduced emissions
goals to prevent climate change effects, using the indicators in the risk category is fully
justified. However, the added concern with the risk perspective is that there is additional
focus on how well a processing technology is likely to operate long-term, given
reasonably quantifiable criteria. Additional indicator categories of concern include capital
investment and anticipated return, technological viability to meet lean continuous
processing strategies, safe operation parameters, and social responsibility— evaluated
under their relevant criteria. Moreover, Baudry et al. (2017) provided rules for qualifying
criteria and sub-criteria in a stakeholder-determined biofuel feasibility study that has been
adapted for use in this risk assessment.89 The qualifying criteria are found in Table 3.4.
This distinction led to risk evaluation criteria of environmental, economic, social,
technological, and process safety risks.
i.

Completeness- Must capture all relevant points of view.

ii.

Operationality- The criteria need to be measured using an appropriate scale
and ensure the availability of information.

iii.

Non-redundancy- Criteria should not measure the same thing.

iv.

Homogeneity- The criteria need to be agreed upon within the stakeholder
group.
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The scope of the risk analysis study is to determine which technology contains the
least amount of risk— also described as the technology that is most likely to maintain
long-term viability. This study’s goal of minimizing risk is considerably different from
the sustainability work, and the addition or substitution of criteria from a risk perspective
should not leave it subject to a rank reversal phenomenon. Moreover, in the risk
adaptation of this analysis, the objectivity of measure for indicator data is sought through
capacity-free process indicators that can be reasonably compared regardless of the
process mechanism while acknowledging that the priorities of stakeholders will
ultimately decide the best technology. The description of the initially attempted indicator
quantification strategies and final outcomes is described in the following section.
3.2.2 Sub-criteria indicator measurement strategy
As mentioned, the well-known risk determination strategy in industry concerning
process safety is the HAZOP (HAzard and OPerability) analysis, and the first attempt to
quantify data was through a HAZOP and DMRA.90 However, limited information was
available for each plant type from a completed design aspect as a capacity-dependent
PI&D was unavailable for each alternative— highlighting the limitations of the HAZOP
approach. Moreover, the comparison was difficult as each production technique was
drastically different and would contain very different process hazards. Ultimately, it was
decided to avoid this approach to quantification altogether, especially since not all
technologies are mature enough to have data available in an accident chain database in
the process safety category. Additionally, the concept of "total risk" in the process safety
category has no true agreed-upon definition, let alone among the other criteria.
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Likely the best approach to comparing plants in this probabilistic way would be
through generating designs of all the same capacity among alternatives with mass and
energy balances, equipment sizing, and techno-economic analysis. Given these diagrams,
a HAZOP team could use a deviation assessment table to generate risk information
(Review Table 3.1 in 3.1.1 HAZOP) and work towards a comparative aggregate risk
strategy for each alternative. However, this approach is a large undertaking for
determining a comparative ranking for five alternative technologies. It was thus decided
to use the available literature and techno-economic analyses to derive capacity-free
indicators in the relevant criteria where costs and benefit distinctions can propose a “best
option.”
Using capacity-free indicators helps develop a simplified comparable analysis and
reduces the time needed to complete the work— leading to cost savings in a process
development and planning environment. This high predicted labor cost to perform a
capacity-dependent analysis is derived from the HAZOP process being very timeconsuming and requiring regularly scheduled meetings with skilled professionals.75 The
process requires an agreed-upon final risk determination for each deviation, which
necessitates meeting an acceptable risk threshold. Figure 3.2 describes the general
process for evaluating a deviation at each processing node.
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Figure 3.2 Risk acceptance flowsheet directly adapted from Kletz (1999).72
The indicators in the analysis by Madden et al. (2021) justify themselves from a
sustainability standpoint. All emission data falls well under the environmental impact of
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fuel production. Cost per unit is fundamental— if the fuel cost is too great per unit to
produce, it may not interest consumers. The actual fuel quality is vital to purchasers for
ignition quality to indicate fuel purity and milage. The technical criterion is another
important aspect because if fossil fuels use is greater than the amount of energy
produced, there needs to be a discussion about whether there is any value to the
alternative process. The distinction highlighted from a risk perspective was to use
indicators that would propose long-term success or failure using a capacity-free general
strategy that could maintain as much measurement objectivity as possible about each
process.
Moreover, to address the shortcomings of the sustainability analysis that did not
effectively address risk concerns, researchers evaluated the weighting strategy of Madden
et al. (2021).4 The radar diagram (Figure 2.7) of the data from surveyed participants and
the objective weighting methodology indicated that the AHP and Entropy weighting
strategies produced roughly the same results. This outcome led to using the AHP method
only in the risk analysis due to its survey of stakeholder opinions. Researchers chose
AHP over EM because a principle of rationality suggests that stakeholders' risk priorities
depend on meeting government policy requirements and knowledge of business needs.
This general indicator strategy leads to better reproducibility of objective subcriteria measurement. At the same time, it acknowledges that the decision approach is a
subjective methodology with final ranking using TOPSIS based on cost and benefit
distinctions. Ci and SCi for criteria and sub-criteria in Table 3.4 reference the risk study
for the remainder of the work.
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Table 3.4 Risk analysis criteria and sub-criteria
Criteria Risk

Nomenclature

Sub-criteria
risk

Unit

Nomenclature

Environmental

C1

Climate
Change (CC)
Terrestrial
Acidification
(TA)
Marine
Eutrophication
(ME)
Photochemical
Oxidant
Formation
(POF)
Particulate
Matter
Formation
(PMF)
Water Scarcity
Footprint
(WSF)
Rate of Return
(ROR)
Supply Chain
Risk (SPR)
Human
Development
Index (HDI)
Automation
Potential (AP)
Technology
Maturity(TM )
Annual
Scheduled
Downtime
(ASD)
Material
Hazard Risks
(MHR)
Operational
Risks (OPR)
Maintenance
and
Installation
Risks (MIR)

gCO2eq

SC1

Attribute
+ benefit
- cost
(-)

gSO2eq

SC2

(-)

gNeq

SC3

(-)

gNMVOC

SC4

(-)

gPM10eq

SC5

(-)

gH2Oeq

SC6

(-)

%

SC7

(+)

# Feedstock
Steps
-

SC8

(-)

SC9

(+)

-

SC10

(-)

-

SC11

(+)

-

SC12

(-)

# Feeds

SC13

(-)

°C

SC14

(-)

# Processing
Steps

SC15

(-)

Economic

Social

Technology

Process Safety

C2

C3

C4

C5

CO2 eq- carbon dioxide equivalent; SO2 eq- sulfur dioxide equivalent; N eq- nitrogen
equivalent; NMVOC- non-methane volatile organic compounds; PM10 eq- particulate
matter 10 μm or less in diameter equivalent; H2O eq- water stress equivalent.
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3.2.3 Environmental criteria risks (C1)
The environmental sub-criteria indicators in the risk analysis were the same as
that of Madden et al. (2021).4 This repurposing of data is because the more significant the
emissions profile from producing the fuel type, the greater the risk of climate change
impacts on the planet.91 This means that the sub-criteria included Climate Change (CC),
Terrestrial Acidification (TA), Marine Eutrophication (ME), Particulate Matter
Formation (PMF), Photo-oxidant Formation (POF), and Water Scarcity Footprint
(WSF)— all indicators that arise from each plant producing 1MJ equivalent for each fuel
type.
3.2.4 Economic criteria risks (C2)
The economic criteria fell into two sub-criteria categories. Those categories were
Rate of Return (ROR) and Supply Chain Risk (SPR). The ROR is a capacity-free
indicator commonly used to determine the projected ability of a plant to cover its original
capital investment, and it is calculated in the following way.
𝑅𝑂𝑅 =

𝐴𝐴𝑁𝑃
𝐹𝐶𝐼

× 100%

(3.1)

AANP is the Average Annual Net Profit, and FCI is fixed capital investment.
Techno-economic analyses were referenced to determine the revenue (R ) and
cost of manufacturing (COM), which aided in estimating the average annual net profit.
The CAPEX (Capital Expenditure) values found in the analyses were assumed to be the
Fixed Capital Investment Values.
𝑅 − 𝐶𝑂𝑀 = 𝐴𝐴𝑁𝑃

(3.2)

Because the ROR metric is capacity-free, it allows the alternative fuel plant types
to be reasonably compared based on their estimated return, where the processing option
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with the greatest anticipated percent return value will be the most favorable. A
historically acceptable value for the Rate of Return is greater than 10%. Additionally, all
values were adjusted to 2021 prices using a CEPCI cost index (754 for September 2021)
to indicate more recent figures. See Equation 3.3 and APPENDIX B containing
calculation data (Table B1 Rate of return calculations).
2021 𝑐𝑜𝑠𝑡𝑠 = 𝐵𝑎𝑠𝑒 𝐶𝑜𝑠𝑡𝑠 (

2021 𝐶𝑜𝑠𝑡 𝐼𝑛𝑑𝑒𝑥
𝐵𝑎𝑠𝑒 𝐶𝑜𝑠𝑡 𝐼𝑛𝑑𝑒𝑥

)

(3.3)

The other economic metric used in this analysis is a simplified Supply Chain Risk
(SPR) metric. This economic risk indicator is used because there could be unforeseen
disruption in the supply chain at any step. Therefore, the more steps there are in the
feedstock process, the more risk there is for disruption preventing the plant from making
a product. The assumptions with first, second, and third-generation fuels used in this
analysis lead to the determination of the number of steps before feedstock arrives at the
plant. Due to available infrastructure for vegetable oils, first-generation fuels are assumed
to have already been processed into vegetable oils and require further processing into
renewable diesel forms. Second and third-generation fuels are brought to the plant in their
raw biomass form. A figure provided by Singh et al. (2020)92 provides the necessary
informational figures to determine the number of supply chain steps for each generation
of biofuels. An adaptation is provided in Figure 3.3, including only the feedstocks
relevant to this study.
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Figure 3.3 Feedstock generation and the number of supply chain steps.
3.2.5 Technological criteria risks (C3)
Technological risks in this model look at process maturity and the ability to
operate through continuous processing. Technological Maturity (TM ) was based on a
ranking system derived from the Department of Defense Desk book and a figure by
Gavankar (2015).93 An adaptation of this figure is provided in Figure 3.4 and attributes
the appropriate readiness level to the technology undergoing analysis. The descriptions
associated with each technology are discussed.
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Figure 3.4 Manufacturing Readiness Levels.93
The continuous processing scale matches the categorical distinctions with
numerical quantities, assuming that 1- low, 5- medium, and 10- high effects continuous
processing. Where a level 10 would be undesirable. Intermediate values can be assigned
with added categorical specificity, but these current distinctions are simplified and
sufficient in a general analysis. Moreover, should a public survey be conducted with
these same metrics, it would be easy to understand.
3.2.6 Social criteria risks (C4)
The Social risks in this analysis focused on how a plant of these types would
benefit the communities they occupy. The first indicator is the Human Development
Index (HDI), a mean measure of having a lengthy and healthy life with access to
knowledge and a good standard of living.94 Because the previous sustainability study
suggested all plants be built in the United States, the siting data used to determine the

52
Water Scarcity Footprint was used to extract the HDI data based on the state where each
county was found.
HDI is a mean measure comprised of three indicators. A long healthy life
indicator is determined by life expectancy from birth. Two indicators describe access to
knowledge. Those are school enrollment for ages 3 to 24 at 1/3 of the educational criteria
weighting and educational degree attainment for people older than 25 at the remaining
2/3 weighting. The final indicator of a decent living standard comprises the median
earnings of all full- and part-time workers aged 16 and older.95 This data is all from the
year 2016, and there is evidence suggesting that there have been significant changes in
human development since the COVID-19 pandemic.96 This indicator is chosen as a
benefit to risk in renewable energy. Some studies show that renewable energy can
improve communities with a lower human development score; however, acceptance of
renewable fuels relies highly on an informed and involved public.97 This means that
citizens who can better support themselves are more likely to participate in discussions
on renewable energy, and this sub-criteria indicator is evaluated as a benefit.
Another valuable social indicator in risk analysis is the Automation Potential
(AP). This indicator describes the likelihood of automation for a work task at the expense
of a job. Frey and Osborn (2017)98 created a methodology that estimated the likelihood of
automation of 702 detailed occupations. This study used the United States Bureau of
Labor Statistics information and classified the roles using the Standard Occupational
Classifications.98,99 While it was discussed by Arntz et al. (2017)100 that the percent of
highly automatable jobs was over-estimated, these comparative metrics were still
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determined sufficient to identify the majority responsibilities of a plant operator at each
fuel plant type for comparison.
3.2.7 Process safety criteria risks (C5)
While the Process Safety Risks approach did not follow quantification in the
sense that a combined HAZOP-DMRA analysis would, using expert opinions, it used a
general strategy rooted in the HAZOP framework to derive the relevant information.
HAZOP analyses emphasize the process engineering aspects of a chemical plant
and are accompanied by a completed piping and instrumentation diagram. Specialists
divide these diagrams into analysis nodes for which they conduct their deviation
assessment and subsequent risk determination. The approach used here instead included
the idea of processing steps. The initial BFD figures can be referenced in 2.1.1
Renewable fuels to estimate the number of process nodes. This quantity was deemed
Maintenance and Installation Risks (MIR), where the more steps, the greater the number
of nodes that require evaluation in both installation and maintenance aspects.
Additionally, processes that require multiple chemical feeds can be a hazard to
workers as more complex chemical inventories must be maintained, leading to another
Process Safety Risk being Material Hazard Risk (MHR). This metric defined the
processes with a greater number of required chemical feeds as the least desirable. Lastly,
Operational Risk (OPR) was evaluated by using the upper-temperature limit of each
process and compared among alternatives where the processes operating closer to
standard temperature are assumed to be safer. This is due to elevated temperatures
increasing the risk of hazards such as explosion or fire.
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3.3 Results
3.3.1 Survey results
The study population of stakeholders included engineers and researchers. Initially,
stakeholders rated their concern for risk by answering the question, “How concerned are
you with minimizing risk before project investment?” The available responses ranged
from “Not at all” to “Extremely.” 91% of respondents indicated very or extreme concern,
while the remaining 9% were only moderately concerned.
For the use of the WGMM in AHP analysis, each stakeholder pairwise
comparison matrix was evaluated for consistency. 3 out of 11 participants (27%) met the
consistency threshold in the criteria risks. All participant comparisons met the
consistency threshold for economic, technology, and social criterion risks due to a single
pairwise comparison. 6 out of 11 (54%) met the consistency threshold in the
environmental criterion. Lastly, 7 of 11 participants (63%) met the consistency threshold
in the process safety sub-criteria comparison. The final aggregate decision matrices for
all criteria are found in APPENDIX A. The following criteria weightings for risk using
AHP only are found in Figure 3.5.
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Figure 3.5 AHP weightings for risk analysis
The results indicated that respondents strongly favored Process Safety Risks over
other criteria. The available numerical weightings are found in Table 3.5. It follows that
GDIII is Green Diesel III, GDII is Green Diesel II, GDI is Green Diesel I, FT-Diesel is
Fischer-Tropsch diesel, and Biodiesel is the transesterification of biodiesel.

Second
Level
2
𝑤𝑎𝑖

Table 3.5 Criteria weightings using AHP analysis
Environment Economic
Technology Process
Safety
0.282
0.096
0.102
0.378

Social
0.141

3.3.2 Sub-criteria indicator data
Each criterion with accompanying sub-criteria indicator data for each fuel type is
found in Tables 3.6 through 3.10. Supplementary tables can be found in APPENDIX B.
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Table 3.6 Environmental risks
Environmental
Indicators
Climate Change
(SC1)
Terrestrial
Acidification
(SC2)
Marine
Eutrophication
(SC3)
Photo-oxidant
formation (SC4)
Particulate matter
formation (SC5)
Water Scarcity
Footprint (SC6)

3
𝑤𝑎𝑖

Units

GDIII

GDII

GDI

FT-Diesel

Biodiesel

gCO2eq

22.1

28.4

21.1

5.64

24.8

0.050

gSO2eq

0.0955

0.0444

0.0422

0.087

0.0565

0.037

gN2eq

0.00092

0.000987

0.00125

0.00325

0.00214

0.047

gNMVOC

0.0316

0.0289

0.0351

0.0872

0.0583

0.044

gPM10eq

0.026

0.0172

0.0157

0.0288

0.0211

0.041

m3H2Oeq

0.00457

0.000139

0.00217

0.000227

0.00248

0.063

CO2 eq- carbon dioxide equivalent; SO2 eq- sulfur dioxide equivalent; N eq- nitrogen
equivalent; NMVOC- non-methane volatile organic compounds; PM10 eq- particulate
matter 10 μm or less in diameter equivalent; H2O eq- water stress equivalent.
Table 3.7 Economic risks
Economic
indicators
Rate of Return
(SC7)
Supply Chain
Risk (SC8)

Unit

GDIII

GDII

GDI

%

3.9

7.8
2

Feedstock 1
Steps

3
𝑤𝑎𝑖

Biodiesel

6.5

FTDiesel
4.6

38.0

0.042

4

2

4

0.054

A fuel plant employs many roles, including operations, engineering, management,
research and development, sales, and more. In this analysis, the primary occupation
assessed for automation potential is plant operator, as the Number of Labor (NOL)
calculation relies on the capacity-dependent number of processing units— which is
distinguishable from the number of processing steps. Using the Bureau of Labor Statistics
SOC job codes to define the majority of significant anticipated work responsibilities of a
plant operator at the different plant types, the automation potential is determined.99
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Green Diesel I primarily involves workers that perform tasks like petroleum
refining and aligns with job code 51-8093,99 which contains refinery operators and has an
automation potential of 0.71.98
Green Diesel II, a secondary feedstock, also contains refining processes but
requires much attention in the lignocellulosic pretreatment.101 The chopping and grinding
of lignocellulosic material is relatively close to automation already.102 This result leaves
the remaining responsibilities of an operator in this plant type under job code 51-9011,99
which carries the duties of maintaining reactor equipment. These responsibilities are
significant in the chemical pretreatment of the lignocellulosic feedstock, and the
automation potential of this role is 0.76.98
Green Diesel III with specialized algae cultivation is similar to job code 519012.99 This job code describes roles that separate and filter solids from vat-type
processes and has an automation potential of 0.88.98 A higher automation potential is
consistent with studies mentioned by Hoang et al. (2022), which state that automation can
improve both the yield of microalgae biomass and biofuel production.103
Fischer-Tropsch diesel dealing primarily with gasification technologies will be
assumed to have job code 51-901199 with a definition of chemical equipment operators
and tenders responsible for tending to equipment with chemical changes like the FischerTropsch process. The automation potential of this role is 0.76.98
Lastly, biodiesel through the transesterification process will also be like
petroleum refining. It will have job code 51-809399 and an automation potential of 0.71.98
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Table 3.8 Social risks
Social Indicators

Unit

GDIII

GDII

GDI

Human
Development
Index (SC9)
Automation
Potential (SC10)

N/A

5.04

5.28

-

0.88

0.76

3
𝑤𝑎𝑖

Biodiesel

5.53

FTDiesel
5.28

5.53

0.108

0.71

0.76

0.71

0.033

Green Diesel I, which uses first-generation feedstock oils, can operate efficiently
through optimization as long as there is a detailed understanding of the feedstock
quality.104 On the MLR scale, it is described as a level 10 maturity due to the ability to
work through optimized and lean manufacturing processes.
Green Diesel II uses second-generation feedstocks, which do not compete with
the food supply. However, there is a great deal of concern with the cost-effectiveness of
these strategies as the chipping and milling processes for pretreatment are highly energy
intensive.105 These processes have transitioned to full-scale production, but improved
pretreatment strategies are still under development.101,105 The MLR score for Green
Diesel II is 9 as it has transitioned to full-scale manufacturing with lignocellulosic
feedstocks.104
Green Diesel III still has some significant challenges for scale-up. Hoang et al.
(2022) present current challenges resulting from the need for improved cultivation
techniques to increase the concentration of biomass suspended in culture.103 There have
been attempts at pilot plants. However, the techno-economic feasibility has caused issues
leading to more research needed in developing co-products.38 This leaves the technology
maturity level at a 7 of a prototype in a production environment.
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Fischer-Tropsch Diesel is an older process invented in 1925 that converts gas
products into liquid products. In the biomass-to-liquid (BTL) conversion processes,
biomass gasification and FT-synthesis are combined. Biomass gasification is a wellknown technology with many commercial producers, but it still carries some challenges
in tar formation.106 The Fischer-Tropsch process is well-known, but the gasification
challenges in biomass prevent optimization; therefore, the MLR assignment is level 9.107
Concerning SC12 Annual Scheduled Downtime (ASD), continuous processing
reviews and studies for GDI indicate minimal concern for process slowdown. However,
the reaction step would represent the slowest part of the process and is highly dependent
on the chemical composition of the vegetable oil.108,109 It is assumed that the vegetable oil
used is suitable for optimized processing; therefore, GDI is assigned to level 1.
Physical pretreatment (chopping and grinding) commonly accompanies chemical
pretreatment in GDII for enhanced processing, which may contribute to processing
slowdown.101 Chemical pretreatment includes acid hydrolysis, organic solvent extraction,
alkaline hydrolysis, and others.105 Therefore, the assigned ranking is 5.
GDIII harvesting and dewatering is the slowest processing step.20 Dewatering is
performed through electro-flocculation, which is a known economic improvement upon
the traditional chemical flocculation process.110 GDIII is assigned a process of level 5 due
to the ability to perform electro-flocculation in a continuous system.111
Gasification in Fischer-Tropsch biodiesel represents a significant process
slowdown and can take minutes to hours.112 This leaves the current technology at a
categorical level of 10 in difficulty with continuous processing.
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Biodiesel has minimal slowdown, primarily occurring in the reaction step and due
to the vegetable oil composition, which is assumed to be known due to analytical testing,
leaving this technology at a level 1.113
Table 3.9 Technology risks
Technology
indicators
Technology
Maturity (SC11)
Annual
Scheduled
Downtime
(SC12)

Units

GDIII GDII

GDI

MRL

7

9

-

5

5

3
𝑤𝑎𝑖

Biodiesel

10

FTDiesel
9

10

0.044

1

10

1

0.058

Where block flow diagrams from 2.1.1 Renewable Fuels section determine the
number of material hazards (MHR) and the number of processing steps (MIR). Table B3
in APPENDIX B contains the processing steps holding the highest operating temperature.

Process Safety
Indicators
Material Hazard
Risks (SC13)
Operational
Risks (SC14)
Maintenance
and Installation
Risks (SC15)

Table 3.10 Process safety risks
Units
GDIII GDII
GDI
FTDiesel
#
4
4
4
7
Chemical
Feeds
°C
40037
50012
35032
800114
# Main
Process
Blocks

938

835

4115

741

Biodiesel

3
𝑤𝑎𝑖

3

0.141

10014

0.179

7116

0.058

3.3.3 TOPSIS ranking
Results of TOPSIS indicated a ranking of i.) biodiesel ii.) GDI iii.) GDII iv.)
GDIII and v.) FT-Diesel. These rankings reflect that biodiesel has the lowest operating
temperature in Operational Risks (OPR) and the minimum value in Material Hazard Risk
(MHR), as process safety was most important to stakeholders concerning risk. In
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contrast, Fischer-Tropsch Diesel had a high operating temperature in the gasifier and the
maximum number of chemical feeds among all the technologies. Table 3.11 describes the
TOPSIS ranking and describes the n-Euclidean distance plot.
Table 3.11 TOPSIS ranking
Sij+

Sij-

GDI
GDII
GDIII
FT-Diesel
Biodiesel

0.058
0.080
0.084
0.147
0.042

Cij
0.110
0.094
0.100
0.059
0.144

Rank
0.657
0.540
0.543
0.286
0.773

Relative closeness to positive and
negative ideal solutions
0.2
Sij+
0.15

Sij-

0.1
0.05

0
GDI

GDII

GDIII

FT-Diesel Biodiesel

Figure 3.6 n-Euclidean distance plot

2
4
3
5
1
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CHAPTER 4 OTHER RISK MODEL APPLICATIONS: PI
4.1 Literature review
Process Intensification is a strategy of improving chemical production processes
on the order of 10% or greater in target criteria— commonly economics, environment, or
safety. Moreover, it has developed into a field of work that has applications in the
chemical processing of pharmaceuticals and biofuels and in improving the sustainability
of traditional oil and gas.117–119
In the early development phases of Process Intensification as a field, solutions
focused primarily on two domains— using new equipment and developing new methods.
Stankiewicz mentions that the technologies targeted by this framework included high
gravity equipment, compact heat transfer, thorough mixing, and combining process
techniques such as is found in reactive distillation.120 It has since progressed to include
the development of microreactors and deriving energy from new sources as
environmental concerns have come to the forefront of manufacturing and policy
decisions.121 Additionally, the potential to reduce risk in this way cannot be ignored.
Alone, these two domains were a clear start for PI but required additional
refinement to be taught in a university setting. Van Gerven and Stankiewicz122 improved
the framework with four principles in 2009 that outline the scope of PI work today. Those
principles include the following:
1. Reactions must attain the maximum achievable efficiency.
2. All molecules require the same processing history.
3. Minimization of issues with heat and mass transfer.
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4. Synergistic capabilities between processes and equipment are fully realized and
maximized.
The first principle requires maximizing intra- and inter-molecular collisions
during the chemical reaction process. The way to homogenize the experience of the
molecules is to look at how often collisions occur at specific geometries and at what
energy levels.122 High product purity is achievable if chemical engineers can better
control these factors.
The second principle of Process Intensification requires that each molecule
encounters the same processing experience. Success in this principle would surely
guarantee a higher purity of the product and waste minimization. Moreover, the residence
time analysis would show a very narrow distribution characteristically optimized in a
plug flow reactor without temperature gradients and less likely in a stirred tank reactor
with jacket heating.122 However, engineers should not rely on this processing distribution
alone but should use sufficient mixing techniques where appropriate. Working towards
avoiding molecules bypassing the reaction should also be implemented through mesoand micromixing strategies.
The third principle requires optimizing driving forces and resistances at all
scales— specifically involving the transport rates at fluid interfaces. Stankiewicz121
mentions a maximized interface in a microchannel with a diameter of 100 µm and a high
specific area of 40,000 m2/m3, and nature has optimized even further with a 10 µm
microchannel with a specific area of 400,000 m2/m3 in capillaries, with issues only
arising when there are pathologies. The characteristics and efficiency of these capillaries
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are compelling evidence that PI should seek further optimization at these interfaces as an
improvement strategy.
The final principle is to optimize synergy among partial processes. The idea
behind this work is that combined processes can operate better than sequential ones by
reducing energy usage and optimizing product output.
These principles apply to Stankiewicz's four completed domains of PI: spatial,
thermodynamic, functional, and temporal.121 An additional domain: knowledge is under
development for implementation in PI 4.0.123
Process Intensification has inspired new research areas, including using modular
processes and microreactors, leading to reduced equipment size and minimizing energy
use, waste, operational costs, and emissions in chemical engineering while maintaining
production targets.124 Fields similar in scope to PI are Process Optimization (PO) and
Process Synthesis (PS).125 PO works using objective functions combined with non-linear
programming (NLP) and mixed-integer non-linear programming (MINLP).126 Process
Synthesis improves the tools and techniques for making products using heat exchangers
and separation strategies. Moreover, Process Intensification seeks to integrate both PO
and PS with added business and environmental benefits, leading to a more holistic design
process. These improvement strategies can be described with simplified metrics and
compared using the risk analysis framework.
Evaluation of Process Synthesis and Process Optimization follows heuristic
techniques, mathematical optimization programming, and hybrid approaches. A heuristic
method uses generally accepted strategies and firmly held rules for plant design.127 A
primary advantage of these strategies is the ability to quickly improve or build new plant
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processes based on historical knowledge.128 A disadvantage is its lack of general
application to brand-new technology processes.
In contrast, mathematical programming performs entire process optimization
rather than stepwise approaches like heuristics. A disadvantage of this strategy is that
continuous process optimization gives the idea of a "best process" but ignores the
possibility of better equipment designs that may result in long-term cost and energy
savings. The hybrid approach uses a heuristic framework and thermodynamic
information to improve equipment and methods.129,130 This strategy leads to a more
straightforward optimization problem for an existing process using NLP and
MINLP. NLP is non-linear programming, and MINLP is mixed-integer non-linear
programming where some of the variables are integers.
A holistic approach to PI suggests intensifying an entire process rather than a
single piece of equipment. The bottom-up phenomena-based strategy is the first holistic
approach where engineers organize chemical and physicochemical processes into smaller
component phenomena such as heating and cooling, mixing, and reaction mechanisms.
After intensification, the phenomenological equations of each component can be modeled
and optimized.131 A caveat is that engineers must clearly understand the number of
possible combinations, the clarity of the MILNP problem, and the solution's uniqueness.
Retrofit solutions are also essential to discuss since the previous techniques
primarily fall under new site development. Operating plants can substantially benefit
from PI as doing so could increase productivity, promote safety, and tackle
environmental concerns.125 A retrofit strategy developed by Niu et al. offers a heuristic
method that improves upon a base case without additional capital investment.132 The
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method integrates equipment, such as reactive distillation, optimizes, and then compares
them to choose the best option. Another retrofit methodology by Berecka et al.133 looks at
the entire process analysis, detects limiting steps, and uses database tools to select a PI
option through improvement metrics.
Criticisms of Niu et al.132 are that too many simulations are required and Berecka
et al.’s 133 in-depth look into physicochemical processes and may require further research
when the needed data is unavailable due to the newness of the technology.125 Going
forward with PI, there need to be tools that help evaluate all non-monetary cost concerns,
including the environment and sustainability. This comprehensive evaluation need is
something that this new risk assessment tool can successfully achieve to compare
alternative options.
In addition to using this risk tool, there may be value in including a metric that
addresses a technology’s “intensification score.” Rivas et al.134 have proposed an
'intensification factor' (IF) that assesses PI options arithmetically with simplified
information. However, the scales and units of the metric significantly affect the outcomes
(i.e., using Celsius vs. using Kelvin to create the intensification metric), and some
refinement may be required before this factor can be readily integrated into decision risk
analysis.
The intensification factor works as follows:
𝐹

𝑑

𝐼𝐹 = ( 𝑏)
𝐹𝑎

Where 𝐹𝑏 is the before intensification and 𝐹𝑎 is after intensification.

(4.1)
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𝑑 is the exponent determining the weight and influence of 𝐹𝑎 . In 𝐹𝑎 if stakeholders
desire a decrease, then 𝑑 will have a positive exponent. If a decrease is undesired, then 𝑑
will have a negative exponent. The magnitude of 𝑑 is decided upon by those performing
the analysis. Equation 4.1 represents a single intensification factor calculation, while
Equation 4.2 represents an IF total value.
𝐼𝐹𝑇𝑜𝑡𝑎𝑙 = ∏ (

𝐹𝑏𝑖 𝑑𝑖
𝐹𝑎𝑖

)

(4.2)

𝐼𝐹𝑇𝑜𝑡𝑎𝑙 represents the total intensification for a relevant scope or goal. This scope
can involve improved efficiency, safety, and costs. For any value that IF>1, an
intensification is considered justified, but this IF total does have issues when considered
for comparison purposes.
A total IF value can be dramatically changed depending on the units used. The
example in Table 4.1 makes this clear. The case study comes from Rivas et al. (2018)134
for an oscillatory baffle reactor after intensification and a batch reactor before
intensification.
Table 4.1 Intensification Oscillatory Baffle Reactor case
Metric

Batch

OBR

IF

Metric

Batch

OBR

IF

Temperature

388.15

358.15

1.08

Temperature

115

85

1.35

201.3

17101.3

84.95

K

C

d=1

d=1

Pressure Bar

2.013

171.013 84.95

d=-1

Pressure kPa
d=-1

IF Total

92.01

114.69

The scaling change of the temperature IF noticeably changes the overall
intensification factor. This change could be significant in comparative analysis, where a
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simple unit change in temperature could dramatically emphasize an alternative option
based on how it behaves in one of the other IF categories. This case is why more
specification on the relevance of certain intensification metrics would benefit its use in a
multi-criteria analysis.
Modeling of Process Intensified equipment is possible through Aspen Plus
software. This software effectively enables heuristic strategies and synergistic processes
to be modeled, sized, and compared with generated data. Intensified equipment can be
evaluated using available emission criteria and compared to conventional processes with
the developed risk analysis tool. The primary example of combined synergistic processes
is reactive distillation, where processes of similar reaction temperature and separation
temperature can be combined into a single vessel to perform two functions
simultaneously.135 Additionally, combining processes into one leads to a decrease in
processing steps, indicating a lower risk level when fewer separate processing systems
are maintained.

4.2 Methods
Process Intensification strategies were used to improve Biodiesel production from
vegetable oils. The initial model and accompanying process conditions were provided
through an Aspen Plus Case study based on work by Zhang et al. (2003).136,137
Intensification improvements can be evaluated between different process
iterations more simply (i.e., decrease in emissions, decrease in processing steps), while
the risk model can be used to compare finalized intensified designs to alternative
processing options.
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4.2.1 FAME biodiesel intensification
The Aspen Plus model concerning the alkali-catalyzed transesterification of
vegetable oils into Fatty Acid Methyl Ester (FAME biodiesel) is found in Figure 4.1. This
process was generated based on a study by Zang et al. (2003) that had an annual process
output of 8000 tonnes/year with an accompanying glycerol by-product.137 This
continuous process is a transesterification reaction that combines methanol and oil in a
6:1 molar ratio with 1% sodium hydroxide based on the oil. The combined fresh
methanol and sodium hydroxide streams are sent to MIX2 containing recycled methanol
using PUMP1 for input into the REACTOR. Vegetable oil was heated before being added
to REACTOR, where 95% of the vegetable oil is converted into FAME. The methanol
recycle stream contains a distillate purity of 94% and is combined with fresh methanol,
whereas the bottom stream is sent to a water wash column to separate FAME. The bottom
products of the wash column include glycerol/methanol/water product mixture sent to
GLYCRCOL and the top products of FAME/methanol/water/oil sent to ESTCOL. The oil
recycle stream is sent back to mixer B3 for reprocessing. The coming improvements aim
to demonstrate strategies for process intensification that can ultimately be evaluated using
a multi-criteria decision approach.
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Figure 4.1 Process flow diagram Design 1 alkali catalyzed transesterification of biodiesel.
The Aspen Plus case study provided the initial process conditions, and utilities,
including cooling water, low-pressure steam, high-pressure steam, and electricity, were
added. Cooling water is used in the condensers of all distillation columns and heat
exchangers B2 and HX2. The reboiler EOHCOL uses low-pressure steam due to a
moderate temperature increase. ESTCOL and GLYCROL columns contain high-pressure
steam in the reboilers due to the high temperatures of streams in the bottoms. Electricity
is running all of the pump systems. The accompanying Aspen Energy Analysis for design
1 is in Figure 4.9 and Figure 4.10 in the results section.
The first Process Intensification approach was to look for redundancies to
eliminate equipment, and the carbon emissions percentage offers the possible utility
deductions. The first available change was found in HX2. Stream EST2 is marginally
cooled to EST3 at a temperature difference of 0.1663 degrees C. This minor temperature
change was not justified by the additional capital and operating costs to keep a heat
exchanger running. In Design 2, HX2 was removed altogether. This change resulted in
reduced equipment, which can be acknowledged comparatively as both an improvement
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in safety and possibly emissions (seen in the results section). Acknowledging the Process
Safety criteria for risk, if greater specificity is available between options, such as at the
equipment level rather than the processing steps, this metric can be adjusted in the
Maintenance and Installation Risks category if the capacity-dependent PI&D documents
are available for each technology type.

Figure 4.2 Aspen Plus, EST2 stream conditions, resulting in the redundancy of HX2.

Figure 4.3 Aspen Plus EST3 stream conditions.
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Figure 4.4 HX 2 duty and conditions.
For the next step, heat integration options were proposed. The OILREC stream
contained excess heat sent to exchanger B2 and lost as waste heat. It was then proposed
to redirect this stream as usable process heat in HX1.

Figure 4.5 Conditions of OILREC stream being lost as waste heat to B2.
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Figure 4.6 HX1 required conditions for integration
Hot Stream (OILREC) and Cold Stream (OIL2) temperatures cannot cross in heat
integration, so adjusting the exit temperature of the hot stream to 70˚C in HX1 required
another heat exchanger to cool it down further to the required 25˚C before being added to
the mixer. The goal was to cool the stream down enough that another heat exchanger
could be eliminated, but the thermodynamic limitation did not make this possible. Figure
4.7 indicates the process improvements. The intensification strategies between design 1
and design 2 are the reduction of units and heat integration, as seen in the new process
flow diagrams below, with decreased duty in B2, meaning less external energy use
resulting in decreased costs and decreased CO2 emissions.
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Figure 4.7 Process flow diagram Design 2 alkali catalyzed transesterification of biodiesel.
The final approach was to look at the columns to see if they were performing at
their most efficiently. Column intensification can be conducted using Aspen Column
Targeting Tools (CTT),135 relying on the equipartition principle. The general procedure
for column targeting tools and connection to sustainability is provided in Figure 4.8.
Additionally, knowledge is a developing PI domain in PI 4.0 that seeks to use data to
drive decisions in intensification to generate the best processes.123 This new domain helps
provide the best iteration of an alternative that may be compared to alternative processes
in the ultimate risk analysis process.
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Figure 4.8 Column Targeting Tools (CTT) algorithm.
The equipartition principle enables consistent temperature increase over the
entirety of the column leading to improved column efficiency and decreasing the
environmental risk through reduced energy use and emissions. In this case, using the
CTT did not effectively result in a process improvement, and the columns were
considered already operating at an optimized condition.
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4.3 Results

Figure 4.9 Design 1 actual and target energy use data

Figure 4.10 Design 1 Percentage data for actual and target energy use.

Figure 4.11 Design 2 actual and target energy use data.
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Figure 4.12 Design 2 Percentage data for actual and target energy use.
The comparison between these two designs is clear based on the reduction of
carbon emissions from Design 1 to Design 2, meaning that a percent reduction
calculation using Aspen Energy Analyzer is sufficient between iterations. However, to
compare the most process-intensified design to other intensified processing alternatives,
the decision matrix risk analysis using AHP and TOPSIS should be used to identify the
best option.
Because an intensified process is an improvement at a threshold of greater than
10%, this current process is not sufficiently intensified. However, it effectively exhibits
some of the available methodologies to achieve intensification. The CO2 decrease
between designs 1 and 2 is 8%. If further strategies can be applied for CO2 reduction in
this latest design, this process can be compared to alternatives specifically of intensified
design to produce biofuels.
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CHAPTER 5 OTHER RISK MODEL APPLICATIONS: PHA
MODEL CASE
5.1 Literature review
In addition to developing renewable diesel, other renewable bioproducts made
from waste materials are essential for green manufacturing. Moreover, they are likely to
promote increased sustainability and decreased risk based on performance in multiple
subject criteria. Various studies have used lignocellulosic corn stover to create succinic
acid and PHA products as a production alternative.138–140 PHA and biopolymers
specifically have become crucial research areas in alternative plastic production to align
with single-use plastic bans because single-use products altogether are undesirable.141
With the continual increase in plastic usage, estimated at a global output of 300 million
tons in 2013 and increasing by 5% each year, developing feasible technologies for
bioplastic production has become more critical.142 As with the fuel production
alternatives, multiple processing strategies can be proposed and compared from a risk
perspective.
The primary shortcoming of the current fossil fuel plastic industry is that singleuse plastics do not biodegrade. This problem is so prevalent that it has been suggested as
a hallmark of the Anthropocene plastics become a new geological indicator.143
Additionally, a need for increased biodegradability was highlighted in a study by Geyer
et al. (2017)144 that followed the production, use, and end-of-life management of different
types of heavily used polymers. This study included metrics on polymer resins, synthetic
fibers, and residues. It revealed that only 9% of materials were recycled, 12% were
incinerated, and the remaining 79% were left to accumulate in landfills and nature. An
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estimated 12,000 Mt of plastic waste will be in landfills by 2050 if the current waste
management practices are not changed.144 A proposed fix would be these biodegradable
biopolymers which minimize the issues of dealing with waste.
PHB is one of the short-chain length monomers of the intracellular PHA product
(PHASCL) that was discovered first and is extensively studied.145 Short-chain-length
monomers generally contain between 3 and 5 carbons and are highly biocompatible,
biodegradable thermoplastics.146 This bioproduct is formed as an intracellular inclusion in
bacteria and can take up to as much as 80% of the cells' dry weight— forming when a
critical nutrient is limited, but there is an excess carbon source availability. The potential
limiting nutrients include nitrogen, phosphorous, sulfur, oxygen, and magnesium.145
PHA also possesses mechanical properties similar to conventional plastics such as
polypropylene and polyethylene. The main barrier preventing the widespread use of this
biopolymer is the high production costs.147 Studies have shown the ability to use bacteria
to derive PHAs from an optimal sugar mixture from lignocellulosic sources,140 but using
other lower-cost feedstocks may be one way to improve financial feasibility further.
Currently, commercial producers of PHA products exhibit a maximum output of 50.0
tons per year.145
Current lower-cost feedstocks undergoing research include corn kernel fibers
(lignocellulose) and distillers corn oil (DCO). The primary steps in determining
feasibility include identifying an optimal bacterial candidate through experimentation and
developing a scale-up model in Aspen Plus. Aspen Plus simulations can determine and
aid in the CO2 emissions and energy use, sizing, and heat exchanger network systems for
input into multi-criteria assessments with an ideal bacterial candidate identified. Once
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these details are available, the MCDM risk analysis tool can be used to compare to a base
case.

5.2 Methods
The work currently being conducted is towards finding an optimal bacterial
candidate for the fermentation of PHA from corn oil. Given a base case model of
traditional PHA production from more expensive sugar feedstocks and a sufficient
bacterial candidate to promote the production of PHA inclusions from corn oil,
experimental data can be input into Aspen Plus model simulations to predict the carbon
footprint and energy use of the scale-up processes. By modeling the production of
different renewable feedstocks, a new technology and feedstock candidate can be
evaluated using the multi-criteria analysis in terms of risk. The primary case studies
compare a higher-cost feedstock versus a lower-cost feedstock processing option.
However, other processing alternatives can accompany this analysis, such as using a
different solvent to extract the PHA from the cellular matrix rather than the traditional
halogenated solvents.145
The first step in the model of this process is sterilizing the oil through a
membrane filter at 160°C to ensure that impurities are minimized before fermentation.
Once the fermentation is complete, a determination identified by observable cell growth,
all cells and PHA inclusions are centrifuged and added to an extractor at high cell
densities of 170g/L.145 The solid extractor in this model stirs the cellular PHA mix for 24
hours.148
The extraction process is highly dependent on the species of bacteria from which
the PHA is extracted and, as mentioned, is traditionally performed with a solvent.149 This
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is due to PHA's high insolubility in water effectively, where the solvents pull the PHA
from the cell mixture due to miscibility.145 The organism chosen for fermentation, in this
case, was C. necator due to its promising cell growth, and the solvent used for extraction
is chloroform paired with methyl chloride.150 After solvent extraction, precipitation is
performed with an antisolvent n-hexane for drying to process the PHA monomer (PHB)
fully. Another bacterial candidate, P. putida, was attempted but did not have sufficient
PHA production from corn oil.
Non-halogenated extraction alternatives are also being researched but struggle to
compete with the extraction capacity of halogenated solvents.151 One study152 generated
PHA from corn oil with the bacteria Burkholderia cepacian and performed multiple
extractions comparing the traditional chloroform approach to other solvents. The bestperforming alternative solvent was acetic acid at 90 °C, with a difference in the mass
recovery of PHA of 59.9% in the chloroform case and 54.8% in the acetic acid extraction.
Another study found success using an Acetone/Ethanol/Propylene carbonate (1:1:1)
mixture from 120-130 °C.153 Moreover, non-halogenated solvents are predicted to be
safer and more cost-effective than the current technique, further increasing the feasibility
and sustainability of PHA production and decreasing the risk. Should these claims be
accurate, they can be reasonably justified with the newly developed risk measurement
tool.
As mentioned, the current status of this Aspen Plus model for PHA derived from
corn oil for the halogenated extraction case is in the design and bacteria isolation phase
looking for an optimal candidate. An Aspen Plus model has been developed to
accommodate data when it becomes available.
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Previously highlighted in 0, Aspen Energy Analysis is a valuable tool that
identifies the carbon emissions for each process by evaluating the energy used against the
minimum temperature approach. This minimum temperature approach allows engineers
to look for alternative design options considering the use of heat exchanger network
systems and the utilization of internal process heat.

5.3 Results
The bioproduct PHA process is still under development from a life cycle analysis
perspective but will be compared to traditional plastic production using a multi-criteria
approach. The preliminary results of the materials used for extraction show the possibility
of the extraction solvents remaining high cost, while the feedstock cost is low due to
using waste products distillers' corn oil and corn kernel fiber.
The currently available (unpublished) data for corn oil with C. necator at a 2%
w/w corn oil is 1.77 g/L.
The metrics to be derived for analysis from this model work include a complete
life cycle cost analysis (LCCA) which generates information about the product
throughout the entire useful life according to the present value of money. Equation 5.1
provides the formal representation of this value.154
𝐿𝐶𝐶 = 𝐼 + 𝑃𝑉0 + 𝑃𝑉𝑀&𝑅 + 𝑃𝑉𝐷&𝑅 + 𝑃𝑉𝑅𝑉 − 𝑃𝑉𝐵

(5.1)

Where 𝐼 is the initial cost, including capital investments prior to the start of
operation. 𝑃𝑉0 is the present value of operational costs and contains every cost to run the
facility aside from maintenance which has its own cost schedule. 𝑃𝑉𝑀&𝑅 is the present
value of maintenance and repair costs which may be performed routinely and may
include unforeseen repair costs which need to be properly accounted for. 𝑃𝑉𝐷&𝑅 is the
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present value of disposal and replacement costs which includes decommissioning and
disposal of old equipment, waste processing, and purchasing new equipment. 𝑃𝑉𝑅𝑉 is the
present value of the residual value, which is the remaining costs when the study
concludes where it can be positive, negative, or zero depending. A positive value
indicates required disposal costs, whereas a negative value indicates that the plant site
may contain useable components that can be sold for salvage. 𝑃𝑉𝐵 is the present value of
the benefits and includes all monetary cost savings, such as reduced emissions that result
in tax incentives.
The present value in all of these components is a time-equivalent value that
considers all cashflows since the start of the project and for the duration of it. These cost
metrics in this process can be used to determine a Rate of Return value for the risk
assessment strategy, or method refinement can be used to identify and improve on the
financial metrics from the previous study.
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CHAPTER 6 CONCLUSION, RECOMMENDATIONS, AND
NEXT STEPS
6.1 Main conclusions
The results of the sustainability study revealed the environmental category as the
most important concerning sustainability, followed by the fuel quality criteria. This
weighting led to the determination of Fischer-Tropsch diesel as the most sustainable
process option due to its low water usage resulting from a lower water scarcity footprint
(WSF) and lower CO2 emissions.
In contrast, the results of the risk assessment study revealed the opposite. This
study showed that Fischer-Tropsch diesel was the riskiest technology among the
alternatives—due to the greater weighting of process safety in the Analytical Hierarchy
Process. Fischer-Tropsch Diesel held the highest indicator value in the Operational risks
(concerning temperature) at about 800 °C in the gasifier and the greatest number of
chemical feeds- describing Material Hazard Risks leading to the alternative rankings.
This simplified risk methodology made it easier to reasonably compare process
alternatives where traditional probabilistic approaches may lack data to make estimates.
This difference in results between the two strategies indicates the need for further
development of a comprehensive strategy that includes both sustainability and risk. From
a business perspective, the comprehensive risk is likely a more consistent driver of
decisions than sustainability alone; therefore, a new tool should work towards combining
the two.
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The primary value of this current adapted risk approach is that stakeholders have
involvement in decision-making in a way that is easy to understand. Too often, process
metrics are complex and may indicate little added information. By using streamlined
metrics regarding sustainability and risk, decision-making can be achieved with lower
overhead costs in the analysis. Quick quantitative approaches using reasonable
assumptions helps stakeholders make process decisions faster or identify the need for
research in lower-ranking alternatives for process improvement.
Additional research should be conducted in how to improve quantification in the
Process Safety risks. Specifically, it can be argued that Material Hazard Risk lacks
acknowledgment of the actual type of hazard for the different chemicals in this
assessment. It is characteristic that some chemicals have lower hazard indications in
smaller quantities making this challenge particularly interesting in a general decision
strategy. Suggestions for improving this research area include utilizing OSHA
Permissible Exposure Limits (PEL) and Time Weighted Average (TWA) which is an
employee’s average exposure in an 8-hour work day in the standard 40 hour work week.
The United States CDC National Institute for Occupational Safety and Health provides a
pocket guide that contains a comprehensive database of these absolute exposure values.
The current state of the analysis offers comparative information for the production
and sale of a singular fuel product, aside from the transesterification of biodiesel which
also produces and accounts for the sale of excess glycerol products. While renewable
energy fuels and bioproducts can be produced alone, there is increasing interest in
pursuing biorefinery options that increase process feasibility.22,27,29 This is a new
challenge for decision analysis where an indicator value that emphasizes an increased
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number of valuable products could be used and reasonably assessed by stakeholder
preferences.
The current surveyed populations using this decision analysis technique are
college-educated individuals, including engineers and researchers, some having a Ph.D.
in Chemical Engineering. The ultimate goal is to simplify process metrics further so that
they are easy to understand, and the public can be informed and participate in
discussions. These are all thoughts to consider when developing a tool containing both
sustainability and risk considerations.
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NOMENCLATURE
MCDM
AHP
EM
TOPSIS
FFA
GDI
GDII
GDIII
FT-Diesel
Biodiesel
PFD
HTL
FAME
gCO2eq
gSO2eq
gNeq
gNMVO
gPM10 eq
m3H2Oeq
GREET
LCA
𝑊𝑆𝐹𝑖𝑗
𝑊𝐶𝑖𝑗
𝐶𝐹𝑖
Ci*
SCi*
𝐴
𝜆max
𝐶𝑅
𝐶𝐼
𝑅𝐼
𝑁
𝑤
𝐺
𝑎𝑖𝑗
WGGM
𝑟𝑖𝑗
𝑛𝑖𝑗
𝑠𝑗
𝑑𝑗
𝑤𝑠𝑗
𝑤𝑗
𝑉𝑖𝑗
𝐴+

Multi-Criteria Decision Matrix
Analytical Hierarchy Process
Entropy Method
Technique for Preference by Similarity to Ideal Solution
Free fatty acids
Green Diesel I
Green Diesel II
Green Diesel III
Fischer-Tropsch Diesel
Transesterification of biodiesel
Process Flow Diagram
Hydrothermal Liquefaction
Fatty Acid Methyl Esters
Carbon dioxide equivalent emissions
Sulfur dioxide equivalent emissions
Nitrogen equivalent emissions
Non-methane volatile organic compound
Particulate matter 10 μm or less in diameter equivalent
Water stress equivalent
(Greenhouse Gases, Regulated Emissions, and Energy Use in
Technologies)
Life Cycle Analysis
Water scarcity footprint at county i and site j
Water consumption county i and site j
Average characterization factor county i- WSF
Criteria for sustainability study
Sub-criteria for sustainability study
Pairwise decision matrix
Largest eigenvalue in decision matrix
Consistency ratio
Consistency Index
Random Index
Matrix size
Eigenvector applied to 𝜆max
Group decision using WGGM
Weighted Geometric Mean Method
Cost or benefit attribute in EM
Normalized decision process- EM and AHP
Entropy value in EM
Divergence degree in EM
Weighting for EM
Integrated weighting EM and AHP
Indicator weights times normalized indicator matrix
Positive Ideal Solution
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𝐴−
𝑆𝑖+
𝑆𝑖−
𝐶𝑖
EU28
HAZOP
PI&D
HSE
DMRA
C1
C2
C3
C4
C5
SC1
SC2
SC3
SC4
SC5
SC6
SC7
SC8
SC9
SC10
SC11
SC12
SC13
SC14
SC15
AANP
R
COM
2
𝑤𝑎𝑖
3
𝑤𝑎𝑖
PI
PO
PS
𝐼𝐹
𝐼𝐹𝑇𝑜𝑡𝑎𝑙
𝐹𝑏
𝐹𝑎
OBR
CTT
PHA
PHB
SCL

Negative Ideal Solution
Distance from positive ideal solution
Distance from negative ideal solution
Relative closeness to ideal solution
European 28 Countries
Hazard and Operability
Piping and Instrumentation Diagram
Health, Safety, and Environment
Decision Matrix Risk Assessment
Environmental Risks
Economic Risks
Social Risks
Technology Risks
Process Safety Risks
Climate Change (CC)
Terrestrial Acidification (TA)
Marine Eutrophication (ME)
Photochemical Oxidant Formation (POF)
Particulate Matter Formation (PMF)
Water Scarcity Footprint (WSF)
Rate of Return (ROR)
Supply Chain Risk (SPR)
Human Development Index (HDI)
Automation Potential (AP)
Technology Maturity(TM )
Annual Scheduled Downtime (ASD)
Material Hazard Risks (MHR)
Operational Risks (OPR)
Maintenance and Installation Risks (MIR)
Average Annual Net Profit
Revenue
Cost of Manufacturing
2nd level Criteria weightings using AHP
3rd level Sub-criteria weightings using AHP
Process Intensification
Process Optimization
Process Synthesis
Intensification Factor
Total IF for a given goal
Before intensification
After intensification
Oscillatory Baffle Reactor
Aspen Plus Column Targeting Tools
Polyhydroxyalkanoate
Polyhydroxybutyrate
Short chain length
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CKF
DCO
𝐿𝐶𝐶
𝑃𝑉0
𝑃𝑉𝑀&𝑅
𝑃𝑉𝐷&𝑅
𝑃𝑉𝑅𝑉
𝑃𝑉𝐵

Corn Kernel Fiber
Distillers Corn Oil
Life Cycle Cost
Present value of operational costs
Present value of maintenance and repair
Present value disposal and replacement
Present value residual value
Present value benefits
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APPENDIX A DECISION MATRIX CALCULATIONS
Table A1 Aggregate environmental criteria decision matrix
C1
CC
TA
ME
POF
PMF
WSF

CC

TA
ME
POF
PMF
WSF
1
1.817121
1.0000
1.000
1.069913
0.858374
0.550321
1
0.890899
0.864234
0.914084
0.629961
1
1.122462
1
1.069913
1.122462
0.793701
1
1.157094
0.934655
1
1.122462
0.629961
0.934655
1.093991
0.890899
0.890899
1
0.57735
1.164993
1.587401
1.259921
1.587401
1.732051
1
𝜆max =6.030428; CI=0.006086; RI= 1.24 CR=0.004908

Table A2 Aggregate economic criteria decision matrix
C2
ROR
SPR
ROR
1
0.776325925
SPR
1.288119
1
Consistency is satisfied for a single comparison process

Table A3 Aggregate technology criteria decision matrix
C3
TM
ASD
TM
1
0.763549
ASD
1.309674075
1
Consistency is satisfied for a single comparison process
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Table A4 Aggregate social criteria decision matrix
C4
HDI
AP
HDI
1
3.286935
AP
0.304234828
1
Consistency is satisfied for a single comparison process

Table A5 Aggregate process safety decision matrix
C5
MHR
OPR
MIR

MHR

OPR
MIR
1
0.794597
2.39196
1.258499
1
3.138568
0.418067
0.318617
1

𝜆max =3.000194; CI=9.68E-05; RI= 0.58; CR=0.000186
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APPENDIX B RISK ANALYSIS INDICATOR
CALCULATIONS
Table B1 Rate of return calculations
Financial
Metric

Capacity
(gal/year)
Fixed Capital
Investment ($
millions)
Revenue ($
millions/year)
Cost of
Manufacturing
($million/year)
Average
Annual Net
Profit
($million/year)
Rate of Return
% (SC7)

Green Diesel
III38* (CEPCI
Base
2021=754155)
4,640,000

Green Diesel
II35**
(CEPCI Base
2010=550.8155)
58,080,000

Green Diesel
I115
(CEPCI Base
2016=541.7155)
26,800,000

FT-Diesel41
(CEPCI Base
2017=567.5155)

Biodiesel115***
(CEPCI Base
2009=521.9155)

3,014,000

26,8000,000

(168.0)ꝉ

(200.0) 273.8ꝉ

(56.8) 79.1ꝉ

(96.5) 128.2ꝉ

(30.1) 43.49ꝉ

(37.2)ꝉ

(122.5) 167.8ꝉ

(79.2) 110.2ꝉ

(15.9) 21.2ꝉ

(67.1) 96.9ꝉ

(24.3)ꝉ

(106.9) 146.3ꝉ

(75.5) 105.1ꝉ

(11.5) 15.2ꝉ

(55.6) 80.33ꝉ

(6.6)ꝉ

(15.7) 21.5ꝉ

(3.7) 5.1ꝉ

(4.4) 5.9ꝉ

(11.5) 16.6ꝉ

3.9

7.8

6.5

4.6

38.0

*Average of 12 plant sites producing 60kL/ha per 500ha
**Assume hydrogen purchase case in Glisic et al. 2016
***Assumes sale of glycerol
ꝉ CEPCI corrected to Sept 2021
( ) indicates base values
Table B2 State-specific HDI measurements
Renewable
type
State4
HDI (2016)95
(SC9)

GDIII

GDII

GDI

FT-Diesel

Biodiesel

Florida
5.04

Nebraska
5.28

Illinois
5.53

Nebraska
5.28

Illinois
5.53

Table B3 Highest operating temperature process in each technology alternative
Fuel Type
Process unit

GDIII37

GDII12

GDI32

FT114

HTL
Pyrolysis Hydrotreatment Gasifier
conversion reactor
Temperature 400
500
350
800
°C

Biodiesel14
Transesterification
reaction
100
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