The standard explanation for multiple filamentation of laser beams is that breakup of cylindrical symmetry is initiated by noise in the input beam. In this study we propose an alternative deterministic explanation based on vectorial effects. We derive a scalar equation from the vector Helmholtz equation that describes self-focusing in the presence of vectorial and nonparaxial effects. Numerical simulations of the scalar equation show that when the input beam is sufficiently powerful, vectorial effects lead to multiple filamentation. We compare multiple filamentation due to vectorial effects with the one due to noise, and suggest how to decide which of the two leads to multiple filamentation in experiments. We also show that vectorial effects and nonparaxiality have the same effect on self-focusing of a single filament, leading to the arrest of catastrophic collapse, followed by focusing-defocusing oscillations. The magnitude of vectorial effects is, however, significantly larger than that of nonparaxiality.
Introduction
The nonlinear Schrödinger equation (NLS) is the model equation for the propagation of intense laser beams in a Kerr medium. Based on the NLS equation, Kelley [26] predicted in 1965 that intense laser beams whose input power is above a certain threshold would undergo "catastrophic" self-focusing in a finite propagation distance. Although this prediction was confirmed experimentally, the NLS, as a physical model for self-focusing, has several weaknesses:
1. According to the NLS model, the beam intensity becomes infinite at a finite distance. As a result, the NLS model fails to describe beam propagation beyond that point.
2. The NLS is the leading order approximation to Maxwell's equations. However, because the NLS is extremely sensitive to the addition of small terms [20] , one cannot ignore the remaining terms simply because they appear to be small. 3. According to the NLS model, beams with cylindrically symmetric input profile should remain cylindrically symmetric during propagation. However, self-focusing experiments in solids, liquids, and gases have shown that catastrophic self-focusing is often preceded by multiple filamentation, 1 in which a single input beam breaks-up into several long and narrow filaments [1, 3, 7, 8, [10] [11] [12] 14, 15, 28, 30, [36] [37] [38] . Therefore, a self-focusing model should include a mechanism that breaks-up the cylindrical symmetry and leads to multiple filamentation.
In this study we focus on the role of vectorial effects in self-focusing. As we shall see, these effects, which are neglected in the derivation of the NLS model from Maxwell's equations, relate to all of the above weaknesses of the NLS model:
1. Vectorial effects arrest the blowup. As a result, the NLS model with vectorial effects can be used to describe beam propagation beyond the NLS blowup point. 2. Vectorial effects, although small in magnitude, have a large effect on beam propagation. In fact, we show that vectorial effects have a larger effect than nonparaxiality. 3. For over 30 years, the standard explanation for multiple filamentation, due to Bespalov and Talanov [4] , has been that it is initiated by random noise in the input-beam profile. In this study we show that the deterministic vectorial effects can also lead to multiple filamentation.
The paper is organized as follows: In Section 2 we present the vector Helmholtz model, which leads to the NLS. In Section 2.2 we give a short review of NLS theory. In Section 3 we approximate the vector Helmholtz equation with a scalar PDE, which describes self-focusing in the presence of vectorial and nonparaxial effects. In Section 4 we present numerical simulations that show that vectorial effects can lead to multiple filamentation. In Section 5 we use modulation theory to reduce the scalar PDE to an ODE for self-focusing dynamics of a single filament in the presence of vectorial and nonparaxial effects. In Section 6 we discuss the possibility that noise in the input beam leads to multiple filamentation. In Section 7 we compare the noise and the vectorial effects explanations for multiple filamentation. In Section 8 we suggest a simple experiment for deciding whether multiple filamentation is due to vectorial effects or not. In Section 9 we describe the numerical methods used in our simulations, and show that reflections from the numerical boundary can lead to "artificial" filaments.
The vectorial model
The propagation of an intense cw laser beam in a Kerr medium is described by the vector Helmholtz equations [6, 13] E(x, y, z) − ∇(∇ · E) + k 
where = ∂ xx + ∂ yy + ∂ zz , E = (E 1 , E 2 , E 3 ) is the electric field, P NL the nonlinear polarization vector, 0 the vacuum permittivity, n 0 the medium's linear index of refraction, and k 0 the wavenumber. When the Kerr medium Table 1 Values of γ [6] and C vec (γ ) [ is isotropic and homogeneous, the nonlinear polarization vector is given by [31, 32] P NL ( E) = 4 0 n 0n2 1 + γ
where E * is the complex-conjugate of E,n 2 the Kerr coefficient, 2 and γ a constant, whose value depends on the physical origin of the Kerr effect (see Table 1 ). It is instructive to rewrite relation (3) as 
When γ = 0 the Kerr effect is only "semi-vectorial", in the sense that P NL = 4 0 n 0n2 | E| 2 E. In other words, the semi-vectorial Kerr effect is given by the scalar index of refraction
However, when γ = 0, the Kerr effect is genuinely vectorial, i.e., it cannot be written in the form (4).
From vector Helmholtz to NLS
Because of the linear and nonlinear coupling between the components of E, direct analysis or simulations of the system (1)-(3) is hard. Therefore, it is customary to approximate the vector Helmholtz equation with the NLS, which is much more amenable to analysis and simulations. We now outline the derivation of the NLS from the vector Helmholtz equation. A detailed derivation is given in Section 3.1.
We set the coordinate system so that the Kerr medium is located at z ≥ 0, the input laser beam is linearly polarized in the x direction, and the beam propagates in the positive z direction as it enters the Kerr medium at z = 0. Because the input beam is linearly polarized, it is usually assumed that the beam remains linearly polarized as it propagates inside the Kerr medium, i.e., that E 2 ≡ E 3 ≡ 0 for z ≥ 0. In that case, the Kerr effect (3) is given by the scalar relation n 2 = n 2 0 + 4n 0n2 |E 1 | 2 . If one further uses the approximation ∇ · E = 0, then, to leading order, the vector Helmholtz equations reduce to the scalar nonlinear Helmholtz equation for E 1 :
Separating the fast oscillations from the slowly varying amplitude, i.e., E 1 = A 1 (x, y, z) e ik 0 z , Eq. (5) can be rewritten as
The scalar nonlinear Helmholtz equation can be further simplified by using the paraxial approximation |A 1,zz | |k 0 A 1,z |. The resulting equation for the beam amplitude A 1 is the NLS
where ⊥ = ∂ xx + ∂ yy .
Review of NLS theory
We now give a short review of NLS theory. For more comprehensive presentations, see [20, 40] . Let ψ be the solution of the dimensionless NLS
Two important invariants of the NLS (7) are the power
and the Hamiltonian
The NLS has the cylindrically symmetric waveguide solution
where R(r), the so-called Townes soliton, is the ground-state positive solution of
A necessary condition for blowup in the NLS is that the input power be above the critical power N c [42] , i.e., N(0) ≥ N c , where N c is equal to the power of the Townes soliton
In addition, a sufficient condition for blowup in the NLS is that H (0) < 0.
Scalar equations with vectorial effects
In this section we identify and use the small parameter f of the model to reduce the vector Helmholtz equation (1) to a scalar equation(s) that takes vectorial and nonparaxial effects into account. The results in this section are as follows (see also Fig. 1 ). In Section 3.1 we apply perturbation analysis to the vector Helmholtz equation (1) and derive the scalar equation (21) . In Section 3.2 we apply a similar perturbation analysis to the Lagrangian (22) of the vector Helmholtz equation, resulting in the Lagrangian (23), whose variational derivative leads to the scalar equation (24) . Although Eqs. (21) and (24) are not identical, the two equations agree with each other to the order of accuracy of their derivation (Section 3.2.2). In Section 3.3 we approximate Eq. (21) with (26) , which is an initial value problem. We note that previous studies [13, 16, 17] on vectorial effects on self-focusing obtained scalar equations which differ from Eqs. (21), (24) and (26), as well as from each other, in the O(f 2 ) terms. Because of that, we present in this study a careful systematic derivation of the equations. The agreement of Eqs. (21) and (24) , which are derived independently, provides further support that these equations are indeed correct.
From vector Helmholtz to a scalar equation
The key dimensionless parameter of the model is
where λ is the wavelength and r 0 the input-beam width. Since the wavelength is much smaller than the input-beam width, the parameter f is small, i.e., f 1.
The existence of a small parameter enables us to apply perturbation analysis on Eq. (1) and reduce it to a scalar equation. To do that, we first use Eq. (2) to rewrite Eq. (1) as
We rescale the variables according tõ
where
is the dimensionless electric-field amplitude and L DF = k 0 r 2 0 the diffraction length. For convenience we drop the tilde signs from now on.
Substitution of (15) in the vector Helmholtz system leads to the dimensionless system
whereê 3 = (0, 0, 1), and ∇ ⊥ = (∂ x , ∂ y , 0). Eqs. (16)- (18) correspond to Eqs. (14), (2) and (3), respectively. Using a careful perturbation analysis, we show in Appendix A that over propagation distances of several diffraction lengths the dimensionless amplitudes satisfy
These relations provide a quantitative measure of the degree to which the beam remains linearly polarized. In particular, relations (19) and (20) indicate that the second transverse component E 2 is significantly smaller than the axial component E 3 . The fact that E 2 /E 1 = O(f 2 ) plays an important role in the perturbation analysis, because it means that E 2 does not contribute to the perturbation terms in the scalar equations for A 1 (see Appendix B). We note that relation (20) was derived by Lax et. al. [29] under the assumptions that A 2 ≡ 0 and that the Kerr effect is "semi-vectorial", i.e., n is given by a relation of the form (4). Thus, the derivation in Appendix A improves on [29] in that relation (19) is proved for a "genuine" vectorial Kerr effect and then used to show that relation (20) remains valid even when A 2 ≡ 0. Substituting relations (19) and ( 
When f = 0, Eq. (21) reduces to the NLS (7). The A 1,zz term is the nonparaxial term, which comes from the scalar Helmholtz equation (5) . The remaining terms on the right-hand side correspond to vectorial effects, i.e., they result from the combined effects of the linear and nonlinear coupling between E 1 and E 3 in Eqs. (1) 
A variational approach
We now give an alternative derivation of a scalar equation for A 1 , based on the Lagrangian of the vector Helmholtz equation (1) . It is straightforward to verify that the vector Helmholtz equation (1) has the Lagrangian density
The Lagrangian in (22) is written using the standard summation convention. Alternatively, L VH can also be rewritten as
Clearly, the quadratic and the quartic terms of L VH correspond to the linear and nonlinear terms in the vector Helmholtz equation, respectively. Using the estimates (19) and (20), we show in Appendix C that L VH can be approximated with terms that depend only on A 1 :
Taking the variational derivative of L A 1 leads to the following equation:
Thus, the scalar equation (24) for self-focusing in the presence of vectorial and nonparaxial effects preserves the Lagrangian structure of the vector Helmholtz equation (1).
Invariance
We can use Noether's Theorem to find conservation laws for Eq. (24) . Invariance of the action L A 1 dx dy dz under phase change A 1 → A 1 e i leads to
This relation can also be obtained by multiplying (24) by A * 1 , subtracting the complex-conjugate and integrating over the (x, y) plane. Clearly, when f = 0 this relation reduces to (8) . The term f 2 |A 1,x | 2 corresponds to vectorial effects. Indeed, from (19) and (20) we have that
which has the meaning of total beam power. The last integral corresponds to nonparaxiality, i.e., it comes from balance of power in the scalar Helmholtz equation (5) . Invariance of the action under "time dilation" z → z + leads to
This relation can also be obtained by multiplying (24) by A * 1,z , adding the complex-conjugate and integrating over the (x, y) plane.
Consistency of Eqs. (21) and (24)
The two scalar equations for A 1 , Eqs. (21) and (24), are derived from the same 'mother' equation and by using the same assumptions and approximations. In both Eqs. (21) and (24) Indeed, we note that if we use the vector Helmholtz equation in the form (1) instead of (14) in the derivation in Appendix B, then the perturbation analysis will lead to Eq. (24), rather than to Eq. (21).
Initial value problem
Both Eqs. (21) and (24) contain the nonparaxial term A 1,zz . This term is not related to vectorial effects, as it comes from substitution of the ansatz E 1 = A 1 (x, y, z) e ik 0 z in the scalar nonlinear Helmholtz equation (5) . Because the Helmholtz equation is a boundary-value problem, solving it numerically on the half-plane z ≥ 0 requires setting appropriate radiation boundary conditions at z → ∞. Since, in addition, this equation is nonlinear, solving it as a true boundary-value problem is difficult. 3 Therefore, the standard approach in numerical simulations is to approximate the nonparaxial term A 1,zz with terms that do not have z-derivatives. In Appendix E we show that the nonparaxial term in Eqs. (21) and (24) can be approximated with
where 2 ⊥ := (∂ xx + ∂ yy ) 2 is the biharmonic operator. Substituting the approximation (25) in Eq. (21) leads to the following initial value problem:
For convenience, we note the origin of the terms in Eq. (26) . Clearly, all three scalar equations for A 1 agree with each other to the order of their accuracy:
Corollary 3.1. Eqs. (21), (24) and (26) differ only by O(f 4 ) terms.
Vectorial effects and multiple filamentation
In self-focusing experiments, a sufficiently intense laser beam can break-up into several long and narrow filaments, a phenomenon known as multiple filamentation [1, 3, [7] [8] [9] 11, 12, 14, 15, 28, 30, [36] [37] [38] . According to the NLS model, however, if the input beam is cylindrically symmetric, then the beam should remain cylindrically symmetric during propagation. Therefore, in order to explain the phenomenon of multiple filamentation, where cylindrical symmetry is clearly lost, one has to add a symmetry-breaking mechanism to the NLS model. The standard explanation for multiple filamentation (see Section 6.2), is that breakup of cylindrical symmetry is initiated by random noise in the input beam. We now show that deterministic vectorial effects can also lead to multiple filamentation.
In order to understand why vectorial effects might lead to multiple filamentation, we note that the asymmetry in the x and y derivatives of the vectorial perturbation terms in either Eq. (21), (24) or (26) implies that vectorial effects are a symmetry-breaking mechanism. Clearly, this, by itself, does not imply that vectorial effects lead to multiple filamentation. However, the following simulations show that when the input beam is sufficiently powerful, vectorial effects do lead to multiple filamentation.
We note that at present there is no theory for the NLS in the high-power regime N(0) N c . Therefore, our results in this high-power regime on vectorial effects in general, and on multiple filamentation in particular, are only numerical. The arrest of collapse and the focusing-defocusing oscillations that are observed in the following simulations have some theoretical basis, which is discussed in Section 5.
We begin by presenting the results of simulations of Eq. (26) with f = 0.05 and γ = 1 2 , where we gradually increase the input power N(0). The input beam is a cylindrically symmetric Gaussian,
where the constant N(0) is equal to the input power of A 1 .
When N(0) = 2N c , the beam propagates as a single filament which undergoes focusing-defocusing oscillations ( Figs. 2 and 3 ). Although the beam appears to be symmetric during its propagation, a more careful inspection shows a small deviation from cylindrical symmetry.
When N(0) = 3N c , the beam initially goes through the following stages: (i) self-focusing, (ii) defocusing into a symmetric ring (crater), (iii) second self-focusing, (iv) defocusing and formation of two small sub-peaks, and (v) focusing with a single peak (Fig. 4) . During further propagation, the beam undergoes focusing-defocusing oscillations (Fig. 5) . When the input power is raised to N(0) = 3.75N c , the beam initially self-focuses and defocuses into an asymmetric ring with two peaks on its rim (Fig. 6 ). After the second focusing-defocusing cycle, a complete breakup of cylindrical symmetry occurs as the beam splits into two filaments. Shortly after, however, the two filaments reunite and continue to propagate as a single filament, as can be seen in Fig. 7 . We call this phenomenon pseudo-multiple filamentation, in order to distinguish it from (genuine) multiple filamentation, in which the filaments do not reunite. As the input power is further increased to N(0) = 4N c , a similar dynamics leads to the emergence of two filaments (Fig. 8 ). This time, however, the two filaments do not reunite. Rather, they propagate forward in the z direction, while moving away from each other along the x-axis (Fig. 9 ). When the power is increased to N(0) = 10N c , the beam goes through the same stages, but in this case the two filaments move away from each other along the y-axis (Figs. 10 and 11).
We note that vectorial effects induce a preferred direction in the transverse (x, y) plane: The direction on initial polarization (the x-axis direction in our model). Therefore, in the case of cylindrically symmetric input beams, when vectorial effects lead to breakup of the beam into two filaments, the two filaments can move away from each other (in the transverse plane) either along the direction of initial polarization (as in Fig. 9 ) or perpendicular to it (as in Fig. 11 ).
Finally, with N(0) = 20N c we observe multiple filamentation into five filaments: One that continues to propagate along the z-axis and four other filaments that propagate slightly 'sideways' (Figs. 12 and 13) .
We now vary some other parameters in the simulations. In Fig. 14 we add a focusing lens at the medium's interface z = 0 to the input beam of Fig. 6 , i.e., the initial condition is and N(0) = 3.75N c . In this simulation we observe the same qualitative dynamics as with the unfocused beam, except that the pseudo-multiple-filamentation stage is much longer. In Figs. 15 and 16 we repeat the simulation of Fig. 8 with f = 0.1. In this case we observe pseudo-multiple filamentation, rather than a genuine one. We do, however, observe genuine multiple filamentation for f = 0.1 when N(0) = 5N c . Therefore, the threshold power for multiple filamentation is higher for f = 0.1 than for f = 0.05. This result is surprising, since a larger f corresponds to stronger vectorial effects. In Figs. 17 and 18 we repeat the simulations of Figs. 12 and 13 with f = 0.08. In this case, the beam splits into four filaments, all of which propagate slightly off the z-axis.
Although there is still no complete picture of vectorial effects on self-focusing, the above simulations, as well as additional ones which we do not show, suggest the following. For given model parameters, there is a threshold power for genuine multiple filamentation (which appears to be in the range 3N c -5N c ), such that, 1. When the input-power is sufficiently below this threshold, the beam propagates as a single filament, undergoing focusing-defocusing oscillations. 2. When the input-power is slightly below the threshold, an asymmetric ring is formed during the defocusing stage, followed by pseudo-multiple filamentation. 3. When the input-power is moderately above the threshold, an asymmetric ring is formed during the defocusing stage, followed by beam splitting into two disjoint filaments (genuine multiple filamentation). 4 . When the input-power is highly above the threshold, the beam can split into more than two filaments. In this case, all filaments split from the central beam (rather than a fractal process where the beam splits into two filaments and then each filament splits again).
In both (3) and (4) all filaments are of comparable power, which is roughly between 1.5N c and 3.6N c . Thus, the power of each filament is below the threshold for additional splitting.
As we have already said, vectorial effects play an essential role in the multiple filamentation in Figs. 8-13, as they are the only mechanism that breaks-up the axial-symmetry. Because nonparaxiality preserves axial-symmetry, a natural question is whether it is 'needed' for multiple filamentation. To answer this question, we repeat the simulations of Figs. 8-13 but without the nonparaxial terms. In these simulations we observe some breakup of axial-symmetry but not multiple filamentation. Therefore, it is possible that nonparaxiality is also needed for multiple filamentation.
We remark that in the iso-intensity plots of multiple filamentation (Figs. 9, 11 and 13), the filaments are not parallel to each other. Rather, there is an angle of several degrees between the filaments. Such an angle has neither been reported in the multiple filamentation experiments literature, nor in previous numerical studies, where noise in the input beam leads to multiple filamentation. This may suggest that multiple filamentation due to noise is more similar to experimental observations than multiple filamentation due to vectorial effects. This is not the case, however, because of the following reasons:
1. Most experiments of multiple filamentation measure the beam intensity at a fixed z. Therefore, it is possible that such an angle went unnoticed. 2. Because of the different rescaling in the axial and transverse coordinates (see Eq. (15)), the physical angle is approximately f times the angle in our iso-intensity plots. Thus, the physical angle is much smaller than what appears in the plots. 3. In our simulations of noise-driven multiple filaments in Section 6, these filaments are also not parallel (see Fig. 24 ).
Modulation theory for vectorial effects
The numerical simulations in Section 4 show that when the input beam is sufficiently powerful, vectorial effects can lead to multiple filamentation. In addition, these simulations show that, regardless of whether multiple filamentation occurs or not, beam collapse is arrested and a single filament or several filaments are formed, which propagate over long distances while maintaining roughly a constant width.
At present there is no theory for analyzing self-focusing in the high-power regime N(0) N c , which is why we rely on numerical simulations in the exploration of multiple filamentation. However, when the power of a single filament is not much higher than N c , its propagation can be analyzed using modulation theory, which is an asymptotic theory for analyzing the effects of small perturbations on critical self-focusing [20, 21] . Modulation theory is based on the observation that, after some propagation has taken place, a self-focusing filament rearranges itself as a modulated Townesian, i.e.,
, where R(r) is defined in Eq. (10) . Therefore, self-focusing dynamics is described by the modulation variable L(z), which is proportional to beam-width and also to 1/(on-axis amplitude). In particular, L → 0 and L → ∞ correspond to blowup and to complete defocusing, respectively.
By applying modulation theory to Eq. (21) 
Inspection of the derivation of Eq. (29) shows that the terms with C np and with C vec correspond to nonparaxial and vectorial effects, respectively. Therefore, the reduced system (29) shows that nonparaxiality and vectorial effects have the same qualitative effect on self-focusing dynamics of a single filament. This observation is surprising, because at the PDE level (i.e., Eq. (21)) the expressions for nonparaxiality and for vectorial effects are completely different. It is interesting to note that the reduced system (29) also appears in the study of self-focusing dynamics with a saturated-nonlinearity effect [19] [20] [21] , such as Eq. (36) .
As can be seen from Table 1 , γ ≥ 0 for most common physical mechanisms leading to the Kerr effect. Therefore, from (31) we have that C vec (γ ) ≥ 16 3 . Thus, the reduced system (29) shows that vectorial effects dominate over nonparaxiality. This observation implies that models of physical self-focusing which include nonparaxiality should also include vectorial effects. We note that this has not been done in most previous studies.
We can follow [19, 21] and integrate Eqs. (29) to get
We recall that a necessary condition for blowup in the unperturbed NLS, i.e., Eq. (6), is that the input power is above critical, i. 1N c ) . In addition, a sufficient condition for blowup in the unperturbed NLS (6) is H (0) < 0. However, from Eqs. (32) and (33) we see that if β(0) > 0 and H (0) < 0 then y m ≤ y(z) ≤ y M , i.e., arrest of blowup is followed by focusing-defocusing oscillations. When nonadiabatic radiation is added to (29) the oscillations decay with propagation [19] .
The qualitative picture predicted by (29) , i.e., arrest of blowup followed by focusing-defocusing oscillations, can be observed in the simulations of Fig. 19 where the input power is only moderately above N c , as well as in previous numerical studies of vectorial effects [24, 25] . We also verified the prediction of the reduced system (29) that the effect of nonparaxiality is small compared with that of vectorial effects, by comparing in Fig. 19 the dynamics with and without nonparaxial effects. Finally, we verified that if nonparaxial effects are kept but vectorial effects are neglected in the simulations of Fig. 19 then the qualitative dynamics remains the same but the peak intensities are significantly higher.
When the input power is above the threshold for multiple filamentation, a more careful inspection of the data in Figs. 8,10 and 12 reveals that after the splitting has taken place each filament undergoes almost-periodic focusing-defocusing oscillations. For example, in Fig. 20 multiple filamentation occurs after the first two oscillations, and the subsequent oscillations are the focusing-defocusing cycles of each filament.
As in the case of the angle between the filaments (see remark at the end of Section 4), in physical variables the oscillations are much slower than what may appear from Figs. 3,5,16-19 and 20 . These focusing-defocusing oscillations can be interpreted as self-trapping, i.e., the formation of a long and narrow filament. Indeed, such oscillations were observed in the cw self-trapping experiments of Bjorkholm and Ashkin [5] .
Randomness and multiple filamentation

The Bespalov-Talanov model
In 1966, Bespalov and Talanov [4] suggested that noise in the input beam is the symmetry-breaking mechanism that leads to multiple filamentation. Their analysis was based on the assumption that, to leading order, the electric field is a plane-wave, i.e.,
Using this assumption, they showed that certain frequencies are linearly unstable. From this they concluded that instabilities would breakup the cylindrical symmetry of the beam, leading ultimately to multiple filamentation. To test numerically the Bespalov-Talanov model for multiple filamentation, we solve the unperturbed NLS (6) with a high-power (N (0) N c ) cylindrically symmetric Gaussian input beam, to which we add random noise both in amplitude and in phase, i.e.,
where c 1 is a constant, noise(x, y) a random complex-valued function, and the constant c 2 determines the noise level (c 2 1). Although we have made many simulations with high-power input beams and random noise, we see neither evidence for multiple filamentation nor even mild instabilities. Rather, the beam converges to a cylindrically symmetric profile as it blows-up (see Fig. 21 ). Apparently, the major weakness of the Bespalov-Talanov argument is that it assumes that, to leading order, the electric field is a plane-wave (34) . Under this assumption (which implies infinite input power) the self-focusing process of the field does not depend on the transverse dynamics, i.e., E 1,z + |E 1 | 2 E 1 = 0. As a result, instabilities can grow while the leading order solution remains unchanged. This is not the case, however, for a propagating beam, where the transverse dynamics of the beam dominates the evolution of the noise.
Noise and a saturating nonlinearity
In 1968, Marburger and Dawes [34] showed numerically that intense Gaussian beams propagating in a Kerr medium with saturable nonlinearity do not collapse, but instead go through focusing-defocusing cycles. In addition, they showed that the transverse profile of the beam can develop a concentric ring structure. Although they pointed out the relation between a ring structure and the formation of small-scale filaments, they could not demonstrate this numerically, because their code was cylindrically symmetric. This relation was established in 1979, when Konno and Suzuki [27] solved the saturated NLS using a Cartesian grid and showed that the ring structure is indeed unstable. Later, using both numerics and an approximate stability analysis, Soto-Crespo et al. [39] showed that the transition from cylindrical symmetry to multiple filamentation is associated with the appearance of a spatial ring. Multiple filamentation due to noise in the input beam and nonlinear saturation was also observed in [2, 23, 33, 35, 41] .
In order to compare multiple filamentation due to vectorial effects with the one to noise, we solve the saturated NLS
with high-power noisy input beams (35) . For example, when = 0.01/ ln 2 and c 2 = 0.02, we observe pseudomultiple filamentation when N 0 ≈ 10N c ( 120N c . These simulations suggest that noise-induced multiple filamentation is characterized by a powerful central on-axis filament, from which less-powerful off-axis filaments split. After multiple filamentation occurs, above half the input power remains in the on-axis filament. The off-axis filaments are less powerful, as the power of each is below one-tenth of the input power. In addition, a significant amount of power is radiated to the background, as was also observed in [41] . We note that even when the power of the on-axis filament is much larger than 15N c (i.e., above the initial threshold for multiple filamentation), no additional splitting occurs. This observation shows that, as can be expected, the effect of input noise diminishes with propagation. We note that saturation of the Kerr nonlinearity has been observed experimentally for only some materials. For example, Yau, Lee and Wang reported recently that the nonlinearity for sapphire crystal is of the form (36) . However, there are other materials for which the assumption of nonlinear saturation does not have a solid physical justification. Therefore, a natural question is whether noise can lead to multiple filamentation in the absence of saturation. To address this question, we note that nonparaxiality, which is always present, can also play the role of a stabilizing mechanism which leads to the formation of rings. In addition, the simulations of Feit and Fleck [18] suggest that a ring structure is unstable in the NLS with nonparaxiality but with no saturation, and that it breaks into multiple filaments. Therefore, it is possible that the addition of nonlinear saturation is not really needed in order for noise to lead to multiple filamentation.
Vectorial effects or noise?
As we have seen, regardless of whether the symmetry-breaking mechanism is vectorial effects or noise in the input beam, multiple filamentation always occurs after the formation of a ring during the defocusing stage.
Because a ring structure is unstable, it can be broken into multiple filaments by symmetry-breaking mechanisms.
There are, however, significant differences between multiple filamentation induced by vectorial effects and by noise. The most important difference is that the former is a deterministic process whereas the latter is a random one. Therefore, when the input beam is cylindrically symmetric ('clean' input beam) the filamentation pattern is reproducible in the case of vectorial-induced filaments but varies from experiment to experiment in the case of noise-induced filaments. Another difference, which can be utilized to determine experimentally the mechanism of multiple filamentation (see Section 8) is that vectorial effects induce a preferred direction in the transverse (x, y) plane, which is the direction of input-beam polarization.
Our simulations suggest that the threshold power for multiple filamentation caused by vectorial effects is significantly lower than the one for multiple filamentation caused by noise. For example, simulations of Eq. (36) Another difference is that in vectorial-induced multiple filamentation, regardless of whether there is a central filament after the splitting (Fig. 12) or not (Fig. 8) , all filaments are of comparable power, which is below 3.6N c . In contrast, noise-induced multiple filamentation is characterized by a powerful central filament which has about half the input power, and significantly less-powerful off-axis filaments.
An experimental test
The results presented so far show that multiple filamentation can result from either vectorial effects or from noise in the input beam. Therefore, in theory, when all parameters of a multiple-filamentation experiment are known, one can use numerical simulations to determine whether the mechanism behind multiple filamentation is vectorial effects or noise. However, at the high input powers associated with multiple filamentation, other physical mechanisms (e.g., plasma generation, time-dispersion, etc.), which are neglected in both models, can also become important. Thus, our model might not capture all the relevant physics, in which case, its reliability in determining the mechanism behind multiple filamentation is less clear.
In order to overcome this difficulty and be able to determine whether vectorial or random effects are the physical mechanism behind multiple filamentation, we propose the following experimental test. This test is based on the observation that vectorial effects are the only mechanism neglected in the derivation of the NLS model that breaks-up the cylindrical symmetry while inducing a preferred direction in an isotropic homogeneous medium (the direction of input-beam polarization). Therefore, if multiple filamentation is caused by vectorial effects, then 1. The filamentation pattern in the transverse plane should persist between experiments. 2. When the direction of linear polarization of the input beam is rotated in the transverse plane between experiments, the filamentation pattern should follow the same rotation. 3. When a beam splits into two filaments, the splitting should occur either along the direction of initial polarization or perpendicular to it (see Figs. 9 and 11).
In contrast, when multiple filamentation results from random instabilities, the filamentation pattern should vary between experiments and be independent of the direction of initial polarization. We note that in the multiple-filamentation experiments in [36] , Nowak and Ham observed that "the . . .
[filament] patterns. . . , although random in appearance, were perfectly reproducible shot to shot" (a similar observation was reported by Brodeur et al. [9] ). Because of this observation, Nowak and Ham conjectured that multiple filamentation was due to small inhomogeneities in the medium. However, our study shows that this behavior is also consistent with the vectorial effects explanation for multiple filamentation.
Numerical methods
In our simulations of the (2 + 1)D Eqs. (7), (26) and (36), we use a finite-difference scheme on a rectangular Cartesian grid (see Table 2 ) with fourth-order accuracy in space. Time-stepping (i.e., z-stepping) is achieved by a fourth-order Runge-Kutta algorithm. The noise in the initial conditions (27) is realized using MATLABs 'rand.m' function, which generates random numbers that are uniformly distributed in the interval [0, 1]. We impose zero-Dirichlet boundary conditions at the outer boundaries. Because Dirichlet boundary conditions are reflective rather than absorbing, special care is taken to assure that reflections from the numerical boundaries have no effect (see also Section 9.2). In particular, simulations showing multiple filamentation are verified by enlarging the computational domain, as well as by refining the grid.
In most simulations of Eq. (26) the symmetries in the x and y directions enable us to solve the equation on one quadrant of the plane. However, in the rotation simulation of Fig. 25 , these symmetries cannot be exploited. The simulations in Section 6 are also carried on the whole (x, y) plane, since otherwise the noise would be symmetric in the x and y directions, in which case it would be less likely to lead to a complete break-up of cylindrical symmetry.
Physical or grid-induced splitting
As noted in Section 4, vectorial effects induce a preferred direction in the transverse (x, y) plane, which, in our model, is the x-axis direction. Therefore, in the case of cylindrically symmetric input beams, when vectorial effects lead to breakup of the beam into two filaments, the two filaments can move away from each other either along the direction of initial polarization or perpendicular to it. Indeed, in our simulations the filaments move away in either of these directions. However, the Cartesian grid that we use in our simulations also has the preferred x and y directions. Therefore, we would like to make sure that the splitting in these simulations is due to vectorial effects, rather than to grid effects.
To do that, we solve Eq. (26) using the same parameters and input beam as in Fig. 8 , but in the rotated coordinate system:
where θ 0 is the angle of rotation. Since in the rotated (ξ, η) system the preferred direction of vectorial effects forms an angle of θ 0 withê ξ , there is now a clear distinction between the preferred direction of vectorial effects and that of grid effects. We note that NLS and nonparaxial terms in Eq. (26) remain the same under rotations. The vectorial perturbation terms in Eq. (26) do change under rotations, according to:
In the simulation in Fig. 25 we take θ 0 = 30 • . We observe the same dynamics as when θ 0 = 0 • , except that the direction of beam-splitting and filament propagation in the (ξ, η) plane follows the preferred direction of the vectorial effects. Thus, this simulation shows that the multiple filamentation observed in our simulations is a feature of the PDE (26), rather than a numerical artifact.
Boundary-induced filaments
We now show that when the computational domain is not sufficiently large, reflections from the boundary can lead to what may appear as breakup of cylindrical symmetry and even as multiple filamentation. To see that, we carry three simulations of Eq. (36) with the same high-power input beam. The first simulation, which serves as a benchmark, is over a larger domain with Dirichlet boundary conditions. The other two simulations are over a smaller computational domain, on which we impose either Dirichlet or periodic boundary conditions. For consistency, we use the same noise function realization in the two simulations over the smaller domain and extend this noise function in the (x, y) plane with zero values for the simulation over the larger domain.
In the simulation over the larger domain we do not observe multiple filamentation for 0 ≤ z ≤ 0.9 (Fig. 26A,  top) . In addition, at z = 0.9 the beam has an almost-symmetric ring structure (Fig. 26A, bottom) . In contrast, we observe filament-type patterns in the iso-surfaces of the two simulations over the smaller domain (top of Fig. 26B  and C) . Moreover, in the simulation over the smaller domain with Dirichlet boundary conditions the ring at z = 0.9 is asymmetric (Fig. 26B, bottom) . Thus, the filaments observed in the simulations over the smaller domain, as well as the breakup of symmetry of the ring, are a numerical artifact.
Final remark
In this study we derive a scalar PDE for self-focusing in the presence of vectorial and nonparaxial effects. When the input power N(0) is only moderately above the critical power N c , the propagation dynamics can by analyzed using modulation theory, and is thus fairly well understood. Unfortunately, there is no such theory for the high-power regime N(0) N c , at which multiple filamentation takes place. Therefore, at present, we can only rely on numerical simulations to explore vectorial (and random) effects in this regime. Several key-questions still await an answer, such as: (1) How does the threshold power for multiple filamentation depend on the model parameters? (2) How do the number and pattern of the filaments depend on the input power? (3) What is the effect, in any, of plasma generation and time dispersion on multiple filamentation of ultrashort pulses?
Perhaps the most important open question is whether vectorial effects or noise are the mechanism leading to multiple filamentation. We believe that the results of this study support the vectorial effects explanation, at least when the input power is only a few times N c . A definite answer, however, would probably come from the experimental test suggested in Section 8. 
From this equation and Eq. (A.2), we can conclude that
Using Eqs. (18) and (A.6), we can rewrite Eq. (A.4) as
The second component of the Helmholtz equation (16) reads 
From (A.1) and (A.9) we obtain (19) . The estimate (20) follows from (A.6) and (19) .
Appendix B. Proof of Proposition 3.1
The first component of the Helmholtz equation (16) is
In light of Eqs. (A.5) and (A.6), we have that N 3 = O(f ). Therefore, Eq. (B.1) can be rewritten as
In order to simplify the terms that depend on N , we use the estimates (19) and (20) to obtain from Eq. (18) that
Substituting the estimates (B.3) in Eq. (B.2), we obtain the scalar equation
which can be simplified to give Eq. (21).
Appendix C. Derivation of (23)
Lemma C.1. The components of the Lagrangian L VH (22) can be approximated with
Proof. Using the rescaling (15) and substituting the estimates (19) and (20) we have that
which proves (C.1). Similarly,
which gives (C.2). Relation (C.3) is straightforward. Finally, (19) , (20) 
which gives (C.4).
Substituting Eqs. (C.1)-(C.4) in (22) and dividing by f 2 n 0 /4r 2 0n 2 gives (23).
Appendix D. Proof of Proposition 3.2
Eqs. (21) and (24) have the same O(1) and nonparaxial terms. Therefore, the difference between these equations comes only from the vectorial terms, and is given by
We now prove that this difference is O(f 4 ), rather than O(f 2 ). To do that, we differentiate Eq. (24) twice with respect to x, to obtain
Therefore,
Substituting this equation in Eq. (D.1) gives that
Eq.
Technical calculations show that the O(f 2 ) terms on the right-hand side cancel each other. Therefore, the difference between Eqs. (21) and (24) is only O(f 4 ).
Appendix E. Proof of Eq. (25)
Let us denote
Using either of the scalar equations (24) or (21), we have that
Therefore, differentiating (E.2) with respect to z and using (E.1) and (E.2), we get that
Substituting (E.1) in the right-hand side of (E.3), we obtain
Eq. (25) follows from Eq. (E.4) and the vectorial identity
Appendix F. Modulation theory for vectorial and nonparaxial effects
F.1. Modulation theory
In order to conform to the notations of [20] , we denote ψ = A 1 , = f 2 , and rewrite Eq. (21) as the perturbed NLS
where • The focusing part of a filament is close to the asymptotic profile ψ R (r, z), which is given by
where R(ρ) is defined in Eq. (10),
• The filament's power is close to the critical power N c .
• The perturbation terms are small, i.e., | F | | ⊥ ψ| and | F | |ψ| 3 .
Under these assumptions, self-focusing dynamics of the perturbed NLS (F.1) is described, to leading order, by
where N c and M are defined in Eqs. (11) and (30), respectively, and the auxiliary functions for F [ψ] are given by
Because Eq. (F.6) is linear in F , the reduced system (F.5) is additive in the perturbation terms. Therefore, in our case we get that
where p i (i = 1, 2) are the auxiliary functions with 
In order to prove Lemma F.1, we first make some preliminary calculations.
F.2. Preliminaries calculations
In the following calculations we switch back and forth between Cartesian and cylindrical coordinates, given by (x, y) = (r cos θ, r sin θ) = ρL(cos θ, sin θ).
We also denote (·) := d dρ . The small parameter in modulation theory is β(z). We can utilize this to simplify the expressions in Lemma F.3, by using the following relations: Lemma F.2. Let |β| 1. Then, the following relations hold: This expression can be further simplified using (F.8), because
Substituting this approximation in (F.16) leads to (F.10). In addition, from (F. 15) 
F.3. Integral relations
In this section we obtain relations (F.18), (F.20), (F.21) and (F.26), in order to reduce the number of constants that appear in the reduced system (29 
