IEEE 802.16 broadband wireless access (BWA) technology is suitable for providing multimedia applications without accessing the wired networks directly. Although IEEE 802.16 standard well defines the quality of service (QoS) framework, it makes no specific recommendation with regard to the bandwidth allocation. In this paper, we propose an algorithm for allocating bandwidth in response to dynamic changes in the arrival rate such that the total bandwidth is efficiently utilized. key words: broadband wireless networks, IEEE 802.16, quality of service (QoS), scheduling algorithm
Introduction
IEEE 802.16 broadband wireless access (BWA) network is the representative of broadband wireless networks with the high transmission rate and the predefined quality of service (QoS) framework without connecting the wired configurations. To satisfy the various QoS requirements, i.e., delay, throughput, and jitter, IEEE 802.16 standard [1] defines four types of services such as unsolicited grant service (UGS), real-time polling service (rtPS), non-real-time polling service (nrtPS), and best-effort (BE) service. Though the bandwidth allocation for the each service is more important than the service differentiation in order to provide the QoS guaranteed services, it makes no specific recommendation with regard to the bandwidth allocation [2] . Wongthavarawat et al. [3] have proposed the QoS-aware scheduling scheme for the different types of traffic. However, with the algorithm in [3] , the scheduler should have a large database with the information of the individual packets. Recently, Niyato et al. have proposed the uplink bandwidth allocation algorithms based on the queue state awareness [5] and the user utility function [6] . However, the algorithms in [5] , [6] suffer the unstable queue state in the uncertain arrival process. In [7] - [9] , static scheduling algorithms for bandwidth allocation have been suggested but they can't guarantee the full link utilization.
In this paper, we propose the bandwidth allocation algorithm for the uplink transmission using the queue state to satisfy the QoS requirements. After transmitting the packets, the base station (BS) reallocates the bandwidth to each connection in the subscriber stations (SSs) to achieve the guaranteed delay requirement and the throughput requirement of each connection. With the dynamically allocated bandwidth, we achieve the full link utilization because the excess bandwidth is used to increase the throughput of the networks.
Dynamic Bandwidth Allocation Algorithm
We consider the uplink transmission only from SSs to a BS through time-division multiple access (TDMA)/timedivision duplex (TDD) access mode with single carrier modulation, i.e., WirelessMAN-SC. The propagation delay between the BS and the SS is small compared to the packet transmission delay so the propagation delay is neglected in this paper. To consider all types of services such as UGS, rtPS, nrtPS, and BE services, we state the QoS requirements of each service in Table 1 . Because of the fixed amount of the bandwidth grant for the UGS, we will not deal with the problem to allocate the bandwidth for UGS connections. Then, to determine the number of the time slots for rtPS, nrtPS, and BE services to satisfy the QoS requirements, we propose the following rule. First we consider the rtPS connections with delay requirements, T di , for i = 1, · · · , N where N is the number of the rtPS connections. With the fixed duration of a frame, T f , this network can be represented by a discrete-time system where the duration of [n, n + 1) is determined by T f . Let q i (n) be the queue length at time n of the i-th rtPS connection, t i (n) be the allocated frame duration of the i-th rtPS connection at [n, n + 1), C be the channel bit rate, and L be the one protocol data unit (PDU). Since Ct i (n) is transmitted in [n, n + 1), L should be transmitted within
frames for satisfying the delay requirement. So, we can choose the maximum allowable queue length as
Ct i (n). In order to change the allocated duration with dynamic arrival packets, the scheduler increases the number of the allocated time slots if the current queue length is bigger than
where β i is introduced as a control parameter to provide the margin of delay requirement. Therefore, we represent our algorithm by t i [n, n + 1) as follows: 
where α i is a control gain. In the proposed algorithm, α i is used to stabilize the network and β i is used to guarantee the strict bound of the delay. With the proposed algorithm, we can represent the queue dynamics, q i , and the allocated duration of the connection, t i , as follows:
with i = 1, · · · , N, where A i (n) is represented by the arrival process between [n, n + 1). After assigning the rtPS connections, we allocate the duration of the nrtPS and the BE connections, s j , as follows:
with j = 1, · · · , M, where M is the number of the nrtPS and the BE connections, T eff is the duration for rtPS, nrtPS, and BE services and ρ j is the throughput requirement of the jth connection. Note that ρ j is zero for the BE connections.
From (2)- (4), the bandwidth is allocated to the rtPS, nrtPS and BE services sequentially. If the allocated bandwidth for all connections is larger than the channel bandwidth, the connections with the lowest priority cannot transmit in the current frame.
α i -Determination for Asymptotic Stability
Based on the sense of average, the input traffic A i (n) is represented by λ i T f where λ i is the average arrival rate. Let q i (n),t i (n), ands j (n) be the average state variables of q i (n), t i (n), and s j (n), respectively. Then, with the average analysis in [10] , we easily obtain the steady state of the average state variables from (2)- (4) as follows:
From the Little's formula, the average delayd is is represented as follows:
Note that the average delay is less than the maximum delay T di by
so that the delay requirement is satisfied. From (6), the throughput requirement is also satisfied. Now, we investigate the asymptotic stability at the steady state. Let Z(n) be the state vector represented by
T with
Linearization of the system around its steady state results in the following linear system:
As it follows from the eigenvalues of A i , the steady state is asymptotically stable if α i satisfies the following condition:
If we choose α i that satisfies the above condition, we can achieve the guaranteed delay of the connection in the average sense and the asymptotic stability.
β i -Determination for Bounded Delay
With the proper α i , we obtain the stable queues and the allocated bandwidth. However, we cannot guarantee the whole packets to satisfy the delay requirement because the analysis of the previous section is based on the average sense. Therefore, with the properly chosen β i , we can show that the whole packets satisfy the delay requirement of each connection.
For the worst case analysis, we assume that the evolution of (2), (3) starts at the steady state and the burst packet arrives at the steady state. Also, we assume that there are no packet arrivals until the queue returns to the empty state. Let k be the initial time of the evolution. Define the matrices C i and D i as follows:
Using the linear system theory, the solution of the previous discrete-time Eqs. (2)- (3) with no arrival is
where 
In order to measure the time for transmitting the packets at the queue, we only sum up the allocated duration as follows:
The maximum delay occurs when the queue length reaches the steady state, thus, we choose the initial condition of the queue length from (5) as follows:
where (13)- (15), we show
From the Cayley-Hamilton theorem,
11 e (i) 12
with e (i)
where γ 1 and γ 2 are the constants satisfying the CayleyHamilton theorem. Then, we obtain Ce 
With the above condition, we can choose β i corresponding to the input arrival rate.
Simulation Results
In this section, we compare the previous bandwidth allocation algorithms in [5] and [6] with our proposed algorithm.
We consider the 10-rtPS connections with 20 ms delay requirement and the remaining bandwidth is allocated to the BE connections which always have packets to transmit. The channel bit rate C is 40 Mbps, T f is 1 ms, T eff is 0.5 ms, and L is fixed at 400 bits. In order to consider the wireless medium, we adopt the PDU error rate (PER) as 0.005. Since the PER is negligibly small, we approximate the channel bit rate in the PER as C in our analysis. The simulation time is 10 sec. We set the parameters such as α i = 1.5 × 10 −9 , β i = 35 for i = 1, · · · , 10 initially for satisfying (9) and (18). For the algorithm in [5] , we set b max = 5-PDU, e = 5, τ min = 30000, and τ max = 40000. We set these parameters for sharing the total channel bandwidth equally and for reducing the effects of the rate control algorithm in [5] , which are the fluctuation of the allocated bandwidth and the low throughput of the connections. Also, for the algorithm in [6] , we set g rt = 2 and h rt = 0. However, we don't limit the threshold values such as T rtPS and T BE , so the rtPS connections share the channel bandwidth to satisfy the maximum delay requirement. In simulations, we only show the queues and throughputs of connections 1 and 3 because other connections show negligibly small deviation from connections 1 and 3.
Initially, the input process is a poisson process with 2.4-PDU arrival in the average sense during T f . In order to compare the dynamic adaptation of allocating bandwidth, we increase the input traffic rate up to 4-times in connections 1 and 2 at 5 sec and we set α i = 1.5 × 10 −9 , β i = 86 for i = 1, 2 after 5 sec. After increasing the rates of connections 1 and 2, the arrival rate at the queue is then lowered due to the rate-control algorithm as shown in Fig. 2(a) and the bandwidth reallocation is performed in Fig. 2(c) where T ai is the allocated duration of the i-th connection. With these algorithms, the queue length reaches the high values and the oscillated behavior is worse than before as shown in Figs. 1(a) and 1(c) . In contrast to the other results, the proposed algorithm in Figs. 1(e), 1(f), 2(e), and 2(f) shows that the queue length and throughput of the all the connections converge to the steady state obtained from (5). In Table 2 , we present the number of PDUs whose delay exceed the delay requirement after increasing the arrival rate. The connection of 1 in [5] results in poor performance due to the large values of τ min and τ max for the high throughput. In Table 3 , the bandwidth in [6] is not fully utilized whenever the queue length is smaller than the allocated bandwidth. From these simulation results, we conclude that our algorithm is superior to the existing algorithms under the dynamic arrival rate and satisfies both the full link utilization and the maximum delay.
Conclusion
We propose a dynamic bandwidth allocation algorithm based on the queue state information. With the properly chosen parameters, we show that the network is stable and the hard bound delay requirement is satisfied. Simulations showed that our algorithm performs better compared with the existing results under the dynamic arrival rate.
