Abstract-We consider linear regression problems for which the underlying model undergoes multiple changes. Our goal is to estimate the number and locations of change-points that segment available data into different regions, and further produce sparse and interpretable models for each region. To address challenges of the existing approaches and to produce interpretable models, we propose a sparse group Lasso based approach for linear regression problems with change-points. Under certain mild assumptions and a properly chosen regularization term, we prove that the solution of the proposed approach is asymptotically consistent. In particular, we show that the estimation error of linear coefficients diminishes, and the locations of the estimated change-points are close to those of true change-points. We further propose a method to choose the regularization term so that the results mentioned above hold. In addition, we show that the complexity of the proposed algorithm is much smaller than those of existing approaches. Numerical examples are provided to validate the analytical results.
I. INTRODUCTION

I
N statistical model fitting, one builds models that fit the available data by minimizing certain cost functions. Recently, there have been a vast number of works in model fitting by adding various regularization penalty terms to the cost function [1] - [4] . Lasso is one of those approaches based on -type penalty [1] . One benefit of these approaches is that the produced models have a certain sparsity structure, which is more interpretable and hence more desirable in practice.
Most of the existing works assume that the data come from a single underlying model. This assumption might not hold in certain dynamic systems. For example, in building economic growth models from various indicators, it is more appropriate to assume that the available data obeys different models over different time period as the economic growth pattern undergoes structural changes over the years [5] . In the analysis of array-based comparative genomic hybridization (array-CGH) data, the underlying model varies in different segments of the DNA sequence [6] . As another example, in the analysis of time dependent Gaussian Manuscript received May 17, 2014 ; revised October 08, 2014; accepted February 18, 2015 . Date of publication March 06, 2015; date of current version March 27, 2015 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Urbashi Mitra. This work was supported by the National Science Foundation under grant DMS- The authors are with the Department of Electrical and Computer Engineering, Worcester Polytechnic Institute, Worcester, MA 01609 USA (e-mail: bzhang@wpi.edu; jgeng@wpi.edu; llai@wpi.edu).
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Digital Object Identifier 10.1109/TSP.2015.2411220 graphical model, which has wide-spread applications in network traffic analysis and cyber attack detections, the edge structure varies [7] . In all above examples, it is of interest to identify the change-points and build proper models for different regions.
In this paper, we relax the homogenous assumption and consider model fitting problems with multiple change-points. In particular, we consider linear regression problems in which the underlying true linear coefficients might undergo multiple changes. Our goal is to estimate the number and locations of change-points that segment available data into different regions, and further to produce sparse interpretable models for each region. Instead of being an online quickest change-points detection problem [8] - [10] , the problem considered here is an offline change time estimation problem, which has been studied extensively in other fields [11] . Existing approaches to estimate multiple change-points are mainly based on least-square fitting via dynamic programming (DP) [12] - [15] . One can also apply the DP approach to solve our problem. However, there are several challenges associated with this approach. First, the DP algorithm cannot estimate the number of change-points accurately. In particular, if we know only an upper-bound on the total number of change-points, then the DP algorithm will always return change-points. Hence, the DP algorithm cannot find the true number of change-points unless it is known perfectly. Second, the solution of the DP algorithm does not possess a sparse structure, hence, the model cannot be easily interpreted. Third, the computational complexity of the DP algorithm is high. In particular, for the model with change-points, the computational complexity is with being the total number of observations. To address these challenges, we propose to solve the change-points estimation problem using sparse group Lasso (SGL), a model fitting method proposed very recently in [16] , [17] . In SGL, the parameters are divided into groups. There are two penalty terms in the SGL problem formulation: the norm penalty, which encourages most of the groups of the solution to be zero, and the norm penalty, which will promote sparsity within those non-zero groups. We show that after a proper transformation, the parameters to be estimated possess both inter and intra group sparsity structure. Therefore, after a proper transformation, the problem studied in this paper fits the scope of SGL and can be solved using SGL. In particular, we reformulate the original linear regression with change-points problem into a convex optimization problem with both and penalties. The solution of this convex optimization problem then directly provides the number and locations of change-points and the regression coefficients of each region. We prove that, under certain assumptions and a properly chosen regularization weight, the solution of the proposed approach possesses several desirable features: 1) the norm of the estimation errors of the linear coefficients diminishes as the number of available data increases; 2) the estimated locations of the change-points are close to those of the true change-points. We also propose a data-dependent method to choose a proper regularization weight. Furthermore, using efficient algorithms for solving SGL problems [17] , [18] , the complexity of the proposed approach is much lower than that of the DP approach.
The problem of change-point detection/estimation has been extensively studied in recent years. There are two main classes of problem formulations: online and offline [8] , [11] . In the online formulation, the observer receives observations sequentially. And the goal is to design real time algorithms to detect the changes in the statistic behavior of the observations. To reduce the computational complexity, a statistic with a recursive form is desirable in the online detection. If such a recursive form exists, the statistic can be updated whenever a new observation arrives. For example, [19] proposes to track the gradual change of environmental parameters, and its statistics are updated recursively by minimizing a regret function. There are many other interesting papers focusing on the online detection problem, such as [9] , [20] . In the offline formulation, initiated by [21] , the observer is given a complete set of data and the goal is to estimate the location of change points that segment the data set into several homogenous segments. The offline formulation has also attracted significant research interests (see survey [22] and Chapter 2.6 and 11 of [11] ). Here, we list only a few of them to illustrate the its potential applications. For example, a direct application of the offline change points estimation is data fitting [23] . The offline change points estimation is also widely used in economic [24] - [26] , molecular biology [6] , [27] , and climate data analysis [28] . In our paper, we focus on the offline formulation with the goal of designing offline algorithms to estimate the location of change points in a given data set. Since our data set is fixed, we do not focus on the recursive property of our algorithm. Instead, we mainly consider the consistency property and complexity of our estimator.
Among all these preliminary research works, [19] , [29] - [35] , are most relevant to our work. [19] focuses on developing online algorithms to track a gradually changing parameter in the environment. Our work, on the other hand, focus on developing offline algorithms to estimate abrupt changes in a given data set. In [29] , the authors propose an adaption of Lasso algorithm to detect changes in the mean value of a sequence of Gaussian random variables and hence the dimension is one. In [30] , [31] , the authors use group fused Lasso to solve the structural changes in linear regression problems. [32] considers the recovery of models that have multiple types of sparsity structure under a noiseless observation model. As will be clear in the sequel, in our paper, two types of sparsity arises only in the transformed domain. This transformation imposes special constraints on the observation matrix, which does not satisfy the assumptions made in [32] . Furthermore, we consider noisy observation model and hence do not aim to recover the underlying signal exactly. [33] , [34] discuss change-points detection under a Bayesian setup, i.e., there is a prior distribution on the possible locations of the change points, while our paper is non-Bayesian.
[35] discusses a method to partition observations into different subsets. Similar to [33] , [34] , the model assumes a prior probability of each partition. Furthermore, the algorithm needs pre- cise knowledge of the distribution of the observations and has a very high complexity (exponential in ). Our work is different from these works in the following aspects. First, we impose an additional sparsity structure in the linear regression coefficient, which is often of interest in practice. Hence, instead of group fused Lasso, we use sparse group Lasso to solve the problem at the hand. The additional term in our problem formulation brings significant technical challenges when analyzing the performance of the algorithms. Moreover, we have analyzed the computational complexity of our proposed algorithm, while no such analysis was presented in [30] , [31] . We also note that SGL has been used for anomaly detection in smart grid [36] .
The remainder of the paper is organized as follows. In Section II, we describe the model under consideration. In Section III, we describe the proposed SGL based approach. In Section IV, we prove the consistency of the solution of our approach. In Section V, the complexity of SGL algorithm is discussed. In Section VI, we provide numerical examples to validate the theoretic analysis. Finally, we offer several concluding remarks in Section VII.
II. MODEL
We consider the linear regression model (1) where is a dimensional vector, is a dimensional sparse coefficients vector, where is an integer, and is the observation noise. We assume that 's are independent and identically distributed (i.i.d.) with . Here denotes the probability density function (pdf) of Gaussian random variables with zero mean and variance . As discussed in Section I, we consider the scenario that the values of 's change over time. In particular, we assume that the linear model experiences times of changes in the values of 's, and the set of change time instances (or change-points) are denoted as . Hence, for , we denote where and by convention, and are the true values of coefficients, which are fixed but unknown. Our goal is to estimate the change-points , the coefficients and the number of change-points through pairs of observed data . Fig. 1 illustrates the model. Let be a known upper bound on the number of changepoints and , then the multiple change-points estimation problem can be written as (2) where is the indicator function, whose value is 0 if and is 1 otherwise.
An intuitive approach to solve (2) is the exhaustive search, in which one solves a least square fitting problem for each possible change pattern, and picks the solution with the least residual square error. However, the total number of possible change patterns is , which results in an extremely high computational complexity. A more efficient way to solve (2) is to use DP. For completeness, we provide some discussions on how to solve this problem using DP in Appendix H. However, if one uses DP, the estimated number of change-points of the solution to (2) is always . Hence, unless
, (2) is not a proper formulation for the DP algorithm. Furthermore, one can show that the complexity of DP is 1 , which is still very high especially when is large. Furthermore, the solution of DP is not sparse in the sense that the estimated 's are not sparse vectors, which is not desirable when the interpretability of the model is important.
In light of the challenges of the exhaustive search and DP approaches, we propose the SGL based approach for the changepoints estimation problem in the next section. then, it is easy to verify that our model can be rewritten as
III. PROPOSED SGL BASED APPROACH
To obtain the estimates of the number and locations of changepoints and linear coefficients of each region, let , we propose to solve (5) which can also be rewritten as (6) where is the norm, is the norm, is the regularization penalty weight, and adjusts the relative weight for the two penalty terms. affects the inter and intra group sparsity of the solution obtained from this optimization problem. The inter group sparsity is increased when we increase , while the intra group sparsity is increased when we decrease . Theoretically, as we will see from Proposition 1 and Proposition 2, as long as is a constant in , we will have the consistent results in the change-point and coefficient estimations under proper assumptions. In practice, the choice of depends on the application. If one expects a strong group-wise sparsity, one should select to be a larger constant. If, in other applications, one expects mild group-wise sparsity, one should choose to be a smaller constant. We will discuss how to choose in Section IV. We note that the proposed problem formulation and algorithm do not depend on the parameter . Notice that problem (6) is of the form of SGL proposed in [17] . As illustrated in [17] , the penalty term encourages the group-wise sparsity, which implies that in the solution of (6) most of are zero vectors, while encourages sparsity within each group, which implies that in the solution of (6) most of entries are zero for those nonzero vectors. We also notice that (6) is a generalization of the problem considered in [31] , in which a particular case with and is considered. Let , , and denote estimates of , , and , respectively. For a given solution of (6), we can obtain from the linear relationship between and . We can treat the nonzero vectors among 's as change-points, from which the estimates of the total number and locations of the change-points can be determined.
For , we denote By convention, we set and .
IV. CONSISTENCY
In this section, we study the properties of the solution of our SGL based approach (6). We provide consistency results and discuss how to choose the regularization parameter properly.
To assist the following presentation, we define Hence, is the minimal interval between two consecutive change-points, and is the minimal distance between two consecutive true different coefficient vectors.
Let be a sequence of positive quantities that decrease to zero as . Let denote the th element of . Throughout this section, we make following assumptions: A1:
as , where and are the minimum and maximum eigenvalues of a matrix respectively. Intuitively, A1 means that the eigenvalues of the averaged matrix are bounded, which indicates that is a well behaved matrix. A2:
, as . A2 sets a requirement on the minimum intervals between any two consecutive change-points. In particular, we require to grow as grows. This assumption is reasonable as if does not increase when increases, then there exists an interval whose length is diminishingly small compared to . It will be challenging to identify this interval from the whole data sequence. A3:
, and , can be viewed as the power of the th dimension of . Intuitively speaking, A3 implies that , the minimal distance between two consecutive true different coefficient vectors, cannot be too small. This is a reasonable assumption, as if is too small, there exists a change point at which the coefficient changes very little. It will be challenging to detect such as a change.
, and we choose such that as , then
Proof: Please see Appendix B. Proposition 2: Under A1-A3, if
, and we choose such that as , then (8) in probability as , for . Proof: Please see Appendix C.
As discussed above, is the true number of change-points, which is assumed to be a constant. Furthermore, from A2, we know that is assumed to be sufficiently large, which implies that cannot be arbitrarily large. 
since (from the assumption indicated in the condition of Proposition 2 and being a constant mentioned above) and as indicated in A2.
Remark 2: Due to the special structure of as shown in (3), we cannot directly apply the existing bounds on the performance of regularized M-estimator (see, e.g., [4] ). Hence we need a different approach to bound the norm of the error in the proof of Proposition 2.
The above results require . In the following, we show that even if this assumption does not hold, we can still guarantee certain accuracy of the estimated change-points. For two sets and , we define (10) Notice that is the Hausdorff distance between and [37] . Using this notation, Proposition 1 can be restated as that and hold at the same time in probability as when . The following proposition is parallel to Proposition 1 for the case . is chosen such that , we will have either: 1) , in which case we have Propositions 1 and 2 for the consistency of the estimates; or 2) , in which case, we have Proposition 3 for the consistency of the estimates. However, if , then some change-points are not detected. Hence it is more desirable to have . If one insists on having , we have the following data-dependent method to choose . This approach is based on the Akaike information criterion (AIC) [38] . For any given , we first solve (6) and obtain and that divides the data into regions. We define (13) where is the ordinary least squares (OLS) estimator in the interval . Then we propose to minimize the cost function (14) where is a designed parameter such that and as . In (14), measures how well the model is fitted, and is the penalty of the number of estimated change-points.
Denote , in which is the maximum value of such that the solution to (6) Remark 6: If we set , the problem considered in this paper becomes a basic Total Variance (TV)-regularization problem [39] - [41] . By setting in the propositions above, we have the consistent results for this special case. Note that these results do not mean that we obtain full understanding of the TV-regularization problem. They simply imply that for the basic TV-regularization problem, we have certain consistency results regarding the change-points estimations and coefficient estimations under the assumptions made in this paper.
V. COMPLEXITY
In this section, we study the computational complexity of SGL algorithms. Denote the cost function in (6) as (15) and let be the minimum value of . In our model, we have an output vector , an data matrix which can be divided into sub-matrices, , and each is an matrix for , and an coefficient vector which can be divided into sub-vectors, . The cost function (15) can be rewritten as (16) and . We define another function which will be used in further analysis. Define (17) where and . is a function of coefficients of group while keeping the coefficients of other groups as constants.
First, we discuss a modified version of SGL algorithm in [17] . We only describe an outline of the algorithm whose details can be found in [17] . For any given and , the algorithm can be described as follows. In this algorithm, we have an outer loop which iterates over all groups until convergence, and an inner loop which calculates the optimal coefficients of a particular group while the coefficients of other groups are viewed as constants. The function in the inner loop is the update function. The function takes in the old coefficients of group and output the new coefficients of group until convergence. The function can be viewed as a black box. For completeness, we expand as its simplified form in [17] . Let be the coordinate-wise soft thresholding operator and , where is a vector, is a scalar and is the th element of the output vector of . Let be the unpenalized loss function. Then the function is defined as where is the step size of the gradient method.
The "convergence" is the termination condition, e.g., , , etc. In the original algorithm proposed in [17] , the outer loop is chosen in a cyclical order. Since the convergence rate of cyclically block-coordinate descent method is unknown except for some special cases [42] , in the algorithm described above, we modify the outer loop of algorithm in [17] to the randomized block-coordinate descent (RBCD) method in [43] . We will use Algorithm 1 in our simulation.
Although Algorithm 1 is easy to implement, it is difficult to analyze its complexity due to the inexact nature of the inner loop. In the following, we introduce the modified Signed Single Line Search (SSLS) algorithm in [18] , which is more amenable to complexity analysis.
The original SSLS algorithm has a similar structure as the SGL algorithm in [17] . In the description above, we make the same modification, i.e., change the cyclical order to random order in the outer loop. The main difference between Algorithm 1 and 2 lies in the inner loop. In the inner loop, SSLS explicitly solves the optimal group coefficients for one group while keeping the coefficients of other groups as constants. The main result is in the following Proposition.
Algorithm 2:
initialize to be a zero vector repeat pick with probability until convergence return Proposition 6: For an error tolerance and a given constant confident level , the complexity of the randomized block-coordinate descent method version of SSLS for the worst case is that guarantees (18) Proof: Please see Appendix G. The complexity relies on . For example, if and , a valid choice for Proposition 1-4 under A1-A4, then the complexity is , which is better than the complexity of DP approach .
VI. NUMERICAL RESULTS
Our simulation is based on Algorithm 1, a slightly modified version of the algorithm in [17] that has an R implementation in the package SGL. We first test our algorithm on synthesized data. We select , and set the number of nonzero coefficients to be 4. In particular, we set the first four coefficients to be nonzero in each . In our simulation, we set , , , and the real change-points are at 100,300,900. The first four coefficients of are all 2 for points and for , and are all for and for . Each , and the noise . In our simulation result figures, x-axis represents the locations from 1 to , and y-axis represents whether the data point at each location is an estimate change-point (1 means that it is an estimated change-point, i.e., , while 0 means .). From Fig. 2 , we can see that most of the estimated are zero vectors. Furthermore, the nonzero vectors are clustered around the true change-points. This implies that our approach can successfully identify the locations of change-points. We also examine the regularization path of by choosing different values of . If we select large enough, then the penalty term will dominate the SGL and encourages the sparsity, thus the coefficients are tending to be all zeros. If we decrease , the least square term becomes more and more dominant, thus the sparsity of coefficients will decrease. On the other hand, from our asymptotic results, we know that the accuracy will increase. Hence, in practice, we need to set properly to balance between accuracy and sparsity. From regularization path, we find that once is properly chosen, our algorithm can properly identify the important coefficients.
We now compare our approach with the DP based approach. Fig. 3 illustrates the estimated change point using the DP based approach when is set to be 3, the true value of . It shows that the change-points location estimates are accurate if we know . However, as discussed in Appendix H, if is unknown and only is known, the DP based approach will return change-points. Fig. 4 shows the change-points estimates using the DP based approach when is set to be 20. From the figure, we can see that the returned change-points estimates do not concentrate around the true change points and hence do not provide accurate estimates of the true underlying change-points. Furthermore, the coefficients of all the results by DP approach do no possess sparse structure, which means that most or even all of the coefficients are nonzero while the results of our SGL based approach possess sparsity. Next, we test our approach on real weather data collected by NOAA. We use NCEP/NCAR Reanalysis 1 Surface Monthly Mean dataset [44] . The dataset records monthly means of precipitation for 1948-present for all locations on the globe, and each locations has resolution. Our goal is to find change-points in climate models for different locations. We pick 5 target locations, i.e., Eastern USA, Brazil, Western USA, South Africa and India because of their diverse geological properties. The parameters of these target locations are considered as in our model. Then we pick 40 locations near the target locations as the in our model. For each location, we pick the first 400 data. Then we concatenate the data and for different locations. Hence, we have and . And in our concatenated data, the first segment, i.e., , the model describes the relationship between Eastern USA and our 40 data locations, the second segment, i.e., , the model describes the relationship between Brazil and our 40 data locations, and so on. We choose the precipitation as the parameter to be investigated in the model, and in our simulation. Fig. 5 shows the norm of our result. From Fig. 5 we can see the inter-group sparsity of the result. Furthermore, the estimated change-points are clustered around the true change-points.We also examine the regularization path. For the first estimated interval, when , coefficients number 9-16 and 25-32 are zero, that is 16 coefficients out of 40 are zero, which show the sparsity within the group. Furthermore, these coefficients corresponds to locations near eastern US, western US and India. Since the data in of segment to is from eastern US, the result above indicates that precipitation of eastern US has a higher correlation with precipitation of locations near eastern US, western US and India than precipitation of Brazil and South Africa, since eastern US, western US and India are all located in northern hemisphere and near heavily rained regions which is consistent of [45] .
VII. CONCLUSION
In this paper, we have proposed a SGL based approach for estimating multiple change-points in linear regression models. We have shown how to reformulate a change-point estimation problem as a SGL problem. We have shown that, under certain assumptions, the solution of the proposed approach enjoys desirable consistency properties. In particular, the estimated locations of the change-points are close to the true locations of the change-points. Furthermore, the estimated coefficients are close to true values of coefficients. We have discussed the complexity of the proposed approach. We have also provided numerical examples to show the performance of the proposed approach.
APPENDIX A SUPPORTING LEMMAS
In this section, we provide several supporting lemmas that will be repeatedly used in the proof.
A. Lemma 1 Lemma 1:
Let be the solution of the problem (6), then (19) Proof: We use KKT condition to prove Lemma 1. To use this condition, we first compute the gradient of with respect to and obtain Since , we can also write
As the result, we have
Let be the solution of the problem (6). Using KKT conditions and (20) in which the last step holds as we have terms in the summation and A3.
So .
Lemma 2 implies that, under A3, the interference of noise is negligible compared with as .
APPENDIX B PROOF OF PROPOSITION 1
The proof follows closely from the proof of Theorem 3.1(i) in [30] and the proof of Proposition 3 in [29] .
Since , it suffices to show for each . Following the same procedure, we apply lemma 1 with and respectively, we have (27) where . After combining (26) and (27) , we conclude that the event occurs with probability one. So for the first term in (25) , use the same technique as above, we have Using similar procedure, we can show that other terms in (25) go to zero.
Combining results in Appendix A-A and Appendix B-B, we complete the proof.
APPENDIX C PROOF OF PROPOSITION 2
We prove this proposition by dividing the problem into four cases: 1) and , 2) and ,
3) and , 4) and . We then prove each case by using Lemma 1 repeatedly. Here we only give the proof for case 1) and other cases follow similarly.
Using Lemma 1 by setting and respectively, we have By Proposition 1, we have , and by A2, as . Then using A1, Lemma 2, and the fact that , where is defined as and for symmetric positive semidefinite matrix , we have So we have in which the last step is due to the fact that . After studying for all four cases, we compare and pick the largest one, and thus complete our proof.
APPENDIX D PROOF OF PROPOSITION 3
The proof follows closely from the proof of Theorem 3.2 in [30] and the proof of Proposition 4 in [29] . Due to space limitation, we provide only an outline of the proof.
It suffices to show that as .
where , , , . It suffices to prove , and . This can be proved by repeatedly using lemma 1 and lemma 2.
APPENDIX E PROOF OF PROPOSITION 4
The proof follows closely from the proof of Theorem 3.3 in [30] and the proof of Proposition 4 in [29] .
We can prove this proposition by contradiction. Let be the estimated number of points and . Let be the set of all locations of estimated change-points. Let be the estimated coefficients. Let be the estimated coefficients at time . , and achieve the minimum of Problem (5 (29) and is some positive constant. So , and can achieve a smaller value, which means cannot be an optimal solution.
2 
A. Inner Loop
It can be seen from Algorithm 2 and Procedure 3 in [18] that the complexity of inner loop is .
B. Outer Loop
Since the solution of the inner loop is exact and the outer loop is randomized, SSLS is a randomized block-coordinate descent method for minimizing a composite function, whose complexity has been recently analyzed in Theorem 5 of [43] . For any given initial value , the complexity is related to and , which is a measure of the size of the level set of given by . In SSLS, we have . In the following, we provides some upper bounds on these two quantities, and then apply the results in [43] to provide a bound on the complexity of SSLS.
Firstly, we bound . We have with probability goes to 1 when , where is a constant independent of . Secondly, we bound . For those with , we can show with probability goes to 1 when . Hence, , which implies . Let denote the optimal value of function , and , as . For any given confidence level and error tolerance , we then plug bounds obtained above into Theorem 5 in [43] to complete the proof.
APPENDIX H DP APPROACH
In this Appendix, for completeness, we describe the DP approach. Let be the set of all segmentations in segments up to time . Let be the interval of segmentation delimited by change-points and . Any segmentation of can be written in the form with convention and . For a given , our problem is to recover (33) For any segment , we define the cost as and the optimal cost as . Let . So we can retrieve the update equation (34) The update (34) indicates that, if the total number of changepoints is , (33) can be solved using a classical DP approach [46] .
Since is unknown and we only know , so we can try to solve subproblems, each of the form (35) and , where is the indicator function. Hence for each value of , the subproblem can be solved by DP. After solving these subproblems, we can set to be the that achieves the minimum objective function value among the subproblems. However, if we do this, . This follows from the fact that adding change-points can always decrease the minimum value of the objective function.
