The purpose of the present research is to investigate model mixed boundary value problems for the Helmholtz equation in a planar angular domain Ω α ⊂ R 2 of magnitude α. The BVP is considered in a non-classical setting when a solution is sought in the Bessel potential spaces H s p (Ω α ), s > 1/p, 1 < p < ∞. The problems are investigated using the potential method by reducing them to an equivalent boundary integral equation (BIE) in the Sobolev-Slobodečkii space on a semi-infinite axes The same problem was investigated in the foregoing paper [DT13], but there was made fatal errors. In the present paper we correct these results.
Introduction and formulation of the main results
Consider the model domain Ω α which is the plane angle of magnitude α between the half axes R + and the beam R α turned by the angle α from R + (see Fig. 1 ). boundary is a model curve:
R α := {e iα t = (t cos α, t sin α) : t ∈ R + }.
(0.1)
Note, that the case α = π is already well treated in the literature. The unit normal vector field {ν(x)} x∈Γα on the boundary Γ α is defined by the equality ν(x) = (0, −1) for x ∈ R + (− sin α, cos α) for x ∈ R α .
(0.2) and defines the following normal derivative ∂ ν on the boundary:
∂ x 2 for t ∈ R + , lim (x 1 ,x 2 )→t=(τ cos α,τ sin α)
[− sin α ∂ x 1 + cos α ∂ x 2 ] for t ∈ R α . Many problems in mathematical physics e.g., cracks in elastic media, electromagnetic scattering by surfaces etc., are formulated in the form of boundary value problems for elliptic partial differential equations in domains with angular points at the boundary. In the recent paper [BDKT13] is described how such BVPs can be investigated with the help of their local representatives-model problems in planar angles Ω α j of magnitude 0 < α j < 2π, j = 1, . . . , m. The purpose of the present paper is to study the model mixed boundary value problem for the Helmholtz equation in the model domain Ω α      ∆u(x) + k 2 u(x) = f (x), x ∈ Ω α , u + (t) = g(t), t ∈ R α , ) can only be defined for −2 + 1/p < r < 1 + 1/p. For detailed definitions and properties of these spaces we refer to the classical source [Tr95] and also to [CD01, Du84a, Du01, DS93, Hr85, HW08] .
Bessel potential space H s p (R n ) is defined as a subset of the space of Schwartz distributions S (R n ) and is endowed with the following norm (see [Tr95] ): 
and
, where r Ω denotes the restriction from R n to the domain Ω. Worth noting that for an integer m = 1, 2, . . . the spaces H m p (R n ) and W m p (R n ) coincide and are known as the Sobolev spaces, endowed with the following equivalent norm (see [Tr95] 
Let S := ∂Ω be the smooth boundary and consider H −1
where ·, · denotes the pairing between the adjoint spaces and coincides with the usual scalar product for regular functions. H −1 S (Ω) consists of those distributions on Ω, belonging to H −1 (Ω) which have their supports just on S and H −1 (Ω) can be decomposed into the direct sum of subspaces which are orthogonal to each-other:
The space H −1 S (Ω) is non-empty (see [HW08, § 5.1]) and excluding it from H −1 (Ω) is necessary to make BVPs uniquelly solvable (cf. [HW08] and the next Theorem 0.1).
Let us commence with the existence results for a solution to BVP (0.4). Lax-Milgram Lemma applied to these BVPs gives the following solvability result.
Theorem 0.1 The Mixed BVP (0.4) has a unique solution in the classical weak setting:
The proof is verbatim to the proof of similar Theorem 2.1 (also see Remark 2.2 and Remark 2.3) in [DTT14] . The operator treated in [DTT14] , is very similar: LaplaceBeltarmi with 0 order summand on a compact surface. The main tool,the Lax-Milgram Lemma applies equally successful for non-compact domain.
As we see from Theorem 0.1 the BVP (0.4) has a unique solution in the classical setting (0.5) independent of the values of angular points on the boundary. This property changes dramatically as soon as we consider the BVP (0.4) in the following non-classical setting
(0.6) (see Remark 0.4 below). This indicates that the derivative of a solution has singularities depending on the angles on the boundary; although this is knows long ago, we find for the first time all values of "forbidden angles" in Theorem 0.3 below.
Note that, the upper constraint in 1 p < s < 1 + 1 p ensures the invariant definition of the Bessel potential and Sobolev-Slobodečkii spaces, while the lower constraint ensures the existence of the trace u + on the boundary. Moreover, from Theorem 0.1 we can not even conclude that a solution is continuous in the closed domain Ω α . If we can prove that there is a solution u ∈ H 1 p (Ω α ) for some 2 < p < ∞, we can enjoy even a Hölder continuity of u in Ω α . It is very important to know maximal smoothness of a solution in some problems, for example in approximation methods.
Along with the non-classical settings (0.6) the trace of a solution u + on the boundary Γ α satisfies the following compatibility conditions:
where v + + denotes the trace on R + , v + α denotes the trace on R α and J α ϕ(t) = ϕ(t cos α, t sin α), t ∈ R
is the pull back operator from R α to R + . These compatibility conditions are direct consequences of the inclusion u ∈ H s p (Ω α ) and the properties of traces on the boundary Ω α . To formulate the main theorem of the present work we need the following definition.
Definition 0.2 The BVP (0.4), (0.5) is Fredholm if the homogeneous problem f = g = h = 0 has a finite number of linearly independent solutions and the BVP has a solution if and only if the data f, g, h satisfy a finite number of orthogonality conditions.
Next we formulate the main theorem of the present paper, which is proved in § 4. 
In details the condition (0.9) is written as follows:
where k, m = 0, ±1, . . . . In particular, the BVP (0.4) has a unique solution in the settings (0.6) if:
, for 2 p < ∞. As we already know from Theorem 0.1 and as it follows from (0.12), for p = 2, s = 1 (the classical setting) the BVP (0.4) has no "forbidden angles" α and the problem is uniquely solvable for all values of α (cf. Theorem 0.1). The "forbidden angles" α might only emerge when p = 2 or s = 1 and for these angles the problem is not even Fredholm.
Theorem 0.3 is a corollary of the next two Theorem 0.5 and Theorem 0.6. Theorem 0.5 Let 1 < p < ∞ and 
where ϕ 0 and ψ 0 are solutions to the following system of pseudodifferential equations
(0.14)
Vice versa: if u is a solution to the BVP (0.4), g := r Rα u
are some fixed extensions of g and h to Γ α , then ϕ 0 := u + − g 0 , ψ 0 := (∂ t u) + − h 0 are solutions to the system (0.14). The system of boundary pseudodifferential equations (0.14) has a unique pair of so-
The proof of Theorem 0.5 is exposed in § 2.
For the system (0.14) we can remove the constraint 1 p < s < 1 + 1 p and consider two different settings for arbitrary r ∈ R:
The system of boundary integral equations (0.14) is Fredholm in both the SobolevSlobodečkii (0.15a) and the Bessel potential (0.15b) space settings if and only if:
In details the condition (0.16) is written as follows:
where k, m, n = 0, ±1, . . . . The system (0.14) has the unique pair of solutions in the space settings (0.15a) and (0.15b) if:
The proof of the Theorem 0.6 is exposed in § 4. Investigations of the boundary integral equations run into difficulties due to the absence of results on Mellin convolution equations (0.14) in the Sobolev-Slobodečkii (0.15a) and the Bessel potential (0.15b) space settings. In the present paper we apply the results on Mellin convolution equations with meromorphic kernels in the Bessel potential and Sobolev-Slobodečkii spaces obtained recently by R. Duduchava [Du15] and V. Didenko & R. Duduchava [DD16] . We write explicitly the symbol M s α,p (ω) of the corresponding operator as a function on the infinite rectangle R, and this symbol is responsible, as usual, for the Fredholm property and the index of the operator.
Major contribution to BVPs for elliptic equations in two and multidimensional domains with edges and cones on the boundary was made by V. Kondratjev by his celebrated paper [Ko67] . The method is based on Mellin transformation and allows to find asymptotic of solutions. The approech was very popular and used intensively in the literature, see papers and monographs by P. Grisward [Gr85] 
Boundary poseudodifferential operators
Let H k (x) be the fundamental solution to the Helmholtz equation 
0 (k|x|). The Hankel function decays exponentially at the infinity and has the following asymptotic (see [GR94, Kru98] ):
It is important to note, that the asymptotic equality (1.2) remains valid after taking any finite number of derivatives. Consider standard layer potential operators on the model domain Ω α , the Newton, the Single and the Double layer potentials respectively
( 1.3)
The potential operators, defined above, have standard boundedness properties in the Bessel potential spaces (see, e.g., [DNS95, Du01, HW08] ):
It is well known that any solution u ∈ H 1 (Ω α ) to the BVP (0.4) in the space is represented as follows 
where the pseudodifferential operators (ΨDO) To explain in which sense is understood the hypersingular integral operator V ∆+k 2 ,+1 ϕ(t), let us recall the following equality
where ν(t) is the unit normal vector field, ∂ ν is the normal derivative (see (0.1)-(0.3)), From (1.1) and (1.8) follows the equality
which we use to prove the following:
Due to the equality (1.9) and the integration by parts formula for the tangential differential operator (see [Du01, DMM06] )
(1.10) the hypersingular operator V ∆+k 2 ,+1 is represented as
Accoding to the obtained equality (1.11) the operator V ∆+k 2 ,+1 is a sum of singular integral operator applied to the tangential derivative ∂ ϕ of the density and the regular integral applied to ϕ itself. The following pseudodifferential operators 
which has the logarithmic fundamental solution
The pseudodifferential operators defined above have standard mapping properties (see [DNS95, Du01, HW08]):
, j = 0, 1, be the corresponding restriction operators. Then the differences
(1.14)
are locally compact operators: the operators vT j , j = 1, 2, 3, 4, are compact for arbitrary function v ∈ C ∞ 0 (Γ α ) with a compact support. Next we will write some pseudodifferential operators (PsDOs) in (1.12) in explicit form for the later use in § 3.. First let us consider the PsDOs r R + V ∆,+1 r Rα . By applying the equality
proved similarly to (1.11), we get:
By using the parametrization x = (x 1 , x 2 ) = (t, 0) of R + , the parametrization y = (y 1 , y 2 ) = (τ cos α, τ sin α) of R α , recalling that R α is oriented from −∞ to 0 and using the equality (0.3), equalities
for t ∈ R + , y ∈ Γ α , we proceed as follows:
Now integrating by parts (see (1.10)) we continue as follows:
is proved similarly. Now we look to the singular integral operators r R + ∂ V ∆,−1 r Rα and r Rα ∂ V ∆,−1 r R + . We proceed as in (1.16):
The formulae
is proved similarly. For the singular integral operator W ∆,0 we proved the following:
where J α is the pull back operator (see (0.8)) and r R + and r Rα are the restriction operators to the spaces on the corresponding subsets R + and R α . We drop the proofs of (1.19) and (1.20) because these formulae are not applied in the present manuscript.
For the dual operator W * ∆,0 we get: 
By introducing the boundary values of a solution (2.1) of the BVP (0.4) into the representation formula (1.5) we get the following representation of a solution:
The known and unknown functions in (2.1) and (2.2) belong to the following spaces
By applying the boundary conditions from (0.4) to (2.2) and the Plemelji formulae (1.6) we get the following:
Rearranging the known and unknown functions the system acquires the following form
where G 0 and H 0 are exposed in (0.14) and we used the properties r R + ϕ 0 = ϕ 0 , r Rα ψ 0 = ψ 0 . By applying the restriction r R + to the both parts of the first equation in (2.4) and the restriction r Rα to the second one and by recalling the equalities r R + W ∆+k 2 r R + = r Rα W * ∆+k 2 r Rα = 0 (cf. (1.19), (1.21) ) we arrive to the system (0.14). There is the full equivalence between the solvability of the system (2.4) and the solvability of the BVP (0.4), given by the representation formula (2.2). Therefore the unique solvability of the BVP (0.4) implies the unique solvability of the system (2.4) and vice versa, The concluding assertion of Theorem 0.5 follows then from Theorem 0.1.
In the formulation and the proof of the next Lemma 2.1 we use localization and quasilocalization principle. A quasi-localization means "freezing coefficients" and changing underling contours and surfaces by an isomorphic but simpler ones. For details of a quasilocalization we refer the reader to the papers [Si65] and [1] , where the quasi-localization is well described for singular integral operators and for BVPs, respectively. We also refer to [Du15, § 3] , where is exposed a short introduction to quasi-localization.
Let us agree to understand under local equivalence and local quasi-equivalence of equations the local equivalence of the corresponding operators in the corresponding spaces.
Lemma 2.1 System of the pseudodifferential equation (0.14) and the system
are locally equivalent at 0. At any other point x ∈ Γ α \ 0 ∪ {+∞, e iα ∞}, including the both infinity points +∞ and x = e iα ∞ := lim y→+∞ e −iα y, the system (0.14) is locally quasi-equivalent to the trivial system
(2.6)
Proof: The systems (0.14) and (2.5) are locally equivalent at 0, because the differences
are locally compact for all r ∈ R due to Lemma 1.1 and compact operators are locally equivalent to 0. Now let us describe the local quasi-equivalent systems of (0.14) at x ∈ R + ∪ {+∞}.
Operators A 1 := 1 2 r Rα A 2 := r R + V ∆+k 2 ,+1 r Rα , A 3 := r Rα V ∆+k 2 ,+1 r R + I and are locally quasi-equivalent to 0 since v x A 1 = A 1 v x I = v x A 3 = A 2 v x I = 0 while the operators v x A 2 and A 3 v x I are compact for all v x ∈ C ∞ (R), O ∈ supp v x . Compact operator are, as mentioned already, locally quasi-equivalent to 0. The identity operator 1 2 r R + is locally quasi equivalent to the identity 1 2 I in the space on the entire axes R. Thus, the local quasi-equivalence of the system (0.14) and the first equation in (2.6) at x ∈ R + follows. The local quasi-equivalence of the system (0.14) and the second equation in (2.6) at x ∈ R α is proved similarly, by using the pull back operator J α (see (0.8)).
Lemma 2.2 The system of pseudodifferential equation (0.14) is Fredholm if and only if the system of pseudodifferential equation
is locally invertible at 0, where
is the Mellin convolutions operator (see [Du79, Du84b, Du86, Du82] ).
Proof: Due to the main principle of the quasi-localization (see Proposition 3.4 in [Du15] ) the system (0.14) is Fredholm if and only if locally quasi-equivalent systems (equations) is locally invertible at each point of the compactification of Γ α which includes the infinite points, i.e., for each x ∈ Γ α ∪ {+∞} ∪ {e ıα ∞}. The systems (2.6) is obviously uniquely solvable (the corresponding operators are invertible).
Thus, the system (0.14) is Fredholm if and only if the system (2.5) is locally invertible at 0.
Equivalence of the local solvability of the systems (2.5) and (2.7) is proved as follows. Multiply both equations in (2.5) by 2, apply to the first equation the differentiation ∂ t , replace ϕ := ∂ t ϕ 0 , apply to the second equation the J α (see (0.8)) and replace ψ = J α ψ 0 , also under the integral. Now the system (2.7) is derived easily from (2.5) with the help of formulae (1.16) and (1.17).
To prove the local equivalence at 0 of the systems (2.5) and (2.7) note, that the multiplication by 2 and the pull back operator J α are invertible. As for the differentiation
it is locally invertible at any finite point x ∈ R because the operators
are isomorphisms (represent the Bessel potentials; see [Du79, Lemma 5.1]). On the other hand, the embeddings
are locally compact due to the Sobolev's embedding theorem and the compact perturbation can not influence the local invertibility.
Mellin convolution operators in the Bessel potential spaces
The results of the foregoing two sections together with the results on a Banach algebra generated by Mellin and Fourier convolution operators (see [Du87] ) allow the investigation of the Fredholm properties of lifted Mellin convolution operators. For this we write the symbol of a model operator and coincides with (0.17d).
4) If s =

