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Abstract 
We introduce observation frames as an extension of ordinary frames. The aim is to give an 
abstract representation of a mapping from observable predicates to all predicates of a specific 
system. A full subcategory of the category of observation frames is shown to be dual to the 
category of F! topological spaces. The notions we use generalize those in the adjunction between 
frames and topological spaces in the sense that we generalize finite meets to infinite ones. 
We also give a predicate logic of observation frames with both infinite conjunctions and 
disjunctions, just like there is a geometric logic for (ordinary) frames with infinite disjunctions 
but only finite conjunctions. This theory is then applied to two situations: firstly to upper power 
spaces, and secondly we restrict the adjunction between the categories of topological spaces and 
of observation frames in order to obtain dualities for various subcategories of .Fo spaces. These 
involve nonsober spaces. 
1. Introduction 
A topological duality is a correspondence between two mathematical structures in- 
volving points and predicates such that isomorphic structures can be identified. Stone 
[31] first found such a duality between topology and logic. He considered ordered 
sets (representing the syntax of some logical system) and constructed from a boolean 
algebra a set of points using prime filters. Conversely, by using a topology on a set 
of points he was able to construct a Boolean algebra. For certain topological spaces 
(later called Stone spaces) these constructions give an isomorphism. In a later pa- 
per [32], he generalized this correspondence from Stone spaces to spectral spaces and 
from Boolean algebra’s to distributive lattices. Hofinann and Keimel [l l] described this 
duality in a categorical framework. Even further, Isbell [ 151 gives an adjunction between 
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the category of topological spaces with continuous functions and the opposite category 
of frames with frame homomorphisms (which yields a duality between sober spaces 
and spatial frames). Stone duality in a mathematical context is studied in a book of 
Johnstone [19], and for the context of domain theory we refer the reader to [lo]. In 
his thesis Abramsky [I] applied Stone duality to get logics of domains, as used in 
denotational semantics. He argues that Stone duality is the bridge between denotational 
and axiomatic semantics. 
Smyth [29,30] generalized the duality between sober spaces and spatial frames by 
allowing upper semi-continuous multifunctions as morphisms in the category of sober 
spaces, and by allowing Scott-continuous and finitely multiplicative morphisms on spa- 
tial frames. Smyth realized that by this restriction the morphisms on the spatial frames 
are generalizations of predicate transformers in the sense of Dijkstra [6,7]. 
There are interesting spaces which are not sober. For example posets taken with the 
Alexandrov topology are not always sober. Johnstone shows [18] that not every dcpo 
with the Scott topology is sober. There are also spaces which have an exponent in 
the category of topological spaces that are not sober [ 151. Also if one wishes to study 
fairness or countable nondeterminism then it seems that one has to go beyond sober 
spaces: one has to consider a category of 00 and 01 chain complete partial orders with 
functions preserving least upper bounds of q-chains [26]. 
In [3] two of the authors introduced the notion of completely multiplicative predicate 
transformers. This notion was used in [4] for an extension of the results of Smyth 
[29] from sober to 50 spaces (considering also lower semi-continuous and Vietoris 
continuous multifunctions in addition to the upper semi-continuous ones). For this 
result frames were used whose elements are open sets of some YO space. This forms 
the basis for the investigation below. 
Usually subsets represent predicates and open sets [4,22,29] represent observable 
predicates. In a more abstract view, a complete lattice represents predicates while a 
frame represents observable predicates. This leads us to introduce observation frames: 
they map observable predicates to arbitrary predicates. They are mappings from frames 
to complete lattices preserving arbitrary joins and finite meets. An example of an 
observation frame is the embedding of open sets into the power set of points. Also 
Vickers [33] and Abramsky [l] view frames as collections of observable predicates. 
Concerning liveness predicates, Abramsky [l] suggests that one has to look for 
structures more complicated than the simple lattice of open sets. Liveness predicates 
can be seen as arbitrary (but according to [29] only countable intersections should be 
considered) intersections of open sets. Our framework of observation frames has both 
arbitrary unions and intersections of open sets. We use an abstract framework where 
open sets are just elements of a frame. A different approach has been followed by 
Kwiatkowska et al. in [2]. In this approach liveness predicates can be interpreted as 
greatest fixed points of monotone operators on compact open sets. This interpretation, 
however, does not coincide with the classical interpretation of the infinitary conjunction 
since these fixed points are calculated using meets (or joins) which, in general, do not 
coincide with intersections (or unions). 
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The outline of the paper is as follows. First we introduce observation frames and turn 
them into a category. Then we construct opological spaces from observation frames 
by taking as points special kind of prime elements. In this way we obtain a duality 
between observation frames and topological spaces. Next we give a logic of observation 
frames with arbitrary conjunctions and disjunctions. This is done by the introduction 
of M-topological systems, which are a generalization of the topological systems of 
Vickers [33]. Subsequently we elaborate in two directions: firstly we apply the theory 
to upper power spaces of posets using filter theorems. Secondly we restrict our duality 
to some subcategories of Yc spaces that are in general nonsober. We consider .9i 
spaces, compact spaces, open and core compact spaces and posets. This leads us to a 
pointless version of the directed ideal completion of a poset (using the lattice side of 
the dualities of posets and algebraic directed complete partial orders (dcpo’s)). Finally 
we study Galois connections in the context of observation frames. 
2. Mathematical preliminaries 
In this section we provide some basic notions and facts on lattices and topological 
spaces. For more detailed discussions consult [8-lo]. We assume some familiarity with 
basic notions of category theory [23]. 
A poset L = (L, 6) is a set together with a reflexive, transitive and antisymmetric 
relation < on L. A poset which has meets (greatest lower bounds) for every pair of 
elements is a meet-semilattice. A poset with joins (least upper bounds) for every pair 
of elements is a join-semilattice. 
A complete lattice is a poset L in which every subset A c L has a join VA in L (and 
hence also a meet since l\A = V{x E L 1 Va E A. x <a}). Notice that L has a bottom 
and a top element given, respectively, by _L = i/S and T = AS. A complete lattice L 
is called completely distributive if 
AA=A f(A)lf : .a?---+ mdf(A)EA , 
I 
for every set of sets d E 9(9’(L)). Equivalently (see [27]), L is completely distributive 
if 
VA = v 
{ 
A 
AEd 
f(A)lf : and f(A)EA 
1 
for every d E 9(9(L)). A frame L is a complete lattice which satisfies the following 
infinite distributivity law, a restriction of the completely distributive law: 
xAVA=V{xAaIaEA} 
for all x E L and A s L. For example given a set X the set 9(X) of all the subsets of 
X is a completely distributive lattice when ordered by subset inclusion and hence also 
a frame. Given two frames F and G, a frame morphism is a function C$ : F -+ G that 
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preserves arbitrary joins and finite meets, that is &VA) = V&4) for every A C F and 
WW = M(B) f or every finite B C F. Frames together with frame morphisms form 
the category Frm. 
For a meet semilattice L, a nonempty subset % of L is called a jilter if 
(i) Vu E %. Vb E L. adb + b E %, 
(ii) Va,bE%. aAbE%. 
The collection of all filters of L is denoted by Fil(L). If L is a complete lattice then 
a filter % CL is completely prime if for every S CL such that VS E % there exists 
s E S such that s E %. There is an isomorphism between the completely prime filters 
and the prime elements of a complete lattice, where p E L is called prime if p # T 
and if a A bd p for some a, b E L then a S p or b< b. The collection of all prime 
elements of L is denoted by Spec(L). 
A topology O(X) on a set X is a collection of subsets of X that is closed under 
finite intersections and arbitrary unions. Every topology Lo(X) can be ordered by subset 
inclusion and forms a frame with the empty set as bottom element and the whole set 
X as top element. The pair (X, O(X)) is called topological space and every OEO(X) 
is called an open set of the space X. Given an open set o E O(X), its complement 
c = X\o is called a closed set. The collection of all closed sets of a topological 
space (X, O(X)) is denoted by 97(X) and, dually to the open sets, is closed under finite 
unions and arbitrary intersections. Closed sets are ordered by superset inclusion and 
form a complete lattice. A set q CX is saturated if q is the intersection of all open 
sets o E O(X) such that q c o. The collection of the saturated sets is denoted by 22(X). 
It is closed under arbitrary intersections and forms a completely distributive complete 
lattice. 
A topological space is called %s if for each pair of distinct points there exists an 
open set which contains one of the points and that does not contain the other; it is 
called 3 if for each pair of distinct points X, y there exists an open set o such that 
x E o and y 6 o; and it is called 52 if for each pair of distinct points x, y there 
exists two disjoint open sets 01,02 such that x E 01 and y E 02. A topological space 
(X, O(X)) is sober if for every completely prime filter % C O(X) there is exactly one 
point x E X such that 9 = {o E O(X) ) x E 0). Every sober space is %O while every 
52 space is sober. There are 5 spaces that are not sober and there are also sober 
spaces which are not 5. 
Every topology O(X) on a set X induces a specialization preorder on X given by: 
x<@ly * (Vo E O(X). x E 0 3 y E o), 
where x, y E X. A topological space is %s if and only if the specialization preorder is 
a partial order, while a topological space is 5 if and only if this preorder is equality 
(the discrete order). 
Let (X, Lo(X)) and (Y, U(Y)) be two topological spaces. The inuerse of a function 
f : X + Y is the function f-’ : 9(Y) ---f 9(X), defined by f-‘(S) = {x ) f(x) E S}. 
The function f is called continuous if f-‘(o) E U(X) for every o E O(Y) (or, 
equivalently, if the inverse of each closed set is closed). Topological spaces form a 
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category Sp with the continuous functions as morphisms. We write Sp, for the full 
subcategory of Yc spaces and Sob for the full subcategory of sober spaces. 
3. Observation frames 
Elements of a lattice can be thought of as predicates, where the meaning of the 
order < is the entailment relation t-. The meet A corresponds to the logical “and” and 
the join v corresponds to the logical “or”. A complete lattice can be seen as being an 
(abstract) collection of predicates where equivalent predicates are identified. 
It is closed under arbitrary conjunctions and disjunctions via A and V. Following 
[l, 29,331 we see a frame as an (abstract) collection of finitely observable predicates 
where equivalent observations are identified. Finitely observable predicates are closed 
under arbitrary disjunctions and under finite conjunctions, represented by the arbitrary 
joins and finite meets. Even if a frame is closed under arbitrary meets, such meets 
need not represent the infinite conjunction. For example, in the poset of open sets of a 
topology on a set X we have the interior of the intersection S as the meet AS for 
every subset S of X. This leads us to consider a frame F (representing the observable 
predicates) together with a complete lattice L (representing all the predicates). Every 
observable predicate can be seen as a predicate, and hence we introduce a function 
that maps F to L. This map must preserve the logic of finite observations, that is, it 
preserves finite meets and arbitrary joins. This motivates the following definition. 
Definition 3.1. An observation frame is a function (-)” : F + L where (F, <) is a 
frame and (t, C) is a complete lattice such that 
(VA)“= WV for all A C F, 
(All)“= nB” for all jinite B C F 
Notation 3.2. For an observation frame (-)” : F + L as above, we will almost always 
write (-)” for the function involved. Hence we often omit it and simply write F-L 
for (-)” : F + L. For clarity, we use ( G, V, A) in F and (L, u, fl) in L. In case F 
(or L) is a subset of P(X) for some set X, we use the standard c, lJ or n whenever 
these coincide with the order, join or meet in F (or L). 
For a function f : A -+ B and subset S GA, f(S) = {f(a) ) a E S}. In particular 
S” = {a” ) a E S}. 
Note that in an observation frame FtwL we have that the function (-)” preserves 
the top T = r\S and the bottom I = VS elements. 
Example 3.3. (i) Let 2 = {I, T} be ordered by I < T. It is a frame (and hence also 
a complete lattice). Therefore the identity timction id : 2 -+ 2 is an observation frame. 
We will refer to it as 2. More generally, given a frame F, the identity function on F 
is an observation frame. 
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(ii) Let F be a frame and let X = CPF(F) be the set of all the completely prime 
filters on F. The assignment 
a+-+aV= (9 E CPF(F) 1 a E 9} 
yields a function F + P(X) which preserves finite meets and arbitrary joins [19,30, 
Proposition 4.3.51. Hence we get an observation frame. In general this function (-)” 
is not injective, but it is so in case F is a spatial frame (see [19,30] again). 
(iii) Let X = (X, Co(X)) be a topological space. Since Lo(X) is a frame the inclusion 
0(X) L-) 9(X) is an observation frame. We will denote it by Q(X). Notice that 2 in 
(i) is Q(l), where 1 is the one element (terminal) topological space. 
(iv) Let X be a topological space and let 9(X) be the collection of saturated sets. 
The set 9(X) is closed under arbitrary intersections and hence it is a complete lattice. 
The inclusion 0(X) it S(X) forms an observation frame. 
Next we organize observation frames into a category. We need an appropriate notion 
of morphism of observation frames. 
Definition 3.4. Given two observation frames FD+L and GD+K, a morphism c#~ of 
observation frames (FD-+L) - (G-K) consists of a function 4 : F + G satisfying 
(i) 4 is a morphism of frames (i.e. C# preserves finite meets and arbitrary joins); 
(ii) 4 is (completely) multiplicative, that is, for S, T C F 
This gives a category (with composition as for ordinary functions) which is denoted 
by OFrm. 
The idea is that a morphism between observation frames not only preserves the 
logic of observable properties, but also takes into account what happens to infinite 
conjunctions of these observable properties (which are usually outside the frame). A 
morphism 4 : (F-L) --+ (G-K) in OFrm is clearly bottom and top preserving. 
Furthermore, if the function of the observation frame GtkK is injective, then the 
multiplicativity condition (ii) of Definition 3.4 above implies that 4 preserves all meets 
in F which are also preserved by (-)” (in particular all finite meets). Indeed let 
A C F be such that flk’ = (AA)“. By multiplicativity of C$ we have n&f)” = 
&AA)“. Moreover by monotonicity of 4 we have that +(I\A)<I\&A) and hence by 
monotonicity of (-)” we obtain &AA)” E (A&A))” c r&4)“. But rh#@)” = 
&$‘, hence 4(A4” = (AW)) ” and since (-)” is injective we have A&A) = 
Example 3.5. (i) For a topological space X there is an isomorphism in OFrm between 
the observation frame O(X) L) 2(X) and C!(X) = (O(X) L-$ g(X)) given by the 
identity function on O(X). 
(ii) Let X and Y be two topological spaces and f: X+ Y be a continuous function 
(i.e. a map in the category of topological spaces Sp). Then f induces a morphism 
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Q(f) : Q(Y) + Q(X) in OFrm defined by its inverse image, i.e., Q(f)(o) = f-‘(o) = 
{x E X 1 f(x) E o} for every o E O(Y). We check the multiplicativity condition. 
Assume S, T G O(Y) with ns C nr. Then 
x E n{a(f)<o> IO E S}e v’o E s. f(x) E 0 
-3 f(x) E n s 
=+ f(x) E f-v since n S C nT 
-x E nwwm E Tl. 
Thus we have a functor Sz : Sp -+ OFrmoP. Later it will be shown that 52 has a right 
adjoint. 
The next definition introduces saturated elements of an observation frame. 
Definition 3.6. Let FD-+L be an observation frame. The set of saturated elements of 
F-L is defined by 
S!(FrwL) = {nA” IA CF}. 
It is ordered by the restriction to J?(Ft>-rL) of the order on L. 
Saturated elements can be seen as observable specifications. Indeed, they are defined 
as the meets of a (possibly infinite) number of observable predicates. In Section 4 we 
will see that a point satisfies a specification (i.e. a saturated element) if and only if 
it satisfies all the observable predicates which constitute such specification. Sometimes 
specifications of this kind are referred to as liveness predicates [3,22,29]. 
Notice that for an observation frame Ft++L, we have that q E 2!(Fc-+L) if and 
only if q = n{a” 1 a E F and q & a”}. From right to left is clear. For the converse, 
let q E ._S!(FWL), say q = nA” for some A CF. Then n{x” (x E F and q C x”} = 
nAv. Indeed q & rI{x” (x E F and q C xv} is clear. Conversely q = I%” implies 
that q C a” for every a E A. Hence A” &{x” Jx E F and q 5 x”} which implies 
n~xv~xEFandq_Cn”)CnA”=q. 
We define the saturation 2(p) of a p E L by 2?(p) = n{av E L I p C a”}. The set 
of saturated elements .2?(FrwL) equals {p E L ) s(p) = p}. 
Example 3.7. Given a topological space X, the collection of saturated sets 2(X) is 
the collection of arbitrary intersections of open sets and hence is J!(sZ(X)). 
The following lemma states that saturated elements form a complete lattice. 
Lemma 3.8. For every observation frame F-L, the induced partial order on the 
saturated elements 2?(FwL)C_L yields a complete lattice in which arbitrary meets 
coincide with those in L. 
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Proof. Let 5’s _$?(FckL) and suppose s = r&’ with A, C F for every s E S. We 
prove fl(lJ,,,A;) = flS and hence flS E I(F*L) since UsESAS &F. 
(E) For every s E S and a” E AJ we have ll(&_&) C a” and hence ll(&&‘) C 
n_4; = s which implies n(&&) L nS. 
(I) For every s E S, nS C s = nA,“. But I%: L a” for every a E A, and for every 
s E S. Hence rk c n(UJEsA,“). 
Therefore I% E S?(FwL). It is the meet of S. Cl 
Given an observation frame F-L, we have a” E ~?(FD-+L) for every a E F; 
hence by Lemma 3.8 also the restriction Fw+~?(FHL) is an observation frame. Fur- 
thermore FHL is isomorphic to FD+~(FD-+L) in OFrm. This shows that in FD-+L 
we can distinguish only predicates which are finitely observable (i.e. in F) or can 
be deduced from the finite observations (i.e. in S?(FwL)). Predicates which are 
neither observable nor deducible are not captured in our definition of the category 
OFrm. 
Next we provide a lemma that is a justification for our definition of the mor- 
phisms in OFrm. A morphism C$ induces a unique meet-preserving function on the 
lattices. 
Lemma 3.9. Let F-L and GD-X be two observation frames and C#X F -+ G be a 
frame morphism. The following two statements are equivalent. 
(i) C#J is a morphism in OFrm; 
(ii) there exists a unique function t+k ~(FE-+L) + K preserving arbitrary meets 
for which the following diagram commutes: 
Proof. (i) + (ii): Define for every AGF, ll/(rk’) = n+(A)“. It is well 
defined because if l%tv = nB” for A,B & F then r@(A)” = r@(B)” since 4 is 
completely multiplicative. Furthermore, # makes the diagram commute and, by 
definition, it is meet-preserving. It is also the unique such, because for any meet- 
preserving function p : .S?(FtwL) + K which makes the diagram above commute, 
we have 
+(nA”) = i-@(A)” 
= I-$(A”) commutativity of the 
= p(n.4~) p is meet-preserving. 
diagram 
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(ii) + (i): It is enough to prove that 4 is a completely multiplicative morphism. 
Let S, T G F be such that l%7’ 5 nT”. Then we have 
rlc$(S)” = rlll/(S”) commutativity of the diagram 
= $(nsv) II/ is meet preserving 
c $(nT”) monotonicity of i+Q and I-IS” C I-IT” 
= n$(T”) $ is meet preserving 
= r@(T)” commutativity of the diagram. 0 
Given an observation frame morphism 4 : (F-L) + (GHK) the induced meet 
preserving function $ : S(FD-+L) -+ K which makes the diagram of Lemma 3.9 
commute preserves arbitrary joins of saturated elements in L which are images (under 
(-)” ) of elements in F. Indeed, for an arbitrary S C F we have 
II/ = $((VS)“) (-)” is joins preserving 
= WVS))” commutativity of the diagram 
= (V&S))” 4 is joins preserving 
= LMS)” (- )” is joins preserving 
= LIW” ) commutativity of the diagram. 
In the next remark the above is used to give a condition under which a meet-preserving 
function II/ on lattices induces a morphism in OFrm. Also, in the second part of 
the remark we will show that if all elements in t are saturated and both L and 
K are completely distributive, then $ preserves both arbitrary meets and arbitrary 
joins. 
Remark 3.10. (i) Let FD-+L and G-K be two observation frames where G-K is 
an isomorphism, and let II/ : $(Fb+L) -+ K be a function such that 
+(nsv) =nj(sv) 
a_lS”) = u4w”) 
for all S CF. Then there is a unique morphism in OFrm rj: F -+ G such that +(a)” = 
$(a”) for every a E F. Since G-K is an isomorphism there is a unique way of 
defining 4 in order to satisfy the conditions in Lemma 3.9: 4(a) = b for the unique 
b E G such that b” = $(a”). Clearly r#~ is a frame morphism and by Lemma 3.9 it is 
also a morphism in OFrm. 
(ii) Let FD-+L and Gb-+K be two observation frames such that L = d(FmL) and 
both L and K are completely distributive complete lattices. Let also 4: (FHL) -+ 
(G-K) be an observation frame morphism. Then the induced meet preserving function 
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$ : L + K given in Lemma 3.9 preserves arbitrary joins. Take an arbitrary S s L, then 
US = u,,J-W EL I q 5 a”} 
because L = Z?(FtwL). Since L is completely distributive we have 
UqEs~{~” EL I P C a”} = n{Uf(q)lf: S + L and f(q) E {a” EL I q G a”}}. 
By Lemma 3.9, $ : L --f K preserves all joins in L of the form US” where SC F, 
because $ makes the diagram of Lemma 3.9 commute. But I,$ preserves also arbitrary 
meets in L, therefore we have 
ti(LlS) = 4Q,s~~~” EL I4 L u”l) 
= ti(n{Uf(q)lf : S -+ L and f(q) E {a” EL (4 C ~“1)) 
= hN_lS(d>lf : 8 -+ L and S(q) E {a” EL Iq C a”)) 
= n{UW(q>)lf :S --) L and f(q) E {a” EL I q C a”}} 
2 UqEswNa”)EK I q L a”) 
= UqEslclma” EK 1 q C U”)) 
= LlqESw 
= uw>. 
where G holds because K is a completely distributive complete lattice. Notice that 
for every topological space X, U(X) L-$ 2(X) is an observation frame for which 
2(X) = 9(0(X) c-) d(X)) is a completely distributive complete lattice. 
3.1. M-jilters and M-prime elements 
In this subsection we introduce the notions of M-filter and of M-prime element of an 
observation frame. They will be used later to construct the points of a topological space 
associated with an observation frame. Furthermore we prove that completely prime M- 
filters and the M-prime elements of an observation frame LD+F and morphisms from 
Lc-+F to 2 in OFrm are essentially the same. Later in the paper (Lemmas 3.12 and 
Lemma 5.5) we state the relationship with the ordinary notions of filter and prime 
element of a frame. 
Definition 3.11. Let FwL be an observation frame. 
(i) A (completely) multiplicative jilter (M-filter for short) is a set % G F such that 
I-W C u” implies a E % for every a E F 
(ii) An M-filter 4Y C F is called completely prime if for every SC F 
VS E 42 implies 3s E S. s E %. 
The set of all completely prime M-filters is denoted CPMF(FrwL) while the set of 
all M-filters is denoted MF(FD--+L). Both are posets under inclusion. 
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Notice that a completely prime M-filter 4 cannot contain IF because IF = i/S and 
hence by the definition above there should be s E 0 such that s E %. 
Lemma 3.12. Every M-jilter %’ C F in an observation frame FrwL is a jilter of F. 
Proof. Let 9 G F be an M-filter of the observation frame FD+L. It is nonempty, 
because rk4?’ L TL = T; and hence TF E 9. It is also upper closed with respect o 
the order in F because for every a, b E F with a E 42, if a< b then by monotonicity 
of (-)” we have l%P’ L a” & b”. Hence also b E 42 because Q is an M-filter. 
Finally, suppose a, b E ??l. Then rkW’ E a” and rk?&” E b” implies I-k!!” E 
a” fl b” = (a A b)“. Since %! is an M-filter we have a A b E %. 0 
More generally we have for every M-filter 4 G F 
ev = t(I%v)nF” 
where t denotes the upper closure with respect o the order of L. Indeed for every 
a E F such that a” E W’ we have rk?P C a” and hence a” E t(rh!Y) f~ F”. On 
the other hand, if x E t( r&X”) n F”, then there exists an a E F such that a” = x and 
rkv c a”. Hence a E 42 because % is an M-filter. 
Example 3.13. Let X be a topological space and consider the observation frame Q(X). 
(i) Every saturated set q E 22(X) induces an M-filter 42(q) = {o E O(X) 1 qco}. 
Indeed, if n%(q) C o then q C o because by definition of saturated sets q = n%(q). 
Therefore 0 E a(q). 
(ii) For every x E X the set 4&(x) = {o E O(X) ) x E o} is a completely prime 
M-filter. It is an M-filter because for every o E O(X), if n%c(x) 5 o then o E %0(x) 
since by definition x E n%!s(x) G o. It is completely prime since for every S c O(X) 
and o E @o(x) such that o G IJS we have x E o G US. Hence there exists s E S such 
that x E s. Therefore by definition s E @O(X). 
Next we introduce appropriate prime elements for an observation frame. 
Definition 3.14. For an observation frame F-L, an element p E F is called com- 
pletely multiplicative prime (M-prime for short) if for all S C_ F it holds that 
nsv L p” implies Zls E S. s < p 
The set of all M-prime elements of Fb+L is denoted by MP(Fb-+L). 
Notice that T E F cannot be an M-prime element of F-L since r-IS” = T for 
s = 0. 
Example 3.15. Consider the observation frame O(X) of a topological space X. Define 
for every x E X the open set 
0, = int(X\{x}) = IJ{oEB(X) Ix 9 0) CX\{x}, 
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where int(.) is the interior operator associated with the topology on X. By definition 
o, is the greatest (with respect o subset inclusion) open set not containing x, that 
is, for an open o’, x $Z o’ if and only if o’ Go,. It is also an M-prime element, 
Indeed, for every S G Co(X) if ns & o, then x 6 n,S because otherwise one would 
have x E fl S Co, contradicting x $Z o,. But then there exists an s E S such that x $! s. 
But o, is the greatest open set not containing x, hence s c o,. Thus o, E MP(Q(X)) 
for every x E X. 
Notice that for every o E O(X) we have n{o,lx $Z o) = o: 
cc> 
(2) 
If y E n{o,lx @ o} then y E o because otherwise y E (X\o) and hence oY E 
(0, Ix $Z o}. But this yields y E n{ o, Ix $Z o} C oY, a contradiction. 
For every x E (X \ o) we have o C(X\{x}). Hence by idempotency and mono- 
tonicity of the interior operator we obtain o = int(o) g int(X\{x} ) = o, for every 
x $ o. Therefore o G n{ox\x +! o}. 
(For the case when o = X observe that {oXIx $ o} = 0 and then n0 = X = 0). Next 
we show that every M-prime element in Q(X) is of the form o, for some x E X. 
Indeed, let p E MP(G?(X)). Since p E O(X) we have just seen that n{o,lx 6 p} C p. 
But then o, & p for some x r;f p. The latter yields p C o, and hence p = 0,. This fact 
will be crucial later on for obtaining our duality. 
Finally, if X is a 5s topological space then clearly every M-prime element of Q(X) 
is of the form o, for a unique x E X. 
The next lemma is the main result of this subsection. It gives isomorphisms between 
M-filters, M-prime elements of an observation frame FwL and also M-morphisms 
from FD-+L to 2. 
Lemma 3.16. For an observation frame Ft>-rL there are bijective correspondences 
between 
(i) morphisms C#J : (F-L) -+ 2 in OFrm, 
(ii) completely prime M-jilters % C F, 
(iii) M-prime elements p E F. 
The correspondences are given by 
(i) + (ii) 4 H @‘g = {aEF 1 &a) = T}; 
(ii) =+ (i) % +-+ 4% = Aa E F. 
T ifaE% 
I otherwise: 
(ii) + (iii) @ H pe = V{aEF la $ %}; 
(iii) + (ii) p H 4, = F\(lp); 
(iii) * (i) P - 4P = la E F, 
{ 
I ifa<p 
T otherwise; 
(i) + (iii) 4 I-+ p,+ = V{aEF 14(a) = I}. 
Proof. Let FM-L be an observation frame, C#J : (F-L) -+ 2 be a morphism in OFrm, 
42 E F be a completely prime M-filter and p E F be an M-prime element. We prove 
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only (i) + (ii) + (iii) + (i). The verification of the other correspondences is left to 
the reader. 
(i) + (ii) We have to prove that %!4 is a completely prime M-filter. We start 
by proving that ?&# is an M-filter. For every x E F such that l-k%; E x” we have 
A{&a)lQ E %#J <4( x since C$ is a morphism in OFrm. But a E a+, if and only if ) 
+(a) = T by definition, hence also 4(x) = T. Therefore x E 94. 
It remains to show that %b is completely prime. Let SC F and a E %!+ be such that 
a <VS. Then c$(VS) = T because 4 is a frame morphism and T = +(a) d 4(VS) = 
vc#~(S). Therefore there is s E S such that 4(s) = T, that is, there is s E S such that 
s E %?‘6. 
(ii) + (iii): We have to prove that pe is an M-prime element. Let S c F be such 
that l-k?’ C p& Then flS” r (V{u E F 1 a # %})” = u{u E F (a @ a}“. There 
must exist a s E S such that s # C% because if not, SC 4% would imply rk%!” C 
l-k?’ C (V{UEF)U q’@})” and hence V{u E F 1 a $! $2’) E 42 as %! is an M-filter. 
But it is also completely prime, hence contradicting that there exists a 9 %! such that 
a E %. 
(iii) 3 (i): We have to prove that 4P is a morphism in OFrm. It is easily verified 
that it is a frame morphism and hence we concentrate on the proof that (pP is completely 
multiplicative. Let S, T c F be such that rk” L nT”. Assume l\4P(S) = T but 
suppose ~\c$JT) = _I_. Then there exists t E T such that 4Jt) = I and hence t 6 p. 
Since p is an M-prime element, we have that nS” L nT” 5 t” L p” implies there 
exists s E S such that s d p. Hence ~Js) = I contradicting r\4JS) = T. 0 
Notice that applying the inverse image of a morphism in OFrm to a completely prime 
M-filter yields again a completely prime M-filter. Indeed let 4: (F-L) + (G-K) 
be a morphism in OFrm and let @ 2 G be a completely prime M-filter. Then 4% : 
(GD--+K) -+ 2 is also a morphism in OFrm which hence yields by composition a 
morphism from FD-+L to 2, or, equivalently, a completely prime M-filter 4-i(%) s F. 
3.2. Observation frames and topological spaces 
In this section we define a point Iknctor Pt from the opposite of the category of 
observation frames to the category Sp of topological spaces by topologizing the M- 
prime elements. We show that Pt is right adjoint to the functor Sz (for its definition 
see Example 3.5). 
Definition 3.17. Given an observation frame FD-+L define for every u E F the com- 
plete multiplicative hull of a (the M-hull of a) as the set 
V(a) = {pi MP(FrwL) 1 ad p} = Ta fl MP(FtwL). 
Define also the complement d(u) in MP(FwL) of the M-hull of a by 
d(a) = MP(Fr>-rL)\V(a) = MP(FP-tL)\tu = {~EMP(FD+L) 1 a 6 p}. 
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Lemma 3.18. Let Fc-+L be an observation frame. Then 
A(l) = 0; 
A(T) = MP(FD+L); 
A(v.4) = u{A(a)la E A} for all A &F; 
A(l\B) = n{A(b)lb E B} for Jinite B G F; 
Proof. We prove only the last item. The other ones are trivial. 
p E n{A(b)lb E B} ti p E MP(Fk+L) and Vb E B. b 6 p 
& p E MP(FtwL) and /\B g p 
* P E A(AB), 
where the implication (-&j is trivial and for (3) we use that p is an M-prime element: 
if l\B< p then also flB” C p” and hence b < p for some b E B. 0 
Corollary 3.19. Let FrwL be an observation frame. The collection of sets of the 
form A(a) for every a E F forms a topology on MP(FwL) which is called the 
M-hull topology (denoted by O~(MP(FrwL))). 
Clearly the sets of the form V(a) are closed sets of the M-hull topology on 
MP(FwL) for every a E F. 
Definition 3.20. For every observation frame FML define Pt(Fb-+L) to be the topo- 
logical space MP(Fr>-tL) endowed with the M-hull topology. 
Remark 3.21. For every observation frame FHL, the topological space Pt(FwL) is 
Y-c. Indeed, let p, q E MP(FD+L) be such that p < 0 q and q Gap in the specialization 
preorder induced by the M-hull topology on MP(FHL). Then p E A(a) if and only 
if q E A(a) for every aCF. Hence for every aCF we have a < p if and only if a 6 q, 
that is, p=q. Hence the specialization preorder is a partial order, or, equivalently, the 
topological space Pt(FtwL) is Ys. 
Lemma 3.22. Let F-L be an observation frame. The map E : F + U~(MP(FHL)) 
defined by e(a) = A(a) for every a E F is a morphism in OFrm from Fc+L to the 
observation frame Q(Pt(FwL)). It is clearly surjective as a function. 
Proof. By Lemma 3.18, E is a frame morphism. Also, by definition of the M-hull 
topology, E is smjective. Thus it remains to prove that it is completely multiplicative. 
Let S, T G F be such that nS” E nT” and take p E n&(S). From the definition of 
E and of the M-hull we have that p E ikfP(FtwL) and s 6 p for every s E 5’. We 
claim that also t g p for every t E T. If not, then there exists t E T such that t < p 
and hence t” C p”. But then l-k” E nT” C t” E p” implies that there exists s E S 
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such that s < p since p is an M-prime element contradicting the hypothesis. Therefore 
p E d(t) for every t E T and hence by definition of E we get p E n&(T). 0 
Theorem 3.23. Let X be a topological space, F ~-t L be an observation frame and 
@(FIwL) --) D(X) be a morphism in OFrm. Then there is a unique continuous 
function f4:X --$ Pt(FcHL) in Sp such that sZ(fb) o E = 4; 
This extends Pt to a functor from OFrmoP to Sp which is right adjoint of Q. 
(F-L) E >Q(Pt(Fk-+L)) Pt(F ML) 
Proof. Let a E F. In order to obtain the required commutativity we have to prove 
Q(f 6)(&(a)) = IxEX I f +4x) E e(a)1 = 4(a) 
or, equivalently, 
Vx E X. f+(x) E E(a) H x E &a) 
that is, by definition of E(a) 
Vx E X. f+(x) E d(a) ti x E +(a) 
that is, by definition of d(a) 
VxEX. adf&x) H xc&a). 
This determines f@(x) uniquely as V{bEF Jx$&b)}. Indeed for all XEX if a 6 f@(x) 
then x E &a) because otherwise we would have a E {b E F 1 x $?t’ r$(b)} and hence the 
contradiction a<V{bEF Ix $! 4(b)} = f@(x). 
Conversely, if xE 4(a) then a 6 f&x) because otherwise a < f g(x) = V{bE F 1 x @’ 
4(b)} would imply, upon applying 4, 
4(a)GW/{bWx G I)) = U{d@)EW)Ix G 4(b)). 
Since x E &a) we would get that there exists b E F such that x E 4(b) and x $Z 4(b). 
Next we show that f ,#,(x) is an M-prime element, i.e. fg(x) E MP(FD-+L). Let 
S C F be such that nS” E f b(x)“, Then from the definition of f b(x) and upon 
applying (multiplicative) $J we obtain 
fkW> G $(V{aQ’ I x @ 4(a)}) = U{4(aE o(X) Ix @ 4(a)). 
Hence there exists s E S such that s < f $(x) because otherwise for all s E S we 
would have s 6 f,+(x) and hence by the above, x E 4(s) for every s E S. But then 
x E n4(S) which implies there exists a E F such that x E 4(a) and x @’ $(a). 
94 M. M. Bonsunyue et al. I Theoretical Computer Science ISI (1995) 79-124 
The function fb is also continuous. Let a E F and consider the open set in the 
M-hull topology d(a). Then we have 
f&W) = {xEX I fl$(x) E d(a)) 
= {VEX ) a 6 f b(x)} definition of d(u) 
and f@(x) is an M-prime element 
= {XEX Ix E &a>} 
= 4(a). 
But &a) E O(X) is open, therefore f@ is continuous. 0 
The unit of the adjunction is given by the function 4 defined in the following Lemma. 
Lemma 3.24. Let X be a topological space. Then the unit of the adjunction be- 
tween OFrmoP and Sp is given by function q : X + Pt(Q(X)) defined by q(x) = 
int(X \{x}) = ox. It is a continuous surjective function in Sp. Moreover, q is injectiue 
and preserves open sets if and only if X is 90. 
Proof. By Theorem 3.23 the unit of the adjunction between OFrmoP and Sp is uniquely 
determined by the function f@, where C$ : Q(X) -+ Q(X) is the identity morphism in 
OFrmoP. Therefore for every space X, the unit 0: X -+ Pt(Q(X)) is defined as q(x) = 
U{o E O(X) Ix $ o} = ox. Next we show q is a continuous surjective function in 
SP. 
We have already seen in Example 3.15 that the M-prime elements of Q(X) are 
exactly those of the form o, = int(X\{x}) in a topological space X. Hence q is clearly 
onto. Let us now check it is also continuous. For o E c”(X) we have 
4%4(o)) = {XEX I v(x) (2 4011 
= {XEX IO $ Y](x)] 
= {XEX Jx E o} 
= 0. 
If X is a Ya space, then we have seen in Example 3.15 that the M-prime elements of 
Q(X) are exactly those of the form o, = int(X\{x}) for a unique x E X. Therefore n 
is injective and since it is also onto, it is an isomorphism between X and MP(G?(X)). 
It remains to prove it is also an open map, i.e. preserves open sets. For o E O(X) we 
have 
~(0) = {rl(x)~ MJ’(Q(X)) lx E 01 
= {@KMP(Q(X)) lo $ rl(x)) by definition of q(x) 
= {q(x)~MP(ll(X)) 1 q(x) E d(o)} by definition d(o) 
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= {pi MP(Q(X)) ( p E A(o)} n is an isomorphism 
= A(o). 
which is open in the M-hull topology. Therefore, if X is a & space then q is an 
isomorphism in Sp. 
Finally, if q is injective and open then it forms an isomorphism in Sp between X 
and Pt(sZ(X)). But for every observation frame FD+L the space Pt(I++L) is 50, 
hence also X is Yc. 0 
Recall now that an adjunction (F, G, n, E): A -+ B is called Galois if it restricts to 
an equivalence between the categories F(A) and G(B) (here F(A) denotes the full 
sub-category of B whose objects are in the image of F and G(B) denotes the full 
subcategory of A whose objects are in the image of G). In [16] it is shown that an 
adjunction (F, G, r~, E) : A + B is Galois if and only if it restricts to a reflection of A 
into F(A). 
By Lemma 3.24 and Remark 3.21 we have that the adjunction of Theorem 3.23 
restricts to a reflection of Sp, into the full image of the fimctor Q : Sp, -+ OFrm. 
Therefore the adjunction between Sp, and OFrm is Galois. In the next section we will 
characterize a full sub-category of OFrm and hence we will prove directly that the 
adjunction of Theorem 3.23 restricts to an equivalence. 
3.3. Duality for YO topological spaces 
In this subsection we characterize a subcategory of OFrm which is the dual of the 
category of FO topological spaces using the adjunction of Theorem 3.23. The next 
definition and the subsequent proposition are standard and can be found for example 
in [lo, I, Definition 3.8 and Proposition 3.91. 
Definition 3.25. A subset X of a complete lattice L is said to be order generating in 
L (or equivalently L is said to be order generated by X) if 
x = l\(txnX) = l\{y~x 1x6~) 
for every x E L. 
Proposition 3.26. For X 2 L where L is a complete lattice the following statements 
are equivalent. 
(i) X is order generating in L; 
(ii) every element of L can be written as a (possibly infinite) meet of a subset 
ofX; 
(iii) L is the smallest subset containing X closed under arbitrary meets; 
(iv) whenever y 6 x, then there is a p E X with x < p but y 6 p. 
Example 3.27. (i) Let X be a topological space and consider the observation frame 
Q(X). Then O(X) is order generated by MP(sZ(X)). In Example 3.15 we have already 
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seen that every M-prime element of Q(X) is of the form o, = int(X\ {x}) for some 
x E X. Therefore we have to show o = A{oxlo G ox} for every o E Lo(X). 
Clearly, o C A{oXlo C ox}. To prove the other direction of the inclusion, consider y E 
A{ox(o C ox} and suppose towards a contradiction that y $Z o. Then oY = in&X\(y)) 
is the greatest open set not containing y, so o C oY. But then oY E {o,)o C ox} and 
hence y E oY because, obviously, y E A{oX(o 2 ox} C oY. 
(ii) Let F-L be an observation frame. The complete lattice 9(FtwL) is the small- 
est subset closed under arbitrary meets of L which contains F” by Lemma 3.9. There- 
fore by Proposition 3.26, S(Ft-L) is order generated by F”. Moreover FHL is 
isomorphic in OFrm to FP-~Z(FD+L), hence if FL-L is such that F is order gener- 
ated by MP(Ft-L) we have that every q E ~(FD-+L) is the meet in L of elements 
which are the image under (-)” of meets in F of M-prime elements. 
The next definition gives the full subcategory which is used later in our duality. 
Definition 3.28. Define 0Frm~ to be the ml1 subcategory of OFrm with the observa- 
tion frames F-L in which F is order generated by the set MP(FD-+L) of M-prime 
elements, as objects. 
We have seen in Example 3.27 (i) that the functor Sz maps every topological space 
to an object of 0Frm~. Also, Remark 3.21 shows that the timctor Pt maps every 
observation frame to an object of Sp,. Moreover for every Fc topological space X the 
unit of the adjunction is an isomorphism by Lemma 3.24. The following lemma gives 
a similar result for the counit. 
Lemma 3.29. Let F-L be an observation frame. The counit morphism E : (F-L) + 
Q(Pt((FwL)) is an order isomorphism if and only if FtwL is order generated by 
its M-primes (i.e. it is in OFrm,). 
Proof. (only if) Assume a 6 b for some a, b E F. Since E is an order isomotphism 
(and hence order reflecting) we have that also E(a) = d(a) $Z d(b) = e(b) and hence, 
by definition of A(-), there exists p E MP(FE--+L) such that a 6 p but b,< p. But 
Proposition 3.26 then implies F is order generated by MP(Fk+L) and hence FD+L 
is an object in OFrm,. 
(if) Define e-‘(d(a)) = I\(MP(FHL)\d(a)) for every a E F. Then we have 
E-l(e(a)) = e-‘(d(a)) 
= AtMPW+L)\dta)) 
= AtMP(FP-tL,)\tMP(F~L)\~a)) 
= A(MP(FwL) n ta) 
= a. 
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Therefore e is injective. Since we have already seen in Lemma 3.22 that E is onto, 
we have that E is an isomorphism with inverse E- ‘. It is also order reflecting because 
if a 6 b for a, b E F, then by Proposition 3.26 there is a p E MP(FwL) such that 
a 6 p but b<a. Therefore E(a) = d(a) $ d(b) = e(b). 0 
Now our main result follows. 
Corollary 3.30. The adjunction Sp 4 OFrmOP restricts to an equivalence of cate- 
gories Sp, N OFrmz. Hence Sp, and 0Frm~ are each others duals and the adjunc- 
tion is Galois. 
We constructed the duality with M-prime elements. Using Lemma 3.16 we can see 
that our duality comes from the “schizophrenic” object 2 = 52(l) in OFrm. 
Remark 3.31. If FP-+L is an observation frame such that F is order generated by 
the M-prime elements, then (-)” : Fw+L is order-reflecting (and hence injective). 
Indeed by Lemma 3.29 there is an order isomorphism E : (FtwL) + Q(Pt(FHL)). 
Furthermore, by Lemma 3.9, there exists a meet-preserving function I,$ : A?(FrwL) --+ 
B(MP(FlwL)) such that $(a”) = e(a) (recall that Q(Pt(FtkL)) = Bd(MP(FwL)) 
c-t S(MP(FwL)) is simply the inclusion) for all a E F. Hence if a” E b” for some 
a, b E F, then by monotonicity of $ we have e(a) = $(a”) L t&b”) = e(b). But E is 
order-reflecting, thus a <b. Since (-)” is also monotone we obtain a d b if and only 
ifa”Eb”. 
4. M-topological systems 
Topological systems were introduced by Vickers [33] in order to subsume both topo- 
logical spaces and (ordinary) frames. In a topological system we have a set of subjects 
(or points) and a set of predicates (or opens) and a satisfaction relation matching the 
geometric propositional logic (or logic of finite observations). In this section we gener- 
alize these topological systems in order to obtain a satisfaction relation of propositional 
logic for observation frames (with both infinite conjunctions and disjunctions). Our in- 
terest in M-topological systems is justified since they clarify the connections between 
the infinitary operations of an observation frame Fc-+L (the arbitrary joins u and the 
arbitrary meets n living in L) and the points of F-L. 
Definition 4.1. Let X be a set, let FbrL be an observation frame, and let + c X x L be 
a relation. Then (X, +, FwL) is called a completely multiplicative topological system 
(M-topological system for short) if and only if + satisfies 
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The next two examples how that both topological spaces and observation frames 
give rise to M-topological systems. 
Example 4.2. (i) Let X be a topological space and let Q(X) be the induced observation 
frame. Define for every x E X and s E 9(X), x k s if and only if x E s. Then 
Y(X) = (X l=,Q(J?) is obviously an M-topological system. 
(ii) Let Fb-+L be an observation frame and let MP(F++L) be the set of its M-prime 
elements (or points). Define a relation b & MP(FtwL) x L by 
pJ=q H Va’aF.qEa” + agp. 
By Lemma 3.16 we have that p + q if and only if 4Ja) = T for all a E F such 
that q C a”, where 4P : (FHL) --) 2 is the morphism in OFrm corresponding to the 
M-prime element p E F. 
Next we show that Y(FD+L) = (MP(FwL), /==,F++L) is an M-topological sys- 
tem. We have to prove p /= flS” if and only if p b s” for all s E S c F. 
From right to left, if p /= s” then #Js) = T for all s E S, that is fl$P(S) = T. 
Hence, if a E F is such that flS” 5 a” then nq5P(S) _C +Ja) as 4P is a morphism 
in OFrm. But n@,,(S) = T, hence $&a) = T. Therefore p k nS”. 
Conversely, if p k flS” then c$Ja) = T for all a E F such that flS” C a”. 
But nS” c s” for all s E S, hence for all s E S and for all a E F such that 
s” C a” we have that I%” C a” and hence $P(a) = T. Therefore p k s” for all 
s E s. 
It remains to prove that p b US” if and only if there exists s E SC F such that 
p b s”. From right to left we have that s” C (VS)” = US” for s E S. Hence if a E F 
is such that US” _C a” then &Ja) = T because by hypothesis there exists s E S such 
that for all a E F if s” 5 a”. Therefore p b US”. 
Conversely, suppose that for all s E S, p k s”. Then for all s E S there exists 
a, E F such that s” C a: but t$P(as) = 1. Hence US” C U{a;Is E S} = (V{asIs E 
S})” because (-)” is preserving joins. But p /=&‘” hence T = t$,(V{aSls E S})= 
UsESbP(aS), which implies there exists a s such that @P(as) = T contradicting the 
assumption. 
Let (X, b, F-L) be an M-topological system. Directly from its definition we can 
deduce that 
(i) x + T for all x E X; 
(ii) x b J- for no x E X; 
(iii) x /= a” and a<b implies x /= b” for every a, b E F. 
Furthermore, for every q,q’ E Z?(FML) if x /= q and q L q’ then x /= q’. Indeed, if 
we assume q = I-b” and q’ = nTv for S, T C F then q E q’ implies q = i-IS” = 
nS”flnT” = n(SUT)” using Lemma 3.8. Hence x + q if and only if x + n(SUT)“. 
But then, by definition of k, x + t” for all t E T and hence x + nT” = q’. 
The next remark shows how to derive from a satisfaction relation in an M-topological 
system a morphism in the category OFrm. The converse holds only for a certain kind 
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of morphisms in OFrm. This will be used later in order to show that the category of 
M-topological systems is equivalent o a comma category. 
Remark 4.3. (i) Let (X, k=,Frw~!,) be an M-topological system. Recall that every sat- 
urated element q E .Z!(FwL) is of the form q = nS” for some SC F. The relation 
k CX x L induces a function $1 : %(FrwL) + P(X) defined by @k(q) = {x E 
X Jx + q}. We have that 
JI~W”> = {XEX lx t= Ll~“~ 
= UsES{x EX ( x k s} Definition 4.1 
= Us&=:(S”) 
for every SC F. Similarly $,(ns”) = n,&&“) for all SG F. But then by Re- 
mark 3.10 and by considering the observation frame id : 9(X) --f 9(X), there exists 
a unique morphism $I+ : F ---) 9(X) in OFrm such that &(a) = @(a”) for every 
a E F. 
(ii) Conversely, by Lemma 3.9, every morphism # : F -+ P(X) in OFrm induces 
an M-topological system (X, +,+FtwL2(FtwL)), where for every x E X and q E 
_Li?(Fr++L), x kb q if and only if for every a E F if q L u” then x E &a). 
(iii) These constructions are each other’s inverse in the following sense: for every 
morphism 4 : F -+ P(X) in OFrm and a E F we have 
&=,(a) = &@“) definition of &+ 
= {XEX Jx j=$$ a”} definition of I& 
= {XEX ( Yb E F. a” & b” ==+ x E 4(b)} definition of ++ 
= n{#(b)la” C b”} 
= +(a) 
where the last equality holds because 4 is completely multiplicative and hence u” = 
n{bvJb E F and a” L b”} implies +(a) = n{&b)lb E F and a” C b”}. 
For every M-topological system (X, ‘F, F-L), and for every x EX and q E %(FD-+L) 
we have 
x k,#+ q CJ tla E F. q C a” + x E +(a) definition of k+ 
* Vu E F. q C u” + x E &(e”) definition of 41 
H Vu E F. q E a” + x + a” definition of I& 
H x + rl{u”Iq E a”} definition of /= 
q is a saturated element. 
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Using the above remark, Lemma 3.9, and Remarks 3.10, we have that for an obser- 
vation frame FD-+L such that 
(i) L is a completely distributive lattice, and 
(ii) q=fl{a”ELIq~a”andaEF} forallqEL, 
a triple (X, b=, FwL) is an M-topological system if and only if the relation + G X x L 
satisfies for all SC L 
Note that in this definition S CL, while in Definition 4.1 S c F. 
Next we organize M-topological systems in a category for which we introduce the 
following morphisms. 
Definition 4.4. Let D = (A’, k, FtwL) and E = (Y, +, GD-X) be two M-topological 
systems. A morphism from D and E consist of a pair (f, q5) where f : X -+ Y is a 
function, 4 : (GD+K) -+ (R-L) is a morphism in OFrm (note the reverse direction 
of the arrow), that satisfies for every x E X and a E G 
It is straightforward to check that composition of two morphisms defined as the usual 
element wise composition is again a morphism. Hence M-topological systems together 
with these- morphisms form a category which we refer to as MTS. 
Example 4.5. Let f : X -+ Y be a continuous mnction in Sp. Then S(f) = (f, Q(f)) 
is a morphism from F(X) = (X, b=, sZ(X)) to F(Y) = (Y, +, Q(Y)) in MTS since 
Q(f) : Q(Y) + Q(X) is a morphism in OFrm and we have that 
x + Q(f)(o) * n E B(f)(o) definition of + 
* f(x) E o definition of 52(f) 
* S(x) F o definition of k. 
It is easy to check that .F is a functor from Sp to MTS. 
Remark 4.6. (i) Let (X, ~,FD-+L) be an M-topological system. Since the observation 
frames FrwL and FD-Q?(FML) are isomorphic in the category OFrm we have also 
that the topological system (X, k, Fr>-tL) is isomorphic in MTS to the topological 
system (X, /=., FD-+~(FP-~L)). 
(ii) Let 9-i : Set + OFrmOP be the contravariant functor which maps every set 
X to the observation frame id : 9(X) -t 9(X) and every function f : X --+ Y to 
its inverse. Consider the comma category (for its definition see [23]) (9-l 1 OFmP) 
given by the fimctors 9-l and the identity functor on OFmP. Remark 4.3 and the 
isomorphism above imply that we have an equivalence of categories between MTS and 
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(9-l 1 OFrmOP). This shows that our category of M-topological systems is obtained 
like the category of (ordinary) topological systems as used by Vickers. The latter is 
obtained as comma category (9-’ LFrmoP). 
Next we show that the adjunction of Theorem 3.23 can be split in two parts: one 
from topological spaces to M-topological systems and one from M-topological systems 
to observation frames. We thus have a situation as in [33]. We start with the first 
adjunction. 
Every M-topological system D = (X, ~,FD-+L) induces a topology on X by taking 
as open sets the extent of all a E F: 
ext(a) = {x EX 1 x k a”}. 
By definition of b and since (-)” preserves finite meets and arbitrary joins we have 
that the collection of all extents forms a topology on X. We denote this topological 
space by Sp(D). Furthermore the mnction ext(-) : F + P(X) is a morphism from 
FD-+L to id : P(X) + P(X) in OFrm. Indeed, it is a frame morphism as the collection 
of all extents forms a topology and it is completely multiplicative because if i%’ L 
nT” for some S, T C F then 
x E next(S) w VS E 8. x b SV definition of ext(-) 
H x + rlS” definition of + 
=+ xb:T” r-w c r-w 
ti Vt E T. x t= t” definition of + 
H x E next(T) definition of ext( -). 
This shows also that the pair (idx,ext) : y(Sp(D)) -+ D is a morphism in MTS. 
Theorem 4.7. Let D = (X, k, Fb-+L) be an M-topological system and let Y be a 
topological space such that there is a morphism (f, 4) : g(Y) -+ D in MTS. Then 
there exists a unique continuous function g : Y -+ Sp(D) in Sp such that the following 
diagram commutes: 
This extends Sp to a functor from MTS to Sp which is right adjoint of y. 
Proof. (sketch) Take g=f. It is clearly continuous and the unique one such that Y(g) 
makes the diagram commute. Cl 
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A M-topological system is called spatial if it is isomorphic in MTS to 5(X) for 
some topological space X. 
Next we give the second adjunction between M-topological systems and obser- 
vation frames. There is an obvious forgetful functor Fr : MTS + OFrmOP which 
maps every M-topological system (X, b=, F-L) to FD-+L and every morphism (f, 4): 
(X, b,Fc--+L) + (Y, k=,HwK) to 4 : (HE-X) --t (FwL). 
Lemma 4.8. Let (X, ~,Fw-+L) be an M-topological system and p : X --f MP(FhL) 
be a function which assigns to a concrete point x E X the abstract point p(x) = V{aE 
F Ix F a”}. Then p( x is an M-prime element for every x E X. Furthermore, the ) 
pair (p,idF) : D + 9’(Fr(D)) f arms a morphism in MTS where y(-) is as in 
Example 4.2( ii). 
Proof. We begin by showing that p(x) is M-prime. Let S&F be such that nS” G 
p(x)“. We prove that there exists s E S such that s<p(x). Indeed there exists an s E S 
such that x k s” because otherwise x k s” for all s E S. But this means x k flS” and 
hence x k p(x)” since k” E p(x)“. But then x /= (V{a EF Ix k a”})” = U{aE 
F 1 x F a”}“. From the definition of + this holds if and only if there exists a E F 
such that x k a” and x k a”. Contradiction. 
Consider now the pair (p,id~) : D + Y(Fr(D)) where Y is as in Example 4.2(ii). 
We show it forms a morphism in MTS. By the above it is enough to prove x + a” 
if and only if p(x) k a” where p(x) k a” means Vb E F. a” & b” + b 6 
P(X). 
(+) Let b E F be such that a” 5 b”. Then b 6 p(x) = V{c E F Ix k c”} because 
otherwise x + a” and a” C b” implies x /= b” and hence also x k p(x)“. But 
this leads us to the contradiction that there exists a c E F such that x k c” and 
x kc”. 
(*) If P(x) k a” then a & p(x) = V{b E F Ix k b”}. Hence x b a” because 
otherwise a E {bG F ) x F b”} and hence the contradiction a d p(x). 17 
Theorem 4.9. Let FtwL be an observation frame and let D = (Y, b=, H-K) be an 
M-topological system such that there is a morphism r#~ : (F-L) + Fr(D) in OFrm. 
Then there exists a unique morphism (g,p) : D -+ Y(Fk+L) in MTS such that the 
following diagram commutes 
(Fb+L) -%Fr(Y(Fk+L)) 
\ I 
Y(FAW 
I 
I 
This extends 9 to a functor from OFrmoP to MTS which is right adjoint of Fr. 
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Proof. Define g(y) = V{b EF Ix p 4(b)“} f or all y E Y and p(a)=+(a) for every 
a E F. It is not hard to see that g(y) E hff’(Fr~+L) for all y E Y. We show y b p(a)” 
if and only if g(y) b a” for all y E Y and a E F. 
(+) If y + p(a)” then also g(y) + a” because otherwise by definition of b in 
Y(FrwL) there exists a b E F such that a” C b” and b<g(y) = V{c E 
F I Y k 4(c)“). H ence by the complete multiplicativity of 4 we have 
4(a)” 5 4(b)” rs: 4(V{c@‘l Y k 4(c)“))” = l__{4i(c)l~ I+ 4(c)“)“. 
But ybp(a)” and hence also y+u{c~F 1 y k &c)“}“. Therefore, by definition 
of k=, we get the contradiction that there exists c E F such that y p 4(c)” and 
Y k 4(c)“. 
(-+=) If S(Y) k a” then a 6 g(y) = V{b E F Ix k 4(b)“} by definition of k in 
Y(Ft++L). But then y + p(a)” = &a)” because otherwise a E {b E F Ix p 
4(b)“} and hence a<v{b~F (x k 4(b)“} contradicting a $ g(y). 
Since Fr(g,p) = p obviously idF o Fr(g,p) = 4. Moreover (g,p) : D + Y(FwL) is 
the unique morphism in MTS having this property. 0 
A M-topological system is called observational (or possibly M-localic) if it is iso- 
morphic in MTS to Y(Hk+K) for some observation frame H-K. Clearly the full 
subcategory of spatial observational M-topological systems is equivalent o the full 
subcategory of F, topological spaces and is equivalent o the full subcategory of ob- 
servation frames Fb-+L where F is order generated by the M-prime elements. The 
following diagram summarizes the situation. 
1‘ 9 ,M[’ i l OFr 
SP, N MTS, = OFrmMOp 
Next we show that spatiality of a localic M-topological frame corresponds to the com- 
pleteness of the logic. To show this we need the definition of semantic entailment. 
Definition 4.10. For an observation frame FP--+L define the relation of semantic en- 
tailment on F by for all a, b E F, a I-F b if and only if for every M-topological system 
(X, k=, F-L) and x E X if x k a” then x + b”. 
We also define the relation of semantic entailment on d(FrwL) for all q,r E 
S(FtwL) by putting q l-2 r if and only if for every M-topological system (X, k, 
F~+L)andx~Xifxkqthenxj=r. 
We could also define this relation on L, but in the category OFrm we are interested 
only in the observable predicates F and the predicates A?(FwL) that can be deduced 
from the observable ones. 
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The next lemma says that for every observation frame F-L the order on F is 
contained in the entailment relation and hence we get soundness. Similarly we have 
soundness for Z?(FwL). 
Lemma 4.11 (soundness). Let F-L be an observation frame. Then 
(i) a<bimpliesaI-Fbforalla,bEF, 
(ii) q C r implies q ks r for all q,r E J(FwL). 
Proof. We prove only the first item. If a< b for a, b E F then a” _C b”, that is 
a ” = fl{a”, b”}. Therefore, in every M-topological system (X, +,FD+L) if x + a” 
then x + b”. Hence a k~ b. The proof of the second item is equally simple. 0 
The next lemma states that the entailment relation is included in the order if and 
only if the observation frame FD-+L is such that F is order generated by the M-prime 
elements. This is equivalent o stating that completeness both for F and S(FB+L) 
holds if and only if F is order generated by the M-prime elements. 
Lemma 4.12 (completeness). Let F-L be an observation frame. The following state- 
ments are equivalent. 
(i) F is order generated by the M-prime elements of F-L 
(ii) a k~ b implies a < b for all a, b E F 
(iii) q ts r implies q C r for all q,r E Z?(FD+L) and (e)” is order reflecting. 
Proof. We shall prove (i) ti (ii) and (ii) w (iii). 
(i) + (ii). Suppose F is order generated by the M-prime elements of FwL and 
let a k~ b for some a, b E F. Hence for all M-topological systems (X, b, FwL) and 
x E X if xka” then xbb”. In particular consider the M-topological system Y(FwL) 
and the isomorphism (idMp,e) : Y(Fc-+L) -+ Y(Pt(Fk+L)) in MTS. We have 
P E ha) * p k d(a) definition of k in .Y(Pt(FHL)) 
* p I= e(a) definition of E 
@ Pt=a” (idMp,e) is a morphism in MTS 
+- Pkb” because a k~ b 
H p E d(b). 
Hence e(a) = d(a) C d(b) = e(b). But E is an order preserving isomorphism by 
Lemma 3.29, therefore a <b. 
(ii) + (i): We use the formulation of Proposition 3.26(iv). Let a, b E F be such that 
a 6 b. Then a vp b, that is, there exists a M-topological system D = (X, b, F-L) 
and a x E X such that x k a” but x k b”. Consider the morphism (p, idF) : D -+ 
Y(Fr(D)) in MTS. Then x + a” if and only if p(x) k a”, where p(x) E MP(FwL). 
Hence, by definition of /= in Y(Fr(D)) (Example 4.2(ii)) we have found a M-prime 
element p(x) such that a 6 p(x) but b < p(x). Therefore, by Proposition 3.26 we have 
that F is order generated by MP(Ft+-+L). 
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(ii) + (iii): Suppose a TV b implies a<b for all a,b E F and let q,r E Z?(Fk+L) 
be such that q kg r. Then for all M-topological systems (X, k, Frwt) and x E X we 
havethatx~q~x~~.Butq=~{a”~a~Fandq~a”}andalsor=~{b”~b~ 
F and Y L b”}, hence, by definition of k=, x + u” for all a E F such that q C a”, 
implies x k b” for all b E F such that r L b”. But this means that u k~ b for a, b E F 
such that q C u” and Y C b”. Hence ad b (which implies u” L b”) for all a, b E F 
such that q C u” and Y L b”. Therefore q = n{u”Iu E F and q C u”} 5 n{b”lb E 
F and r L b”} = r. It is easy to see that (e)” reflects the order. Assume u” & b”, but 
a g b. Then a I~F b and hence u” y2 b”. This contradicts what we just proved. 
(iii) + (ii): If a F_F b, then a” k1 b”, so u” !& b” and thus ad b since (.)” reflects 
the order. c? 
5. Saturated elements and upper power spaces 
In this section we investigate the relationships between saturated elements of an 
observation frame FtwL and its M-filters. We subsequently discuss their importance 
for so-called “filter theorems” and give three applications of upper power spaces on 
(ordinary) posets, continuous dcpo’s and algebraic dcpo’s. 
In Definition 3.6 we described the saturated elements of an observation frame 
FNL as the elements q E 2?(FrwL) (equivalently, if q = n{u”Iu E F and q E 
u”}). One often is interested in the subset XJ~(FHL) C ?&F-L) of compact sut- 
uruted elements, where an element s E L is called compact if for every A C F such 
that s 5 u A” there exists a finite subset B GA such that s L u B”. For exam- 
ple, if X is a topological space then the saturated elements of O(X) are the ordi- 
nary saturated sets of X, and the compact elements of Q(X) are the ordinary com- 
pact sets. For a topological space X the saturation 2((x)) is the principal upper set 
T x, for every x E X, where the order used in t (.) is the specialization preorder 
on X. 
Given an observation frame FHL, the set d(FtwL) of saturated elements can be 
made into a topological space by taking as opens the sets U, = {qEZ!(FtwL) I q C a”} 
for every a E F. They form a topology since U, n ub = &r\b and UaEA U, = &A for 
every a, b E F and A &F. The induced specialization order on _%!(FwL) is denoted 
by d U. It is not hard to show that q<ur if and only if r C q, for q,r E d(Ft++L). 
Sometimes we extend this order to elements p, p’ E L by p 6 up’ if and only if 
2(p) < ~2!( p’) if and only if p’ E S(p), where L%!((.)) is the saturated closure described 
in Section 3. The set S?(FhL) with this topology is the upper power space associated 
with FML. 
For topological spaces, the assignment X H _!&X) extends to a functor Sp,, --) Sp,: 
for f :X + Y one gets a fmction s(X) ---) L??(Y) by A +-+ S?(f(A)). Even more, one 
gets a monad with unit X + L??(X) given by x Hfx and multiplication _$?(LZ!(X)) +
L%?(X) by & H %(UZJ’). We thus extend the definition of upper power space in [29] 
from topological spaces to observation frames. 
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The following three lemmas were partly present in [2]. They establish the fundamen- 
tal role of M-filters in this setting. The first and fundamental step is that upper power 
spaces can also be described in terms of M-filters. Subsequently this correspondence 
is refined to compact and completely prime saturated elements. 
Lemma 5.1. Let FD-+L be an observation frame. There is an order isomorphism 
between the collection of saturated elements (Z?(FmL), <o) and the collection of 
M-jilters MF(FwL) ordered by subset inclusion. 
Proof. Let q E ZZ(FrwL) and define the set 3!(q) = {aEF ) q c a”}. It is an M-filter 
since if flS(q)v C xv for some x E F, then x E a(q) because q = fl%!(q)” as it is a 
saturated element. Conversely, for every M-filter Y C F we have from the definition 
of saturated elements that nV’ E _!J(FD-+L). 
Furthermore, for every saturated element q we have am” = q because q is 
saturated. Conversely, for every M-filter V 5 F we have 
%(flV”) = {aEF 1 fly” c a”} 
={aEFlaEY} 3! is an M-filter 
= Y-. 
The isomorphism is clearly order preserving. •i 
Next we restrict he order-isomorphism of Lemma 5.1 to compact saturated elements 
and Scott open M-filters, where an M-filter 9 G F of the observation frame FD--+L is 
said to be Scott open if % is an open set in the Scott topology on F. Recall that a 
subset o C F is open in the Scott topology if it is upper closed and for all directed set 
DC F if VD E o then there exists d E D rl o. 
Lemma 5.2. Let F-L be an observation frame. Then qEZ?(FwL) is a compact 
saturated element tf and only tf 4!(q) E MF(FP-+L) is a Scott open M-Jilter. 
Equivalently, 3$(q) E MF(FwL) is a Scott open M-filter if and only if flW’ E 
?&F-L) is a compact saturated element. 
Proof. Let q E A!(FbL) be a compact saturated element. Then ‘B(q) = (a6 F 1 q & 
a”} is a M-filter by Lemma 5.1. It is also open in the Scott topology of F because 
if S C F is a directed set such that VS E 4!(q) then q 5 (VS)” = u S”. But q is 
compact, hence there exists s E S such that q C s”. Therefore there exists s E S such 
that s E a(q). 
Conversely, suppose 3!(q) is open in the Scott topology of F and let SC F be a 
directed set such that q = l?&(q)” L US” = (VS)“. Since 4(q) is an M-filter we 
have VS E a(q). But it is also Scott open, thus there exists s E S such that s E G!(q), 
that is q Z s”. Therefore, q is compact. 0 
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For an observation frame FHL we have in a next step a relationship between 
completely prime M-filters and completely prime saturated elements in the lattice 
(J(FD-+L), <u). Recall that q E ~(FwL) is said to be completely prime if for 
every S C F such that q F US” there exists a s E S such that q L s”. The proof is as 
before. 
Lemma 5.3. Let Fp-tL be a topological space. Then q E J?(FD+L) is a completely 
prime saturated element if and only lj- Q(q)EMF(Fc+L) is a completely prime M- 
jilter. Equivalently, Y E MF(FtwL) is a completely prime M-filter if and only if 
flVv E 3?(FrwL) is a completely prime saturated element. 
Remark 5.4. (i) Let X be a Ys topological space. Then X is isomorphic to its M- 
prime elements and hence by Lemma 3.16 also to its completely prime M-filters. But 
completely prime M-filters are isomorphic to the completely prime saturated elements 
and saturated elements are upper closed sets (with respect o the specialization pre- 
order). Therefore the completely prime saturated elements are sets of the form tx for 
a unique x E X. 
(ii) The bijective correspondence between completely prime M-filters of an observa- 
tion frame F-L and completely multiplicative frame morphisms from F to 2 extends 
to a correspondence between Scott open M-filters and completely multiplicative, Scott 
continuous and finite meet preserving functions from F to 2. Also M-filters are in bi- 
jective correspondence with completely multiplicative finite meet preserving maps from 
F to 2. 
Lemma 5.2 is of a more fundamental nature than what is normally called the 
Hofmann-Mislove theorem (also known as Scott-open filter theorem) given in Corol- 
lary 5.6 below. The latter is about Scott-open sets F G O(X) of a (sober) space 
X, which are ordinary filters. This theorem is due to Hofmann and Mislove [12], 
and can in our present setting be obtained from the following result. It identifies 
where one uses the Axiom of Choice and the fact that the space is sober. We sketch 
the proof for reasons of completeness. It is very similar to Lemma 8.2.2 in [33]. 
From now on we will label with ‘AC’ the results which make use of the Axiom of 
Choice. 
Lemma 5.5 (AC). For a sober space X, a Scott-open set F 2 O(X) is an M-jilter if 
and only if it is an ordinary jilter. 
Proof. The (only-if) part is obvious, so we concentrate on the (if) part. Assume a 
Scott-open filter F C O(X). We have to show 
nFCo’ =+ o’EF. 
Towards a contradiction, suppose o’ $! F. Then we have to produce an element x E X 
with x E nF but x $ 0’. Because X is sober it suffices to give a prime-open p E U(X) 
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with p # F and o’ C p, where we think of p as the directed union U{OEO(X) (x $0). 
Hence one considers the poset 
P = {UECJ(X) 10’s a and a $ F}, ordered by inclusion. 
Every chain in P has an upper bound, so by Zorn’s Lemma we get a maximal element 
p E P. It remains to show that p is prime-open. Towards the contrary, assume 
01 n 02 G p but 01 $ p and 02 $ p. 
Then by maximality of p, both the open sets o{ = p U 01 and 0; = p U 02 are in F 
and hence, because F is a filter, also 0’1 n 0; E F. But o{ II 0; = p U (01 flo2) = p. 
Contradiction. 0 
Finally we obtain the result of Hofmann and Mislove [12] as a direct consequence 
of Lemmas 5.5 and 5.2. 
Corollary 5.6 (Hofmann-Mislove theorem [12]). For a sober space X, there is an or- 
der isomorphism between the the poset (.3C2?(X), <o) of compact saturated sets and 
the poset of Scott-open filters F C Co(X), ordered by inclusion. 
The following result is a direct consequence of Lemma 5.5 and can be found in [2]. 
Lemma 5.7. Let X be a sober space, Y be a topological space and C$ : Q(X) -+ Q(Y) 
be a Scott continuous function. Then 4 is jinite multiplicative (i.e. preserves jinite 
meets) tf and only if it is completely multiplicative. 
In the remainder of this section we will have a brief look at upper power spaces on 
posets, continuous dcpo’s and algebraic dcpo’s. In the latter two examples we make 
essential use of the above Corollary 5.6. The first example is more elementary and can 
be described without it. 
5.1. Upper power space on posets 
Let PoSets be the category of posets and monotone functions. There is a full and 
faithful fttnctor PoSets -+ Sp, which maps a poset (X, <) to the underlying set X 
equipped with the Alexandrov topology (in which all upper sets A =fA (for A C X) 
are open). The upper space monad X H 2(X) described in the beginning of this 
section restricts to a monad on PoSets. Our aim is to describe this monad in terms of 
certain ideals of subsets of a poset X. 
Since Alexandrov open sets are closed under arbitrary intersections (the topology 
can even be characterized in such a way, see [ 19, Ch. II, Exercise 1.71, we get that 
the saturation 2?(A) is the upper closure ?A. Hence for a poset X, S!(X) = O(X) and 
multiplicative functions Q(X) + 2 are functions Co(X) ---t 2 that preserve all intersec- 
tions. The upper order <u is extended to the power set P(X) by a<ob H b C Ta. 
Below we write Pr(X) for the set of finite subsets of X. 
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A principal ideal of a preorder (X, L) is a set of the form Ix for x E X. Clearly, 
they can be identified with subsets I C X such that 
(i) I is a lower set: a E b E I * a E I, 
(ii) for each collection S 2 I there is an element b E I with Va E S. a & b. 
We find this second characterization of principal ideals more convenient because it is 
similar to that of directed ideals. 
Remark 5.8. Given a poset (X, 5) notice that the poset of principal ideals in 
(X, 5) is order-isomorphic to (X, C). However, if (X, E) is only a preorder, then 
the poset of principal ideal is order isomorphic with the anti-symmetrization (i.e. 9& 
fication) of X. 
These principal ideals capture the saturated (= open) sets. 
Lemma 5.9. Let X be a poset, taken with its Alexandrov topology. 
(i) The poset of principal ideals in (Sf(X), GU), ordered by inclusion, is order 
isomorphic to the poset (x2?(X), <u). 
(ii) The poset of principal ideals in (P(X), <u), ordered by inclusion, is order 
isomorphic to the poset (b(X), <u). 
Proof. (i) We use Lemma 5.2. For every ideal I in (Yf(X), <u) and Scott open 
M-filter 42 c 0(X) define maps %! H I% and I H 91 by 
Ie={a~9’f(X)jfa~%} and %!~={o~O(X))3a~I.a~o} 
First we show that IQ is a principal ideal. Obviously a < “b E I% implies a E I@. And 
if a subset S s 1% is given, then b = naES ta is an open set, so n% c naES Ia = b 
implies b E 42 because 42 is an M-filter. Hence b E Ia and a 2 b =fb, so a < ub for 
all a E S. 
Next we show that 42, is a Scott-open M-filter. Let o E O(X) be such that n92, G o 
and assume o # %I. Then a $ o for all a E I. Since I is a principal ideal, there exists 
b E I such that a<ub for all a E I, that is b C ta. Hence we get the contradiction 
b c nel G o. Further, 42, is also Scott-open because for every directed set S c O(X) 
such that US E aI, there exists a finite set a E I such that a G IJS. Hence by directness 
of S there exists o E S such that a c o, that is o E 421. 
Finally we prove the isomorphism (preservation of the orders is immediate): 
142, = {a@f(X) I ta E @I) 
= {aEBf(X) ( 3b E I. bc ta} 
= {aGPf(X)) 3b E I. a<ub} 
= I; 
321~ = {oE#(X) ( 3a E I@. a C_ 0) 
= {oEO(X) 13) E a. Sf(X). ta E 42 and a C o) 
z= 4!J. 
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where the inclusion (i) holds because Ta C o. Conversely, (5) follows from the fact 
that % is Scott-open and that every Alexandrov open set o is equal to the directed 
union U{Ta]a E Pr(X) and a Co}. 
(ii) We use Lemma 5.1 and the fact that M-filters are closed under arbitrary unions. 
The latter correspond to ideals Z in (9(X), <u). The correspondence %! F-+ Ze and 
I H %!I are, just as before, given by 
I@ = (aE9yX) I Tu E %} and ~~={o~0(X)~3u~Z.u~o}. 
Again Z, is a principal ideal and 43, is an M-filter. Like before the two constructions 
form an order isomorphism (notice that for proving a,# = % we use o E P(X) and 
to = 0). 0 
5.2. Upper power space on continuous dcpo 
Recall that for a directed complete partial order (dcpo) (X, <) an element y is way- 
below x, written y << x, if for every directed set S 2 X, if x < VS then there exists 
s E S such that y<s. A continuous poset (X, Q ) is then a dcpo in which for every 
element x E X the set ix = {y&Y 1 y << x} of elements way-below x is directed and 
has x as join. We write CPos for the category of continuous dcpo’s and continuous 
(directed join preserving) functions. 
These continuous dcpo’s are considered with the Scott topology. There are then full 
and faithful functors CPos -+ Sob -+ Sp (for a proof that each continuous dcpo is 
sober, see e.g. [lo]). The sets 7x = {y&Y Ix < y} form a basis for the Scott topology 
on a continuous dcpo X and a subset A LX is open if and only if A = lJxEA fx. The 
latter expression is also written as f A. The way below relation < satisfies a certain 
interpolation property, which is axiomatized as (INT) below. 
An abstract basis (according to Jung [21] consists of a set B with a transitive relation 
+, such that for finite subsets S C B and x E B, 
(INT) S+x + 3y E B. S + y < x. 
A directed ideal in such an abstract basis (B, +) is a subset Z C B satisfying 
(i)Zisalowerset:x+yEZ + xEZ, 
(ii) Z is directed: Z is not empty and for x, y E Z there is a z E Z with x, y + z. 
A useful property of such an ideal Z is that if x E I, then by directness there is a 
y E Z with x + y. It is not hard to verify that the set of ideals in (B, +), ordered by 
inclusion, is a continuous dcpo, with 
Z<J w h,y~B.x+yandZGlx&lyCJ. 
And if + is a reflexive relation on a set B, then the condition (INT) obviously holds 
and the set of ideals ordered by the subset inclusion forms an algebraic dcpo (see 
below) denoted by Id](B). 
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Let X be a continuous dcpo. The set of finite subsets of X can be made into an 
abstract basis by putting for a,b E P,(X), 
a+b @ bCTa H VyEb.IxEa.x<<y 
see [ 131 where this approach stems from (but where it is used for convex power 
domains). With the same definition of the approximation relation, also the set of all 
subsets of X can be made in an abstract basis. Recall that the collection of all filters 
of O(X) is denoted by Fil(B(X)). 
Lemma 5.10 (AC). Let X be a continuous dcpo, taken with its Scott topology. 
(i) The continuous dcpo of ideals in (S&X), +), ordered by inclusion, is order 
isomorphic to the dcpo (,X_%?(X), Go) of compact saturated sets. The latter can be 
identi$ed with the Scott open filters of (O(X), s) (see Corollary 5.6). 
(ii) The continuous dcpo of ideals in (9(X), +), ordered by inclusion, is order 
isomorphic to the poset (Fil(O(X)), G) of (ordinary) Jilters of (O(X), C). 
Proof. (i) We use Corollary 5.6 and establish abijective correspondence b tween ideals 
I in (P’/(X), 4) and Scott-open filters 9 C O(X). The correspondence S c) ZF and 
I H 5r~ are: 
4 = {a@+(X) 1 f a E S} and 91 = {oEO(X) ( 3a E I. a C o}. 
It is not hard to see that a 4 b E IF implies a E 4. And Zy is non-empty because 
X E F, and X is the directed union, 
x = U{F ala E of) 
where the inclusion (G) is obtained from the fact that for x E X the set &_x is directed 
and hence nonempty. Since 9 is Scott-open, we get f a E 9 for some a E Sf(X), 
and thus ZF # 8. To show that 4 is upward directed, we need that 
Then, if a, b E ZF, we have f a, f b E F and hence as 9 is a filter we obtain 
f a n 7 b E 9. Since 9 is Scott-open, we get f c E 9 for some finite c 2 T a n f b. 
But then c E Zp and a, b 4 c. It is almost immediate that 9’1 is a Scott-open subset of 
O(X). It contains the top element X, since every ideal is nonempty. And if o,o’ E 91, 
say via a,a’ E Z with a C o and a’ 5 o’, then there is a b E Z with a,a’ 4 b. But then 
b C f a n f a’ c o fI o’ and so also o n o’ E 91. Therefore 91 is a Scott-open filter. 
Finally we prove the isomorphism (preservation of the orders is immediate) 
Z.9, = {aE~‘f(X)I b E 91) 
= {a@‘f(X) I3b E I. bc f u} 
={a~Pf(X)I3b~Z.a+b} 
= I: 
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F IF = {OEU(X) 1% E zy. a c 0) 
= {o E 6(X) ] 3a E Pr(X). f a E 9 and a C o} 
zz 9, 
where the inclusion (c) holds because f a G o. Conversely, (5) follows from the fact 
that B is Scott-open and that o is equal to the directed union U{ f ala E 9+(X) and 
aGO}. 
(ii) The correspondence 9 H IF and I H 91 are, like before, given by 
zy = {UEP(X) 1 pz E 9”) and F1= {oEO(X)]3aEZ.u~o}. 
Again ZF is an ideal and 9, is a filter. Moreover, the two constructions form an order 
isomorphism (notice that for proving FI* = 9 we use the fact that every open set 
o E O(X) is an element of P(X) and moreover f o = o). 0 
A further investigation of power domains on continuous dcpo’s can be found in 
[13, 141 and also in [21]. 
5.3. Upper power space on algebraic dcpo 
An element x in a dcpo X is called compact if x < x. We write ,X(X) for the set 
of compact elements in X. One calls X an algebraic dcpo if it is a dcpo in which for 
each element x the set J x II .X(X) of compact elements below x is directed and has x 
as join. The principal upper sets lx for x E .X(X) form a basis for the Scott topology 
on X. Since an algebraic dcpo is continuous, it is in particular sober as a topological 
space. 
Lemma 5.11 (AC). Let X be an algebraic dcpo, taken with its Scott topology. 
(i) The algebraic dcpo of ideals in (Pf(x(X)), <cl), ordered by inclusion is or- 
der isomorphic to the poset (-X2?(X), <o) of compact saturated sets. The latter 
correspond to Scott open jilters of (O(X), &) (see Corollary 5.6). 
(ii) The algebraic dcpo of ideals in (9(x(X)), so), ordered by inclusion is order 
isomorphic to the poset (Fil(O(X)), C) of (ordinary) jilters of (O(X), C). 
Proof. (i) We proceed as in the previous subsection and use Corollary 5.6 to get a 
bijective correspondence between ideals Z in (9+(%?(X)), <u) and Scott-open filters 
9 C U(X). The correspondence 9 H IF and I H 91 are given by 
19 = {aEB(X) I ta E 9) and FI = {OEO(X) Is-2 E I. a g 0). 
The rest of the proof is as before, and hence left to the reader. 
(ii) Similarly, the correspondence B H IF and Z H 91 are given by 
Is = {uE~(%-(X)) ( Ia E 9”) and 91= {OEO(X)I3U EL a50). 
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As in the previous lemma we have that IF is an ideal and that 91 is a filter. Moreover 
they form an order isomorphism (notice that for proving %I~ = % we use the fact 
that every open set o E O(X) is equal to Ta for some a & .X(X)). 0 
The power domains on algebraic dcpo’s in (i) were first studied by Plotkin [24] and 
Smyth [28]. 
Remark 5.12. The compact elements of the algebraic dcpo (Fil(O(X)), s) are isomor- 
phic to the principal ideals of the poset (S(Z(X)), <u), which are isomorphic, by 
Lemma 5.9, to the M-filters of the space ,X(X) taken with the Alexandrov topology. 
Hence we can say that every filter % of the Scott topology of an algebraic dcpo X is 
the directed union of all the M-filters & of the Alexandrov topology of K(X) such that 
(j& C %. Similarly, every Scott open filter % of the Scott topology of an algebraic dcpo 
X is the directed union of all the Scott open M-filters a of the Alexandrov topology 
of K(X) such that &C %. 
6. Some further equivalences 
In this section we restrict our attention to subcategories of Sp. In the first four 
subsections we consider topological spaces which are not, in general, sober. For these 
spaces we give a duality by restricting the adjunction of Theorem 3.23. Of special 
interest is a duality for the category PoSet. We derive a pointless version of the 
(directed) ideal completion of posets. Finally, in the last two subsections we study 
Galois connections in the context of observation frames and consider the relationship 
between frames, observation frames and sober spaces. 
6.1. fl Spaces and atomic observation frames 
Recall that a space X is s if for every x, y E X with x # y there exists an open set 
o E O(X) such that x E o but y $Z o. For an example of a %i space which is not sober 
and an example of a sober space which is not 5 see [30, Ch. IV, Example 4.1.41. 
The full subcategory of Sp whose objects are $ spaces is denoted by Sp,. 
An observation frame FML will be called atomic if for every p,q E MP(FD+L) if 
p <q then p = q. The ml1 sub-category of OFrm whose objects are atomic observation 
frames is denoted by AOFrm. 
Lemma 6.1. The functors Q : Sp + OFrmoP and Pt : OFrmoP -t Sp restrict to an 
adjunction between Sp, and AOFrmoP and hence to a duality between Sp, and 
AOFrmM. 
Proof. If a space X is Yi then the specialization preorder is the equality. Moreover, 
since every s space is %s, we have that points are M-prime elements o, = l_l{o E 
O(X) (x 9 0). Therefore, for every o,,o, E MP(sZ(X)) of a given s space X, if 
o, G oY then x d y and hence x = y, i.e. o, = o,,. 
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Conversely, let FtkL be an atomic observation frame and take p,q E MP(FD+L) 
with p # q. This implies p +J q or q X p. Suppose p 6 q then clearly q is in the 
open A(p) = {r E MP(FwL) 1 p 6 r} but p is not. The other case can be treated 
similarly. Hence Pt(Fp-tL) is a Yt space. 0 
Notice that for an atomic observation frame F-L with F order generated by its 
M-prime elements there can be no element different from the T which is above some 
other M-prime element. This means that the M-prime elements of FthL are exactly 
the co-atoms of F (that is, maximal elements which differ from the top). 
6.2. Open compact spaces and algebraic observation frames 
A space X is called open compact, if for every x E X and open set o E O(X) such 
that x E o there exists a compact open set u E Co(X) such that x E u C o. For example 
every poset taken with the Alexandrov topology is open compact. 
Denote by oKSp the full subcategory of Sp whose objects are open compact spaces. 
Let OAFrmM denote the full subcategory of OFrm whose objects are observation 
frames Fc+L such that F is an algebraic lattice and is order generated by the M- 
prime elements. 
Lemma 6.2. The functors Q : Sp -+ OFrmoP and Pt : OFrmoP + Sp restrict to a 
duality between oKSp, and OAFrmM. 
Proof. It is enough to prove that a space X is open compact if and only if O(X) 
is an algebraic complete lattice. Let X be a open compact space and let o E O(X). 
For every x E o, since X is open compact, there exists a compact open u such that 
x E u&o. Hence oCU{U E Z?O(X)(u&o}. Th e reverse inclusion is clear, hence 
O(X) is algebraic. 
Conversely, if O(X) is algebraic then for every open set o we have o = U{u E 
SO(X) 1 u C o}. Hence for every x E X, if x E o then there exists a compact open 
u E x0(X) such that x E u z o, that is X is open compact. 0 
6.3. Core compact spaces and continuous observation frames 
Recall that a space X is called core compact, or quasi-locally compact, if for every 
x E X and open set o E O(X) such that x E o there exists a compact set A CX and 
an open set o’ E O(X) such that x E o’ c A Go. Core compact spaces are important 
because they are exponentiable in Sp [17] (the converse also holds, as shown in [5]). 
Isbell [17] gives an example of a core compact space which is not sober. 
Denote by cKSp, the full subcategory of Sp, whose objects are core compact Ys 
spaces and let 0CFrm~ denote the full subcategory of OFrmM whose objects are 
observation frames F-L such that F is a continuous lattice and is order generated 
by the M-prime elements. The proof of the following lemma is let? to the reader as it 
consists only of some verification steps along the lines of Lemma 6.2. 
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Lemma 6.3. The jiunctors 52 : Sp -+ OFrmoP and Pt : OFrmDP + Sp restrict to a to 
a duality between cKSp, and OCFrmM. 
6.4. Posets and complete lattices 
Let AlSp denote the full subcategory of Sp whose objects are topological spaces X 
in which open sets are closed under arbitrary intersection (i.e. they form the Alexandrov 
topology). The full and faithful fiurctor from the category PoSet (posets and monotone 
functions) to Sp, which maps a poset (X, <) to the underlying set X equipped with 
the Alexandrov topology, determines an equivalence of categories between PoSet and 
AlSp, . 
Lemma 6.4. The functors 52 : Sp -+ OFrmoP and Pt : OFrmoP + Sp restrict to an 
adjunction between AlSp and r\-OFrm”P, the full subcategory of OFrmOP whose ob- 
jects are observation frames Fr>-tL for which (AA)” = flA” for all A CF. Moreover 
this adjunction restricts to a duality between AlSp, and r\-OFrm,. 
Proof. It is enough to prove for every FwL in /\-OFrm that nA(A) = A(l\A) for 
every ACF. 
p E n{A(a)la E A} * p E MP(FrwL) and Va E A. a 6 p 
& p E MP(FD+L) and l\A 6 p 
* PE 4AAb 
where the implication (&) is trivial and for (&) we use that p E MP(FD+L) and 
the following contradiction: if l\A < p then also (AA)” = nA” E p” and hence a < p 
for some a E A. 0 
Let now CLat be the category whose objects are complete lattices and whose mor- 
phisms are complete lattice homomorphisms (functions preserving both arbitrary joins 
and arbitrary meets). Given a complete lattice L, an element p E L is called M-prime 
if AA < p for A 2 L implies there exists a E A such that a Q p. The set of all M-prime 
elements of L is denoted MP(L). 
Lemma 6.5. The category /\-OFrm M is equivalent to CLatM, the full sub-category 
of CLat whose objects are order generated by the M-prime elements. 
Proof. Let C$ : (F-L) + (GmH) be a morphism between observation frames. Then 
C$ : F -+ G preserves arbitrary joins since it is a frame morphism, but preserves 
also arbitrary meets because (AA)” = nA” implies 4(AA)” = nc$(A)” = (l\+(A))” 
and hence +(l\A) = l\d~(A) since (-)” : GtwH is order-reflecting by Remark 3.3 1. 
Therefore we have a forgetful fiurctor /\-OFrm, --) CLatM which maps an observation 
frame FwL to the underlying frame F and a morphism between observation frames 
C$ : (FwL) -+ (GrwH) to the underlying frame morphism 4 : F --) G. 
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Conversely, every complete lattice order generated by its M-primes is a frame by 
Lemma A.3 given in the Appendix. Therefore we have a functor CLatM -+ /\-0Frm~ 
which maps every complete lattice L order generated by its M-primes to the obser- 
vation frame id : L -+ L and every complete lattice morphism $ : L -+ L’ to the 
observation frame morphism 4 : (LHL) + (L%--+L’). Clearly the two mnctors form 
an equivalence of categories. 0 
Recall that a set R of subsets of X is called a complete ring of sets if for every S C R 
both US and ns are in R. Complete rings of sets are in one to one correspondence 
with posets taken with Alexandrov topology. The following result hence follows. 
Corollary 6.6. A complete lattice L is isomorphic with a complete ring of sets tf and 
only if every element of L is the meet of a set of M-prime elements. 
Proof. Combine Lemmas 6.4 and 6.5. 0 
It is interesting to note that a very similar result is due to Raney [27]: A complete 
lattice L is isomorphic with a complete ring of sets if and only if every element of 
L is the join of a set of completely join-irreducible elements (Raney in [27] defines 
completely join-irreducible lements dually to our M-prime elements: an element x E L 
is called completely join-irreducible if for every S CL such that x d VS there exists 
y E S such that x < y). 
The above result suggests that we can give a sharper epresentation theorem for the 
category PoSet in terms of algebraic ompletely distributive lattices. 
Corollary 6.7 (AC). The category PoSet is dual to AlgCDLat (denoting the full sub- 
category of CLat whose objects are the algebraic completely distributive lattices). 
This duality is given by the functor @AI(-) : PoSet --+ AlgCLatoP which assigns to a 
poset its Alexandrov topology and by MP(-) which assigns to every algebraic com- 
plete lattice L the set of all its M-prime elements ordered as in Lop (the specialization 
order of O,(MP(-))). 
Proof. Every poset X in the Alexandrov topology is an open compact space. Hence by 
Lemmas 6.2 and 6.5 we have that every complete lattice L which is order generated by 
its M-prime elements is an algebraic omplete lattice. Since the Alexandrov topology 
is a complete ring of sets, it is also a completely distributive lattice [27]. Therefore 
0*1(X) is an algebraic ompletely distributive lattice. 
Conversely, it is enough to prove that every algebraic ompletely distributive lattice L 
is order generated by its M-prime elements. We begin by showing, using Lemma 3.26, 
that L is order generated by its completely irreducible lements, where p E L is called 
completely irreducible if for all S 2 L such that p = /IS there exists s E S such that 
p = s (notice that if p is M-prime then p is completely irreducible, but the converse, 
in general, is not true). Let x, y E L such that x 6 y. Since L is algebraic by [ 10, 
Theorem 4.22 (AC), p. 931 there exists a completely irreducible element p E L such 
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that x < p but y 6 p. We need to prove now that p is M-prime. Let S C_ L be such 
that p d /\S. Then p V /\S = p and hence by complete distributivity of L we obtain 
r\{pvsls ES} = p. Since p is completely irreducible there exists s E S such that 
p V s = p, that is s < p. Therefore p is M-prime and by Lemma 3.26 we have that L 
is order generated by its M-primes elements. 0 
Remark 6.8. (i) Notice that Corollary 6.7 can be proved in a similar way using a 
weaker distributivity, namely, co-frame distributivity law: 
x v /\s = /\{x v s(s E S}, 
where L is a complete lattice, x E L, and SC L. Therefore we can conclude by Corol- 
lary 6.7 that an algebraic omplete lattice is completely distributive if and only if it is 
co-frame distributive. 
(ii) In [ 10,2 l] it is shown that the category AlgCDFrm of algebraic com- 
pletely distributive frames with frame morphisms is dual to the category AlgPos of 
algebraic dcpo’s and Scott continuous functions. This duality is given by the functor 
Osc(-) : AlgPos * AlgCDFrmOP which assigns to every algebraic dcpo its Scott topol- 
ogy and by Spec(-) which assigns to every algebraic completely distributive frame 
F the set of all its prime elements Spec(F) with the inherited opposite order. No- 
tice that the category AlgCDFrm and AlgCDLat differ only in the morphisms: they 
preserve finite meets and arbitrary joins in the first category and both arbitrary meets 
and joins in the second one. Hence, we have an inclusion fimctor i : AlgCDLat c-f 
AlgCDFrm. 
The following lemma describes the (directed) ideal completion of a poset without 
considering points and even without considering ideals but working only on the lattice- 
side of the duality. The function which maps every poset P to the set of its directed 
ideals Id/(P) ordered by subset inclusion, extends to a fhnctor I&(-): PO!% -+ AlgPos 
which is left adjoint of the forgetful functor U : AlgPos + PoSet (see for example 
[251). 
Lemma 6.9. The inclusionfunctor i: AlgCDLat-AlgCDFrm has a left adjoint j that 
is given by assigning to every algebraic complete lattice L the Alexandrov topology of 
the set of all prime elements Spec(L) (with the opposite inherited order). Moreover 
the two squares below commute. 
PoSet N AlgCDLat”P 
AlgPos 
+ I 
N AlgCDFrm”J’ 
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Proof. Let us at first notice that the inclusion functor iOJ’ is naturally isomorphic to 
the mnctor given by the composition Osc o Id1 o MP(-). Indeed for every algebraic 
complete lattice L we have Os,(ZdZ(MP(L))) s OAI(MP(L)) 2 L = P(L), where the 
latter isomorphism holds by Corollary 6.7. Naturality follows from the fact that the 
fknctor Zdl : PoSet --t AlgPos is faithful. 
Since the functor Osc o Zdl o A4P( - ) has a right adjoint, namely Co,, o U o Spec( -) = 
0~1 o Spec(-) = jOi’( we have that j’p(-) is also right adjoint of i”p(-). Therefore 
j : AlgCDFrm + AlgCDLat is left adjoint of i(-). Commutativity of the diagram is 
immediate from the definition of j(-). 0 
Finally, we just mention without proof the following dualities which can be obtained 
by combining the results of the previous subsections with Corollary 6.7. 
(i) Posets with bottom element vs. algebraic complete lattices with a completely 
coprime top element; 
(ii) sets vs. atomic algebraic omplete lattices; 
(iii) finite sets vs. compact atomic algebraic omplete lattices. 
6.5. Frames and observation frames 
Let Frm be the category of frames whose objects are frames and whose morphisms 
are functions preserving finite meets and arbitrary joins. Recall that for a meet semi- 
lattice F an element p E F is called prime if for all finite S C F such that /\S < p 
there exists s E S with s<p. The set of all prime elements of a meet semilattice F is 
denoted by Spec(F). 
Given a frame F, we write Pt,(F) for the set Spec(F) together with the collection of 
open sets d,(a) = Spec(F)\Ta for every a E F. Adapting the proof of Corollary 3.19 
we see that this collection forms a topology. Let now Frm be the category of frames 
whose objects are frames and whose morphisms are functions that preserve finite meets 
and arbitrary joins. The full subcategory of Frm whose objects are frames F order 
generated by Spec(F) is denoted by SFrm (spatial frames). The following lemma can 
be found in [ 19, Ch. II, Corollary 1.71. 
Lemma 6.10. The assignment F H P&(F) defines a jiinctor FrmoP + Sp which is 
right adjoint of O(-) : Sp -+ Frmop (the functor which maps every topological space 
to its lattice of open set and every continuous function to its inverse restricted to the 
open sets). Furthermore we have 
(i) the adjunction restricts to a duality between the categories SFrm and Sob; 
(ii) the inclusion Sob L) Sp, has a left adjoint, namely the composite Pt, o 
@(-); 
(iii) the inclusion SFrm -+ Frm has a left adjoint, namely the composite O(-)oJ’ o 
ptOP. 0 
We have as an immediate consequence the following relation between the category 
of observation frames and that of frames. 
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Corollary 6.11. The finctor @‘P o Pt,“p : Frm + OFrmM has right adjoint, namely 
the composite (!P’ 0 Ptgp o W’ o Pt’p. 
Proof. By composition of the following adjoints and taking the opposite: 
OFrm$ N Sp, =‘ Sob- N SFrmOP t FrmoP 0 
Since the forgetful functor Frm --+ Set has left adjoint (see [19]), we have, by 
composition, an adjunction also between Set and OFrmM. 
6.6. Galois connections 
In this section we take a closer look at Galois connections between posets. Galois 
connections play an important role in spectral theory (see for example [lo]) and in 
general in lattice theory. In particular we are interested in those posets which constitute 
the frame part of an observation frame. This will allow us to give a necessary and 
sufficient condition for a pair of maps to form a Galois connection such that the lower 
adjoint is an observation frame morphism. 
Definition 6.12. Let F, G be two posets and f : F -+ G, g : G + F be two functions. 
We say the pair (f,g) is a Galois connection between F and G if 
(i) both f and g are monotone, and 
(ii) f(x) < y if and only if x <g( y) for all x E F and y E G. 
For a Galois connection (f, g) the function g is called upper (or left) adjoint and the 
function f is called lower (or right) adjoint. A Galois connection is a very special case 
of adjoint functors, where the posets F and G are seen as categories (see for example 
[23, Ch. IV]). Any upper adjoint g preserves all meets in G, while any lower adjoint 
f preserves all joins in F. More generally we have the following characterization of
Galois connections (cf. e.g. [lo, Corollary O-3.5, Theorem O-3.61). 
Lemma 6.13. Let F,G be two complete lattices. 
(i) A function g: G --t F preserves all meets in G if and only if g is monotone 
and has lower adjoint f: F + G given by f(x) = A{ YE G 1 x <g(y)}. 
(ii) A function f: F + G preserves all j’oins in F if and only if f is monotone 
and has upper adjoint g: G -+ F given by g(y) = V{XEF (f(x)<y}. 
(iii) A pair of monotone functions (f, g) with f: F -+ G and g: G -+ F is a 
Galois connection if and only if f (g(y)) f y and x <g(f (x)) for all x E F 
and y E G. 
If F and G are frames and q5 : F -+ G is a frame morphism then, since (b preserves 
arbitrary joins, it has an upper adjoint, say g: G -+ F, which preserves arbitrary meets 
by Lemma 6.13 (ii). Also, the upper adjoint g preserves prime elements because 4 
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preserves finite meets [lo, Lemma IV-4.51. If 4 : F -+ G is also an observation frame 
morphism from FtkL to GtwH then we have the following. 
Lemma 6.14. Let C$ : (FD+L) --+ (G-H) be an observation frame morphism. Then 
4: F + G has upper adjoint g: G --+ F which preserves arbitrary meets of G, prime 
elements and also the M-prime elements of GrwH. 
Proof. Since an observation frame morphism $: (F-L) -+ (GD+H) is a frame 
morphism from F to G it has upper adjoint g: G + F which preserves arbitrary 
meets of G and prime elements in Spec(G). Let now p E MP(Gc+H) and S C F, 
then 
fl,!T’ C g(p)” + n@(S)” _C 4(g(p))” M-multiplicativity 
* I%@)” c P” Lemma 6.13(iii) and (-)” is monotone 
* 3s ES. &s),<pp p is M-prime 
e 3s E s. s<g(p) (4, g) is a Galois connection 
that is, g(p) E MP(FD-+L). 0 
For a Galois connection (f, g) there does not seem to be any condition on g alone 
which implies f preserving finite meets (see [ 191). Hence in general the converse of 
the above Lemma does not hold. But if we restrict our attention to observation frames 
GwH order generated by M-primes, then we have the following. 
Theorem 6.15. Let FtwL and Gc+H be two observation frames with G-H order 
generated by its M-prime elements. Let also 4: F -+ G and g: G-+F be two functions 
forming a Galois connection. Then 4 is an observation frame morphism if and only 
if g preserves the (arbitrary) meets of G, the prime elements in Spec(G) and also 
the M-prime elements in MP(Gk+H). 
Proof. By Lemma 6.14 we only need to prove that if g: G+F is a function preserving 
the (arbitrary) meets of G, the prime elements and the M-prime elements then g 
has lower adjoint 4 which is also an observation frame morphism. Since g preserves 
arbitrary meets of G it has lower adjoint 4: F +G which preserves arbitrary joins of 
F by Lemma 6.13(i). We will prove 4 preserves also finite meets of F and that is 
M-multiplicative. 
By abuse of notation, let g : MP(GwH) + MP(FlwL) be the restriction of g to 
the M-prime elements (since they are preserved this is well defined). Consider now the 
To topological spaces Pt(GbH) and Pt(Fr>-tL). We show that g : MP(GrwH) --) 
MP(FD-+L) is a continuous function. Indeed for every d(x) E LD~(MP(FE+L))) with 
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x E F we have 
g%(x))‘= {PEMP(GD-+H) I s(p) E &)I 
= {PC MPtG-H) lx d s(p)) 
= {pi MP(Gr>-tH) I&x) < p} Galois connection 
= {PEMR=+H) IP E &4(x))) 
= 44(x)) 
which is open in O~(MP(GHH))). Consider now the following diagram: 
Pt(Gc+H) 
where E and Q(g) are observation frame morphisms as defined in the previous section 
and E-’ is an observation frame morphism because Gc+H is order generated by its 
M-primes (Lemma 3.29). Next we prove 4 = e-t o Q(g) o E. For all x E F we have 
E-‘(Q(S)(4X))) = e-%-&I)(&))) 
=E %I-‘(4X))) 
= e-t(4&))) 
= 4(x) Lemma 3.29. 
Therefore #J is an observation frame morphism from FML to GtwH. 0 
Let us denote by SOLoc the category of “spatial observation locales” objects of 
which are observation frames order generated by M-primes and morphisms of which 
from FtkL to Gb+H are functions f : F + G such that 
(i) f(&$) = l\f(s) for all S c F; 
(ii) f(p) E Spec(G) for all p E Spec(F); 
(iii) f(p) E MP(GhH) for all p E MP(FwL). 
As a direct consequence of Corollary 3.30 and Theorem 6.15 we have the following. 
Corollary 6.16. The categories OFnnz,Sp, and SOLoc are equivalent. 
7. Discussion 
We introduced the category of observation frames as a pointless counterpart of topo- 
logical spaces. Since our main interest is the duality between topological spaces and 
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observation frames and an infinitary logic for the latter, we did not look at various 
constructions in the category of observation frames. Further investigations are neces- 
sary to describe limits, colimits, monos and epis in this category. A related question is 
whether the category observation frames is any good for doing some form of pointless 
topology, as in [20]. 
Finally, we mention two more points which need to be explored: a representation f 
general (nonsober) directed complete partial orders with Scott topology and the question 
whether the category of observation frames is monadic over some base category or not. 
Regarding the first point, the category of dcpo’s is fully and faithfully embedded into 
Sp,, and hence into some full subcategory of OFrm. Another interesting point of 
further study could be a generalization of “sheaves” over locales to suitable sheaves 
over observation frames. 
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Appendix A: Complete observation lattices 
In this appendix we show that for an observation frame FD-+L, the condition of F 
being a frame is natural in the following sense. If we require that a function between 
two complete lattices G and K preserves arbitrary joins and finite meets and that G 
is order generated by the M-prime elements, then G is a frame. This motivates our 
requirement that the lattice of observable predicates i  a frame, in particular it motivates 
the infinite distributivity law. 
Definition A.l. A complete observation lattice is a function (-)” : L -+ R between 
two complete lattices (L, < ) and (R, IZ) which preserves arbitrary joins and finite meets. 
Define a morphism between the complete observation lattices LD--+R and GrwK 
similarly to Definition 3.4, i.e. a morphism 4 between (LrwR) and (G-K) is a 
function 4 : L + G that preserves finite meets and arbitrary joins and, for all S, T CL, 
if nS” G nT” then n&S)” L ~c$(T)“. 
Define the M-prime elements of an observation lattice LD+R as in Definition 3.14: 
an element p E L is called M-prime if for all SC L such that nS” & p” there 
exists s E S such that s<p. The set of all M-prime elements of LD+R is denoted by 
MP(LwR). 
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Remark A.2. Adapting the proof of Lemma 3.16 we have that, for a complete obser- 
vation lattice LMR, p E L is M-prime if and only if the function 4P : L + 2 is a 
morphism between the observation lattice LMR and 2, where 4P maps x E L to I if 
and only if x < p. 
Lemma A.3. Take a complete observation lattice LtwR. Zf MP(LF-+R) is order gen- 
erating the lattice L, then L is a frame. 
Proof. By Lemma 3.26 and Remark A.2 the morphisms 4P : (LMR) + 2 determined 
by the M-prime elements p E L separate the points of L. If H is the set of all these 
morphisms, then y : L + Y(H) defined by y(x) = {$p~H 1 $p(x) = T} is a function 
preserving arbitrary joins and finite meets. Indeed for SE L we have 
?/(VS) = {WH I&W) = T) 
= {d+H I W#G) = Tl 4p preserves arbitrary joins 
= UsE&P EH I 4pG) = T) 
= UYCV 
Similarly for every finite S 2 L we have 
r(N) = {4p EH I &Cl\9 = T) 
= {4p EH 1 r\cjp(S) = T} $p preserves finite meets 
= n,,,{& EH I +p(s) = Tl 
= nm 
Furthermore y is injective because if x # y then x < y or y g x. Hence by the special 
choice of H and applying Lemma 3.26 we obtain y(x) # y(y). Since B(H) is a frame, 
so is also L. 0 
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