Tidal sand ridges are large-scale rhythmic bedforms that are observed on the offshore parts of shelf seas where sand is abundantly available. Spacings between successive ridges are several kilometres, they evolve on centennial time scales, and their crests are cyclonically rotated with respect to the direction of the principal tidal currents. Here, an overview will be presented of the current knowledge about these ridges with respect to their manifestation in different seas, their observed behaviour, the basic mechanisms that explain their initial formation and their evolution towards finite heights and the ability to model them. It will be shown that both tides, waves and changes in mean sea level have a profound impact on the evolution of the ridges.
Introduction
This review focuses on linear and nonlinear dynamics of tidal sand ridges in the offshore area of shelf seas. First, in Sect. 1.1 the general geographical and physical aspects of shelf seas are introduced. Next, in Sect. 1.2 different types of bedforms that are observed on the outer continental shelves of these seas are briefly described. From thereon, tidal sand ridges are considered, where in Sect. 1.3 their relevance is discussed and an overview of subsequent sections is given.
Geographical and physical aspects of shelf seas
A shelf sea is a body of water, with depths of 0-200 m, which extends from the shoreline to the seaward end of the continental shelf, the shelf break. The latter marks the beginning of the continental slope (average slope of order 0.1) that separates the shelf from the deep ocean (depths of several kilometers). Figure 1 shows a sketch of a shelf sea. Examples of shelf seas are the East China Sea, the Celtic Sea off the south coast
Types of bedforms in shelf seas
In shelf seas with a sandy bed, a variety of rhythmic bottom patterns are observed, with spacings (mean distance between successive crests) ranging from several decimeters to tens of kilometers. In the shore area, ripples with of order 10 cm, megaripples with of order 10 m and beach cusps with ranging between 1 and 100 m ( [26, 49, 79] , and references therein) are observed. In the shoreface area, besides ripples and megaripples, sand bars and sand waves with of order 100 m, and shoreface-connected sand ridges with ranging between 2 and 10 km ( [42, 47, 69] , and references therein) occur. Furthermore, on inner continental shelves sorted bedforms (also called rippled scour depressions) are observed, with of order 100 m, which have a subtle relief and are characterised by abrupt changes in mean grain size [12, 73] .
In the offshore area, megaripples and sand waves are still present. In addition, two types of large-scale bedforms occur, viz. long bed waves with of 1-3 km [41, 78] and tidal sand ridges with between 5 and 20 km ( [23, 45, 51, 53] , and references therein). The typical distance between the landward side of the offshore area and the coastline is a few kilometres. Typical mean water depths of the offshore area are tens of metres and the tidal range (difference between high tide and low tide) is of the order of a metre 1 3
Focus, relevance and overview
In this review, the dynamics of tidal sand ridges are investigated. There are several reasons why knowledge of these specific bedforms is of interest. First, as stated by Off [51] , they are relevant because they may potentially contain oil reservoirs. Second, due to increasing demand of sand in human activities, such as land reclamation, beach nourishment and construction works, offshore large-scale bedforms are considered as potential sand resources for marine sand mining [83] . An example is sand mining from the Kwinte Bank (belonging to the Flemish Banks) on the Belgian Continental Shelf [20] .
Third, it should be noted that these bedforms provide habitats for marine organisms [78] , while removal of sand will change the local environment and thereby have an impact on those organisms [11, 44, 76] . Moreover, the ridges dissipate wave energy during storms and thereby protect the coast (see e.g. [67] ). Last but not least, active bedforms may cause damage to the underwater structures such as pipelines, telecommunication cables and electricity cables from offshore windmill parks [27] . Hence, knowledge of these seabed features and their dynamics is desirable for practical issues, such as strategic planning of marine sand mining [80] , maintaining the balance of the marine ecosystem and assessment of the stability of underwater structures.
The contents of the subsequent sections are as follows. In Sect. 2 characteristics of observed tidal sand ridges are presented. This is followed in Sect. 3 by models that explain their initial formation. The main theory that will be discussed is based on morphodynamic self-organisation, which explains the development of free instabilities due to interactions between the hydrodynamics and the sandy seabed. Next, in Sect. 4 models are discussed that describe how the ridges evolve on the long term towards finite heights. Here, the role of tidal currents, wind waves and changes in mean sea level will be discussed. Finally, Sect. 5 contains an outlook for further studies. Figure 2 shows where tidal sand ridges occur in the southern North Sea. Generally, tidal sand ridges have crests that are 5
Characteristics of observed tidal sand ridges
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• cyclonically (clockwise in the Northern Hemisphere) rotated with respect to the direction of the principal tidal current (see Fig. 2 ), their height is in the order of 10 m, and they evolve on time scales of centuries. Although most of the observed ridges have nearly straight crestlines, ridges with meandering crestlines occur (e.g. in the region of the Norfolk Banks shown in panel c of Fig. 2 ). Both symmetrical and asymmetrical cross-crest (or cross-sectional) profiles of these ridges are detected. Here, the symmetry refers to the position of the crests. Asymmetrical ridge profiles indicate migration of the ridges in the direction of the crest towards the steepest slope. Figure 3 shows an example of an asymmetrical cross-sectional profile of observed ridges in the region of the Flemish Banks, which suggests that the ridges migrate northwest. Smallscale bedforms with a spacing of order 100 m superimposed on the ridges are also identified. Over tidal sand ridges, variation of the surficial grain size is observed: usually the sediment at the crests (in the case of symmetrical profiles) or at the steeper sides (in the case of asymmetrical profiles) is coarser than that at the other parts of the ridges ( [58] , and references therein).
Tidal sand ridges occur in a wide range of water depths, for instance, the southern North Sea (20-40 m) , the East China Sea (60-120 m, Fig. 4a ) and the Celtic Sea (120-170 m, 1 3 Fig. 4b ). According to their present-day morphodynamic activity, ridges are classified as 'active', 'quasi-active' and 'moribund'. Active and moribund mean that sand transport is, respectively, present and absent in the entire area where the ridges occur, and quasi-active means that sand transport occurs in only part of the ridge area. Generally, active ridges are found in relatively shallow waters (10-50 m) where strong tidal currents occur (typically above 0.5 m s , e.g., in the southern North Sea [39] . In contrast, moribund ridges are observed in relatively deep waters (100-200 m) where tidal currents are weak (maximum velocity is insufficient to move the sand near bed), e.g., in the Celtic Sea [68] , or in areas [19] . The map is obtained using GeoMapApp [60] . b and c Are zoom-ins of the areas of the Flemish Banks and the Norfolk Banks, respectively with limited availability of sand (limited thickness of the erodible bed). In shelf seas where the water depth and the current strength are between those for active and moribund ridges, such as the East China Sea [46] , quasi-active ridges occur. Usually active/quasi-active ridges have asymmetrical cross-sectional profiles, and smaller-scale bedforms such as sand waves are superimposed on them (see e.g. Fig. 3 ), while moribund ridges have almost symmetrical cross-sectional profiles and no small-scale bedforms superimposed on them.
Initial formation of tidal sand ridges
The first models
Generally, there are three types of theories for the initial formation of tidal sand ridges ( [23, 52] , and references therein). The first one is that ridges form directly due to local hydrodynamical conditions. It means that ridges occur as a result of spatial variations in flow conditions, such as spatially varying secondary flow (see e.g. [30, 51] ) caused by e.g. gradients in bottom roughness. The second theory explains the ridges as being generated Fig. 3 A cross-crest seismic profile (in the southeast direction, SE) of the Middelkerke Bank in the region of the Flemish Banks, after Trentesaux et al. [74] . The gray layer represents (solid) Tertiary (from 66 to 2.6 million years ago) deposits and layers above are the (unconsolidated) Quaternary (from 2.6 million years ago to the present) deposits. The medium bounding surfaces (m.b.s.), which separate layers of material of different sizes and densities, suggest that the ridge migrates to the northwest (NW) Fig. 4 Tidal sand ridges in a the East China Sea (indicated by gray bars, from Liu et al. [46] ) and b the Celtic Sea (indicated by thick continuous lines, from Belderson et al. [2] ). Reproduced with permission from Elsevier during the post-glacial sea level rise in the presence of a relict core of sediment (see e.g. [3, 4, 70] ). The presence of a relict core of sediment in some ridges, e.g. the Middelkerke Bank in the southern North Sea [3] and the Kaiser-I-Hind Ridge in the Celtic Sea [4] , supports this theory. The third type of theory is based on the concept that ridges form due to positive feedbacks between water motion and erodible bed (through sand transport), i.e., morphodynamic self-organisation ( [6, 16, 22] , and references therein). Small-amplitude bedforms can spontaneously grow, because they influence water motion in such a way that net convergence of sand transport takes place in the crest areas. It has been demonstrated in those studies that the latter theory is able to explain the formation of the other bedforms mentioned in Sect. 1.2.
In this review, the focus is on the theory of self-organisation applied to tidal sand ridges. This is done by investigating the stability of a basic state is investigated, characterised by a spatially uniform tidal current (the so-called background tidal current that exists in the absence of bottom undulations) over a flat horizontal bed, subject to bottom perturbations with small amplitudes. The latter consist of bottom modes, which are Fourier modes with arbitrary wavelength and orientation with respect to the direction of the principal tidal current. A linear stability analysis concerns the initial behaviour of the basic state. As initially the amplitude of the perturbation is small, the bottom modes evolve independently of each other, and their amplitudes grow or decay exponentially. Thus, each bottom mode is characterised by a growth rate . The mode that grows fastest in the amplitude is called the fastest growing mode or the preferred mode/bedform, which is expected to dominate the bottom pattern after some time. Besides, a linear stability analysis provides information about the migration speeds of the bottom modes. Such migration speeds are to be expected if the background tidal current is skewed, i.e., maximum flood currents differ from maximum ebb currents.
Huthnance [35] was the first to apply the self-organisation theory to the initial formation of tidal sand ridges by using linear stability analysis. He used depth-averaged shallow water equations for the tidal current, a bottom evolution equation that follows from mass conservation of sand, together with a simple sand transport formulation (cubic in velocity, including correction for favoured downslope transport). The explicit expression of the sand transport is given in "Appendix A". He further assumed the background tidal current to be a symmetrical block flow (constant flood current and constant ebb current, with the same intensity and duration). It turns out that linear stability analysis yields a wavelength p and an orientation p of the initially preferred bedform that are in fair agreement with those of observed ridges. Figure 5 shows the contour plot of the dimensionless growth rate of the bottom modes as a function of topographic wavenumber k and the angle between the principal current direction and the crests obtained by Huthnance [35] . In this specific case the Coriolis force was neglected. The reciprocal −1 of the growth rate represents the e-folding growth time of the amplitude of the modes. The mode with the maximum growth rate corresponds to a bedform of which the spacing is 7.5 km (in a water depth of 30 m) and the angle between the crest and the principal current direction is 28 Huthnance [35] also provides a physical explanation for his results. He argues that bottom frictional forces and Coriolis forces create tidal current asymmetry, such that sand transport is, both during flood and ebb, larger on the upstream side of the ridge than on its downstream side. The details of the current asymmetry were discussed by Huthnance [34] and Zimmerman [94] , while Robinson [55] and Zimmerman [95] considered the qualitative aspects. Below, the reasoning of Zimmerman [95] is adopted, which is based on vorticity arguments. Figure 6a shows, for the Northern Hemisphere and during flood, two water columns (light blue squares) on either side of the crest of a ridge that is cyclonically rotated with respect to the direction of the background tidal current. Both water columns experience 5 Contour plot of the dimensionless growth rate of the bottom modes as a function of the dimensionless topographic wavenumber k and the angle between the principal current direction and the crests, from Huthnance [35] . The growth rate is scaled by a typical morphological time scale of about 150 year, and the wavenumber is scaled by a length scale of about 10 km. The Coriolis force was neglected and the plot is symmetric about = 0 Fig. 6 a Topview, showing the background tidal current (blue arrow), which exists in the absence of bedforms, and two water columns (lightblue squares) on the upstream and downstream side of a cyclonically rotated crest of a tidal sand ridge on the Northern Hemisphere. Here, upstream and downstream are defined with respect to the direction of the background tidal current. Red and green arrows indicate Coriolis forces and bottom frictional forces, respectively, which are both larger in shallower water than in deeper water. These forces exert torques on the water columns. On the upstream side of the ridge, both torques generate anticyclonic (negative) vorticity (indicated by the '−' sign), which is transported by the background tidal current towards the crest. On the downstream side, the Coriolis and frictional torques generate cyclonic vorticity ('+' sign) that is transported away from the crest. As a result, anticyclonic vorticity builds up around the crest. b Same view, but showing the background tidal current (blue arrows), residual current (purple arrows) and total current (red arrows). The total current is the vector sum of the background current and the residual current
The mechanism for ridge growth
Coriolis forces (red arrows, which act to the right when viewing in the direction of the current) and bottom frictional forces (green arrows, which oppose the currents). The magnitudes of both these forces increase with increasing current speed, which occurs when depth becomes smaller because of continuity. Thus, both forces induce torques that create anticyclonic vorticity on the upstream side of the crest, and cyclonic vorticity on the downstream side. Consequently, the tidal current transports anticyclonic vorticity towards the crest and it transports cyclonic vorticity away from the crest. As this happens during both flood and ebb (during ebb the signs of both the current and the torques change, hence the transports of vorticity remain unchanged), anticylonic residual vorticity occurs in the crest area, which results in a residual current. Figure 6b shows both the background current (blue arrows), the residual current (purple arrows) as well as the total current (red arrows) for the same ridge. The latter is defined as the vector sum of the background tidal current and the residual current. Clearly, the magnitude of the total current is larger on the upstream side, where the residual current acts with the background tidal current, than on the downstream side where the residual current opposes the background flow. Thus, there is current asymmetry. In "Appendix B" a quantitive explanation of the vorticity dynamics of tidal currents over an irregular bottom is given. As was subsequently argued by Huthnance [35] , since sand transport is proportional to the magnitude of the total current, sand transport converges above the crest. The same occurs during ebb, as the background tidal current reverses sign, but the residual current remains unchanged. Hence, averaged over a tidal cycle, sand accumulates above the crest and thus the ridge grows. This process is counteracted by divergence of sand transport that is induced by bottom slopes. This suggests that on the long term steady ridges could form, albeit that this can not be investigated with linear stability analysis.
The reason that the mechanism favours crests that are cyclonically rotated with respect to the tidal current is that in that case Coriolis forces and bottom frictional forces create vorticity with the same signs, hence in that case strong residual currents develop. If the crests are rotated in the opposite direction, Coriolis torques and bottom frictional torques have opposite signs and thus a weaker current asymmetry will occur. Furthermore, Huthnance demonstrated that if the tidal current is symmetrical, i.e., the strength of flood and ebb is equal, sand accumulates exactly at the crests of the ridges. In contrast, if the current is asymmetrical, e.g. the maximum flood current is larger than the maximum ebb current, sand accumulates in the area that (with respect to the dominant current direction) is downstream of the crest. This causes the ridges to both grow and migrate. The presence of residual currents around sand ridges and the convergence of sand transport in the ridge areas has indeed been observed in the field [15, 29, 53 ].
Further studies on initial ridge formation
After Huthnance [35] , several other studies were conducted on the initial formation of tidal sand ridges. Instead of using a block flow, Hulscher et al. [33] employed a background tidal current that is smooth, a semidiurnal lunar M 2 tidal current, which is the dominant tidal constituent in most shelf seas. In the case of a rectilinear tidal current (the end point of the velocity vector moves in a straight line in a tidal cycle), they obtained bedforms with a wavelength and an orientation that agree well with those of tidal sand ridges. Carbajal and Montaño [13] explored the sensitivity of the wavelength p and orientation p of the initially preferred bedform to the mean water depth H and the velocity amplitude of the tidal current U. By modifying the values of the parameters (H and U) separately, they showed that p increases as H increases, and it also increases as U increases. Roos et al. [56] and Walgreen et al. [84] imposed several rectilinear tidal constituents (residual current M 0 , semidiurnal tide M 2 and quarter-diurnal tide M 4 ) to study the effect of asymmetrical tidal currents on the characteristics (migration rate, growth rate, wavelength and orientation) of tidal sand ridges. They confirmed the finding in Huthnance [35] that the ridges migrate in the presence of asymmetrical tidal currents. Walgreen et al. [85] and Roos et al. [58] took into account the effect of grain sorting (spatial distribution of different grain sizes) over tidal sand ridges during their initial formation. Their results explain most of the observed grain size variation over the ridges, i.e. coarser sediments on the crests and finer sediments in the troughs.
Blondeaux et al. [8] considered elliptical tidal currents (horizontally the end point of the current velocity vector traces out an ellipse in a tidal cycle), a nonlinear bottom stress, a formulation of sand transport that includes the critical shear stress for sand erosion ( [66] , and references therein) and anisotropic bottom slope-induced sand transport [71] . Their formulation of sand transport is given in "Appendix A". They demonstrated that, under the conditions that the tidal current is elliptical and the maximum current velocity is just above the threshold for sand erosion, both tidal sand ridges and long bed waves emerge. Yuan et al. [91] further built on the study of Blondeaux et al. [8] by investigating the sensitivity of sand ridge characteristics (i.e., growth time, wavelength and orientation of crests) to the formulations of bottom stress (linear/nonlinear), slopeinduced sand transport (isotropic/anisotropic), and to critical velocity for erosion, ellipticity of the tidal current and mixed tidal forcing (variations on the spring-neap cycle and/or at diurnal time scales). It was found that all of these formulations or parameters affected the ridge characteristics, but only in a quantitative manner. Ridge characteristics only marginally depend on the formulation of the bottom stress (linear/nonlinear) and on the slope-induced transport (istropic/nonisotropic). With increasing critical velocity for sand erosion, the ridges grow slower, their preferred wavelength becomes smaller and the angle between crests and the tidal current decreases. The influence of tidal ellipticity on growth time, wavelength and angle of the preferred ridges is shown in Fig. 7 . Here, is defined as the ratio between the minor axis and the major axis of the tidal ellipse, and positive (negative) refers to a current vector that in time follows an elliptical path in a counter-clockwise (clockwise) manner.
Clearly, behaviour in is not symmetrical with respect to = 0 , e.g., the fastest growing ridges occur for negative and the shortest ridges for positive . This symmetry breaking is caused by the joint action of Coriolis and frictional torques. To understand this, note that any elliptical tide can be decomposed into two circular tides. with current vectors that have different magnitudes and rotate clockwise and counter-clockwise, respectively [54] . Each of these circular tides generates, for any bottom mode, Coriolis torques that are either 90
• out of phase with the frictional torque. Consequently, they result in different tidal vorticity patterns and hence in a different growth of the bottom mode. It turns out that in the cases of negative , contour plots of the growth rate as a function of wavenumber k and angle between the crests of the bedforms and the direction of the maximum tidal current have different local maxima. This explains the observed 'kinks' in Fig. 7b, c .
In all the works mentioned above, depth-averaged tidal currents were used based on the fact that the water depth is much smaller than the horizontal scale of tidal sand ridges. The vertical flow structure was accounted for in Hulscher [32] and Besio et al. [5] . In these studies, the initial formation of both tidal sand ridges and tidal sand waves was explained, and it was shown that including the vertical flow structure is necessary for the formation of tidal sand waves.
3
4 Finite-height behaviour of tidal sand ridges
Early models
To study the characteristics of tidal sand ridges with a finite height, a nonlinear stability analysis is needed. In Huthnance [35] , besides the initial formation of tidal sand ridges, finite-height equilibrium ridges were shown to exist, but rather strong simplifications were made. In his model, the topography only varied in one horizontal direction (1D configuration), the tidal current was modelled as a block flow, and the Coriolis force was neglected. Also, it was not shown how the ridges emerge in the course of time. Ridges only remained submerged in the case that either stirring of sand by surface waves, asymmetrical tidal currents or limited availability of sand was considered. It was also shown that asymmetrical tidal currents give rise to asymmetrical equilibrium ridge profiles, and that the ridges migrate in the direction from their gentler side to their steeper side with respect to the crests.
The long-term evolution of topographies that varied in two horizontal dimensions (2DH configuration) was investigated in Huthnance [36] by solving the vorticity equation (to obtain the current velocity) and the equation of bottom evolution numerically. The domain was rectangular and at the boundaries vanishing normal components of the topographically induced flow were imposed. The near-parallel depth contours in the equilibrium state for a single initial bump bottom perturbation suggested that in an open sea, ridges with long straight crests would form under spatially uniform tidal forcing. Note that the same simplifications in the forcing as those in Huthnance [35] were used, [91] and the equilibrium state was only obtained under the condition of limited availability of sand. Using a two-dimensional vertical model (2DV model) that accounts for currents in the vertical and one horizontal directions, Komarova and Newell [43] investigated the nonlinear interactions between tidal sand waves with crests normal to the principal current direction and different wavelengths. They found that the nonlinear interactions between sand waves could generate bedforms with spacings similar to those of tidal sand ridges. However, the crests of the bedforms generated from the interactions between tidal sand waves were normal to the principal current direction, which are different from those of the observed ridges. Idier and Astruc [37] determined the saturation height of tidal sand ridges by the growth rate of the initially preferred bottom mode with different initial heights subject to a steady flow or a block flow. If the growth rate of the bottom mode with a certain height is zero, the ridge height is said to be saturated. In this way, the nonlinear interactions between bottom modes with different spacings were neglected, and the cross-sectional ridge profiles in time could not be obtained.
In Roos et al. [57] , a 1D nonlinear morphodynamic model was presented and used to simulate the time evolution of the cross-sectional profiles of finite-height tidal sand ridges, and stirring of sand by wind waves was parametrically accounted for (for details see "Appendix A"). In that study, unlike Huthnance [35, 36] , a rectilinear tidal current rather than a block flow was employed and unlimited availability of sand was assumed. Furthermore, periodic conditions were imposed at the boundaries of the domain. Equilibrium ridges were shown to exist, and they were asymmetrical and migrated in the case of asymmetrical tidal currents (consisting of a semidiurnal tide M 2 together with either a residual current M 0 or an overtide M 4 ). In the absence of waves, the crests of the ridges grow until the water surface. With increasing wave stirring intensity, the height of the crests decreases. Figure 8 shows the symmetrical and asymmetrical (flood dominant) tidal currents used by Roos et al. [57] and the modelled cross-sectional ridge profiles in their study. The ridges with asymmetrical profiles migrate in the flood direction (positive x-direction). 
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Tambroni and Blondeaux [72] carried out a weakly nonlinear stability analysis to investigate the behaviour of finite-height ridges in a 2DH (depth-averaged) model. Their method is fast and yields insight into the mechanism that causes saturation of the height of the ridges, but it is only applicable for tidal currents with large ellipticity . Many tidal sand ridges are actually observed at locations where tidal currents are close to rectilinear ( ∼ 0 ), for instance, in the southern North Sea [17] . Interestingly, this study is the first study in which the effect of the critical bed shear stress for sand erosion on the evolution of finite-height tidal sand ridges has been considered.
Motivated by all previous results, Yuan et al. [92] studied the evolution of tidal sand ridges towards finite height with a two-dimensional, vertically averaged model. They considered the morphodynamic system in a domain with lengths L x and L y with periodic boundary conditions. The x-axis and y-axis were chosen such that the crests of the initially preferred mode were along the x-axis. They found two types of end states in their model. In the first state, ridges have straight crests that are aligned in the same direction as those of the initially fastest growing mode. These solutions are similar as those obtained with a 1D model. The other state is characterised by ridges with meandering crests that oscillate in time. As an example, Fig. 9 shows modelled bottom patterns at different times, starting from an almost flat bed with small random perturbations. The parameter values are such that they are representative for typical North Sea conditions (mean depth of 30 m, background tidal current amplitude of 1 ms
) and the domain has sizes L x = 8 km and L y = 9 km . The fastest growing mode has a wavelength of 9 km, so it fits into the domain. For convenience, the bottom patterns are shown in a domain with sizes that are three times larger than those of the computational domain. This is possible because periodic conditions at all horizontal boundaries are used. Results show that the extent of the meanders is 2.4 km and the oscillation period is about 300 years. Yuan et al. [92] also studied the sensitivity of model results to values of parameters such as the critical velocity for erosion, tidal ellipticity, multiple components in the tidal forcing and size of the domain. Overall, quantitative, but no qualitative differences in the results were found, so ridges with meandering crests that oscillate in time are robust phenomena.
It turns out that necessary conditions for meanders occur are that sea waves have a relatively low significant height, such that ridges attain a considerable height, and that the ratio L x ∕L y is larger than about 0.5. The latter implies the possibility of resonant nonlinear interactions between a bottom mode that is characterised by wavevector (0, k p ) and two other modes that have wavenumbers ± 2 ∕L x in the x-direction and wavenumber k p ∕2 in the y-direction. As shown by Craik [18] for fluid instabilities, and later also by e.g. Blondeaux and Vittori [7] for tidal sand waves, these interactions result in rich three-dimensional dynamics.
Many observed tidal sand ridges also feature meandering crests, e.g. some of the Norfolk Banks in the North Sea [15] and the Noordhinder Bank on the Belgian shelf [65] . Based on field data, Caston [14] proposed a conceptual model, in which differences in the rates of sand transport on either side of the crests would cause the development of a kink in an initially straight crestline. The kink eventually becomes so large that the ridge would break into three separate ridges. Harris and Jones [29] found evidence for this theory in the case of the sand ridges in Moreton Bay, eastern Australia. In contrast, Smith [65] analysed a kink in the Noordhinder Bank over a period of 135 years and did not find evidence for the mechanism of Caston. Instead, he proposed a different mechanism in which sand waves present at the crest play a key role. In this conceptual model the ridge would eventually break into two ridges. Deleu et al. [21] argued that the latter mechanism explains the behaviour of the kink in the Westhinder Bank on the Belgian shelf.
Crest meandering as well as bank breaking were found in a recent nonlinear model study by van Veelen et al. [82] . They construct solutions of the depth-averaged shallow water equations, supplemented with the sand transport formulation of Roos et al. [57] and a Fig. 9 a-e Bottom patterns at different times, as calculated by the two-dimensional model of Yuan et al. [92] for typical North Sea conditions. The axes are chosen such that the initially fastest growing mode has crests that are parallel to the x-axis. The computations were done for a domain of 8 × 9 km , with periodic boundary conditions. For convenience, results are shown on a domain that is three times larger in both x and y-direction. Panel f: contour plot of bed elevation along a transect x = 3.2 km as a function of coordinate y and time t 1 3 bed evolution equation, on a two-dimensional domain by means of truncated expansions of the state variables in a parameter that is the ratio of the maximum bank elevation and mean water depth. Whether crests of ridges break or evolve into kinks depends on the initial orientation of the ridge with respect to its preferred orientation. If these orientations differ breaking will occur, otherwise kinks develop. Such differences in orientation might in nature result from changing external conditions, such as changes in mean depth due to sea level rise. The latter will be discussed in the next subsection.
It turns out that nonlinear morphodynamic models of sand ridges are able to simulate the gross characteristics (wavelength and height) of observed sand ridges. Regarding the Dutch sand ridges, it was found that modelled saturation heights are larger than the actual height of the ridges. This suggests that these ridges are still in their process of development. There are also certain environmental conditions that could cause limited growth, or even absence of growth of tidal sand ridges. One is the presence of erosion-resistant layers in the subsoil [36] . Others are the presence of river flow from a nearby estuary [40] or that strong wind waves occur so often that the conditions are not favourable for growth. However, none of the three latter conditions apply to the area of the Dutch sand ridges.
Effect of sea level rise (SLR) on the behaviour of tidal sand ridges
In the studies for the nonlinear evolution of tidal sand ridges mentioned above, the sea level and the characteristics of the background tidal current were kept constant in time. However, these bedforms evolve on a time scale of many hundreds of years, during which both the sea level and the characteristics of the tidal current change. Figure 10 shows the time evolution of local sea level in the southern North Sea [1] and that of the eustatic (opposed to local) sea level [24] . It is seen from Fig. 10a that the sea level for the continental shelves of Belgium and the Netherlands at 8 ka BP (8000 years before present) was about 15 m lower than the present sea level. At the Last Glacial Maximum lowstand, the eustatic sea level was 125 ± 5 m lower than that in the present day (Fig. 10b) . As the growth rate of the height of the ridges is in the same order of the rate of SLR, it is to be expected that SLR plays a role in the long-term evolution of these ridges. It seems plausible that present-day quasi-active/moribund ridges were initially Fig. 10 a Sea level rise in the southern North Sea during the Holocene, curve 1 is plotted as an envelope, after van der Spek [1] . b Estimated eustatic sea level from the Last Glacial Maximum to the present (solid line) from models, after Fleming et al. [24] formed during a low sea level (e.g., around 20 ka BP for ridges in the Celtic Sea), and subsequently became less active or inactive as the sea level rose [2, 61, 88] .
Regarding the tidal current, van der Molen and de Swart [81] showed that during the Holocene period large variations of tidal conditions occurred in the southern North Sea. Extensions of their work to the full northwest European shelf seas were given by Uehara et al. [75] and Ward et al. [86] . Figure 11 shows modelled M 2 tidal current in the northwest European shelf sea from the Last Glacial Maximum to present [75] , in which significant changes in the amplitude of the M 2 current were observed in the Celtic Sea. Since the strength of the tidal current determines the sand transport rate and the principal current direction affects the ridge orientation, variation in the strength and principal direction of the current also affects the evolution of the ridges.
In a model study by Yuan and de Swart [90] , the effect of changes in mean sea level and related changes in tidal currents on the evolution of tidal sand ridges was systematically explored. It was found that the dynamics of the ridges strongly depends on the time evolution of mean depth H (due to sea level rise), of the effective velocity
1∕2 (with U the tidal current amplitude and u w the amplitude of nearbed wave orbital motion) and the critical depth-averaged velocity for sand erosion U c . Clearly, U e must be larger than U c in order to have erosion and transport of sand. Furthermore, with increasing depth u w decreases and U c slowly increases.
In Fig. 12 two typical cases are shown. In panel a, U e , u w and U c are plotted versus depth for typical North Sea conditions and a fixed U = 0.5 ms . This figure reveals that ridges are active as long as the depth is less than 120 m, which is the case in this sea. In panel b the time evolution is shown of mean sea level, crest level and trough level of ridges for a rate of sea level rise R = 1.875 mm per year and an initial mean water depth of 15 m. It shows that the ridges initially grow and after some time keep pace with the rising sea level. With regard to their pattern, meandering ridges that oscillate in time were still obtained for realistic choices of the initial depth at which ridges started to form and the rate R of sea level rise.
In Fig. 12c,d results are shown for a setting that resembles the situation in the Celtic Sea. In panel c the time evolution of mean depth H, as well as of U, U e , u w and U c , is plotted. Panel d shows the time evolution of mean sea level, as well as the levels of the crests and troughs. In this case, while mean sea level rose the tidal current amplitude declined. It resulted after some time in the situation that U e dropped below the critical velocity for sand erosion, after which the ridges became inactive and drowned. 
Conclusions and outlook
This contribution has provided an overview of current knowledge about the linear and nonlinear dynamics of tidal sand ridges. The main findings are that tidal sand ridges form due to inherent feedbacks between currents, waves and the sandy bed and that their evolution is strongly affected by changes in mean sea level and related changes in hydrodynamic conditions (both tides and wind waves).
With regard to future research, several extensions are suggested.
1. Most models of tidal sand ridges are based on the depth-averaged shallow water equations, which means that the vertical flow structure (e.g. [63] ) is neglected and sand waves do not appear [5, 32] . Sand transport is determined by the near-bed currents, the direction of which may differ from that of depth averaged currents. Thus considering a three-dimensional (3D) flow may bring about a better agreement between modelled and observed orientations of the ridges. Note that it is quite difficult to study tidal sand [90] ridges alone in a 3D flow configuration, as sand waves also form and typically they have a larger growth rate (corresponding growth time scale is several years to decades) than that of sand ridges. At the same time, this seems the way to proceed, as both conceptual models [65] and process-based models [43] suggest that sand ridges and sand waves are nonlinearly coupled. 2. Replacing prescribed background tidal currents, as are used in all studies, by tidal currents from larger scale models in which sea level rise is taken into account, would add more realism. One possibility is to 'nest' the model of Yuan and de Swart [90] into models like that of Uehara et al. [75] and Ward et al. [86] . In this way, detailed output of tidal currents from paleotidal simulations serves as input for the present model. Alternatively, including a module of bottom evolution (through sand transport) in large-scale models that simulate paleotides could be considered. 3. Improving the modelling of waves including variation of wave conditions is important.
The presently available models use quite simple parameterisations. To gain insight into the effect of wave transformation on the long-term evolution of the ridges, a sophisticated wave model like SWAN [9] is needed. Furthermore, it has been shown that wave conditions change both in the long term and in the short term, and these changes affect the evolution of the ridges, especially the short-term extreme wave conditions [31] . Improvement in modelling the waves can be achieved by using paleo wave models [48] , or by prescribing long-term (decades to centuries) and seasonal variations in the wave height and wave period as well as sudden events (storms). The latter can be parameterized as events that are computed from a given probability distribution. 4. In the presently available models several aspects that relate to sand transport could be improved, which are listed below. To explore the effect of both bed load and suspended load on the long-term evolution of sand ridges, a challenge is to account for suspended load based on the characteristics of the flow and the sediment [66] . Roos et al. [57] considered both bed load and suspended load to study the nonlinear dynamics of tidal sand ridges, and they found that using suspended load leads to lower and more rounded crests than those using bed load. Note that in that study bed load and suspended load were included in an isolated way by prescribing coefficients that control the relative importance of bed load and suspended load. Another important generalisation is to take into account a mixture of sand of different sizes, as in Walgreen et al. [85] and Roos et al. [58] , such that knowledge of the grain size variation over finite-height ridges (instead of ridges with small heights in previous studies) will be obtained. Besides, considering the availability of sand according to the thickness of local erodible seabed is an interesting topic, which may provide better description of the characteristics of sand ridges. Huthnance [35] showed that the cross-sectional profiles of the ridges are sensitive to the availability of sand. In addition, limited source of sand prevents ridges from keeping pace with SLR, thus accelerates the process that active ridges turn quasiactive/moribund. 5. It is quite a challenge to examine the natural evolution of the wavelength and orientation of tidal sand ridges in the long term. This could be addressed by conducting experiments with the model of Yuan and de Swart [90] on considerably larger 2D domains than those that were used so far. To do such kind of simulations, computational efficiency of the model needs to be improved, possibly by using parallel computation. 6. To gain further insight into transient response of finite-height ridges to human interventions [80, 93] , it is important to use a nonlinear 2D model to study the long-term behaviour of finite-height ridges subject to sand extraction, land reclamation, etc. Gaining such knowledge will likely help to understand why e.g. the Kwinte Bank on the Belgian Continental Shelf is closed for sand extraction, because of apparent destabilisation due to past sand extraction ( [20] , and references therein). Several studies ( [38] , and references therein) have been conducted to investigate the impact of offshore sand extraction on the local hydrodynamic and morphodynamic conditions. However, those studies either were limited in computation efficiency for simulations longer than a century or they employed simplified topography, i.e., a 1D configuration or a 2D configuration with perturbations of small amplitudes ( [59] , and references therein). Sand extraction could be applied in the same way as that of Nnafie et al. [50] , in which the effect of sand extraction on shoreface-connected sand ridges was investigated. 7. It would be worthwhile to study the interaction between tidal sand ridges and local ecology. A case study by van Dijk et al. [78] clearly showed that benthic habitats wre more dense and more diverse in the muddy, poorly sorted troughs of ridges in the North Sea than on their sandy well sorted crests. Moreover, model studies by Borsje et al. [10] have demonstrated that the presence of biota affect the formation process of bedforms, in their case tidal sand waves. Extensions of such studies are certainly important. 8. There is a large potential to apply the present model to ridges at locations other than the European shelf seas, such as the shelf seas of China [45, 87] and the Australian shelf seas [28] . Attention needs to be paid to suspended load transport of sand, sediment input and outflow from rivers. This holds in particular for areas like the Yellow Sea and the East China Sea on the continental shelf of China, where generally the grain size is less than 0.25 mm, and which receive large amounts of sediment and fresh water from big rivers. Knaapen [40] shows from observation that interaction between the tidal current and outflow of a river affects the formation of sand ridges. It is feasible to account for sediment input and outflow from rivers in the present model by adjustment of its boundary conditions. 9. Besides tidal sand ridges, the present model can also be used to unravel the nonlinear behaviour of long bed waves as observed by Knaapen et al. [41] and van Dijk et al. [77] , where their initial formation was studied). This can be achieved by conducting a nonlinear stability analysis for cases that the maximum current velocity is slightly above the critical velocity for sand erosion. , n = 2 and = 2 . Note that for n = 2 the transport is cubic in the velocity.
In Roos et al. [57] and van Veelen et al. [82] the formulation of Eq. (1) and taking n = 2 . In this expression u w is the amplitude of near-bed wave orbital motion, which is computed from a parameterisation that is based on linear wave theory. Moreover, Roos et al. [57] and Besio et al. [5] consider, besides bedload transport, also suspended load transport. The former study shows that the addition of suspended load transport results in finite height ridges with more flattened crests, while the latter study shows that this additional transport component is only important in the case of fine sediment and large tidal currents. In Besio et al. [5] , as well as in later studies by Tambroni and Blondeaux [72] , Blondeaux et al. [8] and Yuan et al. [91] , two additional effects are accounted for that are not present in formulation (1) . The first is that transport includes a critical velocity for erosion and the second is that transport due to longitudinal and lateral bed slopes differ. Typically, the formulation of Fredsøe and Deigaard [25] is used, which reads In this expression, q is a coefficient, U c is the critical depth-averaged velocity for erosion and is a second-rank tensor, represented by a 2 × 2 matrix, of which the coefficients are given in Seminara [62] , and  is the Heaviside function. In the case that U c = 0 and = , with the unity tensor, the formulation (2) reduces to that given in Eq. (1). Results of Yuan et al. [91] demonstrated that anistropic slope-induced sand transport has little effect on the model results.
Finally, in Yuan et al. [92] and Yuan and de Swart [90] employed an extended version of formulation (2) , in which | | 2 is replaced by u 
B Vorticity dynamics of tidal currents over an irregular topography
In this appendix, a quantitative description of generation of vorticity by tide-topgraphy interaction will be given. Starting point are the depth-averaged shallow water equations in Cartesian coordinates x and y, under the rigid lid approximation and with a linearised bottom shear stress:
. Here, the continuity equation has been used to rewrite the Coriolis term. The left-hand side of Eq. (6) consists of the local inertial term and the divergence of the vorticity flux, where the latter has the components u and v in, respectively, the x-and y-direction. The first two terms on the right-hand side represent the torques due to the Coriolis force and the bottom frictional force. The last term represents the dissipation of vorticity by bottom friction.
In Sect. 3.2 the situation is considered of a spatially uniform tidal flow that, in the absence of bottom undulations, is directed in the y-direction. Its velocity is given by v 0 = V cos t , with V the velocity amplitude and the angular frequency. This so-called background velocity field has no vorticity. Furthermore, by writing D = H − h , with H the constant undisturbed bed and h the elevation of the bed with respect to the mean bottom level, and assuming |h| ≪ H , the vorticity equation becomes
The two terms on the right hand side represent the Coriolis and frictional torques that are discussed in Sect. 3.2 and in Fig. 6 . Note that they are both negative (on the Northern Hemisphere, where f > 0 ) if h∕ y and h∕ x are both positive. Further, note that the tidally averaged vorticity equation reads Here, the bar denotes an average over the tidal period. So residual vorticity is generated by the divergence of the residual vorticity flux.
Next, the vorticity field is determined for arbitrary bottom undulations on the open shelf. Both can be represented as Fourier integrals: This equation has an exact solution (see [94] ), but it is more insightful to solve it by expanding the vorticity response ̂ into a truncated Fourier series in time:
Substitution of this expression into the vorticity and collecting the different harmonic terms results in a set of algebraic equations for the harmonic coefficient 0 , c , s , etc. In particular, truncation of the harmonic series after the first harmonic yields which has the following solution for the residual vorticity component:
In the term between brackets in the numerator the (Fourier transform of the) Coriolis torque and frictional torque appear. The mechanism is that the torques create tidal vorticity that oscillates with frequency . This tidal vorticity is transported by the background tidal flow, which leads to a residual vorticity flux. Convergence of that flux yields residual vorticity. Note that if f > 0, k > 0, l > 0 it follows that 0 is negative if ĥ is positive. Thus, in that case, negative vorticity occurs in the crest areas, and positive vorticity in the trough areas. The condition k, l > 0 means that crests are cyclonically rotated with respect to the direction of the background tidal flow v 0 .
