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Abstract. We describe a method for recognizing textual entailment
that uses the length of the longest common subsequence (LCS) between
two texts as its decision criterion. Rather than requiring strict word
matching in the common subsequences, we perform a ﬂexible match using
automatically generated paraphrases. We ﬁnd that the use of paraphrases
over strict word matches represents an average F-measure improvement
from 0.22 to 0.36 on the CLEF 2006 Answer Validation Exercise for 7
languages.
1 Introduction
Recognizing textual entailment has recently generated interest from a wide range
of Natural Language Processing related research areas, such as automatic sum-
marization, information extraction and question answering. Advances have been
made with various techniques, such as aligning syntactic trees and word overlap.
While there is still much room for improvement, Vanderwende and Dolan [1]
showed that current approaches are close to hitting the boundaries of what is
feasible with lexical-syntactic approaches.
Proposed directions to cross this boundary include using logical inference,
background knowledge and paraphrasing [2]. We explore the possibility of ap-
plying paraphrasing to obtain a more reliable match between a given text and
hypothesis for which the presence of an entailment relation is to be determined.
For instance, consider the following RTE2 pair.
Text: Clonaid said, Sunday, that the cloned baby, allegedly born to an American
woman, and her family were going to return to the United States Monday,
but where they live and further details were not released.
Hypothesis: Clonaid announced that mother and daughter would be returning
to the US on Monday.
In this example, text and hypothesis use diﬀerent words to express the same
meaning. Although deep inference is required to recognize that a mother is part
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of the family, and that daughter and baby in this context most likely refer to the
same person, most variation occurs on the surface level. For instance, announced
in the hypothesis could be replaced by said without changing its meaning. Sim-
ilarly, the phrases the United States and the US would not be matched by a
system relying solely on word overlap.
The criterion that our system uses to decide whether a text entails a hypothe-
sis is the length of the longest common subsequence (LCS) between the passages.
Rather than identifying the LCS using word matching, our system employs an
automatic paraphrasing method that extends matches to synonymous, but non-
identical phrases. We automatically generate our paraphrases by extracting them
from bilingual parallel corpora.
Whereas many systems use dependency parsers and other linguistic resources
that are only available for a limited number of languages, our system employes
a method that is comparatively language independent. For this paper we ex-
tract paraphrases in Dutch, English, French, German, Italian, Spanish, and Por-
tuguese.
The paraphrase extraction algorithm is described in section 2. Section 3 de-
scribes how the entailment score is calculated, and how paraphrases are gener-
ated in the entailment detection system. The results of our participation in the
CLEF2006 Answer Validation Exercise [3] (henceforth AVE) are presented in
section 4. We will wrap up with a conclusion and directions for future work in
section 5.
2 Paraphrase Extraction
Paraphrases are alternative ways of conveying the same information. The auto-
matic generation of paraphrases has been the focus of a signiﬁcant amount of
research lately [4], [5], [6], [7]. In this work, we use Bannard and Callison-Burch’s
method [7], which extracts paraphrases from bilingual parallel corpora.
Bannard and Callison-Burch extract paraphrases from a parallel corpus by
equating English phrases which share a common foreign language phrase. Eng-
lish phrases are aligned with their foreign translations using alignment techniques
drawn from recent phrase-based approaches to statistical machine translation
[8]. Paraphrases are identiﬁed by pivoting through phrases in another language.
Fig.1. A bilingual parallel corpus can be used to extract paraphrases504 W. Bosma and C. Callison-Burch
Table 1. Examples paraphrases and probabilities for the phrase dead bodies
bodies 0.21
dead bodies 0.17
body 0.09
deaths 0.07
dead 0.07
corpses 0.06
bodies of those killed 0.03
the dead 0.02
carcasses 0.02
corpse 0.01
Candidate paraphrases are found by ﬁrst identifying all occurrences of the Eng-
lish phrase to be paraphrased, then ﬁnding its corresponding foreign language
translations of the phrase, ﬁnally looking at what other English phrases those
foreign languages translate back to.
Figure 1 illustrates how a Spanish phrase can be used as a point of iden-
tiﬁcation for English paraphrases in this way. Often there are many possible
paraphrases that can be extracted for a particular phrase. Table 1 shows the
paraphrases that were automatically extracted for an English phrase. In order
to assign a ranking to a set of possible paraphrases, Bannard and Callison-Burch
deﬁne a paraphrase probability.
The paraphrase probability p(e2|e1) is deﬁned in terms of two translation
model probabilities: p(f|e1), the probability that the original English phrase e1
translates as a particular phrase f in the other language, and p(e2|f), the proba-
bility that the candidate paraphrase e2 translates as the foreign language phrase.
Since e1 can translate as multiple foreign language phrases, f is marginalized
out:
p(e2|e1)=

f
p(f|e1)p(e2|f)( 1 )
The translation model probabilities can be computed using any standard for-
mulation from phrase-based machine translation. For example, p(e2|f)c a nb e
calculated straightforwardly using maximum likelihood estimation by counting
how often the phrases e and f were aligned in the parallel corpus:
p(e2|f) ≈
count(e2,f)

e count(e,f)
(2)
We extend the deﬁnition of the paraphrase probability to include multiple
corpora, as follows:
p(e2|e1) ≈

c∈C

fi ncp(f|e1)p(e2|f)
|C|
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Table 2. Examples of text/hypothesis pairs from CLEF AVE for which paraphrasing
was required to make a correct assessment. The words in italics are hypothesis words
which are aligned with the text sentence.
Pair: 573 (entailment: yes)
Text: Riding the crest of that wave is Latvia’s new currency the handily named lat introduced two
years ago.
Hypothesis: The Latvian currency is lat. (negative judgment; entailment score = 0.60)
Hypothesis paraphrase: The Latvia currency lat. (positive judgment; entailment score = 1.00)
Pair: 2430 (entailment: yes)
Text: India and Pakistan fought two of their three wars over control of Kashmir and their soldiers
still face oﬀ across the Siachen Gracier 20 000 feet above sea level in the Himalayas.
Hypothesis: India and Pakistan have fought two wars for the possession of Kashmir. (negative
judgment; entailment score = 0.67)
Hypothesis paraphrase: India and Pakistan fought two of their wars for possession of Kashmir.
(positive judgment; entailment score = 0.83)
Pair: 8597 (entailment: yes)
Text: Anthony Busuttil, Professor of Forensic Medicine at Edinburgh University, examined the boy.
Hypothesis: Anthony Busuttil is professor of Forensic Medicine at the University of Edinburgh.
(negative judgment; entailment score = 0.67)
Hypothesis paraphrase: Anthony Busuttil professor of Forensic Medicine at Edinburgh Uni-
versity. (positive judgment; entailment score = 1.00)
where c is a parallel corpus from a set of parallel corpora C. Thus multiple
corpora may be used by summing over all paraphrase probabilities calculated
from a single corpus (as in Equation 1) and normalizing by the number of parallel
corpora. We calculate the paraphrase probabilities using the Europarl parallel
corpus [9], which contains parallel corpora for Danish, Dutch, English, French,
Finnish, German, Greek, Italian, Portuguese, Spanish and Swedish.
The method is multilingual, since it can be applied to any language which
has a parallel corpus. Thus paraphrases can be easily generated for each of the
languages in the CLEF AVE task using the Europarl corpus.
3 Recognizing Entailment
The longest common subsequence (LCS) is used as a measure of similarity be-
tween passages. LCS is also used by the ROUGE [10] summarization evaluation
package to measure recall of a system summary with respect to a model summary.
We use it not to measure recall but precision, to approximate the ratio of infor-
mation in the hypothesis which is also in the text. Unlike the longest common
substring, the longest common subsequence does not require adjacency. A longest
common subsequence of a text T =  t1..tn  and a hypothesis H =  h1..hn  is
deﬁned as a longest possible sequence Q =  q1..qn  with words in Q also being
words in T and H i nt h es a m eo r d e r .L C S ( T,H) is the length of the longest
common subsequence:
LCS(T,H)
= max{| Q||Q ⊆ T ∪ H;(ti = hk ∈ Q ∧ tj = hl ∈ Q ∧ j>i ) → l>k } (4)
From the LCS, the entailment score LCS(T,H)/|H| is derived. In order to ac-
count for variation in natural language text, the LCS is measured after506 W. Bosma and C. Callison-Burch
Table 3. Precision, recall and F-measure for the baseline (100% YES), LCS, LCS after
paraphrasing, and dependency tree alignment
baseline LCS LCS after paraphr. tree alignment
lang Pr. Rec. F Pr. Rec. F Pr. Rec. F Pr. Rec. F
DE .251 1.00 .401 .400
1 .085
1 .140
1 .403 .229 .292
EN .158 1.00 .273 .312 .181 .229 .304
2 .479
2 .372
2 .343 .512 .410
ES .294 1.00 .454 .626 .262 .370 .504
2 .580
2 .539
2 .481
1 .456
1 .468
1
FR .230 1.00 .374 .463
1 .052
1 .094
1 .495 .210 .295
IT .172 1.00 .294 .328
1 .112
1 .167
1 .380 .305 .338
NL .104 1.00 .188 .217 .160 .184 .199
2 .346
2 .252
2 .287
1 .593
1 .387
1
PT .237 1.00 .383 .578
1 .255
1 .354
1 .417 .468 .441
paraphrasing the hypothesis. The underlying idea is that whenever a paraphrase
of the hypothesis exists which entails the text, the hypothesis itself also entails
the text.
We attempted to extract paraphrases for every phrase in the hypothesis of
up to 8 words. Note that by “phrase” we simply mean an (ordered) sequence
of words. After generating these candidate mappings we iteratively transform
the hypothesis to be closer to the text by substituting in paraphrases. At each
iteration, the substitution is made which constitutes the greatest increase of the
entailment score. To prevent overgeneration, a word which was introduced in
the hypothesis by a paraphrase substitution cannot be substituted itself. The
process stops when no more substitutions can be made which positively aﬀect
the entailment score. By example, the following paraphrase of the hypothesis
from section 1 is obtained by a number of substitutions.
Hypothesis: Clonaid announced that mother and daughter would be returning
to the US on Monday.
Substitutions:
the US → the United States
returning → return
said → announced
would be → is
on Monday → Monday
Paraphrased hypothesis: Clonaid said that mother and daughter is return to
the United States Monday.
In this case, paraphrasing caused the length of the LCS to increase from 43%
( 6
14) to 77% (10
13). The words in italics are the words which are aligned with the
text sentence, i.e. which are part of the longest common subsequence. Table 2
shows a number of CLEF AVE pairs for which paraphraseswere used to recognize
entailment.
1 These runs are submitted.
2 The submitted runs had a slightly higher precision and lower accuracy, due to a
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LCS/paraphrasing
LCS
baseline (100% YES)
precision recall F-measure
0
0.2
0.4
0.6
0.8
1
dependency tree alignment
LCS after paraphrasing
longest common subsequence
baseline (100% YES)
0
0.2
0.4
0.6
0.8
1
precision recall F-measure
Fig.2. Left, average scores of various metrics for German, English, Spanish, French,
Italian, Dutch and Portugese; right, average scores, including dependency tree align-
ment, for English, Spanish and Dutch
In order to judge whether a hypothesis is entailed by a text we see if the
value of the entailment score, LCS(T,H)/|H|, is greater than some threshold
value. Support vector machines [11] are used to determine the entailment tresh-
old. Unfortunately, the only suitable training data available was the Question
Answering subset of the RTE2 data set [2]. This is a monolingual collection of
English passage pairs, with for each pair a boolean annotation of the presence of
an entailment relation. Lacking training data for other languages, for our sub-
mission we used the RTE2 data to learn the entailment treshold for all languages.
The threshold value use used throughout these experiments was 0.75.
4R e s u l t s
We compared the performance of the paraphrasing method with two baselines
on seven languages within the the CLEF 2006 Answer Validation Exercise. The
ﬁrst baseline is a system which always decides that the hypothesis is entailed.
The second baseline is a system which measures the longest common subse-
quence of text and hypothesis. Table 3 lists the performance of the baselines,
the paraphrase-based system and the system which uses dependency trees. Aver-
age performance over a number of languages is visualized in Figure 3. Given the
fact that paraphrasing is a form of query expansion, we expected that precision
drops and recall increases when using paraphrases. Results show show that this
is indeed the case, but that the system using paraphrases shows considerably508 W. Bosma and C. Callison-Burch
Table 4. Entailment assessments by both systems. Percentages of pairs on which the
algorithms disagreed are boldfaced. The percentages are averages over Dutch, Spanish
and English, compensated for the number of pairs in each language.
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entailment
relation
yes no
yes yes 5.9% 8.6%
yes no 3.5% 7.6%
no yes 3.3% 6.5%
no no 5.8% 58.8%
better overall performance, as indicated by the F-measure, compared to plain
LCS.
For Dutch, Spanish and English, we made a syntactic analysis of each sentence
using the parsers of [12], [13] and [14] respectively. As a fourth entailment recog-
nition system, we measured the largest common subtree of the dependency trees
of the text and hypothesis. The algorithm of Marsi et al. [15] was used to align
dependency trees. Interestingly, as shown in Figure 3 (right), the dependency
tree alignment system performs comparably to the largest common subsequence
after paraphrasing, while the ﬁrst uses syntactic information and the latter uses
paraphrase generation. The fact that both systems disagree on 37 percent of all
pairs with positive entailment (see Table 4) indicates that performance can be
further increased when employing both types of information in an integrated
system.
5C o n c l u s i o n
We evaluated the eﬀect of paraphrasing on a longest common subsequence-based
system for recognizing textual entailment. In our CLEF experiments on 7 lan-
guages, the system using paraphrases outperformed the system relying on merely
the longest common subsequence. Our method is applicable to a wide range of
languages, since no language speciﬁc natural language analysis or background
knowledge is used other than paraphrases automatically extracted from bilingual
parallel corpora. Although our system performs similarly to a syntax based sys-
tem, we showed that there is relatively little overlap between the sets of correctly
recognized pairs of both systems. This indicates that information conveyed by
paraphrases and syntax are largely complementary for the task of recognizing
entailment. In the future we plan to investigate if our system can be improved
by using a combination of syntax-based and paraphrase-based approaches to
entailment recognition. Also, we plan to improve methods for determining the
entailment threshold.Paraphrase Substitution for Recognizing Textual Entailment 509
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