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NORMALIZED SOLUTIONS TO THE MIXED DISPERSION NONLINEAR
SCHRO¨DINGER EQUATION IN THE MASS CRITICAL AND SUPERCRITICAL
REGIME
DENIS BONHEURE, JEAN-BAPTISTE CASTERAS, TIANXIANG GOU, AND LOUIS JEANJEAN
Abstract. In this paper, we study the existence of solutions to the mixed dispersion nonlinear
Schro¨dinger equation
γ∆2u−∆u+ αu = |u|2σu, u ∈ H2(RN ),
under the constraint ∫
RN
|u|2 dx = c > 0.
We assume γ > 0, N ≥ 1, 4 ≤ σN < 4N
(N−4)+
, whereas the parameter α ∈ R will appear as a Lagrange
multiplier. Given c ∈ R+, we consider several questions including the existence of ground states, of
positive solutions and the multiplicity of radial solutions. We also discuss the stability of the standing
waves of the associated dispersive equation.
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1. Introduction.
In this paper we consider the biharmonic NLS (Nonlinear Schro¨dinger Equation) with mixed disper-
sion
(1.1) i∂tψ − γ∆2ψ +∆ψ + |ψ|2σψ = 0, ψ(0, x) = ψ0(x), (t, x) ∈ R× RN ,
where we always assume that γ > 0 and 0 < Nσ < 4∗. Here
4∗ :=
4N
(N − 4)+ , namely 4
∗ =∞ if N ≤ 4, and 4∗ = 4N
N − 4 if N ≥ 5.
For 1 ≤ q <∞, we denote by Lq(RN ) the usual Lebesgue space with norm ||u||qq :=
∫
RN
|u|q dx.
Let us recall some basic facts on (1.1) illustrating the effect of γ > 0. First, it is well-known that
NLS i.e. (1.1) with γ = 0, is locally well-posed in H1(RN ) provided that σN < 2∗ = 2NN−2 (see [27,
Theorem 4.3.4]). The counter-part of this result for (1.1) with γ > 0 has been obtained by Pausader [44,
Proposition 4.1] namely he proved that (1.1) is locally well-posed in H2(RN ) for σN < 4∗. Concerning
the global well-posedness, it is well-known that it holds in H1(RN ) for NLS when Nσ < 2/N (see
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[27, Corollary 6.1.2]) and in H2(RN ) for (1.1) when Nσ < 4/N (see [44, Theorem 1.1] for radially
symmetric initial data but this assumption can be released as claimed in [24]). Moreover, in this regime
i.e. Nσ < 2/N , ground state solution for NLS are orbitally stable (see [27, Theorem 8.3.1]). On the
contrary, it is well known that, when σN ≥ 2, NLS can become singular at finite time, see for instance
[27, Theorem 6.5.10]. Karpman and Shagalov [36], see also [35], were apparently the first to study
the regularization and stabilization effect of a small fourth-order dispersion. Using a combination of
stability analysis and numerical simulations, they showed that standing wave solutions are orbitally
stable for any γ > 0, when 0 < σN ≤ 2, and when 2 < σN < 4 for γ > 0 small enough. When σN > 4
they observed an instability phenomenon. Thus σN = 4 appears as a new critical exponent and adding
a small fourth-order dispersion term clearly helps to stabilize the standing waves.
In nonlinear optics, NLS is usually derived from NLH (nonlinear Helmhotz equation) for the electric
field by separating the fast oscillations from the slowly varying amplitude. In the so-called paraxial
approximation, NLS appears in the limit as the equation solved by the dimensionless electric-field
amplitude, see e.g. [30, Section 2]. The fact that its solutions may blow up in finite time suggests
that some small terms neglected in the paraxial approximation play an important role to prevent this
phenomenon. Therefore a small fourth-order dispersion term was proposed in [30], see also [10, 11, 12],
as a nonparaxial correction, which eventually gives rise to (1.1). In particular applying some arguments
developed in [50], the authors [30] proved that all solutions to (1.1) exist globally in time for σN < 4.
We mention that the necessary Strichartz estimates have been previously obtained by Ben-Artzi et al
[16].
Nevertheless, despite its physical relevance, the dispersion equation (1.1) is far from being well
understood. There are only few papers dealing with (1.1) besides the ones already mentioned [19,
21, 24, 35, 40, 44, 45, 46].
In this paper we are interested in standing waves solutions, that is solutions of the form ψ(t, x) =
eiαtu(x), α > 0. The function u then satisfies the elliptic equation
(1.2) γ∆2u−∆u+ αu = |u|2σu, u ∈ H2(RN ).
A possible choice is to consider that α > 0 is given and to look for solutions u ∈ H2(RN ) of (1.2). Such
solutions correspond to critical points of the functional
I(u) :=
γ
2
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx+ α
2
∫
RN
|u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx,
and of particular interest are the so-called least energy solutions. Namely solutions which minimize I
on the set
N := {u ∈ H2(RN )\{0} : I ′(u) = 0}.
This point of view is adopted in the paper [23], see also [21].
Alternatively one can consider the existence of solutions to (1.2) having a prescribed L2-norm. Since
solutions ψ ∈ C([0, T );H2(RN )) to (1.1) conserve their mass along time, i.e. ‖ψ(t)‖2 = ‖ψ(0)‖2 for
t ∈ [0, T ), it is natural, from a physical point view, to search for such solutions.
Here we focus on this issue. For c > 0 given, we consider the problem of finding solutions to
(Pc) γ∆
2u−∆u+ αu = |u|2σu with
∫
RN
|u|2dx = c.
It is standard to show that a critical point of the energy functional,
(1.3) E(u) :=
γ
2
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u|2σ+2 dx.
restricted to
S(c) := {u ∈ H2(RN ) :
∫
RN
|u|2 dx = c}
corresponds to a solution of (Pc). The value of α ∈ R in (Pc) is then an unknown of the problem and
it corresponds to the associated Lagrange parameter.
In [21], the authors study, for c > 0 given, the minimizing problem
m(c) := inf
u∈S(c)
E(u).
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When 0 < σN < 4, the functional E is bounded from below on S(c) for any c > 0, which makes possible
to search for a critical point of E restricted to S(c) as a global minimizer. In that direction the following
result was obtained in [21].
Theorem 1.1. Assume that 0 < σN < 2, then m(c) is achieved for every c > 0. If 2 ≤ σN < 4 then
there exists a critical mass c˜ = c˜(σ,N) such that
(i) m(c) is not achieved if c < c˜;
(ii) m(c) is achieved if c > c˜ and σ = 2/N ;
(iii) m(c) is achieved if c ≥ c˜ and σ 6= 2/N .
Moreover if σ is an integer and m(c) is achieved, then there exists at least one radially symmetric
minimizer.
We note the appearance of a critical mass when 2 ≤ σN < 4. It is linked to the fact that each three
terms of E behaves differently with respect to dilations. Such a phenomenon was first observed in [28],
see also [26, 34] for related results.
In this paper we focus on the mass-critical case σN = 4 and on the mass-supercritical case 4 <
σN < 4∗. Our first result concerns the case σN = 4. A key role is played by the Gagliardo-Nirenberg
inequality (see e.g. [41, Theorem in Lecture II])
(1.4) ‖u‖2σ+22σ+2 ≤ BN (σ)‖∆u‖
σN
2
2 ‖u‖2+2σ−
σN
2
2 ,
where 

0 ≤ σ, if N ≤ 4,
0 ≤ σ < 4
N − 4 , if N ≥ 5,
and BN (σ) is a constant depending on σ and N .
Theorem 1.2. Let N ≥ 1, σN = 4. There exists a c∗N > 0 such that
m(c) := inf
u∈S(c)
E(u) =
{
0, 0 < c ≤ c∗N ,
−∞, c > c∗N .
For c ∈ (0, c∗N ], (Pc) has no nontrivial solution and in particular m(c) is not achieved. In addition, we
have c∗N = (γC(N))
N
4 where
C(N) :=
N + 4
NBN (
4
N )
,(1.5)
and BN (σ) is the smallest constant satisfying (1.4).
Theorem 1.2 shows that m(c) becomes infinite for c > 0 large. Actually when 4 < σN < 4∗ it is also
the case for any c > 0. To see this, for any u ∈ S(c), λ > 0, we define
uλ(x) := λ
N
4 u(
√
λx).(1.6)
This definition is clearly motivated by the fact that ‖uλ‖2 = ‖u‖2. One then computes
E(uλ) =
γλ2
2
∫
RN
|∆u|2 dx+ λ
2
∫
RN
|∇u|2 dx− λ
σN/2
2σ + 2
∫
RN
|u|2σ+2 dx.(1.7)
Obviously E(uλ) → −∞ as λ → ∞, and therefore m(c) = −∞. In particular it is no more possible
to obtain a critical point of E restricted to S(c) as a global minimizer. To overcome this difficulty, we
exploit the property that E restricted to S(c) possesses a natural constraint, namely a set, that contains
all the critical points of E restricted to S(c). This set is given by
M(c) := {u ∈ S(c) : Q(u) = 0},
where
Q(u) := γ
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx− σN
2(2σ + 2)
∫
RN
|u|2σ+2 dx.
Using (1.7), we see that
(1.8) Q(u) =
∂E(uλ)
∂λ
|λ=1
3
and thus, at least heuristically, the set M(c) contains all the critical points. Actually the condition
Q(u) = 0 corresponds to a Derrick-Pohozaev identity. As we shall see, the functional E|M(c) has much
better properties than E|S(c). In particular, it is coercive, see Lemma 3.2.
For convenience, we define c0 ∈ R as c0 = 0 if 4 < σN < 4∗ and c0 = c∗N if σN = 4. In Lemma 3.1,
we shall prove that M(c) 6= ∅, for any c > c0. It is then possible to define, for any fixed c > c0
Γ(c) := inf
u∈M(c)
E(u).
Our next result concerns the existence of a minimizer associated to Γ(c). Note that, when a minimizer
exists, it is a ground state solution in the sense that it minimizes the functional E, among all solutions
having this L2-norm.
Theorem 1.3. Let N ≥ 1 and 4 ≤ σN < 4∗. There exists cN,σ > c0 such that for any c ∈ (c0, cN,σ),
(Pc) has a ground state solution uc, satisfying E(uc) = Γ(c), and the associated Lagrange parameter αc
is strictly positive. Moreover
(i) if N = 1, 2 and σ ≥ 4/N , then cN,σ =∞;
(ii) if 4/3 ≤ σ ≤ 2, then c3,σ =∞;
(iii) if σN = 4, then c4,1 =∞ and cN,σ ≥
(
N
N−4
)N
4
c∗N for N ≥ 5.
The proof of Theorem 1.3 crucially relies on the observation, strongly based on arguments due to
Bartsch and Soave [9], that there exists a Palais-Smale sequence, for E restricted to S(c) at the level
Γ(c), which consists of elements of M(c).
Let (un)n ⊂M(c) be a Palais-Smale sequence for E restricted to S(c). Since E is coercive onM(c),
see Lemma 3.2, we infer that (un)n is bounded and it follows that, up to a subsequence and up to
translations, un ⇀ uc weakly in H
2(RN ) for some uc satisfying
(1.9) γ∆2uc −∆uc + αcuc = |uc|2σuc.
We show in Lemma 3.10 that the strong convergence in H2(RN ) occurs as soon as (un)n strongly
converges in L2σ+2(RN ) and αc > 0 in (1.9).
In the frame of Theorem 1.3, since we work with a Palais-Smale sequence at the level Γ(c), we
can make use of the observation that c 7→ Γ(c) is nonincreasing on (c0,∞) to prove that un → uc
in L2σ+2(RN ), see Lemma 4.1. The restrictions on the couple (N, σ) arise to insure that αc > 0, see
Lemma 2.1. Note that the strong convergence of (un)n to uc in H
2(RN ) implies that uc belongs to
M(c) and that it satisfies E(uc) = Γ(c). In particular Γ(c) is then achieved.
Finding constrained critical points when the functional is unbounded from below on the constraint
is a question that remained for long only considered in the sole paper [33]. This question however has
recently received more attention and in particular in the frame of various scalar problems [1, 4, 14, 15]
as well as for systems [5, 6, 7, 9]. The present work benefits in particular from techniques introduced in
[9, 15]. The common feature of these papers is that the underlying problems are autonomous and set on
the whole space RN . This transfers to the functional a regular behaviour with respect to dilations that
are essential in our proofs. In related works [42, 43, 47] where the underlying equations, or systems, are
set on a bounded domain and are not necessarily autonomous, the questions tackled and the techniques
used are quite different.
In our next result, taking advantage of the genus theory, we prove the existence of infinitely many
radial solutions to (Pc).
Theorem 1.4. Assume that N ≥ 2.
(i) If 4 < σN < 4∗, then for any c ∈ (0, cN,σ), where cN,σ is defined in Theorem 1.3, (Pc) possesses
infinitely many radial solutions.
(ii) If σN = 4 and 2 ≤ N ≤ 4, then for any k ∈ N+ there exists a c(k) > c∗N such that, for any
c ≥ c(k), (Pc) possesses at least k radial solutions.
To establish Theorem 1.4 we work in the subspace H2rad(R
N ) of radially symmetric functions in
H2(RN ). Accordingly we define Mrad(c) :=M(c) ∩H2rad(RN ). The proof of Theorem 1.4 is based on
the use of the Kranosel’skii genus and again on arguments from [9], which guarantee, at appropriate
minimax levels, the existence of a Palais-Smale sequence, for E restricted to S(c), consisting of elements
of Mrad(c). To show the convergence of these Palais-Smale sequences we proceed as for the proof of
Theorem 1.3. The required compactness comes here from the compact embedding of H2rad(R
N ) into
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L2σ+2(RN ) whereas the positivity of the associated αc in the limit equation (1.9) comes again from
Lemma 2.1. Another step in the proof of Theorem 1.4 is to show that the set Mrad(c) is sufficiently
large. This is always the case when 4 < σN < 4∗ for any c > 0. However when σN = 4 the setMrad(c)
may be too small. In particular it shrinks to the empty set as c → c∗N . To obtain a given number of
critical points we require that c > c∗N is sufficiently large.
In dimensions 3 and 4, and for radial ground state, we can relax the range assumption on c of Theorem
1.4. By a radial ground state, we mean a radial function which minimizes E on the set Mrad(c).
Theorem 1.5. Let N = 3 or N = 4 and assume that 4 ≤ σN <∞. Then, for any c > c0, there exists
a radial ground state solution to (Pc).
The main additional ingredient in the proof is a sharp decay estimate of radial solutions u to
(1.10) γ∆2u−∆u = |u|2σu,
when N = 3 and σ > 2 or N = 4 and σ > 1. We believe this result has its own interest.
Proposition 1.6. Let N = 3 and 2 < σ < ∞ or N = 4 and 1 < σ < ∞. Assume that u ∈ X is a
nontrivial radial solution to
(1.11) γ∆2u−∆u = |u|2σu, x ∈ RN .
Then there exists C ∈ R \ {0} such that
lim
|x|→∞
u(x)
|x|2−N = C.
The function space X , defined by (5.10), is the natural energy space associated to (1.10). The proof of
this proposition is based on a representation formula and a maximum principle for cooperative systems.
Observe that as a direct corollary, there is no solution to (1.10) with finite mass in dimensions 3 and
4. As it will appear later, this fact indirectly implies that the Lagrange multiplier αc has to be strictly
positive, see Corollary 6.6.
Next we enlighten a concentration behaviour of the ground state solutions to (Pc) when σN = 4 and
c→ c∗N . We remind that the existence of such ground states is guaranteed by Theorem 1.3.
Theorem 1.7. Let N ≥ 1, σN = 4, and (cn)n ⊂ R be a sequence satisfying, for any n ∈ N, cn > c∗N
with cn → c∗N as n → ∞, and un be a ground state solution to (Pc) for c = cn at level Γ(cn). Then
there exist a sequence (yn)n ⊂ RN and a least energy solution u to the equation
γ∆2u+ u = |u| 8N u,
such that up to a subsequence,(
ε4nc
∗
NN
4
)N
8
un
((
ε4nc
∗
NN
4
) 1
4
x+ εnyn
)
→ u in Lq(RN ) as n→∞
for 2 ≤ q < 4∗, where εn → 0 as n→∞.
Theorem 1.7 gives a description of ground state solutions to (Pc) as the mass cn approaches to c
∗
N
from above. Roughly speaking, it shows that for n ∈ N large enough, we have
un(x) ≈
(
4
ε4nc
∗
NN
)N
8
u
((
4
ε4nc
∗
NN
) 1
4
(x− εnyn)
)
.
In the case where α ∈ R is given in (1.2), many additional properties are known on the least energy
solutions. In particular it is known that when α > 0 is sufficiently small, all least energy solutions have
a sign and are radial, see [21, Theorem 3.9]. On the contrary when α ∈ R is large, radial solutions are
necessarily sign changing and, when σ ∈ N, at least one least energy solution is radial, see [21, Theorem
3.7, Corollary 3.8]. When looking to solutions with a prescribed mass, it is more delicate to deduce
informations on the sign and symmetry of ground states. In that direction we only present the following
result.
Theorem 1.8. Let N ≥ 2, 4 ≤ σN < 4∗ and σ ∈ N. There exists a c± > c0 such that, for any
c ∈ (c0, c±), (Pc) admits a ground state which is radial and sign changing.
Positive radial solutions to (Pc) do exist as well. However we are not able to prove that those are
ground states.
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Theorem 1.9. Let 1 ≤ N ≤ 4 and 4 ≤ σN < ∞. For sufficiently large c > 0, (Pc) admits a positive
and radial solution.
In the last part of the paper we investigate the dynamical behaviour of the solutions to equation
(1.1). The local well-posedness of the Cauchy problem is shown in [44] for 0 < σN < 4∗. In the mass
subcritical case 0 < σN < 4, the global existence for the Cauchy problem holds, see [30, 44] and it
is conjectured that ground state solutions are orbitally stable. This is proved in [21] (see also [40])
under additional assumptions among which the fact that they are non degenerate, see [21] for a precise
statement. We can show that, despite we are in the mass critical or mass supercritical cases, solutions
to (1.1) with initial data lying in some part of the space exist globally in time. We fix the notation
Oc := {u ∈ S(c) : E(u) < Γ(c), and Q(u) > 0}.
Theorem 1.10. Let 4 ≤ σN < 4∗. For any c > c0, if the initial datum ψ0 ∈ Oc, then the solution
ψ ∈ C([0, T );H2(RN )) to (1.1) exists globally in time.
We also prove that the radial ground states are unstable by blow-up.
Definition 1.11. We say that a solution u ∈ H2(RN ) to (1.2) is unstable by blow-up in finite (respec-
tively infinite) time if, for all ε > 0, there exists v ∈ H2(RN ) such that ‖v − u‖H2 < ε and the solution
φ(t) to (1.1) with initial data φ(0) = v blows up in finite (respectively infinite) time in the H2 norm.
Theorem 1.12. Let 4 ≤ σN < 4∗ and N ≥ 2. Then the standing waves associated to radial ground
states are unstable by blow-up in finite or infinite time. Moreover, if σ ≤ 4, then they are unstable by
blow-up in finite time.
In the case where α ∈ R is fixed in (1.2) the fact that least energy solutions are unstable by blow-up
in finite time was recently established for 4 ≤ σN < 4∗ in [19]. It should be noted that the results of
[19] and of this paper are strongly based on arguments due to Boulenger and Lenzmann [24].
We now describe the organization of the paper. In Section 2 we present some preliminary results and
give the proof of Theorem 1.2. In Section 3, we establish some properties of the manifoldM(c), and, in
particular, we show that it is possible to find a Palais-Smale sequence (un)n ⊂M(c) for E restricted to
S(c), at level Γ(c), see Lemma 3.9. In Section 4 we give the proof of Theorem 1.3. Section 5 is devoted
to properties of the map c 7→ Γ(c) which are summarized in Theorem 5.13. In Section 6, we deal with
radial solutions and establish Theorem 1.4 and Theorem 1.5. In Section 7 we prove the concentration
result, namely Theorem 1.7. Section 8 contains the proofs of Theorem 1.8 and Theorem 1.9. In Section
9, we deal with the stability issues and prove Theorem 1.10 and Theorem 1.12. Finally in the Appendix
we show that any solution u ∈ H2(RN ) to (1.2) satisfies the Derrick-Pohozaev identity Q(u) = 0 and
that all solutions of the limit problem (5.9) belong to H2(RN ) when N ≥ 5.
Notation. The Sobolev space H2(RN ) is endowed with its standard norm
‖u‖2 :=
∫
RN
|∆u|2 + |∇u|2 + |u|2 dx.
We use the notation H−2(RN ) for the dual space to H2(RN ). We denote by ′ →′, respectively by ′ ⇀′,
the strong convergence, respectively the weak convergence in corresponding space, and denote by BR(x)
the ball in RN of center x and radius R > 0. Throughout the paper we assume that N ≥ 1 unless stated
the contrary. We use the notation on(1) for any quantity which tends to zero as n→∞.
2. Preliminary results and Proof of Theorem 1.2.
By interpolation and using the Sobolev inequalities, we infer that there exists CN (σ) > 0 such that
for every u ∈ H2(RN ), (see e.g. [41, Theorem in Lecture II]),
(2.1) ‖u‖2σ+22σ+2 ≤ CN (σ)‖∇u‖σN2 ‖u‖2+σ(2−N)2 ,
where 

0 ≤ σ, if N ≤ 2,
0 ≤ σ < 2
N − 2 , if N ≥ 3,
and (see for instance [21, Lemma 2.1]),
(2.2) ‖u‖2σ+22σ+2 ≤ CN (σ)‖∇u‖N−(σ+1)(N−4)2 ‖∆u‖(N−2)(σ+1)−N2 ,
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where 

2
N − 2 ≤ σ, if N = 3, 4,
2
N − 2 ≤ σ <
4
N − 4 , if N ≥ 5.
We shall also often make use of the following interpolation inequality
(2.3)
∫
RN
|∇u|2dx ≤
(∫
RN
|∆u|2dx
) 1
2
(∫
RN
|u|2dx
) 1
2
, for every u ∈ H2(RN ).
Finally, for future reference, note that when σN = 4, one has
(2.4)
N
N + 4
∫
RN
|u|2+ 8N dx ≤
(
c
c∗N
) 4
N
γ
∫
RN
|∆u|2 dx for every u ∈ H2(RN ).
Indeed, (2.4) follows from the Gagliardo-Nirenberg inequality (1.4) using the fact that c∗N = (γC(N))
N
2
where C(N) is given in (1.5),
Lemma 2.1. Let 4 ≤ σN < 4∗. Assume uc ∈ H2(RN ) solves
(2.5) γ∆2u−∆u+ αcu = |u|2σu
with ‖uc‖22 = c > 0. Then there exists cN,σ > 0 such that αc > 0 for any c ∈ (0, cN,σ). Moreover,
(i) c1,σ = c2,σ =∞ for every σ ≥ 4/N , c3,σ =∞ if 4/3 ≤ σ ≤ 2 and c4,1 =∞;
(ii) If σN = 4 then cN,σ ≥
(
N
N−4
)N
4
c∗N for N ≥ 5.
Proof. We infer from Lemma 10.1 in the Appendix that Q(uc) = 0. Therefore, we have
(2.6) γ
∫
RN
|∆uc|2 dx+ 1
2
∫
RN
|∇uc|2 dx = σN
2(2σ + 2)
∫
RN
|uc|2σ+2 dx.
Also multiplying (2.5) by uc and integrating we get
γ
∫
RN
|∆uc|2 dx+
∫
RN
|∇uc|2 dx+ αc
∫
RN
|uc|2 dx =
∫
RN
|uc|2σ+2 dx.(2.7)
Combining (2.6) and (2.7) gives
(2.8) cαc = γ
(
4σ + 4
σN
− 1
)∫
RN
|∆uc|2 dx+
(
2σ + 2
σN
− 1
)∫
RN
|∇uc|2 dx.
This obviously implies that αc > 0 for any c > 0 provided that either N = 1, 2 or N = 3 with σ ≤ 2 or
N = 4 with σ = 1.
For the remaining cases, using the Gagliardo-Nirenberg inequality (1.4), we get from (2.6) that
γ
∫
RN
|∆uc|2 dx ≤ σN
2(2σ + 2)
BN (σ)c
1+σ(1−N4 )
(∫
RN
|∆uc|2 dx
) σN
4
,
which implies
(∫
RN
|∆uc|2 dx
)1− σN4
≤ σN
2(2σ + 2)
BN (σ)
γ
c1+σ(1−
N
4 ).
Thus, when 4 < σN < 4∗, one deduces that∫
RN
|∆uc|2 dx→∞ as c→ 0.(2.9)
On the other hand, using (2.3), we get from (2.8) that
c αc ≥ γ
(
4σ + 4
σN
− 1
)∫
RN
|∆uc|2 dx +
(
2σ + 2
σN
− 1
)(∫
RN
|∆uc|2 dx
) 1
2
c
1
2 ,
and taking (2.9) into account, it follows that αc > 0 provided that c > 0 is small enough.
It remains to treat the case σN = 4 with N ≥ 5. Since (2.6) and (2.7) yield
c αc = γ
∫
RN
|∆uc|2 dx− N − 4
N + 4
∫
RN
|uc|2+ 8N dx,
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we deduce, from (2.4), that
c αc ≥
(
1− N − 4
N
(
c
c∗N
) 4
N
)
γ
∫
RN
|∆uc|2 dx.
This shows αc > 0 for c <
(
N
N−4
)N
4
c∗N . 
We now show that the two quadratic terms in the energy functional behave somehow in a similar
manner. This observation is later used only to treat the case σN = 4 but we state it here under more
general assumptions.
Lemma 2.2. Let 4 ≤ σN < 4∗ Assume that (un)n ⊂ S(cn) is a sequence such that (cn)n ⊂ R is positive
and bounded and (E(un))n ⊂ R is bounded. Then
(2.10)
(∫
RN
|∇un|2dx
)
n
⊂ R is bounded if and only if
(∫
RN
|∆un|2dx
)
n
⊂ R is bounded.
If, in addition, (un)n ⊂M(cn), then,
(i) if 4 ≤ σN and N = 1, 2 or 4 ≤ σN < 2NN−2 and N = 3, we have
(2.11)
1
cn
(∫
RN
|∇un|2 dx
)2
≤
∫
RN
|∆un|2 dx ≤ σNCN (σ)
2γ(2σ + 2)
c
2−σ(N−2)
2
n
(∫
RN
|∇un|2 dx
) σN
2
;
(ii) if 2NN−2 ≤ σN and N = 3, 4 or σN < 4NN−2 and N ≥ 5, we have
(2.12)
1
cn
(∫
RN
|∇un|2 dx
)2
≤
∫
RN
|∆un|2 dx ≤
(
σNCN (σ)
2γ(2σ + 2)
) 2
4−σ(N−2)
(∫
RN
|∇un|2 dx
) 4−σ(N−4)
4−σ(N−2)
.
Proof. The left inequalities in (2.11) and (2.12) just come from the interpolation inequality (2.3). To-
gether with the boundedness of the sequence (cn)n, they imply the reverse implication in (2.10).
We now focus on the direct implication in (2.10). Using the definition of E and since (E(un))n is
bounded, we infer that
γ
2
∫
RN
|∆un|2 dx+ 1
2
∫
RN
|∇un|2 dx ≤ 1
2σ + 2
∫
RN
|un|2σ+2 dx + sup
n
|E(un)|.
When N = 1, 2 and 4 ≤ σN or 4 ≤ σN < 2NN−2 and N = 3, the claim immediately follows from (2.1).
If N = 3, 4 with 2NN−2 ≤ σN or N ≥ 5 with 2NN−2 ≤ σN < 4NN−2 , we use instead (2.2) to deduce the
estimate
γ
∫
RN
|∆un|2 dx+
∫
RN
|∇un|2 dx ≤
CN (σ)
σ + 1
(∫
RN
|∇un|2 dx
)N
2 − σ+12 (N−4)(∫
RN
|∆un|2 dx
)N−2
2 (σ+1)−N2
+ sup
n
|E(un)|.
The claim follows since N−22 (σ + 1)− N2 < 1.
If, in addition, (un)n ⊂M(cn), then
γ
∫
RN
|∆un|2 dx + 1
2
∫
RN
|∇un|2 dx = σN
2(2σ + 2)
∫
RN
|un|2σ+2 dx.
When N = 1, 2 and 4 ≤ σN or 4 ≤ σN < 2NN−2 , we deduce from (2.1) that
γ
∫
RN
|∆un|2 dx+ 1
2
∫
RN
|∇un|2 dx ≤ σNCN (σ)
2(2σ + 2)
c
2−σ(N−2)
2
n
(∫
RN
|∇un|2 dx
) σN
2
so that the assertion (i) is proved. If 2NN−2 ≤ σN and N = 3, 4 or 2NN−2 ≤ σN < 4NN−2 and N ≥ 5, we use
(2.2) to deduce
γ
∫
RN
|∆un|2 dx+1
2
∫
RN
|∇un|2 dx ≤ σNCN (σ)
2(2σ + 2)
(∫
RN
|∇un|2 dx
)N−(σ+1)(N−4)
2
(∫
RN
|∆un|2 dx
) (N−2)(σ+1)−N
2
,
which leads to assertion (ii). 
8
Remark 2.3. We emphasize that when σN = 4, and whatever N ≥ 1, we deduce from the preceding
lemma that for every c > 0, there exists C > 0 such that
1
c
(∫
RN
|∇u|2 dx
)2
≤
∫
RN
|∆u|2 dx ≤ C
(∫
RN
|∇u|2 dx
)2
,
for every u ∈ M(c).
We end this section by proving the non existence result stated in Theorem 1.2.
Proof of Theorem 1.2. Observe first that m(c) ≤ 0 for any c > 0. Indeed, it follows from (1.6)-(1.7)
that, for any u ∈ S(c), E(uλ)→ 0 as λ→ 0+. Now, using (2.4), we have for any u ∈ S(c),
E(u) ≥ γ
2
∫
RN
|∆u|2 dx− N
2N + 8
∫
RN
|u|2+ 8N dx
≥ γ
2
(
1−
(
c
c∗N
) 4
N
)∫
RN
|∆u|2 dx.
Therefore, we deduce that m(c) ≥ 0, whence m(c) = 0, for c ≤ c∗N := (γC(N))
N
4 .
Next we prove that there is no solution to (Pc) when c ≤ c∗N . Indeed if u is solution to (Pc), then
Q(u) = 0 and applying (2.4), we get
γ
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx = N
N + 4
∫
RN
|u|2+ 8N dx ≤
(
c
c∗N
) 4
N
γ
∫
RN
|∆u|2 dx,
which implies that u = 0 because c ≤ c∗N .
Finally let us prove that m(c) = −∞ for c > c∗N . It follows from [24], see also [13], that the best
constant BN (
4
N ) in (1.4) is achieved, i.e. there exists a U ∈ H2(RN ) satisfying
‖U‖2+ 8N
2+ 8
N
= BN (
4
N
)‖U‖ 8N2 ‖∆U‖22.(2.13)
Choosing
w := c
1
2
U
‖U‖2 ∈ S(c),(2.14)
and taking the identity (2.13) into account, we get
E(wλ) =
c
2‖U‖22
λ2γ
∫
RN
|∆U |2 dx+ c
2‖U‖22
λ
∫
RN
|∇U |2 dx
− N
2N + 8
(
c
1
2
‖U‖2
)2+ 8
N
λ2
∫
RN
|U |2+ 8N dx(2.15)
=
c
2‖U‖22
γ
(
1−
(
c
c∗N
) 4
N
)
λ2
∫
RN
|∆U |2 dx+ c
2‖U‖22
λ
∫
RN
|∇U |2 dx.
This clearly implies E(wλ)→ −∞ as λ→∞ for c > c∗N . 
3. Some Properties of the constraint M(c)
In this section, we work out some important properties of the manifold M(c) and of the energy
functional E constrained to M(c). Since Q(u) = 0 for any u ∈M(c), we can write
(3.1) E(u) = E(u)− 2
σN
Q(u) = γ
σN − 4
2σN
∫
RN
|∆u|2 dx+ σN − 2
2σN
∫
RN
|∇u|2 dx.
We shall repeatedly use this relation in the sequel.
Lemma 3.1. Assume that 4 ≤ σN < 4∗. If c > c0 then M(c) 6= ∅.
Proof. If 4 < σN < 4∗, the property that M(c) 6= ∅ for any c > 0 follows from the observation that, in
(1.7), E(uλ) is increasing for λ > 0 small and goes to −∞ as λ → +∞. This implies indeed that the
function λ 7→ E(uλ) has a least a local maximum, corresponding thus to an element of M(c), see (1.8).
If 4 = σN , we also observe in (2.15) that, for c > c∗N fixed, the function λ 7→ E(wλ) is increasing for
λ > 0 small and goes to −∞ as λ→ +∞. We then conclude as in the previous case. 
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We say that E restricted to M(c) is coercive if for any a ∈ R the subset {u ∈ M(c) : E(u) ≤ a} is
bounded.
Lemma 3.2. Let 4 ≤ σN < 4∗ and c > c0, then E restricted to M(c) is coercive and bounded from
below by a positive constant.
Proof. We assume throughout the proof that u ∈ M(c). In view of the expression of E(u) given by
(3.1), the coercivity trivially holds when σN > 4, whereas the conclusion follows from Lemma 2.2 when
σN = 4.
We now show the existence of a positive lower bound. When σN > 4, using (2.6) and the Gagliardo-
Nirenberg inequality (1.4) we get that
γ
∫
RN
|∆u|2 dx ≤ γ
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx = σN
2(2σ + 2)
∫
RN
|u|2σ+2 dx
≤ σNBN (σ)
2(2σ + 2)
c1+σ−σN/4
(∫
RN
|∆u|2 dx
) σN
4
.(3.2)
Since σN > 4, this provides a lower bound on
∫
RN
|∆u|2 dx, whence on E.
When σN = 4, we need a lower bound on
∫
RN
|∇u|2 dx. Note that, still by (2.6),
(3.3)
∫
RN
|∇u|2 dx ≤ N
N + 4
∫
RN
|u|2+ 8N dx
If 1 ≤ N ≤ 3, we have 2+ 8N < 2∗, so that, the Gagliardo-Nirenberg inequality (2.1) provides, for some
constant C > 0, the estimate ∫
RN
|u|2+ 8N dx ≤ C
(∫
RN
|∇u|2 dx
)2
,
which, in view of (3.3) allows to conclude. When N ≥ 4, we have 2∗ < 2 + 8N < 4∗ so that the
Gagliardo-Nirenberg inequality (2.2) yields, for some constant C > 0,∫
RN
|u|2+ 8N dx ≤ CN (σ)
(∫
RN
|∇u|2 dx
) 8
N
(∫
RN
|∆u|2 dx
)1− 4
N
≤ C
(∫
RN
|∇u|2 dx
)2
,
where the last inequality follows from Remark 2.3. In view of (3.3) the conclusion again follows. 
Remark 3.3. It is clear from Lemma 2.2 and Lemma 3.2 that there exists a δ > 0 such that
inf
u∈M(c)
min
(
E(u),
∫
RN
|u|2σ+2 dx,
∫
RN
|∆u|2 dx
)
≥ δ > 0
if 4 ≤ σN < 4∗ and c > c0 and
inf
u∈M(c)
∫
RN
|∇u|2 ≥ δ > 0
if 4 ≤ σN if N = 1, 2, 3, 4 and 4 ≤ σN < 4NN−2 if N ≥ 5.
Lemma 3.4. Let 4 ≤ σN < 4∗, c > 0 and u ∈ S(c). If σN = 4, assume further that supλ>0E(uλ) <∞.
There exists a unique λu > 0 for which uλu ∈ M(c). Moreover, we have E(uλu) = maxλ>0E(uλ) and
the function λ 7→ E(uλ) is concave on [λu,∞). Moreover, if Q(u) ≤ 0, then λu ∈ (0, 1].
Proof. For any u ∈ S(c), differentiating the identity (1.7) with respect to λ > 0, we obtain
d
dλ
E(uλ) = γλ
∫
RN
|∆u|2 dx + 1
2
∫
RN
|∇u|2 dx− σNλ
σN/2−1
2(2σ + 2)
∫
RN
|u|2σ+2 dx
=
1
λ
Q(uλ).
When σN > 4 it is easily seen that there exists a unique λu > 0 such that Q(uλu) = 0 and also that
d
dλ
E(uλ) > 0 if λ ∈ (0, λu) and d
dλ
E(uλ) < 0 if λ ∈ (λu,∞)
from which we deduce that E(uλ) < E(uλu), for any λ > 0, λ 6= λu. When σN = 4, since we assume
that supλ>0 E(uλ) <∞, then necessarily
γ
∫
RN
|∆u|2 dx < 1
σ + 1
∫
RN
|u|2σ+2 dx,
10
and thus there also exists a unique λu > 0 such that Q(uλu) = 0 and (3) holds.
Now writing λ = tλu, we have
d2
d2λ
E(uλ) = γ
∫
RN
|∆u|2 dx− σN(σN − 2)
4(2σ + 2)
t
σN
2 −2λ
σN
2 −2
u
∫
RN
|u|2σ+2 dx
=
1
λ2u
[
γλ2u
∫
RN
|∆u|2 dx− σN(σN − 2)
4(2σ + 2)
t
σN
2 −2λ
σN
2
u
∫
RN
|u|2σ+2 dx
]
.
Since
0 = Q(uλu) = γλ
2
u
∫
RN
|∆u|2 dx+ 1
2
λu
∫
RN
|∇u|2 dx − σN
2(2σ + 2)
λ
σN
2
u
∫
RN
|u|2σ+2 dx,
we infer that
d2
d2λ
E(uλ) < 0 for any t ≥ 1. This proves the lemma. 
Remark 3.5. It is easily seen that the map u→ λu is of class C1. This follows by the Implicit Function
Theorem if σN > 4, while the case σN = 4 is even simpler since we then have the explicit expression
of λu.
Our next lemma is not needed to derive our main results but it provides a better understanding of
the set M(c) and could prove useful in other contexts.
Lemma 3.6. Assume 4 ≤ σN < 4∗ and c > 0. Then M(c) is a C1 manifold of codimension 2 in
H2(RN ), whence a C1 manifold of codimension 1 in S(c).
Proof. By definition, u ∈ M(c) if and only if G(u) := ‖u‖22 − c = 0 and Q(u) = 0. It is easy to check
that G,Q are of C1 class. Hence we only have to check that for any u ∈ M(c),
(dG(u), dQ(u)) : H2(RN )→ R2 is surjective.
Otherwise, dG(u) and dQ(u) are linearly dependent, i.e. there exists ν ∈ R such that for any ϕ ∈
H2(RN ),
2γ
∫
RN
∆u∆ϕdx +
∫
RN
∇u · ∇ϕdx− σN
2
∫
RN
|u|2σuϕdx = 2ν
∫
RN
uϕdx,
namely u weakly solves
2γ∆2u−∆u = 2νu+ σN
2
|u|2σu.
From Lemma 10.1 in the Appendix, we deduce that
4γ
∫
RN
|∆u|2 dx +
∫
RN
|∇u|2 dx = (σN)
2
2(2σ + 2)
∫
RN
|u|2σ+2 dx,
and then, since Q(u) = 0, we infer that
4γ
∫
RN
|∆u|2 dx+
∫
RN
|∇u|2 dx = σNγ
∫
RN
|∆u|2 dx+ σN
2
∫
RN
|∇u|2 dx
which is impossible since σN ≥ 4 and u ∈ S(c). 
Our aim now is to prove the existence of a Palais-Smale sequence (un)n ⊂ M(c) at level Γ(c) for
E restricted S(c). Our arguments are directly inspired from [9]. We start be recalling the following
definition [31, Definition 3.1].
Definition 3.7. Let B be a closed subset of a metric space Y . We say that a class G of compact subsets
of Y is a homotopy stable family with closed boundary B provided
(1) every set in G contains B;
(2) for any A ∈ G and any η ∈ C([0, 1] × Y, Y ) satisfying η(t, x) = x for all (t, x) ∈ ({0} × Y ) ∪
([0, 1]×B), we have η({1} ×A) ∈ G.
We explicitly observe that B = ∅ is admissible. Now for 4 < σN < 4∗, we define F : S(c) 7→ R
by F (u) = E(uλu), where λu is uniquely defined by uλu ∈ M(c), see Lemma 3.4. When σN = 4, we
define similarly F on the open set E(c) ⊂ S(c) on which supλ>0 E(uλ) < ∞. As in [9, Lemma 3.7] it
can be readily proved that if (un)n ⊂ E(c) is such that un → u ∈ ∂E(c) as n → ∞ then F (un)→ +∞
as n→∞. Finally note that since the map u 7→ λu is of class C1, see Remark 3.5, the functional F is
of class C1.
11
Lemma 3.8. Let 4 ≤ σN < 4∗. Let G be a homotopy stable family of compact subsets of S(c) with
closed boundary B and let
eG := inf
A∈G
max
u∈A
F (u).
Suppose that B is contained in a connected component of M(c) and that max{supF (B), 0} < eG <∞.
Then there exists a Palais-Smale sequence (un)n ⊂M(c) for E restricted to S(c) at level eG.
Proof. Take (Dn)n ⊂ G such that maxu∈Dn F (u) < eG + 1n and
η : [0, 1]× S(c)→ S(c), η(t, u) = u1−t+tλu .
Since λu = 1 for any u ∈ M(c), and B ⊂M(c), we have η(t, u) = u for (t, u) ∈ ({0}×S(c))∪([0, 1]×B).
Observe also that η is continuous. Then, using the definition of G, we have
An := η({1} ×Dn) = {uλu : u ∈ Dn} ∈ G.
Also notice that An ⊂ M(c) for all n. Let v ∈ An, i.e. v = uλu for some u ∈ Dn and F (u) = F (v).
So maxAn F = maxDn F and therefore (An)n ⊂ M(c) is another minimizing sequence of eG . Using
the equivariant minimax principle [31, Theorem 3.2], we obtain a Palais-Smale sequence (u˜n)n for F
on S(c) at level eG such that distH2(RN )(u˜n, An)→ 0 as n→∞. Now writing λn = λu˜n to shorten the
notations, we set un = (u˜n)λn ∈ M(c). We claim that there exists C > 0 such that,
(3.4)
1
C
≤ λ2n ≤ C
for n ∈ N large enough. Indeed, notice first that
λ2n =
∫
RN
|∆un|2 dx∫
RN
|∆u˜n|2 dx .
Since by definition we have E(un) = F (u˜n) → eG , we deduce from Lemma 3.2 and Remark 3.3, that
there exists M > 0 such that
1
M
≤ ‖∆un‖2 ≤M.
On the other hand, since An ⊂ M(c), is a minimizing sequence for eG and E is coercive on M(c), we
deduce that (An)n is uniformly bounded in H
2(RN ) and thus from distH2(RN )(u˜n, An)→ 0 as n→∞,
this implies that supn ‖u˜n‖ < ∞. Also, since An is compact for every n ∈ N, there exists a vn ∈ An
such that distH2(RN )(u˜n, An) = ‖vn − u˜n‖ and, using once again Remark 3.3, we also infer that
‖∆u˜n‖2 ≥ ‖∆vn‖2 − ‖∆(u˜n − vn)‖2 ≥ δ
2
,
for some δ > 0. This proves the claim.
Next, we show that (un)n ⊂M(c) is a Palais-Smale sequence for E on S(c) at level eG . Denoting by
‖.‖∗ the dual norm of (TunS(c))∗, we have
‖dE(un)‖∗ = sup
ψ∈TunS(c), ‖ψ‖≤1
|dE(un)[ψ]| = sup
ψ∈TunS(c), ‖ψ‖≤1
|dE(un)[(ψ 1
λn
)λn ]|.
It can be checked that the map TuS(c) → TuλuS(c) defined by ϕ → ϕλu is an isomorphism, see [9,
Lemma 3.6] for a proof of a closely related result. Also, see here [9, Lemma 3.8] or [8, Lemma 3.2], we
have that dF (u)[ϕ] = dE(uλu)[ϕλu ] for any u ∈ S(c) and ϕ ∈ TuS(c). It follows that
(3.5) ‖dE(un)‖∗ = sup
ψ∈TunS(c), ‖ψ‖≤1
|dF (u˜n)[ψ 1
λn
]|.
At this point it is easily seen from (3.4) that (increasing C if necessary) ‖ψ 1
λn
‖ ≤ C‖ψ‖ ≤ C and we
deduce from (3.5) that (un)n ⊂M(c) is a Palais-Smale sequence for E on S(c) at level eG . 
Lemma 3.9. Let 4 ≤ σN < 4∗ and c > c0. There exists a Palais-Smale sequence (un)n ⊂M(c) for E
restricted to S(c) at the level Γ(c).
Proof. We use Lemma 3.8 taking the set G¯ of all singletons belonging to S(c) (or to E(c) ⊂ S(c) if
σN = 4) and B = ∅. It is clearly a homotopy stable family of compact subsets of S(c) (without
boundary). Observe that
eG¯ := inf
A∈G¯
max
u∈A
F (u) = inf
u∈S(c)
sup
λ>0
E(uλ).
12
We claim that
eG¯ = Γ(c).(3.6)
Indeed, on one hand, we observe that for any u ∈ S(c), either supλ>0 E(uλ) = +∞ or there exists
λu > 0 such that uλu ∈M(c) and E(uλu) ≤ supλ>0 E(uλ). This implies that
inf
u∈S(c)
sup
λ>0
E(uλ) ≥ inf
u∈M(c)
E(u).
On the other hand, for any u ∈M(c), E(u) ≥ supλ>0 E(uλ) and so
inf
u∈M(c)
E(u) ≥ inf
u∈S(c)
sup
λ>0
E(uλ).
Thus (3.6) holds and the lemma follows directly from Lemma 3.8. 
Lemma 3.10. Let 4 ≤ σN < 4∗, c > c0 and (un)n ⊂M(c) be a Palais-Smale sequence for E restricted
to S(c). Then there exist uc ∈ H2(RN ), a sequence (αn)n ⊂ R and αc ∈ R such that, up to translation
and up to the extraction of a subsequence,
(i) un ⇀ uc 6= 0 in H2(RN ) as n→∞;
(ii) αn → αc in R as n→∞;
(iii) γ∆2un −∆un + αnun − |un|2σun → 0 in H−2(RN ) as n→∞;
(iv) γ∆2uc −∆uc + αcuc = |uc|2σuc.
Here H−2(RN ) denotes the dual of H2(RN ). In addition, if ‖un − uc‖2σ+2 → 0 and αc > 0, then
‖un − uc‖ → 0 as n→∞.
Proof. First observe that, because of Lemma 3.2, we can assume without loss of generality that
(un)n ⊂ M(c) is a bounded sequence. After a suitable translation in RN and up to the extraction
of a subsequence, we can also assume that un ⇀ uc 6= 0. Indeed, if uc = 0, then, applying [37, Lemma
I.1], we infer that
lim
n→∞
∫
RN
|un|2σ+2 dx = 0,
which contradicts Remark 3.3.
Now since, (un)n is bounded in H
2(RN ), we know from [18, Lemma 3] (adapted from the unit
sphere to S(c)), that ‖dE|S(c)(un)‖H−2 = on(1) is equivalent to ‖dE(un)− 1cdE(un)[un]un‖H−2 = on(1).
Therefore, for any ϕ ∈ H2(RN ), we infer that
γ
∫
RN
∆un∆ϕdx+
∫
RN
∇un∇ϕdx+ αn
∫
RN
unϕdx −
∫
RN
|un|2σunϕdx = on(1),(3.7)
where
−αn = 1
c
(
γ
∫
RN
|∆un|2 dx+
∫
RN
|∇un|2 dx−
∫
RN
|un|2σ+2 dx
)
.(3.8)
From (3.7)-(3.8), we deduce that (ii)-(iii) hold whereas the weak convergence un ⇀ uc in H
2(RN )
implies, in a standard way, (ii)-(iii) and (iv).
Finally, assume further that (un)n strongly converges to uc in L
2σ+2(RN ). Recalling that (un)n is
bounded in H2(RN ) and using the strong convergence in L2σ+2(RN ), it follows from (ii)-(iii) and (iv)
that
γ
∫
RN
|∆un|2 dx+
∫
RN
|∇un|2 dx+ αc
∫
RN
|un|2 dx
= γ
∫
RN
|∆uc|2 dx+
∫
RN
|∇uc|2 dx+ αc
∫
RN
|uc|2 dx+ on(1).
Since αc > 0 and we already know that un ⇀ uc in H
2(RN ), this implies
that un → u in H2(RN ) as n→∞. Thus the proof is complete. 
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4. Existence of ground states, proof of Theorem 1.3
In this section we give the proof of Theorem 1.3. We start by a lemma which completes Lemma 3.10.
Lemma 4.1. Let 4 ≤ σN < 4∗, c > c0 and (un)n ⊂M(c) be a Palais-Smale sequence for E restricted
to S(c), at the level Γ(c). Assume that un ⇀ uc 6= 0 in H2(RN ). If
(4.1) Γ(c) ≤ Γ(c¯) for any c¯ ∈ (c0, c],
then ‖un − uc‖2σ+2 → 0 as n→∞ and E(uc) = Γ(c).
Proof. We first prove the strong convergence in L2σ+2(RN ) and the equality E(uc) = Γ(c). By Lemma
3.10 we know that there exists a αc ∈ R such that uc satisfies (1.2) and thus Q(uc) = 0 by Lemma
10.1. By weak lower semicontinuity, we infer that 0 < c1 := ‖uc‖22 ≤ c. . Since un ⇀ uc in H2(RN ) as
n→∞, we have
‖∆(un − uc)‖22 + ‖∆uc‖22 = ‖∆un‖22 + on(1),
‖∇(un − uc)‖22 + ‖∇uc‖22 = ‖∇un‖22 + on(1),
while Brezis-Lieb’s Lemma implies
‖un − uc‖2σ+22σ+2 + ‖uc‖2σ+22σ+2 = ‖un‖2σ+22σ+2 + on(1).
Since Q(uc) = 0, and Q(un) = 0, it then follows that Q(un − uc) = on(1), as well as
E(un − uc) + E(uc) = Γ(c) + on(1).(4.2)
As uc ∈M(c1), (4.2) implies that
E(un − uc) + Γ(c1) ≤ Γ(c) + on(1)
and from the monotonicity assumption on Γ, i.e. (4.1), we deduce that E(un − uc) ≤ on(1). On the
other hand, we also have
E(un − uc)− 2
σN
Q(un − uc)
= γ
σN − 4
2σN
∫
RN
|∆(un − uc)|2 dx+ σN − 2
2σN
∫
RN
|∇(un − uc)|2 dx,
(4.3)
and since Q(un − uc) = on(1) this implies that E(un − uc) ≥ on(1). Consequently, we have shown that
E(un−uc) = on(1). As a direct consequence, we conclude from (4.2) that E(uc) = Γ(c). When σN > 4
we also directly deduce from (4.3) that ‖∆(un − uc)‖2 = on(1), ‖∇(un − uc)‖2 = on(1) and therefore
‖un − uc‖2σ+2 = on(1) since Q(un − uc) = on(1). We merely deduce that ‖∇(un − uc)‖2 = on(1)
when σN = 4 but since, by Lemma 2.2, the sequence (‖∆(un − uc)‖2)n is bounded, we reach the same
conclusion using (2.1) if N ≤ 3 or (2.2) if N ≥ 4. 
Remark 4.2. Note that if we were able to prove that the inequality in (4.1) is strict for any c¯ ∈ (c0, c),
it would prove that uc ∈ M(c). Indeed, in the proof of Lemma 4.1, if we assume that c1 < c then we
reach the contradiction E(uc) ≥ Γ(c1) > Γ(c) = E(uc). Such a strict monotonicity seems however out
of reach but nevertheless it is possible to derive the weaker statement that c 7→ Γ(c) is nonincreasing,
see Lemma 5.2 in the next section.
We can now prove our first existence result which basically states the existence of ground states in
the range of masses c > c0for which we can prove the positivity of the associated putative multiplier αc.
Proof of Theorem 1.3. Fix c ∈ (c0, cN,σ). From Lemma 3.9 we know that there exists a Palais-Smale
sequence (un)n ⊂ M(c) for E restricted to S(c) at level Γ(c). By Lemma 3.10, un ⇀ uc in H2(RN ),
where uc is a nontrivial solution to
(4.4) γ∆2uc −∆uc + αcuc = |uc|2σuc
for some αc ∈ R. Moreover, Lemma 2.1 implies that αc > 0. In the next section we prove, see Lemma
5.2, that c 7→ Γ(c) is nonincreasing. The combination of Lemma 4.1 and Lemma 5.2 shows that un → uc
in L2σ+2(RN ). We conclude from Lemma 3.10 that un → uc in H2(RN ). This convergence implies in
particular that E(uc) = Γ(c). 
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5. Some properties of the function c 7→ Γ(c)
In this section, we investigate the properties of the map c 7→ Γ(c). All the properties that we establish
are also valid for the map c 7→ Γrad(c) since the arguments can be reproduced when we deal with radially
symmetric functions only. Our study is summarized by Theorem 5.13 which is presented at the end of
the section. We begin by showing the continuity of Γ.
Lemma 5.1. Let 4 ≤ σN < 4∗, then the function c 7→ Γ(c) is continuous on (c0,∞).
Proof. Let us prove that, for any c > c0, if (cn)n ⊂ (c0,∞) is such that cn → c as n → ∞, then
limn→∞ Γ(cn) = Γ(c). From the definition of Γ(c), for any ε > 0, there exists v ∈ M(c) such that
E(v) ≤ Γ(c) + ε2 . Now, defining vn :=
√
cn
c
v ∈ S(cn), we clearly have
∫
RN
|∆vn|2 dx→
∫
RN
|∆v|2 dx,
∫
RN
|∇vn|2 dx→
∫
RN
|∇v|2 dx, and
∫
RN
|vn|2σ+2 dx→
∫
RN
|v|2σ+2 dx.
In particular, for n ∈ N large enough, we get
γ
∫
RN
|∆vn|2 dx < N
N + 4
∫
RN
|vn|2+ 8N dx
when σN = 4. Now, using [15, Lemma 5.2] and the above convergences, we deduce that
Γ(cn) ≤ max
λ>0
E((vn)λ)
= max
λ>0
(
λ2
2
γ
∫
RN
|∆vn|2 dx+ λ
2
∫
RN
|∇vn|2 dx− λ
σN/2
2(2σ + 2)
∫
RN
|vn|2σ+2 dx
)
≤ max
λ>0
(
λ2
2
γ
∫
RN
|∆v|2 dx+ λ
2
∫
RN
|∇v|2 dx− λ
σN/2
2(2σ + 2)
∫
RN
|v|2σ+2 dx
)
+
ε
2
= max
λ>0
E((v)λ) +
ε
2
= E(v) +
ε
2
≤ Γ(c) + ε.
This shows that
(5.1) lim sup
n→∞
Γ(cn) ≤ Γ(c).
Next, let (un)n ⊂M(cn) be such that
E(un) ≤ Γ(cn) + ε
2
.(5.2)
Since Q(un) = 0, using (5.1) and (5.2), we infer that, for n ∈ N large enough
γ
σN − 4
2σN
∫
RN
|∆un|2 dx+ σN − 2
2σN
∫
RN
|∇un|2 dx = E(un) ≤ Γ(cn) + ε
2
≤ Γ(c) + 3ε
4
and thus, when σN > 4 we immediately deduce that (un)n ⊂ H2(RN ) is bounded. The same conclusion
holds true when σN = 4 by Lemma 2.2. Thus we can assume without loss of generality that
∫
RN
|∆un|2 dx→ A,
∫
RN
|∇un|2 dx→ B and
∫
RN
|un|2σ+2 dx→ C.
It follows from Remark 3.3 that A > 0 and C > 0.
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Now we define u˜n :=
√
c
cn
un ∈ S(c). Using twice [15, Lemma 5.2], we obtain that
Γ(c) ≤ max
λ>0
E((u˜n)λ)
= max
λ>0
(
λ2
2
γ
(
c
cn
)∫
RN
|∆un|2 dx+ λ
2
(
c
cn
)∫
RN
|∇un|2 dx − λ
σN/2
2(2σ + 2)
(
c
cn
)σ+1 ∫
RN
|un|2σ+2 dx
)
≤ max
λ>0
(
λ2
2
γA+
λ
2
B − λ
σN/2
2(2σ + 2)
C
)
+
ε
2
≤ max
λ>0
(
λ2
2
γ
∫
RN
|∆un|2 dx+ λ
2
∫
RN
|∇un|2 dx− λ
σN/2
2(2σ + 2)
∫
RN
|un|2σ+2 dx
)
+
3ε
4
= max
λ>0
E((un)λ) +
3ε
4
= E(un) +
3ε
4
≤ Γ(cn) + ε,
from which we conclude that
(5.3) Γ(c) ≤ lim inf
n→∞
Γ(cn).
The conclusion follows from (5.1) and (5.3). 
We now establish the key monotonicity property that has been used in the proof of Theorem 1.3.
Lemma 5.2. Let 4 ≤ σN < 4∗, then the function c 7→ Γ(c) is nonincreasing on (c0,∞).
Proof. To prove the lemma we have to show that if 0 < c1 < c2, then Γ(c2) ≤ Γ(c1). Noting that, see
(3.6),
Γ(c) = inf
u∈S(c)
sup
λ>0
E(uλ),
for any ε > 0 there exists a u1 ∈M(c1) such that
E(u1) ≤ γ(c1) + ε
2
and max
λ>0
E((u1)λ) = E(u1)
where we recall that (u1)λ(x) := λ
N
4 u1(
√
λx). For δ > 0, one can find uδ1 ∈ H2(RN ) such that
supp uδ1 ⊂ B 1
δ
(0) and ||u1 − uδ1|| = o(δ). Thus, as δ → 0, we have∫
RN
|∆uδ1|2 dx→
∫
RN
|∆u1|2 dx,
∫
RN
|∇uδ1|2 dx→
∫
RN
|∇u1|2 dx,
and ∫
RN
|uδ1|2σ+2 dx→
∫
RN
|u1|2σ+2 dx.
Now, take vδ ∈ C∞0 (RN ) such that supp vδ ⊂ B 2
δ
+1(0) \B 2
δ
(0), and set
vδ0 := (c2 − ‖uδ1‖22)
1
2
vδ
‖vδ‖2 .
Define, for λ ∈ (0, 1), wδλ := uδ1 + (vδ0)λ. Since
dist(supp (vδ0)λ, supp u
δ
1) ≥
1
δ
(
2√
λ
− 1
)
> 0,
we have that ‖wδλ‖22 = c2. Also, by a standard scaling argument, we see that, as λ, δ → 0,∫
RN
|∆wδλ|2 dx→
∫
RN
|∆u1|2 dx,
∫
RN
|∇wδλ|2 dx→
∫
RN
|∇u1|2 dx,
and ∫
RN
|wδλ|2σ+2 dx→
∫
RN
|u1|2σ+2 dx.
In [15, Lemma 5.2] it is proved that the function f : R+× (R+ ∪ {0})×R+ 7→ R defined by f(a, b, c) :=
maxt>0(t
2a + tb − ctσN2 ) is continuous if σN > 4. Setting (wδλ)t = t
N
4 wδλ(
√
tx), we deduce from the
above convergence and (3.6) that for λ, δ > 0 small enough,
Γ(c2) ≤ max
t>0
E((wδλ)t) ≤ max
t>0
E((u1)t) +
ε
2
= E(u1) +
ε
2
≤ Γ(c1) + ε
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and this concludes the proof when σN > 4. If σN = 4, observe that for λ, δ > 0 small enough, we have
γ
∫
RN
|∆wδλ|2 dx <
N
N + 4
∫
RN
|wδλ|2+
8
N dx,
and therefore supt>0E((w
δ
λ)t) < ∞. Under this condition, it is straightforward to extend [15, Lemma
5.2] and then we conclude as in the case σN > 4. 
Remark 5.3. Since we can reproduce the proof of Lemma 5.2 when we restrict M(c) to radially sym-
metric functions, i.e. when we consider Mrad(c), we infer that the map c 7→ γrad(c) is nonincreasing
on (c0,∞) under the same assumption 4 ≤ σN < 4∗.
Lemma 5.4. Let 4 ≤ σN < 4∗ and c > c0. If there exists u ∈ S(c) such that E(u) = Γ(c) and
(5.4) γ∆2u−∆u+ αu = |u|2σu,
then α ≥ 0. If moreover α > 0, then the function c 7→ Γ(c) is strictly decreasing in a right neighborhood
of c.
Proof. Let u ∈ S(c) be such that E(u) = Γ(c) and (5.4) holds with α ∈ R. We claim that if α > 0,
respectively α < 0 , the map c 7→ Γ(c) is strictly decreasing, respectively strictly increasing, in a right
neigbourhood of c. Let ut,λ(x) := λ
N
4
√
tu(
√
λx) for t, λ > 0. We define βE(t, λ) := E(ut,λ), and
βQ(t, λ) := Q(ut,λ). We compute
∂βE
∂t
(1, 1) = −1
2
α c,
∂βE
∂λ
(1, 1) = 0,
∂2βE
∂λ2
(1, 1) < 0,
which yields for |δλ| small enough and δt > 0,
βE(1 + δt, 1 + δλ) < βE(1, 1), if α > 0,(5.5)
or
βE(1− δt, 1 + δλ) < βE(1, 1), if α < 0.(5.6)
Observe that βQ(1, 1) = 0, and
∂βQ
∂λ
(1, 1) 6= 0. From the Implicit Function Theorem, we deduce the
existence of ε > 0 and of a continuous function g : [1 − ε, 1 + ε] 7→ R satisfying g(1) = 1 such that
βQ(t, g(t)) = 0 for t ∈ [1− ε, 1 + ε]. Therefore, we infer from (5.5), if α > 0, that
Γ((1 + ε)c) = inf
u∈M((1+ε)c)
E(u) ≤ E(u1+ε,g(1+ε)) < E(uc) = Γ(c).
This proves the last assertion of the lemma. If α < 0, we rather conclude from (5.6) that
Γ((1 − ε)c) = inf
u∈M((1−ε)c)
E(u) ≤ E(u1−ε,g(1−ε)) < E(uc) = Γ(c).
Since we know from Lemma 5.2 that γ is nonincreasing, the case α < 0 is impossible.

Corollary 5.5. Let N ≥ 1 and 4 ≤ σN < 4∗. The map c 7→ Γ(c) is strictly decreasing on (c0, cN,σ).
Proof. The proof follows directly by combining Theorem 1.3 and Lemma 5.4. 
Lemma 5.6. For all 4 ≤ σN < 4∗, we have limc→c+0 Γ(c) = +∞.
Proof. When 4 < σN < 4∗, the claim follows directly from (3.1) and (3.2). When σN = 4, to show that
limc→c∗
N
+ Γ(c) =∞, we need to prove that ∫
RN
|∇ucn |2 dx→∞ for any sequences (cn)n with cn → c∗N+
and (ucn)n ∈M(cn). First we observe that for u ∈M(c), using (2.6), namely that Q(u) = 0, and (2.4),
Γ(c) ≤ E(u) ≤ γ
2
∫
RN
|∆u|2 dx− N
2N + 8
∫
RN
|u|2+ 8N dx
≤ 1
2
((
c
c∗N
) 4
N
− 1
)
γ
∫
RN
|∆u|2 dx.
Since Γ(c) > 0, for any c > c0, see Lemma 3.2, and c 7→ Γ(c) is nonincreasing on (c0,∞), see Lemma
5.2, we deduce the existence of a δ > 0 such that, for any sequences (cn)n ⊂ R with cn → c∗N+ and
(ucn)n ⊂M(cn), we have
(5.7) 0 < δ ≤ Γ(cn) ≤ 1
2
((
cn
c∗N
) 4
N
− 1
)
γ
∫
RN
|∆ucn |2 dx,
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from which we deduce that ∫
RN
|∆ucn |2 dx→∞ as n→∞.
The conclusion now follows from Lemma 2.2. 
We now investigate the behaviour of the function c 7→ Γ(c) as c→∞.
Proposition 5.7. Let 1 ≤ N ≤ 3, 4 ≤ σN < ∞, and assume in addition that 43 ≤ σ < 2 if N = 3.
Then limc→∞ Γ(c) = 0.
Proof. We first treat the case σN = 4. Using both that Γ(c) = inf
u∈S(c)
sup
λ>0
E(uλ), see (3.6), and (2.15)
we get
Γ(c) ≤ sup
λ>0
E(wλ) =
c
‖U‖22
(∫
RN
|∇U |2 dx)2
8
((
c
c∗
N
) 4
N − 1
)
γ
∫
RN
|∆U |2 dx
,
where w is defined by (2.14). This shows that Γ(c)→ 0 as c→∞ since 4/N > 1.
Assume now σN > 4 and fix an arbitrary u ∈ H2(RN ) satisfying ‖u‖2 = 1. Then √cu ∈ S(c) and
we infer from Lemma 3.4 that there exists a unique λ∗c > 0 such that Q((
√
cu)λ∗c ) = 0, i.e.
λ∗cγ
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx = σN
2(2σ + 2)
(cλ∗c)
σN
2 −1 cσ+1−
σN
2
∫
RN
|u|2σ+2 dx.(5.8)
Observe that σN2 − 1 > 0. Also, recording that σ < 2 when N = 3, we have that 1 + σ − σN2 > 0. We
then deduce from (5.8) that cλ∗c → 0 as c→∞. Now, using again (3.6) and (2.15), it follows that
Γ(c) ≤ E((√cu)λ∗c ) = c(λ∗c)2γ
σN − 4
2σN
∫
RN
|∆u|2 dx+ cλ∗c
σN − 2
2σN
∫
RN
|∇u|2 dx,
and we conclude that Γ(c)→ 0 as c→∞. 
To study the cases σ > 2 when N = 3, σ > 1 when N = 4 and 4 ≤ σN < 4∗ when N ≥ 5, we
consider first the following equation
(5.9) γ∆2u−∆u = |u|2σu,
which appears as a limit equation when c→∞ as we later show. The natural associated energy space
is defined by
(5.10) X := {u ∈ D1,2(RN ) :
∫
RN
|∆u|2 dx <∞}
that we equip with the norm
‖u‖2X :=
∫
RN
|∆u|2 dx+
∫
RN
|∇u|2 dx.
Assuming σ > 2 when N = 3, σ > 1 when N = 4, and 4 ≤ σN < 4∗ when N ≥ 5, we see from (2.2) that
X embeds continuously in L2σ+2(RN ) and therefore the functional E defined by (1.3) is well-defined in
X and we will show that it has critical points inside that space. On the other hand, using Pohozaev
identity and multiplying (5.9) by u and integrating, we get
0 = γ
(
4σ + 4
σN
− 1
)∫
RN
|∆u|2 dx+
(
2σ + 2
σN
− 1
)∫
RN
|∇u|2 dx.
This shows (5.9) has no solution if 4− σ(N − 4) and 2− σ(N − 2) have the same sign. Therefore (5.9)
has no solution if σ ≤ 2 if N = 3, σ ≤ 1 if N = 4 and σN ≤ 2∗ or σN ≥ 4∗ when N ≥ 5.
Now, define
m := inf{E(u)|u ∈ X\{0}, dE(u) = 0}.
Proposition 5.8. Assume that σ > 2 if N = 3, σ > 1 if N = 4 and 2∗ < σN < 4∗ if N ≥ 5. Then
m > 0 and is achieved. Moreover,
(1) if N = 3, 4, no minimizer belongs to L2(RN );
(2) if N ≥ 5, all minimizers belong to L2(RN ).
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Proof. It is classical to show that m is achieved with m > 0 if and only if
J(u) =
∫
RN
γ|∆u|2 + |∇u|2 dx admits a minimizer on M := {u ∈ X : ||u||2σ+2 = 1}.
To prove the existence of a minimizer, we proceed as in [23, Remark 3.2]. Let (un)n ⊂ M be a
minimizing sequence. Without loss of generality, since H2(RN ) is dense in X , we can assume that
(un)n ⊂ H2(RN ). Then we set fn = −√γ∆un+ un2√γ and define vn ∈ H2(RN ) to be the strong solution
of −√γ∆vn + vn2√γ = |fn|∗ in RN where |fn|∗ denotes the Schwarz symmetrization of |fn|. Thus for
each n ∈ N we have vn ∈ H2rad(RN ) and a particular case of [22, Lemma 3.4] implies that
J
(
vn
||vn||2σ+2
)
=
∫
RN
(−√γ∆vn + vn2√γ )2 dx− 14γ
∫
RN
v2n dx
||vn||2σ+2
≤
∫
RN
(−√γ∆un + un2√γ )2 dx− 14γ
∫
RN
u2n dx
||un||2σ+2 = J
(
un
||un||2σ+2
)
.
This shows that (v˜n)n :=
(
vn
||vn||2σ+2
)
n
is again a minimizing sequence. Now we claim that Xrad,
the subset of radially symmetric functions in X , is compactly embedded into L2σ+2(RN ). Indeed, it is
well-known that if u ∈ D1,2(RN ) is radially symmetric, we have (see for instance [17, Radial Lemma
A.II]), for |x| 6= 0,
|u(x)| ≤ C|x|−(N−2)/2‖∇u‖2.
Using this pointwise decay, we get∫
RN\BR(0)
|u|2σ+2dx ≤
∫
RN\BR
|u|2σ+2−2N/(N−2)|u|2N/(N−2)dx
≤ CR−N−22 (2σ+2− 2NN−2 )‖∇u‖(N−2)/N2 .
Since we also have local compactness, the claim follows. Using this embedding, we get that (v˜n)n weakly
converges to some v ∈ X with ||v||2σ+2 = 1 and the remaining arguments are standard.
We now prove that m does not have a minimizer in H2(RN ) when N = 3, 4. Assuming by contradic-
tion that u is such a minimizer, we deduce from [23, Lemma 3] that u must have a sign and without loss
of generality, we can assume that u ≥ 0. To conclude it is therefore enough to show that (5.9) has no
nontrivial nonnegative solutions in H2(RN ). To this aim, we decompose (5.9) into the following elliptic
system 

−γ∆u = v,
−∆v + 1
γ
v = |u|2σ+2u.(5.11)
The weak maximum principle applied to the second equation in (5.11) shows that v ≥ 0 and thus any
nontrivial nonnegative solution u to (5.9) satisfies −∆u ≥ 0. The Liouville type result of [39, Lemma
4.2] now show that u /∈ L2(RN ). The proof of the assertion (2) is postponed to Proposition 10.3 in the
Appendix. 
Remark 5.9. If one considers (5.9) with N = 1, 2 or N = 3 and σ ≤ 2 or N = 4 and σ = 1, Lemma
2.1 directly shows that there is no solution in H2(RN ) nor in X (as shown by Remark 10.2).
Note that by standard arguments, m can also be defined as
(5.12) m := inf{E(u)|u ∈ X\{0}, Q(u) = 0}.
Proposition 5.10. Assume σ > 2 when N = 3, σ > 1 when N = 4, and 4 ≤ σN < 4∗ when N ≥ 5.
Then
lim
c→∞
Γ(c) = m > 0.
Proof. Using the definition (5.12), we directly obtain that Γ(c) ≥ m for all c > c0. Now, still from
(5.12) and taking Proposition 5.8 into account, we infer that there exists u ∈ X \ L2(RN ) such that
E(u) = m and Q(u) = 0. For R > 0, we define uR(x) := η(
x
R )u(x), where η(x) = 1 for |x| ≤ 1, η(x) = 0
for |x| ≥ 2, and 0 ≤ η ≤ 1. Thus, as R→∞, we have
cR := ‖uR‖2 →∞, ‖uR‖2σ+2 → ‖u‖2σ+2, ‖∇uR‖2 → ‖∇u‖2 and ‖∆uR‖2 → ‖∆u‖2.
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Now, let λ∗R > 0 be such that Q((uR)λ∗R) = 0. By uniqueness of λ
∗
R, see Lemma 3.4, we obtain that
λ∗R → 1 as R→∞. Thereby
Γ(cR) ≤ E((uR)λR) ≤ E(u) + oR(1) = Γ(∞) + oR(1),
where oR(1)→ 0 as R → ∞. This means limR→∞ Γ(cR) = m. As from Lemma 5.2 we know that γ is
nonincreasing, γ has a limit at infinity and therefore limc→∞ Γ(c) = m. 
In view of Proposition 5.10 and for simplicity of notation, we define Γ(∞) := m = limc→∞ Γ(c).
It is clear from Corollary 5.5 that if 4 ≤ σN < 4∗ and cN,σ = ∞, then Γ(c) > Γ(∞) for all c > c0.
This is still true for every σ ≥ 2 if N = 3 and every σ ≥ 1 if N = 4.
Corollary 5.11. Let σ > 2 if N = 3 or σ > 1 if N = 4. Then Γ(c) > Γ(∞) for all c > c0.
Proof. Assume by contradiction that there exists c > 0 such that Γ(c) = Γ(∞). Let (un)n ⊂ M(c) be
a Palais-Smale sequence for E restricted to M(c) at level Γ(c). We know from Lemma 5.2 that γ is
nonincreasing. Therefore we can apply Lemma 3.10 and Lemma 4.1. We then deduce the existence of
uc ∈ H2(RN ) satisfying (5.4) for some α ∈ R, 0 < c1 := ||uc||22 ≤ c and E(uc) = Γ(c). By definition and
monotonicity of γ, we deduce that Γ(c) ≤ Γ(c1) ≤ E(uc) = Γ(c) = Γ(∞). Thus uc is a ground state on
the constraint S(c1) and necessarily it is a solution of (5.9) by Lemma 5.4. Since E(uc) = Γ(∞), the
assertion (1) of Proposition 5.8 implies uc 6∈ L2(RN ). This contradiction ends the proof. 
Proposition 5.12. Assume 4 ≤ σN < 4∗ and N ≥ 5. There exists c∞ > 0 such that Γ(c) = Γ(∞) for
all c ≥ c∞.
Proof. We know from Proposition 5.8 and the characterization (5.12) that there exists u ∈ H2(RN )
such that E(u) = γ(∞) and Q(u) = 0. Set c∞ := ||u||22. Obviously, we have Γ(c∞) = Γ(∞). Since γ is
nonincreasing, see Lemma 5.2, and its limit at infinity is Γ(∞), see Proposition 5.10, we conclude that
γ is constant for c ≥ c∞. 
As a consequence of the results established in this section we can state the following theorem.
Theorem 5.13. Let 4 ≤ σN < 4∗. For any c > c0 the function c 7→ Γ(c) is continuous, nonincreasing
and limc→c+0 Γ(c) =∞. In addition
(i) If N = 1, 2, N = 3 with 43 ≤ σ ≤ 2 or N = 4 with σ = 1, then c 7→ Γ(c) is strictly decreasing.
Moreover, limc→∞ Γ(c) = 0, when N = 1, 2 or N = 3 with 43 ≤ σ < 2.
(ii) If N = 3 with σ > 2 or N = 4 with σ > 1, then limc→∞ Γ(c) := Γ(∞) > 0 and Γ(c) > Γ(∞) for
all c > c0.
(iii) If N ≥ 5, then limc→∞ Γ(c) := Γ(∞) > 0 and there exists c∞ > c0 such that Γ(c) = Γ(∞) for all
c ≥ c∞.
Proof of Theorem 5.13. The proof follows directly from Propositions 5.7, 5.10, 5.12 and from Corollaries
5.5 and 5.11. 
We leave as open question the study of limc→∞ Γ(c) when N = 3, σ = 2 and N = 4, σ = 1. We
conjecture that the limit is zero in those cases.
6. Radial solutions, proof of Proposition 1.6 and of Theorems 1.4 and 1.5
In this section, we focus on radial solutions. We begin by giving the proof of Theorem 1.4. We denote
by σ : H2(RN ) → H2(RN ) the transformation σ(u) = −u. The following definition is [31, Definition
7.1].
Definition 6.1. Let B be a closed σ-invariant subset of Y ⊂ H2rad(RN ). We say that a class F of
compact subsets of Y is a σ-homotopy stable family with closed boundary B if
(1) every set in F is σ-invariant.
(2) every set in F contains B;
(3) for any A ∈ F and any η ∈ C([0, 1] × Y, Y ) satisfying, for all t ∈ [0, 1], η(t, u) = η(t, σ(u)),
η(t, x) = x for all (t, x) ∈ ({0} × Y ) ∪ ([0, 1]×B), we have η({1} ×A) ∈ F .
Lemma 6.2. Let F be a σ-homotopy stable family of compact subsets of M(c) with a close boundary
B. Let cF := infA∈F maxu∈AE(u). Suppose that B is contained in a connected component of M(c)
and that max{supE(B), 0} < cF <∞. Then there exists a Palais-Smale sequence (un)n ⊂M(c) for E
restricted to S(c) at level cF .
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Proof. We are brief here and refer to [9] for a proof of a closely related result, [9, Theorem 3.2]. The
proof of Lemma 6.2 first relies on an equivariant version of Lemma 3.8 whose proof makes use of [31,
Theorem 7.2] instead of [31, Theorem 3.2] but which for the rest is almost identical. Then the lemma
follows just as [9, Theorem 3.2] follows from [9, Proposition 3.9]. 
Next, we recall the definition of the genus of a set due to M.A. Krasnosel’skii, adapted to our setting,
Definition 6.3. For any closed σ-invariant set A ⊂ H2(RN ), the genus of A is defined by
j(A) := min{n ∈ N+ : ∃ ϕ : A→ Rn\{0}, ϕ is continuous and odd}.
When there is no ϕ as described above, we set j(A) =∞.
Now let AF be the family of compact and σ-invariant sets contained in Mrad(c). For any k ∈ N+,
define
Jk := {A ∈ AF : j(A) ≥ k}
and
βk := inf
A∈Γk
sup
u∈A
E(u).
Lemma 6.4.
(i) Let 4 < σN < 4∗, then for any k ∈ N+, Jk 6= ∅.
(ii) Let σN = 4, then for any k ∈ N+ there exists a c(k) > c∗N such that Jk 6= ∅ for all c ≥ c(k).
Proof. For k ∈ N+ and V ⊂ H2rad(RN ) such that dimV = k, we set SV (c) := V ∩ S(c). First we
consider the case 4 < σN < 4∗. By the basic property of the genus, see [3, Theorem 10.5], we have that
j(SV (c)) = dimV = k. In view of Lemma 3.4, for any u ∈ SV (c) there exists a unique λ∗u > 0 such
that uλ∗u ∈ M(c). It is easy to check that the mapping ϕ : SV (c) → M(c) defined by ϕ(u) = uλ∗u is
continuous and odd. Then [3, Lemma 10.4] leads to j(ϕ(SV (c))) ≥ j(SV (c)) = k and this shows that
Jk 6= ∅.
In the case σN = 4 we prove that Jk 6= ∅ when c > c∗N is large enough. Using the fact that all norms
are equivalent in a finite dimensional subspace, we get, for c > c∗N large enough and for any u ∈ SV (c),
γ
∫
RN
|∆u|2 dx < N
N + 4
∫
RN
|u|2+ 8N dx.
This shows that supλ>0E(uλ) < ∞ and thus we can apply Lemma 3.4 for any u ∈ SV (c). Namely
that there exists a unique λ∗u > 0 such that Q(uλ∗u) = 0. At this point, we conclude as in the case
4 < σN < 4∗. 
Proof of Theorem 1.4. Consider the minimax level βk. From Lemma 6.4 we know that each of the
classes Jk is non empty and thus to each of them we can apply Lemma 6.2 to obtain the existence of
Palais-Smale sequences (ukn)n ⊂ Mrad(c) for E restricted to S(c) at the levels βk. By Lemma 3.10
we know that, up to a subsequence, (ukn)n converges strongly in H
2(RN ) if (ukn)n converges strongly
in L2σ+2(RN ) and if the limit uk solves (4.4) for some αkc > 0. The first condition holds because the
embedding H2rad(R
N ) →֒ Lp(RN ) is compact for 2 < p < 4∗ whereas the positivity of αkc follows from
Lemma 2.1 when c < cN,σ. Observe that in the case σN = 4, we can conclude only if c(k) ≤ cN,σ.
This last inequality holds true when 2 ≤ N ≤ 4 since cN,σ = ∞. Thus, under our assumptions, (ukn)n
converges to a uk which is a critical point of E on S(c). Now to show that if two (or more) values of
βk coincide, then E has infinitely many critical points at level c(k), one can either proceed in the usual
way, or adapt [9, Lemma 6.4] to the present setting. 
Next, we turn to the proof of Theorem 1.5. Compared with Theorem 1.4, the additional argument
we use to eliminate the restriction c ∈ (0, cσ,N) is a sharp decay estimate for the solutions of (1.11).
Before proceeding, we recall some classical facts. Let G be the fundamental solution to ∆2 −∆, i.e.
∆2G−∆G = δ0.
We recall that
G = g−1 − g0,
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where g−a is the fundamental solution to −∆ + a, where a ∈ R, see [21, Proposition 3.13]. It is
well-known that g0(x) = cN |x|2−N whereas for a > 0,
g−a(x) =


C1|x|2−N + o(|x|2−N ), when |x| → 0+,
C2
e−
√
a|x|
|x|N−12
+ o
(
e−
√
a|x|
|x|N−12
)
, when |x| → ∞,
where C1, C2 > 0.
Proof of Proposition 1.6. To simplify the notations, we assume that γ = 1. By elliptic regularity,
u ∈ C4,α, see for instance [21, Theorem 3.7].
Claim 1 : |u|2σu ∈ L1(RN ). Since u ∈ X , u ∈ Ls(RN ) for s ≥ 2NN−2 and therefore we can assume that
2σ + 1 < 2NN−2 otherwise we are done. Let t = 2σ + 2. Since u
t−1 ∈ L 2N(N−2)(t−1) (RN ), W 2,p-estimates
imply that −∆u ∈ L 2N(N−2)(t−1) (RN ) and in turn that u ∈ L 2N(N−2)(t−1)−4 (RN ) by Hardy-Littlewood-
Sobolev inequality, see [49, Chapter 5, §1.2 - Theorem 1]. Since N ≤ 6, we have
q0 =
2N
(N − 2)(t− 1)− 4 <
2N
N − 2 .
If q0 ≤ t− 1, we are done. Otherwise we proceed by induction. Setting
qk+1 =
qkN
(t− 1)N − 2qk
for k ≥ 0, we deduce in the same way that ∆u ∈ L qkt−1 (RN ) implies u ∈ Lqk+1(RN ) as long as qk > t−1.
Moreover, if qk > t− 1, we have 0 < (t− 1)N − 2qk < (t− 1)(N − 2) which yields
qk − qk+1 = qk (t− 2)N − 2qk
(t− 1)N − 2qk >
(t− 2)N − 2qk
N − 2
and using the fact that qk < t implies (t− 2)N − 2qk > t(N − 2)− 2N , we infer that
qk − qk+1 > t(N − 2)− 2N
N − 2 = t−
2N
N − 2 .
Since σN > 2∗, we have that ε = t− 2N
N − 2 > 0 and therefore qk+1 < qk − ε. It follows that qk < t− 1
after a finite number of iterations and the claim is proved.
Claim 2 : there exists a constant C > 0 such that, for |x| large enough,
|u(x)| ≤ C|x|2−N .
By Claim 1, we know f = |u|2σu ∈ L1(RN ) ∩ L∞(RN ). Thus, we deduce from [21, Proposition 3.14]
that
u(x) =
∫
RN
f(y)G(x− y)dy.
Next, we follow closely [29, Lemma 2.9]. Let R > 0. We define MR = R
N\BR and f˜ = |u|2σ. Using
Ho¨lder inequality with q = 1 + 12σ and noticing that |G(x)| ≤ C|x|2−N , we have∫
MR
|f˜(y)||G(x − y)|dy ≤ C sup
y∈MR
|f˜(y)|
(∫
B1(x)
|x− y|(2−N)dy
)
+ C
(∫
MR
|f˜(y)|qdy
)1/q (∫
RN\B1(x)
|x− y|(2−N)q′dy
)1/q′
→ 0, as R→∞.
Notice that (2−N)q′ < −N thanks to our assumptions on σ. So we choose R > 0 such that
(6.1) sup
x∈RN
∫
MR
|f˜(y)||G(x − y)|dy < 2−N .
We define
u0(x) =
∫
BR
G(x − y)f˜(y)u(y)dy, B0(x) =
∫
MR
G(x − y)f˜(y)u(y)dy,
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and
uk(x) =
∫
MR
G(x − y)f˜(y)uk−1(y)dy, Bk(x) =
∫
MR
G(x− y)f˜(y)Bk−1(y)dy.
Using the fact that uk+1 = Bk−Bk+1, for all k ≥ 0, we see that for any m ∈ N, we can decompose u as
u =
m∑
k=0
uk +Bm.
Set βk = sup|x|≥R |Bk(x)|. One can show proceeding as above and using that f˜u ∈ L1(RN )∩Ls(RN ) that
β0 <∞. Using (6.1), we find that βk ≤ 2−Nβk−1 ≤ 2−kNβ0 → 0 as k →∞. This implies that Bm → 0
as m → ∞ which shows that u = ∑∞k=0 uk holds uniformly in MR. Set µk = sup|x|≥R |x|N−2|uk(x)|.
Since u0 ∈ L∞(RN ) and, for |x| ≥ 2R,
|u0(x)| ≤ C
∫
BR
|x− y|2−N |f˜(y)u(y)|dy ≤ C|x|2−N ,
we have µ0 <∞. Moreover, we have, using Young inequality and (6.1),
|x|N−2|uk(x)| ≤ Cµk−1|x|N−2
∫
MR
|f˜(y)||y|2−N |G(x − y)|dy
≤ Cµk−1
∫
MR
|f˜(y)|(1 + |y|2−N |x− y|N−2)|x− y|2−N
≤ µk−1
2
.
Iterating the previous estimate, we find that
∑
k≥0 µk < ∞. Since u =
∑∞
k=0 uk, we deduce that
|u(x)| ≤ C|x|2−N , for |x| large enough.
Conclusion. To derive the sharp decay, we use a maximum principle for linear cooperative systems.
Letting f˜(x) = |u|2σ, we can rewrite (1.11) as
(6.2)
{
−∆u = v,
−∆v + v = f˜u.
Applying [48, Theorem 3] with L =
(
∆
∆
)
and C =
(
0 1
f˜ −1
)
, we see that if there exists a C2 function
V such that V (x) ≥ 0 and −∆V (x) ≥ 0, for all x ∈ ∂Ω and
(6.3) ∆2V −∆V − f˜(x)V ≥ 0, in Ω,
then the maximum principle applies for the vector U =
(
u
v
)
i.e. if LU + CU ≤ 0 in Ω and U ≥ 0
in ∂Ω, then U ≥ 0 in Ω. We claim that u has a constant sign in RN\BR if R > 0 is large enough.
Indeed, suppose by contradiction that this is not the case. Then u has to oscillate around 0 which
implies that there exist R2 > R1 > R such that u attains a positive local maximum at R1 and R2
for which U(Ri) ≥ 0, i = 1, 2, and a negative minimum in between. From Claim 2, we deduce that
f˜(x) ≤ C|x|2σ(2−N), for |x| large enough. So taking Ω = BR2\BR1 , one sees that for ε > 0 small and
R1 > R2 > R big enough, the function V (x) = |x|2−N+ε satisfies (6.3) since
∆2V (x)−∆V (x) − f˜(x)V (x) ≥ ε(N − 2− ε)|x|−N+ε
(
1 + (−N + ε)(−2 + ε)|x|−2 − C|x|2−2σ(N−2)
)
and 2 − 2σ(N − 2) < 0. Thus the maximum principle applies and gives that u and v = −∆u ≥ 0 in
BR2\BR1 which yields a contradiction. Therefore, there exists R > 0 such that u has a constant sign in
R
N\BR. We assume without loss of generality that u ≥ 0 in RN\BR. Hence, applying the maximum
principle to the second equation of (6.2), we deduce that v = −∆u ≥ 0 in RN\BR. Thanks to [39,
Lemma 4.2], we deduce that there exists C ∈ R \ {0} such that
lim
|x|→∞
u(x)
|x|2−N = C.

Remark 6.5. (i) Proposition 1.6 implies in particular that, under its assumption, any radial solution
u ∈ X to (1.11) does not belong to L2(RN ).
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(ii) Let α > 0 and assume that N = 3 and σ > 2 or N = 4 and σ > 1. Assume that u ∈ L2σ+2 is a
radial solution to
γ∆2u−∆u− αu = |u|2σu.
We conjecture that also in this case, the solution u does not belong to L2(RN ) (see [32, 38] for the
case γ = 0). In this direction, we only established in [20] that |u(x)| ≤ C|x| 1−N2 , for some constant
C > 0.
The next statement is a direct corollary of Proposition 1.6, Lemma 5.4 and Lemma 2.1, both extended
to the radial setting.
Corollary 6.6. Let N = 3, 4 and assume that 4 < σN < ∞. For any c > 0, if uc ∈ S(c) is a radial
solution to
(6.4) γ∆2u−∆u+ αu = |u|2σu,
with E(uc) = γrad(c), then α > 0.
Proof of Theorem 1.5. For N = 1, 2 and σN ≥ 4 or N = 3 and 4/3 ≤ σ ≤ 2 or N = 4 and σ = 1,
Theorem 1.3 can just be recast in the radial functional setting. For N = 3 and σ > 2 or N = 4 and
σ > 1, Lemma 3.9, considered in the radial setting, provides the existence of a Palais-Smale sequence
(un)n ⊂ Mrad(c) for E restricted to Srad(c) which minimizes E. Up to a subsequence, it weakly
converges to a uc ∈ H2rad(RN ) which solves (6.4) for a α ∈ R. Now by Lemma 3.10, we know that,
up to a subsequence, (un)n converges strongly in H
2(RN ) provided it converges strongly in L2σ+2(RN )
and α > 0. Note that the strong convergence in L2σ+2(RN ) follows from the compact embedding of
H2rad(R
N ) into L2σ+2(RN ) and that using this convergence, one can easily deduce that E(uc) = Γrad(c).
To end the proof, we can assume without restriction that ‖uc‖22 := d < c (otherwise we are done). Since
γrad is nonincreasing, see Remark 5.3, it then follows that E(uc) = γrad(d) and Corollary 6.6 applies.
We deduce that α > 0 and thus (un)n strongly converges in H
2(RN ) to uc. In particular uc ∈ S(c). 
Corollary 6.7. If N = 3 and σ ≥ 2 or N = 4 and σ ≥ 1, then the map c 7→ γrad(c) is strictly
decreasing.
Proof. One just need to argue as in the proof of Corollary 5.5 taking Corollary 6.6 into account. 
7. A concentration phenomenon, proof of Theorem 1.7
In this section, we establish the concentration of solutions, as c 7→ c∗N , described in Theorem 1.7. As
a preliminary result we derive the following lemma.
Lemma 7.1. Let σN = 4 and u ∈ H2(RN ) be a non trivial solution of
γ∆2u+ u = |u| 8N u.(7.1)
Then ‖u‖22 ≥ c∗N . Moreover, if ‖u‖22 = c∗N , then u is a minimizer of the functional
F (u) :=
γ
2
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|u|2 dx− N
2N + 8
∫
RN
|u|2+ 8N dx,
on its Nehari set
N := {u ∈ H2(RN )\{0} : F ′(u)u = 0}.
Proof. We know from Lemma 10.1 that
γ
∫
RN
|∆u|2 dx = N
N + 4
∫
RN
|u|2+ 8N dx,(7.2)
which implies that
F (u) =
1
2
∫
RN
|u|2 dx.(7.3)
Observe now that if u 6= 0 solves (7.1), then ‖u‖22 ≥ c∗N . Indeed, using the Gagliardo-Nirenberg
inequality (1.4), we deduce from (7.2) that
γ
∫
RN
|∆u|2 dx ≤
(‖u‖22
c∗N
) 4
N
γ
∫
RN
|∆u|2 dx.
This shows that ‖u‖22 ≥ c∗N and the last assertion follows from (7.3). 
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We are now in a position to prove Theorem 1.7.
Proof of Theorem 1.7. By Theorem 1.3, there exist sequences (cn)n ⊂ (c∗N ,∞) with cn → c∗N and
(un)n ⊂M(cn) such that E(un) = Γ(cn). From (5), we deduce that∫
RN
|∆un|2 dx→∞ as n→∞(7.4)
and we therefore infer from Remark 2.3 that∫
RN
|∇un|2 dx∫
RN
|∆un|2 dx ≤
c
1/2
n(∫
RN
|∆un|2 dx
)1/2 → 0 asn→∞.(7.5)
Since Q(un) = 0, we know that ∫
RN
|un|2+ 8N dx
γ
∫
RN
|∆un|2 dx =
N + 4
N
.(7.6)
Next, we introduce u˜n(x) := ε
N
2
n un(εnx) where we chose
ε−4n = γ
∫
RN
|∆un|2 dx→∞ as n→∞.
Direct calculations show that ‖u˜n‖22 = ‖un‖22 = cn, ‖∆u˜n‖22 = 1γ , and∫
RN
|u˜n|2+ 8N dx = N + 4
N
.(7.7)
Using [37, Lemma I.1], we deduce from (7.7) that there exist δ > 0 and a sequence (yn)n ⊂ RN such
that, for some R > 0, ∫
BR(yn)
|u˜n|2 dx ≥ δ.(7.8)
Thus, defining
vn(x) := u˜n(x+ yn) = ε
N
2
n un(εnx+ εnyn),(7.9)
it follows from (7.8) that there exists v 6= 0 such that vn ⇀ v in H2(RN ). Since un solves
γ∆2un −∆un + αnun = |un| 8N un,
where the Lagrange multiplier is given by
αn =
1
cn
(
−γ
∫
RN
|∆un|2 dx−
∫
RN
|∇un|2 dx+
∫
RN
|un|2+ 8N dx
)
,
vn satisfies
γ∆2vn − ε2n∆vn + ε4nαnvn = |vn|
8
N vn.
Combining (7.4), (7.5) and (7.6), we deduce that
ε4nαn →
4
c∗NN
as n→∞.
Since vn ⇀ v in H
2(RN ) as n→∞, v solves
γ∆2v +
4
c∗NN
v = |v| 8N v.(7.10)
Now setting
wn(x) :=
(
c∗NN
4
)N
8
vn
((
c∗NN
4
) 1
4
x
)
and u(x) :=
(
c∗NN
4
)N
8
v
((
c∗NN
4
) 1
4
x
)
,
it is easily seen that wn ⇀ u in H
2(RN ) as n→∞, and ‖wn‖22 = ‖vn‖22 = cn. Moreover it follows from
(7.10) that u is solution to (7.1) and thus by Lemma 7.1, ‖u‖22 ≥ c∗N . On the other hand, since wn ⇀ u
in H2(RN ) as n → ∞, we have ‖u‖22 ≤ lim infn→∞ ‖wn‖22 = c∗N and thus we obtain that ‖u‖22 = c∗N .
By Lemma 7.1 u is a least energy solution to (7.1). Since ‖u‖22 = c∗N , ‖wn‖22 = cn → c∗N as n→∞, and
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wn ⇀ u in H
2(RN ) as n → ∞, it follows that wn → u in L2(RN ) as n → ∞. Now from the definition
(7.9), and by the interpolation inequality in Lebesgue space, there holds for 2 ≤ q < 4∗,(
ε4nc
∗
NN
4
)N
8
un
((
ε4nc
∗
NN
4
) 1
4
x+ εnyn
)
→ u in Lq(RN ) as n→∞.
This completes the proof. 
8. Positive and sign-changing solutions, proof of Theorems 1.8 and 1.9
In this section, we prove Theorem 1.8 and Theorem 1.9. Theorem 1.3 gives the existence of a
ground state for c ∈ (c0, cN,σ). To show that when σ ∈ N, one of them is radial we make use of the
Fourier rearrangement, introduced in [24], that we now recall. For u ∈ L2(RN ), let u♯ be the Fourier
rearrangement of u defined by
u♯ := F−1((Fu)∗),
where F and F−1 denote respectively the Fourier transform and the inverse Fourier transform, and f∗
stands for the Schwarz rearrangement of f . Notice that u♯ is radial and ‖u♯‖2 = ‖u‖2. Moreover, we
recall that [24, Lemma A.1] implies
(8.1) ‖∆u♯‖2 ≤ ‖∆u‖2, ‖∇u♯‖2 ≤ ‖∇u‖2 and ‖u♯‖2σ+2 ≥ ‖u‖2σ+2.
Proof of Theorem 1.8. Let c ∈ (c0, cN,σ) and let uc be a ground state associated to Γ(c). From (8.1), we
obtain that Q(u♯c) ≤ Q(uc) = 0. Hence by Lemma 3.4, there exists a λ ∈ (0, 1] such that Q((u♯c)λ) = 0.
Observe that
Γ(c) ≤ E((u♯c)λ) = E((u♯c)λ)−
2
σN
Q((u♯c)λ)
= λ2
σN − 4
2σN
γ
∫
RN
|∆u♯c|2 dx+ λ
σN − 2
2σN
∫
RN
|∇u♯c|2 dx
≤ λ2 σN − 4
2σN
γ
∫
RN
|∆uc|2 dx+ λσN − 2
2σN
∫
RN
|∇uc|2 dx
≤ E(uc)− 2
σN
Q(uc) = Γ(c),
whence λ = 1 and E(u♯c) = Γ(c). Therefore, u
♯
c is also a ground state solution to (Pc). It remains to
prove that u♯c is sign-changing. Associated to u
♯
c there exists a Lagrange multiplier αc ∈ R so that
γ∆2u♯c −∆u♯c + αcu♯c = |u♯c|2σu♯c.
When 4 < σN < 4∗, we deduce from (2) and (2) that αc → +∞ as c→ 0 whereas the same conclusion
holds when σN = 4, as shown by (5), when cn → c∗N+. In particular, this implies that 2
√
γαc > 1 when
c is sufficiently small (or cn > c
∗
N
+ sufficiently close to c∗N
+ when σN = 4). At this point, using [21,
Theorem 3.7], we deduce that u♯c is sign-changing for c > 0 small enough. 
Proof of Theorem 1.9. We borrow here an idea from [21]. We consider the modified minimization prob-
lem
Γ+(c) := inf
u∈M+rad(c)
E+(u),
where
E+(u) : =
γ
2
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx− 1
2σ + 2
∫
RN
|u+|2σ+2 dx,
Q+(u) : = γ
∫
RN
|∆u|2 dx+ 1
2
∫
RN
|∇u|2 dx− σN
2(2σ + 2)
∫
RN
|u+|2σ+2 dx,
and
M+rad(c) := {u ∈ S(c) : Q+(u) = 0} ∩H2rad(RN ).
It is straightforward to check that the equivalent of Theorem 1.5 holds for the problem
(P+c ) γ∆
2u−∆u+ αu = |u+|2σu+ with
∫
RN
|u|2dx = c.
Namely, if N ≤ 4 with 4 ≤ σN , there exists a radial ground state solution uc ∈ H2(RN )\{0} to (P+c )
for any c > c0. Observe also that the associated Lagrange multiplier α
+
c is positive for every c > c0.
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We claim that α+c → 0 as c→∞. Indeed, we compute
α+c =
1
c
(
−2E+(u¯c) + σ
σ + 1
∫
RN
|u+c |2σ+2 dx
)
≤ σ
c(σ + 1)
∫
RN
|u+c |2σ+2 dx
so that the claim will be proven if we show that
(8.2) lim sup
c→∞
∫
RN
|u+c |2σ+2 dx <∞.
Since Γ(c) ≥ 0, we infer that
(8.3)
∫
RN
|u+c |2σ+2 dx ≤ (σ + 1)
(
γ
∫
RN
|∆u+c |2 dx+
∫
RN
|∇u+c |2 dx
)
.
On the other hand, adapting the proof of Lemma 5.2, we can show that γ+(c) is a nonincreasing
function. Thus, we deduce from (3.1), that
(8.4) γ
σN − 4
2σN
∫
RN
|∆u+c |2 dx+
σN − 2
2σN
∫
RN
|∇u+c |2 dx, remain bounded.
If σN > 4, the combination of (8.3) and (8.4) shows immediately that (8.2) holds. If σN = 4, we first
deduce from (8.4) that the quantity
∫
RN
|∇u+c |2 dx remains bounded and then Lemma 2.2 permits to
conclude that it is also the case for
∫
RN
|∆u+c |2 dx. Thus (8.2) also holds when σN = 4.
Now using the fact that α+c > 0 is small when c > c0 is sufficiently large, we may rewrite the equation
in (P+c ) as a system 

−γ∆uc + λ1uc = vc,
−∆vc + λ2
γ
vc = |u¯+c |2σu¯+c ,
where λ1, λ2 ≥ 0 satisfy λ1λ2 = γα+c , and λ1 + λ2 = 1. It is then standard, by the strong maximum
principle, to deduce that uc > 0 and in particular uc satisfies (1.2). 
Remark 8.1. Observe that, when N = 1, 2 and 4 ≤ σN < ∞ or 4/3 ≤ σ ≤ 2 and N = 3 or N = 4
and σ = 1, one can work directly in
M+(c) := {u ∈ S(c) : Q+(u) = 0},
and prove that any solution associated to Γ+(c) := infu∈M+(c)E+(u) is radially symmetric and positive.
Indeed, under our assumptions on (N, σ), the conclusions of Lemma 2.1 are available and thus the
analogue of Theorem 1.3 yields the existence of a solution associated to γ+(c) for any c > c0. Proceeding
as in the proof of Theorem 1.9 one can show that this solution is positive. Now to show that the solution
is radially symmetric around some point, we set
f(u, v) := (
1
4γ
− α+c )u −
1
2γ
v + |u|2σu, g(u, v) := v − 1
2
u.
Then, (1.2) is equivalent to the cooperative system{
γ∆u+ g(u, v) = 0,
∆v + f(u, v) = 0.
Since we are in the setting of Busca-Sirakov [25], we can apply [25, Theorem 2], to deduce that any
positive solution is radially symmetric around some point.
9. The Dispersive equation, proof of Theorems 1.10 and 1.12
This section is devoted to the dynamics of the solutions u = u(t, x) to the dispersive equation (1.1).
First, we exhibit a class of initial data for which solutions to (1.1) exists globally in time. We then
discuss the instability of the standing waves associated to radial ground state solutions.
We start by recalling the local well-posedness of the solutions to (1.1) and a blow-up alternative due
to [44],
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Lemma 9.1. ([44, Proposition 4.1]) Let 0 < σN < 4∗. For any u0 ∈ H2(RN ), there exist T > 0 and
a unique solution u ∈ C([0, T );H2(RN )) to (1.1) with initial datum u0 so that the mass and the energy
are conserved along time, that is for any t ∈ [0, T )
‖u(t)‖2 = ‖u0‖2, and E(u(t)) = E(u0).
Moreover, either T =∞, or limt→T− ‖∆u(t)‖2 =∞.
Proof of Theorem 1.10. Let c > c0 be arbitrary. First, observe that Oc 6= ∅. Indeed, we know from
Lemma 3.1 that if c > c0 then M(c) 6= ∅. Fixing v ∈ M(c), we have by definition that E(v) ≥ Γ(c) > 0
and Q(v) = 0. From the scaling (1.7), we see that E(vλ)→ 0 as λ→ 0. Note also that
Q(vλ) = (λ
2 − λσN2 )γ
∫
RN
|∆u|2 dx + λ− λ
σN
2
2
∫
RN
|∇u|2 dx,
which proves that, for any 4 ≤ σN < 4∗, Q(vλ) → 0+ as λ → 0. Thus, taking λ > 0 small enough, we
have that vλ ∈ Oc.
Let u0 ∈ Oc and denote by u ∈ C([0, T );H2(RN )) the solution to (1.1) with initial datum u0. We
now prove that u exists globally in time, i.e. T = ∞. Suppose by contradiction that T < ∞. From
Lemma 9.1, we infer that
lim
t→T−
∫
RN
|∆u(t)|2 dx =∞.
Observe that E(u(t)) = E(u0) for 0 ≤ t < T , and
E(u(t))− 2
σN
Q(u(t)) = γ
σN − 4
2σN
∫
RN
|∆u|2 dx+ σN − 2
2σN
∫
RN
|∇u|2 dx.
Thus, when 4 < σN < 4∗, we deduce from (9) that
lim
t→T−
Q(u(t)) = −∞.
When σN = 4, using the fact that both the energy and the mass are conserved, Lemma 2.2 applies and
shows
lim
t→T−
∫
RN
|∇u(t)|2 dx =∞.
Again we deduce from (9) that (9) holds.
By continuity, we infer that there exists t0 ∈ (0, T ) such that Q(u(t0)) = 0. Since ‖u(t0)‖2 = ‖u0‖2 =
c, we have E(u(t0)) ≥ Γ(c) by definition γ. This contradicts the fact that E(u(t0)) = E(u0) < Γ(c). 
Let us now prove Theorem 1.12. To this aim, we first recall the localized virial identity introduced
in [24], namely
MϕR [u] := 2Im
∫
RN
u¯∇ϕR∇u dx,
where u ∈ H2(RN ), ϕ : RN → R is a radial function such that ∇jϕ ∈ L∞(RN ) for 1 ≤ j ≤ 6,
ϕ(r) :=


r2
2
for r ≤ 1
const. for r ≥ 10
, ϕ′′(r) ≤ 1 for r ≥ 0,
and ϕR(r) := R
2ϕ(
r
R
) for R > 0.
In [24, Lemma 3.1], it is proved, for N ≥ 2, that if u ∈ C([0, T );H2(RN )) is the radial solution to
(1.1) with initial datum u0 ∈ H2rad(RN ), then
d
dt
MϕR [u(t)] ≤ 4NσE(u0)− (2Nσ − 8)γ‖∆u(t)‖22 − (2Nσ − 4)‖∇u(t)‖22
+O
(‖∇u(t)‖22
R2
+
‖∇u(t)‖σ2
Rσ(N−1)
+
1
R2
+
1
R4
)
= 8Q(u(t)) +O
(‖∇u(t)‖22
R2
+
‖∇u(t)‖σ2
Rσ(N−1)
+
1
R2
+
1
R4
)
.
(9.1)
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Proof of Theorem 1.12. Suppose that uc is a radial ground state solution, and define
Θ := {v ∈ H2rad(RN )\{0} : E(v) < E(uc), ‖v‖2 = ‖uc‖2, Q(v) < 0}.
The set Θ contains elements arbitrarily close to uc in H
2(RN ). Indeed letting v0 := (uc)λ we see from
Lemma 3.4 that v0 ∈ Θ if λ > 1 and that v0 → uc in H2rad(RN ) as λ→ 1+. Let v ∈ C([0, T );H2rad(RN ))
be the solution to (1.1) with radial initial datum v0 and T ∈ (0,∞] be the maximal existence time. To
prove the theorem, we just need to show that v(t) blows up in finite time. We divide the remaining
arguments of the proof into four steps.
First Step – We claim that there exists β > 0 such that Q(v(t)) ≤ −β for any t ∈ [0, T ). Indeed,
arguing as in the proof of Theorem 1.10, we easily check that v(t) ∈ Θ and in particular Q(v(t)) < 0 for
any t ∈ [0, T ). Now setting v := v(t), in view of Lemma 3.4, since Q(v) < 0, there exists λ∗ < 1 such
that Q(vλ∗) = 0. Moreover the function λ 7→ E(vλ) is concave for λ ∈ [λ∗, 1], thus
E(vλ∗)− E(v) ≤ (λ∗ − 1)∂E(uλ)
∂λ
|λ=1 = (λ∗ − 1)Q(v).
Since Q(v) < 0, E(v) = E(v0) and vλ∗ ∈Mrad(c), we deduce that
Q(v) ≤ (1 − λ∗)Q(v) ≤ E(v)− E(vλ∗) ≤ E(v0)− E(uc) =: −β.
Second Step – Suppose that σ ≤ 4. We claim that there exists δ > 0 such that
(9.2)
d
dt
MϕR [v(t)] ≤ −δ‖∇v(t)‖22 for t ∈ [0, T ),
and t1 ≥ 0 such that
(9.3) MϕR [v(t)] < 0 for t ≥ t1.
To prove (9.2), we need to distinguish two cases.
Case 1: Let
T1 := {t ∈ [0,∞) : (σN − 2)‖∇v(t)‖22 ≤ 4NσE(v0)}.
It follows from (9.1) and the First Step that
(9.4)
d
dt
MϕR [v(t)] ≤ −7β ≤ −δ||∇v(t)||22
for some δ > 0 sufficiently small and R > 0 sufficiently large.
Case 2: Set
T2 := [0,∞)\T1 = {t ∈ [0,∞) : (σN − 2)‖∇v(t)‖22 > 4NσE(v0)}.
Using the interpolation inequality (2.3), we infer from (9.1) that
d
dt
MϕR [v(t)] ≤ −(Nσ − 2)‖∇v(t)‖22 −
(2Nσ − 8)γ
||v0||22
‖∇v(t)‖42
+O
(
1
R4
+
‖∇v(t)‖22
R2
+
‖∇v(t)‖σ2
Rσ(N−1)
+
µ
R2
)
.
Taking R large enough and noticing that under our assumptions, we have σ ≤ 2 if Nσ = 4 and σ ≤ 4
if σN > 4, we deduce that
(9.5)
d
dt
MϕR [v(t)] ≤ −
(Nσ − 2)
2
‖∇v(t)‖22.
Combining (9.4) and (9.5), we conclude that there exists δ > 0 such that (9.2) holds. Finally, since
MϕR [v(t)] =MϕR [v0] +
∫ t1
0
d
ds
MϕR [v(s)]ds,
the inequality (9.3) follows from the estimate
∣∣ d
dt
MϕR [v(t)]
∣∣ ≥ min{7β, (Nσ − 2)
2
||∇v(t)||22
}
.
Third Step – We now conclude that the solution v(t) to (1.1) with initial datum v0 blows up in finite
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time when σ ≤ 4. For that purpose, we adapt another argument from [24]. Suppose by contradiction
that T =∞. Then, integrating (9.2) on [t1, t], and taking (9.3) into account, we have that
MϕR [v(t)] ≤ −δ
∫ t
t1
‖∇v(s)‖22ds.
Now using the Cauchy-Schwarz’s inequality, we get from the definition of MϕR [v(t)] that
|MϕR [v(t)]| ≤ 2‖∇ϕR‖∞‖v(t)‖2‖∇v(t)‖2 ≤ C‖∇v(t)‖2.
Thus, for some τ > 0,
(9.6) MϕR [v(t)] ≤ −τ
∫ t
t1
|MϕR [v(s)]|2ds.
Setting z(t) :=
∫ t
t1
|MϕR [v(s)]|2ds, we obtain from (9.6) that z′(t) ≥ τ2z(t)2. Integrating this equation,
we deduce that MϕR [v(t)] → −∞ when t tends to some finite time t∗. Therefore, the solution v(t)
cannot exist for all t > 0. By the blow-up alternative recalled in Lemma 9.1 this ends the proof of the
theorem when σ ≤ 4.
Fourth Step – The case σ > 4. First, observe that if ‖∇v(t)‖2 is unbounded for t ∈ [0, T ), then
‖∆v(t)‖2 is unbounded for t ∈ [0, T ). Therefore v(t) blows up either in finite or infinite time. On the
other hand, if ‖∇v(t)‖2 is bounded for t ∈ [0, T ), since Q(v(t)) < −β by the First Step, we can choose
R ≥ 1 sufficiently large to deduce from (9.1) that
(9.7)
d
dt
MϕR [v(t)] ≤ −4β.
As in [24], suppose by contradiction that T =∞. Then, there exists t1 ≥ 0 such that MϕR [v(t)] < 0 for
all t ≥ t1. Using Cauchy-Schwarz’s inequality and integrating (9.7) between [t1, t], we find
−‖∇ϕR‖∞‖v(t)‖3/22 ‖∆v(t)‖1/22 ≤MϕR [v(t)] ≤ −4a(t− t1).
Therefore, we see that either v(t) blows up in finite time or that
‖∆v(t)‖22 ≥ C(t− t1)2, for all t ≥ t1.
This completes the proof. 
10. Appendix
The following lemma is proved in [19].
Lemma 10.1. Let 0 < σN < 4∗. If v ∈ H2(RN ) is a weak solution of
γ∆2v − µ∆v + ωv = d|v|2σv
where γ, µ, ω, d are constants, then v satisfies I(v) = P (v) = Q(v) = 0 where
I(u) = γ‖∆u‖22 + µ‖∇u‖22 + ω‖u‖22 − d‖u‖2σ+22σ+2.
P (u) =
(N − 4)γ
2
‖∆u‖22 +
(N − 2)µ
2
‖∇u‖22 +
Nω
2
‖u‖22 −
dN
2σ + 2
‖u‖2σ+22σ+2,
and
Q(u) = γ‖∆u‖22 +
µ
2
‖∇u‖22 −
dσN
2(2σ + 2)
‖u‖2σ+22σ+2.
Remark 10.2. Observe that the previous lemma also holds if we assume that v ∈ X (X being defined
in (5.10)) and ω = 0.
Proposition 10.3. Let N ≥ 5 and σ ∈ ( 2N−2 , 4N−4 ). Then any solution u ∈ X to (5.9) belongs to
L2(RN ).
Proof. We can assume without loss of generality that γ = 1. The main idea of the proof consists in
testing (5.9) with a function ϕ2u where, roughly, ϕ(x) = 1 + |x|.
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Let ψ ∈ C∞(RN ) with supp ψ ⊂ RN\BR(0) be such that ψ(x) = 1 for |x| ≥ 2R. Here R > 0 is a
constant to be determined later. For R1 > 2R, we define ϕ := ψhR1 , where hR1 ∈ C2(RN ) satisfies
hR1(x) =


|x| for 2R ≤ |x| < R1,
R1
(
1 + th
( |x| −R1
R1
))
for |x| ≥ R1.
Note that in the definition of hR1 , th denotes the hyperbolic tangent. Now let
λ1(R1) := sup
|x|≥2R
|x||∇ϕ(x)|
ϕ(x)
, λ2(R1) := sup
|x|≥2R
|x||∆ϕ(x)|
ϕ(x)
.(10.1)
From the definition of ϕ it readily follows that λ1(R1) = 1 for all R1 > 0 and that λ2 := λ2(R1)→ 0 as
R1 →∞.
As a preliminary step we derive some pointwise identities. Simple calculations yield
∆(ϕ2u) = ϕ2∆u+ 4ϕ∇u∇ϕ+ u(2ϕ∆ϕ+ 2|∇ϕ|2),
and
(∆(ϕu))2 = ϕ2(∆u)2 + 4|∇ϕ∇u|2 + u2(∆ϕ)2 + 4ϕ∆u∇ϕ∇u
+ 2ϕu∆u∆ϕ+ 4u∆ϕ∇ϕ∇u.
Combining the two previous identities, we obtain
(∆(ϕu))2 = ∆u∆(ϕu2)
+ 4|∇ϕ∇u|2 + u2(∆ϕ)2 + 4∇ϕ∇uu∆ϕ− 2u∆u|∇ϕ|2.(10.2)
We shall also use the relation
(10.3) |∇(ϕu)|2 = ∇u∇(ϕ2u) + |∇ϕ|2u2.
Now testing (5.9) with ϕ2u and using (10.2)-(10.3), we infer that∫
RN
|∆(ϕu)|2 + |∇(ϕu)|2 dx =
∫
RN
|ϕu|2|u|2σ +
∫
RN
|∇ϕ|2|u|2 dx
+ 4
∫
RN
|∇ϕ∇u|2 dx+
∫
RN
|u∆ϕ|2 dx
+ 4
∫
RN
u∆ϕ∇ϕ∇u dx− 2
∫
RN
u∆u|∇ϕ|2 dx.
(10.4)
Recalling Ho¨lder inequality and taking into account (2.2), we obtain∫
RN
|ϕu|2|u|2σ dx ≤
(∫
|x|≥R
|u|2σ+2 dx
) σ
σ+1 (∫
RN
|ϕu|2σ+2 dx
) 1
σ+1
≤ C
(∫
|x|≥R
|u|2σ+2
) σ
σ+1 ∫
RN
|∆(ϕu)|2 + |∇(ϕu)|2 dx.
Set δ(R) := C
(∫
|x|≥R |u|2σ+2
) σ
σ+1
and observe that δ(R) → 0 as R → ∞. It then follows from (10.4)
that
(1 − δ(R))
∫
RN
|∆(ϕu)|2 + |∇(ϕu)|2 dx ≤
∫
RN
|∇ϕ|2|u|2 dx+ 4
∫
RN
|∇ϕ∇u|2 dx
+
∫
RN
|u∆ϕ|2 dx+ 4
∫
RN
u∆ϕ∇ϕ∇u dx
− 2
∫
RN
u∆u|∇ϕ|2 dx =:
5∑
i=1
Ii.
(10.5)
We now estimate Ii for 1 ≤ i ≤ 5. It comes from (10.1) that
I1 =
∫
RN
|∇ϕ|2|u|2 dx =
∫
|x|<2R
|∇ϕ|2|u|2 dx+
∫
|x|≥2R
|∇ϕ|2|u|2 dx
≤ C
∫
|x|<2R
|u|2 dx+
∫
|x|≥2R
|ϕu|2
|x|2 dx.
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Noting that ∇ϕ∇(ϕu) = |∇ϕ|2u+ (∇ϕ∇u)ϕ, it follows for |x| ≥ 2R, that
|∇ϕ∇u| ≤ |∇ϕ∇(ϕu)|
ϕ
+
|∇ϕ|2
ϕ2
|ϕu|.
Combining this inequality and Young’s inequality, we obtain, for any ε > 0,
I2
4
=
∫
RN
|∇ϕ∇u|2 dx ≤
∫
|x|<2R
|∇ϕ∇u|2 dx+
∫
|x|≥2R
|∇ϕ∇u|2 dx
≤ C
∫
|x|<2R
|∇u|2 dx +
∫
|x|≥2R
(1 + ε)
|∇ϕ∇(ϕu)|2
|ϕ|2 +
(
1 +
1
ε
) |∇ϕ|4
|ϕ|4 |ϕu|
2 dx
≤ C
∫
|x|<2R
|∇u|2 dx + (1 + ε)
∫
|x|≥2R
|∇(ϕu)|2
|x|2 +
(
1 +
1
ε
)∫
RN
|ϕu|2
|x|4 dx.
Using (10.1) again, we get
I3 =
∫
RN
|u∆ϕ|2 dx ≤
∫
|x|<2R
|u|2|∆ϕ|2 dx+
∫
|x|≥2R
|u|2|∆ϕ|2 dx
≤ C
∫
|x|<2R
|u|2 dx+ λ22
∫
|x|≥2R
|ϕu|2
|x|2 dx.
Next we estimate I4. Given ε > 0, Young’s inequality leads to
I4 = 4
∫
RN
u∆ϕ∇ϕ∇u dx ≤ 4
∫
|x|≥2R
|u∆ϕ||∇ϕ∇u| dx
≤ 2ε
∫
|x|≥2R
|∇ϕ∇u|2 dx+ 2
ε
∫
|x|≥2R
|u∆ϕ|2 dx = εI2
2
+
2I3
ε
≤ Cε
∫
|x|<2R
|∇u|2 + |u|2 dx+ 2(ε+ ε2)
∫
|x|≥2R
|∇(ϕu)|2
|x|2 dx
+ 2 (1 + ε)
∫
|x|≥2R
|ϕu|2
|x|4 dx+
2λ22
ε
∫
|x|≥2R
|ϕu|2
|x|2 dx.
We finally consider I5. For |x| ≥ 2R, we have
∆u =
∆(uϕ)
ϕ
− 2∇u∇ϕ
ϕ
+
u∆ϕ
ϕ
.
This implies
I5
2
≤
∫
|x|<2R
|u∆u||∇ϕ|2 dx+
∫
|x|≥2R
|u∆u||∇ϕ|2 dx
≤ C
∫
|x|<2R
|u∆u| dx+
∫
|x|≥2R
|∆(uϕ)| |u||∇ϕ|
2
|ϕ| dx
+ 2
∫
|x|≥2R
|∇u∇ϕ| |u||∇ϕ|
2
|ϕ| dx+
∫
|x|≥2R
|u|2 |∇ϕ|
2|∆ϕ|
|ϕ| dx
:= C
∫
|x|<2R
|u∆u| dx+
3∑
i=1
Ji.
By Young’s inequality, we have
J1 ≤ τ
2
∫
|x|≥2R
|∆(uϕ)|2 dx+ 1
2τ
∫
|x|≥2R
|u|2 |∇ϕ|
4
|ϕ|2 dx
≤ τ
2
∫
|x|≥2R
|∆(uϕ)|2 dx+ 1
2τ
∫
|x|≥2R
|ϕu|2
|x|4 dx,
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where τ > 0. We also get
J2 ≤
∫
|x|≥2R
|∇u∇ϕ|2 dx+
∫
|x|≥2R
|u|2|∇ϕ|4
|ϕ|2 dx ≤
I2
4
+
∫
|x|≥2R
|ϕu|2
|x|4 dx
≤ C
∫
|x|<2R
|∇u|2 dx +
(
2 +
1
ε
)∫
|x|≥2R
|ϕu|2
|x|4 dx
+ (1 + ε)
∫
|x|≥2R
|∇(ϕu)|2
|x|2 dx
and
J3 =
∫
|x|≥2R
|u|2 |∆ϕ||∇ϕ|
2
|ϕ| dx ≤ λ2
∫
|x|≥2R
|ϕu|2
|x|3 dx.
Pulgging these estimates for the Ji’s, we obtain
I5 ≤ C
∫
|x|<2R
|u|2 + |∇u|2 dx+ (2 + 2ε)
∫
|x|≥2R
|∇(ϕu)|2
|x|2 dx
+ 2λ2
∫
|x|≥2R
|ϕu|2
|x|3 dx+
(
4 +
1
τ
+
2
ε
)∫
|x|≥2R
|ϕu|2
|x|4 dx
+ τ
∫
|x|≥2R
|∆(uϕ)|2 dx.
At last, combining the above estimates for the Ii’s, we deduce that
5∑
i=1
Ii ≤ C(R) +
(
6 + 8ε+ 2ε2
) ∫
|x|≥2R
|∇(ϕu)|2
|x|2 dx + 2λ2
∫
|x|≥2R
|ϕu|2
|x|3 dx
+
(
10 +
1
τ
+
6
ε
+ 2ε
)∫
|x|≥2R
|ϕu|2
|x|4 dx +
(
1 + λ22 +
2λ22
ε
)∫
|x|≥2R
|ϕu|2
|x|2 dx
+ τ
∫
|x|≥2R
|∆(uϕ)|2 dx.
Recalling Hardy’s inequalities ∫
RN
|∇v|2 dx ≥
(
N − 2
2
)2 ∫
RN
|v|2
|x|2 dx,∫
RN
|∆v|2 dx ≥ N
2
4
∫
RN
|∇v|2
|x|2 dx,
(10.6)
we deduce from (10.5) and (10.6) that
(1 − δ(R))
∫
RN
|∆(ϕu)|2 + |∇(ϕu)|2 dx ≤ C(R) +
(
4
N2
(
6 + 8ε+ 2ε2
)
+ τ
)∫
RN
|∆(ϕu)|2 dx
+
(
2
N − 2
)2(
1
4R2
(
10 +
1
τ
+
6
ε
+ 2ε
)
+
(
1 + λ22 +
2λ22
ε
)
+
λ2
R
)∫
RN
|∇(ϕu)|2 dx.
Since N ≥ 5 and since δ(R) → 0 as R → ∞, we can choose ε, τ > 0 small enough, and R > 0 large
enough so that (
4
N2
(
6 + 8ε+ 2ε2
)
+ τ
)
< 1− δ,
and (
2
N − 2
)2 (
1
4R2
(
10 +
1
τ
+
6
ε
+ 2ε
)
+
(
1 + λ22 +
2λ22
ε
)
+
λ2
R
)
< 1− δ.
We just show that there exists a constant C > 0 depending on R only such that∫
RN
|∇(ϕu)|2 dx ≤ C.
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It now follows from (10.6) that ∫
|x|≥2R
|ϕu|2
|x|2 dx ≤ C
uniformly with respect to R1. Finally, we take R1 →∞ and we observe that
|ϕu|2
|x|2 → u
2 a.e for |x| ≥ 2R.
Fatou’s Lemma then implies that u ∈ L2(RN\B2R(0)) so that u ∈ L2(RN ). 
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