









Extension of Cellular Automata by Introducing an Algorithm 



















Uram とNeuman [1] によって提唱された．その後 1970年代に入り，2次元CAで生命活動を想起させるよ
うな複雑な振る舞いをするものがConwayによって発見され，ライフゲームと呼ばれて注目された[2, 3]．さ

































次章では，上記の拡張および近傍推定について議論し，特に 1次元の CAで最も基本的なセル状態が 2値
(aliveまたはdead)の3近傍ルール(Elementary Cellular Automata: ECA)を例にとり，再帰的近傍推定の定式




























































(𝑡𝑡+1) = 𝑓𝑓(𝑥𝑥𝑖𝑖−1(𝑡𝑡) ,𝑥𝑥𝑖𝑖(𝑡𝑡),𝑥𝑥𝑖𝑖+1(𝑡𝑡) )      (1) 
を 
𝜑𝜑𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓(𝜑𝜑0,𝑖𝑖−1(𝑡𝑡+1),𝑥𝑥𝑖𝑖(𝑡𝑡),𝜑𝜑0,𝑖𝑖+1(𝑡𝑡+1))     (2) 
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と解釈するのである．但し，𝜑𝜑0,𝑖𝑖±1(𝑡𝑡+1)は 3近傍を構成できない両隣のセルの時刻𝑡𝑡 + 1での推定値を表し，仮定
(iv)よりこれらの推定値は時刻𝑡𝑡での状態𝑥𝑥𝑖𝑖±1(𝑡𝑡)にそれぞれ等しくなる．また，𝜑𝜑𝑅𝑅,𝑖𝑖(𝑡𝑡+1)は実際にセル𝑖𝑖の状態値に
なるので𝑥𝑥𝑖𝑖
(𝑡𝑡+1)と等しく，Eq. (2)はEq. (1)に一致する．すなわち，𝑅𝑅 = 𝑟𝑟 = 1 の拡張ルールはベースルールと
同等である．これはECAに限ったことではなく，一般に𝑅𝑅 = 𝑟𝑟の拡張CAは基本のCAに等しい． 
次に𝑅𝑅 = 2の場合に進もう．これは 5近傍ルールに対応するが，ベースルールは 3近傍ECAであり，再帰
的近傍推定が意味を持つことになる．仮定(iii)から，セル𝑖𝑖の両隣のセル𝑖𝑖 − 1と𝑖𝑖 + 1の推定において，セル
𝑖𝑖 − 2と𝑖𝑖およびセル𝑖𝑖と𝑖𝑖 + 2はそれぞれ両隣となり 3近傍を構成できるが，5近傍は構成できない．従ってセ
ル𝑖𝑖 − 1と𝑖𝑖 + 1の知覚領域の半径は1であり，上の𝑅𝑅 = 1の場合の要領で𝑡𝑡 + 1の状態値が推定される．以上の
ことから，𝑅𝑅 = 2のルールは 3近傍のベースルールを用いて次のように表現される． 
𝑥𝑥𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓(𝜑𝜑1,𝑖𝑖−1(𝑡𝑡+1),𝑥𝑥𝑖𝑖(𝑡𝑡),𝜑𝜑1,𝑖𝑖+1(𝑡𝑡+1)) = 𝑓𝑓(𝑓𝑓(𝜑𝜑0,𝑖𝑖−2(𝑡𝑡+1), 𝑥𝑥𝑖𝑖−1(𝑡𝑡) ,𝜑𝜑0,𝑖𝑖(𝑡𝑡+1)), 𝑥𝑥𝑖𝑖(𝑡𝑡), 𝑓𝑓(𝜑𝜑0,𝑖𝑖(𝑡𝑡+1), 𝑥𝑥𝑖𝑖+1(𝑡𝑡) ,𝜑𝜑0,𝑖𝑖+2(𝑡𝑡+1))) 
= 𝑓𝑓 �𝑓𝑓 �𝑥𝑥𝑖𝑖−2(𝑡𝑡) ,𝑥𝑥𝑖𝑖−1(𝑡𝑡) ,𝑥𝑥𝑖𝑖(𝑡𝑡)� , 𝑥𝑥𝑖𝑖(𝑡𝑡),𝑓𝑓 �𝑥𝑥𝑖𝑖(𝑡𝑡),𝑥𝑥𝑖𝑖+1(𝑡𝑡) ,𝑥𝑥𝑖𝑖+2(𝑡𝑡) ��, 
ここで，𝜑𝜑1,𝑖𝑖−1(𝑡𝑡+1)と𝜑𝜑1,𝑖𝑖+1(𝑡𝑡+1)はあくまでもセル𝑖𝑖が推定したセル𝑖𝑖 − 1と𝑖𝑖 + 1の時刻𝑡𝑡 + 1での状態値であり，そ
れぞれ実際の状態𝑥𝑥𝑖𝑖−1(𝑡𝑡+1)と𝑥𝑥𝑖𝑖+1(𝑡𝑡+1)に等しいとは限らない．なぜなら，これらのセルの知覚領域が𝑅𝑅 = 1とは限
らないからである．同様にRが3以上の場合も実行できる．従って，一般に  𝜑𝜑𝑅𝑅,𝑖𝑖(𝑡𝑡+1) = 𝑓𝑓( 𝜑𝜑𝑅𝑅−1,𝑖𝑖−1(𝑡𝑡+1) , 𝑥𝑥𝑖𝑖(𝑡𝑡),  𝜑𝜑𝑅𝑅−1,𝑖𝑖+1(𝑡𝑡+1) ),     (2) 
となり，知覚領域内のセル𝑖𝑖 − 𝑗𝑗と𝑖𝑖 + 𝑗𝑗の推定値𝜑𝜑𝑅𝑅−𝑗𝑗 ,𝑖𝑖−𝑗𝑗(𝑡𝑡+1) と𝜑𝜑𝑅𝑅−𝑗𝑗 ,𝑖𝑖+𝑗𝑗(𝑡𝑡+1) はそれぞれ再帰的に 
𝜑𝜑𝑅𝑅−𝑗𝑗 ,𝑖𝑖−𝑗𝑗(𝑡𝑡+1) = 𝑓𝑓�𝜑𝜑𝑅𝑅−𝑗𝑗−1,𝑖𝑖−𝑗𝑗−1(𝑡𝑡+1) , 𝑥𝑥𝑖𝑖−𝑗𝑗(𝑡𝑡) ,𝜑𝜑𝑅𝑅−𝑗𝑗−1,𝑖𝑖−𝑗𝑗+1(𝑡𝑡+1) �,
𝜑𝜑𝑅𝑅−𝑗𝑗 ,𝑖𝑖+𝑗𝑗(𝑡𝑡+1) = 𝑓𝑓�𝜑𝜑𝑅𝑅−𝑗𝑗−1,𝑖𝑖+𝑗𝑗−1(𝑡𝑡+1) , 𝑥𝑥𝑖𝑖+𝑗𝑗(𝑡𝑡) ,𝜑𝜑𝑅𝑅−𝑗𝑗−1,𝑖𝑖+𝑗𝑗+1(𝑡𝑡+1) �,       (3) 
で与えられる．但し，𝑗𝑗 = 1,2,⋯ ,𝑅𝑅 − 1であり，𝑗𝑗 = 𝑅𝑅のとき，仮定(iv)によりセル𝑖𝑖 − 𝑅𝑅と𝑖𝑖 + 𝑅𝑅の推定値につ
いて 
𝜑𝜑0,𝑖𝑖±𝑅𝑅(𝑡𝑡+1) = 𝑥𝑥𝑖𝑖±𝑅𝑅(𝑡𝑡) , 𝜑𝜑0,𝑖𝑖±𝑅𝑅∓2(𝑡𝑡+1) = 𝑥𝑥𝑖𝑖±𝑅𝑅∓2(𝑡𝑡)            (4) 
が成り立つ．すなわち，仮定(vi)は再帰処理における終了条件(termination condition)に対応する． 







前節では，ECA をベースルールとした再帰的近傍推定による拡張 ECA を定式化した．5 近傍以上の CA
や 2次元の CAについても同様に拡張できる．ここでは拡張 ECAと，2次元正方格子上のMoore型 9近傍
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ECAに属する 28 = 256 個のルールはWolframによるルール番号に従って#0～#255で表現するものとし，そのうち，
対称性を考慮すれば独立なルールは88個であることが知られている[10, 11]．拡張ECAのルール系列を[ルール
番号]で表し，系列内の個々の拡張CAを扱う場合には，ルール番号の後ろに文字Rとその値を付加するもの




















3.2 拡張Life-like CA 
ライフゲームを含む 2次元 8近傍外部総和型ルールは Life-like CAとしてこれまでに多くの研究がなされ
ているが[12, 13]，ここでは，ランダムな初期状態からのパターン形成で特徴的なものを紹介する． 
Golly/RLE形式に従えば[13]，あるセルの状態が deadのとき次の時間に aliveに変化することを birthと呼
び，aliveのとき次の時間もそのまま aliveであることを survivalと呼んで，birth(B)または survival(S)となる
R=1 (ベース) R=2 R=3 R=4 
図1 [#134]のパターン形成 
R=1 (ベース) R=2 R=3 R=4 
図2 [#30]のパターン形成 
R=1 (ベース) R=2 R=3 R=4 
図3  [#110]のパターン形成 





され，dead状態のセルを取り巻く 8近傍セルのうち 3個が aliveであれば birthが生じ，alive状態のセルの








𝑅𝑅 = 1での静止物体は同様に静止物体となる(図 4)．また，𝑅𝑅が大きく
なるほどランダムな初期配位から休止状態に至る遷移時間は短くなる(図 5)．すなわち，各セルが取得する情
報量が増大するとともにパターン形成に要する時間も短縮されており，情報がゆらぎの制御に有効に利用さ
























R=1 (ベース) R=2 R=3 R=4 
図6 [B23S234]のパターン 













と凝固するような変化を想起させる．さらに B4S1234R1と R2では，ランダムな R1に対して，休止状態に
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