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We establish a global convergence result and then apply it to show that under
appropriate hypotheses every positive solution of the difference equation
xn+1 =
mX
i=0
Ai
xn−2i
; n = 0; 1; : : : ;
converges to a period two solution. ' 2000 Academic Press
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1. INTRODUCTION AND PRELIMINARIES
We establish a global convergence result and then apply it to investigate
the periodic character of the positive solutions of the difference equation
xn+1 =
mX
i=0
Ai
xn−2i
; n = 0; 1; : : : ; (1)
where Ai ∈ 0;∞ for i = 0; 1; : : : ;m: We show that every solution of
Eq. (1) converges to a period two solution provided that two of the coef-
cients Ai and Aj are positive, with 2i+ 1 and 2j + 1 relatively prime.
We also show that Conjecture 4.3.2 about Eq. (1) in [5] is true when
A0 > 0; but is false in some cases when A0 = 0:
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It was shown in [1] that when A > 0; every positive solution of the
difference equation
xn+1 =
A
xn
+ 1
xn−2
; n = 0; 1; : : : ; (2)
converges to a period two solution. A generalization of this result to a class
of difference equations of the form
xn+1 = f xn; xn−2 ; n = 0; 1; : : : ; (3)
was given in [2].
The following theorem (which we state and prove for the convenience of
the reader) treats the method of full limiting sequences which was devel-
oped by G. Karakostas (see [3]).
Theorem A [3]. Let F ∈ CIk+1; I for some interval I of real numbers
and for some non-negative integer k, and consider the difference equation
xn+1 = Fxn; xn−1; : : : ; xn−k: (4)
Let xn∞n=−k be a solution of Eq. (4), and suppose that there exist constants
A ∈ I and B ∈ I such that
A ≤ xn ≤ B for all n ≥ −k:
Let L0 be a limit point of the sequence xn∞n=−k: Then the following state-
ments are true.
(i) There exists a solution Ln∞n=−∞ of Eq. (4), called a full limiting
sequence of xn∞n=−k; such that L0 = L0; and such that for every N ∈
: : : ;−1; 0; 1; : : :; LN is a limit point of xn∞n=−k:
(ii) For every i0 ≤ −k; there exists a subsequence xri∞i=0 of xn∞n=−k
such that
LN = lim
i→∞
xri+N for every N ≥ i0:
Proof. We rst show that there exists a solution ln∞n=−k−1 of Eq. (4)
such that l0 = L0; and such that for every N ≥ −k− 1; lN is a limit point
of xn∞n=−k:
To this end, observe that there exists a subsequence xni∞i=0 of xn∞n=−k
such that
lim
i→∞
xni = L0:
Now the subsequence xni−1∞i=1 of xn∞n=−k also lies in the interval A;B;
and so it has a limit point which we denote byL−1: It follows that there
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exists a further subsequence xnj∞j=0 of xni∞i=0 such that limj→∞xnj−1 = L−1:
Thus we see that
lim
j→∞
xnj−1 = L−1 and limj→∞xnj = L0:
It follows similarly to the above that after re-labelling, if necessary, we may
assume that
lim
j→∞
xnj−k−1 = L−k−1; limj→∞xnj−k = L−k; : : : ; limj→∞xnj = L0:
Consider the solution ln∞n=−k−1 of Eq. (4) with the initial conditions
l−1 = L−1; l−2 = L−2; : : : ; l−k−1 = L−k−1:
Then
f L−1;L−2; : : : ;L−k−1 = lim
j→∞
f xnj−1; xnj−2; : : : ; xnj−k−1
= lim
j→∞
xnj = L0 = l0:
It follows by induction that the solution ln∞n=−k−1 of Eq. (4) has the de-
sired property that l0 = L0; and that lN is a limit point of xn∞n=−k for
every N ≥ −k− 1:
Let S be the set of all solutions L˜n∞n=−m of Eq. (4) such that the fol-
lowing statements are true.
(i) −∞ ≤ −m ≤ −k− 1:
(ii) L˜n = ln for all n ≥ −k− 1:
(iii) For every j0 ∈domainL˜n∞n=−m; there exists a subsequence xnl∞l=0
of xn∞n=−k such that
L˜N = lim
l→∞
xnl+N for all N ≥ j0:
Clearly ln∞n=−k−1 ∈ S; and so S 6= Z: Given y; z ∈ S; we say that y  z
if y ⊂ z: It follows that S; is a partially-ordered set which satises the
hypotheses of Zorn’s Lemma, and so we see that S has a maximal element
which clearly is the desired solution Ln∞n=−∞:
2. A GLOBAL CONVERGENCE RESULT
Let I be an interval of real numbers and let k be a non-negative integer,
and assume that F ∈ CIk+1; I is a function which is non-decreasing in
each of its arguments.
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In this section we establish a general global convergence result, Theorem
2.2, for the difference equation
xn+1 = Fxn; xn−1; : : : ; xn−k ; n = 0; 1; : : : : (5)
We rst give a lemma, interesting in its own right, which will be very
useful in the proof of Theorem 2.2.
Lemma 2.1. Let I be an interval of real numbers and let k be a non-
negative integer, and assume that F ∈ CIk+1; I is a function which is non-
decreasing in each of its arguments. Suppose also that every point x¯ in I is an
equilibrium point of Eq. (5); that is,
Fx¯; x¯; : : : ; x¯ = x¯ for every x¯ ∈ I:
Let xn∞n=−k be a solution of Eq. (5). Set
m = minx−k; x−k+1; : : : ; x0 and M = maxx−k; x−k+1; : : : ; x0:
Then
m ≤ xn ≤M for all n ≥ −k:
Proof. Clearly
m ≤ xn ≤M for all − k ≤ n ≤ 0:
Now x1 = Fx0; x−1; : : : ; x−k; and
m = Fm;m; : : : ;m ≤ Fx0; x−1; : : : ; x−k ≤ FM;M; : : : ;M =M:
It follows by induction that
m ≤ xn ≤M for all n ≥ −k:
We are now ready for the proof of the main result of this section. Recall
that two distinct positive integers i and j are relatively prime if there exist
integers P and Q such that Pi+Qj = 1:
Theorem 2.2. Every solution of Eq. (5) has a nite limit in I if the fol-
lowing statements are true.
(i) F ∈ CIk+1; I is non-decreasing in each of its arguments.
(ii) Fz1; z2; : : : ; zk+1 is strictly increasing in at least two of its argu-
ments zi and zj; where i and j are relatively prime.
(iii) Every point x¯ in I is an equilibrium point of Eq. (5); that is,
Fx¯; x¯; : : : ; x¯ = x¯ for every x¯ ∈ I:
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Proof. Let xn∞n=−k be a solution of Eq. (5). It sufces to show that
there exists x¯ ∈ I such that lim
n→∞xn = x¯:
We know by Lemma 2.1 that
m ≤ xn ≤M for all n ≥ −k;
where
m = minx−k; x−k+1; : : : ; x0 and M = maxx−k; x−k+1; : : : ; x0:
To complete the proof, it sufces to show that
lim inf
n→∞ xn = lim supn→∞ xn:
So for the sake of contradiction, suppose that
lim inf
n→∞ xn < lim supn→∞
xn:
Recall that Fz1; z2; : : : ; zk+1 is strictly increasing in its ith and jth ar-
guments.
We know by Theorem A that there exists a full limiting sequence
In∞n=−∞ of xn∞n=−k with I0 = lim infn→∞ xn: Note that I0 ≤ I−n for all
n = 0; 1; : : : :
We claim that there exists an integer L < 0 such that
I0 = IL = IL−1 = : : : = IL−k:
Proof of the Claim
Case 1. Suppose i = 1 and j = 2: Then since F is non-decreasing in
each of its arguments, and as I0 ≤ I−n for n = 1; 2; : : : ; we see that
I0 = FI0; I0; : : : ; I0 ≤ FI−1; I−2; : : : ; I−k+1 = I0
and hence
FI0; I0; : : : ; I0 = FI−1; I−2; : : : ; I−k+1:
So as F is strictly increasing in its rst and second arguments, it follows
that
I0 = I−1 = I−2:
Since I−1 = I0; it follows similarly to the above that I−1 = I−2 = I−3: The
proof of the claim follows by induction with L = −1:
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Case 2. Suppose it is not the case that i = 1 and j = 2: Then it follows
that i and j − i are also relatively prime. Thus there exist positive integers
µ and ν such that
µi− νj − i = δ
where either δ = −1 or δ = 1:
For each pair of integers p; q with 0 ≤ q ≤ p; set
Ip;q = I−pi−qj−i:
Clearly
I0 = FI0; I0; : : : ; I0 ≤ FI−1; I−2; : : : ; I−k−1 = I0
from which it follows that
I0 = I−i = I−j :
Thus I0 = I1;0 = I1;1: It follows by induction that
I0 = Ip;q for all 0 ≤ q ≤ p:
Consider I0 = Ikµ+ν;0 = I−kµ+νi: We have
I−kµ+νi = = Ikµ+kν;0
I−kµ+νi+δ = I−kµi−kνi+µi−νj−i = Ik−1µ+kν;ν
I−kµ+νi+2δ = I−kµi−kνi+2µi−2νj−i = Ik−2µ+kν;2ν
:::
I−kµ+νi+kδ = I−kµi−kνi+kµi−kνj−i = Ikν;kν;
and so if δ = −1; then
I0 = I−kµ+νi = I−kµ+νi−1 = · · · = I−kµ+νi−k
and we take L = −kµ+ νi; while if δ = 1; then
I0 = I−kµ+νi = I−kµ+νi+1 = · · · = I−kµ+νi+k
and we take L = −kµ+ νi+ k:
The proof of the claim is complete. Thus there exists an integer L < 0
such that
I0 = IL = IL−1 = · · · = IL−k:
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In particular,
IL+1 = FIL; IL−1; : : : ; IL−k = FI0; I0; : : : ; I0 = I0:
It follows by induction that
IL+1 = FIL; IL−1; : : : ; IL−k = FI0; I0; : : : ; I0 = I0
IL+2 = FIL+1; IL; : : : ; IL−k+1 = FI0; I0; : : : ; I0 = I0
:::
I−1 = FI−2; I−3; : : : ; I−k−2 = FI0; I0; : : : ; I0 = I0
and so
I0 = I−1 = I−2 = · · · = I−k:
Set S = lim sup
n→∞
xn:
It follows by Theorem A that there exists a subsequence xri∞i=0 ofxn∞n=−k such that
lim
i→∞
xri = I0 = lim infn→∞ xn
lim
i→∞
xri−1 = I−1 = lim infn→∞ xn
:::
lim
i→∞
xri−k = I−k = lim infn→∞ xn:
Hence there exists i ≥ 0 with ri ≥ k such that
maxxri ; xri−1; : : : ; xri−k < I0 +
1
2
S − I0:
It follows by Lemma 2.1 that
lim sup
n→∞
xn ≤ maxxri ; xri−1; : : : ; xri−k < lim sup
n→∞
xn
which is a contradiction, and so the proof is complete.
The following corollary of Theorem 2.2 is useful in applications where
the n+ 1st generation depends directly upon the nth generation.
Corollary 2.3. Let 1 < j ≤ k + 1; and suppose that F is strictly in-
creasing in its 1st and jth arguments. Then every solution of Eq. (5) has a
limit.
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3. A RATIONAL RECURSIVE SEQUENCE WITH EVEN DELAYS
Consider the rational recursive sequence
xn+1 =
A0
xn
+ A1
xn−2
+ · · · + Ak
xn−2k
; n = 0; 1; : : : ; (6)
where k is a positive integer, and where A0;A1; : : : ;Ak are non-negative
real numbers with at least two of them positive. It was conjectured in [5]
that every positive solution of Eq. (6) converges to a period two solution.
In this section we show that the conjecture is true if A0 > 0; but that it
need not be true if A0 = 0:
Note that Eq. (6) has the unique positive equilibrium point
x¯ =
p
A0 +A1 + · · · +Ak:
Theorem 3.1. Let 0 ≤ i < j ≤ k be positive integers such that 2i+ 1 and
2j + 1 are relatively prime, and suppose that Ai and Aj are positive. Then
every positive solution of Eq. (6) converges to a period two solution.
Proof. Let xn∞n=−2k be a positive solution of Eq. (6). Set
m = minx−2k; x−2k+2; : : : ; x−2; x0; x2; : : : ; x2k
M = maxx−2k; x−2k+2; : : : ; x−2; x0; x2; : : : ; x2k
m1 = minx−2k+1; x−2k+3; : : : ; x−1; x1; x3 : : : ; x2k+1
and
M1 = maxx−2k+1; x−2k+3; : : : ; x−1; x1; x1; x3 : : : ; x2k+1:
Note that 0 < m ≤ M < ∞ and 0 < m1 ≤ M1 < ∞: In order to show
that xn∞n=−2k converges to a periodic solution of Eq. (6) of period two, it
sufces to show that
lim
n→∞x2n ∈ m;M and limn→∞x2n+1 ∈ m1;M1:
We shall show that lim
n→∞x2n ∈ m;M: The proof that limn→∞x2n+1 ∈ m1;M1
is similar and will be left to the reader. For each integer n ≥ −k; set
un = x2n:
global convergence result 169
Then for all n ≥ k; we see that
x2n+2 =
A0
x2n+1
+ · · · + Ai
x2n−2i+1
+ · · · + Aj
x2n−2j+1
+ · · · + Ak
x2n+1−2k
= A0
A0
x2n
+ · · · Ak
x2n−2k
+ · · · + Ai
A0
x2n−2i
+ · · · + Ai
x2n−4i
+ · · · Ak
x2n−2i−2k
+ · · · + Aj
A0
x2n−2j
+ · · · + Aj
x2n−4j
+ · · · + Ak
x2n−2i−2k
+ · · ·
+ Ak
A0
x2n−2k
+ · · · + Ak
x2n−4k
and so
un+1 =
A0
A0
un
+ · · · + Ak
un−k
+ · · · + Ai
A0
un−i
+ · · · + Ai
un−2i
+ · · · + Ak
un−i−k
+ · · ·
+ Aj
A0
un−j
+ · · · + Aj
un−2j
+ · · · + Ak
un−j−k
+ · · · + Ak
A0
un−k
+ · · · Ak
un−2k
·
It follows by Theorem 2.2 that there exists u¯ ∈ m;M such that
lim
n→∞x2n = limn→∞un = u¯
and so we see that xn∞n=−2k converges to a solution of Eq. (5) which is
periodic with period two.
One can easily see that Eq. (6) has innitely many positive solutions
which are periodic with prime period two.
The following corollary shows that Conjecture 4.3.2 in [5] is true when
A0 > 0:
Corollary 3.2. Let 1 ≤ j ≤ k be a positive integer and suppose that
A0 > 0 and Aj > 0: Then every positive solution of Eq. (6) converges to a
period two solution.
The following example shows that Conjecture 4.3.2 in [5] is false in some
cases when A0 = 0:
Example 1. Let A1 and A4 be positive real numbers, and consider the
difference equation
xn+1 =
A1
xn−2
+ A4
xn−8
; n = 0; 1; : : : : (7)
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Then every positive solution of Eq. (7) converges to a period six solution of
Eq. (7), and there are innitely many positive solutions of Eq. (7) which are
periodic with prime period six.
Solution. Let xn∞n=−8 be a positive solution of Eq. (7). We need to
show that
x3n∞n=−2; x3n−1∞n=−2; and x3n−2∞n=−2
are all periodic with period two. We shall show that x3nn=−2 is periodic
with period two. The proofs that x3n−1∞n=−2 and x3n−2∞n=−2 are periodic
with period two are similar and are left to the reader. Set
un = x3n:
Then for all n ≥ 0; we see that
x3n+3 =
A1
x3n
+ A4
x3n−6
and so
un+1 =
A1
un
+ A4
un−2
:
It follows by Corollary (3.2) that x3n∞n=−2 converges to a period two se-
quence.
The proof that there are innitely many periodic solutions of Eq. (7) with
prime period six is a simple computation which is left to the reader.
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