Expected Fisher information can be found a priori and as a result its inverse is the primary variance approximation used in the design of experiments. This is in contrast to the common claim that the inverse of observed Fisher information is a better approximation to the variance of the maximum likelihood estimator. Observed Fisher information cannot be known a priori ; however, if an experiment is conducted sequentially (in a series of runs) the observed Fisher information from previous runs is available. In the current work two adaptive designs are proposed that use the observed Fisher information from previous runs in the design of the current run.
Introduction
In the context of maximum likelihood estimation, Fisher (1925 Fisher ( , 1934 suggests the variance appropriately conditioned on the sampling distribution is preferred to the unconditional variance. Briefly, suppose the minimal sufficient statistic is comprised of the maximum likelihood estimate (MLE) and an ancillary random variable. An ancillary random variable is characterized by its distribution being independent of the model parameters. Then, according to Fisher, the variance of the MLE conditional on this ancillary random variable is preferred to the unconditional variance of the MLE. Ghosh, Reid, and Fraser (2010) provide a review of inference under such conditions.
For the maximum likelihood estimate (MLE) there are two commonly used variance approximations; the inverses of observed Fisher information (OM), which is conditional on the observed data; and the inverse of expected Fisher information (FIM), an unconditional measure averaged over the observed data. In a landmark paper Efron and Hinkley (1978) demonstrate, in the single parameter translation family, that the inverse of OM is a meaningful conditional variance approximation in the sense suggested by Fisher. This result was extended to a general scaler parameter by McCullagh (1984) . These insights have lead to OM being commonly regarded as the benchmark measure of information (see Barndorff-Nielsen and Sorensen (1994) ).
FIM can be found a priori and is commonly used in the design of experiments. Due to the conditional nature of OM it is unknown prior to the completion of the experiment and is rarely considered in design. However, if observations occur sequentially, in a series of runs, then OM from previous runs is known and can be used to design the current and future runs. The purpose of this exposition is to develop adaptive designs that incorporate OM.
To illustrate the benefits of using OM in design consider a modification to an example originally proposed in Cox (1958) . Suppose independent responses, y, are defined by density f {y|η(x)}, where x = 0, 1 indicates the treatment from which the response is observed. Let l η (x, y) = log f {y|η(x)} be the log likelihood. Then OM and FIM with respect to η from a single observation at x are I η (x, y) = − ∂ 2 ∂η 2 l η (x, y) and
respectively. Responses are measured by one of two devices, A and B, randomly assigned with equal probability, independent of treatment and having normally distributed errors with variance 1 and 2, respectively. Let a = 1 if device A was used to measure the response and 0 otherwise. Let η(x) be the mean of y for treatment x then I η (x, y) = a+(1−a)/2 and F η (x) = 3/4. The argument from an analysis perspective is that OM is a more meaningful measure since it is conditional on the device used to measure the response whereas FIM averages over the probability that device A will be used. Now let n i be the sample size of treatment i; and a ij be the device used to measure the response of observation j = 1, . . . , n i from treatment i = 0, 1. Then OM and FIM collected from treatment i are I n i = n j=1 a ij + (n i − n j=1 a ij )/2 and F n i = 3n i /4, respectively. Now, suppose the primary objective is to make inference about the difference between the means of the two treatments δ = η(0) − η(1). The inverses of OM and FIM with respect to the contrast δ are i 1/I n i and i 1/F n i , respectively. We consider a primary design objective of minimizing the approximate variance of the MLE of δ which equates to minimizing either the inverse FIM or inverse OM, with respect to δ.
From a sequential design perspective suppose after 2 independent observations from each treatment it is found that; both observations from treatment 0 were measured with device A; and both observations from treatment 1 were measured with device B. Suppose the experimenter has the ability to assign the treatment to the 5th observation. The device will still be randomly assigned. The inverse of FIM, with respect to δ, is 1.11 regardless of the treatment assignment to the 5th observation. Table 1 reports the inverse of OM, with respect to δ, following the 5th observation for each possible device and treatment combination. The assignment of the 5th observation to treatment 1 will minimize the inverse OM.
The illustrative example is overly simplistic since the treatment assignment that minimizes the inverse of OM is clear. In this paper an adaptive design is proposed that uses the well developed tools of optimal design to "minimize" the inverse of OM in a more general setting. In traditional optimal design the focus is on the inverse of FIM. FIM is a matrix and, in general, the minium with respect to all objectives does not exist. Instead a criterion Device Treatment A B 0 1.33 1.40 1 1.00 1.17 Table 1 : Each cell represents the inverse OM for the contrast δ following the 5th observation for each possible device and treatment combination.
is selected according to the primary objective of the experiment. For example if it is desired to minimize the volume of the confidence ellipsoid of the parameter estimates the D-optimal criterion (the negative log determinant of FIM) is applied. For an in depth description of optimal design and optimality criteria see Atkinson, Donev, and Tobias (2007) . When FIM depends on the model parameters designs are locally optimal in the neighborhood of the true parameters. A common approach is to use the locally optimal design based on a fixed a priori guess of the true parameters. We will refer to this as the fixed locally optimal design. Alternatively, adaptive designs have been proposed as early as Box and Hunter (1965) . The majority of such designs can be classified as adaptive optimal designs in that they evaluate FIM at the MLE calculated from the data of all previous runs to find the updated optimal design for the current run. Dragalin and Fedorov (2005) , Dragalin, Hsuan, and Padmanabhan (2008b) , Dragalin, Fedorov, and Wu (2008a) and Lane, Yao, and Flounoy (2014) examine such designs.
The objective of this work is to demonstrate that incorporating OM into an adaptive design framework can increase the efficiency of experiments. To achieve this aim we develop two adaptive procedures. In Section 3 we propose a local adaptive design based on the OM evaluated at the same fixed a priori guess of the parameters for all runs. This design is analogous to the fixed locally optimal design. There are a few reasons we consider a local approach. Dette and Bornkam (2013) and Lane, Yao, and Flounoy (2014) both found heuristically that for finite sample sizes the use of fixed local optimal designs often outperform adaptive optimal designs. The local approach also allows for the benefits of designs based on OM not to be confounded by a procedure where the MLE is used to update the initial guess. A second adaptive procedure is proposed in Section 5 that both incorporates OM and updates the initial guess using the MLE based on previous runs. This procedure can be contrasted against existing adaptive optimal design approaches.
To demonstrate the effectiveness of the proposed designs in Section 4 we develop the idea of local observed efficiency. We show that the local adaptive design proposed in Section 3 is second order local observed efficient; whereas, the fixed local optimal design is only first order local observed efficient. Here first and second order local observed efficient is defined as having local observed efficiency of 1 + O(n −1/2 ) and 1 + O(n −1 ), respectively. In Section 6 the results from a simulation study using a gamma regression with log link is used to illustrate the performance of the adaptive designs proposed in this work. It is found that the adaptive designs significantly increase efficiency compared to a fixed locally optimal design approach. This is most pronounced when the sample size is small to moderate. For large samples the improvement is still present; however, it is reduced.
Model and Information
We assume a response y has density f (y|η), where η is a scale parameter within H. The parameter η = η θ (x) = θ T f x (x) is a linear function of the model parameters θ; where θ is a p dimensional vector within the parameter space Θ; f x (x) is a function of the design point x ∈ X ; and X , the design region, is a compact subset of R s . The dependence of the function η on x and θ will be omitted when the meaning is clear. It is assumed that y 1 |η, y 2 |η, . . . are independent for all η ∈ H. If f (y|η) is in the exponential family then this setup represents a generalized linear model; however, we do not restrict the distribution in this way.
Elemental Information
We define an exact design to be a collection of d unique design points, x 1 , . . . , x d , with corresponding allocatoin weights, w i = n i /n and denote it as
where n = n i is the total sample size. The MLE with respect to θ from design ξ n is defined asθ
Throughout we assume standard regularity conditions are satisfied (see for example Ferguson (1996) Chapters 17 and 18) to ensure that the MLE,θ n , is strongly consistent and asymptotically normal with asymptotic variance-covariance matrix proportional to the inverse of the normalized FIM. The normalized FIM is
are the FIM and OM, with respect to θ, of a single observation at x with response y, respectively. From Equation (1) it is clear that we can write
Atkinson et al. (2014) refer to F η (x) as the elemental information; here we refer to it as the expected elemental information. We define observed elemental information to be I η (x, y).
Comparing equations (1) and (2) we can see that the difference between the information, with respect to θ, at any given design point is completely characterized by the difference between observed and expected elemental information.
To derive the OM from the entire experiment; let y i = (y i1 , . . . , y in i ) T be the responses observed at support point x i ; D n i = (x i , y i ) be the available data at x i ; and D n = {D n 1 , . . . , D n d } be all available data collected from an experiment of size n. Then OM with respect to θ from the entire observed data, D n , is
To derive an informative expression of J θ (D n ) denote the ratio of observed to expected elemental information as
be the total of the ratios of observed to expected elemental information at x i and across all design points, respectively. Then assuming Q η (D n ) = 0, let
.
Then for any observed data, D n , we can write
This representation shows that the OM is proportional to the normalized FIM evaluated at τ η (D n ). The design ξ n represents the expected allocation, w i , placed on the information collected at point x i . We refer to τ η (D n ) as the observed design in that it represents, in a sense, the observed allocation, ω η (D n i ), at point x i .
Limiting Behavior
In this paper we propose two adaptive designs; in Section 3 the proposed design uses an initial guess of θ for all sequential runs; and in Section 5 a design is proposed where the initial guess of θ is updated using the MLE obtained from the completed runs. In principle, the implementation of the two procedures is similar, although there may exist computational challenges unique to each. The two designs can be expected to behave differently in part due to the limiting behavior examined in this section.
The difference between the OM and FIM, given an exact design ξ n , can be written using Equation (3) as
Written this way we can think of the difference between OM and FIM as being defined by two different sources
We separate the two sources since the designs proposed in this work will not directly address the random variable Q η (D n ). Instead the objective is to minimize the absolute differences between the observed and expected allocations,
In this section we examine the limiting behavior of these differences. The limiting distribution of the observed allocation locally at η 0 = η θ 0 (x), where θ 0 is the true value of θ is
as n → ∞, where σ 2 η (x) = Var[q η (x, y)]. Details regarding the derivation of (5) are in the appendix and follow, with routine manipulation, from Efron and Hinkley (1978) . Now we examine the limiting behavior observed allocation evaluated at the MLE, with respect to η, defined asη
and let Efron (1975) defines γ η (x) as the statistical curvature. We refer to γ η (x) as the elemental curvature in that it is the statistical curvature associated with the parameterization η. Elemental curvature is zero for the single parameter exponential family of distributions. A different form is used in Efron (1975) but the two can be shown to be equal with some basic algebra. Finally, the distribution of the observed allocation evaluated atη n i is
as n → ∞. Once again derivation of (6) is in the appendix and follows routinely from Efron and Hinkley (1978) . Additional conditions required for (6) to hold, beyond the standard regularity conditions, can be found in Section 8 of Efron and Hinkley (1978) . The message from (5) and (6) is that the variances of the limiting distributions can be non-zero. In such cases, adaptive designs can potentially be used to minimize the difference between observed and expected allocation. Specifically, the objective of the adaptive designs proposed in Section 3 and 5 will be to minimize the absolute differences
and thus we can expect that adaptive designs will have the greatest impact when the repeated elemental
Elemental curvature is invariant with respect to monotonic re-parameterizations. In this work the η is linear with respect to θ and thus is a monotonic re-parameterization if the number of design points is equal to the number of parameters, d = p. When d > p the transformation from η to θ is non-monotonic which induces additional curvature. Bates and Watts (1980) describe this additional curvature for normal errors. Kass and Slate (1994) consider the same for the exponential family. The model considered here is more general and to the author's knowledge the results of Bates and Watts (1980) and Kass and Slate (1994) have not been extended more generally. The main point is that if d > p then the differences between observed and expected allocation is likely to increase and thus the effect of minimizing these differences is likely greater under non-monotonic re-parameterizations.
A remark on incorporating Q η (D n ) as an objective in an adaptive design. From the definition E θ [Q η (D n )] = n and generates the limiting distributions
as n → ∞. From equation (4) to increase information with respect to Q η (D n ) requires Q η (D n ) to be increased. From the above limiting distributions there is no clear way to satisfy this objective. This does not mean that Q η (D n ) is not an important quantity from a design perspective. For example, if σ η (x) or γ η (x) differ significantly for different x ∈ X then a prudent design objective is to penalize points in the design space where σ η (x) or γ η (x) are large. Such a procedure would reduce the variability in the difference between OM and FIM. It is possible to incorporate such an objective into the designs proposed in this paper; however, this is outside the scope of the current work.
Locally Adaptive Design
Curvature has been addressed in the optimal design of experiments. The most common objective of such designs is to improve the assumption of approximate normality of the MLE following the experiment; a concern in models with significant curvature. Hamilton and Watts (1985) , Pázman and Pronzato (1992) , Pazman and Pronzato (1994) and Gauchi and Pázman (2006) indirectly address curvature by incorporating non-normality criteria into the design. Clyde and Chaloner (2002) , using the definition of curvature from Bates and Watts (1980) , constrain the search for designs to those with bounded curvature. Each of these references consider a nonlinear regression model with additive normally distributed errors.
The objective of the design we propose in this section is to minimize the local absolute difference between the observed and expected allocations and does not directly address normality concerns. If such a concern is significant then the simplest solution is to increase the sample size. When this is not possible the methods in the references can be incorporated into our proposed procedure. However, as the references consider normally distributed errors the existing methods may need to be extended to more general models.
Fixed Optimal Design
The adaptive designs we propose in this paper are based on optimal designs. The traditional objective in optimal design is to find the design that minimizes the inverse of FIM, with respect to a convex criterion function, say Ψ(·). We refer to Ψ as the optimality criterion which in practice is selected according to the primary objective of the experiment. The design problem is the to find, ξ * Ψ (θ), the solution to
where Ξ represents the set of all permissible designs. When FIM depends on the parameter θ we refer to this as a fixed locally optimal design; local since it is a function of θ; and fixed (not adaptive) in the sense that it is determined before the experiment. There are two classical approaches to the optimal design problem defined by the set over which the maximization in equation (7) takes place. For exact optimal design the minimization is over the set of all possible exact designs Ξ n . To find exact optimal designs search algorithms are commonly employed. Classical examples of search algorithms are found in Fedorov (1972) , Mitchell (1974) and Atkinson, Donev, and Tobias (2007) . The search for exact optimal designs can be difficult and computationally expensive. Continuous optimal design relaxes the restriction that nw i be an integer to the restriction that 0 ≤ w i ≤ 1 and i w i = 1 for i = 1, . . . , d. We denote a continuous design by ξ and note that it is a member of the set of all possible continuous designs denoted Ξ ∆ . Once again the common approach is to solve equation (7) using a search algorithm. Classical examples of algorithms for continuous designs are found in Wynn (1970) and Fedorov (1972) . Of course all designs implemented in an experiment are exact. Rounding methods to convert a continuous design into an exact design are considered in Pukelsheim and Rieder (1992) . There exists a rich literature in both the exact and continuous optimal design problems.
In principle, in this work, Ψ can be any arbitrary convex optimality criterion. For the purpose of illustration, we use D, A and G optimality, where Ψ(M ) is defined as − log |M |,
, respectively. In this section we consider an adaptive design motivated by the continuous optimal design problem.
Sequential Experiment
Consider an experiment with J sequential runs. Each run has fixed number m j independent observations j = 1, . . . , J. Denote the total sample size up to and including the jth run as M j = j k=1 m k and note n = M J . To frame the problem similar to traditional optimal design we define the design of the jth run as
where x ij ∈ X , i = 1, . . . , d j are the design points at run j, 0 ≤ w ij ≤ 1 and
Let D M j represent all available data collected from the first j runs. Now we define a quantity that represents the expected information of the jth run, given design λ j and observed data from the previous j − 1 runs, as
Motivated by continuous optimal design an intuitive objective is to find λ * j (θ) defined as
to allocate the observations to the jth run. Finding solutions to equation (9) is computationally similar to augmented optimal design discussed in more detail in Section 5. While theoretically λ * j (θ) can be found using existing methods it should be noted that for each run the design points, the number of design points, and the allocations could change. Practically, depending on the underlying model finding λ * j (θ) could represent a considerable computational burden.
The design we propose is a computational simplification. We begin by considering ξ * Ψ (θ) to be the fixed locally optimal design for an arbitrary criterion Ψ. Denote the design points in ξ * Ψ (θ) as x * = {x * 1 , . . . , x * d } and the corresponding allocation weights w * = {w * 1 , . . . , w * d }. Since in this section we desire an adaptive design that is local at the same fixed initial guess of θ for all runs we propose fixing the optimal design points, x * , and attempt to alter only the allocations to these points based on accrued OM.
For the derivation of the proposed adaptive design assume the allocation for all x / ∈ x * is 0 for all runs. Let M ij = j k=1 m ik and D M ij are the total number of samples and the data collect at x * i from runs 1, . . . , j, respectively. Under this conditional we can rewrite equation (8) using the representation of J θ (D M j−1 ) in equation (3) as
where
Using equation (10) we can rewrite equation (9) as
Let λ ′ j (θ) be the design with points x * and allocation weights w ′ ij , where w ′ ij are found by setting ζ ij (w ij ) − w * i and solving for w ij , i.e.,
By definition for the design λ ′ j (θ)
Therefore, if λ ′ j (θ) ∈ Ξ ∆ then it is a solution to equation (11). Unfortunately, λ ′ j (θ) ∈ Ξ ∆ is not guaranteed; since, while it is true that i w ′ ij = 1; it is not guaranteed that 0 ≤ w ′ ij ≤ 1 for all i = 1, . . . , d. This must be accounted for in the design allocation of the jth run. Based on this discussion we propose Locally Adaptive Observed Information Design (LAOMD)
1. For a fixed initial guess of θ find ξ * Ψ (θ) for an arbitrary criterion Ψ.
2. For run j = 1 initiate the design by allocating 1 observation to each of the d optimal design points.
3. For runs j = 2, . . . , J allocate observations to the ith optimal design point x * i according tow
The LAOMD is carried out for an a priori guess of θ for all runs. We refer to this as LAOMD(θ) to indicate this dependence on θ. We denote the design of the jth run asλ j (θ) which has design points x * 1 , . . . , x * d and weightsw 1j , . . .w dj . Whileλ j (θ) is not necessarily a solution to equation (11) we expect, in many cases, it is a small sacrifice in performance for a significant reduction in computation complexity. We denote the observed design following the LAOMD(θ) procedure asξ Ψ (θ) = j m jλj (θ)/n.
Local Observed Efficiency
An arbitrary design, ξ, is often assessed by its efficiency. Efficiency is a criterion specific measure. For illustration, consider a designs local D, A and G-efficiency defined as
respectively. Each of the above measures the efficiency of the design ξ, relative to a criterion, compared to the normalized FIM obtained at the corresponding criterion specific optimal design. Altering a design based OM will decrease these efficiency measures. A main point of this section is to develop meaningful efficiency measures that are conditional on the observed data.
The following Lemma establishes a useful lower bound that will be used to define observed efficiency.
Lemma 4.1. For any observed data D n and any θ ∈ Θ
The proof follows directly from the expression of J θ (D n ) in equation (3) and the definition of the optimal design in equation (7). A remark on Lemma 4.1. The upper bound is local in the neighborhood of θ. Meaning both sides of the inequality in (13) must be evaluated at the same θ.
Based on Lemma 4.1 we define observed versions of the local efficiency by replacing M θ (ξ) with J θ (D n ). For illustration we provide the definition of the observed version of local D-efficiency. 
Local O − A-efficiency and O − G-efficiency are defined analogously. Using the form of OM in equation (3) we can write (14) alternatively as
Similarly, it can be shown that
Thus for each criterion the local observed efficiency is the local efficiency of the observed design τ η (D n ). Based on these equalities we consider Ψ θ eff {τ η (D n )} to be the local O − Ψ-efficiency.
The main theoretical result regarding the performance of the locally adaptive design demonstrates that the differences between the observed and expected allocations are indeed reduced in a meaningful way.
Theorem 4.2. LetD n be the data following the LAOMD(θ) for any convex optimality criterion from the stated model such that the standard regularity conditions and additional conditions that; m j is finite, for all j = 1, . . . , J; I η (x * i , y) > 0; and Var[I η (x * i , y)] < ∞, for i = 1, . . . , d are satisfied. Then
for i = 1, . . . , d and any θ ∈ Θ.
Proof is in the Appendix. This is in contrast to what is implied in Equation (5) for the data following a fixed locally optimal design, denoted D * n , which had a normal limiting distribution, i.e.,
The LAOMD(θ) represents an improvement, up to an order of √ n, with respect to the objective of minimizing the differences between the observed and expected allocations.
A corollary regarding the local observed efficiencies is Corollary 4.1. For the conditions in Theorem 4.2
for Ψ defined by the D, A or G criterion.
The proof is omitted but follows from using Theorem 4.2 in the definitions of local O − Ψ-efficiency. We say from this perspective the use of a fixed experiment has first order local O − Ψ-efficiency whereas the LAOMD(θ) has second order local O − Ψ-efficiency.
Updating θ after Each Run.
The adaptive procedure in the preceding section considered θ fixed in both the definition of the optimal design and the LAOMD(θ). In cases where FIM depends on θ a common approach is to use an adaptive optimal design characterized by evaluating FIM at the MLE obtained from the data of the previous j − 1 runs, denotedθ j , to find the updated optimal design for the jth run. The computational simplification used for the LAOMD(θ) is, in general, not viable for a procedure where the guess of θ is updated after each run. Instead we must solve equation (9) based on the updated MLE directly. In this section we consider both the continuous and exact designs approaches. As stated to this is computationally similar to augmented designs.
Design Augmentation
Suppose an experiment was conducted according to design ξ n 1 with sample size n 1 . After the experiment it was determined the a priori model was inadequate. For example higher order terms or interactions were found to be needed. In light of the new evidence it is necessary to augment the original design by a new design of size n 2 . For a continuous design ξ the normalized FIM, given the initial design ξ n 1 , is
where α = n 2 /(n 1 + n 2 ). Then an optimal augmented design for a general optimality criterion is
where Ξ can be either Ξ ∆ or Ξ n 2 , for the continuous and exact approaches, respectively. For continuous D-optimal designs the previously mentioned algorithm proposed in Wynn (1970) can still be used. Algorithms for exact designs for general criteria are discussed in Heiberger, Bhaumik, and Holland (1993) . Algorithms to find Bayesian designs are computation similar see Chaloner (1984) .
Updated Adaptive Design
In adaptive designs we do not change the a priori model from one run to the next; instead the initial guess at the model parameters are updated based on the MLE from the available data. We begin by defining a basic form of the adaptive optimal design. Let
for the design of the jth run.
The adaptive design proposed in this section is an extension of the LAOMD(θ) in that it is effectively a combination of the LAOMD(θ) approach and the adaptive optimal approach. Let β j = m j /{m j + Q η (D M j−1 )} then equation (10) can be written
The term {m j + Q η (D M j−1 )} is a known constant after the j − 1 runs are observed. Let
Further, existing procedures used to solve (15) can be directly used to solve (16). Now we define a procedure where an augmented design is found after each successive run based on the updated MLE from all available data.
Updated Adaptive Observed Information Design (UAOMD)
2. Initiate the design by allocating the m 1 observations according to ξ * Ψ (θ).
3. For run j = 2, . . . , J compute the MLE based on the previous j − 1 runs and allocate observations according to the design
where Ξ = Ξ ∆ or Ξ m j for continuous and exact designs approach, respectively. This design will not enjoy the properties described in Theorem 4.2 and Corollary 4.1; however, it may perform better than experiments that use the initial guess at each stage if the guess is far from the true parameter. The LAOMD(θ) uses the continuous optimal design approach to reduce computational complexity. If this is not a concern the steps outlined in the UAOMD could be used with the initial guess of θ used for all runs in place ofθ j−1 . This would represent an alternative version of the LAOMD. This is not further examined in this work.
Variance versus Variance Approximation
From a design perspective the use of an initial guess of θ is a classical approach. However, in analysis this is not appropriate. Instead for variance approximation we would use the inverse of OM evaluated the MLE, {Jθ n (D n )} −1 . Considering the analysis perspective leads to nuance in the selection of LAOMD versus UAOMD. The OM, J θ (D n ), is a local measure of the information at θ. The variance of thê θ n conditional on an appropriate ancillary random variable a (further referred to simply as the conditional variance or Var[θ n |a]) is a function of the true value of the parameter, denoted θ 0 . McCullagh (1984) section 6, shows that
This brings up and interesting question; suppose we had perfect knowledge of the true parameter and the observed data before an experiment was conducted. Meaning both θ 0 and θ n were known. In this hypothetical scenario should we use LAOMD(θ 0 ) or LAOMD(θ n )?
At first glance the choice seems obvious, if our objective is to minimize the conditional variance we should use LAOMD(θ 0 ). However, since we will approximate the variance with {Jθ n (D n )} −1 using LAOMD(θ n ) will ensure the variance approximation is minimized. The question is then, do we want to reduce the variance ofθ n or reduce the variance approximation?
The message of this discussion is that with a reasonable initial guess of θ 0 the LAOMD(θ) might lead to experiments that decrease the conditional variance; which would likely translate to a decrease in the unconditional variance of the MLE. Alternatively, use of the UAOMD is analogous to our hypothetical LAOMD(θ n ). As such UAOMD will lead to experiments that decrease the conditional variance approximation {Jθ n (D n )} −1 but might not significantly decrease the variance ofθ n . We will examine this further in the example of Section 6.
Example: Gamma Regression with Log Link
In this section we consider an example from the class of generalized linear models in the form of an exponential regression with log link. The distribution of responses is defined by
where η = θ T f x (x) and we assume α is a known constant. The MLE with respect to η can be derived asη n i = log(y i ), where y i = n i j=1 y ij /n i . It is straightforward to derive OM and FIM with respect to θ, from an arbitrary design ξ n , as
This example is intriguing since FIM does not depend on θ, yet the OM does. Since FIM does not depend on θ the adaptive optimal designs are not applicable. Note that FIM is proportional, up to the constant α, to the FIM of a traditional linear model. For the simulation study we consider f x (x) = (1, x 1 , x 2 ), where x 1 and x 2 are two independent factors; θ 0 = (1, 1, 1); and X = [−1, 1] 2 . For this model the continuous D, A and G-optimal designs are the same and are equivalent to the optimal design in the corresponding linear model which places equal weight on the points (1,1), (1,-1), (-1,1) and (-1,-1).
In this simulation study we consider various sample sizes, n, that are multiples of p; this ensures the exact and continuous fixed locally optimal designs are equivalent. The LAOMD and UAOMD were initialized with a run of size 4, m 1 = 4, such that 1 observation was placed at each of the 4 optimal design points listed above. Each subsequent run size was 1, m j = 1, j = 2, . . . , J. For the purpose of this illustration we examine the LAOMD based on two different initial estimates; θ 0 which represents a benchmark reference; and θ g = 2θ 0 /3 which represents a realistic guess at the true parameter. There are a few computational complexities to address. First, the MLE with respect to θ is obtained via Fisher's scoring method. This method failed to converge in a small percentage of cases. This only occurred in the early runs and never occurred for the final MLE,θ n . The MLE with respect to η has closed form and will always exist. In simulations where Fisher's scoring method failed to converge we usedθ j = arg min θ∈Θ
Second, due to the simplicity of the underlying model we used the exact version of the UAOMD in all simulations.
There are three aspects of the adaptive designs that will be evaluated. We evaluate the efficiency with respect to the variance approximation, {Jθ n (D n )} −1 , and the inverse of the OM evaluated at θ 0 , {J θ 0 (D n )} −1 . The quantities {Jθ n (D n )} −1 and {J θ 0 (D n )} −1 are random variables and there are two improvements that can be observed; the distribution can be shifted up and/or the variability can be decreased. A shifted distribution represents a change in the average efficiency whereas a decrease variability indicates less variable efficiency. The third aspect we evaluate is the efficiency of the unconditional variance. Neither the LAOMD or the UAOMD directly target the unconditional variance; however, it is possible that if the conditional variance of the MLE is improved then the unconditional variance will also improve.
The effect of the adaptive procedures on the efficiency of {Jθ n (D n )} −1 is assessed by Ψθ n eff {τ η (D n )}, as defined in Section 4. We will refer to this as the approximate O − Ψ-efficiency. Figure 1 presents box and whisker plots of the approximate O − D, O − A and O − G efficiency for the fixed locally optimal design (white), the UAOMD (light gray), the LAOMD(θ g ) (gray) and the LAOMD(θ 0 ) (dark gray). Each row presents the results for β = 0.1 (top) and β = 0.5 (bottom) and each column represents a different sample size from left to right n = 12, 36, 100. For all α, n and design criteria the UAOMD results in a greater median and reduced variability in the approximate O − Ψ efficiency compared to all other designs. Specifically, comparing the UAOMD to the fixed locally optimal design the improvement is most pronounced when the sample size is small to moderate, n = 12 and 36. For example, when β = 0.1 and n = 36 the median approximate O − A efficiency is 0.99 for the UAOMD versus 0.87 for the fixed locally optimal design. Further, the 25 percentile of approximate efficiency is 0.95 for the UAOMD versus 0.67 for the fixed locally optimal design indicating a significant reduction in the variability of approximate O − A efficiency. The two LAOMD(θ) procedures perform similar to the fixed locally optimal design for small and moderate sample sizes with respect to this measure of efficiency; however, their relative performance decreases for large n particularly in the case of the LAOMD(θ g ).
Next we examine the local O − Ψ-efficiency defined as Ψ 
is greater than all other designs for each n, α and design criterion as predicted by Theorem 4.2. In practice it is not possible to conduct an experiment using θ 0 . For a more practical design we note that the LAOMD(θ g ) is better than the fixed locally optimal design and the UAOMD in the majority of simulations. For example, when β = 0.1 and n = 36 the median local O − A efficiencies are; 0.85 for the LAOMD(θ g ); 0.72 for the UAOMD; and 0.63 for the fixed local optimal design. Further, the 25% of the local O − A efficiencies are; 0.74 for the LAOMD(θ g ); 0.53 for the UAOMD; and 0.45 for the fixed local optimal design. The superior performance of LAOMD(θ g ) is not maintained for large sample sizes. Taking the whole simulation study together we reach a similar conclusion regarding the LAOMD(θ g ) versus the UAOMD as Dette and Bornkam (2013) and Lane, Yao, and Flounoy (2014) when examining the adaptive optimal design against the fixed locally optimal design. That is, a local guess often performs better than updating for small and moderate sample sizes; and the better the guess the larger the sample size must be for the updating procedure to perform better. The difference here is that in terms of local O − Ψ-efficiency the fixed locally optimal design is never the best performer of the three designs (the fixed locally optimal design, the UAOMD and the LAOMD(θ g ).
This preceding discussion provides evidence that distribution of the conditional variance of the MLE is improved using the adaptive procedures. Intuitively, this improvement in the conditional variance might translate to an improvement in the unconditional variance of the MLE. Although this is not guaranteed due to the law of total variance. To assess the unconditional efficiency of the MLE following the adaptive procedures we compare the relative efficiencies the MLEs obtained following the adaptive procedures, denotedθξ, to the efficiency of the MLE following the fixed locally optimal design, denotedθ ξ * . The Table 2 : Results from 10,000 simulations of the relative efficiencies of (1) the relative efficiency of the UAOMD, (2) the relative efficiency of the LAOMD(θ g ) and (3) the relative efficiency of the LAOMD(θ 0 ).
relative efficiency ofθξ toθ ξ * for the D, A and G optimality criterion are defined as
As defined, an efficiency greater than 1 indicates that the MLE following adaptive design is a more efficient estimator than the MLE following a fixed locally optimal design. Table 2 presents the relative efficiency (obtained via simulation) for each of the simulations considered in Figure 1 and 2, where (1) is the relative efficiency of the UAOMD, (2) is the relative efficiency of the LAOMD(θ g ) and (3) is the relative efficiency of the LAOMD(θ 0 ). Once again, with one exception, in every simulation considered the UAOMD and the LAOMD(θ 0 ) are more efficient in terms of the unconditional variance of the MLE than fixed locally optimal design. In many cases the improvement in efficiency is significant, with up to a 74% increase in relative efficiency in the most extreme examples. For the LAOMD(θ g ) the results are in line with what we saw in Figure 2 ; a local guess often performs better than updating for small and moderate sample sizes and for a large sample the updating procedure performs better. The results for the local and approximate O − Ψ-efficiency support the discussion in Section 5.3. As predicted the UAOMD preformed the best in terms of increasing the approximate O − Ψ-efficiency ( Figure 1) ; wheras the LAOMD(θ 0 ) performed the best in terms of the local O − Ψ-efficiency (Figure 2) . Table 2 shows that these improvements in observed efficiency does, in most cases, lead to and increase in the unconditional efficiency.
Discussion
The objective of this paper was to demonstrate that incorporating OM into adaptive designs can improve the efficiency of experiments. To demonstrate this objective we developed two adaptive procedures, one local and one using the updated MLE based on the collected data. These procedure were contrasted against fixed locally optimal designs. The local procedure, LAOMD(θ), was shown to have second order local efficiency, whereas the fixed local optimal design is only first order locally efficient. A simulation study was conducted using a popular generalized linear model (gamma regression with log link). The results of the simulation study provided further evidence that the adaptive procedures proposed in this work lead to increased efficiency. Of course, a single simulation is by no means exhaustive and more investigation is needed to understand the full implications of such procedures.
Inference following adaptive optimal designs has received significant attention (see Lane and Flournoy (2012) , Lane et al. (2014) , and Lane et al. (2016) ). Similar investigation is warranted for the procedures proposed in this work. However; these same concerns might not always be a significant issue for the LAOMD(θ) and UAOMD. For example, models where the OM is an ancillary random variable are not likely to result in poorer inferential properties.
We considered a linear parameterization primarily for clarity of exposition. Extensions to nonlinear links are expected to be straightforward in principle, although there may exist some unique computation or technical complications. In Section 2 we related the difference between OM and FIM to the elemental information. We considered a univariate response. From Atkinson et al. (2014) it can be seen that OM and FIM will be a function of elemental information even for a multivariate response. This suggests that it is feasible to develop similar adaptive procedures to those proposed in this work for multivariate responses.
We considered only frequentist models and designs. However, it is known that the inverse of OM is often a better approximation to the variance of the posterior distribution (Berger (1985) ). For this reason, modifying the proposed procedures into the Bayesian framework is of interest, but has not been considered here.
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A Limiting Behavior
Details in the proof of Lemma 2 in Efron and Hinkley (1978) directly imply
Due to the independence of responses it can be shown that √ n{q η 0 (D n 1 )/n−w 1 , . . . , q η 0 (D n d )/n− w d } is asymptotically jointly multivariate normal with mean 0 and a diagonal variancecovariance matrix with ith element of the diagonal equal to w i σ 2 η 0 (x i ). Recall ω η (D n i ) = q η (D n i )/ i q η (D n i ) therefore by an application of the delta method as n → ∞. Now we examine the limiting behavior of the MLE with respect to η. Lemma 2 in Efron and Hinkley (1978) directly states √ n i {qη n i (D n i )/n i − 1} ∼ N {0, γ 2 η 0 }.
As was the case for the local parameter, due to the independence of responses it can be shown that √ n{qη n 1 (D n 1 )/n − w 1 , . . . , qη n 2 (D n d )/n − w d } is asymptotically jointly multivariate normal with mean 0 and a diagonal variance-covariance matrix with ith element of the diagonal equal to w i γ 2 η 0 (x i ). Similar to the local case applying the delta method yields
as n → ∞.
B Proof of Theorem 4.2
The proof of the Theorem will be a direct result of the following Lemma Lemma B.1. Let D n be the data following any adaptive design such that
where a ij ∈ {0, . . . , m j } is the integer sample size at x * i for run j and m j = i a ij . Further assume D n was obtained for any convex optimality criterion from the stated model such that the standard regularity conditions and additional conditions that m j is finite, I η (x * i , y) > 0 and Var[I η (x * i , y)] < ∞ for i = 1, . . . , d are satisfied. The following holds
for all i = 1, . . . , d and any θ ∈ Θ.
Proof of the Lemma. In equation (12) w ′ ij is defined only for j = 1, . . . , J. Here we extend this to w ′ i,J+1 by letting m J+1 = 1, without loss of generality, as for i ∈ i − . From the definition of w ′ ij in Equation (12); since w ′
