We consider the problem of approximate pattern matching in a stream. In the streaming k-mismatch problem, we must compute all Hamming distances between a pattern of length n and successive n-length substrings of a longer text, as long as the Hamming distance is at most k. The twin challenges of streaming pattern matching derive from the need both to achieve small and typically sublinear working space and also to have fast guaranteed running time for every arriving symbol of the text.
Introduction
Combinatorial pattern matching has formed a cornerstone of both the theory and practice of algorithm design over a number of decades. Despite this long history, there are still a number of basic questions that remain unanswered particularly in the context of small space streaming algorithms. Recently there has been renewed interest in one of the simplest pattern matching problems, that of computing the Hamming distance between a pattern and a longer text. Motivated by the need to find close matches quickly, the k-mismatch problem asks us to report all alignments of a pattern P of length n within a longer text T , wherever the Hamming distance is at most k.
The problem of computing the exact Hamming distance between a pattern and every n-length substring of a text of length O(n) has O(n √ n log n)-time solutions dating back to 1987 [1, 25] . For the offline k-mismatch problem, the fastest known solution requires O(n √ k log k) time [2] . Recently there has been further progress on speedups to this solution depending on the exact relationship between the pattern length, the text length, and the bound k [9, 17] . Considered as an online or streaming problem, a linear space solution running in O( √ k log k + log n) time per arriving symbol was shown in 2010 [11] . As this complexity is very close to the fastest known offline algorithm, the main remaining challenge was to reduce the space usage. The breakthrough paper of Porat and Porat in FOCS '09 gave an O(k 3 polylog n)-space and O(k 2 polylog n)-time streaming solution, showing for the first time that the k-mismatch problem could be solved in sublinear space for particular ranges of k. In SODA'16 this was subsequently improved to O(k 2 polylog n) space and O( √ k log k + polylog n) time per arriving symbol [9] . These results raise the natural question of how much further the space complexity can be reduced. One can derive a space lower bound for any streaming problem by looking at a related one-way communication complexity problem. The randomised one-way communication complexity of determining if the Hamming distance between two n bits strings is greater than k is known to be Ω(k) bits with an upper bound of O(k log k) [19] . In our problem formulation, however, we report not only the Hamming distance but also the full list of mismatched pairs of symbols and their indices. In this situation one can derive a slightly higher bound of Ω(k(log n k + log |Σ|)) bits. This follows directly from the observation that for a single alignment with Hamming distance k, there are n k different possible sets of mismatch indices and each of the symbols in the set of k mismatches requires Ω(log |Σ|) bits to be represented, where Σ denotes the input alphabet. From this we can derive the same lower bound for the space required by any streaming k-mismatch algorithm. Prior to the work we present here, this simple lower bound combined with the O(k 2 polylog n) upper bound from SODA'16 represented the limits of our understanding for this basic problem.
In this paper we almost completely resolve the space complexity of the streaming k-mismatch pattern problem. As a first step before addressing the streaming problem itself, we tackle the following deterministic communication complexity question which itself may be of independent interest. In order to simplify the discussion we define the mismatch information at an alignment of the pattern and text to be the set of mismatch indices at this alignment as well as the list of pairs of mismatched symbols. Problem 1.1. Alice has a pattern P of length n and a text T of length O(n). She sends one message to Bob, who holds neither the pattern nor text. Bob must output all the alignments of the pattern and the text with at most k mismatches, as well as the applicable mismatch information.
The solution we give for this problem is both deterministic and optimal. Theorem 1.2. There exists an deterministic one-way communication complexity protocol for Problem 1.1 that sends O(k(log n k + log |Σ|)) bits, where Σ denotes the input alphabet.
One remarkable property of this result is that the communication complexity upper bound matches the lower bound we gave earlier for two strings of exactly the same length. That is, we require no more information to report all the mismatch information at all k-mismatch alignments than we do to report it at only one such alignment.
The new solution we give to this problem uses the concept of a 2k-period of a string, defined as an index of any alignment of a string against itself with Hamming distance at most 2k [9] . A particularly important property of the 2k-periods is that the distance between any overlapping k-mismatch occurrences of the pattern must be a 2k-period of the pattern. If d is the greatest common divisor of all 2k-periods of the pattern, then we therefore know that all the k-mismatch occurrences must be a multiple of d positions apart and only these locations have to be checked for a potential k-mismatch occurrence. Our first key technical innovation, summarised in Lemma 3.2, is a new space and time efficient data structure that encodes the differences between the subsequent length d blocks of the pattern. We go on to show that if two k-mismatch occurrences are sufficiently close to each other, then, combined with our new data structure, this is sufficient information to report all the k-mismatch alignments between the two occurrences. Bob can use these two facts to find all the k-mismatch occurrence of the pattern in the text along with the mismatch information. These ideas will also be important in the solution to the streaming problem which we now define: Problem 1.3. Consider a pattern of length n and a text which arrives in a stream, one symbol at a time. The streaming k-mismatch problems asks at each iteration whether the current suffix of the text is a k-mismatch occurrence of the pattern. If so, the mismatch information needs to be reported.
We can now present our main result. Theorem 1.4. There exists a solution for Problem 1.3 which, after preprocessing the pattern, uses O(k log n log n k ) bits of space and O(k log 3 n log n k ) time per arriving symbol. The algorithm is randomised and its answers are correct with high probability, i.e., it errs with probability inverse polynomial in n.
An important feature of Theorem 1.4 is that we must account for all the space used and cannot, for example store a copy of the pattern after it has been processed. The space requirements for our algorithm are an O(k polylog n) improvement over the previous record from SODA '16 [9] and within a logarithmic factor of the lower bound. The streaming model we use is the same as the one from the original streaming pattern matching paper of Porat and Porat, where we first to preprocess the pattern before the text symbols arrive [29] .
In order to achieve the O(k log n log n k ) space bound, we require a number of further innovations. The first is a new randomised O(k log n)-bit sketch which allows us not only to detect if two strings of the same length have Hamming distance at most k but if they do, also to report all the related mismatch information. Additionally, the sketch we give will have a number of further desirable arithmetic properties, including the ability efficiently to maintain the sketch of a sliding window. Armed with such a rolling sketch, one approach to the k-mismatch streaming problem could simply be to maintain the sketch of the length-n suffix of the text, and to compare it with the sketch of the whole pattern. Although this takes O(k polylog n) time per arriving symbol, it would also require O(n log |Σ|) bits of space to retrieve the leftmost symbol that has to be removed from the sketch at each new alignment. The central challenge therefore becomes how to maintain such a sliding window using small space.
Our solution stores sketches of O(log n k ) prefixes of the pattern, and a constant number of k-mismatch occurrences of each prefix along with the associated mismatch information. This is done in such a way that we can use this information to compute sketches of the substrings of the text which are to be removed from the left end of the sliding window. Our proof will make crucial use of the fact that k-mismatch occurrences can only occur every d symbols as well as the arithmetic properties of our k-mismatch sketch. Combining these observations with the data structure developed for Problem 1.1 gives us a fast and space-efficient solution to Problem 1.3.
The space upper bound we give for our streaming algorithm, although close to optimal, is still an O(log n)-factor away from the known lower bound. As a final contribution we give a higher conjectured space lower bound for Problem 1.3, which partially closes this gap. We do this by observing that a particularly natural way to tackle the streaming problem is first to encode the k-mismatch alignments and mismatch information for all prefixes of the pattern against all suffixes of a substring of the text of the same length and then use this information to start processing new symbols as they arrive. Our streaming algorithm, for example, effectively does exactly this. We show a lower bound for Problem 1.3 for any streaming algorithm that takes this approach. We further conjecture that this lower bound is in fact tight in general. Theorem 1.5. Any solution for Problem 1.3 that computes all alignments with Hamming distance at most k of the pattern and a substring of the text of equal length along with the associated mismatch information must use at least Ω(k log n k (log n k + log |Σ|)) bits of space. We establish this lower bound by showing an explicit set of patterns for which encoding the mismatch information for all alignments of the pattern against itself will require the stated number of bits. If the text includes a copy of the pattern as a substring, then the result follows. It is interesting to note that a similar unproven conjecture can be made for the space complexity of exact pattern matching in a stream. In this case encoding the alignments of all exact matches between the prefixes and suffixes of a pattern is known to require Ω(log 2 n) bits, matching the best known space upper bound of [29, 3] .
Related work
Research into small-space streaming pattern matching algorithms started in earnest in 2009 with the discovery of an algorithm which uses O(log 2 n) bits of space and takes O(log n) time per arriving symbol for exact matching [29] . This was later slightly simplified in [15] and then improved to run in constant time per arriving symbol in [3] . Since that time, other small-space streaming algorithms have been proposed for approximate pattern matching problems. For example, in 2013 a small space streaming pattern matching algorithm was shown for parameterised matching [20] and in [12] an O( √ n polylog n/ǫ 2 )-space streaming algorithm was given for (1 + ǫ)-approximate
Hamming distance. Most work on the one-way communication complexity of distance measures between strings has assumed that Alice and Bob hold strings of the same length. Work in this traditional communication complexity setting has included (1 + ǫ)-approximation [21] , the so called gap Hamming problem [6] , and the k-mismatch problem [19] . However, in [10] it was shown that for a large range of the most popular pattern matching problems, including L 1 , L 2 , L ∞ -distance and edit distance, space proportional to the pattern length is required for any randomised online algorithm.
Recently, Radoszewski and Starikovskaya [30] proposed a new algorithm for the streaming kmismatch problem. It outputs all the mismatched symbols at every k-mismatch alignment, uses O(k 2 log 10 n/ log log n) bits of space, and achieves O(k log 8 n/ log log n) running time per arriving symbol. This is particularly relevant to the work we present in this paper as the previous k-mismatch streaming algorithm of [9] , which uses roughly the same space, does not output the mismatched symbols. The algorithm in [30] therefore solves essentially the same problem we consider in this paper but with an O(k polylog n) increase in space and an O(polylog n) increase in time.
The interesting and related problem of computing all k-periods in a stream has also been tackled by Ergün et al. [14] . They show an Ω(n) space lower bound for one-pass streaming algorithms and an O(k 4 log 9 n)-bit one-pass streaming algorithm to compute all k-periods of length at most n/2.
3 Deterministic protocols for Problem 1.1
In this section, we develop an optimal deterministic communication complexity protocol for Problem 1.1. We start with a few elementary definitions.
Recall that the Hamming distance of equal-length strings X and Y is defined as HD(X, Y ) = |{i : Proof. By definition, the mismatch information consist of h tuples. Each tuple consists of two characters (which we store explicitly in O(log |Σ|) bits each), and a position. The positions form a subset of {1, . . . , n} of size h. Thus, they can be encoded using O(h(1 + log n h )) bits in total.
A string X may have overlapping exact occurrences only if it is periodic, i.e., if X[0, . . . , n−p−1] = X[p, . . . , n − 1] for some p > 0. The k-periods, defined below, describe analogous structure for overlapping occurrences with few mismatches.
We say that an integer p is a k-period of a string X of length n if HD( Using this data structure, we can now prove Theorem 1.2. Theorem 1.2. There exists an deterministic one-way communication complexity protocol for Problem 1.1 that sends O(k(log n k + log |Σ|)) bits, where Σ denotes the input alphabet.
Proof. We shall assume that the text T is of length at most 5n/4. If the actual text is longer, the full protocol splits it into substrings of length 5n/4 with overlaps of length n, this enabling us to find all k-mismatches by repeating the protocol a constant number of times.
If P does not occur in T , Alice may send an empty message to Bob. Otherwise, her message consists of the following data:
• the location of the leftmost k-mismatch occurrence of P in T , along with the mismatch information; • the location of the rightmost k-mismatch occurrence of P in T , along with the mismatch information; • the value d = Per <n/4 (P, 2k) and the corresponding data structure of Lemma 3.2.
By Observation 3.1 and Lemma 3.2, the message takes O(k(log n k + log |Σ|)) bits. Now, it suffices to describe how Bob uses the message to retrieve all the k-mismatch occurrences of P in T , as well as the corresponding mismatch information.
Let ℓ be the starting position of the leftmost k-mismatch occurrence of P in T and suppose that some other occurrence starts at position ℓ ′ . Observe that
In particular, the rightmost occurrence must be at position ℓ+M d for some non-negative integer M , and each occurrence is at position ℓ + md for some 0 ≤ m ≤ M . We shall prove that Bob can retrieve the mismatch information for the alignment of P at each of these positions. Suppose that he wants to compare P [i] with T [i+ℓ+md]. The position ℓ+md+i satisfies ℓ ≤ i+ℓ+md < ℓ+M d+n, so it must be located within the leftmost or the rightmost occurrence of P . By symmetry, we may assume (w.l.o.g.) that this is the leftmost occurrence.
Bob can use the data structure of Lemma 3.2 to retrieve P [i] and
Similarly, the mismatch information for the leftmost occurrence of P lets Bob retrieve P [i + md] and T [i + ℓ + md] unless these characters are equal. It is easy see that this is sufficient to decide whether P [i] = T [i + ℓ + md] and to retrieve both characters if they are not equal.
Consequently, Bob is indeed able to compute the mismatch information for the alignments of P at all positions ℓ + md for 0 ≤ m ≤ M . He outputs the positions with at most k mismatches along with the corresponding mismatch information.
The k-mismatch sketch
In this section, we describe a randomised sketch which will not only allow us to determine if two strings have Hamming distance at most k, but if they do, will also give us all the mismatch information. Our approach combines the deterministic sketch developed in [8] for the offline kmismatch with wildcards problem with the classic Karp-Rabin fingerprints for exact matching [23] .
We fix an upper bound n on the length of the compared strings, and a prime number p > n c for sufficiently large exponent c (the parameter c can be used to control error probability). We will assume throughout that all the input symbols can be treated as elements of F p by simply reading the bit representation of the symbols. If the symbols come from a larger alphabet, then we would need to hash them into F p , which will introduce a small extra probability of error.
Let us start by recalling the Karp-Rabin fingerprint [23] .
Definition 4.1 (Karp-Rabin fingerprints ψ r ). For a string S ∈ F ℓ p and for r ∈ F p , the Karp-Rabin fingerprint ψ r (S) is defined as ψ r (S) =
The most important property of Karp-Rabin fingerprints is that for any two equal-length strings U and V with U = V , the equality ψ r (U ) = ψ r (V ) holds for at most ℓ out of p values r ∈ F p . Therefore if r is chosen at random from [p], then the probability of a false positive is less than ℓ/n c .
In order to tackle our k-mismatch problem, we use a modified version of the sketching function from [8] , inspired by Reed-Solomon codes. Whereas the original version used a finite field of characteristic 2, which enabled a fast deterministic decoding scheme to be used, we need a field with large characteristic in order to efficiently manipulate the sketches. We will see later that this change will make us use a different randomised algorithm to find the indices of the mismatches. 
. For a fixed prime number p and for r ∈ F p chosen uniformly at random, the sketch function sk k (S) of a string S ∈ F * p is defined as:
For every string S ∈ F ℓ p , the sketch sk k (S) takes O(k log p) bits. The main goal of the sketches is to check whether two given strings are at Hamming distance k or less, and, if so, to retrieve the mismatches. First, we deal with the latter task.
Lemma 4.5. Consider strings S, T ∈ F ℓ p such that HD(S, T ) ≤ k and ℓ ≤ n. Given sk k (S) and sk k (T ), the mismatch information MI(S, T ) can be computed in O(k log 3 n) time using O(k log n) bits of space. The algorithm may fail (report an error) with probability inverse polynomial in n.
Proof. Let x 1 , . . . , x k ′ be the mismatch positions of S and T , and let
] be the corresponding numerical differences. We have:
. . .
This set of equations is similar to those appearing in [8] and in the decoding procedures for Reed-Solomon codes. We use the standard Peterson-Gorenstein-Zierler procedure [28, 18] , with subsequent efficiency improvements. This method consists of the following main steps:
2. Find the error locations x i by factorising the polynomial P . 3. Retrieve the error values r i .
We implement the first step in O(k log n) time using efficient key equation solver by Pan [27] ; see Lemma A.4. The next challenge is to factorise P , taking advantage of the fact that it is a product of linear factors. As we are working over a field with large characteristic, there is no sufficiently fast deterministic algorithm for this task. Instead we use the randomised Cantor-Zassenhaus algorithm [5] (see Lemma A.3), which takes O(k log 3 n) time with high probability. If the algorithm takes longer than this time then we stop the procedure and report a failure. Finally, we observe that the error values r i can be retrieved by solving a transposed Vandermonde linear system of k ′ equations using Kaltofen-Lakhshman algorithm [22] (see Lemma A.5) in O(k log k log n) time. Each of these subroutines uses O(k log n) bits of working space.
Using the fact that we now have full knowledge of the mismatch indices x i , a similar linear system lets us retrieve the values
Now, we are able to compute S[
Unfortunately, if the Hamming distance between two strings is greater than k, then we may get erroneous results from the above procedure. This issue is resolved by using the Karp-Rabin fingerprints to help us check if we have found all the mismatches or not. Corollary 4.6. Given the sketches sk k (S) and sk k (T ) of two strings of the same length ℓ ≤ n, in O(k log 3 n) time we can decide (with high probability) whether HD(S, T ) ≤ k. If so, the mismatch information MI(S, T ) is reported. The algorithm uses O(k log n) bits of space.
Proof. First, run the procedure of Lemma 4.5. If the algorithm fails, we may assume HD(S, T ) > k; otherwise the failure probability is inverse polynomial in n.
A successful execution results in the mismatch information {(
In order to verify this condition, we compare the Karp-Rabin fingerprints, i.e., test whether
It is easy to see that this verification takes O(k ′ log n) time. The error probability is at most ℓ p . Next, we consider efficiency of computing the sketch sk k (S).
Fact 4.7. Given the sketch sk k (S) of a string S and a character a ∈ F p , the sketch sk k (Sa) can be computed in O(k + log n) time using O(k log n) bits of space.
Proof. Observe that ψ r (Sa) = ψ r (S) + ar |S| , φ j (Sa) = φ j (S) + a|S| j , and φ ′ j (Sa) = φ ′ j (S) + a 2 |S| j . We compute r |S| in O(log n) time, while the powers |S| j for 0 ≤ j ≤ 2k can be computed one by one. The overall running time is O(k + log n).
Fact 4.8. Consider two strings S, T ∈ F ℓ p with HD(S, T ) = 1. Given sk k (S) and MI(S, T ), the sketch sk k (T ) can be computed in O(k + log n) time using O(k log n) bits of space.
2 )x j . We compute r x in O(log n) time, while the powers x j for 0 ≤ j ≤ 2k can be computed one by one. The overall running time is O(k + log n).
Unlike in [8] , we also need to efficiently update sketches subject to prefix removal.
From this reformulation we can see that it is possible to compute φ j (U V ) for all j ∈ {0, . . . , 2k} in O(k log n) time using efficient convolution (polynomial multiplication) over F p [31] ; see Corollary A.2. The coefficients φ ′ j (U V ) can be computed in the same way.
5 An O(k log 3 n log n k )-time and O(k log n log n k )-bits streaming algorithm for k-mismatch
We now present our main result, an O(k log 3 n log n k )-time and O(k log n log n k )-bits streaming algorithm for k-mismatch and thus prove Theorem 1.4. Our algorithm first processes the pattern, extracting the information we will need and then discards the pattern and starts processing the text. We describe the information we gain from the pattern first.
Preprocessing the pattern
In a similar fashion to the earlier work on steaming exact matching [29, 3] we consider prefixes of the pattern in exponentially increasing length. The following simple observation specifies the lengths of these prefixes.
For each prefix P ℓ = P [0, . . . , m ℓ − 1], we store the following information:
• The sketch sk k (P ℓ ).
• The sketch sk
• The data structure of Lemma 3.2 built for the 2k-periods of the prefix P ℓ .
The total size of this information is O(k log n log n k ) bits and this is all we store about the pattern.
Processing the text
A prefix P ℓ is to be processed by one level of our algorithm. Level ℓ is responsible for determining when P ℓ+1 has a k-mismatch with the text. If the level ℓ finds such a k-mismatch, it passes the sketch of the occurrence and the corresponding mismatch information to the level ℓ+1; the topmost level L − 1 passes the mismatch information directly to the output. Each character T [i] is processed by all the levels in the ascending order of their identifiers. Level 0, that is seeking for k-mismatch occurrences of P 1 = P [0, . . . , k − 1], has a simple implementation because every length-k fragment of T is such an occurrence. Hence, in the overview below we only consider levels ℓ for 0 < ℓ < L.
The streaming algorithm always keeps the data about the pattern as described above. Additionally, each level ℓ must maintain enough information to be able to determine which k-mismatch occurrences of P ℓ can be extended to k-mismatch occurrences of P ℓ+1 . We distinguish the active region A ℓ of the text containing the starting positions of the occurrences of P ℓ which we still need to try extending to P ℓ+1 . Immediately before reading character T [i], the active region is going to be
we denote the actual starting positions of the active k-mismatch occurrences of P ℓ . We shall also say that the whole level is active if Occ ℓ = ∅.
In this terminology, the data stored at level ℓ needs to be sufficient to decide, for each active occurrence j ∈ Occ ℓ , whether it can be extended to a k-mismatch occurrence of P ℓ+1 . A naive solution could be to maintain sk k (T [j, . . . , i]) for each j ∈ Occ ℓ so that sk k (T [j, . . . , j + m ℓ+1 − 1]) could be tested against sk k (P ℓ+1 ) while we process the character T [j + m ℓ+1 − 1]. However, this is infeasible in small space because | Occ ℓ | could be large, potentially of size Θ(n).
Nevertheless, as we have already observed in Section 3, highly overlapping k-mismatch occurrence of P ℓ yield short 2k-periods of P ℓ . We exploited this fact in the deterministic protocol of Theorem 1.2, where we applied Lemma 3.2 to retrieve all the occurrences of the pattern located between two overlapping occurrences by verifying several candidate positions. Here, our strategy is similar: we also maintain O(1) overlapping occurrences of P ℓ (along with the mismatch information) so that all the active occurrences are located in between. However, now we look for P ℓ+1 rather than P ℓ , so we use Lemma 3.2 for a different purpose: in order to shift the sketch sk k (T [j, . . . , i]) from one candidate position j to the next one, which is going to be j + d ℓ . In more detail, Lemma 3.2 and the mismatch information for the stored k-mismatch occurrences let us retrieve sk k (T [j, . . . , j + d ℓ − 1]) and then Lemma 4.9 lets us efficiently move the sketch forward.
Next, we describe the streaming algorithm in detail, relying on the intution provided above.
Implementation of the streaming algorithm at level 0
Recall that level 0 of the streaming algorithm is responsible for finding the k-mismatch occurrences of This is the leftmost candidate position where an occurrence of P ℓ+1 may start.
The occurrence of P ℓ at position x ′ is kept so that it can be used later on when it will become x ′′ . The maintained information takes O(k log n) bits per level, and O(k log n log n k ) bits in total. Before we proceed, let us state two simple yet useful properties of the stored positions. These tells us where active occurrences can occur and that a k-mismatch occurrence starting at x ′′ is suitably aligned with the text to allow us to compute the sketch of T [b, . . . , b + d ℓ − 1] when we need it.
Hence, b − j ∈ Per ≤m ℓ /4 (P ℓ , 2k), and thus j ≡ e (mod d ℓ ). Now, the claim follows from the explicit assumption e ≡ b (mod d ℓ ).
Proof. Note that x ′ ≡ b (mod d ℓ ) by Observation 5.2. A similar reasoning yields that x ′ − x ′′ ∈ Per ≤m ℓ /4 (P ℓ , 2k), so we have We can see that Part 1 can be easily implemented in O(k + log n) time using Fact 4.7; note that this step is void if the level is inactive.
Next, consider Part 2 where we advance the left endpoint of A ℓ from i−m ℓ+1 +1 to i−m ℓ+1 +2. Before that, we need to check if P ℓ+1 has a k-mismatch occurrence at the left endpoint of Finally, we deal with Invariant 3, which becomes false if x ′ = i − m ℓ+1 + 1. In this case, we shall set x ′′ := x ′ and x ′ := e (copying the corresponding mismatch information). Note that e ∈ Occ ℓ , x ′ ≤ b, and e − x ′ ≤ m ℓ+1 − m ℓ − 1 ≤ 1 4 m ℓ , so Invariant 3 and Invariant 4 are satisfied after such an assignment. This completes the implementation of Part 2. The overall working space is O(k log n) bits, while the worst-case running time (for a single level) is O(k log 3 n + d ℓ (k + log n)). Later on, we show how to improve the time to O(k log 3 n) by performing some computations in advance. Finally, we implement Part 3, where we advance the right endpoint of A ℓ from i−m ℓ to i−m ℓ +1. Here, only a new k-mismatch occurrence of P ℓ at position i − m ℓ + 1 may invalidate the invariants. We describe how to handle such an occurrence, reported by the level below with the mismatch information and sketch sk k (T [i − m ℓ + 1, . . . , i] ). First, suppose that the level ℓ is inactive. In this case, we need to activate it because Occ ℓ = {i − m ℓ + 1} no longer empty. It is easy to check that setting b := e := x ′ := x ′′ := i − m ℓ + 1 satisfies the invariants. Moreover, the required mismatch information and the sketch s are provided by the level ℓ − 1. Now, suppose that the level ℓ is active, i.e., Occ ℓ already contained some position before inserting i − m ℓ + 1. Such a position is stored in the variable e, which needs to be updated to i − m ℓ + 1 (along with the mismatch information). Both positions belong to Occ ℓ , so Observation 5.2 guarantees that the distance between them is a multiple of d ℓ . Hence, Invariant 2 is still satisfied after we update e. The remaining invariants are not affected by the update. Thus, Part 3 can be implemented in O(k) time.
This completes the description of the algorithm and its proof of correctness and hence gives the following lemma. A detailed implementation is provided in Algorithm 1.
Lemma 5.5. With high probability, Algorithm 1 correctly maintains the invariants and reports the required data whenever P ℓ+1 has a k-mismatch occurrence ending at position i.
Our final task is to remove the dependence on d ℓ from the worst-case running time per symbol. Lemma 5.6. Each level ℓ > 0 can be implemented in O(k log 3 n) worst-case time per symbol and O(k log n) bits of space.
Proof. Currently the worst-case running time is O(k log 3 n + d ℓ (k + log n)) per symbol. Hence, we just need to get rid of the O(d ℓ (k + log n)) term, which is only due to Fact 5.4. Note that the underlying time-consuming procedure is launched when we increase b by d ℓ . Moreover, it is easy to see that before this happens, b and x ′′ have not been modified while we were processing the previous d ℓ − 1 symbols. Consequently, we can start executing the procedure of Fact 5.4 d ℓ symbols in advance so that the per-symbol the running time is O(k + log n), which is less than the O(k log 3 n) term appearing due to Corollary 4.6. The space complexity in Fact 5.4 is O(k log n) bits, so maintaining the state of these computations does not influence the overall asymptotic size of the stored data.
Complexity Analysis
We are now ready to prove Theorem 1.4, which is our main result. Theorem 1.4. There exists a solution for Problem 1.3 which, after preprocessing the pattern, uses O(k log n log n k ) bits of space and O(k log 3 n log n k ) time per arriving symbol. The algorithm is randomised and its answers are correct with high probability, i.e., it errs with probability inverse polynomial in n.
Proof. The space consumption is O(k log n log n k ) bits for the pattern, and O(k log n) bits for each level of the streaming algorithm. The number of levels is O( n k ), so this is O(k log n log n k ) bits in total. As far as time complexity is concerned, level 0 takes O(k log n) time per symbol and, by Lemma 5.6, the subsequent O(log n k ) levels take O(k log 3 n) time each. Hence, the total per-symbol time is O(k log 3 n log 
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Encoding Strings with Many Approximate Periods (Proof of Lemma 3.2)
In this section, we prove Lemma 3.2; its statement is repeated below for completeness.
Lemma 3.2. Let d = gcd(Per ≤n/4 (X, k)) for a string X ∈ Σ n and an integer k. There is a data structure of size O(k(log n k + log |Σ|)) bits which, given indices i,
and retrieves both characters if they are distinct.
Our encoding is primarily based on the following concept of classes modulo p. Definition 6.1. Let X be a fixed string of length n. For integers i, p with p ≥ 0, the i-th class modulo p (in X) is defined as a multiset:
For p = 0 we assume that i ′ ≡ i (mod 0) if and only if i = i ′ .
We say that a multiset is uniform if all its elements are equal. The majority element of a multiset S is an element with multiplicity strictly greater than 1 2 |S|. We define uniform strings and majority characters of a string in an analogous way.
Using these notions, a stronger version of Lemma 3.2 can be formulated:
for a string X of length n and a positive integer k. There is a data structure of size O(k(log n k + log |Σ|)) bits which, given an index i, in O(log n) time can retrieve
The reduction is as follows: Suppose that we are asked to compare X[i] and X[i ′ ] for i ≡ i ′ (mod d). We try retrieving both characters in O(log n) time each. This procedure succeeds unless
In this case, we are guaranteed that
The remaining part of this section constitutes a proof Lemma 6.2. We start with Section 6.1, where we introduce the main ideas, which rely on the structure of classes and their majorities. The subsequent Section 6.2 provides further combinatorial insight necessary to bound the size of our encoding. Section 6.3 presents two abstract building blocks based on well-known compact data structures. Next, in Section 6.4 we give a complete description of our encoding, and in Section 6.5 we address answering queries.
Overview
First, we observe that it suffices to focus on an O(log n)-element subset of Per ≤n/4 (X, k).
There is a subset P = {p 1 , . . . , p s } ⊆ Per ≤n/4 (X, k) such that the partial greatest common divisors d ℓ = gcd(p 1 , . . . , p ℓ ) satisfy the following properties:
Proof. We construct the set P inductively, adding subsequent elements p ℓ one by one. We maintain the value d ℓ = gcd(p 1 , . . . , p ℓ ), which is always a multiple of d. We start with an empty set with d 0 = gcd ∅ = 0, and the construction terminates as soon as d ℓ = d. Otherwise, d ℓ is a common divisor of Per ≤n/4 (X, k), so we choose p ℓ+1 ∈ Per ≤n/4 (X, k) so that d ℓ ∤ p ℓ+1 , and consequently d ℓ+1 is a proper divisor of d ℓ . The latter condition guarantees that the construction stops. Moreover,
Let C ℓ be the partition of the characters of X into classes C d ℓ (i) modulo d ℓ . Fact 6.3 lets us characterize the sequence C 0 , . . . , C ℓ : the first partition, C 0 , is the partition into singletons, i.e., the finest possible partition. Then, each partition is coarser than the previous one, and finally C s is the partition into classes modulo d.
Consequently, the classes modulo C d ℓ (i) for 0 ≤ ℓ ≤ s form a laminar family, which can be represented as a forest of depth s + 1 = O(log n); its leaves are single characters (classes modulo d 0 = 0), while the roots are classes modulo d. Let us imagine that each class stores its majority element (if there is one). Observe that if all the classes C d ℓ−1 (i ′ ) contained in a given class C d ℓ (i) share a common majority element, then this value is also the majority of C d ℓ (i). Consequently, storing the majority elements of all the contained C d ℓ−1 (i ′ ) is redundant. Now, in order to retrieve X[i], it suffices to start at the leaf C d 0 (i), walk up the tree until we reach a class storing its majority, and return the majority, which is guaranteed to be equal to X[i]. This is basically the strategy of our query algorithm. A minor difference is that we do not store the majority element of uniform classes C d (i), because our query procedure is allowed to fail if C d (i) is uniform.
In order to efficiently store the majority characters of classes C d ℓ−1 (i ′ ) contained in a given class C d ℓ (i), let us study the structure of these classes is more detail 
Motivated by this decomposition, for each class C d ℓ (i) with ℓ ≥ 1, we define the majority string M ℓ,i so that M ℓ,i [j] is the majority character of C d ℓ−1 (i + jp ℓ ), or $ if the class has no majority. We set |M ℓ,i | =
, we expect that the adjacent characters of the majority strings M ℓ,i are almost always equal. In fact, in the next section we shall prove that the total number of mismatches (across all majority strings) is O(k). The number of non-uniform classes modulo d (for which we also store the majority element) is also shown to be O(k).
Combinatorial Bounds
The following two inequalities are crucial to bound the size of our data structure.
Lemma 6.5. The following inequalities are satisfied for 1 ≤ ℓ ≤ s:
Proof. 1. We provide a discharging argument. In the charging phase, each class in C d ℓ (i) ∈ N ℓ ∪ K ℓ receives two tokens. The number of assigned tokens is clearly
Each class C d ℓ (i) ∈ K ℓ is left with one token, so we only need to prove that each class C d ℓ+1 (i) ∈ N ℓ+1 received at least two tokens. Suppose that C d ℓ+1 (i) is such a class. Observation 6.4 yields a decomposition
Note that C d ℓ+1 (i) receives one token from each class C d ℓ (i+jp) ∈ K ℓ it contains. Hence, if there are two or more such classes, we are done. Otherwise, by the cyclic structure of the decomposition, the number of contained classes C d ℓ (i + jp) ∈ K ℓ must be zero, which means that the classes C d ℓ (i + jp) have a common majority. If all of them were uniform, then C d ℓ+1 (i) would also be uniform. Thus, one of the classes satisfies C d ℓ (i + jp) ∈ N ℓ \ K ℓ . and it passed two tokens to C d ℓ (i + jp) . This completes the proof. 2. Suppose that C d ℓ (i) ∈ K ℓ \ N ℓ satisfies the condition listed above, and let k ℓ,i be the total number of mismatches between X[i + jd ℓ ] and X[i + jd ℓ + p ℓ+1 ] for integers j such that 0 ≤ i + jd ℓ < i + jd ℓ + p ℓ+1 < n.
Observe that at most
) are at indices smaller than p ℓ+1 (and they are not aligned with any character of C d ℓ (i)), and exactly k ℓ,i characters are aligned with mismatching character. The remaining characters are aligned with matching characters of C d ℓ (i). The class C d ℓ (i) is uniform, so this means that at most
is not equal to the majority character of C d ℓ (i). Since C d ℓ (i + p ℓ+1 ) does not share the majority character with C d ℓ (i), we must have
with the last inequality due to Fact 6.3. The fact that p ℓ+1 ∈ Per(X, k) yields
We are now ready to conclude the bounds essential for the size of our data structure. 
. These values can be bounded using Lemma 6.5, which states that 2|N ℓ+1 | + |K ℓ | ≤ 2|N ℓ | + 2 3−ℓ · k for 1 ≤ ℓ < s. Summing up the inequalities, we obtain:
Consequently, |N s | ≤ 5k and the total number of mismatches adjacent characters of mismatch strings M ℓ,i for ℓ > 1 is at most 10k.
Algorithmic Tools
A maximal uniform fragment of a string S is called a run; we denote the number of runs by rle(S).
Fact 6.7 (Run-length encoding). A string S of length n with r = rle(S) can be encoded using O(r(log n+r r + log |Σ|)) bits so that any given character S[i] can be retrieved in O(log r) time.
Proof. Let 1 = x 1 < . . . < x r ≤ n be starting position of each run. We store the sequence x 1 , . . . , x r using the Elias-Fano representation [13, 16] (with O(1)-time data structure for selection queries in a bitmask; see e.g. [7] ). This representation takes O(r log 
Data Structure
Following the intuitive description in Section 6.1, we shall store all the non-uniform majority strings M ℓ,i (for 1 ≤ ℓ ≤ s and 0 ≤ i < d ℓ ). Corollary 6.6 yields that the total number of mismatches between subsequent characters is O(k), so the number of non-uniform majority strings is also O(k). Moreover, we shall store the majority character of each non-uniform class modulo d, and there are O(k) such classes, again due to Corollary 6.6.
We store all this information in a single string M. We initialize M as a string of length 2n consisting of blank characters ⋄. Next, for each non-uniform class C d (i), we store its majority character at M[i]. Moreover, each non-uniform majority string M ℓ,i is copied as position to M at position 2d ℓ + i
for ℓ > 1 and 2d ℓ + i⌈nd ℓ ⌉ for ℓ = 1. It is easy to see that for each ℓ the target fragments do not overlap. Moreover, they are contained within range [2d
These ranges are clearly disjoint for distinct values ℓ.
We store the string M using Fact 6.7. Note that |M| ≤ 2n and rle(M ) = O(k), so this takes O(k(log n+k k +log |Σ|)) bits. Additionally, we for each non-uniform majority string M ℓ,i , we store its starting position. This set is implemented using Fact 6.8, so the space complexity is O(k(log n+k k )). Finally, we store integers n,
and r ℓ for 1 ≤ ℓ < s. A naive estimation of the required space is O(s log n) = O(log 2 n) bits, but variable-length encoding lets us improve the space consumption to O(log n + s ℓ=1 log
This completes the description of our data structure. Its overall size in bits is bounded by O(k(log n+k k + log |Σ|)), due to log n ≤ k log n+k k .
Queries
In this section, we describe the query algorithm for a given index i.
We are going to iterate for ℓ = 1 to s, and for each ℓ we will either learn X[i] or find out that X[i] is the majority character of C d ℓ (i). Consequently, entering iteration ℓ, we already know that X[i] is the majority of C d ℓ−1 (i). We also assume that d ℓ is available at that time.
We compute the starting position of M ℓ,i mod d ℓ in M according to the formulae given in Section 6.4. Next, we query the data structure of Fact 6.8 to find out if the majority string is uniform. If so, we conclude that X[i] is the majority of C d ℓ (i) and we may proceed to the next level. Before this, we need to compute 7 An Ω(k log n k (log n k + log |Σ|)) bits conjectured lower bound for the streaming k-mismatch problem
We prove Theorem 1.5 by showing an explicit set of patterns for which any encoding of all the k-mismatch alignments between prefixes of the pattern P and suffixes of the text T , along with the mismatch information, must use Ω(k log n k (log n k + log |Σ|)) bits. We define our string recursively. Consider a base string S 0 = 0 k . To create S i+1 we make three copies of S i and concatenate them to each other to make S i S i S i . We then choose ⌊ 1 2 k⌋ indices at random from the middle copy of S i and randomly change the symbols at those indices. Let S ′ i be this modified middle third so that S i+1 = S i S ′ i S i . There are Θ(log n k ) levels to the recursion, so for the final string there are therefore Ω(log n k ) alignments at which the Hamming distance is at most k. Mismatch information for each of them contains ⌊ 1 2 k⌋ randomly chosen indices and ⌊ 1 2 k⌋ random symbols which need to be reported. This gives a lower bound of Ω(k log n k (log n k + log |Σ|)) bits in total needed for any encoding.
A Appendix: Algebraic Algorithms on F p
In this appendix, we recall several classic problems in computer algebra involving a prime field F p , which arise in Section 4. The time and space complexities of their solutions depend on the relation between the field size p and the input size, as well as on the model of computation. Below, we state these complexities for the setting used throughout the paper, which is as follows: We assume the word RAM model with word size w, which supports constant-time arithmetic and bitwise operations on w-bit integers.
Lemma A.1 (Integer multiplication; Schönhage and Strassen [31, 24] ). The product of two n-bit integers can be computed in O(n) time using O(n) bits of space provided that w = Ω(log n).
Next, we consider operations in the field F p where p is a prime number with log p = Θ(w), and the corresponding ring of polynomials F p [X]. We always assume that the degrees of input polynomials are bounded by n = 2 O(w) . Polynomial multiplication is a basic building block of almost all efficient algebraic algorithms on F p . Our model of computation allows for the following efficient solution:
Corollary A.2 (Polynomial multiplication). Given two polynomials A, B ∈ F p [X] of degree at most n, the product A · B can be computed in O(n log p) time using O(n log p) bits of space.
Proof. Polynomial multiplication in Z[X] can be reduced to integer multiplication via the Kronecker substitution [26] . More precisely, a polynomial P (X) = n i=0 p i X i of degree n with 0 ≤ p i < N is represented as an integer with n + 1 blocks of 1 + 2 log N + log n bits each so the binary encoding of p i is stored in the i-th least significant block. To multiply polynomials in F p [X], we can compute the product in Z[X] and then replace each coefficient by its remainder modulo p.
In Lemma 4.5, we use efficient solutions to three classic problems listed below. The original papers refer provide the space complexity in terms of the time M (n) of polynomial multiplication in F p . The space complexity is not specified explicitly; one can retrieve it by analysing the structure of the original algorithms and their subroutines, such as multi-point evaluation, division, and gcd computation of polynomials. We refer to a textbook [32] for detailed descriptions of these auxiliary procedures as well as of the Cantor-Zassenhaus algorithm.
Lemma A.3 (Polynomial factorization; Cantor-Zassenhaus [5] ). Given a polynomial A ∈ F p [X] of degree n with n distinct roots, all the roots of A can be identified in O(n log 3 p) time using O(n log p) bits of space. The algorithm may fail (report an error) with probability inverse polynomial in p.
Proof. The Cantor-Zassenhaus algorithm proceeds in several iterations; see [32] . Each iteration involves log p multiplications and divisions of degree-O(n) polynomials, as well as several gcd computations involving polynomials of total degree O(n). The overall time of these operations is O(n log 2 p + n log n log p) = O(n log 2 p). Each step can be interpreted as a random partition of the set of roots of A into two subsets. The computation terminates when every two roots are separated by at least one partition. After Ω(log p) phases this condition is not satisfied with probability inverse polynomial in p.
Lemma A.4 (BCH Decoding; Pan [27] ). Consider a sequence s j = n−1 i=0 α i · β j i ∈ F p with distinct values β i and coefficients α i = 0 for n < p. Given the values s 0 , s 1 , . . . , s 2n , the polynomial n i=1 (1 − Xβ i ) can be computed in O(n log p) time using O(n log p) bits of space. Lemma A.5 (Solving transposed Vandermonde systems; Kaltofen-Lakshman [22] ). Consider a sequence s j = n−1 i=0 α i · β j i ∈ F p with distinct values β i and coefficients α i = 0 for n < p. Given the values s 0 , . . . , s n−1 and β 0 , . . . , β n−1 , the coefficients α 0 , . . . , α n−1 can be retrieved in O(n log n log p) time using O(n log p) bits of space.
