Animal disease epidemic models are useful for better understanding both the spread and control of disease in a population. While it is advisable that models be only as complex as needed, it is often necessary to modify simplifying assumptions and thus increase model complexity to better reflect reality. Here, the author will examine the need for increasing model complexity by including randomness in a model and modifying the assumption of homogeneous mixing, by introducing a spatial component into the model. The costs and benefits of these changes will be examined.
Introduction
In simulation modelling, it is advisable to begin with a simple model; however, a simple model is highly susceptible to being sensitive to unrealistic, real-world assumptions and thus prone to producing inaccurate and potentially misleading results. For this reason, complexities are introduced into a model, in order to produce more realistic and correspondingly accurate results. Complex models may be categorised in several different ways, including according to how they address randomness and spatial relationships.
Randomness
When classifying models according to how they deal with randomness, models are referred to as either deterministic or stochastic. These models differ in the way in which their input parameters are specified and they generate different results. A deterministic model uses input parameters that are specified by a single, fixed value. Consequently, it generates a single output, often identifying the mean or expected outcome of the system; however, it could also be specified to simulate other outcomes, such as the worstpossible-case scenario. Regardless of how many times a deterministic model is evaluated or run (iterated), the same result is produced. Until the 1950s, most epidemic models were deterministic; however, as Bailey (2) noted, 'It is the essential failure of [such] models to square with the facts that has led to their abandonment in many quarters and consequent replacement by corresponding probability, or stochastic, representations'. Applications of stochastic models by Bartlett in the 1950s were made with a derivation of the stochastic threshold theorem and a more accurate approximation of the epidemic wave, which avoided the unrealistic damping of the wave encountered with the earlier deterministic models, as demonstrated when duration of infectivity or immunity were allowed to vary (3, 4, 5, 6) . Other improvements from stochastic models included the ability to more accurately obtain the distribution of the total epidemic size and duration, and thus gain a better understanding of the population dynamics of parasites and pathogens. It is thought that as long as a 'sufficient' number of infectives are present, deterministic models perform well; however, in the early stages of an epidemic, especially in a small population with a low contact rate, deterministic models fail to accurately portray the 'boom or bust' situation of epidemics, i.e. given an identical scenario sometimes an epidemic dies out while other times it takes off and becomes explosive.
Instead of using a single value for the input parameter, a stochastic model uses input parameters that are typically specified by statistical distributions. Consequently, it generates several results -which may be described by a distribution of values, including, mean, median, range, variance, and probability intervals -for a single system from as many as 10,000 or more iterations. Examples of input parameters include the number of adequate contacts that could result in disease transmission made in a given time period or the duration of an individual animal infectious state. Information necessary to estimate stochastic distributions may be obtained from the literature (e.g. as the result of laboratory experiments or disease outbreaks), or it may be obtained through alternative sources (e.g. expert opinion). Once estimated, these distributions can be used in place of the simpler point estimates used in a deterministic model.
To illustrate the potential importance of making a model stochastic, the author assumes a simple scenario with a population of 101, with either two or four adequate contacts (k) per time period, each of which, if occurring between a susceptible and infectious individual, will result in disease transmission. Assuming the model is deterministic and the number of adequate contacts is fixed at two, 82 individuals are expected, or simulated, to be infected by time period 15 ( Fig. 1) . On the other hand, the number of contacts may be assumed to be stochastic, e.g. following a binomial distribution, ranging from zero to ten and having a mean of two, i.e. 10*0.2; binomial(10, 0.2) (Fig. 2a) . As a result of the stochastic contact rate, epidemics with the same mean number of adequate contacts may result in highly variable outcomes (Fig. 3) , with some epidemics being explosive and others dying out early. The outcome of 1,000 iterations is illustrated in Figure 4a . The stochastic model predicted a lower mean cumulative incidence (64.3) than the deterministic model; it also produced a bimodal distribution of the cumulative incidence, one with approximately 20% of the simulated epidemics with fewer than five cases and the other, which occurred the remaining 80% of the time, approximating the deterministic model prediction of 85 cases. On the other hand, when the mean number of adequate contacts was increased from two to four (Fig. 2b) , the expected cumulative incidence produced from the deterministic model was 99, which was similar to the incidence predicted by the stochastic model, where the mean cumulative incidence was 97.1 ( Fig. 4b) . In addition to the final epidemic size, or cumulative incidence, one can also calculate probability distributions of the observed simulation results, either as the point or cumulative incidence, assuming a stochastic number of adequate contacts as either two or four (Fig. 5 ). Comparing the results from the stochastic simulations using an adequate contact rate of two with the deterministic model results ( Fig. 1 ) it is evident that the stochastic model generates supplemental and potentially valuable information for those interested in better understanding what might happen, and its probability of happening, compared with what is expected to happen. A similar comparison can be made between the results shown in Figures 1 and 5b , by recalling that the immune prevalence (Fig. 5b) is the same as the cumulative incidence ( Fig. 1 ), but lags a single time period behind. From these results, one can appreciate the additional information provided by a stochastic model, especially regarding the wide range of outcomes that may occur. In addition, stochastic simulation results compared of four adequate contacts per time period, but this may not be true in other situations, such as when the mean is two. In the latter case, contrary to results produced by the deterministic model, the stochastic model results in a sufficient number of epidemics that die out early. If the mean were two, it would be necessary to increase the model complexity by introducing a stochastic input parameter, in order to correspondingly increase the model reality. An additional benefit of stochastic modelling that should not be overlooked is the insight it provides regarding the possible variability that might occur in reality but not be captured in a deterministic model.
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Rev. sci. tech. Off. int. Epiz., 30 (2) when the number of adequate contacts is allowed to vary present insights into the epidemic process; for example, there is a relatively greater variation in point incidence observed with a smaller number of adequate contacts (two vs. four; Figs. 5a and 5b, respectively). This increased variation is even more evident when the cumulative incidence probability distributions are compared (Figs. 5b and 5d).
From these results, one should conclude that a simpler, deterministic model may satisfactorily simulate an epidemic in a population of 101 individuals with a mean 
Spatial
Disease spread models may also be categorised according to how they treat spatial relationships, e.g. non-spatial, pseudo-spatial or truly-spatial. Non-spatial models assume random or homogeneous mixing, i.e. each individual has an equal probability of contacting any other given individual in a given period of time. Non-spatial models are simpler to construct and, like deterministic models, may be expressed as a series of differential equations that have mathematical properties that make them amenable to producing analytic solutions, such as the number of adequate contacts necessary to propagate an epidemic.
As stated earlier, in the section on categorising models as either deterministic or stochastic, if a model fails to provide useful information, it must be improved, often by adding a level of complexity. For non-randomly mixing or spatially heterogeneous scenarios, this complexity comes in the form of added spatial identity. While some models that ignore non-random mixing events may provide valuable information, others fail. Obvious animal disease spread examples include those involving herds located on fixed sites, animals located in pens or cages, and even clusters of herds, such as dairy herds located in one of several spatially-separated milk sheds. In these cases, a model assuming random mixing among individuals or groups may provide inaccurate results and require increased spatial complexity in order to provide more realistic simulation results.
Pseudo-spatial models assume non-random mixing but do not necessarily reflect the true spatial location of individuals or groups in the model or, therefore, the distances that separate them. An example of this may be a model that is based on the assumption that while the numbers and locations of livestock premises are known in the United States, the location information is not publicly accessible and only the number, and not the precise location, of premises is known at the county level. Therefore, a model could simulate disease spread between counties, using their relative locations as an estimate of risk, but simulations of spread within a county are forced to use the simplifying assumption that contacts among premises are random, as described above for the nonspatial models.
Truly-spatial models, on the other hand, incorporate locations and hence spatial proximity (approximating relative exposure or transmission risk) of individuals or groups. They are based on the assumptions that spatial locations are known and specified in the model, and these spatial relationships play a role in estimating disease spread. Much of the groundwork for spatial disease modelling was developed in the 1960s. Kendall (19) examined the epidemic theory of disease spread in a oneRev. sci. tech. Off. int. Epiz., 30 (2) 420 5a) 5b) 5c) 5d)
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Stochastic model simulation results (median, 5%, 25%, 75% and 95% probability intervals) of epidemic curves (5a and 5c) and cumulative incidence (5b and 5d) from 1,000 iterations each, assuming a population of 101 and two (5a and 5b) or four (5c and 5d) mean adequate contacts per time period dimension community. In the same year, Morgan and Welsh (21) discussed a two-dimension simulation model. Two years later, Bailey (1) reported on a two-dimension model to simulate disease spread in an 11×11 matrix. While these models advanced the mathematical theory of epidemics with a spatial component, a practical application was not made until Kelker (18) attempted to describe the epidemiological characteristics (incubation and infectious periods) of a distemper outbreak in a ferret colony. More recently, several large-scale spatial models have been constructed (7, 9, 10, 11, 13, 14, 15, 16, 17, 20, 23, 24, 25) . They sometimes have reached a very realistic and correspondingly complex level of sophistication; however, due to the data and programming requirement needed to construct these truly spatial models, they tend to be inaccessible to the vast majority of potential users.
In order to better understand the importance of increased model complexity regarding spatial data, the author simulated a hypothetical outbreak of foot and mouth disease (FMD) in California, using the Davis Animal Disease Simulation (DADS) model (7, 8, 12) . In this example, two different levels of precision as regards the location of premises were assumed. The first assumed the number (but not the precise location) of premises in the county was known and the second assumed that both the number and the accurate location of each premises were known.
Specifically, the author first simulated epidemics using data provided by the National Agricultural Statistics Service (NASS) (22) , which provides the number and size of livestock premises within counties in the United States (Fig. 6a) ; however, it does not provide the accurate location of premises within the county. Next, epidemics were simulated using accurate premises locations, for the approximately 2,000 dairies in California, which were provided by the California Department of Food and Agriculture (Fig. 6b) . This accuracy distinction between the two approaches can be illustrated more clearly by zooming in on the data and examining their distribution at a three-county level (Fig. 7) . As can be seen in the figure, the county-level locations available from NASS were based on the assumption that dairies were randomly distributed in a county, including areas where such locations were unlikely, e.g. in the desert or mountains and frequently far from a potential dairy market (human population). The result of this simplifying spatial-distribution assumption is that the randomly assigned locations are much more dispersed than they truly are in reality. Given an assumption in the spread of FMD among herds is that local area spread is an important route of transmission, especially after a diagnosis has been made leading to restricted animal movements, the expected result is that models based on the assumption that premises are randomly dispersed, will underestimate the true clustering of dairies. This in turn will produce simulation results that underestimate disease spread in the population. This hypothesis was confirmed by simulation results produced by using these inaccurate, randomly dispersed, dairy premises locations: they underestimated the mean number of infected premises by 60% and the maximum number by 75%, when compared with results obtained from simulations using accurate locations (Fig. 8) . Similarly, results based on these inaccurate locations resulted in an underestimation of the mean duration of the epidemic by more than 50%. One of the implications of these underestimations of disease impact is that efficient controls, e.g. movement restrictions or vaccination, which might be used if an epidemic were predicted to be large, may not be used. Based on these results, it should be clear that, while spatially-explicit models may improve model predictions, it is essential to obtain accurate locations for data, in order to provide useful information on disease spread and control. While the value of such data is clear, it is important to understand that for various reasons, including the need to protect producer confidentiality, the cost of collecting them may be prohibitive. Consequently, models which are precluded from using accurate premises locations should contain the caveat that results may be inaccurate, e.g. underestimating disease spread and efficacy of alternative control strategies.
Conclusions
Stochastic, spatially-explicit models are an improvement on the simpler, deterministic, non-spatial disease spread models. Their associated complexities, especially relating to parameter estimation, as well as additional coding and computer runtime, all contribute to additional costs associated with these more complex models; however, if correctly specified, these models may provide decisionand policy-makers with more accurate information, which in turn may result in the more efficient allocation of scarce resources and hence the associated benefits would justify their increased costs. 
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Modelos epidémicos estocásticos y espacialmente explícitos
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Resumen
Los modelos de epizootias son útiles para entender mejor tanto la propagación como el control de una enfermedad en una población. Aunque es aconsejable que los modelos no sean más complejos de lo necesario, a menudo hay que introducir cambios que simplifiquen los supuestos de partida, y con ello incrementar la complejidad del modelo, a fin de representar más cabalmente la realidad. El autor examina la necesidad de conferir una complejidad creciente a los modelos incluyendo en ellos la aleatoriedad y modificando la premisa de mezcla homogénea, lo que exige introducir en el modelo un componente espacial. Después expone los costos y beneficios que se derivan de tales cambios.
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