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REPRESENTATION THEORY OF THE ALGEBRA GENERATED
BY A PAIR OF COMPLEX STRUCTURES
STEVEN GINDI
Abstract. The objective of this paper is to determine the finite dimensional,
indecomposable representations of the algebra that is generated by two com-
plex structures over the real numbers. Since the generators satisfy relations
that are similar to those of the infinite dihedral group, we give the algebra the
name iD∞.
1. Introduction: Complex structures and iD∞
The goal of this paper is to classify the finite dimensional, indecompos-
able representations of the algebra over the real numbers that is generated
by two complex structures, J1 and J2 (so that J
2
1 = J
2
2 = −1). A simple
and familiar example of this algebra is when the complex structures anti-
commute, leaving us with the quaternion algebra. But in general, given two
complex structures, there may not be such a simple relation between them.
The aim then is to find the representations of the algebra generated by any
J1 and J2.
The first step in obtaining the representations is to rewrite the generators
of the algebra as follows. Let
a = J1J2
and
b = J2.
Clearly, both {J1, J2} and {a, b} generate the same algebra; but it was found
that the latter was easier to use when deriving the representations. Upon
realizing that {a, b} satisfy relations that are similar to those satisfied by the
generators of the infinite dihedral group, D∞, we are led to the following
definition.
Definition 1.1. Let iD∞ be the algebra over R generated by two elements,
a and b, that satisfy the following relations:
bab−1 = a−1
b2 = −1.
The goal is to find the indecomposable representations of iD∞. Here is
the main theorem:
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Theorem 1.1. The finite dimensional, indecomposable, real representa-
tions, V, of iD∞ are of the form:
V = R[t]/(pn)⊕ bR[t]/(pn),
where n ∈ N, a acts by multiplication by t and
(1) p = t− r (r ∈ R− {0})
(2) p = (t− c)(t− c) (c ∈ C but not in R).
Knowing the form of the indecomposable representations, we can now
choose an appropriate basis for V and obtain the following corollary.
Corollary 1.1. (a) Let p = t − r (r 6= 0) and V = R[t]/(pn) ⊕ bR[t]/(pn).
We may choose a basis for V and represent the elements a and b in terms
of two n× n matrices, A and 1 (the identity):
a =
(
A 0
0 A−1
)
and b =
(
0 −1n×n
1n×n 0
)
where
A =


r 1 0 · · · 0 0
0 r 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0
... r 1
0 0 0
... 0 r


.
(b) Let p = (t− c)(t − c) where c = e+ if (f 6= 0) and let V = R[t]/(pn)⊕
bR[t]/(pn). We may choose a basis for V and represent the elements a and
b in terms of two 2n× 2n matrices, A and 1 (the identity):
a =
(
A 0
0 A−1
)
and b =
(
0 −12n×2n
12n×2n 0
)
where
A =


D 12×2 0 · · · 0 0
0 D 12×2 · · · 0 0
...
...
...
. . .
...
...
0 0 0
... D 12×2
0 0 0
... 0 D


and D =
(
e −f
f e
)
.
Proof of Corollary 1.1.
(a) The basis that leads to the action of a via A in R[t]/(pn) is simply the
standard Jordan basis. Let {ei}(1≤i≤n) denote this basis. Then the basis
{bei}(1≤i≤n) was chosen for the R[a]-submodule, bR[t]/(p
n). Note that a−1
acts in this basis via A; thus a acts via A−1.
(b) The proof is the same as that for (a) except that the standard real
Jordan basis was used instead of the regular Jordan basis (see [1]). 
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One may compare the above result to the indecomposable representations
of the infinite dihedral group (see [2]).
Next, using Theorem 1.1, we may classify the irreducible representations
of iD∞.
Corollary 1.2. The irreducible representations, V, of iD∞ are those as
stated in Theorem 1.1 but with n=1. That is,
V = R[t]/(p)⊕ bR[t]/(p).
Proof. First we show that V is irreducible. We need to consider two cases.
(1) When p = t− r, V = R[t]/(p)⊕ bR[t]/(p) is a two dimensional vector
space over R. One cannot find a one dimensional invariant subspace
in V because b does not have any real eigenvalues.
(2) When p = (t−c)(t−c), V = R[t]/(p)⊕bR[t]/(p) is a four dimensional
vector space over R. Since it is known that every R[b]-module is
even dimensional, it suffices to show that there cannot exist a two
dimensional iD∞-submodule, W , in V . To see this, note that by
Theorem 1.1, such a W must be isomorphic to R[t]/(p′)⊕ bR[t]/(p′),
where p′ = t − r. But this contradicts the fact that p(t)p(t−1) = 0
on W. (As one may check, p(t) and p(t−1) are zero on R[t]/(p) and
bR[t]/(p), respectively.)
Let us now show that, for n > 1, V = R[t]/(pn)⊕ bR[t]/(pn) is reducible.
Indeed (pn−1)⊕ b(pn−1), where (pn−1) is the ideal in R[t]/(pn), is an iD∞-
submodule.

To get a feeling for some of the above representations, let us consider a
simple example where iD∞ acts by the quaternion algebra.
Example 1.1. Let V = R[t]/(p)⊕ bR[t]/(p), p = (t− c)(t− c) where cc = 1
and c = e+ if . If we define J = f−1(t− e), one may then easily check that
iD∞ is generated by two anticommuting elements: {b, J} and thus acts on
V by the quaternion algebra, H. Also since {1, J, b · 1, bJ} is a basis for V
over R, it is clear that V itself is isomorphic to H; this also follows from the
fact that H is simple. The quaternions will appear again in Section 3.3 to
play an important role in deriving the representations of iD∞.
Let us now turn to the task of proving Theorem 1.1. First, here is a useful
definition.
Definition 1.2. Let p ∈ R[t] be a monic, irreducible polynomial over R.
(1) If p = t− r (r ∈ R− {0}), then define p˜ = (t− r−1).
(2) If p = (t− c)(t − c) (c ∈ C but not in R) then define
p˜ = (t− c−1)(t− c−1).
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To begin proving the theorem, let us consider a representation, V , of iD∞.
The first step in understanding the action of iD∞ on V is to decompose V
into its primary decomposition over a:
(1.1) V =
⊕
p
Vp.
Here we are considering V as an R[t]-module, where t · v = av, for v ∈ V .
The element p is irreducible in R[t] and Vp = {v ∈ V |p
nv = 0} , for some n
∈ N.
Knowing that each Vp is an R[a]-submodule, let us consider the action of
b. From the relation bab−1 = a−1, it easily follows that b(Vp) = Vp˜. Since
we are interested in the indecomposable representations of iD∞, it is clear
that there are two possibilities for V that we need to consider:
(1) V = Vp ⊕ Vp˜, where p 6= p˜
(2) V = Vp, where p = p˜.
We explore these cases in the following sections.
2. V = Vp ⊕ Vp˜ (p 6= p˜)
Using the structure theorem for modules over PIDs and the fact that
Vp˜ = bVp, the module V can be expressed as a direct sum of R[a]-submodules.
Lemma 2.1. We may decompose V in the following manner:
V =
⊕
1≤j≤m
R[t]/(pn)wj ⊕ bR[t]/(p
n)wj ,
for some {wj} in Vp.
As one may check, the relevant indecomposable iD∞-modules are
R[t]/(pi)⊕ bR[t]/(pi), for i ∈ N. This proves Theorem 1.1 for the case when
p 6= p˜.
3. V = Vp (p = p˜)
When considering the case p = p˜, the first question that arises is how to
find the action of b on V = Vp. When V was equal to Vp ⊕ bVp, the action
of b was clear; however, it is less clear how b acts in the present case. The
goal then is to find a method that will allow us to decompose V = Vp into a
direct sum of indecomposable iD∞-submodules so that the action of b will
become manifest.
Of course, the general classification theorem of modules over PIDs tells
us that we can always, in particular, decompose Vp into a direct sum of R[t]-
submodules. But to make these submodules indecomposable and the action
of b apparent, requires that we have more control over how we decompose
Vp. The method used to accomplish these goals will be presented in Section
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3.1 and applied to the cases when p = t− r (r = ±1) and p = (t− c)(t− c)
(cc = 1) in Sections 3.2 and 3.3, respectively.
3.1. Decomposing V = Vp by choosing a basis in Vk/Vk−1. Let us
begin with a necessary definition.
Definition 3.1. Choose n ∈ N so that pn acts by zero on V and define Vk
(1 ≤ k ≤ n) as the R[t]-submodule in V such that pkVk = 0.
Next, let us note that R[t]/(p) is a field; it is isomorphic to R or C when
p = t − r or p = (t − c)(t − c), respectively. Also, since p(Vk/Vk−1) = 0,
Vk/Vk−1 is a vector space over R[t]/(p). The goal of this section is to show
that once one chooses an appropriate set of bases for the vector spaces
{Vk/Vk−1}(1≤k≤n) over R[t]/(p), one obtains a decomposition of V = Vp into
a direct sum of submodules.
Lemma 3.1. If {w1, ...ws} are elements of Vk such that {w1, ...ws} are lin-
early independent in the vector space Vk/Vk−1, over R[t]/(p), then R[t]/(p
n)w1
is disjoint from R[t]/(pn)w2+ ...+R[t]/(p
n)ws. Consequently, R[t]/(p
n)w1⊕
...⊕R[t]/(pn)ws is an R[t]-submodule in V .
Proof. Assume that
(3.1) f1(t)w1 + f2(t)w2 + ...+ fs(t)ws = 0,
where {fi(t)} are elements of R[t]/(p
n). Write fi(t) = p
mif ′i(t), where f
′
i(t)
does not contain any factors of p in its prime decomposition. Without loss
of generality, let mi ≥ m1 for all i. Now multiply (3.1) by p
k−m1−1; since
{w1, ...ws} are elements of Vk, we obtain:
(3.2) pk−1(f ′1(t)w1 + ...+ f
′
q(t)wq) = 0.
This implies that (f ′1(t)w1+ ...+f
′
q(t)wq) = 0 in the module Vk/Vk−1. Since
the {f ′i(t)} are non-zero in R[t]/(p), this contradicts the linear independence
of {w1, ...ws} in Vk/Vk−1. 
Lemma 3.2. For each k (1 ≤ k ≤ n), let {wk,1, ...wk,mk} be elements in Vk
such that
{
pi−kwi,j
}
k≤i≤n
1≤j≤mi
is a basis for Vk/Vk−1 over the field R[t]/(p).
Then ⊕
k≤i≤n
1≤j≤mi
R[t]/(pn)wi,j
is a submodule in V .
Proof. Suppose we have the following relation:
(3.3)
∑
k≤i≤n
1≤j≤mi
fi,j(t)wi,j = 0,
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where the elements {fi,j(t)} are in R[t]/(p
n). If we now mod out (3.3) by
Vn−1, we find:
(3.4) fn,1(t)wn,1 + ...+ fn,mn(t)wn,mn = 0.
Since {wn,1, ...wn,mn} are linearly independent in Vn/Vn−1 over R[t]/(p), it
follows that we may write (fn,j(t) = pf
′
n,j(t)) for (1 ≤ j ≤ mn). Similarly,
if we then mod out (3.3) by Vn−2, we find that (f
′
n,j(t) = pf
′′
n,j(t)) for
(1 ≤ j ≤ mn) and (fn−1,i(t) = pf
′
n−1,i(t)) for (1 ≤ i ≤ mn−1). Continuing
in this manner, it is clear that we may rewrite (3.3) in the following form:
(3.5)
∑
k≤i≤n
1≤j≤mi
f˜i,j(t)p
i−kwi,j = 0,
where
{
f˜i,j(t)
}
are in R[t]/(pn). This, however, contradicts the linear inde-
pendence of
{
pi−kwi,j
}
k≤i≤n
1≤j≤mi
in Vk/Vk−1. 
Since it is easy to see that the module,⊕
1≤i≤n
1≤j≤mi
R[t]/(pn)wi,j
spans all of V, we are led to the following lemma.
Lemma 3.3. Let {wk,1, ...wk,mk} be elements in Vk as in Lemma 3.2. Then
V =
⊕
1≤i≤n
1≤j≤mi
R[t]/(pn)wi,j .
3.2. Decomposing Vp when p = t− r (r = ±1). Using the above lemma,
we can now proceed to find the action of iD∞ on V = Vp. The goal is to
construct a set of simple bases for {Vk/Vk−1}(1≤k≤n) over R[t]/(p), that will,
by Lemma 3.3, allow us to express V as a direct sum of indecomposable
iD∞-submodules as well as make the action of b apparent.
An important fact to note is that since p = p˜, Vk/Vk−1 is itself an iD∞-
module. We state this as a lemma:
Lemma 3.4. Given that p = p˜, Vk/Vk−1 is an iD∞-module.
Proof. One may check that the R[a]-module, Vk, is also an R[b]-module for
the cases when (1) p = t− r, where r = ±1 and (2) p = (t− c)(t− c), where
cc = 1. This in turn implies that Vk/Vk−1 is an iD∞-module. 
Let us now proceed to decompose V as a direct sum of indecomposable
iD∞-submodules. We first consider the case when p = t− r (r = ±1); here
is the main result:
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Lemma 3.5. Let p = t− r (r = ±1). There exists elements {w1, ...wm} in
V such that
V =
⊕
1≤j≤m
R[t]/(pn)wj ⊕ R[t]/(p
n)bwj .
To prove the above lemma, we need the following standard result:
Lemma 3.6. Let W be a real even dimensional vector space and let b be an
endomorphism of W such that b2 = −1. There exists elements {wj , bwj}1≤j≤m
that is a basis for W over R.
Proof. Choose w1 to be nonzero in W and consider the real subspace gen-
erated by w1 and bw1: 〈w1, bw1〉R. Since this is an R[b]-submodule, by
the semisimplicity of b, there exists another R[b]-submodule, M, such that
W = 〈w1, bw1〉R⊕M . By proceeding similarly in M, it is clear by induction
that we may find a basis for W in the following form: {wj , bwj}1≤j≤m. 
Knowing the above lemma, we may now prove Lemma 3.5.
Proof of Lemma 3.5. As we learned in Lemma 3.3, to decompose V as a
direct sum of cyclic submodules, one should find a suitable set of bases for
{Vk/Vk−1}(1≤k≤n) over R[t]/(p)
∼= R. Let us begin by considering Vn/Vn−1.
Since Vn/Vn−1 is an R[b]-module, by Lemma 3.6, we may find a set of ele-
ments
{
wn,j, bwn,j
}
1≤j≤mn
that is a basis for Vn/Vn−1 over R.
Next, consider Vn−1/Vn−2. Note that the elements
{
pwn,j, pbwn,j
}
1≤j≤mn
are linearly independent in Vn−1/Vn−2 and since b is semisimple, there exists
an R[b]-submodule that is complementary to the submodule generated by
these elements. Thus, using the previous lemma, we may find a basis for
Vn−1/Vn−2 in the following form:{
pi−(n−1)wi,j, pi−(n−1)bwi,j
}
n−1≤i≤n
1≤j≤mi
,
where
{
wn−1,j, bwn−1,j
}
1≤j≤mn−1
are in Vn−1/Vn−2.
Proceeding in this manner (always using the semisimplicity of b), we find
that for each k (1 ≤ k ≤ n), there exists elements {wk,j, bwk,j}1≤j≤mk in Vk
such that
{
pi−kwi,j , pi−kbwi,j
}
k≤i≤n
1≤j≤mi
is a basis for Vk/Vk−1 over R. Thus
by Lemma 3.3, we conclude that
V =
⊕
1≤i≤n
1≤j≤mi
R[t]/(pn)wi,j ⊕ R[t]/(p
n)bwi,j.

As one may check, the relevant indecomposable iD∞-modules are
R[t]/(pi)⊕ bR[t]/(pi), for i ∈ N. This proves Theorem 1.1 for the case when
p = t− r (r = ±1).
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3.3. Decomposing Vp when p = (t − c)(t − c) (cc = 1). Now let us turn
to the case when p = (t− c)(t− c). Here is the main result:
Lemma 3.7. Let p = (t − c)(t − c), where cc = 1. There exists elements
{w1, ...wm} in V = Vp such that
V =
⊕
1≤j≤m
R[t]/(pn)wj ⊕ R[t]/(p
n)bwj .
To prove the above lemma, we use the methods of Section 3.1 and first
find a simple basis for Vk/Vk−1 over R[t]/(p) ∼= C. Recalling Lemma 3.4, let
us begin by exploring how iD∞ acts on Vk/Vk−1.
Lemma 3.8. The element a acts on the complex vector space Vk/Vk−1 by
some complex number eiθ while b is a conjugate linear map over C, i.e.
bz = zb for z ∈ C.
Proof. Since p = 0 on Vk/Vk−1, a = c or a = c. That b is conjugate linear
follows simply from the relation ba = a−1b. 
Remark 3.1. Although b is conjugate linear over C, it is of course linear
over R by assumption.
As a first attempt to find a simple basis for Vk/Vk−1 over C, let us try
to follow the idea behind the proof of Lemma 3.6. We begin by considering
the subspace generated by some elements {w, bw} over C. Since this is an
R[b]-submodule (but not a C[b]-submodule, because b is conjugate linear),
we may use the semisimplicty of b to find a complementary R[b]-submodule,
W , such that Vk/Vk−1 = 〈w, bw〉C⊕W . However in general, W may not be a
vector space over C and thus we cannot proceed by induction to decompose
Vk/Vk−1. Rather to find a useful basis for Vk/Vk−1 over R[t]/(p) ∼= C we
need something stronger than just the semisimplicty of b.
Indeed it is very interesting to note that Vk/Vk−1 is not only an R[b]-
module, but also a quaternion module. As will be shown, this will be suffi-
cient to find a simple basis for Vk/Vk−1 over C.
Lemma 3.9. Let J be the linear map over R defined by Jv = iv, for v ∈
Vk/Vk−1. The set {b, J} are generators for the quaternions, H; consequently,
Vk/Vk−1 is an H-module.
Proof. We need only show that bJ = −Jb. But this is immediate from the
fact that b is conjugate linear over C. 
Since Vk/Vk−1 is an H-module, there exists a standard basis for Vk/Vk−1
over C (Lemma 3.11). For completeness, we provide a simple proof that
parallels that of Lemma 3.6. First it is important to note the following.
Lemma 3.10. b has no eigenvalues in Vk/Vk−1 (even complex ones!).
Proof. Suppose we found a w ∈ Vk/Vk−1 such that bw = λw, where λ ∈ C.
We then arrive at a contradiction: −w = b2w = bλw = λbw = |λ|2w. 
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Lemma 3.11. One may choose a basis for Vk/Vk−1 over R[t]/(p) ∼= C in
the following form: {wj , bwj}1≤j≤m.
Proof. Choose w1 to be a nonzero vector in Vk/Vk−1 and consider the H-
submodule generated by w1: 〈w1〉H. By semisimplicity of H, there exists
another H-module, M, such that Vk/Vk−1 = 〈w1〉H ⊕M . Thus by induction
we may write
(3.6) Vk/Vk−1 =
⊕
1≤j≤m
〈wj〉H .
Now, since b does not have any eigenvalues, a basis for 〈wj〉H over C is just
{wj , bwj}. We thus conclude that {wj , bwj}1≤j≤m is a basis for Vk/Vk−1
over C. 
Now that we have found a simple basis for Vk/Vk−1, we can proceed to
the proof of Lemma 3.7 and thereby decompose V into a direct sum of
indecomposable iD∞-submodules.
Proof of Lemma 3.7. We proceed analogously to the case when p was equal
to t−r. First let us consider the complex vector space Vn/Vn−1. By Lemma
3.11, we may find a set of elements
{
wn,j, bwn,j
}
1≤j≤mn
that is a basis for
Vn/Vn−1 over C.
Next, consider Vn−1/Vn−2. Note that
{
pwn,j, pbwn,j
}
1≤j≤mn
are lin-
early independent in Vn−1/Vn−2 and since these elements generate an H-
submodule, by semisimplicity, there exists a complementary H-submodule.
Thus, by Lemma 3.11 we may find a basis for Vn−1/Vn−2 in the following
form: {
pi−(n−1)wi,j, pi−(n−1)bwi,j
}
n−1≤i≤n
1≤j≤mi
,
where
{
wn−1,j, bwn−1,j
}
1≤j≤mn−1
are in Vn−1/Vn−2.
Proceeding in this manner (always using the semisimplicity of H), we find
that for each k (1 ≤ k ≤ n), there exists elements {wk,j, bwk,j}1≤j≤mk in Vk
such that
{
pi−kwi,j , pi−kbwi,j
}
k≤i≤n
1≤j≤mi
is a basis for Vk/Vk−1 over C. Thus
by Lemma 3.3, we conclude that
V =
⊕
1≤i≤n
1≤j≤mi
R[t]/(pn)wi,j ⊕ R[t]/(p
n)bwi,j.

As one may check, the relevant indecomposable iD∞-modules are
R[t]/(pi)⊕ bR[t]/(pi), for i ∈ N.
That completes the proof of Theorem 1.1, classifying the finite dimen-
sional, indecomposable representations of iD∞.
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