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Title in English
Nonlinear profile monitoring in Phase II by means of functional data approaches.
Resumen: Se proponen tres metodoloǵıas para monitorear perfiles univariados
no lineales en Fase II que son comparadas con otro enfoque mediante simulación,
basadas en métodos bootstrap para datos funcionales. También se presenta un
ejemplo con datos reales obtenidos en un proceso de producción de azúcar de
remolacha.
Abstract: Three nonparametric methodologies are proposed to monitor univariate
nonlinear profiles in Phase II, which are compared with other approach by simula-
tion, based on bootstrap methods for functional data. Also, an example with real
data, obtained from a sugar-beet production process is presented.
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Introducción
El control estad́ıstico de calidad ha sido utilizado en una gran variedad de industrias
con el fin de determinar si una o muchas caracteŕısticas de interés tienen medidas
deseables durante la producción de un determinado art́ıculo. También ha sido utili-
zado en ciencias de la salud, ciencias sociales, finanzas, economı́a y otras áreas del
conocimiento. Actualmente, para muchos procesos industriales, se desea monitorear
perfiles, es decir, la relación existente entre un conjunto de variables controlables o
explicativas y una variable dependiente; de tal forma que dicha relación mantenga
un comportamiento deseado.
Los perfiles pueden ser vistos como realizaciones de procesos estocásticos cuyo
espacio de parámetros son los rangos de las variables explicativas, y cuyo espacio de
estados es el rango de la variable dependiente. Además, el número de observaciones
dentro de cada perfil, en la práctica, resulta ser finito, con lo cual, se podŕıa recurrir
a modelos multivariados para estudiarlos, sin embargo, el análisis multivariado no
suele ser una opción prudente ya que, usualmente, la dimensión de los vectores que
representan cada perfil es mayor que el número de individuos observados (maldición
de la dimensionalidad). También, los dominios de las observaciones podŕıan diferir
entre perfiles, lo cual implicaŕıa utilizar diferentes distribuciones finito-dimensionales
que no necesariamente dependen de los mismos parámetros. Por otra parte, las
observaciones de los perfiles, al ser realizaciones de un proceso estocástico, suelen
tener una estructura de autodependencia que en general, dificulta el análisis desde
una perspectiva multivariada. Por lo tanto, estudiar la relación entre las variables
que involucran los perfiles y no las observaciones expĺıcitas que se hacen sobre estos,
permite algunas ventajas prácticas, y por lo tanto, el análisis de datos funcionales
es una herramienta fundamental para estudiarlos.
Ramsay (2006) explica que la idea principal en el análisis de datos funcionales es
considerar la información observada de una función como un objeto simple en vez de
una secuencia de observaciones individuales. Como en algunas ocasiones no es posible
tener observaciones de un proceso estocástico en todo su espacio de parámetros, estas
se infieren utilizando mı́nimos cuadrados y funciones base, como B-splines y series
de Fourier, lo que produce curvas suaves. La suavidad permite utilizar información
adicional contenida en las derivadas.
VI
INTRODUCCIÓN VII
Kang & Albin (2000) proponen una metodoloǵıa para monitorear perfiles lineales,
con el fin de verificar si un controlador de flujo de masa está funcionando de forma
adecuada, observando la relación entre la presión de la cámara y el flujo de un gas.
Kim et al. (2003) mejoran la anterior propuesta sugiriendo un enfoque que permite
identificar cambios pequeños en los parámetros del perfil lineal y encontrar en cuales
parámetros hubo cambios. Williams et al. (2007) proponen una metodoloǵıa para
monitorear perfiles no lineales, implementada en una producción de tableros de
madera, para estudiar la relación entre la densidad de un punto y su ubicación en la
linea vertical central del tablero. Aśı mismo, Sheu et al. (2013) proponen una carta de
control para monitorear dicha relación utilizando una distancia estandarizada entre
funciones y bootstrap para datos funcionales. Por otra parte, Chuang et al. (2013)
proponen otra metodoloǵıa utilizando bootstrap de bloques móviles para construir
ĺımites de control funcionales, implementada en un estudio cĺınico para detectar el
efecto de la terapia antirretroviral altamente activa sobre la relación entre el conteo
de células CD4 y el cociente entre el conteo de células CD4 y el conteo de células
CD8 en una muestra de sangre. Estos ejemplos, entre otros, motivan el uso de cartas
de control para monitoriar perfiles.
En este trabajo se utilizan metodoloǵıas que no requieren supuestos distribu-
cionales dado que en la práctica, usualmente, es dif́ıcil modelar adecuadamente la
estructura probabiĺıstica de un proceso espećıfico, con lo cual, no se hacen compa-
raciones con enfoques paramétricos. Además, como se trabaja únicamente en Fase
II, se supondrá que se dispone de un conjunto histórico de m observaciones de n
perfiles, definidos en el intervalo compacto T , cuando el proceso está bajo control.
Cabe resaltar que las metodoloǵıas presentadas consideran únicamente una variable
explicativa.
Los métodos existentes en la literatura para monitorear perfiles sin supuestos
distribucionales, a pesar de que permiten identificar cambios de magnitud, no pre-
sentan tan buen desempeño para identificar cambios de forma o parciales cuando
estos se tienen entre el conjunto histórico de datos bajo control, o suelen presentar
tasas de falsas alarmas bastante altas, con lo cual, se propusieron tres metodoloǵıas
con tasas de falsas alarmas bajas, de las cuales dos permiten identificar cambios de
cualquier tipo. Básicamente, en las tres metodoloǵıas propuestas se ajustan curvas
suaves a los perfiles mediante B-splines y mı́nimos cuadrados ordinarios y se hace
uso de bootstrap para datos funcionales con el fin de replicar un estad́ıstico de prue-
ba definido. Los estad́ısticos utilizados están basados en la distancia multivariada
de Mahalanobis y dos medidas de profundidad funcional.
Este trabajo está organizado como sigue: en el Caṕıtulo 1 se presenta el estado
del arte, donde se hace una breve introducción al ajuste de curvas suaves mediante
funciones base y mı́nimos cuadrados ordinarios, y se expone una metodoloǵıa para
monitorear perfiles no lineales que no requiere supuestos distribucionales. En el
Caṕıtulo 2 se proponen tres metodoloǵıas nuevas que son comparadas en el Caṕıtulo
3 con el enfoque mencionado anteriormente. En el Caṕıtulo 4 se presenta un ejemplo
con datos reales obtenidos en un proceso de producción de azúcar de remolacha.




En la primera sección, se hace una breve introducción al ajuste de curvas suaves
mediante series de Fourier y B-splines utilizando mı́nimos cuadrados ordinarios. En
la segunda sección, a pesar de que existen numerosas propuestas para monitorear
perfiles no lineales, se presenta un enfoque en Fase II propuesto por Sheu et al.
(2013), el cual considera cada perfil como una observación de una variale aleatoria
funcional, que requiere únicamente del supuesto de independencia entre perfiles y
está basado en métodos bootstrap para datos funcionales.
1.1. Ajuste de curvas suaves a perfiles
Sean (xj, yj) observaciones de un perfil sobre un intervalo compacto T , con j =
1, ...,m, se supone que
yj = f(xj) + εj
donde εj es una variable aleatoria con media 0.




φ1(x1) φ2(x1) · · · φK(x1)





φ1(xm) φ2(xm) · · · φK(xm)
 (1.1)
donde φ1, φ2, ..., φK son funciones base y c ∈ RK es un vector de coeficientes; f
puede estimarse mediante mı́nimos cuadrados, minimizando la expresión
SMSSEh(y|c) = (y −Φc)′(y −Φc) (1.2)
1
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Figura 1.1. Curva suave ajustada (en negro) a observaciones de un perfil (en rojo) me-
diante B-splines.
en función de c. Aśı
ĉ = (Φ′Φ)−1Φ′y (1.3)
y
f̂(x) = (φ1(x), φ2(x), ..., φK(x)) · ĉ (1.4)
para cualquier x ∈ T .
Para las funciones base φ1, φ2, ..., φK , se utilizan frecuentemente series de Fourier
o B-splines. Las series de Fourier están dadas por
φi(x) =

1 si j = 1,
sen(iωx/2) si i es par,
cos((i− 1)ωx/2) si i es impar y mayor que 1.
(1.5)
para i = 1, ..., K, donde ω es un parámetro que determina el periodo de cada función
senosoidal.
Para construir los B-splines, es necesario elegir previamente un valor L ∈ Z+ que
determina el grado de los polinomios resultantes en cada función base, y un conjunto
de m = K − L + 2 elementos de T , t1 < t2 < · · · < tm, llamados nodos o puntos
de corte. La construcción del i-ésimo B-spline de orden L se obtiene mediante la
siguiente fórmula recursiva:
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Bi,1(x) =
{
1 si ti ≤ x < ti+1 y i ≤ m− 1,









con i + l ≤ m; de esta forma, φi(x) = Bi,L(x), para i = 1, ..., K. En la Figura 1.1
se muestra, en negro, el ajuste de una curva suave a 30 observaciones de un perfil,
representadas en color rojo, utilizando mı́nimos cuadrados con funciones B-splines,
K = 8 y L = 3.
Es importante mencionar que el ajuste de una curva suave mediante mı́nimos
cuadrados utilizando funciones base depende del número de estas y posiblemente
de otros parámetros, con lo cual, entre más funciones base se utilicen, el ajuste es
más rugoso; sin embargo, una alternativa para evitar dicha dependencia es utilizar
mı́nimos cuadrados penalizados y validación cruzada. Dado que en este trabajo uno
de los intereses principales es detectar cambios en la rugosidad de los perfiles, se
utilizan mı́nimos cuadrados ordinarios para conservar cierta información sobre su
forma, y por lo tanto, no se expondrá el método de mı́nimos cuadrados penalizados.
El lector que esté interesado en este método o en una descripción más detallada sobre
series de Fourier puede consultar Ramsay (2006). Para una descripción detallada de
los B-splines el lector puede dirigirse a De Boor et al. (1978).
1.2. Enfoque de Sheu et al. (2013)
Sheu et al. (2013) proponen una metodoloǵıa para estimar la distribución de un
estad́ıstico construido a partir de la información de un perfil, cuando el proceso está
bajo control, con la información contenida en el conjunto de datos, la cual recibe
el nombre de “Bootstrap funcional”; además, proponen un estad́ıstico de prueba
que permite identificar cambios de magnitud en datos funcionales. Para construir
la región de rechazo del estad́ıstico de prueba, se estima su distribución utilizando
bootstrap funcional.
1.2.1. Estad́ıstico de prueba
Sea (xj, yij) la j-ésima observación del i-ésimo perfil en el conjunto de datos bajo
control y (xj, yn+1,j) la j-ésima observación de un nuevo perfil a monitorear en Fase
II, con i = 1, ..., n y j = 1, ...,m, se supone que
yij = fi(xj) + εij (1.8)
para todo i, j, donde εij es una variable aleatoria de media 0.
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En principio, se ajusta una curva suave a cada perfil mediante mı́nimos cuadrados
utilizando funciones base para obtener las funciones f̂i para el conjunto de datos bajo
control, y f̂n+1 para el perfil a monitorear; luego se calculan las funciones media y
















Nótese que al no utilizar la notación µ̂ o σ̂, se resalta el hecho de que el proceso de
estimación de µ y σ es hecho en Fase I y se asumen conocidos en Fase II.
El estad́ıtico de prueba, L, corresponde al cuadrado de la distancia L2 estanda-
rizada por la desviación estándar punto a punto, entre la función f̂n+1 y la función









1.2.2. Bootstrap funcional y ĺımite de control
Cuando se ajusta una curva suave a un conjunto de observaciones de un perfil se
obtiene la curva ajustada y los residuales del ajuste. En el “Bootstrap funcional”
se obtienen B muestras aleatorias de tamaño n con reemplazamiento del conjunto
de curvas ajustadas, e independientemente, B muestras aleatorias de tamaño n con
reemplazamiento del conjunto de residuales, cuando el proceso está bajo control.
A la i-ésima curva extraida de la k-ésima muestra de curvas ajustadas se le suma
el i-ésimo grupo de residuales de la k-ésima muestra de residuales, para los puntos
de T donde están definidos, para obtener el i-ésimo grupo de observaciones de un
perfil cuando el proceso está bajo control, el cual representará un conjunto histórico
de datos. A continuación, se extraen B funciones del conjunto de curvas ajustadas,
e independientemente, B vectores de residuales del conjunto de residuales, que son
sumados uno a uno en los puntos de T donde están definidos para construir B nuevos
perfiles bajo control para cada conjunto histórico de datos obtenido. El siguiente paso
es ajustar curvas suaves a cada grupo de observaciones de cada muestra. Luego, se
calculan las funciones media y desviación estándar utilizando la información de las
curvas ajustadas a los perfiles en cada conjunto histórico de datos. Finalmente, se
calcula el estad́ıstico de prueba para el nuevo perfil correspondiente a cada conjunto
histórico de datos para obtener una muestra bootstrap de tamaño B del estad́ıstico
de prueba cuando el proceso está bajo control. Dado que para valores grandes de L
se concluiŕıa lejańıa con respecto a las curvas bajo control, se escoge un ĺımite de
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control superior para L, dado por el cuantil (1−α) de la muestra bootstrap donde α
es la probabilidad de cometer un error de tipo I, definida previamente. Formalmente,
el “Bootstrap funcional” puede resumirse mediante la siguiente serie de pasos:
1. Se obtiene una muestra aleatoria de curvas con reemplazamiento de tamaño
n del conjunto {f̂i|1 ≤ i ≤ n ∧ i ∈ Z+} e independientemente una muestra
aleatoria de tamaño n del conjunto de residuales {ε̂i|1 ≤ i ≤ n ∧ i ∈ Z+},
donde ε̂i : {xj|1 ≤ j ≤ m ∧ j ∈ Z+} → R, tal que
ε̂i(xj) := yij − f̂i(xj) (1.12)
La i-ésima extracción de la muestra del conjunto de curvas se notará como f ∗i ,
mientras que la i-ésima extracción de la muestra del conjunto de residuales
será notada por ε∗i .
2. Para cada i = 1, ..., n y j = 1, ...,m, se obtiene
y∗ij := f
∗
i (xj) + ε
∗
i (xj) (1.13)
3. Se extrae al azar una curva del conjunto {f̂i|1 ≤ i ≤ n∧ i ∈ Z+} representada
por f ∗n+1, e independientemente un vector de residuales del conjunto {ε̂i|1 ≤
i ≤ n∧ i ∈ Z+}, representado por ε∗n+1, para construir las observaciones de un






4. Para cada i = 1, ..., n + 1, se ajusta una curva suave al conjunto de puntos
{(xj, y∗ij)|1 ≤ j ≤ m ∧ j ∈ Z+}, que será notada por f̂ ∗i .
5. Se calcula la función media y la función desviación estándar, punto a punto,













(f̂ ∗i (x)− µ∗(x))2
)1/2
(1.16)
para x en T .
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Figura 1.2. Carta de control propuesta por Shey-Huei et al. con 30 perfiles en el conjunto
de datos bajo control, para 10 nuevos perfiles.
7. Se repiten los pasos del 1 al 6 hasta completar B iteraciones para obtener una
muestra bootstrap de tamaño B del estad́ıstico L cuando el proceso está bajo
control.
8. El ĺımite de control, LC, se define como el cuantil (1 − α) de la muestra
bootstrap de L.
1.2.3. Región de rechazo
Para un nuevo conjunto de observaciones de un perfil a monitorear (xj, yj), se calcula
el estad́ıstico de prueba L. Si L > LC se dirá que el proceso está fuera de control,
de lo contrario, se dirá que el proceso está bajo control.
En la Figura 1.2 se muestra el ĺımite de control superior (ĺınea roja punteada)
construido a partir de un conjunto de datos conformado por 30 perfiles cuando el
proceso está bajo control y el estad́ıstico L calculado para 10 nuevos perfiles. El eje
X representa el periodo donde fue tomado cada nuevo perfil y el eje Y representa el
estad́ıstico L estimado. Los asteriscos rojos indican alarmas en el proceso.
CAPÍTULO 2
Propuestas metodológicas
Como se verá más adelante, en el Caṕıtulo 3, el enfoque presentado en el caṕıtu-
lo anterior, a pesar de que presenta un buen desempeño para identificar cambios
de magnitud en la media funcional, no tiene tan buen desempeño para identificar
cambios de forma en los perfiles.
En este caṕıtulo se presentan tres propuestas para monitorear perfiles no lineales
en Fase II, de las cuales dos permiten identificar cambios de forma utilizando la
información que aportan las derivadas de las curvas ajustadas a los perfiles. En las
tres propuestas se utiliza el método de bootstrap funcional, descrito en el Caṕıtulo
1, modificando el estad́ıstico de prueba.
2.1. Enfoque basado en la distancia multivariada
de Mahalanobis
Sea (xj, yij) la j-ésima observación del i-ésimo perfil en el conjunto de datos bajo
control y (xj, yn+1,j) la j-ésima observación de un nuevo perfil a monitorear en Fase
II, con i = 1, ..., n y j = 1, ...,m, se supone que la relación dada por la Ecuación
1.8 se satisface. Sea f̂i la curva ajustada a las observaciones del i-ésimo perfil y f̂
(a)
i
su a-ésima derivada, con a = 1, ..., p y f̂
(0)





(f̂n+1(x)− µ(x))′(Σ(x))−1(f̂n+1(x)− µ(x))dx (2.1)
donde f̂n+1(x) es un vector de funciones conformado por la curva original ajustada al
nuevo perfil y sus p primeras derivadas evaluadas en x, y µ(x) y Σ(x) son el vector
de medias y la matriz de covarianzas, respectivamente, del conjunto de vectores que
7
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contienen la información de las curvas originales ajustadas a los perfiles bajo control














µ(0)(x), µ(1)(x), ..., µ(p)(x)
)′
(2.3)



















i (x)− µ(b)(x)) (2.6)
para a = 0, 1, ..., p.
Nótese que [(f̂n+1(x)− µ(x))′(Σ(x))−1(f̂n+1(x)− µ(x))]1/2 es la distancia multi-
variada de Mahalanobis (Mahalanobis, 1936) entre los vectores f̂n+1(x) y µ(x), con
matriz de covarianzas Σ(x), y que, en particular para p = 0, el estad́ıstico M es
equivalente al estad́ıstico propuesto por Sheu et al. (2013). Este nuevo estad́ıstico
incorpora información adicional acerca de la forma de los perfiles, suministrada por
sus p primeras derivadas.
Cuando M es grande, entonces f̂n+1 está alejada de µ, con lo cual se define un
ĺımite superior paraM para monitorear el proceso. Como no se conoce la distribución
de M cuando el proceso está bajo control, se construye una muestra M1, ...,MB
mediante bootstrap funcional y se escoge como ĺımite de control superior el cuántil
muestral (1 − α). Si el estad́ıstico M calculado para el nuevo perfil es menor que
o igual al ĺımite de control, entonces se dirá que el proceso está bajo control, de lo
contrario, se dirá que el proceso está fuera de control. La construcción del ĺımite de
control puede realizarse mediante la siguiente serie de pasos:
1. Se obtiene una muestra aleatoria de curvas con reemplazamiento de tamaño
n del conjunto {f̂i|1 ≤ i ≤ n ∧ i ∈ Z+} e independientemente una muestra
aleatoria de tamaño n del conjunto de residuales {ε̂i|1 ≤ i ≤ n ∧ i ∈ Z+},
donde ε̂i está dado por la Ecuación 1.12. La i-ésima extracción de la muestra
del conjunto de curvas se notará como f ∗i , mientras que la i-ésima extracción
de la muestra del conjunto de residuales será notada por ε∗i .
2. Para cada i = 1, ..., n y j = 1, ...,m, se obtiene y∗ij dado por la Ecuación 1.13.
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3. Se extrae al azar una curva del conjunto {f̂i|1 ≤ i ≤ n∧ i ∈ Z+} representada
por f ∗n+1, e independientemente un vector de residuales del conjunto {ε̂i|1 ≤
i ≤ n∧ i ∈ Z+}, representado por ε∗n+1, para construir las observaciones de un
nuevo perfil, y∗n+1,j, dadas por la Ecuación 1.14.
4. Para cada i = 1, ..., n + 1, se ajusta una curva suave al conjunto de puntos
{(xj, y∗ij)|1 ≤ j ≤ m ∧ j ∈ Z+}, que será notada por f̂ ∗i , y sus p primeras
derivadas, denotadas por f̂
(a)∗




i , para construir el
vector de funciones definido por








5. Se calcula el vector de funciones medias y la matriz de funciones de covarianza,
punto a punto, mediante las siguientes fórmulas:
µ∗(x) =
(
µ(0)∗(x), µ(1)∗(x), ..., µ(p)∗(x)
)′
(2.8)



















i (x)− µ(b)∗(x)) (2.11)




(f̂∗n+1(x)− µ∗(x))′(Σ(x)∗)−1(f̂∗n+1(x)− µ∗(x))dx (2.12)
7. Se repiten los pasos del 1 al 6 hasta completar B iteraciones, para obtener una
muestra bootstrap de tamaño B de M cuando el proceso está bajo control.
8. El ĺımite de control superior estará dado por el cuantil (1− α) de la muestra
bootstrap de M .
En la Figura 2.1 se presenta la carta de control propuesta, donde el ĺımite de
control superior (ĺınea roja punteada) es construido a partir de un conjunto de
datos histórico de 30 perfiles cuando el proceso está bajo control y el estad́ıstico
M calculado para 10 nuevos perfiles, con p = 2. Se observa que la carta detecta 4
alarmas (asteriscos rojos).
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Figura 2.1. Carta de control basada en la distancia multivariada de Mahalanobis con 30
perfiles en el conjunto de datos histórico, para 10 nuevos perfiles, con p = 2.
2.2. Enfoques basados en profundidad funcional
Una medida de profundidad funcional mide la centralidad de una función con res-
pecto a un conjunto de funciones, de tal manera que entre mayor sea la profundidad
más central será con respecto a las otras curvas. Esto motiva el uso de una medida
de profundidad funcional para monitorear un proceso, comparando la centralidad
de un perfil con respecto a un conjunto histórico de perfiles cuando el proceso está
bajo control. En esta sección se presentan dos extensiones para datos funcionales de
la carta de control r propuesta por Liu (1995), que a su vez, es una extensión de la
carta X (Shewhart, 1931). Para esto, se utilizan las medidas de profundidad funcio-
nal MFD y KFSD propuestas por Claeskens et al. (2014) y Sguera et al. (2016), que
serán utilizadas como estad́ısticos de prueba, y bootstrap funcional, para monitorear
el proceso.
2.2.1. Carta de control basada en la medida de profundidad
funcional MFD
Sea (xj, yij) la j-ésima observación del i-ésimo perfil en el conjunto de datos bajo
control y (xj, yn+1,j) la j-ésima observación de un nuevo perfil a monitorear en Fase
II, con i = 1, ..., n y j = 1, ...,m, se supone que la relación dada por la Ecuación 1.8
se satisface. Sea f̂i la curva ajustada a las observaciones del i-ésimo perfil (xj, yij),
f̂
(a)
i su a-ésima derivada, con a = 1, ..., p, f̂
(0)
i := f̂i y D(·|v1, ...,vn) : Rp+1 →
R una medida de profundidad multivariada con respecto al conjunto de vectores
{v1, ...,vn} ⊆ Rp+1; para monitorear el proceso se calcula la profundidad funcional
multivariada, propuesta por Claeskens et al. (2014), de f̂n+1 con respecto al conjunto
{f̂1, ..., f̂n}, donde f̂i(x) está dado por la Ecuación 2.2, dada por









donde w es una función de pesos de T en R, que permite dar prioridad a la identifi-
cación de cambios en ciertas sub-regiones de T . Nótese que MFD también utiliza la
información adicional suministrada por las primeras p derivadas.
En la Figura 2.2 se presenta un conjunto de 30 vectores de funciones en negro,
con el vector de funciones más profundo en rojo, utilizando la medida de profundidad
funcional MFD, con p = 2, D la profundidad multivariada de Tukey (Tukey, 1975)
y w(x) = 1 para todo x ∈ T . En la subfigura (a), se presenta el conjunto de
las primeras componentes de estos vectores, que corresponden a un conjunto de
curvas sin derivar; en la subfigura (b), sus segundas componentes que están dadas
por sus primeras derivadas; y en la subfigura (c), sus terceras componentes dadas
por sus segundas derivadas. Como se puede observar, la profundidad funcional MFD
permite medir la centralidad de todas las componentes de un conjunto de vectores de
funciones. Como las derivadas aportan información sobre la forma de las funciones,
se puede utilizar el estad́ıstico MFD para medir la centralidad de un nuevo perfil y
sus derivadas, con respecto a un conjunto histórico de perfiles bajo control, con el
fin de identificar cambios de forma.
Cuando el estad́ıstico MFD es pequeño, se puede afirmar que el perfil que se está
monitoreando no es central con respecto a los que pertenecen al conjunto histórico
de datos bajo control, con lo cual, se construye un ĺımite de control inferior para
monitorear el proceso. Para definirlo, se obtiene una muestra bootstrap de MFD, de
tamaño B, mediante bootstrap funcional, y se escoge como ĺımite de control inferior
el cuántil α de la muestra. Cuando MFD es menor que el ĺımite de control inferior, se
dirá que el proceso está fuera de control, indicando que a menor centralidad, mayor
posibilidad de que existan cambios en este. La construcción del ĺımite de control se
resume mediante la siguiente secuencia de pasos:
1. Se obtiene una muestra aleatoria de curvas con reemplazamiento de tamaño
n del conjunto {f̂i|1 ≤ i ≤ n ∧ i ∈ Z+} e independientemente una muestra
aleatoria de tamaño n del conjunto de residuales {ε̂i|1 ≤ i ≤ n ∧ i ∈ Z+},
donde ε̂i está dado por la Ecuación 1.12. La i-ésima extracción de la muestra
del conjunto de curvas se notará como f ∗i , mientras que la i-ésima extracción
de la muestra del conjunto de residuales será notada por ε∗i .
2. Para cada i = 1, ..., n y j = 1, ...,m, se obtiene y∗ij dado por la Ecuación 1.13.
3. Se extrae al azar una curva del conjunto {f̂i|1 ≤ i ≤ n∧ i ∈ Z+} representada
por f ∗n+1, e independientemente un vector de residuales del conjunto {ε̂i|1 ≤
i ≤ n∧ i ∈ Z+}, representado por ε∗n+1, para construir las observaciones de un
nuevo perfil, y∗n+1,j, dadas por la Ecuación 1.14.
4. Para cada i = 1, ..., n + 1, se ajusta una curva suave al conjunto de puntos
{(xj, y∗ij)|1 ≤ j ≤ m ∧ j ∈ Z+}, que será notada por f̂ ∗i , y sus p primeras
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derivadas, denotadas por f̂
(a)∗




i , para construir el
vector de funciones definido por la Ecuación 2.7.
5. Se calcula la medida de profundidad MFD de f̂∗n+1 con respecto al conjunto de






f̂∗n+1(x)|f̂∗1 (x), ..., f̂∗n(x)
)
· w(x)dx (2.14)
6. Se repiten los pasos del 1 al 5 hasta completar B iteraciones, para obtener una
muestra bootstrap de tamaño B de MFD cuando el proceso está bajo control.
7. El ĺımite de control inferior estará dado por el cuantil α de la muestra bootstrap
de MFD.
En la Figura 2.3 se muestra el ĺımite de control inferior (ĺınea roja) construido
con 30 perfiles cuando el proceso está bajo control y el estad́ıstico MFD calculado
para 10 nuevos perfiles, con p = 2, utilizando la profundidad multivariada de Tukey
y w(x) = 1 para todo x ∈ T , donde se encuentran 4 alarmas en el proceso (asteriscos
rojos).
2.2.2. Carta de control basada en la medida de profundidad
KFSD
Sea (xj, yij) la j-ésima observación del i-ésimo perfil en el conjunto de datos bajo
control y (xj, yn+1,j) la j-ésima observación de un nuevo perfil a monitorear en Fase
II, con i = 1, ..., n y j = 1, ...,m, se supone que la relación dada por la Ecuación 1.8
se satisface. Sea f̂i la curva ajustada a las observaciones del i-ésimo perfil (xj, yij);
para monitorear el proceso se calcula la medida de profundidad funcional KFSD
(Kernelized functional spatial depth), propuesta por Sguera et al. (2016), de f̂n+1







κn+1,n+1 + κi,j − κn+1,i − κn+1,j√
κn+1,n+1 + κi,i − 2κn+1,i
√
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σ es una constante positiva y || · || es la norma L2 en el conjunto de las funciones
continuas de T en R.
En la Figura 2.4 se presenta un conjunto de 30 curvas, en negro, notado por
A, junto a la curva más profunda, en rojo, utilizando la medida de profundidad
funcional KFSD, con σ igual al percentil 50 del conjunto {||f − g|||f, g ∈ A}. Dicho
percentil se menciona en Sguera et al. (2016) para una detección moderada de datos
at́ıpicos. Se puede observar que la curva roja parece ser la más central del conjunto
de funciones, de donde, se puede utilizar la medida de profundidad funcional KFSD
para medir la centralidad de un nuevo perfil, con respecto a un conjunto histórico
de perfiles cuando el proceso está bajo control, para monitorear el proceso.
Si la medida de profundidad funcional KFSD de f̂n+1 con respecto al conjun-
to de funciones {f̂1, ..., f̂n} es muy pequeña, se puede afirmar que el perfil que se
está monitoreando no es central con respecto a los perfiles en el conjunto histórico
de datos bajo control, con lo cual, se construye un ĺımite de control inferior para
monitorear el proceso, generando una muestra de tamaño B de KFSD cuando el
proceso está bajo control, con las curvas del conjunto histórico de datos, mediante
bootstrap funcional. El ĺımite de control inferior estará dado por el cuantil α de
la muestra bootstrap. La construcción del ĺımite de control se resume mediante la
siguiente secuencia de pasos:
1. Se obtiene una muestra aleatoria de curvas con reemplazamiento de tamaño
n del conjunto {f̂i|1 ≤ i ≤ n ∧ i ∈ Z+} e independientemente una muestra
aleatoria de tamaño n del conjunto de residuales {ε̂i|1 ≤ i ≤ n ∧ i ∈ Z+},
donde ε̂i está dado por la Ecuación 1.12. La i-ésima extracción de la muestra
del conjunto de curvas se notará como f ∗i , mientras que la i-ésima extracción
de la muestra del conjunto de residuales será notada por ε∗i .
2. Para cada i = 1, ..., n y j = 1, ...,m, se obtiene y∗ij dado por la Ecuación 1.13.
3. Se extrae al azar una curva del conjunto {f̂i|1 ≤ i ≤ n∧ i ∈ Z+} representada
por f ∗n+1, e independientemente un vector de residuales del conjunto {ε̂i|1 ≤
i ≤ n∧ i ∈ Z+}, representado por ε∗n+1, para construir las observaciones de un
nuevo perfil, y∗n+1,j, dadas por la Ecuación 1.14.
4. Para cada i = 1, ..., n + 1, se ajusta una curva suave al conjunto de puntos
{(xj, y∗ij)|1 ≤ j ≤ m ∧ j ∈ Z+}, que será notada por f̂ ∗i .
5. Se calcula la medida de profundidad funcional KFSD de f̂ ∗n+1 con respecto al
conjunto de curvas {f̂ ∗1 , ..., f̂ ∗n}, dada por






























6. Se repiten los pasos del 1 al 4 hasta completar B iteraciones, para obtener una
muestra bootstrap de tamaño B de KFSD cuando el proceso está bajo control.
7. El ĺımite de control inferior estará dado por el cuantil α de la muestra bootstrap
de KFSD.
En la Figura 2.5 se muestra el ĺımite de control inferior (ĺınea roja) construido
con 30 perfiles cuando el proceso está bajo control y el estad́ıstico KFSD calculado
para 10 nuevos perfiles, donde se encuentran 2 alarmas en el proceso (asteriscos
rojos).




Figura 2.2. Vector de curvas más profundo (en rojo) en un conjunto de 30 funciones
donde la primera componente (a) está dada por f̂
(0)
i , la segunda componente
(b) está dada por f̂
(1)
i y la tercera componente (c) está dada por f̂
(2)
i , con
i = 1, ..., 30, utilizando la medida de profundidad funcional MFD.
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Figura 2.3. Carta de control basada en la medida de profundidad funcional MFD con la
profundidad multivariada de Tukey, con 30 perfiles en el conjunto histórico
de datos bajo control, para 10 nuevos perfiles.
Figura 2.4. Curva más profunda (en rojo) de un conjunto de 30 curvas (en negro), uti-
lizando la medida de profundidad funcional KFSD.
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Figura 2.5. Carta de control basada en la medida de profundidad funcional KFSD con




Como lo señala Sheu et al. (2013), el desempeño de una carta de control se puede
medir por su potencia, que se define como la probabilidad de obtener una señal
fuera de control o una alarma cuando el proceso no está bajo control. Se denomina
error tipo I o tasa de falsas alarmas a la probabilidad de obtener una señal fuera de
control cuando el proceso está bajo control. Para monitorear un proceso espećıfico
es deseable que dicha tasa sea lo más pequeña posible sin descuidar la detección
de cambios reales en el proceso, denominados alarmas verdaderas. De esta forma,
una carta de control con un buen desempeño debe tener una probabilidad baja
de presentar falsas alarmas y una probabilidad (o tasa) alta de encontrar alarmas
verdaderas. Otro criterio común para evaluar el desempeño de una carta de control
es la longitud promedio de corrida (ARL), que se define como el número esperado
de puntos graficados en la carta antes de obtener una señal fuera de control (Sheu
et al., 2013). Si las observaciones del proceso no están correlacionadas, la ARL resulta
ser igual al inverso multiplicativo de la probabilidad de obtener una alarma, de esta
forma, por ejemplo, una tasa de falsas alarmas igual a 0.01 es equivalente a una
ARL igual a 100 cuando el proceso está bajo control, mientras que una potencia de
0.10 es equivalente a una ARL igual a 10 cuando el proceso está fuera de control. En
este caso se utiliza únicamente la potencia para evaluar y comparar el desempeño
de los enfoques presentados.
3.1. Modelos
Para comparar el desempeño de las cartas propuestas, se simularon dos modelos que
fueron contaminados posteriormente. Las contaminaciones son clasificadas como:
• de magnitud : cuando son aditivas y constantes en el intervalo T .
• de forma: cuando no son aditivas y constantes en el intervalo T .
18
CAPÍTULO 3. SIMULACIÓN 19
Figura 3.1. 30 perfiles simulados del modelo A0.
• parciales : cuando son de forma o de magnitud únicamente en un subconjunto
propio del intervalo T .
El primer modelo, utilizado por Sheu et al. (2013) y por Williams et al. (2007),
entre otros, llamado función “bathtub”, y denotado por A0, está dado de la siguiente
forma:




a1(x− c)b1 + d, x > c,
a2(c− x)b2 + d, x ≤ c.
(3.2)
donde εi := (εij)
′
j=1,...,314 son i.i.d. Nm(0,W ), W = (wkl)k,l=1,...,314, con
wkl = exp{−ρ|xk − xl|} (3.3)
xj = 0.002 × (j − 1), j = 1, ..., 314, a1 = 400, a2 = 400, b1 = 3, b2 = 3, c = 0.313,
d = 40 y ρ = 8.
En la Figura 3.1 se presentan 30 perfiles simulados del modelo A0, donde se
asume que el proceso está bajo control.
Las contaminaciones de magnitud, denotadas por A1, A2 y A3, están dadas por
las Ecuaciones 3.1, 3.2 y 3.3 donde, en lugar de d = 40, se tiene d = 40.5 para A1,
d = 41 para A2 y d = 41.5 para A3. Las contaminaciones de forma, denotadas por
A4 y A5, se obtienen de la siguiente forma: A4 está dada por las Ecuaciones 3.1, 3.2
y 3.3 cambiando ρ = 8 por ρ = 25. A5 está dada por
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yij = f(xj) + sen(8 · xj) + εij (3.4)
con f(x) definido en la Ecuación 3.2, donde εi := (εij)
′
j=1,...,314 son i.i.d. Nm(0,W ),
W = (wkl)k,l=1,...,314, wkl está dado por la Ecuación 3.3, xj = 0.002 × (j − 1),
j = 1, ..., 314, a1 = 400, a2 = 400, b1 = 3, b2 = 3, c = 0.313, d = 40 y ρ = 8. La
contaminación parcial, denotada por A6, está dada por las ecuaciones 3.1, 3.2 y 3.3
donde, en vez de usar a2 = 400, se utiliza a2 = 300.
En la Figura 3.2 se presentan los mismos perfiles de la Figura 3.1, en colores, con
3 perfiles simulados correspondientes a cada contaminación del modelo A0, en negro,
donde los gráficos (a), (b) y (c) representan los cambios de magnitud, los gráficos
(d) y (e) los cambios de forma y el gráfico (f) el cambio parcial. Se observa que los
cambios de magnitud están ligeramente arriba de los perfiles que se asumen bajo
control, de los cambios de forma, uno corresponde a un aumento en la rugosidad
debido a un cambio en la función de autocovarianza, y el otro corresponde a una
inclusión de ondas senosoidales, y el cambio parcial es de forma únicamente en la
parte izquierda del gráfico.
El segundo modelo fue propuesto por López-Pintado & Romo (2009) para com-
parar su propuesta de medida de profundidad funcional con otras con el fin de
detectar datos funcionales at́ıpicos. Es denotado por B0 y está dado por
yij = g(xj) + εij (3.5)
con g(x) = 4x, donde εi := (εij)
′
j=1,...,30 son i.i.d. Nm(0,W ), W = (wkl)k,l=1,...,30 y




× (j − 1), j = 1, ..., 30.
En la Figura 3.3 se presentan 50 perfiles simulados del modelo B0, donde se
asume que el proceso está bajo control.
Sea yij dado por las Ecuaciones 3.5 y 3.6, Ci una variable aleatoria que toma
el valor de 1 o -1 con probabilidad 1/2, Ui una variable aleatoria con distribución
uniforme entre 0 y 1, y Ti una variable aleatoria con distribución uniforme entre 0
y 1− 2/30, la contaminación de magnitud, denotada por B1, está dada por
zij = yij + 2.5 · Ci (3.7)
Las contaminaciones de forma, denotadas por B2, B3, B4 y B5, están dadas por
la Ecuación 3.5 con la diferencia de que
wkl = exp{−k|xk − xl|µ} (3.8)
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(a) A1 (b) A2
(c) A3 (d) A4
(e) A5 (f) A6
Figura 3.2. Contaminaciones del modelo A0 en negro, donde se representan los cambios
de magnitud (a), (b) y (c), los cambios de forma (d) y (e), y el cambio parcial
(f).
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Figura 3.3. 50 perfiles simulados para el modelo B0.
donde k = 1 y µ = 0.2 para B2, k = 2 y µ = 0.1 para B3, k = 2 y µ = 0.2 para B4,
y k = 2 y µ = 0.3 para B5. Las contaminaciones parciales, denotadas por B6 y B7,
están dadas por las ecuaciones
zij =
{
yij + 2.5 · Ci, si xj ≥ Ui





yij + 2.5 · Ci, si Ti ≤ xj ≤ Ti + 2/30
yij, si xj /∈ [Ti;Ti + 2/30].
(3.10)
para B7.
En la Figura 3.4 se presentan los mismos perfiles de la Figura 3.3, en colores,
con 3 perfiles simulados correspondientes a cada contaminación del modelo B0, en
negro, donde el gráfico (a) corresponde al cambio de magnitud, los gráficos (b), (c),
(d) y (e) corresponden a los cambios de forma, y los gráficos (f) y (g) corresponden a
los cambios parciales. Se observa que la contaminación de magnitud es hacia ambos
lados de los perfiles que se asumen bajo control, los cambios de forma son en la
rugosidad del proceso debido a contaminaciones en la función de autocovarianza, y
los cambios parciales son cambios de magnitud en un subconjunto propio de T .
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(a) B1 (b) B2
(c) B3 (d) B4
(e) B5 (f) B6
(g) B7
Figura 3.4. Contaminaciones del modelo B0 en negro, donde se representan el cambio de
magnitud (a), los cambios de forma (b), (c), (d) y (e), y los cambios parciales
(f) y (g).
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Tabla 3.1. Tasas medias de falsas alarmas para el modelo A0 para cada metodoloǵıa.





























3.2. Resultados de Simulación
Se simularon dos escenarios, utilizando el software R (R Development Core Team,
2008) junto a los paquetes fda.usc y Rcpp, para ambos modelos: el primero supo-
niendo que el proceso se mantiene bajo control, mientras que en el segundo se inclu-
yeron cambios dados por cada contaminación. Ambos escenarios fueron replicados,
independientemente, 500 veces, repitiendo la construcción del conjunto histórico de
datos cuando se asume que el proceso está bajo control, con una cantidad determi-
nada de perfiles (30 para A0 y 50 para B0) y constante para cada réplica. Para el
escenario bajo control y para cada réplica se simularon 1000 perfiles provenientes
del mismo modelo con el cual se obtuvo el conjunto histórico de datos, para tres
niveles de significancia teóricos diferentes: α = 0.01, α = 0.05 y α = 0.10. Para
el escenario fuera de control, para cada contaminación y cada réplica se simularon
1000 perfiles dados por los modelos que representan cada cambio. En cada escenario
y cada réplica se estimó la probabilidad de obtener una señal fuera de control, dada
por el cociente entre el número de señales fuera de control obtenidas en la réplica
y 1000. Finalmente, se calculó la probabilidad de obtener una alarma, construyen-
do la media entre las probabilidades estimadas, y se calculó también su desviación
estándar. Para el ajuste de curvas suaves en los modelos A0 y B0, se utilizaron 19
y 10 B-splines cúbicos, respectivamente, con nodos equidistantes. Para las metodo-
loǵıas cuyos estad́ısticos de prueba son M y MFD se utilizó p = 2 y w(x) = 1 para
todo x ∈ T (ver las Ecuaciones 2.1 y 2.13). Los enfoques expuestos son expresados
por sus respectivos estad́ısticos de prueba en cada tabla.
En la Tabla 3.1 se presentan las tasas medias de falsas alarmas para el modelo A0
y para cada metodoloǵıa con sus respectivas desviaciones estándar. Se puede observar
que todas las metodoloǵıas presentan tasas similares a los niveles de significancia
teóricos utilizados.
En la Tabla 3.2, se presentan las potencias medias calculadas con sus respectivas
desviaciones estándar para cada contaminación de magnitud del modelo A0 y para
cada metodoloǵıa, con un nivel de significancia teórico α = 0.01, donde se puede
observar que todas las metodoloǵıas permiten identificar cambios de magnitud. Los
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Tabla 3.2. Potencias medias calculadas para contaminaciones de magnitud (modelos A1,
A2 y A3) del modelo A0 para cada metodoloǵıa.





























Tabla 3.3. Potencias medias calculadas para contaminaciones de forma (modelos A4 y
A5) y parciales (modelo A6) del modelo A0 para cada metodoloǵıa.





























enfoques más sensibles a cambios de magnitud son el de Sheu et al. (2013), bajo
la etiqueta L, presentado en la primera fila, y el que hace uso de la medida de
profundidad funcional KFSD, expuesto en la cuarta fila.
En la Tabla 3.3 se presentan las potencias medias calculadas, con sus respectivas
desviaciones estándar, para cada contaminación de forma y para la contaminación
parcial del modelo A0, con un nivel de significancia teórico α = 0.01, donde se ob-
serva que las únicas metodoloǵıas que permiten identificar cambios de forma dentro
de los perfiles que están en el conjunto histórico de datos, correspondientes a los
modelos A4 y A5 (ver los gráficos (d) y (e) de la Figura 3.2), entre estos, cambios
en la rugosidad, son las que utilizan la información adicional suministrada por las 2
primeras derivadas, las cuales hacen uso de los estad́ısticos de prueba M y MFD. Se
puede observar también que para el cambio parcial, correspondiente al modelo A6,
que no está completamente inmerso entre los perfiles del conjunto histórico de datos
(ver el gráfico (f) de la Figura 3.2), los enfoques más sensibles son los que hacen uso
de los estad́ısticos de prueba L y KFSD.
En la Tabla 3.4 se presentan las tasas medias de falsas alarmas para el modelo
B0 y para cada metodoloǵıa con sus respectivas desviaciones estándar. Se observa
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Tabla 3.4. Tasas medias de falsas alarmas para el modelo B0 para cada metodoloǵıa.





























Tabla 3.5. Potencias medias calculadas para las contaminaciones del modelo B0 dadas
por B1 (cambio de magnitud), B2 y B3 (cambios de forma), para cada meto-
doloǵıa.





























que todas las metodoloǵıas presentan tasas similares a los niveles de significancia
teóricos utilizados.
En las Tablas 3.5 y 3.6 se presentan las potencias medias calculadas, con sus
respectivas desviaciones estándar, para cada contaminación del modelo B0, con un
nivel de significancia teórico α = 0.01. Se observa que las metodoloǵıas propuestas
(M , MFD y KFSD) permiten identificar cambios de magnitud (modelo B1) aunque
no son tan sensibles como el enfoque propuesto por Sheu et al. (2013). Además,
las metodoloǵıas que hacen uso de los estad́ısticos M y MFD permiten identificar
cambios de forma (modelos B2, B3, B4, B5) y también los dos cambios parciales
(modelos B6 y B7) a diferencia del resto de enfoques.
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Tabla 3.6. Potencias medias calculadas para las contaminaciones del modelo B0 dadas
por B4, B5 (cambios de forma), B6 y B7 (cambios parciales), para cada me-
todoloǵıa.







































Para implementar las metodoloǵıas propuestas, se utilizó el conjunto de datos de
un diseño de experimentos implementado en la producción de azúcar a base de
remolacha para una planta en Escandinavia utilizados en Bro (1999). Para ajustar
curvas suaves a las observaciones discretizadas se emplearon 10 B-splines cúbicos
con nodos equidistantes.
Se tomaron 268 muestras de azúcar a base de remolacha continuamente durante
8 h en 3 meses que fueron disueltas en agua sin tapar (2.25g/15ml). La fluorescencia
de cada solución fue medida en un recipiente de 10 × 10 mm2 utilizando un espec-
trofluoŕımetro PE LS50B. Cada muestra fue sometida a la excitación de un espectro
de luz y se midió la intensidad del espectro de emisión que se controló entre 275
y 560 nm cada 0.5 nm y para 7 espectros de excitación (230, 240, 255, 290, 305,
325, 340 nm). En este ejemplo solo se utilizaron las intensidades obtenidas para un
espectro de excitación de 230 nm. También se midió el porcentaje de contenido de
ceniza en un laboratorio, el cual determina la calidad del azúcar. Los perfiles que
se tuvieron en cuenta para evaluar la calidad del azúcar fueron determinados por
la relación entre el espectro de emisión y la intensidad. El proceso de producción
se consideró bajo control cuando el porcentaje de ceniza era menor que o igual a
0.01, con lo cual las cartas basadas en la distancia multivariada de Mahalanobis y
las cartas basadas en profundidad funcional fueron construidas con los primeros 45
perfiles que cumpĺıan esta condición como conjunto histórico de datos. Los perfiles
que fueron monitoreados en Fase II fueron los 5 siguientes con un porcentaje de
ceniza menor que o igual a 0.01 y otros 9 con un porcentaje de ceniza igual a 0.02.
En la Figura 4.1, en el gráfico (a), en negro se presentan las curvas suaves ajus-
tadas a los perfiles correspondientes a la relación entre el espectro de emisión y
la intensidad del conjunto histórico de datos, cuando el porcentaje de ceniza en el
azúcar es menor que o igual a 0.01, en verde se presentan las curvas suaves ajusta-
das a los perfiles nuevos con un porcentaje de ceniza menor que o igual a 0.01 y en
rojo las curvas suaves ajustadas a los perfiles nuevos con un porcentaje de ceniza
igual a 0.02. En el gráfico (b) se presentan sus primeras derivadas y en el gráfico
28
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(c) sus segundas derivadas. Se observa que, aparentemente, las curvas verdes son
similares a las curvas negras en magnitud y en forma, mientras que las curvas rojas
parecen diferir de estas, lo cual indicaŕıa que los cambios en estos perfiles podŕıan
ser detectados mediante las metodoloǵıas propuestas.
En la Figura 4.2, se presenta la carta de control basada en la distancia multi-
variada de Mahalanobis para los perfiles presentados en la Figura 4.1, con p = 2
y un nivel de significancia teórico α = 0.01, donde se encuentran 7 alarmas ver-
daderas y ninguna falsa alarma. Se puede notar que la carta detecta bastante bien
los periodos para los cuales el proceso está fuera de control. Además, en la Figura
4.3, se presenta la carta de control basada en la medida de profundidad funcional
MFD para las mismos perfiles, con p = 2, w(x) = 1 para todo x ∈ T y un nivel de
significancia teórico α = 0.01, donde se encuentran 4 alarmas verdaderas y ninguna
falsa alarma. Se observa que se logran detectar los cambios en el proceso a pesar de
que dicha detección es menos sensible que la carta basada en la distancia multiva-
riada de Mahalanobis. Finalmente, en la Figura 4.4 se presenta la carta de control
basada en la medida de profundidad funcional KFSD para las mismos perfiles, con
un nivel de significancia teórico α = 0.01, donde se encuentran 5 alarmas verdaderas
y ninguna falsa alarma.




Figura 4.1. Curvas correspondientes al conjunto histórico de datos cuando el porcentaje
de ceniza en el azúcar es menor que o igual a 0.01 % (en negro), 5 curvas
ajustadas a los perfiles nuevos con un porcentaje de ceniza menor que o
igual a 0.01 % (en verde) y 9 curvas construidas a partir de los perfiles con
un porcentaje de ceniza igual a 0.02 % (en rojo) (a) con sus respectivas
primeras (b) y segundas (c) derivadas.
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Figura 4.2. Carta de control basada en la distancia multivariada de Mahalanobis cons-
truida para los perfiles presentados en la Figura 4.1, con p = 2 y α = 0.01
Figura 4.3. Carta de control basada en la medida de profundidad funcional MFD cons-
truida para los perfiles presentados en la Figura 4.1, con p = 2, w(x) = 1
para todo x ∈ T y α = 0.01
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Figura 4.4. Carta de control basada en la medida de profundidad funcional KFSD cons-
truida para las curvas presentadas en la Figura 4.1, con α = 0.01
Conclusiones
Se proponen 3 métodos para monitorear perfiles no lineales empleando enfoques
provenientes del análisis de datos funcionales sin requerir supuestos distribuciona-
les. Uno de ellos extiende la estad́ıstica χ2 a datos funcionales mientras que los otros
dos emplean el concepto de profundidad funcional. Dos de los tres métodos per-
miten identificar cambios de magnitud, de forma y parciales. Estas propuestas son
comparadas con el enfoque de Sheu et al. (2013) mediante simulación, evaluando
la tasa de falsas alarmas cuando el proceso se mantiene bajo control y la potencia
cuando el proceso se sale de control, para dos modelos con sus respectivas conta-
minaciones. Se concluye que las metodoloǵıas basadas en la distancia multivariada
de Mahalanobis y la medida de profundidad funcional MFD son más sensibles que
el enfoque de Sheu et al. (2013) para identificar cambios de forma entre los perfiles
en el conjunto histórico de datos (entre estos, cambios en la estructura de auto-
dependencia); sin embargo, este último es más sensible para identificar cambios de
magnitud, con una tasa de falsas alarmas aproximadamente igual a 0.01. También se
encontró que la metodoloǵıa basada en la medida de profundidad funcional KFSD
presenta potencias menores que el enfoque de Sheu et al. (2013).
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Trabajo futuro
En este trabajo se muestra que el bootstrap funcional resulta ser una herramienta
útil para construir cartas de control en datos funcionales, con diferentes estad́ısticos
de prueba; con lo cual, se pueden proponer otros estad́ısticos, implementando las
bases de la construcción de los enfoques propuestos, con el fin de encontrar me-
todoloǵıas con mejor desempeño para identificar cambios de magnitud, de forma
o parciales. Además, los enfoques propuestos pueden extenderse fácilmente al caso
multivariado, haciendo pequeños cambios al bootstrap funcional y a los estad́ısticos
de prueba. También es importante proponer metodoloǵıas que permitan identificar
cambios en superficies o hipersuperficies. Aśı mismo es necesario evaluar el efecto de
incluir diferentes cantidades de derivadas en las metodoloǵıas que hacen uso de los
estad́ısticos M y MFD. También se pueden explorar las propiedades matemáticas y
estad́ısticas del estad́ıstico M basado en la distancia multivariada de Mahalanobis.
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double sigmaselect(NumericVector tt, NumericMatrix X,
double p = 0.15) {
Environment stats("package:stats");
Function quantile = stats["quantile"];
int t = X.nrow(), n = X.ncol(), count = 0;
NumericVector temp(t), tempp(n*n), temppp(n*n);
double out = 0;
for(int j = 0; j<n; j++){
for(int i = 0; i<n; i++){
tempp[count] = 0;
for(int k = 0; k<t; k++){
temp[k] = pow((X(k,i)-X(k,j)),2);
}












NumericVector depthKFSD(NumericVector tt, NumericMatrix Y,
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NumericMatrix X, double sigma){
int t = X.nrow(), n = X.ncol(), m = Y.ncol();
NumericMatrix Lnormy(n,m), Lnormx(n,n), kerny(n,m), kernx(n,n), M(n,n);
NumericVector temp(t), out(m), suma(m);
for(int i = 0; i<n; i++){
for(int j = 0; j<m; j++){
Lnormy(i,j) = 0;
for(int k = 0; k<t; k++){
temp[k] = pow((X(k,i)-Y(k,j)),2);
}






for(int j = 0; j<n; j++){
Lnormx(i,j) = 0;
for(int k = 0; k<t; k++){
temp[k] = pow((X(k,i)-X(k,j)),2);
}







for(int k = 0; k<m; k++){
for(int i = 0; i<n; i++){
if(kerny(i, k)<1){











for(int j = 0; j<n; j++){
M(i,j) = 0;





for(int i = 0; i<n; i++){



















# Sheu et al.
Fboots <- function(x, matr, basis, m = 100)
{
n <- ncol(matr)
smF <- smooth.basis(x, matr, basis)$fd
evalsmF <- eval.fd(x, smF)
errs <- matr - evalsmF
boots <- evalsmF[, sample(n, m, replace = T)] +
errs[, sample(n, m, replace = T)]
boots
}
Iboots <- function(x, matr, basis, m = NULL, B = 100)
{
n <- ncol(matr)
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while(i <= B)
{
Mue <- Fboots(x, matr, basis, m = m)
Mue0 <- smooth.basis(x, Mue[, -m], basis)$fd
M <- fdata(mean.fd(Mue0), x)
S <- fdata(sd.fd(Mue0), x)







# Distancia multivariada de Mahalanobis
mfmean <- function(listXsuav)
{
lapply(lapply(listXsuav, apply, 1, mean), matrix)
}





listX <- lapply(lmapply(lapply(listXsuav, t)), t)
listY <- lapply(lmapply(lapply(listy, t)), function(yy, k){
ty <- t(yy)
matrix(rep(ty, k), ncol = k)
}, k = n)
Sigma <- mapply(function(x, y){
temp <- x-y
solve(temp%*%t(temp)/n)
}, listX, listY, SIMPLIFY = F)
Sigma
}







Samp <- Fboots(x, matr, basis, m = m)
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Shist <- Samp[, -m]
Scontr <- Samp[, m]
hsuav <- smooth.basis(x, Shist, basis)$fd
hsuav1 <- deriv.fd(hsuav, 1)
hsuav2 <- deriv.fd(hsuav1, 1)
csuav <- smooth.basis(x, Scontr, basis)$fd
csuav1 <- deriv.fd(csuav, 1)
csuav2 <- deriv.fd(csuav1, 1)
listhist <- lapply(list(hsuav, hsuav1, hsuav2),
eval.fd, evalarg = x)
listcontr <- lapply(list(csuav, csuav1, csuav2),
eval.fd,
evalarg = x)
listcontr2 <- lmapply(lapply(listcontr, t))
listmean <- mfmean(listhist)
listmean2 <- lmapply(lapply(listmean, t))
listvarinv <- mfvar(listhist, listmean)
temp <- mapply(function(xx, yy) xx- yy, listcontr2, listmean2, SIMPLIFY = F)






# Profundidad funcional MFD




X <- Fboots(x, matr, basis, m = m)
Xsuav <- smooth.basis(x, X, basis)$fd
Xsuav1 <- deriv.fd(Xsuav, 1)




a <- (i-1)*n + 1
b <- i*n
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control2 <- fdata(Xsuav2[c])
historl <- list(histor, histor1, histor2)
controll <- list(control, control1, control2)





# Profundidad funcional KFSD





matrsuav <-eval.fd(x, smooth.basis(x, matr, basis)$fd)
if(is.null(sigma)) sigma <- sigmaselect(x, matrsuav)
X <- Fboots(x, matr, basis, m = m)
Xsuav <- eval.fd(x, smooth.basis(x, X, basis)$fd)
for(i in 1:B){
a <- (i-1)*n + 1
b <- i*n
cc <- n*B + i
historic <- Xsuav[,a:b]
control <- matrix(Xsuav[,cc], ncol = 1)







# Sheu et al.
distchart <- function(x, Y, matr, basis,
alpha = 0.01, m = NULL, B = 500,
plot = F)
{
if(is.null(m)) m <- ncol(matr)
Muef <- Iboots(x, matr, basis, m, B)
Suav <- smooth.basis(x, matr, basis)$fd
M <- fdata(mean.fd(Suav), x)
S <- fdata(sd.fd(Suav), x)





Ysuav <- fdata(smooth.basis(x, Y, basis)$fd, x)
Est <- int.simpson(((Ysuav-M)/S)^2)








Ysuav <- fdata(smooth.basis(x, Y[, i], basis)$fd, x)
Est[i] <- int.simpson(((Ysuav-M)/S)^2)




UCL <- quantile(Muef, probs = 1-alpha)
if(plot == T){
plot(Est, type = "b", pch = 16,
ylim = c(min(Est, UCL), max(Est, UCL)),
xlab = "t", ylab = "L")
abline(UCL, 0, col = "red", lty = 2, lwd = 2)
points((1:n)[Est>UCL], Est[Est>UCL], col = "red",
pch = 8, cex = 1.5, lwd = 2)}
list(UCL, Est)
}
# Distancia multivariada de Mahalanobis
Mdistchart <- function(x, Y, matr, basis,




Muef <- Lpboots(x, matr, basis, B)
Suav <- smooth.basis(x, matr, basis)$fd
Suav1 <- deriv.fd(Suav, 1)
Suav2 <- deriv.fd(Suav1, 1)
lhist <- lapply(list(Suav, Suav1, Suav2), eval.fd, evalarg = x)
lmean <- mfmean(lhist)
lmean2 <- lmapply(lapply(lmean, t))
lvar <- mfvar(lhist, lmean)




Ysuav <- smooth.basis(x, Y[, i], basis)$fd
Ysuav1 <- deriv.fd(Ysuav, 1)
Ysuav2 <- deriv.fd(Ysuav1, 1)
listY <- lapply(list(Ysuav, Ysuav1, Ysuav2),
eval.fd, evalarg = x)
listY2 <- lmapply(lapply(listY, t))
temp <- mapply(function(xx, yy) xx- yy, listY2, lmean2, SIMPLIFY = F)





UCL <- quantile(Muef, probs = 1-alpha)
if(plot == T){
plot(Est, type = "b", pch = 16,
ylim = c(min(Est, UCL), max(Est, UCL)),
xlab = "t", ylab = "M")
abline(UCL, 0, col = "red", lty = 2, lwd = 2)
points((1:n)[Est>UCL], Est[Est>UCL], col = "red",
pch = 8, cex = 1.5, lwd = 2)}
list(UCL, Est)
}
# Profundidad funcional MFD
D2chart2 <- function(Y, X, argvals, basis, n = (ncol(X)+1),
B = 500, alpha = 0.01, plot = F)
{
Xfun <- smooth.basis(argvals = argvals, y = X,
fdParobj = basis)$fd
Xfun0 <- fdata(Xfun)
Xfun1 <- fdata(deriv.fd(Xfun, 1))
Xfun2 <- fdata(deriv.fd(Xfun, 2))
Yfun <- smooth.basis(argvals = argvals,
y = Y, fdParobj = basis)$fd
Yfun0 <- fdata(Yfun)
Yfun1 <- fdata(deriv.fd(Yfun, 1))
Yfun2 <- fdata(deriv.fd(Yfun, 2))
depboots <- D2boots(argvals, X, basis, B)
LCL <- quantile(depboots, alpha)
depest <- depth.FMp(lfdata = list(Yfun0, Yfun1, Yfun2),
lfdataref = list(Xfun0, Xfun1, Xfun2),
dfunc = "mdepth.TD", draw = F)$dep
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if(plot == T){
plot(depest, type = "b", pch = 16,
ylim = c(min(depest, LCL), max(depest, LCL)),
xlab = "t", ylab = "MFD")
abline(LCL, 0, col = "red", lty = 2, lwd = 2)
points((1:length(depest))[depest<LCL], depest[depest<LCL], col = "red",
pch = 8, cex = 1.5, lwd = 2)}
list(LCL, depest)
}
# Profundidad funcional KFSD
Dchart <- function(Y, X, argvals, basis, p = NULL,
B = 500, alpha = 0.01, plot = F)
{
nn <- ncol(Y)
Xfun <- eval.fd(argvals, smooth.basis(argvals = argvals, y = X,
fdParobj = basis)$fd)
Yfun <- eval.fd(argvals, smooth.basis(argvals = argvals, y = Y,
fdParobj = basis)$fd)
sigma <- sigmaselect(argvals, Xfun, p = p)
depboots <- Dboots(argvals, Xfun, basis, B = B, sigma = sigma)
LCL <- quantile(depboots, alpha)
depest <- c(depthKFSD(argvals, Yfun, Xfun, sigma = sigma))
if(plot == T){
plot(depest, type = "b", pch = 16,
ylim = c(min(depest, LCL), max(depest, LCL)),
xlab = "t", ylab = "KFSD")
abline(LCL, 0, col = "red", lty = 2, lwd = 2)
points((1:length(depest))[depest<LCL], depest[depest<LCL], col = "red",




# Simulación de datos
##################################
# Williams et al.
procaut <- function(x, a1, a2, b1, b2, c, d, N = 1000, dd = 8,
a = 0, b = sqrt(length(x)))
{
n <- length(x)
Sigma <- array(dim = c(n, n))
i <- 1
















if(x[i] <= c) per[i] <- a2*(c-x[i])^b2+d
else per[i] <- a1*(x[i]-c)^b1+d
i <- i+1
}
per <- per + a*sin(b*(x-min(x))*2*pi/(max(x)-min(x)))
array(rep(per, N), dim = c(n, N))+errs
}
# López y Romo
procs <- function(x, N = 100, K = 0, Tclass = 0, k = 1, c = 1, mu = 1)
{
n <- length(x)
Sigmafun <- function(xx, yy, k, c, mu) k*exp(-c*abs(xx-yy)^mu)
Sigma <- outer(x, x, FUN = Sigmafun, k = k, c = c, mu = mu)
z <- ifelse(rbinom(N, 1, .5) == 1, 1, -1)








veclog <- outer(x, Tnum, FUN = "<")





Tnum <- runif(N, 0, 28/30)
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veclog <- outer(x, Tnum,
FUN = function(xx, yy)
{(xx >= yy) & (xx <= (yy + 2/30))})




errs <- t(simplify2array(mvrnorm(N, rep(0, n), Sigma)))











Y <- Tot[,y == 20]
BSplbasis <- create.bspline.basis(rangeval = range(tt), nbasis = 10)
Xsuav <- smooth.basis(tt, X, BSplbasis)$fd
Y0suav <- smooth.basis(tt, Y0, BSplbasis)$fd
Ysuav <- smooth.basis(tt, Y, BSplbasis)$fd
plot(Xsuav, col = 1, ylab = "Intensidad", cex.lab = 1.4,
xlab = "Espectro de emisión", ylim = c(-130, 600), lty = 1)
lines(Ysuav, col = 2, lty = 2)
lines(Y0suav, col = 3, lty = 1)
plot(deriv.fd(Xsuav), col = 1, ylab = "Deriv 1 de la intensidad",
xlab = "Espectro de emisión", ylim = c(-30, 25), cex.lab = 1.4)
lines(deriv.fd(Ysuav), col = 2)
lines(deriv.fd(Y0suav), col = 3, lty = 1)
plot(deriv.fd(Xsuav, 2), col = 1, ylab = "Deriv 2 de la intensidad",
xlab = "Espectro de emisión", ylim = c(-1, 2.2), cex.lab = 1.4)
lines(deriv.fd(Ysuav, 2), col = 2)
lines(deriv.fd(Y0suav, 2), col = 3, lty = 1)
M <- Mdistchart(tt, cbind(Y0,Y), X, BSplbasis, plot = T)
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lines(c(5.5, 5.5), c(0, 10000000000), lty = 2)
MFD <- D2chart2(cbind(Y0, Y), X, tt, BSplbasis, plot = T)
lines(c(5.5, 5.5), c(0, 10000000000), lty = 2)
KFSD <- Dchart(cbind(Y0, Y), X, tt, BSplbasis, p = .5, plot = T, B = 500)
lines(c(5.5, 5.5), c(0, 10000000000), lty = 2)
