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Abstract
Networks are a natural representation of data collected across many disciplines.
The complex relationships between entities studied in these fields, whether it be
people, computers or molecules, cannot be fully characterised individually but are,
instead, better described by computational models as a function of their overall
interactions. This thesis focuses on the development of such models to detect
communities and to predict outcome variables in real networks using mathematical
programming, a transparent, flexible and customisable modelling paradigm.
First, the temporal evolution of groups in complex social networks is explored.
Various methods detect groups in dynamic networks either by aggregating all
temporal contact information into a single network or by looking at snapshots of
time independently. In this work, a more robust approach is employed where, at
each time step, both the current and previous modular structures of a network are
considered. A mixed integer non-linear programming (MINLP) model is proposed
to capture more stable patterns of change and was shown to match the ground
truth of networks.
Next, the development of Quantitative Structure-Activity Relationship models
(QSAR) is addressed. These regression models are vastly used in drug discovery
and aim to predict biological activity from the attributes of molecules. In this
work, algorithms are proposed to divide the compounds in sub-groups either by
vi
their molecular features or from modules that naturally arise when representing
this data as a network. Suitable equations that predict biological activity are
then identified for each group by a mathematical programming model. These
algorithms create predictive, customisable and interpretable QSAR sub-models,
which can later be used for virtual screening, SAR studies or lead optimisation of
drug candidates.
Overall, this thesis proposes computational models to optimisation problems
in regression and network analysis. The proposed methods produce transparent
and interpretable solutions towards a better understanding of the dynamics of
social systems and have the potential to assist in the endeavours of drug discovery.
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The large volume of data collected, generated and stored in computers and
databases increases continuously, powered by advances in technology and Internet
infrastructure [1, 2]. The flow of data across the Internet grew more than 96
million times since 1990, reaching a record traffic in 2016 with a flow of 1.2
zettabytes. This number is set to triple in five years [3].
This process has not only facilitated the access to information but it has also
changed our daily routines and shaped our social interactions. If online retailers
know what we are likely to buy next, it is because they have collected enough data
describing the behaviour of thousands of other customers in a similar context and
have trained a computer model capable of making predictions about our specific
shopping experience. Similarly, social media websites and the advertisement
industry have been taking advantage of our digital traces online, our friendships,
tastes, likes and dislikes, to curate what we are going to read and see and to offer
1. Introduction 2
targeted promotions. The "Big Data" era has also made its impact in science;
enabling seamless collaboration among researchers across the globe and facilitating
the spread of findings to a wider audience [4].
Machine Learning (ML) was born at the heart of this data revolution. The
discipline combines elements from statistics, computer science and artificial in-
telligence and deals with algorithms to identify relationship patterns and make
predictions based on what it has learned from data [5, 6]. The learning process
varies from algorithm to algorithm but the main components are almost always
the same. Raw data must first be processed and put in a structured format,
usually in tabular form where each row represents a single observation of data and
columns represent the attributes/features/descriptors of the data. The machine
will then be trained to combine these features and develop a general description
of the data.
In a supervised learning setting, the goal is to establish a relationship between
an independent variable, or outcome, to features in the data set. The models are
called regression when the outcome assumes numerical values such as price of
objects, scores, experimental results, and classification when modelling categorical
variables, such as yes/no, colours, classes and groups. The resulting model can
then predict the outcome of unseen samples which have not been used to train
the algorithm. In an unsupervised context, the outcome is not provided or not
known and the objective is to find clusters or other arrangements based only
on the structural properties of data. With the help of mathematical formulas,
heuristics and even some random processes, the model will then try to find the
solution that maximises some predefined performance metric.
Even in situations when relationships could be spotted by a human, machine
learning makes the process faster, simpler and automatic [7]. The prominence of
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this automation process raises some questions about the transparency, or the lack
thereof, in many algorithms. Take as an example, the artificial neural networks or
deep learning, as it is more frequently referred to nowadays, a technique inspired
by the brain where the weights of its artificial neurons are trained to model the
input data as it propagates through its layers. Deep learning has excelled in image
classification [8] and speech recognition [9] but it has also produced predictive
models in many other areas of research [10]. But even though these carefully
trained networks can generalise well to new and unseen data, the artificial neurons
are unable to explain which attributes of the data have lead to its final output
[11].
The development of transparent models has started to attract the attention
of the machine learning community [12–16] and is one of the main topics of
the research developed and described in this thesis. The principles and models
presented herein are applicable to areas such as drug discovery and bioinformatics
where the correlation between features and outcome variables is not always well
understood. Interpretability is tackled mainly by the choice of modelling paradigm.
Here, mathematical programming is used as the default framework to represent
and solve optimisation problems. This technique is useful when exact and optimal
solutions are preferred over approximations and is widely used in operational
research, logistics and engineering.
1.2 Research aims
The overall aim of this research is to develop optimisation models using mathemat-
ical programming to solve regression and clustering problems in networks. The
interdisciplinary nature of this work allowed for the application of these models
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in social sciences and in cheminformatics, with contributions to drug discovery.
More specifically, the main research goals of this thesis are:
• Extend modularity optimisation algorithms to community detection incor-
porating temporal information in dynamic networks
• Develop predictive Quantitative-Structure Activity Relationship (QSAR)
regression models using mathematical programming
• Explore community detection in network representations of bioactivity data
• Combine complex network analysis and regression algorithms to build inter-
pretable QSAR models
1.3 Thesis outline
The rest of this thesis is organised as follows.
Chapter 2 introduces the concepts used in the thesis. A background in
optimisation techniques, network analysis, community detection, regression and
quantitative structure-activity relationship is presented.
Chapter 3 addresses the problem of identifying clusters in dynamic networks.
The problem is formulated as a mathematical programming model that takes into
consideration the connectivity history in the network to more accurately identify
the evolution of groups. Networks of social contacts and political similarities were
used to demonstrate the capabilities of the proposed method.
In Chapter 4, the problem of developing quantitative structure-activity rela-
tionships (QSAR) models is addressed. An optimal piecewise linear regression
algorithm was modified to successfully create QSAR models for five data sets of
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protein inhibitors. The algorithm clearly identifies rules to separate the data and
linear equations to fit the data in each distinct group.
Chapter 5 presents a new methodology that combines network analysis and
the piecewise model introduced in Chapter 4 to create QSAR sub-models.
The methodology chapters (Chapters 3-5) are structured as independent
research questions. In fact, Chapter 3 has already been published as a journal
paper at the European Physics Journal B while the content of Chapters 4 and 5
are being prepared for consideration in other suitable peer-reviewed journals.
Chapter 2
Background
The main topics in this thesis are the detection of groups in networks and the
development of regression models, applied to temporal network analysis and for
the development of predictive models for drug discovery. This chapter reviews
essential concepts, methods and work related to these topics and paves the way for
the proposed methodologies and algorithms presented in the remaining chapters.
This includes an introduction to concepts of network analysis, the main metrics,
topological properties of networks and methods for community detection. Next, the
area of Quantitative Structure-Activity Relationship (QSAR) models is presented,
introducing concepts of molecular descriptors, activity cliffs and biological activity
prediction. Finally, the formalism of optimisation problems is presented, along
with a brief description of the different types of mathematical programming models
and its solving techniques.
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2.1 Complex Networks
The Internet, the World-Wide-Web, on-line social networks, food webs, protein
interactions and metabolic processes in the body are examples of networks. These
interconnected systems are made of individual agents that interact with each
other in an organised way and give rise to a number of patterns and topological
properties. Networks have been the object of study of Graph Theory, a branch of
discrete mathematics, since the eighteenth century but have received a renewed
attention from a wider community recently due to its social, technological and
scientific applications in the modern world [17, 18]. Propelled by the boom of
the Internet and the easier access to large volumes of data, network research has
shifted its focus from the study of small graphs to the statistical properties of
larger and more complex networks [19].
A network, or a graph, G is a mathematical structure consisting of a set of
items N , also called nodes or vertices, which are associated by edges or links.
In its simplest form, a graph can be represented by an adjacency matrix A, a
symmetric |N | × |N | binary matrix indicating the connectivity between the nodes.
Whenever a node i is connected to j, Aij = 1; otherwise, Aij = 0. An example of
an adjacency matrix and the visualisation of its correspondent graph are shown
in Figures 2.1 and 2.2, respectively.
In this example, the network is unweighted and undirected, nodes are just
simply either connected or not, but a network can encode much more information
about the relationships between its nodes. For example, a node i may be connected
to j but there might not exist an edge from j that points to i. In this case, the
adjacency matrix is no longer symmetric and we say that the network is directed.
Metabolic networks are examples of directed networks where the order of reactions
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Fig. 2.2 Visualisation of network represented by adjacency matrix of Figure 2.1
values indicating the strength, distance or similarity between nodes (weighted
network) or contain labels indicating the type of connection between vertices.
The presence and strength of connections may also change over time. Examples
of temporal, or dynamic, networks are person-to-person communication and
contact, information broadcast, brain and cell networks [20–22]. In this type of
network, a sequence of adjacency matrices represent network states at different
time slices and the selection of time window is application dependent. Suppose,
for example, that we want to model phone calls over a period of time as a network.
If we want investigate the different dynamics of day versus night calls, we would
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probably represent the network in hourly slices or we could divide it by periods of
the day. If instead, we are interested in the peaks of phone calls around holidays,
we might want to look at the calls made per week or month. We can also choose
whether to represent temporal networks as weighted versus unweighted, directed
versus undirected. Temporal networks are one specific realisation of multilayer
networks, a generic network representation that have been receiving a lot of
attention recently and represent different layers of relationships between nodes
[23–25].
2.1.1 Properties of real networks
Networks can be characterised by their statistical properties. The degree di of a
node i indicates its number of neighbours while the average degree characterises the
connectivity of the entire network. The edge density represents the number of edges
divided by the number of all possible edges in the network, nodes in a network with
high edge density are more interconnected than the sparse connections observed
in graphs with low edge density. Another metric, average shortest paths or path
length, represents the number of edges in the shortest path between two nodes
averaged over all node pairs in the network. This metric indicates how compact
the graph is, signals propagate quicker in a network where the distances between
nodes is smaller (small path length).
Another metric that helps characterize the density of connections in a network
is the transitivity or clustering coefficient [19], a property that relates to the
probability that nodes in the same neighbourhood are connected to each other.
If nodes j and k are connected to i, it is likely that j and k are also connected
together, which forms a triad around i: i, j, k. The clustering coefficient of i
(Ci) represents the number of such triads that exist involving i compared to the
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number of triads that would be formed if all its neighbours were interconnected.
Mathematically, the formula of Ci is expressed as below:
Ci =
ti
(di(di − 1))/2 , (2.1)
where ti represents number of triads in which node i participates and the denomi-
nator represents the total number of triads in which i could participate. When
Ci = 0, neighbours of node i are not connected and when Ci = 1, all neighbours
of i are connected.
It is also common to represent the global transitivity of the network to nu-
merically characterize the tendency that all nodes in the network are strongly
connected in their own neighbourhoods. One way to measure global transitivity
is by average clustering coefficient (ACC), given by the simple average of Ci for
all nodes in the network:




Note that a network with low ACC values (close to zero) can become dis-
connected easily [26, 27]. Imagine for example a network of nodes placed on a
line so that the connections are only between neighbours located immediately
to the left and right of each node. If any link of this network is removed, the
network will disintegrate into two components, two sub-graphs. However, many
real networks tend to have high ACC values. In these networks, it is usually also
possible to observe the existence of cohesive groups since the neighbourhoods are
well connected. This effect is also popularly known as "six degrees of separation"
[28–30] in reference to the work of Travers and Milgram in the 1960s where it
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was proposed that every person in the planet can be connected to anyone else by
only six acquaintances [31]. In food webs, the degree of separation is even lower,
species are separated on average by two links [32].
The scale-free property is another common feature of real networks and is
related to the way networks naturally evolve [33]. As a network grows, new nodes
tend to link to highly connected nodes, in detriment of those with few neighbours.
This preferential attachment causes node degrees in scale-free networks to follow
a power-law distribution and, as a result, few hub vertices have a large number
of neighbours while the majority of nodes have a small degree [34]. Hub nodes
are involved in the convergence of opinions in social media [35], associated with
proteins encoded by essential genes in protein-protein interaction networks [36]
and also play an important role in the resilience of network architecture [37].
Another important property of real networks is the presence of community
structure [38, 39]. Nodes that share some sort of similarity tend to group and have
more links between them than with the rest of the graph. Communities contain
valuable information about the function and organization of a network and its
identification leads to a better understanding of the nature of the observed system.
By detecting communities, we can identify aggregations in a social network, a
group of similar pages in the Web and link topological groups of proteins to
functional features, to name a few examples.
The intuition behind groups in a network is easy to grasp but community
detection is a difficult problem to define and solve mathematically. We can identify
communities by minimizing the number of edges between partitions of the graph
[40], or we could think of a community as a subgraph where the number of internal
connections is larger than the number of edges pointing out of the subgraph
[41]. Another approach is to model communities as stochastic block models [42],
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representing the probability that vertices share an edge in a subgraph. Regardless
of the definition of a group or module, community detection can be seen as an
optimisation problem. Most popular community detection techniques define an
objective function which represents the quality of partitions and an algorithm
is implemented to detect the partition corresponding to the best value of that
objective function.
A measure called modularity is the most widely used quality function for
community detection and is the metric used in this thesis to define and detect
modules. An introduction to modularity optimisation is given below.
2.1.2 Modularity optimisation
Modularity (Q) was introduced in [43] as a measure of how communities in a
real network deviate from the connectivity observed in a random graph and is
related to a property called assortativity. An assortative network contains a high
fraction of edges running between vertices of the same group. In random models
where there is no formation of groups, this fraction is smaller [44]. Therefore, it is
possible to quantify the modular structure of a network by subtracting the fraction
of edges expected to occur if they were located at random from the fraction of
edges actually present in a module of the network.
Modularity can assume negative values when each node is considered as a
different community, indicating that the graph has no community structure [38].
It has value zero when the whole graph is considered as a single community and
it increases with higher number of internal edges inside communities. The best
partitions are the ones with maximum modularity so, the problem of detecting
































Fig. 2.3 Karate network and communities corresponding to the maximum modu-
larity value
Figure 2.3 illustrates the partition corresponding to the maximum modularity
value (Q = 0.4188) in the famous Zachary’s karate network [45]. Colours indicate
the communities and the size of nodes vary with their degrees. The network
represents the relationship between members of a karate club. A conflict between
the coach (node 1) and the owner (node 34) over the price of karate lessons divided
the club, creating the group divisions we see in the graph.




δ(i, j)− Pij, (2.3)
where Pij is the expected number of edges between two classes i and j and the
first term of the equation represents the number of edges between vertices of the
same community and is defined by:
∑
edges(i,j)





where Aij is the adjacency matrix of the graph and δ is the Kronecker delta:
δ(r, s) =

1 if r = s
0 otherwise.
The random model considered in this equation is the configuration model
[46, 47] and it consists of a graph generated by the same degree distribution of
a real network. The generated graph contains a giant component without any
communities [48]. The expected number of edges Pij between two classes i and j
in this model can be calculated [49] as follows.
Consider two vertices i and j with degrees ki and kj, respectively. The
probability of having an edge from i, ending at j is kj2m , since the total number of
incident edges in the network is 2m, m being the total number of edges. Summing
this probability over all edges of i we get kikj2m and the expected number of edges







2m δ(i, j), (2.5)
where the probability is multiplied by 12 to prevent counting the same edge twice.
When we substitute Pij of Equation 2.5 in Equation 2.3 and divide the terms









The equation above compares pairs of nodes to their expected value and can
be easily adapted to weighted networks. In this case, Aij is a numeric value that
contains the edge weights between nodes i and j, and ki indicates the strength
(sum of weighted degrees) instead of the simple degree of a node.
Limitations of the modularity metric
Despite being the most popular optimization metric for community detection,
modularity has its limitations. Fortunato and Barthélemy [50] have investigated
the mathematical properties of the metric and proved that modularity has a
resolution limit. Modules below the size limit
√
m, the square root of the number
of edges in the network, might not be detected but are instead assigned to larger
communities or in combinations of smaller weakly interconnected modules. These
small communities are not detected by any algorithm that maximises modularity
even when they are well defined.
The source of the resolution limit comes from the null model used to define
modularity. A better metric should be able to identify the local interactions of the
vertices instead of comparing the graph to a global model, in which every vertex
is implicitly assumed to probably interact with every other vertex of the graph
[38]. Several changes to the modularity formula have already been proposed to
circumvent this limitation of the metric. The proposals involve the addition of
a parameter to balance the two terms of equation 2.6 [51], the use of a different
null model [52], or the introduction of link density in the objective function as
in the case of the metric called “modularity density” [53]. However, while these
alternatives are able to detect the small communities ignored by modularity, none
of them solve the problem completely and may even create other unforeseen
problems [39, 54].
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Other limitation of modularity include its degeneracy i.e., it is possible to
find multiple partitions for a network with equally optimal modularity values [55].
Also, modularity has been proved to be a NP-hard problem [56], the complexity
of modularity optimisation grows more than exponentially with the size of the
network and there are not any algorithms that can efficiently solve modularity to
its optimality in very large networks.
Despite its limitations, modularity optimisation is still widely used for com-
munity detection [39] given that this metric is capable of providing useful and
meaningful partitions for real networks. The most popular algorithm of modularity
optimisation is a simple and fast algorithm named Louvain method, in reference
to the University of Louvain, where this method was first developed [57]. Each
node is initially assigned to a unique module; then, at each iteration, the pair
of nodes leading to the maximum increase in relative modularity is merged and
become a single point for the next iteration. The algorithm stops when it is not
possible to improve modularity. Other algorithms include spectral methods [58],
metaheuristics [59, 60] and simulated annealing [61].
Mathematical programming is another technique used to optimise modularity
and detect optimal clusters for nodes in a network and is the optimisation method
chosen to develop the models in this thesis. This technique usually identifies
network modules more accurately than the methods mentioned above and allows
for customisation of the optimisation process [62–66].
This thesis focuses on modularity metric and mathematical programming is
the technique selected to identify modules in real networks applications. A brief
description of this programming paradigm is given below, followed by its adapted
formulation of modularity and other related metrics.
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2.2 Mathematical Programming
Mathematical programming, or mathematical optimisation, is the process of
identifying the best or, when that is not possible, good solutions to real-life
optimisation problems [67]. These mathematical models are largely used in
computer science, engineering and decision sciences for the optimisation of supply
chain [68, 69], power generation [70], disease classification [71], smart grids [72, 73],
air traffic management [74], telecommunication networks [75] and routing of
vehicles [73].




subject to E(x) = 0
I(x) ≤ 0
x ∈ X
where x is the vector of decision variables in a subspace X, f(x) is the objective
function to be maximised or minimised, and E(x) and I(x) are the equality and
inequality constraints, respectively. The goal is to identify values for the decision
variables that correspond to the best value of objective function, restricted by the
variables subspace and the imposed constraints.
Optimisation models can assume different classes [76] according to the type of
decision variables and objective function:
Linear Programming (LP): all decision variables are continuous and the ob-
jective function is linear
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Non-linear Programming (NLP): decision variables are continuous and the
objective function is non-linear (polynomial, trigonometric function)
Mixed Integer Linear Programming (MIP or MILP): contains discrete de-
cision variables (binary, integer) and the objective function is linear
Mixed Integer Quadratic Programming (MIQCP): similar to MINLP but
the non-linearities are quadratic
Mixed Integer Non-Linear Programming (MINLP): discrete decision vari-
ables and non-linear objective function
Optimisation problems are usually represented in a structured format and
implemented in a modelling platform. Examples of traditional commercial plat-
forms are GAMS [76], AMPL [77] and AIMMS [78] but nowadays optimisation
packages can also be found in open source programming languages such as R [79]
and Python with Pyomo [80]). Once the optimisation problem is represented, a
solver is invoked to generate a solution to the problem, for example IBM CPLEX
[81, 82], GUROBI [83], BARON, ANTIGONE, as well as the open source solvers
found in Coin-OR project [84] such as GLPK and CBC.
These solvers identify solutions analytically using a combination of algorithms
depending on the problem type. LP problems can be solved by the simplex
algorithm, a method that starts from a initial solution and follows a path along the
edges of the geometric representation of the feasible solutions to the problem until
it reaches the best one. Solutions to integer programming problems (MIP/MIQCP)
are usually represented as a tree and algorithms such as branch and bound navigate
this tree efficiently, searching for the branch with the best solution. The initial
(root) solution of a B&B algorithm is usually obtained by solving the simplex
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algorithm on a relaxed version of the MIP where all discrete variables are relaxed
and considered continuous.
A problem can be unfeasible, if no solution exists, or it can have a single global
optimum solution if the best combination of decision variables can be identified.
As a result of the analytical solving process, mathematical programming solvers
for linear problems can indicate whether a formulated problem is unfeasible or
how close a solution is to the global best. LPs can be solved in polynomial time
while non-linear and integer programming are harder to solve and algorithms
depend on the convexity of the objective function, size of the problem and the
number of variables.
In this thesis, MINLP and MIP models are proposed for the problems of
community detection in dynamic networks and for the development of QSAR
models using regression and network analysis techniques. The MINLP of Chapter
3 is solved multiple times so as to efficiently select the best solution from multiple
good approximations, while the MIPs in Chapters 4 and 5 are solved to optimality
in all scenarios and therefore, do not require multiple runs.
2.2.1 Mathematical programming formulations of modu-
larity metric
The modularity metric is an example of objective function for the optimisation
problem of community detection. The formulation presented in Section 2.1.2 has
been presented in the literature as an MILP [63], following the original description
of the modularity metric. The decision variables of this MILP consisted of the
binary variables δi,j, indicating whether nodes i and j were in the same module.
This formulation requires a post-processing step to decode the number of modules
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identified and which nodes belong to which modules. MILP models can be solved
to optimality but because of the complexity of this objective function, alternative
models have been proposed to solve it.
Modularity can be represented as a MIQCP or as a MINLP [62, 64, 85, 86],
directly expressing whether a node belongs to a module m. The decision variables
can then be represented by the binary variables Ynm which is set to 1 whenever a














where m ∈M represents the modules, Lm is the number of edges or weighted sum
of edges in the case of a weighted network for module m, L is the total number of
links in the network or the sum of weighted links, and Dm indicates the sum of
degrees, or strength, of nodes in module m.
This notation is more convenient because we can control the maximum number
of modules allocated, reducing the computational complexity of the problem. The
solver is still free to leave a module empty if less than M modules are necessary. A
constraint of this model is that a node n can only be allocated to a single module:
∑
n
Ynm = 1. (2.8)













where CNn is the set of nodes e connected to a node n, βne represents the weight
between two nodes (βne = 1 in unweighted networks), and dn is the degree of node
n.
This mathematical model forms the basis of other MINLP and MIP models
that have been explored and extended to detect disjoint [62, 64] and overlapping
[87, 85, 88] communities as well as to communities in multilayer networks [25].
Other mathematical programming formulations for modularity and related metrics
can be found in [63, 65, 66, 89–92].
2.2.2 Alternative metrics for community detection and
mathematical programming formulations
Other metrics alternatives to modularity have been proposed in the community
detection literature [93, 94]. This section describes three alternative examples of
objective functions for which, similar to modularity, the partitions of a network
are considered ideal when these metrics are minimised or maximised. Although
these metrics are not used in the algorithms proposed in the next chapters of
this thesis, these were used in a preliminary study presented in Section 2.2.3 to
investigate the suitability of modularity.
Ratio Cut
The Ratio Cut was originally proposed in [95] to identify the optimal graph
partitioning. Two types of links can be observed when clustering nodes in a
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network: those linking nodes from the same community (intra-community) and
those connecting nodes from different communities (inter-community, also called
cut). The ratio cut is measures the proportion of inter-community links leaving a
module m to the number of vertices in m [96]. The metric can be formulated in

















where Cutm is the cut size of the module m to the rest of the network, i.e., the
number of links to all nodes in other modules mo | mo ≠ m. The denominator is
simply the number of nodes n that belong to the module m.
Ratio Association
The ratio association is a simple metric representing the ratio of links connecting
nodes inside the same module [97]. For community detection, it is desirable to
find a partition that maximizes this ratio for each module 1.
A formulation of Ratio Association is given :
1Some authors define Ratio Association as function to be minimized, calling it Negative






n Ynm + ϵ
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Community Score was proposed in [98] and defines the community detection
problem as that of finding sub-matrices in a graph such that the sum of densities
of these sub-matrices is maximised. The most dense sub-graphs represent com-
munities in a network, similarly to another metric, the modularity density [99].
Community score, however, measures density based on volume and row/column
means of the adjacency matrix, incorporating more information about nodes
interconnections [98].
A sub-matrix of the adjacency matrix A can be represented as S = (I, J), in
which I and J are subsets of rows and columns of A, respectively. The power





where AiJ represents the mean value of the row i for the columns J in the matrix
A; |I| is the number of rows in the subset I and r is a parameter to the algorithm,
typically 1.5.
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The score Q of a sub-matrix S is defined as Q(S) = M(S)vol(S) - where
vol(S) is the volume of the module vol(S) = ∑ij Aij . The community score metric




2.2.3 Comparison between community detection metrics
In a preliminary study to compare the suitability of community detection metrics,
modularity and the three alternative metrics described above were implemented
and tested on a set of benchmark networks.
A set of 8 synthetic networks with different community structures were gener-
ated using the LFR benchmark algorithm [100]. These benchmark networks were
designed to test and validate community detection algorithms and have a main
parameter, µ, which can be varied from µ = 0 to µ = 0.50. Networks generated
with small µ are more community-like and have well-defined community structure
while networks with µ = 1 do not present distinguishable modular structure and
connections are completely random.
In this small test, the following parameters were used to generate the networks:




Minimum community size 13 nodes.
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Maximum community size 100 nodes.
Exponent for the degree distribution 2.
Exponent for the community size distribution 1.
Each metric was then optimised to identify partitions for these networks. The
partitions found were compared to the “ground truth” of the benchmark networks
using with normalised mutual information (NMI), a measure that indicates how
similar two partitions are. When NMI = 0, the two module assignments are not
alike and when NMI = 1, the two partitions are identical.
Figure 2.4 shows that the modularity metric had the best performance among
the tested metrics. Even in the cases where the community structure of the
synthetic networks are not well defined, modularity still correctly assign the
modules to almost all nodes in the network. Figures 2.5 and 2.6 illustrates the
partitions identified for the synthetic network with µ = 0.40 by modularity and
the ratio association, respectively. Nodes are visually allocated close to other
nodes in the same module. Note how the partition identified by ratio association
includes nodes from different parts of the network which are not connected to
each other, in the same module.
These preliminary investigations confirmed that, despite its limitations, mod-
ularity was still a more suitable and reliable method for community detection
and it was selected as the default metric for the community detection techniques
introduced in the rest of this thesis.
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Fig. 2.4 Performance of community detection metrics for synthetic networks.
Fig. 2.5 Modules in LFR benchmark network (µ = 0.40) identified by the modu-
larity metric
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Fig. 2.6 Modules in LFR benchmark network (µ = 0.40) identified by the ratio
association metric
2.3 Quantitative Structure-Activity Relationship
(QSAR)
Sections 2.1 and 2.2 have introduced some of the major concepts used through-
out this thesis: properties of complex networks, in particular modularity, and
principles of mathematical programming applied to community structure. The
work described in Chapter 3 is directly linked to the concepts introduced in these
sections. In the remaining chapters, methodologies were proposed not only for
complex networks analysis but also for regression and machine learning.
One of the objectives of this thesis is to explore how optimisation techniques
and network analysis could be combined to solve real problems in science in
a transparent and flexible manner. One of the real applications, presented in
Chapters 4 and 5, is in the field of drug discovery. More specifically, the algorithms
presented therein tackle the problem of developing Quantitative Structure-Activity
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Relationship (QSAR) models, regression algorithms used in medicinal chemistry,
cheminformatics and bioinformatics to predict the potency of chemical compounds
based only on the structural and topological properties of the molecules. This
section gives an introduction to these models, the main elements, concepts and
validation strategies relevant to this work and introduced in the next chapters.
2.3.1 Introduction to QSAR models
Designing a new drug is hard and expensive, and takes on average 10 to 15 years
and nearly 1 billion US dollars to bring a new drug to the market [101]. The
drug discovery process requires a multidisciplinary team to identify a biological
target associated with a disease of interest and, from the vast and infinite chemical
space [102], select a molecule that modulates the target so as to reduce or halt
the biological processes of the disease. Computational and optimisation tools are
widely employed in all these steps to explore research avenues and optimise drug
candidates [103–107].
Quantitative Structure-Activity Relationship (QSAR) models are examples of
these tools. These regression and classification models aim to predict biological
activity of chemical compounds based on molecular structure [108]. QSAR is
used early in the drug discovery process to screen for potential hits, to draw
hypothesis from the data and to help identify the mechanisms of action of drug
candidates [109]. But it can also be used later, at lead optimisation stage. This is
the process of making minor modifications in promising compounds to improve its
pharmacokinetic properties: absorption, distribution, metabolism, excretion and
toxicity in the body (ADMET) [110–115]. QSAR can even used to help re-purpose
existing medicines to different treatments [116].
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The history of QSAR models can be traced back to the work of Corwin Hansch
and his collaborators in the 1960s [117–120]. These publications showed that
biological activity of chemical compounds could be expressed as a mathematical
function of physical and chemical properties of these molecules [121], under the
assumption that small modifications in the structure of molecules lead to a
proportional change in biological activity. These models were built for small series
of similar compounds using linear regression with few quantitative features and
aimed to discover a transparent relationship between molecular structure and
biological activity [122].
This approach is still employed successfully to design new drugs [123, 124]
but most recent models consist of hundreds or thousands of molecular descriptors
calculated from the chemical, 2D or 3D representations of the molecules [125–128]
and are often built with non-linear algorithms such as neural networks, support
vector machines with Gaussian kernels and random forest [129]. In these situations,
interpreting QSAR models is as difficult as the interpretation of these “black-box”
machine learning algorithms [130–132]. The emphasis of these models is generally
on obtaining better accuracy of prediction, not understanding how the chemical
structure is associated with biological activity [133]. Some algorithms allow the
creation of a ranking identifying the importance of the descriptors used in the
QSAR model, as is the case of random forest out-of-bag estimation. Similarly,
other methods have been proposed in the literature to post-process the results of
“black-box” algorithms in order to interpret their results [132, 134–136]. However,
this post-processing step adds yet another layer of complexity to the interpretation
of the models. There is therefore potential to explore the creation of QSAR models
that are interpretable and transparent at the same time. The creation of models
that follow these principles is one of the objectives of this thesis.
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2.3.2 Molecular Descriptors
A chemical compound can be described and identified in various ways. Ac-
etaminophen, or paracetamol, for example could be described by:
• its molecular formula: C8H9NO2 or HOC6H4NHCOCH3,
• the SMILES code: CC(=O)NC1=CC=C(C=C1)O,
• the International Chemical Identifier: InChI=1S/C8H9NO2/c1-6(10)9-7-2-
4-8(11)5-3-7/h2-5,11H,1H3,(H,9,10),
• or by its 2D structure, shown as a graph in Figure 2.7.
Fig. 2.7 2D Structure of acetaminophen
Similarly, there are a number of ways to describe properties of molecules. In
QSAR, attributes of chemical compounds are called molecular descriptors and
consist of numerical values that capture aspects of the chemical structure to
be correlated with biological activity [101]. Hundreds and even thousands of
descriptors can be calculated using available open source and commercial software
such as PaDEL [137], CDK [138], RDKit [139], Dragon [140] and MOE [141].
Molecular descriptors can represent fragments (number of rings of a specific
size, predefined substructures), the connectivity between types of atoms (e.g.
average distance between primary carbons), structural (molecular weight, number
of rotatable bonds), topological properties extracted from the molecular graph
(eigenvalues, average shortest distances) [142] or properties related to the 3D
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structure of the compound. Table 2.1 shows example of molecular descriptors
calculated for acetaminophen using the Chemistry Development Kit (CDK) library.
Count descriptors Continuous descriptors
nSmallRings nAromRings nAtomLC khs.tCH Zagreb WPATH MDEO.11 BCUTw.1l
1 1 8 0 50 166 0.75 11.9963
Table 2.1 Examples of molecular descriptors calculated for acetaminophen
Some descriptors are easier to interpret than others. From the example
illustrated in Table 2.1, count descriptors could be easily inspected in Figure 2.7.
nSmallRings represent the number of small rings from size 3 to 9, nAromRings
indicates the number of aromatic rings, the number of atoms in the largest chain is
given by descriptor nAtomLC and khs.tCH represents the number of occurrences
of a Kier-Hall fragment [143, 144]. In particular, khs.tCH represents a carbon
with a triple bond to another atom and since no such bond exist in the molecule,
the descriptor value is zero. Topological indices and descriptors that encode
properties of the molecular graph or averages are usually harder to interpret.
In the example above, the Zagreb index is given by the sum of the squares of
atom degrees Zagreb = ∑i δ2i , WPATH is defined as half the sum of distances D
between all pairs of nodes (i, j) in the molecular matrix: WPATH = 12
∑
ijDij,
MDEO.11 is a metric related to the average distance between primary oxygen
atoms and BCUTw.1l is one of the BCUT descriptors defined as one eigenvalue of
a modified version of the molecular graph. Despite the interpretability limitations,
these descriptors are easy to compute and were shown to correlate with many
biological properties such as water solubility, molecular shape, boiling point and
partition coefficient [145].
The descriptors presented above are just a few examples of the thousands of
attributes that can be used to construct a QSAR model. Note, however, that
including too many attributes can complicate the analysis and interpretation of
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models. In some cases, when conducting a small study of congeneric molecules
where certain fragments are believed to have an impact on biological activity, one
can rationally select a group of appropriate attributes to create a QSAR model.
Whereas, when one wants to model a large set of heterogeneous molecules or
when hypotheses about the structure-activity relationship do not exist yet, the
selection of a subset containing the most relevant features is a hard combinatorial
problem that can not always be done manually. In these cases, automated feature
selection techniques are particularly useful and can be performed in two ways:
as a filter before the QSAR model is created, or as a wrapper embedded within
the regression or classification algorithm used to create the model [146]. In the
algorithms proposed in Chapters 4 and 5, the wrapper method is used to select
features within the algorithm simultaneously with the creation of the transparent
models that make up the QSAR model.
2.3.3 Validation procedures
QSAR models have an impact on decisions about human health and the environ-
ment. Therefore, these models must undergo robust validation procedures so as
to eliminate spurious correlations and chance findings [147, 148]. For regulatory
purposes, the Organization for Economic Cooperation and Development (OECD)
have proposed the following principles every QSAR models should follow:
A defined endpoint: QSAR models should have a consistent metric of the
biological activity studied and should take into account the variability when
data comes from different laboratories.
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An unambiguous algorithm: Descriptors should be comprehensible and must
not be collinear to other descriptors in the same QSAR model. The algorithm
should be reproducible.
A defined domain of applicability: Predictions made by a QSAR model are
only applicable to molecules related to those used to train the model. There
should not be duplicated entries in the data set and the range of biological
activity should not be too narrow.
Appropriate measures of goodness-of-fit, robustness and predictivity:
Data set should be split into training and test sets and validated accordingly.
Model should not overfit trained data.
A mechanistic interpretation, if possible: QSAR models should potentially
be able to explain the biological activity of compounds.
To perform the validation described above, QSAR data sets are divided into
two main parts: internal set, used to develop the QSAR model, and external sets,
to validate the capacity of the QSAR model to generalise to unseen data. The
model is usually trained using k-fold cross-validation (CV), where the internal set
is divided into folds, multiple instances of training and test (or validation) sets,
the training samples are used to train the algorithm and its accuracy is assessed by
samples in the internal test set. Typically, k=5 or k=10 folds are used, resulting
in folds where 80% and 90% of the internal data is used to create a QSAR model,
respectively, while the remaining is in the test set [108].
2.3.4 Molecular Similarity
The similarity property principle states that similar small molecules must equally
have a similar biological activity. This principle permeates computational chem-
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istry fields and is one of the main assumptions of QSAR. Molecular similarity
is used to perform virtual screening in databases, to searching for similar com-
pounds or even to identify compounds with a different core structure but similar
activity [149]. To assess similarity, molecules should first be represented in a
convenient numeric format to allow for the comparison of attributes so that if two
molecules share a large number of common features, these are considered similar.
Even though molecular descriptors such as the ones cited in Section 2.3.2 are
suitable for the task, in most applications, molecular fingerprints are the preferred
representation.
Molecular fingerprints are binary arrays of a fixed size that characterise a
molecule. Two of the most popular fingerprinting techniques are MACCS keys
and the extended-connectivity fingerprints (ECFP). MACCS keys fingerprint
technique is a type of substructure or dictionary-based fingerprinting technique
and consist of 166 bits. Each bit represent a fragment that can be found in a
molecule, ON and OFF bits indicate the presence or absence of a fragment in
the molecule, respectively. By contrast, the extended-connectivity fingerprints
(ECFP) technique identifies each atom with an integer value; then, it iteratively
identifies adjacent atoms, starting from the immediate neighbourhood (radius 1)
to a maximum radius R. The result is a list of integer values that can be converted
to a binary vector of a predetermined size using a hashing function [150]. The
default radius used is 4 (ECPF4) and the binary array is usually fixed at a length
of 1024 bits.
Bits on ECFP fingerprints are not directly interpretable as dictionary-based
fingerprints and there is a risk of bit collision, when the same binary sequence
represents two different substructures. But despite those limitations, ECFPs
are more advantageous for SAR studies than dictionary-based fingerprints. The
predefined substructures in these fingerprints were designed for substructure
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searching, have a limited scope and might not contain fragments related to novel
chemical variation relevant to a library of compounds.
Regardless of the fingerprint technique used, it is easy to see that similar
molecules share a large number of bits in common. The Tanimoto coefficient (Tc)
or Tanimoto similarity or Jaccard coefficient is a metric of similarity between two
fingerprints FA and FB that represents this intuitive notion and is given by:
Tc = |A ∪B||A|+ |B| − |A ∪B| , (2.15)
where |A| is the number of ON bits in FA, |B| is the number of ON bits in Fb
and A ∪B represents the common ON bits in both fingerprints. When the two
fingerprints are identical, the Tanimoto coefficient is maximum Tc = 1, when
there are no common ON bits between the molecules, Tc = 0. Other similar
similarity metrics are Dice index, Cosine coefficient and Sorgel distance [151].
2.3.5 Activity cliffs
One of the main assumptions in QSAR is that structurally similar molecules
have a similar biological activity. However, that is not always the case. A small
change in the structure of a compound can produce a large variation in potency, a
discontinuity known as activity cliff (AC) [152]. The change of chirality or position
of a single atom, the modification of a functional group or other subtle changes in
the scaffold of a compound can alter the potency of a compound 10 or 100-fold
[153–156].
Activity cliffs can be explored using activity landscape visualisation, using
quantitative measures or using networks. In network representation of ACs,
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molecules are linked according to their similarity using fingerprints and the
Tanimoto coefficient [157]. Only links above a predefined threshold Tc = tα are




{j|Tc(i,j)>tα,i ̸=j} potdiff(i, j)× Tc(i, j)
|{j|Tc(i, j) > tα, i ̸= j}| (2.16)
where potdiff(i, j) is the absolute potency difference between compounds i and j
and Tc(i, j) the Tanimoto similarity of fingerprints calculated for these compounds.
Raw scores are then converted to Z-scores and normalised to [0,1] range using
cumulate probability distribution of a normal distribution. Samples can then be
assigned to a category of activity cliff according to the discontinuity score [158]:























































































































































































































Fig. 2.8 Example of molecular network where nodes represent molecules and links
indicate that molecules are similar above a predefined threshold. Each node is
coloured according to the activity cliffs in its neighbourhood.
An example of a network representation of activity cliffs can be seen in
Figure 2.8. The network expresses the similarity between a group of inhibitors
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of muscarinic 3, an acetylcholine receptor found in the brain and neuromuscular
junctions. The visualisation helps to identify clusters and neighbourhoods in
the network where intermediate (yellow) and high (red) activity cliffs occur. In
this thesis, the modules of these networks are also explored as a tool for QSAR
modelling, as described in Chapter 5.
2.4 Summary
This chapter introduces three main concepts related to the work described in
the following chapters: mathematical programming, network analysis and the
development of quantitative structure-activity relationship (QSAR) models. Three
methods are proposed to identify the evolution of communities in temporal
networks, predict biological activity from the separation of chemical compounds
into groups and the exploration of network properties to create QSAR sub-models.




Clustering of Dynamic Networks
Foreword
The modularity metric is one of the most used metrics by community detection
algorithms in complex networks and it has been successfully represented as mixed
integer programming models to detect communities in static networks, as described
in Section 2.2.1. This chapter introduces a new optimisation model based on
modularity to detect groups in dynamic networks, where the connections between
nodes change over time.
The proposed algorithm optimises two objective functions simultaneously: it
maximises the modularity of each snapshot of the network while also considering
the modular structure of previous time steps. The rationale is that modules are not
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isolated patterns of a network but are rather a reflection of the previous interactions
in the network. By considering the history of connections, the algorithm is capable
of identifying more permanent clustering patterns than if each time step was
considered individually or aggregated into a single network slice.
The content of this chapter has been published as:
Jonathan C. Silva, Laura Bennett, Lazaros G. Papageorgiou, and Sophia
Tsoka. A mathematical programming approach for sequential clustering of dy-
namic networks. The European Physical Journal B, 89(2):39, feb 2016. DOI:
10.1140/epjb/e2015-60656-5.
JCS was the main author of the paper and was responsible for data collection,
implementation and analysis of data. The idea for this paper was conceived and
analysed in collaboration with LGP, LB and ST.
Abstract
A common analysis performed on dynamic networks is community structure
detection, a challenging problem that aims to track the temporal evolution of
network modules. An emerging area in this field is evolutionary clustering, where
the community structure of a network snapshot is identified by taking into account
both its current state as well as previous time points. Based on this concept, we
have developed a mixed integer non-linear programming (MINLP) model, SeqMod,
that sequentially clusters each snapshot of a dynamic network. The modularity
metric is used to determine the quality of community structure of the current
snapshot and the historical cost is accounted for by optimising the number of
node pairs co-clustered at the previous time point that remain so in the current
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snapshot partition. Our method is tested on social networks of interactions among
high school students, college students and members of the Brazilian Congress. We
show that, for an adequate parameter setting, our algorithm detects the classes
that these students belong more accurately than partitioning each time step
individually or by partitioning the aggregated snapshots. Our method also detects
drastic discontinuities in interaction patterns across network snapshots. Finally,
we present comparative results with similar community detection methods for time-
dependent networks from the literature. Overall, we illustrate the applicability of
mathematical programming as a flexible, adaptable and systematic approach for
these community detection problems.
3.1 Introduction
Complex networks exhibit several topological features that distinguish them from
more simple networks such as lattices and random networks. One feature in
particular is the tendency of nodes to organise themselves into a modular topology,
known as community structure [159]. The detection of such communities, also
known as modules, is widely accepted as means of revealing the relationship
between topological and functional features of complex systems [61].
Network representations of complex systems are often static, corresponding
to either a snapshot of a system at a certain point in time or an aggregation
of data over multiple time points. However, in reality networks are not static;
nodes and interactions can be created or cease to exist. For example, in social
networks friendships are made and broken. In a business, employees retire and
new members of staff are employed. In biological systems, not all interactions
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take place at the same time, depending upon spatial, temporal or environmental
conditions [160].
A dynamic network is defined as a series of network snapshots at two or more
time points, where time can represent seconds, days, years or various states of a
system. The changes which occur at the node and interaction level may affect global
measures and descriptions of the network e.g. community structure as modules are
created, destroyed, split into multiple groups or merged together. Consequently,
incorporating temporal information into network modelling frameworks may lead
to more accurate representations of complex systems. It follows that a current
challenge in community structure detection is the identification of modules in
dynamic networks.
Community structure in relation to dynamic networks has been tackled in
various ways. Consensus clustering attempts to find a partition of a system that
is to some extent relevant at each time step [161, 162, 25]. Alternatively, many
approaches cluster the static snapshot networks independently and employ various
methods of comparison between partitions to quantify change in community
structure or follow the evolution of communities [21, 163–165]. In particular,
some methods aim to detect drastic discontinuities in community structure which
represent some form of important ‘event’ [166, 167].
Where snapshots are clustered individually, historic community structure is
not taken into account. It has been proposed, however, that the community
structure of the network at time t should not be taken as independent of the
community structure of the network at time t − 1. In other words, a network
at time t is clustered with respect to a known partition of the network at t− 1.
Such methods take advantage of information about the community structure of
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previous snapshots in order to infer the structure in the current time step, as
expressed by evolutionary clustering approaches.
The first evolutionary clustering method introduced the idea of temporal
smoothness, where the snapshot quality measure (e.g. modularity) is maximised
at the current time point and a distance measure, the history cost (e.g. mutual
information, rand index etc.) between the current snapshot and the previous
snapshot is minimised [168]. A trade-off is therefore made between remaining
faithful to the current data, but minimising the variation between the current
partition and the previous one. Similar approaches can be seen in [169–176]. In
this study, we present a mathematical model that inherits this framework and our
analysis focuses on data that is sequential in nature.
Mathematical programming provides a flexible and intuitive modelling frame-
work that has been shown to be competitive in numerous community detection
algorithms [62–66, 85, 59, 88, 25]. In our previous work we have proposed math-
ematical programming methods based on modularity optimisation to identify
hard partitions [62, 64, 85], overlapping communities [88] and to cluster multiplex
networks [25]. Here, we extend our previous work and propose a mathematical
programming approach to evolutionary clustering. In particular, we report a
mixed integer non-linear programming (MINLP) model that given a series of
network snapshots, returns a partition for each of the snapshots, taking into
account historical information. The applicability of our method is demonstrated
through its application to synthetic and real networks and through a comparative
analysis with similar methods from the literature.
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3.2 Methods
3.2.1 A mathematical programming model for sequentially
clustering snapshots of dynamic networks
Here we report an MINLP model of evolutionary clustering that sequentially
identifies the community structure of each snapshot in a dynamic network. The
indices, parameters and variables associated with our model, known as SeqMod,
are given below:
Indices




βnet weight of link between n and e at time t
dnt weighted degree (strength) of node n at time t
Lt sum of the weights in the network at time t
γne,t equals to 1 if nodes n and e are in the same community at time t
ε the smoothness control, a user parameter that indicates the weights given to
the preservation coefficient and modularity
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Binary Variables
Ynmt equal to 1 if node n is in module m at time t; 0 otherwise
Continuous Variables
Dmt the sum of the weighted degree of nodes in module m at time t
Lmt the sum of the weights of links that are in module m at time t
Modularity expresses how well-defined the community structure of a network
is [43]. The metric provides an intuitive description of community structure and
is one of the most popular methods for community structure detection. We thus


















βnetYnmtYemt ∀m, t, (3.2)




dntYnmt ∀m, t. (3.3)
The central idea in Evolutionary Clustering [168] is to detect community
structure that is consistent with current data and tracks changes smoothly over
time, i.e., the community structure does not change drastically from a time step to
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another. This usually means that the community structure at a specific time step
t should reflect the data at t as well as the community structure at the immediate
previous time step. Here, however, we take a different reference time step t∗ that
has had the maximum modularity up to the current time step and we define a
preservation coefficient, ∆t, to measure the number of pairs of nodes that are









This preservation coefficient represents how similar two partitions are to each
other. ∆t and Qt can be competing objectives and we define the parameter ε
for controlling the influence each metric has over the optimization process. This
parameter is said to control the smoothness of the transitions, i.e. the influence of
the historical clustering information has over the current network structure. The
objective function is defined according to the definition of evolutionary clustering
in [169] :
(1− ε)Qt + ε∆t ∀t. (3.5)
Parameter ε is restricted to the interval [0, 1], such that when ε = 0, the
partition at t∗ does not influence the clustering of the partition at the current
snapshot, at t. If ε = 1, our model would simply maintain the previous partition
and the modularity of the current snapshot would not be considered. This provides
for a more intuitive setting of the expected smoothness of transitions.
Both Qt and ∆t are therefore normalised. Qt ranges from −12 to 1 [56] and ∆t
ranges from 0 (when no pairs of nodes were maintained from the previous time
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step to the current one) to ∆tmax =
∑
γne,t∗ , when all pairs of co-clustered nodes
from the reference time step remain together on a module at the current time
step. Our objective function is therefore redefined as:
(1− ε)




Finally, SeqMod detects disjoint communities in each snapshot of the network,




Ynmt = 1 ∀n, t. (3.7)
The complete model is formulated below:





constraints (3.1, 3.2, 3.3, 3.4, 3.7)
Lmt, Dmt >= 0 ∀m, t,
Ynmt ∈ {0, 1} ∀n,m, t,
SeqMod is implemented in GAMS (General Algebraic Modelling System) [76]
using standard branch and bound (SBB) method as the mixed integer optimisation
solver and CONOPT as the NLP solver with default parameters. To ensure that we
give a reasonable representation of solution space, for each clustering experiment
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(each with a different ε), the MINLP is solved iteratively 100 times, each time with
a different random initial partition. After each time step is solved, the solution
with the largest value of the objective function is selected. Even though an upper
bound for the number of modules is provided, it is stressed that the actual number
of modules in the partition is decided by the model.
3.2.2 Network data
SeqMod is tested on synthetic and real networks, summarised in Table 3.1. First,
as an illustrative example, we have adapted a small synthetic network from [177].
This network comprises 22 nodes and 3 time steps. The network has 3 clearly
defined communities at t = 1 but connections between two of them become
increasingly denser at t = 2 and t = 3.
Network Nodes Time steps Classes
Synthetic network 22 3 3
High School 180 7 5
MIT Social Evolution 61 36 8
Brazilian Congress 589 12 2
Table 3.1 Summary of networks used in this paper.
We have also tested real social networks, generated from proximity data among
high school students, college students and members of the Brazilian Congress. The
High School network represents the interactions among 180 high school students,
over a period of 7 school days [178]. Students had to wear a device that would
record any face to face contact with another student that lasted at least 20 seconds.
The results were used to generate daily networks. The authors of the study have
shown that about 91.5% of contacts made between students in this high school
during the study involved students in the same class.
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The third network was built from the MIT Social Evolution dataset [179],
consisting of records of eighty MIT students who lived in the university dormitory
during an academic year. Various types of interaction data (WiFi location,
Bluetooth proximity, SMS and Calls exchanged) were collected using mobile
phones that were given to the students. We selected Bluetooth proximity data
to generate a dynamic network of weekly snapshots for 36 weeks. We restricted
our network to the students who had their dormitory sector and year of studies
mapped by the researchers and used only the records that had a probability of at
least 20% that the involved students lived on the same dormitory floor. The final
network, after applying these restrictions, had 61 nodes.
The fourth network was built from a dataset of the records of the roll call
votes in the Brazilian Chamber of Deputies (the lower house of the Congress)1.
To construct the networks, we first selected records in the period from 2003,
the first year of the current ruling party government (PT) to 2014. Duplicated
entries of each congressman were removed, results were ranked according to parties
and records of the topmost four parties were selected. Two of these parties are
in the opposition group (PSDB and DEM) while the other two are allied to
the government (PT and PMDB). For every year in the records, we computed
a weighted adjacency matrix based on [180] in which each cell represents the
similarity of the votes of each pair of congressmen during that year. Unanimous
vote sessions, i.e. cases where 95% of the present congressmen vote the same, were
removed.
1The data was downloaded from https://github.com/estadaodados/basometro
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3.2.3 Alternative clustering methods
We compare our results with other algorithms for community detection through
evolutionary clustering, namely estrangement confinement, FacetNet and Dyn-
MOGA. The estrangement confinement algorithm [174] solves the snapshots
sequentially using modularity and a measure of dissimilarity between two parti-
tions called estrangement, which is proportional to the number of intra-community
edges that becomes inter community over time. FacetNet [171] is based on a
stochastic block model for the detection of communities and a probablistic model
based on Dirichlet distribution that detects the evolution of the communities.
DynMOGA is a multiobjective genetic algorithm that optimizes both modularity
and normalized mutual information (with respect to the previous time step) [175].
We also compare our method to genLouvain [181], a robust algorithm with
a modified version of modularity designed for multilayer networks. In order to
obtain results that are comparable to an evolutionary clustering framework, we
apply genLouvain sequentially at each time step, i.e. to detect the partitions
for the network at t1, we input the first snapshot; for the second time step, we
provide t1 and t2 as input, and follow a similar procedure for all other ensuing
time snapshots.
3.2.4 Adjusted Rand Index
In order to evaluate the accuracy of SeqMod in detecting the ground truth commu-
nity structure, we employ the Adjusted Rand Index (ARI) metric [182], a measure
of similarity between two partitions, comparing it to a null probabilistic model.
ARI yields 1 for identical partitions and usually 0 for independent partitions,
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although it may also result in some negative values [183]. We used the mclust
package implementation of ARI in R [184].
3.3 Results and discussion
3.3.1 Synthetic network
For illustrative purposes, we tested our model on a small synthetic network, shown
in Figure 3.1. We note three clear distinct communities (one on the left and
the other two on the top, and bottom right, respectively). The two rightmost
communities have increasingly denser connections between them at t2 and t3. We
investigate whether SeqMod can maintain the three communities over time and





























































Fig. 3.1 Synthetic Network
If we fix ε = 0 for all time steps, the model does not consider historic
information and each time step is solved sequentially considering only modularity.
The result is shown in Figure 3.2. At t1, three communities are detected, at t2
the network is just slightly different, now the central node is placed in the red
community instead of the blue. This reflects the minor changes in this snapshot,
this node changed membership because at this time step it has more connections
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with the red community than with the others. At t3, there are now more edges
between the red and blue communities and the community structure is different
from the previous time steps. The three nodes marked A, B and C on the plot
either did not interact with any other node at t2 or are not present in the network
at that time step, in our model we treat such nodes as isolated nodes. Since no
historic information was taken into account, these nodes are assigned each to a





























































Fig. 3.2 Partitions detected by SeqMod for the synthetic network, using ε = 0.00.
The results are different when ε > 0, Figure 3.3 shows the partitions detected
by SeqMod for the synthetic network for ε ≥ 0.10. Community structure is now
maintained from t1 to t2 even though the network has changed and at t3, SeqMod
detects a merge between the red and blue communities. Note also that the absent
nodes at t2 are maintained in their original community (from t1). This is an
advantage of the evolutionary clustering approach: it takes advantage of prior
knowledge to infer the node community allocation even in the snapshot where it
is not present/interacting.
Node A is a good example of a “promiscuous” node and its community
membership is determined by the parameter ε. For example, if we fix ε = 0.015
the node is assigned to the green community at t1 and is kept green at t2, when
it is absent, but on the third time step it belongs to the blue community since





























































Fig. 3.3 Partitions detected by SeqMod for the synthetic network, using ε ≥ 0.10.
now it has more ties with that group. The desired smoothness is controlled by
the user parameter.
3.3.2 High School network
Our first real network is a proximity network created by aggregating information
on face-to-face contacts between high school students. Students belong to one of
five classes, each with a specific discipline programme: two MP classes, with a
focus on mathematics and physics; two PC classes, with a focus on physics and
chemistry and one PSI class, with focus on engineering. We take these classes as
our ground truth communities and we investigate how closely our model detects
them. Students are more likely to interact with other members of the same class
[178].
We tested the High School network with a maximum number of communities
set to 10 and Figure 3.4 shows how the difference to the ground truth network
(expressed by ARI) changes over time according to the value of ε. We tested ε in
the range [0.00, 0.50], in intervals of 0.05. At time t1, since there is no previous
historic information, all test cases found the same partition but for the next time
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steps, all test cases for ε ≤ 0.30 have always improved ARI over the partitions
with ε = 0.00.
This means that by properly setting the user parameter, it is possible to gain
more information about the true communities of a network than with a static
method. Furthermore, our dynamic community detection method is more accurate
than applying a static community detection method to the aggregated network
for this example; the Louvain algorithm [57] finds a solution with ARI = 0.763,















































Fig. 3.4 High School network - The change in Adjusted Rand Index (ARI) at each
time step for SeqMod depending on the value of ε.
Figure 3.5 shows the evolution of the network community structure for ε = 0.15.
Notice that during t4 and t5 the red and blue communities are merged, they
correspond to the two MP classes in the network, showing that students are
also more likely to interact with others in similar disciplines than with the rest
as previously noted by [178]. In all test cases where ε > 0.05 and ε < 0.30,
this pattern occurs to some extent at these time steps; it can also be perceived
from Figure 3.5 where for these values of ε, there is drastic change in interaction
patterns at t4 and t5 (drop in ARI) that is followed by an increase in the metric
for the next time steps (t6 and t7). This seems to suggest that these classes were
more involved in activities together during these days or even that these students
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are more likely to interact on Thursdays (t3) and Fridays (t4) than on Mondays
(t1, t6), Tuesdays (t2,t7) and Wednesday (t3).
Fig. 3.5 Partitions detected for High School network by SeqMod, with ε = 0.15.
3.3.3 MIT Social Evolution dataset
The network built from Bluetooth proximity records from the MIT Social Evolution
dataset is smaller than the previous network in terms of nodes but represents
a longer time period. The interactions of the students in the Social Evolution
network are registered based on Bluetooth proximity data rather than face-to-face
contacts, as in the High School network, so some of the records may actually
correspond to “false interactions”. For example, if there is a record representing
an interaction between students A and B, it may mean that they were in fact in
different floors or room and not interacting at all. Therefore we restricted our
network to those interactions with at least 20% of chance that they were in the
same floor.
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The dormitory sector where each student lived was reported to be the primary
factor in defining the relationships between students [179], so we take the dormitory
sectors as the ground truth communities for this network. Figure 3.6 shows the
ARI results for various values of ε.
Once again, by incorporating historic information (any 0 < ε < 0.20) the model
yields results closer to the ground truth than clustering each snapshot individually.
For ε = 0.05, the model improves in ARI over the results for ε = 0.00 and it still
adapts to some major changes in community structure in the network. There is a
pattern of decrease in ARI during the intervals {t12 − t16, t19 − t21, t26 − t28}, the
first of them correspond to the weeks of Christmas and New Year’s Eve Holidays
and the network is considerably reduced during these time steps (about 80% of
students were absent). This explains why the model is more capable of matching
the ground truth for relatively larger ε during the Holiday season: since the
majority of the network consists of absent nodes, the community structure found
previously is maintained.
We also note the trade-off nature of the smoothness control in the model. For
this network, when ε = 0.10 the model yields the best result in terms of matching
the true classes of the students (mean ARI = 0.371) but as it can be noticed
in Figure 3.6, when solving with ε = 0.05 the model is better at detecting the
changes in the network, ARI decreases during the holiday periods. One has to
balance between the current state of the network, incorporating “ground truth”
information sequentially, while also allowing for change. If ε is set too large, for
example 0.50, the model might incur “over-smoothing”, i.e. being unable to adapt
to changes in the community structure on this period [185].
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Fig. 3.6 MIT Social Evolution network - The change in Adjusted Rand Index
(ARI) at each time step for SeqMod depending on the value of ε.
3.3.4 Brazilian Congress voting dataset
The Brazilian Congress network consists of 589 nodes and 12 time steps. The
ground truth used as validation for this dataset is the political alignment of the
congressmen, based on their parties (either left-wing or right-wing). Figure 3.7
shows the ARI results found by SeqMod at each time step for different values
of ε. The best average results were found with ε = 0.10 and results ontained
for ε = 0.20 are also favourable. When ε = 0.50, the accuracy of the algorithm































































Fig. 3.7 Brazilian congress network - The change in Adjusted Rand Index (ARI)
at each time step for SeqMod depending on the value of ε.
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3.4 Comparative analysis
We compare SeqMod with the estrangement confinement, FacetNet, DynMOGA
and genLouvain algorithms. Since estrangement and FacetNet do not output
information about absent nodes and ARI only compares two membership vectors
of the same size, we have assigned each of these nodes to a unique community
label for comparison purposes. The parameters were set as follows: we tested ε in
the range [0.00, 0.50], in intervals of 0.05 for SeqMod and the maximum number
of communities was set to 10, 10 and 4 for the High School, MIT Social Evolution
and Brazilian Congress network,respectively. For the estrangement algorithm, the
default set of parameters defined by the authors (δ = 0.00, 0.01, 0.025, 0.05) were
employed, plus additional parameters (δ = 0.1, 0.2, ..., 0.5). For FacetNet a fixed
number of communities should be specified, so we fixed it to to the number of
communities in the ground truth for each dataset. GenLouvain was tested for
omega ranging from 0.00 to 0.50 in intervals of 0.05. Across all methods, deciding
on which parameter to use for comparison is important, so we report the test
cases that have yielded the largest average ARI (across all time steps) for each
algorithm. Table 3.2 reports the best average ARI found by each algorithm and
the parameters used to find these results.
Figure 3.8 shows the results on the High School network for the parameters
reported in Table 3.2 at each time step. The algorithms seem to detect a similar
pattern on the network from t3 to t5: they all show a decrease in ARI in this
period and most algorithms show an increase in this metric during the last two
time steps. SeqMod, however, provided the more accurate results, matching more
closely the ground truth communities of this network through time (average ARI
= 0.8160).




























































































































































































































































l Seqmod ε = 0.15
Estrangement δ = 0.00
genLouvain ω = 0.20
FacetNet M = 5
DynMOGA
Fig. 3.8 High School network - The change in Adjusted Rand Index (ARI) at each








































l Seqmod ε = 0.10
Estrangement δ = 0.10
genLouvain ω = 0.30
FacetNet M = 8
DynMOGA
Fig. 3.9 MIT Social Evolution network - The change in Adjusted Rand Index
























l Seqmod ε = 0.10
Estrangement δ = 0.01
genLouvain ω = 0.10
FacetNet M = 2
DynMOGA
Fig. 3.10 Brazilian Congress network - The change in Adjusted Rand Index (ARI)
at each time step for each algorithm.
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The best results for the MIT Social Evolution network are shown in Figure 3.9.
SeqMod again shows the best performance overall in terms of ARI with ε = 0.10
followed closely by genLouvain. As discussed previously and shown in Figure 3.6,
the results found with this parameter were the closest to the ground truth. It is
noteworthy that tests with smaller ε were able to show structural changes in the
network during holiday periods t13 − t15 and around t20 and t27. These changes
were detected by estrangement and also by DynMOGA and FacetNet, although
with less accuracy.
This fact once again highlights the existing balance between detecting the
ground truth of a network and the changes in network structure, which is evident
even in algorithms without a smoothness parameter like FacetNet and DynMOGA.
If the objective is to detect changes in the network, the smoothness parameter
must be set in a way that allows for more adaptation. In SeqMod, this means
that ε must be set to a lower value as discussed before. Estrangement algorithm
and SeqMod with ε = 0.05 exhibit the more drastic discontinuities in the network.
The tests with Brazilian Congress network show similar results (Figure 3.10).
SeqMod achieves the best accuracy of algorithms, followed by genLouvain. Both
algorithms exhibit a sudden increase in ARI from t4 to t5 and from t8 to t9,
corresponding to the years of elections and renewal of congressmen in the Chamber
of Deputies in Brazil. A decrease in ARI is observed for most algorithms from t11
to t12 and since the ground truth is the alignment of the parties, we conjecture
that this change reflects the changes in political alignment of the parties due to
the recent political crisis in Brazil that started in 2014 when a major corruption
scandal was revealed [186].
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3.5 Conclusions
In this paper, we proposed an alternative approach to sequential clustering of
evolving networks using mathematical programming. The proposed method is an
extension of our previous work to consider historic information when detecting
community structure of dynamic networks, under evolutionary clustering frame-
work. We validated our model on dynamic networks with known ground truth
communities and compared it to other methods who also employ both historic
information and modularity optimisation.
Our model uses a different concept of similarity where a preservation coefficient
allows for an intuitive understanding of the number of vertex pairs that were
maintained in the network. We also introduce the concept of a “reference snapshot”,
instead of using the immediate previous time step in the historical cost, we use
the previous time step with the largest modularity. The reason is that we want
to maximize the ability of our model to detect the ground truth of communities
through time, comparing each snapshot with a previous better defined community
structure.
We have shown that our model is able to detect the ground truth of dynamic
networks and changes in the network community structure. We have shown
with our illustrative example that our model is able to incorporate historic
information to detect probable changes in the network and that it also maintains
the information, shedding light on the membership of the nodes that do not interact
during all time steps, i.e. that are absent or isolated. Determining the desired
smoothness is the main challenge of evolutionary clustering and consequently
of our model, but from the results obtained in this study, we suggest a value
around 0.10 and 0.15. Some methods automatically determine the parameter
at each time step based on probabilistic models and statistical features of the
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network while algorithms like DynMOGA model this process as a multiobjective
problem and hence do not require any parameters, but as our tests have shown,
these algorithms found poor results. We intend to improve our mathematical
programming model in the future to adapt to the changes in the network without
the need of parameter setting, while also providing solutions of suitable quality.
Mathematical programming provides a flexible environment for modelling
community detection and here we have illustrated its use for evolutionary clustering.
We note that this type of modelling framework is particularly adaptable and can
accommodate various user requirements, one can for example specify a module
allocation for determined nodes if known, one can add constraints that change
the way isolated nodes are treated or any other logical conditions necessary for a
practical application. Therefore, we believe that such approaches will prove to be
popular in future network analysis methodologies and applications.
3. Sequential Clustering of Dynamic Networks 63
Commentary: recent updates and implications to
the published work
One assumption of the work in this paper and in related work is that node
attributes correspond to the real groups one could find in graphs. These metadata
properties are then used to validate the network partitions discovered with metrics
such as Adjusted Rand Index, used in this chapter. From this point of view,
a good community detection algorithm is one that is capable to uncover these
attributes from the topology of networks alone.
Some recent publications, however, have started to question the concept of
"ground truth" in network partitions. Newman and Clauset [187] have presented an
algorithm that takes into account the attributes of nodes to identify communities
in networks but only if these attributes are correlated with a modular structure
of the network. With their method, the authors have shown that certain node
attributes of networks were in fact not meaningful for community detection and
similar reflections can be found elsewhere in the literature [39, 188, 189].
The current validation practices for community detection algorithms are not
disqualified by these observations but are likely to change in the near future. The
high school network, used in this Chapter to illustrate the capabilities of SeqMod,
is one example where node attributes are correlated with topological communities
and the validation assumption holds true. Previous publications have confirmed
that the students represented in the graph indeed tend to interact more with
others who belong to the same class and with those studying similar disciplines
[178].
In future works, synthetic dynamic networks with sets of node attributes
correlated and uncorrelated to topological modules could be designed to provide
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a better benchmark for community detection algorithms [190]. The incorporation
of node attributes directly into the sequential clustering of these networks could
also be used to explore the implications of the additional data into the robustness
of clusters.
Chapter 4
Regression algorithms for QSAR
models
Foreword
Chapter 3 of this thesis introduced an optimisation model capable of detecting
the evolution of groups in networks. In this chapter, mathematical programming
is explored for a different task: the prediction of biological activity of chemical
compounds based on properties of their molecular structure.
These mathematical models, called Quantitative Structure-Activity Relation-
ship (QSAR) models, have been applied over the past 60 years in studies of small
sets of congeners molecules. But the recent availability of chemical databases
combined with modern machine learning (ML) techniques have facilitated the
analysis of larger and more heterogeneous set of molecules. Many of the predictive
machine learning models, however, are "black boxes". These techniques cannot
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identify a clear relationship between the molecular properties and the biological
activity investigated.
The proposed algorithm attempts to overcome this issue and improve the
interpretability of QSAR models. The proposed method automatically splits the
chemical compounds in groups and identifies a clear relationship between features
of the data and the biological outcome, producing a predictive yet interpretable
model. Inheriting the benefits of mathematical programming, the model can also
be easily customised according to the needs of a specific QSAR project as it is
demonstrated in the results section.
4.1 Introduction
Quantitative Structure-Activity Relationship (QSAR) models are mathematical
models that aim to predict biological activity of chemical compounds based on
molecular structure [108]. These models are particularly useful for drug discovery
as they can be used to draw hypothesis from the data, to perform virtual screening
for molecules that have not yet been tested against a target of interest [109], to
indicate optimisation strategies for developing new drugs from a series of promising
compounds [115] or to re-purpose existing medicines to different treatments [116].
The first QSAR models were built for small series of similar compounds
using linear regression with few quantitative features[122] and aimed to discover
a transparent relationship between molecular structure and biological activity.
Although this approach is still employed successfully to design new drugs [123, 124],
most recent models consist of hundreds or thousands of molecular descriptors
calculated from the chemical, 2D or 3D representations of the molecules [125–128]
and are often built with non-linear algorithms such as neural networks, support
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vector machines with Gaussian kernels and random forest [129] . These techniques
produce highly accurate predictions but even with random forest, where a ranking
of the most important features can be obtained, it is not possible to clearly
identify the properties of a molecule that lead to better potency. The emphasis of
these models is usually in prediction accuracy rather than in understanding how
chemical structure drives biological activity [133].
It is possible, however, to produce interpretable yet accurate models for large
and heterogeneous QSAR data sets by controlling either the number or type of
descriptors used for modelling or by selecting a more transparent algorithm to fit
the data [133, 191]. While the type of descriptors depends on specific hypothesis
about the set of compounds being studied, there are a few algorithmic solutions to
reduce the number of features. Principal Component Analysis (PCA) is possibly
the most common of these techniques [144, 192, 193] but other supervised learning
heuristics such as genetic algorithms [124], particle swarm optimisation [194] and
regularisation strategies [195] have also been successfully used for variable selection.
In fact, QSAR models developed with these techniques are more interpretable
because they explicitly identify a subset of most relevant molecular descriptors
instead of transforming the original data set.
A transparent algorithm for QSAR would also have to account for some of the
non-linearities inherent to the data and yet be able to relate the contribution of the
most relevant molecular descriptors to the prediction of biological activity. In this
chapter, a novel computational strategy for activity prediction is proposed with
this goal in mind. Our proposed algorithm, Optimal Piecewise Linear Regression
Algorithm with Regularisation (OPLRAreg), identifies different regions in the data
and linear equations to describe each of these segments while incorporating an
explicit feature selection with regularisation. OPLRAreg represents QSAR models
using mathematical programming, a standard representation of optimisation
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problems that can be solved using exact algorithms and can be easily adjusted by
the addition of custom constraints [196–198].
The algorithm is tested on data sets of compounds compiled from ChEMBL
[199] to predict the inhibitory concentration (logIC50) following best practices in
QSAR modelling for data cleaning, preprocessing and rigorous validation [108, 200].
In the results section, it is shown how the proposed algorithm could be easily
modified to accommodate custom constraints of a QSAR project and the effect of
regularisation in prediction accuracy and dimensionality reduction is demonstrated.
The algorithm is also compared to other machine learning algorithms found in R
package caret [201] version 6.0-76 (2017).
4.1.1 Data Sets
Five data sets were obtained from ChEMBL database, using the same endpoints
used to benchmark algorithms in [129]. Each data set contains a list of chemical
compounds along with their respective inhibitory activity against a common target
measured by the IC50 value, the concentration of a compound that results in 50%
inhibition of the maximal activity [202]. To perform the regression analysis, the
log value of IC50 is more frequently used and is defined as pIC50 = −log10(IC50),
indicated by the PCHEMBL_VALUE column on ChEMBL.
An updated list of the chemical compounds from each of the datasets was
downloaded from the ChEMBL website and a pre-processing step was performed
in order to remove invalid or duplicate compounds. First, only the compounds
that had their IC50 measurements taken were selected and then compounds with
dubious measurements (indicated by column DATA_VALIDITY_COMMENT
in ChEMBL) were removed. Some compounds appeared more than once in the
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data set with different measurement values and were treated in a special way.
Duplicate entries where the standard deviation of IC50 values was greater than 1,
sdIC50 > 1 were removed from the data set. In cases where sdIC50 ≤ 1, only one
entry was kept to represent this chemical in the data set and its IC50 value was
given by the median of all its duplicate entries. The Java Chemistry Development
Kit (CDK) version 1.5.13 [138] and its R interface [203] was used to calculate
1D and 2D molecular descriptors for the compounds, providing 200+ numerical
values to describe each structure. Mean centering was applied to these descriptors
and they were placed on a scale of 0 to 1. Finally, highly correlated descriptors
and those with a near zero variance in their distributions were removed from the
data set using the R package caret [201].
Table 4.1 Summary of data sets used in this study, comprising all samples tested
as inhibitors against a common drug target
Target Biological Endpoint Source Samples pIC50 range
NPYR1 human neuropeptide Y CHEMBL4777 354 [4.12, 10.70]
receptor type 1
NPYR2 human neuropeptide Y CHEMBL4018 374 [4.01, 10.15]
receptor type 2
CHRM3 human muscarinic acetylcholine CHEMBL245 588 [4.00, 10.50]
receptor M3
hDHFR human dihydrofolate reductase CHEMBL202 542 [4.00, 9.41]
rDHFR rat dihydrofolate reductase CHEMBL2363 875 [4.00, 9.49]
A summary of the data sets after this preprocessing step can be seen on Table
4.1. Since all compounds that had their experimental IC50 values registered on
ChEMBL were retrieved to compose these data sets, the number of samples in
this study range from 354 (NPYR1) to 875 (rDHFR), a large number for QSAR
models. Also, all data sets have a wide range of biological activity extending from
inactive compounds in the micromolar range of concentration (pIC50 ≈ 4) to
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hDHFR rDHFR
NPYR1 NPYR2 CHRM3
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Fig. 4.1 Distribution of activity, measured by the logarithm of the 50% inhibitory
concentration (IC50) of compounds in the studied data sets.
potent compounds with a nanomolar activity concentration (pIC50 ≈ 10), shown
in Figure 4.1.
A background about the biological function of the target proteins and the
inhibitors in the data sets are presented below.
Neuropetide Y receptors
Neuropeptide Y (NPY) is a 36 amino-acid peptide abundant in the brain and
involved in various physiologic roles in the body and is a potential drug target
for many disorders. The concentrations of the neuropeptide in the brain were
found to be elevated in patients with eating disorders and suggests that NPY
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is involved in food intake and energy expenditure. NPY is also involved in the
control of the circadian rhythm, of seizures and heart neural activity. Also, its
sedative properties suggests it plays a role in alcoholism and the pathophysiology
of stress, major depression disorder and anxiety [204, 205]. The biological effect
of NPY is mediated through the activation of its receptor subtypes. In this study,
compounds tested as possible inhibitors of two NPY receptors were collected: Y1
and Y2, here indicated as NPYR1 and NPYR2 data sets, respectively. Y2 have
been identified in some studies as a more promising drug target, this G-protein
coupled protein is expressed in many parts of the brain and more abundant [206]
and many selectivity studies have been carried out to identify small molecules
with high affinity for Y2 instead of other receptors such as Y1.
Muscarinic acetylcholine receptor M3
Muscarinic acetylcholine M3 is one of five G protein-coupled receptors (M1-M5)
that binds the neurotransmitter acetylcholine. The M3 receptor is encoded by
gene CHRM3 and is involved in muscle contraction, glandular secretion and in
the regularisation of food intake [207]. Over-expression of M3 has been linked to
colon [208] and gastric cancer [209], making it an important drug target.
Dihydrofolate reductase
The enzyme dihydrofolate reductase (DHFR) plays a central role in DNA biosyn-
thesis and cell replication [210]. Because the inhibition of DHFR leads to cell
death, the enzyme has become one important drug target for the treatment against
several infections such as pneumonia, toxoplasmosis, Candidas albicanis [211, 212],
Mycobacterium avium complex [213], Plasmodium falciparum as well as cancer
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[214, 215]. In this study, compounds tested for inhibition against rat and human
models were collected composing data sets rDHFR and hDHFR, respectively.
4.1.2 New mixed integer programming model
A piecewise linear regression algorithm based on mathematical programming was
introduced in [216]. Optimal Piecewise Linear Regression Algorithm (OPLRA)
solves Mixed Integer Programming (MIP) models to find partitions in the data set
so that the outcome of samples are predicted by unique linear equations identified
for each disjoint region. The algorithm contains a loop defined over all features
in the data set where MIPs are solved for two regions (R = 2), and the feature
corresponding to the smallest error in prediction across all samples is taken as the
partition feature (f ∗) for subsequent iterations. The number of regions is then
increased at each iteration until the improvement in prediction error is negligible
between iterations.
Although OPLRA has been successfully applied to UCI benchmark data sets,
it did not perform well when applied to QSAR models. The regression coefficients
identified by the algorithm fit samples in the training set well but had a poor
performance on the test set, in what was a sign of overfitting. To mitigate these
problems, OPLRA was modified to account for both the accuracy and complexity
of the models generated. Instead of the sum of absolute errors, prediction accuracy
is now measured by mean absolute error (MAE) and a ℓ1 regularisation term
(REG) consisting in the sum of absolute regression coefficients was added to the
objective function to reduce the risk of generating linear equations that are too
specific to the training set. The new objective function in Equation 4.1 below.
z =MAE + λ REG, (4.1)
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where λ is a user defined parameter that controls the influence of regularisation.









W+f ≥ Wf ∀f (4.4)
W+f ≥ −Wf ∀f, (4.5)
where Es indicates the absolute error for each sample s and |s| is the number of
samples in the training set. Positive variables W+f were introduced to indicate the
absolute value of regression coefficients Wrf and are defined by the two auxiliary
constraints above.
At every iteration, the number of regions R and the partition feature f ∗
used to identify breakpoints are fixed. The allocation of sample s to regions
r ∈ {1, 2, . . . , R} is modelled with binary variables Fsr while the breakpoints are
represented by the free variables Xr,f , where f always correspond to the partition
feature f ∗ of the current iteration.
Equation 4.6 guarantees that a sample can belong to only one region:
∑
r
Fsr = 1 ∀s, (4.6)
while Equation 4.7 below makes sure that the breakpoints are consistent.
Xr,f∗ ≥ Xr−1,f∗ , ∀r = 2, 3, . . . , R− 1, (4.7)
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Equations 4.8 and 4.9 assign samples to the correct regions according to the
breakpoints.
Asf∗ ≥ Xr−1,f∗ − U (1− Fsr) ∀s, r = 2, 3, . . . , R, (4.8)
Asf∗ ≤ Xr,f∗ − U (1− Fsr) ∀s, r = 1, 2, . . . , R− 1, (4.9)
The predicted value Psr for sample s in region r is given by Equation 4.10,
according to regression coefficients Wrf and the intercept Br for each region.
Equations 4.11 and 4.12 compute the absolute error in prediction Es for each
sample. Os are the observed values for sample s and U is a large number that
will force these constraints to consider only the predicted values Psr where sample





+Br ∀s, r, (4.10)
Es ≥ Os − Psr − U (1− Fsr), ∀s, r, (4.11)
Es ≥ Psr −Os − U(1− Fsr), ∀s, r, (4.12)
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Implicit feature selection
Regularisation reduces the risk of overfitting in the model but it can also be used
as tool for feature selection. Regression coefficients of less important features will
be set to zero automatically for λ > 0 because the regularisation term will have a
larger influence in the optimisation process. We can take advantage of this side
effect and restrict the feature space of the problem to only those with nonzero
coefficients after the first iteration of the algorithm. This implicit feature selection
reduces the size of MIP models in the remaining iterations as well as the number
of loops required in the iteration with 2 regions.
4.1.3 Proposed algorithm
Algorithm 1 summarises the iterative process of the proposed OPLRAreg with
the modifications described above. First, a simple linear regression is fit to the
training data (number of regions R = 1) and z is recorded. The regularisation will
naturally ensure that the coefficient of less relevant features are set to zero and
only descriptors that have been effectively used in the linear equation are kept for
the next iterations. Note that constraints related to breakpoints and assignment
of samples to regions (Equations 4.7, 4.8, 4.9) are not used while solving the first
MIP model and all samples are assigned to a single region, Fsr1 = 1 according to
Equation 4.6. Then, a MIP with two regions (R = 2) is solved for each selected
feature and the feature corresponding to the best model in this iteration is the
partition feature f ∗ for the remaining iterations. The number of regions increases
until the improvement of absolute error in consecutive iterations is no more than
a user-defined parameter β.
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Algorithm 1 OPLRAreg: Optimal piecewise linear regression algorithm
(OPLRA) with regularisation
1: Solve OPLRAreg for R = 1 ▷ Simple linear regression
2: ERRORcurrent ← z
3: ERRORold ←∞
4: ERRORtmp ←∞
5: fbest ← {}
6: F ← {f ∈ f | Wr1,f ̸= 0} ▷ Implicit feature selection
7: R← 2
8: for i← 1; i← i+ 1; i ≤ F do ▷ Selects best partition feature in 2 regions
9: Solve OPLRAreg with 2 regions and partition feature fi
10: if z < ERRORtmp then
11: ERRORtmp ← z
12: fbest ← fi
13: end if
14: end for
15: ERRORold ← ERRORcurrent
16: ERRORcurrent ← ERRORtmp
17: f ∗ ← fbest
18: while ERRORcurrent < (1− β)ERRORold do ▷ Number of regions increases
19: R← R + 1
20: Solve OPLRAreg with R regions and partition feature f ∗
21: ERRORold ← ERRORcurrent
22: ERRORcurrent ← z
23: end while
24: return partition feature f ∗, breakpoints Xrf , regression coefficients for each
region Wrf
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4.1.4 Implementation and Validation scheme
The validation scheme used in this study is illustrated on Figure 4.2 and is aligned
with state of the art QSAR model validation procedures [108, 200]. Data sets are
initially split randomly, 75% of each data set is used to construct QSAR models
while 25% is used as external validation set. The 75% set is again divided into
10 training and test folds using a stratified sampling technique available in caret
and this is done 10 times. Therefore, with this cross-validation strategy, each
algorithm produces 100 different QSAR models constructed from different subsets
of data. Of these, the model that had the smallest MAE is selected and used to
predict biological activity of samples in the external validation set (25%). This
procedure of model selection was reproduced 5 times for each data set.
4.1.5 Comparative analysis
The following nonlinear algorithms present in caret were compared to OPLRAreg
results: Support Vector Machine [217, 218], Random Forest [219], Neural Networks
[220] and Random GLM [221]. We have also compared OPLRAreg against the
following linear algorithms present in caret: Generalised Linear Model (GLM),
Lasso, Linear Regression, Partial Least Square (PLS) and Elastic Net.
4.2 Results and Discussion
In this section, the results of the piecewise linear regression algorithm are shown.
The division of regions can help elucidate details of QSAR data sets and results
are compared to other machine learning algorithms.




























Fold k-1 Fold k+1
Fig. 4.2 Validation scheme adopted in this study.
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4.2.1 Parameter optimisation
In initial tests to understand the impact of the regularisation parameter, the
stopping criteria parameter was kept constant at the best value found in the
previous study, β = 0.03 [216] while the regularisation parameter assumed one of
the following values: [0.000, 0.005, 0.010, 0.200]. The tests, performed in a single
round of 10-fold cross-validation, clearly show that performance of OPLRA is
improved by the introduction of regularisation term. Table 4.2 shows mean and
standard deviations of mean absolute error (MAE), CPU time required to run each
test case and average number of features and regions detected by the algorithm
according to the regularisation parameter used.
Table 4.2 Performance of piecewise linear algorithm for different regularisation
parameters.
rDHFR hDHFR CHRM3 NPYR1 NPYR2
MAE
λ = 0.000 54.76± 70.31 28.56± 29.51 103.15± 118.52 124.28± 105.66 153.32± 147.09
λ = 0.005 0.74± 0.07 0.79± 0.06 0.78± 0.06 0.70± 0.09 0.57± 0.12
λ = 0.010 0.84± 0.06 0.84± 0.08 0.78± 0.07 0.76± 0.09 0.63± 0.09
λ = 0.020 0.90± 0.07 0.85± 0.05 0.83± 0.10 0.73± 0.11 0.61± 0.08
Time (min)
λ = 0.000 90.84± 3.98 44.93± 3.23 60.44± 1.57 24.82± 3.84 24.59± 4.30
λ = 0.005 9.73± 0.83 4.64± 0.73 7.40± 0.60 4.70± 0.78 5.38± 0.62
λ = 0.010 5.41± 0.93 1.86± 0.36 5.15± 0.71 3.69± 1.59 2.82± 0.39
λ = 0.020 2.17± 0.78 0.62± 0.14 2.48± 0.21 2.31± 0.23 1.55± 1.59
Features
λ = 0.000 80.0± 0.00 75.9± 0.32 86.2± 0.42 69.2± 0.42 67.0± 0.00
λ = 0.005 21.9± 1.60 19.9± 1.80 23.7± 1.57 22.4± 2.80 25.1± 3.41
λ = 0.010 13.4± 1.43 8.9± 2.69 16.8± 1.81 16.4± 2.12 14.7± 1.83
λ = 0.020 5.0± 0.67 2.6± 0.52 12.0± 2.26 9.4± 0.97 7.3± 0.48
Regions
λ = 0.000 4.3± 0.82 4.4± 0.97 4.0± 0.47 4.8± 1.03 4.8± 1.87
λ = 0.005 2.0± 0.00 2.0± 0.00 2.0± 0.00 2.3± 0.48 2.0± 0.00
λ = 0.010 2.1± 0.32 2.0± 0.00 2.0± 0.00 2.3± 0.95 2.0± 0.00
λ = 0.020 2.1± 0.32 2.0± 0.00 2.0± 0.00 2.0± 0.00 2.3± 0.95
As mentioned in the previous section, OPLRA had a poor predictive perfor-
mance on QSAR data sets. The predicted variable in most datasets ranges from
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pIC50 = 4 to pIC50 = 11 but the mean absolute error in the tests without regulari-
sation (λ = 0) went well above this range. The best regularisation parameter value
was found to be λ = 0.005, where prediction accuracy was consistently better on
all data sets when compared to tests with nonzero λ. OPLRAreg was also 4 to 10
times faster with the optimal regularisation parameter and the average number of
features selected was around 20.
4.2.2 Algorithm results
On average, OPLRAreg detects 3 regions and selects from 20 to 25 features for
the QSAR data sets used in this study, as shown in Table 4.3. Examples of QSAR
models generated by the algorithm for data sets hDHFR and NPYR1 can be seen
in Figures 4.3 and 4.4, respectively. The distribution of scaled descriptor values
for the partition feature is shown against biological activity (pIC50) as well as
breakpoints and equations detected for each region.
Table 4.3 Average number of regions and selected features found by OPLRAreg
during cross-validation
rDHFR hDHFR CHRM3 NPYR1 NPYR2
Regions 3.10 3.00 3.00 3.46 3.04(±0.31) (±0.00) (±0.06) (±0.58) (±0.19)
Features 22.30 18.93 25.53 22.66 24.95(±2.24) (±2.13) (±2.50) (±2.58) (±2.89)
In the first example, shown in Figure 4.3, the partition feature is MDEN-
11, a descriptor related to the distance between all primary nitrogen atoms in
the molecular graph. Most samples in this data set have either MDEN-11 = 0
(23.4%) or MDEN-11 = 0.43 (71.96%) and OPLRAreg captures different equations
for those cases. The algorithm assigns molecules without nitrogen atoms or
with small distance between these atoms to Region 1, another multiple linear
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relationship encompassing samples in 0.17 ≤ MDEN-11 < 0.72 and it estimates
that pIC50 = 5.04 for the few cases whereMDEN-11 is large. Most selected features
are related to topological characteristics of the molecules and are either related to
connectivity of atoms (topoShape, MDEN-22, MDEC-23, C1SP3, C3SP3, SC-5,
SCH-5) or to the number of specific groups found in the molecules, as is the case
of nE (number of glutamic acid) and fragments identified as Kiers Hall Smart
descriptors (khs-) [144].
Similarly, we can interpret the breakpoints and equations for NPYR1 shown in
Figure 4.4. C1SP3 is the partition feature and it represents the number of singly
bound carbon atoms bound to one other carbon. Descriptors are scaled during
preprocessing of the data and the interval [0, 1] represents the original range [0, 41].
Therefore, molecules with at most 4 such types of carbon (C1SP3 ≤ 0.11) are
predicted by equation in Region 1 while those ranging from 4 to 11 atoms belong
to Region 2. Region 3 captures the rare cases (only 8% of the samples) where
molecules have more than 11 carbons with the defined connectivity.
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pIC50 = + 0.05 khs.ssS + 0.61 khs.aaS
− 1.78 khs.tsC + 0.56 nAtomLAC
− 0.06 MDEN.22 + 0.64 MDEC.23
+ 1.57 khs.dssC − 0.53 topoShape
+ 0.24 nE + 5.38 
pIC50 = − 1.77 SCH.5 − 0.94 khs.ssS
+ 2.02 SC.5 − 0.79 C3SP3
− 0.81 khs.ssO + 0.54 C3SP2
− 0.35 khs.tsC + 0.94 khs.ssssC
+ 0.18 MDEN.22 − 1.26 MDEC.11
− 0.02 XLogP − 0.68 C1SP3
− 0.37 topoShape + 6.86 

























































































































































































































































































































































































































































































































































pIC50 = + 0.14 khs.sCl − 0.01 HybRatio − 0.10 khs.ssssC − 0.02 khs.aasC + 0.01 MDEC.22
  − 0.03 topoShape + 0.05 BCUTw.1l − 0.00 khs.aaO + 0.21 C3SP2 − 0.02 khs.aaN
  + 5.05 
pIC50 = − 0.36 nRings7 + 0.41 nRingBlocks + 1.46 nRings6 + 2.38 khs.aaS + 0.62 MDEC.22
  − 0.82 topoShape − 1.48 nAtomP + 0.09 BCUTp.1l + 2.41 C2SP2 + 0.23 BCUTw.1l
  + 1.14 MDEC.33 + 0.11 LipinskiFailures − 0.39 khs.aaO − 0.39 SC.4 + 0.77 nAtomLAC
  − 1.01 C3SP2 + 3.30 khs.ssS + 1.39 MDEC.13 − 1.67 khs.aasN + 4.72 










































Fig. 4.4 Breakpoints, regions and equations found by OPLRAreg for data set
NPYR1
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4.2.3 Overall Variable Importance
One simple way to identify the most important descriptors of OPLRAreg models
is to count how many regions selected a specific feature to form a multiple linear
equation but that would not account for the number of samples in each region.
Take the model in Figure 4.4 as an example. Descriptors VC-5 and MDEN-12
would be attributed a score as high as features occurring only once in Regions 1
and 2, for instance nRings7 or nAtomLAC, but these features only describe the
relationship of a minority of samples.
A better approach perhaps is to calculate the percentage of samples in the
data set that have been predicted by equations containing a specific feature. This
percentage was computed for each feature in the best OPLRAreg models selected
after cross-validation and averaged across the 5 data splits to generate an overall
importance score for these tests. Table 4.4 shows the top 15 features ranked
according to this score per data set and the types of descriptors more frequently
selected are briefly described next.
Table 4.4 Top 15 features and their importance score for each data set
Rank
rDHFR hDHFR CHRM3 NPYR1 NPYR2
Descriptor Score Descriptor Score Descriptor Score Descriptor Score Descriptor Score
1 VC.5 98.86 khs.aaNH 99.45 MDEC.33 98.21 SC.6 99.15 SC.4 99.73
2 ALogP 95.94 VP.7 99.45 BCUTc.1h 98.19 BCUTw.1l 91.71 MDEO.11 99.47
3 MDEN.13 93.90 khs.ssS 94.60 BCUTw.1l 98.13 C3SP2 77.01 khs.ddssS 96.47
4 MDEC.22 91.77 topoShape 93.95 nG 98.13 khs.aaO 74.01 C3SP3 92.35
5 SCH.6 85.03 ALogp2 87.55 VCH.6 98.13 khs.aaS 71.98 LipinskiFailures 91.71
6 MDEC.33 84.80 khs.aaN 87.55 ATSm1 97.45 C3SP3 70.90 BCUTp.1h 91.51
7 MDEC.13 82.26 MDEN.22 84.19 khs.aaaC 97.45 MDEC.12 70.20 C3SP2 91.44
8 khs.ssNH 81.01 XLogP 78.93 nF 96.77 nAtomLAC 64.27 khs.aaO 91.44
9 ALogp2 80.11 MDEC.22 78.78 nRings6 94.39 LipinskiFailures 64.24 HybRatio 91.31
10 C1SP3 76.80 MDEN.11 78.78 MDEN.33 92.86 nRings6 62.29 khs.sF 91.31
11 nRings6 75.82 nBase 78.78 LipinskiFailures 91.84 SC.4 62.15 khs.ssO 86.36
12 tpsaEfficiency 73.66 LipinskiFailures 77.21 khs.dsCH 91.04 khs.aaaC 61.58 tpsaEfficiency 86.36
13 BCUTc.1l 72.69 MDEO.22 76.66 khs.dssC 90.22 MDEO.11 61.30 BCUTc.1l 83.69
14 khs.aaaC 72.39 C3SP2 75.89 khs.ssNH 89.56 khs.aasN 60.85 MDEN.22 83.69
15 khs.dssC 72.39 C1SP3 75.83 ALogp2 89.20 khs.sCl 60.34 ATSc3 82.80
4. Regression algorithms for QSAR models 84
Fragment count: Descriptors that represent the number of specific fragments
or substructures. Of these, Kiers Hall Smart descriptors [143, 144], identified by






• Aminoacids count (nG, nF)
MDE descriptors: Molecular Distance Edge descriptors represent the dis-
tance edge between specific atom types in the molecular graph. MDEO.11 and















Log P descriptors: Descriptors related to the lipophilicity of molecules, an
important property determinant of the absorption, transport and excretion of a
drug. The logarithm of the partition coefficient, log P, can be approximated by
various numerical methods:





BCUT descriptors: Descriptors based on eigenvalues of a matrix representa-
tion of the molecular graph where diagonal weights contain either atomic weight,





BCUT descriptors condense a great deal of information and are harder to
interpret as they cannot be linked directly to properties in the molecular graph
like fragments, atom types and distances descriptors. However, these descriptors
have been proved useful in QSAR models as representative features of the ligand-
receptor interactions [145]. A possible workaround to interpret QSAR models
where these features have been deemed important is to complement the analysis of
BCUT values with other correlated descriptors and visual data exploration [222].
4.2.4 Custom constraints to the model
In the previous sections, it was shown that OPLRAreg automatically finds a
feature to split the data into regions. But there might be a number of equally
optimal solutions, each dividing the data using different group arrangements
and different partition features. Suppose that we want to discover the possible
structure-activity relationships of inhibitors for a particular attribute of interest
or suppose we have reasons to believe that the data can be split into specific
number of regions. The proposed method is flexible enough to accommodate
these requirements. The algorithm can identify an optimal division for the data
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according to a predefined partition feature and output the linear combinations for
each defined group.
For example, Figure 4.5 shows an alternative optimal piecewise model for
hDHFR inhibitors identified by OPLRAreg when the partition feature was defined
beforehand as f ∗ = khs.aaNH. This model splits the data in only 2 regions by
the breakpoint khs.aaNH = 0.49, which in practice separates the compounds
containing the fragment defined by the khs descriptor (khs.aaNH = 0) from those
without this fragment. The accuracy of the new model (MAE = 0.74) is very
similar to the one identified by the standard workflow in Figure 4.3 (MAE = 0.72)
and the selection of one over the other would depend on the practical applications
of this QSAR model.
pIC50 = + 1.37 C3SP2 − 0.63 C1SP3
− 0.61 C3SP3 − 0.69 SCH.5
+ 0.25 SC.5 − 0.90 tpsaEfficiency
− 0.29 khs.tsC + 0.71 khs.dssC
+ 1.07 khs.ssssC − 0.57 khs.ssO
− 0.27 khs.ssS + 0.26 nAtomLAC
− 0.20 MDEC.11 + 1.52 MDEN.11
+ 0.16 MDEN.12 + 0.92 MDEN.22
− 0.33 topoShape − 0.72 XLogP
+ 0.09 nE + 6.35 
pIC50 = + 1.03 khs.aaS + 1.57 nAtomLAC













































































































































































































































Fig. 4.5 Piecewise model for hDHFR inhibitors with khs.aaNH as the partition
feature
All of these modifications to the standard procedure presented in Algorithm 1
are valid and even encouraged when developing QSAR models with OPLRAreg
but they require a prior knowledge about how the data are structured. If custom
constraints are specified, the algorithm will require fewer iterations and fewer
MIP models to solve and as a consequence, OPLRAreg will run faster than the
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original workflow. When a partition feature is informed, the initial loop that
searches for the optimal region (lines 8-14 in Algorithm 1) will not be executed
and if the number of predefined regions is small and also specified beforehand,
only one MIP model will need to be solved. However, one must be careful with
the personalisation of the model, a poor selection of the partition feature might
produce inaccurate models and large number of regions will tend to overfit the
model, leading to poor generalisation.
4.2.5 Comparison with other algorithms
OPLRAreg was compared to other machine learning algorithms available through R
package caret, following the validation scheme shown in Figure 4.2. All algorithms
were trained on the same train/test splits of data for 10-fold cross-validations
(CV) repeated 10 times. The best models (smallest MAE on internal test set)
found during CV were then used to predict samples on the external validation set.
OPLRAreg parameters were set to λ = 0.005 and β = 0.03, the default parameters
were used for RGLM (nBags = 100 and default settings for nFeaturesInBag)
and parameters for other algorithms in caret package were defined by grid search,
same as used in [200]. This process was repeated 5 times and the aggregated
results for the external validation sets are shown in Figure 4.6 for NPYR1, NYPR2,
CHRM3 and hDHFR datasets and in Figure 4.7 for dataset rDHFR.
OPLRAreg produce models that have an accuracy comparable to state of
the art algorithms such as Random Forest, SVM Radial, Neural Networks and
Partial Least Squares. The average error of these algorithms is around ±0.60, the
expected error for biological activity reported in ChEMBL [129]. The proposed
algorithm, however, has a more interpretable and transparent output and can
be easily customised, as demonstrated in the sections above. The large number










































































































































































































































Fig. 4.7 Comparison of OPLRAreg to other machine learning algorithms (Dataset
rDHFR)
of trees in a Random Forest, the vectors of SVM and the weights of neurons in
Artificial Neural Networks cannot be directly interpreted and linked to features of
the molecules, but models with OPLRAreg consist in simple rules and equations
that are transparent and directly correlate descriptors with activity.
4. Regression algorithms for QSAR models 89
The box plots also show that all methods make some erroneous predictions of
2-5 orders of magnitude, these outliers are probably due to the inherent limitations
of QSAR models, such as the heterogeneity of these larger data sets and the
presence of activity cliffs. Models built with Linear Regression, Lasso and in
some test cases, Random GLM, were good on average but produced more outlier
and erroneous predictions. In test cases for data sets CHRM3 and hDHFR, it
is possible to see that these models have made predictions with errors of more
than 10 orders of magnitude. More noticeably, these algorithms also had a poor
performance in rDHFR test case, where very large outliers can be seen in the
prediction (Figure 4.7). These results suggest that these methods are more prone
to overfit the training data and produce wrong predictions on data in the external
set. QSAR models built with Elastic Net had a consistently larger error than
average but a range of outliers consistent with the best performing algorithms.
4.3 Conclusions
In this study, the application of a piecewise linear regression algorithm based
on mixed integer programming models to develop predictive QSAR models is
proposed. A feature selection model was added and included a regularisation term
to the objective function of a previous algorithm and the method was tested under
a robust validation scheme to predict biological activity of chemical compounds
against a common target. The new approach produces interpretable models and
with an accuracy similar to state of the art techniques in the field.
Interpretability is one of the major drawbacks of most black box machine
learning algorithms, and these improvements over OPLRA marks the first step
towards making this algorithm useful for QSAR models, providing models that
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are more easily interpretable. The proposed method splits the data into disjoint
regions and help to explain differences in potency between different subgroups of
the data by the suitable selection of features for each region. This transparent and
automatic division of the data set can be useful to identify groups of compounds in
early stages of drug discovery, where a large number of compounds are tested for
their potency. During lead optimisation, an expert could also explore these groups
and propose new molecules based on the descriptors selected for each compound
series.
From the mathematical modelling perspective, OPLRAreg could be improved
in the future by introducing more nonlinear transformations in the algorithm.
Even though OPLRAreg already accounts for some non-linearities in the data
because of the group division, it is likely that some descriptors do not correlate
linearly with biological activity inside the regions defined. One simple extension
would be to introduce automatic variable transformation, where descriptors could
be transformed by nonlinear functions and the optimisation model would select the
best transformation in each scenario. This has already been implemented elsewhere
[194] but using a different optimisation technique, particle swarm optimisation,
and tested on a smaller data set.
In future works, it would also be interesting to test other techniques to split the
data set. Instead of a single partition feature, the algorithm could identify multiple
features that separate the data better or perhaps an aggregation of features. An
appropriate mathematical model would have to be created for that and it would
be important to keep the model as interpretable as possible. The work described
in the next chapter is one extension of OPLRAreg and is connected to this idea of
alternative group representation. There, the overall similarity between molecules,
represented as a network, is used to define different groups for the same data set





This Chapter explores an alternative clustering strategy to separate molecules
into groups using a network representation of chemical compounds. The piecewise
linear model described in Chapter 4 made accurate predictions of biological activity
compared to state of the art algorithms but the division of data was based on the
values of a single molecular descriptor. Although this simple division strategy
was capable of generating predictive rules, dissimilar molecules were often put in
the same group because they shared a single topological feature or fragment; the
clusters did not consider the overall similarity between molecules.
In the network based algorithm presented in this chapter, molecules are linked
according to their structural similarity and molecules are separated in a hierarchical
partitioning scheme. At the top layer, molecules are divided into groups identified
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with modularity optimisation, which guarantees that the most similar molecules
will be clustered together. Then, each of these modules are further clustered and
predicted by the piecewise equations of the OPLRA algorithm introduced in the
previous chapter.
The aim of the work developed and described in this chapter was twofold:
enhance the capabilities of OPLRA, by creating a more informative division of
the data sets and explore the role of network analysis and community detection
for QSAR modelling, something still little explored in the QSAR literature. The
result was a more predictive algorithm with more intuitive and interpretable
subgroups. This chapter describes how these networks of compounds are created,
their topological properties, it discusses the meaning of the modules and the
predictive capabilities of the proposed algorithm.
5.1 Background
The topic of network analysis has been gaining attention in the drug discovery
community lately [223]. Molecular networks, or chemical space networks, can help
identify previously unknown drug side effects, re-purpose existing drugs to different
diseases, identify mechanisms of action, as a visual aid to help elucidate structure-
activity relationship and to explore activity cliffs [157, 223, 158, 224]. These
investigations are usually performed as an exploratory or as a post-processing
step of a QSAR model [108].
Representing molecules as a network requires a metric of similarity between the
compounds and the selection of a threshold tα. To calculate similarity, molecules
are commonly encoded as fingerprints, binary strings of a fixed length. One
example is the Extended Connectivity Fingerprint 4 (ECFP4), a fingerprint
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technique that generates an array of 1024 bits using features of the neighbourhood
of atoms in the molecule within 4 atoms of distance [225]. Pairs of fingerprints are
then compared using the Tanimoto coefficient (Tc) [226], yielding a value from 0
to 1 indicating the degree of similarity between two compounds. To finally build
the network, a threshold tα is applied so that all matrix entries below this cut-off
value are set to 0 and those above are set to 1, creating an unweighted undirected
network.
The appropriate selection of a threshold value is important for the study of
structure-activity relationship. If the threshold value is too low, the similarity
matrix between molecules is too dense, making it difficult to mine important
relationships. On the other hand, a threshold set too high creates a disconnected
network that might not grasp the real meaning of similarity among compounds
[223]. There is no consensus, however, about the best threshold and the selection
of the value depends on the application and on the fingerprint used [155]. For
networks built with ECFP4, tα = 0.30 is usually applied if at least remote
structural similarity is to be represented [158, 227] and values around 0.50 or
0.60 can be found in the literature if only the most similar compounds are to be
connected [228, 154]. The threshold can also be defined according to a desired
edge density in the network [224].
Recently, [229] have demonstrated that the best modules of molecular networks
are found with the threshold corresponding to a peak in average clustering
coefficient (ACC). ACC is maximum (ACC = 1) when all nodes are connected to
each other (tα = 0) but as the threshold is incremented, ACC tends to decline until
it increases again to a peak in the interval 0.20 < tα < 0.40. Larger thresholds
show a continuing decline in clustering coefficient and although a few other local
spikes can be found, none lead to larger ACC than the initial peak. The authors
have shown that the most realistic modular structure can be uncovered by a
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community detection algorithm when the threshold selected corresponds to a value
near the initial peak.
Communities in networked data can be explored by machine learning algorithms
to make predictions and classify the data [230–232, 198]. In the QSAR community,
networks have been used to investigate groups in the data and activity cliffs but
their community structure have not been directly explored to create predictive
algorithms. A new method, Modular (OPLRA), is proposed in this chapter to
try to fill this gap. The algorithm takes advantage of the properties of networks
built from QSAR data sets to identify an initial grouping of data sets and the
transparency and flexibility of OPLRAreg to build piecewise models, which further
divide the data into regions.
In the following sections, a initial exploratory data analysis of QSAR network
properties is presented, followed by the introduction of the hierarchical and
modular approach mentioned above.
5.2 Network analysis
5.2.1 Network construction
The construction of networks for QSAR datasets used in this study (Table 4.1)
were analysed under the optimal threshold procedure. We used CDK 1.5.13 [138]
to generate ECFP4 fingerprints and calculate Tanimoto coefficient and igraph to
calculate the correlation coefficient of networks generated by each threshold in
tα = 0 to tα = 1 incremented by 0.01. The peak in average clustering coefficient
(ACC) described in [229] was noticed in all data sets studied.






































Fig. 5.1 Threshold analysis for network representation of QSAR datasets used in
the study
Figure 5.1 shows the change in ACC according to the threshold where it is
possible to see that after the initial decrease, ACC increases again until it reaches
a peak and it decreases again. The optimal thresholds, corresponding to these
peaks, are summarised in Table 5.1 along with some network metrics, describing
characteristics of these networks. All examples had a ACC larger than 0.6 and
modularity value larger than 0.5, indicating that the resulting networks were
indeed modular. The networks were sparse as indicated by the edge density of
around 10%.
Table 5.1 Optimal threshold values and network metrics of QSAR data sets
Data set n tα ACC Modularity
No. of Edge Average Average No. of Degree
modules density degree shortest path singletons assortativity
NPYR1 363 0.24 0.64 0.80 98 0.06 20.19 1.54 76 0.74
NPYR2 377 0.24 0.70 0.63 81 0.12 43.64 3.12 64 0.90
CHRM3 643 0.25 0.75 0.56 53 0.10 61.33 3.18 33 0.67
hDHFR 560 0.29 0.80 0.66 20 0.10 53.41 2.89 7 0.69
rDHFR 883 0.29 0.72 0.71 8 0.09 75.44 2.56 1 0.70
A large number of modules |M | are detected by Louvain algorithm at the
optimal threshold level in some of these networks. This is due to the occurrence of
singletons, molecules that are not similar to any other at the established threshold
5. Predictive QSAR models incorporating chemical networks 96
level. Figure 5.2 shows that the number of singletons grows with the threshold
differently for each data set.
At a tα = 0.30 level, almost a third of the molecules in NPYR1 and NPYR2
are singletons while hDHFR and rDHFR are the most homogeneous data sets in
this study, contain less than 10 of these isolated modules. Despite the presence of
outliers, there are usually 10 or less well-defined modules in these data sets, as





























Fig. 5.2 Number of singletons for each data set according to threshold level in the
interval 0.15 ≤ tα ≤ 0.30
5.2.2 Presence of activity cliffs
Activity cliffs are discontinuities in structure-activity relationships where molecules
with similar structures have a large variation in activity response. Activity cliffs
can be measured numerically and molecules classified as "high", "intermediate" or
"low" depending on its activity discontinuity [158]. If a molecule is labelled "high"
in activity cliff (AC), most of its neighbours, although structurally similar, have an
unexpected difference in biological activity; if low, the variance in activity in the
neighbourhood of a molecule is more easily explained by their dissimilarities. The
proportion of activity cliff classes in these networks is large. Table 5.2 shows that
























































































































































































































































































































































































































































































































































































































































































































































(b) rDHFR network (tα = 0.29)
Fig. 5.3 Examples of network visualisations generated with optimal thresholds
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more than half of the samples in all examples are classified as either intermediate
or high.
Table 5.2 Proportion of activity cliff classes in the QSAR data sets studied.
Dataset Discontinuity Class
High (%) Interm. (%) Low (%)
NPYR1 22.65 35.54 41.81
NPYR2 21.73 33.23 45.05
CHRM3 21.15 30.66 48.20
rDHFR 21.32 34.24 44.44
hDHFR 25.86 28.39 45.75
Activity cliffs are not uniformly distributed in the network. Figure 5.4 shows
the network of NPYR1 inhibitors where nodes were coloured according to their
activity classes. Notice that some modules consist entirely of samples high in
AC (module m04, as compared to Figure 5.3a), while other modules consist in a
mix of low, intermediate and high classes. The impact in IC50 predictions of this
unequal AC proportion in modules is discussed with more details in the Results
section.
5.2.3 Structural properties of modules
Data in chemical libraries are not generated at random but the records evolve
over time according to design efforts in the research community [233]. Usually, an
initial pool of interesting chemical compounds are identified after a initial high
throughput screening (HTS) and are further examined. The chemical space is vast
and it is improbable that new dissimilar compounds will be tested against the drug
target if promising scaffolds were already identified. Instead, researchers usually
optimise these promising compounds by proposing small structural alterations
until a molecule with the desired properties is found. As a consequence of this




































































































































































































Fig. 5.4 Activity cliffs in NPYR1 network
process, molecules that belong to the same module in a molecular network are
also likely to have been recorded in the same bioassay.
One example is module m05 of rDHFR network represented in Figure 5.3b.
All samples of this module were obtained from a specific group of assays and
no other compound from these assays were present in any other module in the
network. The references in the data reveal a long running series of papers [234–
239] published by a common group of researchers about the structural studies
of 2,4-diamino-5-aryl-6-ethylpyrimidines derivatives as dihydrofolate reductase
inhibitors (Figure 5.5).
Fig. 5.5 Common structure of molecules in module m05 of rDHFR network. Source:
[234]
5. Predictive QSAR models incorporating chemical networks 100
The module-assay correspondence of all modules of rDHFR network can be
visualised in Figure 5.6. The stripes of the diagram illustrate the proportion of
samples in each module that are part of a specific or mixed group of assays. Note
that samples of module m05 were gathered from a unique group of assays, as
described above. In fact, the majority of samples in all modules except m06 came
from a unique groups of assays and only modules m04 and m06 were more diverse



















Fig. 5.6 Module-assay correspondence for network rDHFR
These modules can also be characterised by their common structural core.
Figure 5.7 shows the maximum common substructure (MCS) of samples in rDHFR
modules computed using RDKit [139]. Notice that the MCS captured for samples
in module m05 is even more specific that the core identified in the literature
(Figure 5.5). Some modules have distinct substructures (m04, m05 and m06);
others only have a ring in common (m02 and m03) and some modules are described
by more generic fragments (m01 and m08). In these cases, the Murcko scaffold
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Fig. 5.7 Maximum common structure of each module in rDHFR network
[240] can alternatively provide a description of the most common fragments in a
module. This method splits molecules into rings systems, linkers (atoms linking
rings), side chains and frameworks (union of rings and linkers) and is a useful tool
to identify common graph motifs in a set of compounds, particularly for groups
with generic MCS. Diverse modules such as m01 and m08 of rDHFR network,
for example, could be better characterised by the rings and frameworks shown in
Figure 5.8.
It is not just large modules that are associated with assays; singletons also
provide interesting information about the source of the data. The neuropeptide
receptor inhibitors data sets (NPYR1 and NPYR2) have the largest number
of singletons among the data sets studied and nearly all singleton modules in
these networks are associated with a group of PubChem records [241–243] as
part of the same high throughput screening assay project entitled "Summary of
probe development efforts to identify antagonists of neuropeptide Y receptor Y2
(NPY-Y2)" [244]. Some of these compounds were later explored in other SAR
studies and are represented in larger modules such as m01 and m02 of Figure 5.3a.
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(a) Most common ring in m01
(99% of samples)
(b) Most common framework in m01
(68% of samples)
(c) Most common ring in m08
(64% of samples)
(d) Most common framework in m08
(27% of samples)
Fig. 5.8 Most common rings and frameworks for modules m01 and m08 in rDHFR
network
5.3 Network algorithm
Here a new method, Modular (OPLRA), is presented to build interpretable QSAR
sub-models from modules in network representations of QSAR data sets. Different
to other studies, where clustering is used to separate the data before the model
is built [108] or to perform analysis on activity cliffs, module detection is an
integral part of our algorithm and are used directly for prediction of biological
activity. Modular (OPLRA) perform a hierarchical division of the data where
the first layer contains modules detected from molecular networks which are then
subdivided into regions identified by the algorithm introduced in the previous
chapter, OPLRAreg.
A summary of the proposed method is represented in Figure 5.9. First, a
similarity matrix between every pair i and j of molecules is calculated using the
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ECFP4 fingerprints (FP ) and Tanimoto coefficient (Tc), and the optimal threshold
(tα) is applied to obtain an adjacency matrix representing and unweighted network.
Then, the Louvain algorithm [57] identifies modules in the networkM that are then
modelled independently with OPLRAreg. Each group contain its own regression
coefficients and might be separated in one or more regions, as defined by the
breakpoints in OPLRAreg (Chapter 4). The Louvain algorithm is a fast algorithm
and produces high quality solutions and therefore, it was chosen as the community
detection method over other mathematical programming approaches as a more
suitable algorithm for this computationally expensive cross-validation workflow.
The output of the algorithm is a graph g where nodes, samples in the trained
graph strain, are labelled according to their module membershipm and each module
is effectively a OPLRA regularised model, identified as OPLRAm, containing its
own breakpoints, regions and regression coefficients.
Depending on the diversity of the chemical space present in the data set
and the network representation, there will be a number of singleton modules.
Singletons can sometimes be considered structural outliers and removed from
QSAR models [108] since these molecules are not well represented in the data
sets. We have nonetheless opted to keep singletons in our analysis since, in our
proposed algorithm, these compounds do not interfere with the predictions of
other more populated modules. Because it is not necessary to run OPLRA for
a single compound, singleton modules in the training step are fit by the actual
value of its experimental pIC50.
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Fig. 5.9 Modular (OPLRA) algorithm
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5.3.1 Prediction of new samples
To determine the neighbourhood of a test sample stest, we calculate the similarity
of stest to all samples in the trained graph. The module of stest is then determined
according to one of the possible three cases below:
Case 1 Test sample has many connections to trained data. In the simplest
case, stest is assigned to the module to which it has more connections above
the threshold tα.
Case 2: Test sample is equally connected to multiple modules. When the
test sample has a maximum number of connections to more than one module,
we assign it to the module corresponding to the largest average similarity.
Case 3: Test sample does not have any neighbours in the graph. In this
case, the assign stest to the module of its nearest neighbour in the graph.
Note, however, that these predictions are not reliable, since stest is dissimilar
to samples in the trained data and it can be considered to be outside the
applicability domain (AD) of the QSAR model. We flag such predictions as
unreliable and we remove it from the statistics of the models.
5.3.2 Implementation details and algorithm validation
Molecular descriptors and ECFP4 fingerprints were computed using Chemistry
Development Kit (CDK) [138] implemented in the R package rcdk [203]. The
algorithm and the cross-validation procedure was implemented in Python while
mathematical programming models in OPLRAreg were developed with Pyomo
version 5.2 and solved with CPLEX MIP solver. The validation procedure is the
same as the presented in Figure 4.2. We ran 5 batches of tests, where we split
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the data at random into internal (75%) and external (25%) sets. For each round,
we ran 10 rounds of 10-fold cross validation and selected the model with the
best performance in the internal set to predict samples in the external set. The
regularisation parameter was selected using grid search inside the cross-validation
for the possible values: λ ∈ {0.005, 0.05, 0.10}.
5.4 Results and Discussion
In this section, the QSAR models produced by Modular (OPLRA) algorithm
are presented and discussed for each group of data set. A description of the
overall performance in internal, validation and external sets of the examples is
presented, followed by a discussion about the robustness of modules found during
cross-validation. Examples of results given by the algorithm are shown next.
Networks, piecewise models and predictions per modules are presented, along with
a discussion about singletons and activity cliffs present in the data sets studied.
The following section discusses the advantages and disadvantages of Modular
(OPLRA) over the original piecewise algorithm and, in the end, a comparative
analysis with state of the art machine learning algorithms.
5.4.1 Overall performance
The performance of Modular (OPLRA) is summarised in Tables 5.3 (internal) 5.4
(external validation), where mean absolute error (MAE) and standard deviation
(SD) of prediction errors are represented for each of the five batches of experiments.
In the internal training and validation, Modular (OPLRA) had a similar result
independent of the data split. The average error in the validation set for NPYR1,
NPYR2 and rDHFR data sets was MAE ≈ 0.60, but NPYR1 and NPYR2 had an
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Table 5.3 Performance of Modular (OPLRA): average mean absolute error and
deviation in the cross-validation
Data Split
Data Set
NPYR1 NPYR2 CHRM3 hDHFR rDHFR
Training
1 0.27 (±0.15) 0.26 (±0.13) 0.48 (±0.10) 0.39 (±0.17) 0.46 (±0.14)
2 0.19 (±0.10) 0.26 (±0.12) 0.46 (±0.13) 0.44 (±0.17) 0.38 (±0.12)
3 0.24 (±0.10) 0.26 (±0.13) 0.44 (±0.13) 0.39 (±0.17) 0.44 (±0.14)
4 0.24 (±0.10) 0.25 (±0.13) 0.44 (±0.13) 0.49 (±0.19) 0.35 (±0.12)
5 0.24 (±0.12) 0.26 (±0.13) 0.50 (±0.12) 0.42 (±0.19) 0.36 (±0.11)
Validation
1 0.63 (±0.15) 0.58 (±0.09) 0.71 (±0.09) 0.68 (±0.09) 0.63 (±0.08)
2 0.57 (±0.12) 0.56 (±0.10) 0.75 (±0.09) 0.72 (±0.08) 0.59 (±0.07)
3 0.60 (±0.14) 0.57 (±0.10) 0.68 (±0.09) 0.71 (±0.10) 0.62 (±0.07)
4 0.60 (±0.14) 0.57 (±0.10) 0.74 (±0.09) 0.76 (±0.09) 0.58 (±0.07)
5 0.63 (±0.14) 0.58 (±0.10) 0.70 (±0.08) 0.72 (±0.09) 0.58 (±0.07)
Table 5.4 Average performance of Modular (OPLRA) in the external set
Data Split
Data Set
NPYR1 NPYR2 CHRM3 hDHFR rDHFR
Inside AD
1 0.53 (±0.46) 0.57 (±0.51) 0.67 (±0.52) 0.67 (±0.58) 0.54 (±0.49)
2 0.61 (±0.63) 0.49 (±0.50) 0.60 (±0.55) 0.62 (±0.61) 0.56 (±0.53)
3 0.62 (±0.65) 0.53 (±0.44) 0.72 (±0.54) 0.68 (±0.75) 0.59 (±0.57)
4 0.58 (±0.54) 0.59 (±0.70) 0.65 (±0.53) 0.64 (±0.67) 0.61 (±0.62)
5 0.67 (±0.57) 0.59 (±0.50) 0.68 (±0.55) 0.71 (±0.77) 0.55 (±0.54)
Outside AD
1 0.44 (±0.61) 0.46 (±0.55) 1.23 (±0.89) 0.50 (±0.00) -
2 0.30 (±0.79) 0.42 (±0.38) 1.70 (±1.12) 2.20 (±2.29) -
3 0.57 (±0.70) 0.37 (±0.30) 1.63 (±1.19) - -
4 0.73 (±1.23) 0.38 (±0.41) 1.93 (±1.35) 0.45 (±0.00) 0.69 (±0.47)
5 0.45 (±0.57) 0.56 (±0.61) 1.32 (±1.16) 1.10 (±0.92) 1.88 (±0.00)
even smaller average MAE in the training samples (MAE ≈ 0.25), suggesting these
datasets were easier to model. Modular (OPLRA) also predicted the validation
set of rDHFR with MAE ≈ 0.60 but the error in the training samples was slightly
larger (MAE ≈ 0.40).
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The error of predictions in the external set also revolve around 0.60 but the
standard deviation is larger, SD ≈ 0.50 and SD ≈ 0.70 in some cases. This large
error variation indicates the difficulty of modelling heterogeneous QSAR data
sets and it is not unique to Modular (OPLRA); Random Forest and Support
Vector Machines also predict these samples with the same margin of error, as it is
demonstrated in Section 5.4.8.
Table 5.4 also shows the different predictions made for samples inside and
outside the applicability domain (AD). As indicated in section 5.3.1, the applica-
bility domain of Modular (OPLRA) was defined by the similarity of the predicted
molecules to those in the graph. When the molecule to be predicted is not similar
to any other molecules in the graph, above the threshold, we say it is out of the
applicability domain and the prediction in this case is not very reliable. Note that
the algorithm has produced more erroneous predictions for samples outside AD in
CHRM3, hDHFR and rDHFR data sets, the predictions were wrong by 1 or 2 log
units on average. However, NPYR1 and NPYR2 have produced similar and even
better average predictions for samples outside AD in some data splits.
The large error variation can be explained in part by the presence of activity
cliffs in the modules. The correlation between the proportion of activity cliffs and
the range of prediction errors produced by each module was investigated and it is
shown in Figure 5.10. Dots in these plots represent all modules identified during
all five training rounds, the x-axis shows the proportion of intermediate and high
activity cliffs present in the modules so that the leftmost points indicate modules
with fewer activity cliffs, the y-axis represents error variation by the interquartile
range of absolute errors of predictions made in the external set. NPYR1 was the
example were these two values were most correlated (0.63), modules with a higher
proportion of activity cliffs were most likely to have a larger error dispersion. The
correlation is relatively large for most data sets, except for hDHFR (cor = 0.29).
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Fig. 5.10 Low activity cliffs and interquartile range of prediction errors in the
external set
5.4.2 Neuropeptide Y inhibitors
NPY networks in this study are characterised by a large number of singletons
and a few well-defined modules disconnected from the rest of the network. In
this section, the similarities between the QSAR models of these data sets and the
implications of these properties in the predictive modelling are discussed.
Figures 5.11 and 5.12 show networks obtained during training of Modular
(OPLRA), predictions made by each modules in the external set and the proportion
of high activity cliffs for NPYR1 and NPYR2 data sets, respectively. NPYR1
network contains 8 main modules while NPYR2 contains 5; both have a large
number of small groups and singletons. Box plots show the predictive performance
of each module in the examples and the dashed line indicates the mean absolute
error of all predictions in the external set combined.




















































































































































































































































Activity Cliff high intermediate low
(c) Proportion of activity cliff classes per module
Fig. 5.11 NPYR1 network modules and predictive performance in the external set
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Activity Cliff high intermediate low
(c) Proportion of activity cliff classes per module
Fig. 5.12 NPYR2 network modules and predictive performance in the external set
5. Predictive QSAR models incorporating chemical networks 112
An anticipated challenge in modelling these data sets was the large number
of singletons and small disconnected modules. The chemical space around these
molecules is under represented and one would expect that predictions made by
these clusters would not be accurate. However, these predictions, shown as "other"
in Figures 5.11b and 5.12b, were below the MAE line and only contained one
outlier in each case. The dispersion of error was also small, as shown by the
interquartile range of the box plot. Larger and well-defined modules, on the other
hand such as m01 and m02 in NPYR1 and m01 and m04 in NPYR2 showed a
large error variation.
One possible explanation for the larger error dispersion on these modules is
the presence of activity cliffs. In fact, some of the modules that predicted large
dispersion of errors or large mean absolute error in the external set contained a
small proportion of samples free from activity cliffs. For example, compared to the
rest of the network, modules m01, m02, m03 and m04 of NPYR1 (Figure 5.11c)
and modules m03 and m04 in NPYR2 (Figure 5.12c) have the smaller proportion
of low AC samples and correspond to predictions with the larger error dispersion
or larger median error. However, this might not be the only explanation for the
error variation. Module m05 in NPYR1, for example, has a similar proportion of
activity cliffs to module m01 but prediction errors for m05 are much smaller; also,
a small error variation would be expected from module m01 in NPYR2 since it
consists mainly of low AC samples.
5.4.3 CHRM3
The results for data set CHRM3 are shown in Figure 5.13. CHRM3 network
also has a large number of isolated modules but it is more connected than NPY
networks, its 8 main modules can be found on its giant component. There was no
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clear relationship in this particular example between the proportion of activity
cliffs and the accuracy of predictions but once again modules that have a small
proportion of low AC and had a large error variation, e.g. m02, m05 and m07.
In most tests, the optimal value for the regularisation parameter of Modular
(OPLRA) was λ = 0.05 but in this particular example, the selected parameter
was λ = 0.10. A large λ can result in piecewise models that do not contain any
regression coefficients in the equations and are defined only by breakpoints, the
partition feature and the intercept of regression. As an example, module m06




6.60, if BCUTw.1l ≤ 0.528 (region 1)
8.00, if BCUTw.1l > 0.528 (region 2)
Even though this simple rule does not use any molecular descriptors in the
equations, it identifies the BCUT descriptor as an important partition feature
to separate compounds in the micromolar range (region 1) from more potent
compounds in the nanomolar range (region 2). This piecewise equation also
predicts 8 of the 9 samples in the external set with a small error variation
(0.24± 0.13), the only outlier is in region 1 where a sample had an experimental
pIC50= 5.52, instead of the predicted 6.60.
Although BCUT descriptors have been shown to make significant contribu-
tions to QSAR models [245], these features are not very intuitive. BCUTw.1l, for
example, represents the first eigenvalue of a matrix representation of a molecule
where the diagonals contain atomic weights. A more intuitive form to characterise
groups of molecules is to identify their common structural core. For this particular
































































































































































































































































































Activity Cliff high intermediate low
(c) Proportion of activity cliff classes per module
Fig. 5.13 CHRM3 network modules and predictive performance in the external set
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example, the maximum common substructure (MCS) of samples in module 06
were computed using RDKit [139] and are shown in Figure 5.14. Notice that
molecules in Region 2 (Figure 5.14b) have a more extensive structural core than
the MCS identified for samples in region 1 (Figure 5.14a). This information, along
with the BCUTw.1l descriptor value could help devise new active compounds in
this series.
(a) MCS of samples in m06 (region 1) (b) MCS of samples in m06 (region 2)
Fig. 5.14 Maximum common substructures of samples m06 in CHRM3 network
5.4.4 DHFR inhibitors
The modules and predictions made by Modular (OPLRA) in the data sets of rat
and human DHFR inhibitors are shown in Figures 5.16 and 5.15. These networks
contain fewer singletons than the other data sets and the modules are denser
and more interconnected. As a consequence, few samples in the external set are
outside the applicability domain and most samples can be predicted by Modular
(OPLRA) sub-models created during cross-validation (Table 5.3). On average, the
performance of Modular (OPLRA) in rDHFR is similar to the other data sets,
the mean absolute error and standard deviation of absolute errors in this data set
is (0.57± 0.55), averaged across all five data splits. But the error dispersion is
relatively larger in hDHFR, where the MAE and SD of prediction errors averaged
across all data splits is (0.66± 0.68). This large error variation can also be noticed
on the box plots of Figure 5.15b.





















































































































































































































































































Activity Cliff high intermediate low
(c) Proportion of activity cliff classes per module
Fig. 5.15 hDHFR network modules and predictive performance in the external set




































































































































































































































































































































































































































Activity Cliff high intermediate low
(c) Proportion of activity cliff classes per module
Fig. 5.16 rDHFR network modules and predictive performance in the external set
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5.4.5 Robustness of modules
One might question the robustness of the modules found by the algorithm. Because
of cross-validation, networks in these tests are created from sub-samples of data
and the modules detected in each fold do not entirely match those created from
the full data set. For example, in Figure 5.3a, if even one of the nodes in module
m07 are not present in the training samples, this module might be split into two;
if a large number of molecules are missing, this module might not be present in
the trained graph at all. It is easy to see, from this example, that small and sparse
modules are the most affected by sub-sampling.
hDHFR rDHFR
NPYR1 NPYR2 CHRM3
0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%




































Fig. 5.17 Frequency of co-occurrence of nodes in the same module averaged for
100 sub-sampled networks.
Larger and denser modules, however, are usually well represented independent
of the sub-sampling. To confirm this, the 100 networks created during cross-
validation for each data set were stored and compared. Then I selected all pairs
of nodes that appeared in a same module and counted how many times they
co-occurred across folds. The results are presented in Figure 5.17 and show
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the frequency that pairs of nodes appear in the same module across all 100
examples. Most pairs of nodes (90+%) appear in the same modules, suggesting
that, although networks built during cross-validation have different connectivity
than the full graph due to the sub-sampling, the modules are not greatly impacted.
Exceptionally, rDHFR data set contain a considerable proportion of samples
with a low co-occurrence rate even though most nodes get clustered in the same
module, probably because of the density of inter-modules connections. In rDHFR
network (Figure 5.3b), the modules are close to each other and when the network
is sub-sampled, nodes at the intersection of modules will be separated from other
nodes in its original module.
5.4.6 Improvement over piecewise algorithm
Similar to OPLRA, this new proposed algorithm also separates the data set into
disjoint groups and create independent models for each group. The regions found
by Modular (OPLRA), however, are more distinctive and informative. Take
rDHFR network in Figure 5.16a again as example, where the common core of
each modules can be well characterised (Figures 5.7 and Figure 5.8). OPLRAreg
separates this same network into two regions (Figure 5.18) with the partition
feature MDEN.12. Samples with a smaller molecular distance between primary
and secondary nitrogen atoms are included in Region 1, otherwise, they are
grouped in Region 2. Note that, because this separation of samples is more
generic, dissimilar molecular structures can be assigned to the same module. As a
consequence, the common cores of regions will not be as representative of the real
clusters in this data set (Figure 5.19).
Modular (OPLRA) also makes better predictions than OPLRA regularised,
with a smaller error dispersion. Table 5.5 shows the average reduction in mean




































































































































































































































































































































































Fig. 5.18 Regions identified by OPLRAreg for dataset rDHFR
Fig. 5.19 Maximum common substructures of r01 and r02
absolute error (MAE) and in the standard deviation (SD) of absolute errors (shown
inside brackets) for external sets predictions. MAE was smaller for samples in
intermediate and low discontinuity class in almost all data sets. MAE is also 33%,
24% and 10% smaller for high AC samples in NPYR1, hDHFR and rDHFR data
sets, respectively. Modular (OPLRA) shows improvement in SD in all data sets,
which means that the dispersion of errors of all cases was reduced, even those
with a modest MAE reduction. Notably, CHRM3 was the only data set for which
Modular (OPLRA) made a worse prediction for high AC samples, with 6.40%
average increase in MAE but the error dispersion was improved considerably, with
a reduction of 42.64% in SD.
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Table 5.5 Reduction in MAE and SD of errors by Modular (OPLRA) compared
to OPLRAreg per discontinuity class
Dataset Discontinuity Class
High (%) Interm. (%) Low (%)
NPYR1 -32.87 (-44.88) -8.06 (-32.44) -14.44 (-8.61)
NPYR2 0.32 (-14.04) -1.61 (-25.81) -8.57 (-6.62)
CHRM3 6.40 (-42.64) -14.53 (-46.56) -14.72 (-26.57)
hDHFR -23.70 (-35.19) -0.08 (-3.71) 0.12 (-3.93)
rDHFR -10.23 (-38.30) -8.31 (-26.62) -33.28 (-44.10)
5.4.7 Generating constraints for de novo molecular design
Molecular de novo design is a computational and optimisation technique to
generate new chemical entities [246–248]. De novo algorithms, usually evolutionary
algorithms, combine fragments and functional groups following certain imposed
constraints and propose structures predicted to give improved biological activity
[249, 250].
Any predictive and validated QSAR model can be used to score the activity of
these artificial compounds. But Modular (OPLRA) could have a more important
role in de novo design as it could be used to generate additional constraints for
these algorithms. As an example, suppose we are interested in identifying more
potent compounds for NPYR2 and we decide to explore the module m01 shown
in 5.12. Modular (OPLRA) has identified the following rules for this module:
pIC50 =

−0.252 MDEC.22+ 7.460, if khs.aaN ≤ 0.49 (region 1),
6.601, 0.49 < if khs.aaN ≤ 0.74 (region 2),
4.610, if khs.aaN > 0.74 (region 3),
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where the partition feature khs.aaN represents the number of occurrences of the
fragment represented in Figure 5.20 in the molecule. Because the unscaled range of
khs.aaN in this data set is [0, 4], samples in region 1 have fewer than 2 occurrences
of the fragment, region 2 contains 2 occurrences and region 3 contains 3 or 4.
Fig. 5.20 Fragment represented by descriptor khs.aaN
The most promising path to generate a new compound in this series is by
producing molecules in region 1 of the OPLRA model above. Samples in this
region were predicted to be more potent (minimum pIC50 = 7.460) than the
constant numerical predictions of regions 2 and 3. The linear equation of region 1
also showed that activity was negatively correlated with MDEC.22, a descriptor
related to the average molecular distance between secondary carbons.
These breakpoints, equations and the neighbourhood of m01 molecules could
be combined to provide the following constraints to a de novo technique for new
NPYR2 inhibitors:
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Neighbourhood constraint: new chemical entities should be within the appli-
cability domain of module m01. A new molecule is only considered feasible
if its similarity to at least one of the compounds in the module is above the
threshold tα = 0.24,
Breakpoint constraint: new molecules must satisfy khs.aaN < 2. There must
be a maximum of one nitrogen atom connected to a hydrogen and two
different atoms, as represented in Figure 5.20,
Equation constraint: MDEC.22 must be minimised, secondary carbons should
be placed next to each other in the molecular graph.
Similar constraints could be obtained for all other modules identified in NPYR2
network and in combination, provide a targeted set of optimisation constraints
for de novo design. These constraints could potentially reduce the search space
of current algorithms, facilitating the generation of synthetically accessible new
compounds.
5.4.8 Comparative Analysis
The performance of Modular (OPLRA) was comparable to other machine learning
algorithms, as shown in Figure 5.21. As discussed in Section 5.4.6, the mean
absolute error and error variation of Modular (OPLRA) – represented by the
interquartile range of the box plots – were better than OPLRAreg. The simple
piecewise linear algorithm introduced in the previous Chapter 4 already had an
average performance comparable to other widely used and predictive algorithms
but Modular (OPLRA) represents a further improvement as this method is even
more similar to the results of Random Forest and Support Vector Machine. This
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highlights once more the suitability of Modular (OPLRA) for QSAR models, as a
















































































































































































































































































































Algorithm Random Forest SVM Radial Modular (OPLRA) OPLRAreg
Fig. 5.21 Comparative results of machine learning algorithms in QSAR data sets
5.4.9 Enforcing a minimum number of neighbours
An alternative technique to construct networks that has not been investigated in
the QSAR community yet is to enforce a minimum number of k neighbours in
the network [198]. If a node i has less than k neighbours under the established
threshold level, we connect it to its k-nearest neighbours. Ideally, k should be
small so as to not fundamentally change the structure of the network and to put
singletons in the appropriate larger modules. Under this new representation, links
between molecules become weighted by the Tc similarity, to better represent the
strength of the connections.
Take CHRM3 data set as an example. Figure 5.22 compares the modules
found in the network at the optimal threshold for k = 0 (the original network)
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and k = 3, enforcing a minimum of 3 neighbours. The original network (Figure
5.22a) had 53 modules, 33 singletons and 6 small disconnected modules shown
at the bottom of the graph, while the network built with k = 3 (Figure 5.22a)
only had 14 modules. All singletons and those small modules with less than 4
samples had molecules from module m01 among their k-nearest neighbours and
were therefore assigned to m01.
The metrics of networks built with this hybrid construction approach are
summarised in Table 5.6. Compared to the original network (Table 5.1), the
number of modules decreased considerably in all data sets since all singletons
were merged into larger modules. Besides the number of modules, most network
properties either remained the same or changed slightly in CHRM3, hDHFR and
rDHFR data sets. Properties of the data sets with the larger number of singletons,
NPYR1 and NPYR2, showed more significant changes.
NPYR1 network went from assortative in the original network to dissortative
in the hybrid construction approach as the degree assortativity changed from 0.74
to −0.34. In the original approach, nodes were connected to nodes of a similar
degree but when a minimum of 3 neighbours is enforced, singletons were connected
to the rest of the network and high degree nodes were more likely to connect to low
degree nodes. The connection of former singleton nodes also changed the degree
assortativity of NPYR2 network from 0.90 to 0.23 but NPYR2 still remained
assortative. The average shortest path was also affected. The property decreased
from 1.54 to 2.75 in NPYR1 and increased from 3.12 to 2.64 in NPYR2, but
because singletons were not added to the average calculations in the first network,
these changes cannot be compared.
The performance of Modular (OPLRA) using k = 3 in the external set are
shown in Table 5.7. In comparison to the original algorithm (Table 5.4), the





































































































































































































































































































































































































































































































































































































































































































(tα = 0.25, k = 3, weighted)
Fig. 5.22 Examples of network visualisations generated with optimal thresholds
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Data set ACC Modularity No. of Edge Average Average No. of Degreemodules density degree shortest path singletons assortativity
NYPR1 0.93 0.81 9 0.06 22.03 2.75 0 -0.34
NYPR2 0.75 0.67 5 0.12 45.23 2.64 0 0.23
CHRM3 0.78 0.62 14 0.10 61.85 3.11 0 0.66
hDHFR 0.82 0.69 13 0.10 53.54 2.99 0 0.68
rDHFR 0.74 0.73 9 0.09 75.49 2.56 0 0.70
Table 5.6 Metrics for QSAR networks with a minimum number of neighbours
k = 3
difference in prediction error is not significant. In fact, in paired t-tests comparing
the absolute prediction errors of Modular (OPLRA) k = 0 versus Modular
(OPLRA) k = 3 for samples in all data set/data split tests, most p-values were
above 0.30. The minimum p-value was p = 0.08 for the comparison in hDHFR
data set and data split 4. In these tests, the applicability domain (AD) was
defined in the same way as the original. The minimum number of neighbours is
only enforced for training. Therefore, an unseen molecule without any neighbours
in the trained graph is still considered to be outside the applicability domain.
Data Split
Data Set
NPYR1 NPYR2 CHRM3 hDHFR rDHFR
Inside AD
1 0.63 (±0.53) 0.55 (±0.54) 0.67 (±0.59) 0.71 (±0.62) 0.53 (±0.49)
2 0.61 (±0.63) 0.57 (±0.42) 0.68 (±0.74) 0.67 (±0.68) 0.64 (±0.63)
3 0.56 (±0.59) 0.47 (±0.41) 0.73 (±0.67) 0.62 (±0.67) 0.54 (±0.57)
4 0.44 (±0.44) 0.54 (±0.38) 0.56 (±0.55) 0.77 (±0.59) 0.59 (±0.59)
5 0.63 (±0.68) 0.59 (±0.61) 0.64 (±0.57) 0.68 (±0.66) 0.56 (±0.52)
Outside AD
1 0.37 (±0.50) 0.69 (±0.99) 1.19 (±0.87) 0.58 (±0.00) -
2 0.24 (±0.34) 0.43 (±0.29) 1.71 (±1.23) 2.67 (±0.68) -
3 0.31 (±0.46) 0.36 (±0.32) 1.19 (±0.88) - -
4 0.50 (±1.16) 0.30 (±0.27) 2.26 (±1.91) 0.45 (±0.00) 0.64 (±0.57)
5 0.20 (±0.22) 0.34 (±0.53) 1.55 (±1.30) 1.43 (±1.94) 1.91 (±0.00)
Table 5.7 Performance of Modular (OPLRA) with k = 3 in the external set
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Conclusions
Network representation is a useful tool for SAR analysis. Visualisation of molecular
networks allows for a quick grasp of the homogeneity/heterogeneity of the data
and module detection combined with the analysis of the common core of molecules
helps to understand the context and characteristics of the available chemical space.
Modular (OPLRA) and OPLRAreg follow the same basic principle that QSAR
predictions can be improved if modules are separated into informative clusters.
But Modular (OPLRA) performs a more granular division of the data and this
two-step clustering procedure was shown to be more predictive than OPLRAreg.
Modular (OPLRA) modules were also more coherent and aligned with the structure
similarity of molecules, which improves interpretation of the QSAR models.
Of course, one could have studied the PubChem assay text records directly and
identified similar groupings for QSAR data but network analysis makes this task
quicker and less laborious when first confronting a medium or large data set. The
analysis described in this chapter showed that singletons will generally represent
a diverse set of molecules and might indicate an initial effort made by researchers
to map the chemical space in search of promising drugs or probes candidates.
Dense modules, on the other hand, represent groups of molecules where usually a
common core can be identified. An automatic workflow like Modular (OPLRA)
can improve the discovery of these subgroups and help to visualise these complex
relationships more easily.
Modular (OPLRA) facilitates the identification of groups of molecules with
activity cliffs, with the potential to help medicinal chemists identify new promising
paths for drug discovery more easily. The algorithm could also be used to generate
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constraints for de novo drug design, contributing to lead optimisation of promising
compounds.
Predictions in the external set were not affected when a minimum number of
neighbours was enforced and network properties only changed in data sets that had
a large number of singletons. The advantage of this approach lies on the reduced
number of modules, which might facilitate the visualisation of network modules
but at the cost of generating "artificial" links between non-similar compounds.
This trade-off should be take into account when developing a new model and the
requirement for the number of neighbours should probably be driven by the needs
of specific QSAR projects. In future works, I would be interested in exploring
the impact of other network construction techniques, with different fingerprints
and similarity metrics, in the predictions of the method. Even in the current
algorithm, it would be interesting to study the impact of the selected threshold in
more details.
Other immediate extensions of the current work would be to study selectivity,
instead of activity of compounds. It might be possible to identify modules with
identifying fragments, substructures or descriptors that help to explain why certain
compounds have more affinity for a specific receptor, say NPYR2, than others, e.g.
NPYR1. Modular (OPLRA) could also be used to study selectivity of compounds
for drug targets in specific organisms. One possible application would be to study
the activity of inhibitors of DHFR in other organisms (e.g. Candida albicanis)
compared to the human and rat models.
A few limitations of Modular (OPLRA) should also be addressed in future
works. As it was shown in the network analysis section, most pairs of nodes
are assigned to a common module even when samples building the network are
resampled from the full data. But a small pair still does not get clustered together
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consistently. It is important to understand the reasons for that, it might be that
modularity is not the best metric for this application and it could be replaced
by another metric or a technique of consensus clustering which produces clusters
that generalise even better from a subsample to a full data set.
Chapter 6
Conclusions and future work
This thesis has investigated solutions to optimisation problems in several ap-
plications of complex data analysis, including the temporal evolution of groups
in dynamic complex networks, piecewise linear models for QSAR and network
techniques applied to QSAR. This final chapter discusses concluding remarks for
the work presented in this thesis and point to directions of future works.
6.1 Concluding Remarks
Chapter 1 introduces the recent advantages in technology which has enabled the
development of machine learning techniques and the need for more transparency
in these models. This was followed by the research aims of this research project
and the outline for this thesis.
Chapter 2 introduces the main interdisciplinary concepts related to the meth-
ods proposed in this thesis. The chapter introduced concepts of mathematical
programming, network science and provided a brief introduction to quantitative
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structure-activity relationships models and outlined the connection between these
themes in the thesis.
In Chapter 3, SeqMod is introduced, a mathematical programming based
algorithm for detecting the evolution of groups in complex networks. At each time
step of a temporal network, SeqMod uses a previous reference snapshot of the
temporal network to counterbalance the groups identified in the current snapshot,
this technique effectively detected the ground truth of clusters in the datasets
studied and performed better than similar algorithms.
Since the publication of the SeqMod paper (Chapter 3), there have been
publications questioning the notion of ground truth. In this and in related work,
it is assumed that node attributes correspond to the real groups and the goal of a
community detection algorithm is to uncover that membership from the topology
of networks. But this might not always be the case [188, 187]. The validation
of network partitions will likely change in future years and, quite possibly, the
definition of communities might need to accommodate these recent insights.
In Chapters 4 and 5, two different techniques were proposed to tackle QSAR
models. The proposed algorithms are meant to be additional tools of QSAR
analysis for medicinal chemists to model inhibitors of specific drug targets. These
techniques could help these researchers explore new data sets and get a wider
picture of their data sets. OPLRA and Modular (OPLRA) were validated using
standard and robust validation procedures and were shown to produce predictions
of similar accuracy of state of art algorithms and are an alternative to non-
interpretable machine learning models commonly used in QSAR studies. Sensitive
areas such as drug discovery, personalised medicine and health informatics could
benefit more from techniques that better explain the relationship between inputs
and output.
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Modular (OPLRA), introduced in Chapter 5, is a first step towards using
community detection in a network representation of these data sets to automatically
create QSAR models. The fact that most nodes co-occur in the same module even
when the data set is randomly sub-sampled indicates that the method is robust and
modules in the sub-sampled network are still representative of the "real" modules
detected when the full data set is available. But, of course, modules are not totally
consistent and a few nodes that would normally be grouped in the full network
can be assigned to different modules depending on the connectivity of the trained
network. This is a limitation of community detection algorithms, in particular of
modularity optimisation where the objective function exhibit degeneracy and an
optimal modularity value could represent multiple valid solutions. But it is also
an effect of the validation procedure.
6.2 Future work
This section makes suggestions on future research directions on the topics covered
by this thesis.
With regards to community detection of temporal networks, a direct application
of SeqMod is anomaly detection. The algorithm could be extended to identify
cases when the modular structure deviates too much from previous time frames.
The validation of algorithms and the notion of ground truth of network modules
would also have to be investigated more deeply. This problem is not unique to
dynamic networks, community detection applications for many network types have
to be validated on networks with well defined and known clusters. One possible
direction for research may be the generation of synthetic dynamic networks. If
we succeed in generating synthetic networks with appropriate null models and
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unambiguous clusters, validation of community detection algorithms will be done
with greater ease and certainty.
Temporal networks are a specific type of multilayer networks and concepts of
SeqMod and evolutionary clustering could be extended to handle the more generic
cases. In dynamic multilayer networks, the extension is more straightforward
but even in networks with multiple layers where no temporal dimension exist, a
technique like SeqMod could be applied and provide insights about the complex
nature of these relationships. Instead of using a past snapshot as temporal
reference to cluster another network slice, we could, for example, investigate how
the community structure in certain layers could or could not help to detect the
communities in other layers.
With regards to QSAR applications, OPLRAreg and Modular (OPLRA) could
be used for virtual screening. Large chemical databases like ChEMBL could
be queried to identify compounds in the applicability domain of models built
with these algorithms that have been tested against other enzymes or proteins
and could possibly be repurposed. These techniques could also be tested using
different classes of molecular descriptors to include 3D information and chirality
of molecules. QSAR is essentially ligand-based but one could also extend these
algorithms to include features related to the structure of the receptor as well, in
the cases when that structure is known.
One related question that has not been directly addressed by this thesis and
could be tackled in the future is: what is a module, after all? This fundamental
question has many direct implications on the results of all algorithms presented
here, including the QSAR models, and has been asked many times in the com-
munity detection literature. Even the most used and one of the most useful
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mathematical representation, the modularity metric, cannot offer a single clear
depiction of what the best modules in a network are.
The problem is that there are just too many possible ways to solve and think
about clustering and communities. In fact, different experts could look at the same
data or network and come to different conclusions about the perfect clustering
for their data. New and inventive ways to answer this question would have to
be sought in the future but, despite the current philosophical uncertainties and
limitations, the methods and exploratory analysis described in this thesis are
examples that data clustering can help us, even today, to predict and understand
a bit better about phenomena in real complex systems of the world around us.
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