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Abstract
The XENON experiments, of which the most recent generations are XENON100 and
XENON1T, have been at the forefront in the search for dark matter in the form of Weakly
Interacting Massive Particles (WIMPs), potentially one of the most important questions
currently being asked in the field of physics. This thesis will describe work performed for
both the XENON100 and XENON1T dark matter experiments, as well as the development
of a new experiment to search for the presence of a modulating radioactive decay rate.
Chapter 2 describes the work performed for XENON100. This includes a comprehensive
study of electronic noise within the photoultiplier tubes (PMTs) within the detector for
run 12 of the experiment. By analysing the event rate of AmBe data in each PMT, one
can manually identify tubes with a high rate, and then create a coincidence cut to require
that events that include a signal within this detector must have an further PMT observe
the event. This methodology is then compared with using the entropy of a given signal to
determine its physicality, which proves to be a more flexible method in eliminating noise
from the analysis. Furthermore, the use of dark matter data to study noisy PMTs is also
investigated, and found to be an effective means of identifying noisy signals. This chapter
also describes the search for Bosonic super-WIMPs within XENON100. This model of dark
matter couples electronically to the standard model via the axio-electric effect, depositing
energy into the detector approximately equal to the rest mass of the particle. By performing
a profile-likelihood analysis based on the background and signal models produced from this
work, limits are placed on the coupling constants on vector and pseudo-scalar super-WIMPs
between 8-125keV. This range includes the first limits for such an experiment in the 8-40keV
energy range. The statistical method by which this limit was determined is also investigated,
and found to be able to correctly predict the coupling constant of simulated injected signals
to the data.
Chapter 3 details the research and development performed for the XENON1T experiment.
Work was performed on electric field simulations using COMSOL simulation software. By
altering the shape, and voltage applied to the shaping rings, one can determine the op-
timal design to improve the uniformity of the field within the Time-Projection Chamber
(TPC).The resultant electric field uniformity after multiple iterative improvements is fi-
nalised at 1-2%. This is further confirmed by altering the radii of the shaping rings by
1mm to account for defects in the manufacturing of the rings themselves. The results of
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these simulations were then used to determine the final design of the XENON1T detector.
The same method of electric field simulations were performed to study the ability to pre-
dict experimental results on After-Pulses (APs) within the XENON1T PMTs. The electron
drift time from the cathode to first dynode was simulated, resulting in consistent timings
to those predicted. The after-pulse times of He, CH4, Ne, CO, Ar, 130Xe++, and 130Xe
ions were able to be effectively reproduced in the simulations with an average accuracy of
around 5% when compared to experimental results. A method of controlling the Liquid
Xenon (LXe) level through the use of a diving bell system is also tested using a dedicated
setup at UZH. Initial tests were able to characterise the validity of such a system, and
optimise the capacitive level meters used to withdraw data from within the test chamber.
An investigation was performed to determine the methods validity of using such a system
while decoupling the overall recirculation flow with that to be directed into the bell itself,
which was found to be possible. The heat input into the bell from external sources was also
analysed by performing tests with a heater placed within the two difference sizes of bell.
The results were then extrapolated to XENON1T. Experiments to determine the liquefac-
tion rates within the bell were also performed, and found no observable liquefaction from
the top plate of the bell.
The development, and calibration of an experiment to determine the presence of modu-
lating radioactive decay rates is described in chapter 4. The experiment consists of 4 pairs
of NaI detectors placed on opposite sides of 137Cs, 60Co, and 44Ti sources, with the 4th pair
being used to measure background. This includes work on the storage methodology of the
data acquisition software, as well as the voltage and energy calibration of each of the 8 NaI
scintillating detectors. A study into the correlation between pressure and the event rate of
137Cs is also investigated.
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Zusammenfassung
Das XENON Experiment, von welchem die neusten Generationen XENON100 und XENON1T
sind, steht an vorderster Front bei der Suche nach dunkler Materie in Form von schwach
wechselwirkenden massiven Teilchen (WIMPs), eine der wichtigsten offenen Fragen der
modernen Physik. Diese Doktorarbeit beschreibt durchgeführte Aufgabenstellungen der
Experimente XENON100 sowie XENON1T und die Entwicklung eines neuen Experimentes
mit dem Ziel eine allfällige Modulation radioaktiver Zerfälle zu untersuchen. Kapitel 2
beschreibt die für XENON100 durchgeführte Arbeit. Dies beinhaltet eine umfangreiche
Studie des elektronischen Rauschens im inneren der Photomultiplikatoren (PMTs) im De-
tektor für den zwölften Run des Experimentes. Indem die Ereignisrate von AmBe in jedem
einzelnen PMT analysiert wird, kann man PMTs mit einer zu hohen Rate identifizieren,
und eine Koinzidenz-Bedingung definieren um sicherzustellen, dass Ereignisse im Detek-
tor von mindestens einem weiteren PMT identifiziert werden. Diese Methode steht im
Vergleich mit der Nutzung der Entropie eines gegeben Signals um dessen physikalische
Plausibilität zu bestimmen, wobei letztere sich als eine flexiblere Methode in der Elim-
inierung von Rauschen erweist. Dieses Kapitel beinhaltet auch die Suche nach bosonischen
super-WIMPs mit XENON100. Dieses dunkle Materie Modell koppelt elektrisch mit dem
Standard Model über den axio-elektronischen Effekt, wobei die zum Detektor übertragene
Energie näherungsweise der Ruhemasse des Teilchens entspricht. Die Durchführung einer
profile-likelihood Analyse, basierend auf den in dieser Arbeit entwickelten Modellen für
den Untergrund und die Signale, ergibt Limits auf die Kopplungskonstante von Vektor und
Pseudo-Skalaren Super-WIMPs der Massen von 8-125 keV. Dieses Intervall beinhaltet die
ersten Limits eines solchen Experimentes für die Energien zwischen 8keV und 40keV. Die
Untersuchung der statistischen Methode womit diese Limits ermittelt werden, zeigt die
Fähigkeit die Kopplungskonstante von simulierten Signalen korrekt vorherzusagen. Kapi-
tel 3 beschreibt die durchgeführte Forschungs- und Entwicklungsarbeit für das XENON1T
Experiment. Es werden Simulationen des elektrischen Feldes mit der COMSOL software
präsentiert. Durch Änderung der geometrischen Form, und der angelegten Spannung der
sogenannten Formgebungsringe, kann das optimale Design ermittelt werden um die Uni-
formität des elektrischen Feldes in der Spurendriftkammer (TPC) zu verbessern. Die re-
sultierende Felduniformität nach mehreren iterativen Verfeinerungen entspricht 1-2%. Die
gleiche Methode der elektrischen Feldsimulation wurde angewendet um die Fähigkeit zur
Vorhersage experimenteller Resultate bezüglich After-Pulse (APs) in XENON1T PMTs
zu untersuchen. Die Driftzeit der Elektronen von der Kathode zur ersten Dynode wurde
simuliert und resultierte in konsistenten Zeiten zur theoretischen Vorhersage. Die After-
Pulse Zeiten für He, CH4, Ne, CO, Ar, 130Xe++, und 130Xe Ionen wurden effektiv in
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der Simulation mit einer mittleren Genauigkeit von 5% im Vergleich zu experimentellen
Resultaten reproduziert. Tests zur Kontrolle des flüssig Xenon (LXe) Levels durch ein
Taucherglockensystem sind auch Teil dieser Arbeit. Anfängliche Recherchen ermöglichten
die Charakterisierung der Stichhaltigkeit eines solchen Systems und die Optimierung der
Kapazitiven Füllstandssensoren der Testkammer. Die Resultate wurden für XENON1T
extrapoliert. Experimente um die Verflüssigungsrate im Inneren der Glocke zu bestim-
men wurden durchgeführt, wobei keine Verflüssigung von der obren Platte der Glocke zu
beobachten war. Die Entwicklung und Kalibrierung eines Experiments zur Ermittlung einer
allfälligen jährlichen Modulation radioaktiver Zerfallsraten ist in Kapitel 4 beschrieben.
Dies beinhaltet Lösungen zur Speichermethodik der Datenakquisitions-Software, sowie die
Versorgungsspannungs- und Energie-Kalibrierung jedes der 8 NaI Scintillations- Detektoren.
Eine Studie zur Korrelation zwischen Druck und die Ereignisrate von 137Cs wurde ebenfalls
durchgeführt.
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Introduction
Since its hypothesised existence in 1933 by Fritz Zwicky [1] dark matter remains one of the
greatest known mysteries of the universe. Observations such as the rotation velocities of
galaxies that show orbits of stars moving at far greater speeds that the gravitational force
of luminous matter should allow [2], and the bullet cluster, where a distinct offset between
the gravitational centre, and observable of mass is demonstrated [3]. The ever mounting
evidence points towards a yet undiscovered, and vast quantity of matter that drastically al-
ters the gravitational properties of large scale structures in the universe. Cosmic microwave
background (CMB) observations, most recently from the Plank experiment [4], predict that
dark matter occupies 26.8% of the total energy density, and thus outweighs ”normal” bary-
onic matter by over a factor of 5 at 4.9%, with the remaining 68.3% due to dark energy.
As such, the determination as to the nature of dark matter is of high importance to our
understanding of the dynamical mechanics of the universe.
Although there are alternate theories as to the observations made by dark matter exper-
iments, such as Modified Newtonian Dynamics (MOND) [5], as is described in the section
below, the overwhelming evidence points strongly towards the presence of an unknown
particle, and as a result will be the only possibility discussed within this thesis.
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1.1 Cosmological Evidence for Dark Matter
Currently, dark matter has demonstrated solely gravitational effects on large scale objects
such as galaxies or clusters of galaxies, as well as light. The first observations of this,
performed by Fritz Zwicky, attempted to judge the total mass of the the Coma cluster
through redshift measurements [1, 6], using the virial theorem, relating the total kinetic
and gravitational potential energy as shown by:
Mtotv
2
2
=
GM2tot
4Rtot
(1.1)
WhereMtot is the total mass of the system, v is the average velocity, G is the gravitational
constant, and Rtot is the radius of the system. By arranging equation 1.1 to find the mass
of the object, we arrive at:
Mtot =
2Rtotv
2
G
(1.2)
Measurements using the virial theorem resulted in a large amount of matter not accounted
for from predictions by luminous galaxies. A study of 89 galaxy clusters predicted a mass-
to-light ratio of 230-250 [7].
Additional evidence towards the presence of dark matter also arose from a study per-
formed by Rubin and Ford [2] who studied the rotation of the Andromeda nebula. What
they found, contrary to conventional Newtonian dynamics, was that the rotation of objects
at large distances from the galaxies core remained approximately constant as a function of
radius. This observation is explained via the presence of a dark matter halo that encom-
passes each galaxy, allowing these object to orbit at such high velocities. A clear example
of this can be observed from measurements taken of NGC 3198 as shown in Figure 1.1 [8]
The potential gravitational influence of dark matter may also be observed in its manip-
ulation of light [9]. Massive cosmological objects are capable of observably altering the
direction of light as shown in Figure 1.2
Observations of such gravitational lensing are capable of estimating the quantity and
distribution of dark matter. The dark matter distribution can be mapped through the
distortion of images through weak gravitational lensing [11]. Dark matter is also capable
of shifting the center of the lens from where the expected position would be from luminous
matter.
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Figure 1.1: Rotational velocity curve of NGC 3198 along with the predicted disk and halo model, intro-
ducing dark matter. [8]
Figure 1.2: Left: Schematic representation of the process by which galaxy clusters gravitationally lens
light. Right: NASA Hubble image taken of galaxy cluster Abel2218 [10].
Furthermore, one of the most convincing observations towards the existence of dark
matter lies in measurements performed in colliding galaxy clusters [3, 12, 13]. X-ray emitting
diffuse clouds interact electro-magnetically and thus slow the movement of clusters through
one another during the collision. Dark matter, on the other hand, due to it’s primarily
gravitational interactions is theorised to pass through undisturbed. By therefore measuring
the distribution of X-ray and gravitational lensing evidence, one can discern the difference in
the distribution X-ray dominant, and gravitationally dominant volumes. A prime example
of this is the bullet cluster [3], the results of the observation of these colliding clusters of
galaxies is shown in Figure 1.3
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Figure 1.3: The bullet cluster, consisting of two colliding galaxy clusters. The prominent baryonic matter
is denoted by the red regions from X-ray observations, whereas the gravitationally promi-
nent regions from gravitational lensing are shown in blue demonstrating a stark separation
between the two volumes. Image from [14]
1.2 Predictions for Particle Dark Matter
In context of particle dark matter, the variety of possibilities to describe each model may
be split into three categories. These are: hot, warm, and cold dark matter. The category
each theory is applied to is dependent on the mass and relativistic nature of the theorised
particle in question.
Hot dark dark matter is categorised primarily due to their ultra-relativistic nature, and
Neutrinos were even theorised to to be a component of dark matter within the universe [15].
However, due to the weak-scale interactions, and relativistic speeds inherent in hot dark
matter, the small scale structures found within galaxies need large components of warm or
cold dark matter in order to form [16]. As a result, hot dark matter is currently not a viable
candidate, and thus other models must be considered.
Cold dark matter resides at the opposite end of the spectrum as heavy, non-relativistic
particles, generally considered to be > 10 keV. A prime candidate for this is the Weakly-
Interacting Massive Particle, or WIMP. A description of this model and its implications for
detection are detailed in 1.2.2.
In between these two regimes lies warm dark matter. Near-relativistic particles of masses
up to 10 keV, and encompasses a large number of various models, which in-part includes
the bosonic super-WIMP, as described in section 1.2.3
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1.2.1 Galactic Dark Matter
Particularly for the endeavours to detect dark matter, understanding, and predicting dark
matter within our own galaxy is of the up-most importance.
The density profile of dark matter within galaxies is still under debate. These conflicts
primarily lie within the density profile within the bulge, as to whether or not a ”cuspy”
or flat density distribution exists as one approaches the center of the galaxy [17]. The
local dark matter density, however, may be inferred from the rotational velocity of the Sun
around the Milky Way, combined with N-body simulations of galaxies [18]. The local dark
matter density may also be calculated from local measurements of the movements of local
objects [19].
Performing the required calculations results in an estimated local density of 0:2 . 0 .
0:56 GeV c 2 cm 3 with the most likely value at 0 = 0:3GeV c 2 cm 3, as well as an average
velocity of v = 270 km s 1 and an escape velocity of 544 km s 1 [20, 21, 19].
The implication for this locally is that, as our sun orbits the Milky Way, our solar system
is thought to be passing through a diffuse gas of dark matter particles. The velocity of
this dark matter wind is therefore approximately that of the rotation of the sun around the
galaxy, at 244 km s 1. These results are vital for experiments such as those directly search
for dark matter to predict the potential event rate within the detector.
1.2.2 WIMPs
It may be possible for dark matter to be capable of interacting with baryonic matter. Such
a particle must still be consistent with current cosmological observations. This gives rise to
a multitude of new theoretical particles outside of the Standard Model. In particular, can-
didates arise as thermal relics from a process known as freeze-out. An interesting candidate
of this is known as a Weakly Interacting Massive Particle, or WIMP [22]. Such a particle
is best motivated by theories involving supersymmetry [23] or universal extra dimensions
[24].
Early in the life of the universe, thermal equilibrium would bring the production and
annihilation rates to be equal. This, however, would slowly change as the universe cools
until such a point at which the temperature of the universe falls below the production
threshold of the particle. This relic density, therefore, of a particle , is given by [25]

h
2 =
mn
c
h2  3 10
 27cm3s 1
< v >
(1.3)
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where m, is the WIMP mass, n is the number density, and < v > is the thermally
averaged total annihilation cross section multiplied by the velocity. To be able to obtain
the value 
 observed today,  must have a cross section of the order of the weak-scale.
This weak-scale interaction is further supported due to the persistent efforts to observe new
particles. A strongly interacting dark matter candidate would have likely been discovered
by previous experiments. Additionally, a WIMP would not interact with light. Therefore,
by design, a WIMP would be an ideal candidate for a particle outside the standard model
in order to explain the multiple, and varied observations of dark matter.
The process of freeze-out as described above for all models of thermal relic dark matter,
including the WIMP, is shown in Figure 1.4 [26].
Figure 1.4: Schematic representation of the process of freeze-out, displaying the number density of a
thermal relic with time as it undergoes the process. Figure from [26]
From current observations, and theory, one can begin to confine the mass range in which
one would expect to find a WIMP. As described above, hot dark matter, candidates of which
have included neutrinos, do not allow the formation of the large-scale structures observed
within our universe. Even though the density of  does not depend strongly on the mass,
the temperature at which freeze-out occurs is dependent as T ' m=20 [27, 25]. The places
a lower bound of the mass of a WIMP particle to be  10 keV. Furthermore, an upper
bound onto a WIMP mass can be inferred based on the unitary-bound, relating a particles
mass to its maximum possible annihilation cross-section. Cosmological measurements then
limit the upper bound on the WIMP mass to be  34TeV [18]
6
1.2. PREDICTIONS FOR PARTICLE DARK MATTER
Theoretical predictions for the cross section and mass of the WIMP have been performed
and are shown in Figure 1.5. Please note that these predictions are since outdated, but
display the potential in predicting the potential region of interest in which dark matter may
be found.
Figure 1.5: Theoretical predictions of the spin-dependent and independent cross section and mass for
WIMPs. Constrained minimal super-symmetric extensions to the standard model have been
employed to produce these results (CMSSM)[28, 29].
For direct detection experiments, the expected rate of WIMP interactions can be deduced
from the number of target nuclei, the local number density of dark matter, and its cross
section as follows in equation 1.4.
R 
X
i
Nini (1.4)
Where R is the expected event rate, i denotes each nuclei in the detector, Ni is the total
number of target nuclei, n is the number density of dark matter defined as nX = M where
 and M is the local density and mass of the dark matter particles, and iX is the cross
section between dark matter and the respective nuclei.
The differential scattering rate can be written as:
dR
dER
= NT
dm
mW
Z vmax
vmin
d~vf(~v)v
d
dER
(1.5)
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where NT is the number of target nuclei, dm is the local dark matter density in the
galactic halo, mW s the WIMP mass, ~v and f(~v) are the WIMP velocity and velocity
distribution function in the Earth frame and ddER is the WIMP-nucleus differential cross
section. The nuclear recoil energy ER = m2rv2(1   cos )=mN , where  is the scattering
angle in the center-of-mass frame, mN is the nuclear mass and mr is the reduced mass.
Lastly, the minimum velocity is defined as vmin = (mNEth=2m2r)
1
2 where Eth is the energy
threshold of the detector, and vmax is the escape velocity in the Earth frame. For the most
simple models, a Maxwell-Boltzmann distribution for the WIMP velocity is used.
This model of dark matter is currently one of the most promising. A major advantage
of forming a particle through the freeze-out mechanism as that it is inherently model-
independent. Furthermore, physics beyond the standard model generically produces addi-
tional new particles. As a result, the search for WIMPs is the primary objective of many
direct detection experiments.
1.2.3 Bosonic Super-WIMPs
Despite the countless efforts to search for the afore-mention WIMP, no such particle has
yet been found and confirmed. This motivates the hunt for alternative signatures that may
be possible to detect in existing experiments. One such model is the bosonic super-WIMP.
These arise in a model of warm, bosonic dark matter with keV scale masses that couple
electromagnetically to the standard model. These interactions are mediated though the so-
called axio-electric effect. Super-WIMPs differentiate themselves from the WIMP model,
not just in mass, and interaction, but also due to the that due to their predicted mass range.
As a result of this, they are not restricted to lifetimes of the order of the age of the universe,
and thus are able to also decay into photons, allowing further channels that enable such a
model to be detected.
In this thesis I present the search for the presence of vector and pseudo scalar dark matter
with the XENON100 detector. For vector super-WIMPs, the absorption of the particle is
analogous to that for the photo-electric effect. As a result, one can scale the cross-section
accordingly shown in eq 1.6.
absv
photo(! = mV )c
' 
0

(1.6)
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Where abs and v are the cross section of absorption for the vector boson and its velocity
respectively. photo is the cross section of the photoelectric effect.  and 0 are, respectively,
the fine structure constant, and the vector boson equivalent.
For pseudo-scalar super-WIMPs, the scaling of the cross section must be performed dif-
ferently as shown in eq 1.7.
absv
photo(! = mV )c
' 3m
2
a
4f2a
(1.7)
Wherema is the mass of the pseudo-scalar super-WIMP, and fa is a dimensional coupling
constant.
Assuming that super-WIMPs are non-relativistic, and that they consititute the entirety of
the dark matter halo within our galaxy with a local density of 0.3GeV/cm3, the interaction
rate in a direct detection experiment can be expressed as in eq. 1.8 and 1.9 for pseudo-scalar
and vector super-WIMPs respectively.
R =
1:29 1019
A
g2AemApe[
1
kg
1
day
] (1.8)
Where gAe = 2mefa is the axio-electric coupling and A is the atomic number of the target
atom
R =
4 1023
A
0

1
mA
pe[
1
kg
1
day
] (1.9)
Due to the non-relativistic recoils that one would observe under such conditions, the recoil
spectrum is expected to be a mono-energetic peak around the value of the super-WIMP
mass.
From here, limits and predictions can be set as to the coupling constants expected from
a particular mass of super-WIMP. Figure 1.6 displays constraints given by indirect calcula-
tions with respect to the theoretical prediction given by the abundance of dark matter.
As a result, super-WIMPs make an interesting and viable candidate for multiple reasons.
Not only are they predicted to be found within the warm to cold dark matter range, one
that is valid with current observations and simulations, they are inherently detectable within
already running direct detections experiments. The ability to be able to already search for
9
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Figure 1.6: Theoretical and cosmological constraints to pseudoscalar (left) and vector (right) dark arising
from the axioelectric cross section on Ge, assuming a fiducial sensitivity of the detector
equivalent to a 1 pb cross section for a 100 GeV WIMP. Figure taken from [30]
such a particle makes the bosonic super-WIMP a competitive candidate in the dark matter
search scene.
Currently the latest results on the search for bosonic super-WIMPs made by direct de-
tection experiments is from XMASS-I. The limit placed on both pseudo-scalar and vector
super-WIMPs are made in the 40-120 keV range and are shown in Figure 1.7[31].
10
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Figure 1.7: Limits on pseudoscalar (top) and vector (bottom) super-WIMPs as observed from the
XMASS-I experiment. Figure taken from [31]
11
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1.3 Detection of Dark Matter
The process of observing a dark matter particle may be placed under three distinct classes of
experiment: accelerator, indirect and direct detection. Accelerator experiments, such as the
LHC at CERN, have the potential to create dark matter via their high energy collisions,
and utilise missing momentum to obtain an observation. Indirect experiments intend to
observe the presence of an excess of particles created via the annihilation of dark matter.
Most notably, AMS-2 published results in 2013 attempting to observe an excess of positrons
[32]. In the case of a detection of dark matter, direct detection experiments will provide the
most conclusive evidence of its existence. These primarily rely on the interaction of dark
matter with baryonic matter through some channel that communicates with both models.
These interactions can take the form of charge, light or phonons, with which experiments
may exploit the presence of one, or multiple of these in the search for dark matter. Figure
1.8 displays the types of experiment that utilise these channels.
Figure 1.8: Potential signal channels, and the types of experiments utilising them for direct dark matter
detection. Figure from [33]
Numerous direct detection experiments have been performed over the last decade alone.
primarily to look for the presence of WIMPs through various different methods. The first
limits, produced by IGEX and the Heidelberg-Moscow experiment [34, 35], used germa-
nium. Other, novel searches for WIMPs have been performed using bubble chambers, using
a superheated fluid that is able to discriminate between nuclear and electronic recoils. Mea-
surements are performed using cameras and acoustic signals from the subsequent bubble
nucleation from an interaction [36]. Some of the first results using this method were from the
12
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COUPP collaboration [37], with the most recent results from PICO-2L [38]. Using a similar
methods, superheated droplets may be suspended within a matrix to reduce edge effects
of spontaneous bubble formations. SIMPLE [39] and PICASSO [40] have both produced
results using this methods.
XENON based experiments notably the XENON10 experiment [41, 42], ZEPLIN [43],
and the XENON100 experiment that published results in 2012 producing the lowest limits
at the time for the cross section of spin-independent WIMP interactions[44] as well as liquid
argon detectors such as WARP [45] being one of the first of its kind have aided in reducing
the limits of the WIMP interaction cross-section. The LUX experiment has also announced
its results further lowering the limit of WIMP cross section to 7.610 46cm2 in 2013[46]
and then 610 46cm2 in 2015 [47]. Figure 1.9 displays the limits on the spin-independent
WIMP-nucleon cross section from direction experiments with respect to those anticipated
by XENON1T. The area above each line has been excluded by each respective experiment.
The closed lines represent claimed dark matter signals from DAMA [48], CoGeNT [49], and
CRESST [50]. The rate at which experiments are producing new, and groundbreaking data
for dark matter shows both the importance and urgency to understand it. As a result,
the XENON1T experiment is currently ready to collect data to push this sensitivity limit
further.
Figure 1.9: Limits on spin-independent WIMP-nucleon cross section, and the projected sensitivity of
XENON1T.
The XENON experiments, as described above, use a dual-phase liquid xenon time-
projection chamber to observe both charge and light. As a result, this is the main focus of
direct dark matter detection within this thesis.
13
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1.3.1 Dual-Phase Liquid Xenon Based Direct Detection
A promising sensitive medium in which to observe direct interaction of dark matter is iquid
xenon (LXe).
Xenon, when cooled to a liquid state at around 170K, obtains specific scintillation prop-
erties , releasing both light at a 178 nm wavelength, electrons, and heat [51, 52, 53] in
the event of an interaction. The process of producing scintillation light can be undergone
either via ionisation or excitation. Excitation of LXe results in the production of excited
molecular xenon Xe2. The decay of this molecule into 2Xe results in the production of the
scintillation light known as S1. Ionisation undergoes the same process after first forming
ionised molecular xenon Xe+2 followed by the recombination of an electron to form Xe+
Xe. The ionized electrons are then drifted via an electric field of to the liquid-gas boundary
an extraction field produces proportional scintillation in the gas known as the S2 signal [54].
The amount of light and electrons released is dependent on the energy of the interaction,
and the type of particle that initiated the scintillation. The scintillation process can be
observed in Figure 1.10
Figure 1.10: Scintillation process of liquid xenon displaying the chain from both electronic and nuclear
recoils from Ionisation and Excitation. [55]
Three-dimensional position reconstruction of the original interaction can then be per-
formed from the information of these two signals. The time difference between the S1 and
S2 signal allows the vertical position (z) to be determined, while the hit pattern on the
PMTs caused by the S2 allows the radial position of the event (x,y) to be calculated. The
14
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conversion from hit pattern to position reconstruction is performed via a neural network
through simulated events.
The primary observable difference between an electronic and nuclear recoil (ER, and
NR respectively) is the quantity of ionized electrons from an interaction. As a result, the
S2 signal for electronic recoils is greater than that for an equivalent nuclear recoil. This
discrepancy can be exploited to differentiate between these two types of events by using the
ratio between the size of the S1 and S1 signal. In context of the search for super-WIMPs,
due to the coupling to the electromagnetic field, this ratio will be employed to eliminate
contamination of data from nuclear recoils.
A schematic representation of the signal process can be observed in Figure 1.11.
Figure 1.11: Schematic demonstrating the detector principle of a two-phase time-projection chamber.
The determination of the energy of an event is calculated via the S1 signal using the
equation 1.10.
nexp(E) = R(E)Q(E) f  E  LY  E; (1.10)
where the factor f = 3:76 PE/keV is the derived XENON100 light yield at 32.1 keV and
zero field, R(E) is scintillation efficiency with respect the 32.1 keV transition of 83mKr at
zero electric field, Q(E) is the quenching factor for a non-zero field. The function nexp is
the expected number of photoelectrons as a function of Energy.
The methodology behind dual-phase liquid xenon based time-projection chambers as
described above are the driving principle behind the XENON experiments, and will be the
detector principle relied upon for the research detailed in chapters 2 and 3.
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1.4 Modulating Radioactive Decay Rates
In 1902 the radioactive decay law was discovered by Rutherford and Soddy [56], shown in
equation 1.11.
N(t) = N0 exp
 t (1.11)
Where N0 and N(t) is the number of active nuclei at t = 0 and at time t respectively. 
is the nuclear decay constant. This law, since its discovery, has been used to determine the
half life of radioactive decays.
Recently, however, precise measurements of the rate of radioactive decays have provided
interesting results, giving hints that this exponential decay law may not describe the true
nature of radioactive decays, and that they could be influenced via external sources.
For clarity, it should be noted that there are multiple experiments that do not observe
any modulation as shown in the results below. For a complete view of the uncertainty in
this field, one must also be familiar with both sets of results, some non-observations are
described in [57, 58, 59, 60].
1.4.1 Modulation Observations from PTB
The Physikalisch-Technische Bundesanstalt (PTB) has made precise measurement of var-
ious radioactive isotopes since 1989 [61]. Each measurement has been performed within
their 4pressurised chamber, with the ionisation current being read out via the Townsend
balance-of-charge method [62]. This method was upgraded in 1998 by a Keithley elec-
trometer. As a result, all measurements are separated into two datasets, those taken via
the Townsend balance-of-charge mathoed between 1990-1995 and the Kiethely electrometer
measurements between 1999-2008. Measurements were taken with the following isotopes:
85Kr, 90Sr, 108Ag, 133Ba, 137Cs , 152Eu while using 226Ra as a reference source.
In order to determine the systematic errors in the measurements, the residuals were
plotted and defined as:
R = A(t)expected  A(t)measured =  N0  expt N(t)measured (1.12)
Where A(t) is the activity at time t, N0 is the initial number of active nucleii, and  is
the decay constant.
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The 226Ra reference source was measured over a period of 10 years [63], the results of the
residuals of this measurement are shown in Figure 1.12 (left). Results displayed an annual
modulation of magnitude Amod=0.15% with the maximum positive deviation occurring
during February denoting a phase shift mod = 0:144 months. To determine the validity
of the modulation, the residual ratio between 154Eu and 226Ra was taken and is shown in
Figure 1.12 (right). Plotting this ratio as a function of time visibly eliminates any previously
observed modulation. This then implies that the phase and magnitude of the modulation
is identical for both sources.
Figure 1.12: Rate of 154Eu and 226Ra (left), and the ratio of both sources (right). Figure and text from
[63]
To determine the source of the modulation, the residuals of 85Kr, 108Ag, 152Eu and 154Eu
were also studied. The results of the observed residuals from 154Eu are shown in Figure
1.13
Figure 1.13: Residuals of fits of current raw data for 154Eu. Data is corrected for background and source
impurities. A yearly fluctuation is seen in the first period but is not seen in the second
period. Between these two periods the electronics that where used to measure the output
current of the ionization chamber where changed. Figure from [64]
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1.4.2 Influence of Solar Flares
In order to describe the modulations observed in other experiments, it has been postulated
that a change in the flux of cosmic particles may have yet unknown interactions with
radioactive sources, causing them to alter their decay rate during times of high flux. Such
a change in the influx of particles may be observed during periods in which a solar flare
is directed towards Earth. A solar flare is capable of releasing up to 6  1025 J of energy
over a span of minutes, ejecting a plasma consisting primarily of electrons and protons into
the solar system. Not only may a change in the flux of solar particles be observed over
this short time frame, but the Sun itself exhibits an activity cycle that spans 11 years, over
which time the flux of solar particles may alter.
A study by Jenkins and Fischbach in December 2006 [65] monitored the decay rate of 1Ci
sample of 54Mn using an NaI(Ti) scinitllator as a detector. During thier measurement two
solar flares occurred, detectord by satellites due to the decrease in high energy protons and
X-rays. They observed a decrease in measured event rate from their expected exponential
curve. The results of their observations are shown in Figure 1.14
Figure 1.14: Data displaying potential fluctuations of 54Mn during a solar flare from December 2006.
Figure from [65]
1.4.3 Annual Modulation and Dark Matter
A particularly interesting observation to note that in the context of observed modulations in
radioactive decay rates taken over long periods of time, that the period of this modulation is
usually found to be approximately a year. Annual modulation is in turn a subject that is of
18
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great interest to those searching for dark matter. As the sun rotates within our galaxy, the
direction of this rotation with respect to the dark matter halo gives rise to what is known
as the WIMP wind, moving along the galactic plane at a velocity of 240 km/s. In turn,
the rotation of the Earth around the Sun then gives rise to a difference in the WIMP flux
of the order of <10% with the highest flux theorised to begin in June [66]. An illustration
of this can be observed in Figure 1.15
Figure 1.15: Schematic illustrating the principle behind annual modulation as a result of the WIMP
wind. Figure from [67]
The following derivation of annual modulation was taken from [68]. The velocity distri-
bution in the Earth’s frame f(v; t) therefore changes over the course of the year as the earth
moves around the sun. Taking ~f(v) to be the rest frame of the dark matter halo, where the
bulk motion is zero, the velocity distribution can be described as
f(v; t) = ~f(vobs(t) + v) (1.13)
where,
vobs(t) = v +V(t) (1.14)
where vobs(t) is the observed velocity with respect to time, v is the velocity of the sun,
and V(t) is the velocity of the earth with respect to time.
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The v(t) term in eq. 1.14 is of vital importance to understand modulation, as this is
the term that inherently causes the modulation as the Earth orbits the Sun by varying the
recoil rate observed within a detectors. V(t) can then be written out as
V(t) = V[^1 cos!(t  t1) + ^2 sin!(t  t1)] (1.15)
Where ^1 = (0:9931; 0:1170; 0:01032) and ^2 = (0:0670; 0:4927; 0:8676), and represent the
Earth’s motion at the Spring equinox (March 21,or t1) and Summer solstice (June 21),
respectively. ! = 2year , and V = 29:8kms 1 and is the Earth’s orbital speed around the
Sun.
As we are considering the case of annual modulation, it is then assumed that the modu-
lation has a period of one year, and the differential scattering rate can then be calculated
using a Fourier series expansion as follows.
dR
dE
(vmin; t) = A0 +
1X
n=1
An cosn!(t  t0) +
1X
n=1
Bn sinn!(t  t0) (1.16)
Where An and Bn are functions of vmin, the minimal velocity required for a recoil of
certain energy. Assumption can then be applied to eq. 1.16 to simplify it. If one assumes
that the velocity distribution of in the rest frame of the dark matter halo is isotropic, one can
set Bn = 0. Furthermore, if f(v) varies slowly, one find that A0  A1  An2 assuming
v  V, which is the case for systems such as the one we find ourselves in.
The assumptions described above greatly simplify eq. 1.16 to
dR
dE
(E; t)  S0(E) + Sm(E) cos!(t  t0) (1.17)
Where S0 is the time averaged rate, and Sm is the modulation amplitude. ! = 2year , and
t0 is the phase of the modulation [69].
Such a signal is observed by rigrthe DAMA/LIBRA experiment, by observing scintilla-
tion in NaI detectors [70]. This result, shown in Figure 1.16 currently places the largest
significance at 8:9
CoGeNT has also performed such measurements [73], with germanium detectors, however
no current detection of annual modulation is currently confirmed by the experiment
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Figure 1.16: Experimental model-independent residual rate of the single-hit scintillation events, mea-
sured by DAMA/LIBRA,1,2,3,4,5,6 in the (2– 4), (2–5) and (2–6) keV energy intervals
as a function of the time. The zero of the time scale is January 1st of the first year of
data taking of the former DAMA/NaI experiment [71]. The experimental points present
the errors as vertical bars and the associated time bin width as horizontal bars. The
superimposed curves are the cosinusoidal functions behaviors Acos!(tt0) with a period
T = 2! = 1 yr, with a phase t0 = 152:5 day (June 2nd) and with modulation amplitudes,
A, equal to the central values obtained by best fit over the whole data including also the
exposure previously collected by the former DAMA/NaI experiment: cumulative exposure
is 1.17 ton × yr (see also [71] and references therein). The dashed vertical lines correspond
to the maximum expected for the DM signal (June 2nd), while the dotted vertical lines
correspond to the minimum. Figure and text taken from [72]
It should be noted, however, that the observation of dark matter by these experiments
are in disagreement with current measurements by other detectors as shown in Figure 1.9.
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XENON100
Installed at the Laboratori Nazionali del Gran Sasso (LNGS) XENON100 is the second
iteration of the XENON project, after XENON10, with the goal to detect WIMPs via the
use of a dual-phase time-projection chamber (TPC). Results from XENON 100 released in
2012 provided limits on the spin-independent WIMP-nucleon cross section at 210 45 cm2
at 55GeV. This was the lowest limit at the time of publishing.
The primary purpose of the XENON100 detector is to search for the presence of Weakly
Interacting Massive Particles (WIMPs) via the elastic scattering off nuclei in liquid xenon
(LXe). The detector itself consists of a cylindrical TPC 30 cm in height and 30 cm in
diameter containing 62 kg of LXe of the 161 kg that fills the detector. The TPC is separated
from the outer parts of the inner chamber by polytetrafluoroethylene (PTFE) panels located
around the side. The TPC is then covered above and below the sensitive volume with 242
low-radioactivity 2.5 cm  2.5 cm Photo-Multiplier Tubes (PMTs). The dimensions and
design of the XENON1T TPC can be observed in Figure 2.1 [74].
These PMTs are capable of determining the x; yandz positions of an interaction within
the TPC within 2mm.
To date, the XENON100 experiment has made great strides in the search for dark matter,
producing the lowest limits on the spin independent WIMP-nucleon cross section in 2010
[75], and then again in 2012 [44], as well as the spin dependent cross section [76] the latter
two of which were performed using run 10 data. Furthermore, the experiment has made
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Figure 2.1: A schematic of XENON100, displaying the design and dimension of each part that makes
up the time-projection chamber, and its enclosing shell.. Figure taken from [74].
efforts in the search for alternative signals of dark matter, such as the presence of annually
modulation event rates [77], and axions [78].
Of these analyses, the determination of background an noise is of utmost importance.
The WIMP analysis entails the detailed characterisations and selection of PE level events
through an array of carefully selected cuts. For the 2012 analysis, a total of 225 live days
of dark matter quality data was obtained which resulted in the limits published. Run 12
24
was the following science run performed by the experiment. As such, Run12 was to build
off the success of run 10, and to improve upon the total live days of data available.
This section will provide details on the work performed for XENON100. This will include
the analysis towards defining a cut for Run12, and the search for bosonic dark matter in
the form of super-WIMPs.
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2.1 Noisy PMTs from Run12
For any low-background experiment, it is imperative to remove any source that may in-
troduce additional events within the data that do not originate from natural sources. One
such event is that formed by noise from the PMTs. An increase in false events from a single
PMT can raise the coincidence of the number of detectors that saw an event, resulting in
a greater number of events considered as real data. It is therefore imperative that PMTs
that exhibit behaviour that could systematically increase the coincidence of events within
the detector must be identified as to incorporates them into a cut that accounts for this.
Within each run from XENON100, a particular set of PMTs are observed with system-
atically higher rates from the average. These PMTs are thought to register such events due
to a higher rate of noise as a result of a change in the conditions, or the deterioration of the
PMTs with time. The specific PMTs that display such a behaviour are known to change be-
tween runs, and thus defining which PMTs are responsible is of the utmost importance due
to the potential for incorrectly recognising a signal as a result of an increased coincidence
due to noise.
2.1.1 Creating a Manual Cut
As has been performed in previous runs, a manually defined list of noisy PMTs must be
determined, and the coincidence level must then be raised based on the number of these
PMTs that observed a given signal. As one would expect that signal across PMTs in an
array would be approximately even, displaying the number of S1 events observed for each
PMT over calibration data may give an insight into detectors that are experiencing high
noise. Figure 2.2 applies a cut to AmBe data requiring an S1 signal to be below 3pe. This
requirement is to focus the analysis towards the energy region in which noise is most likely.
From Figure 2.2, the largest peak rises well above the shown plot, and can be attributed
to PMT 162. The following, simple, coincidence cut can be placed in an attempt to remove
these events. If peaks remain after this, further cuts will be introduced to eliminate noisy
PMTs, as has been accomplished in run 10. One cannot assume that the same noisy PMTs
in run 10 are also present in run 12, therefore a new cut to establish the list of noisy PMTs
for this run must be made, named noisypmts12. The cuts are defines as such:
Xs1coin0 = (S1sCoin[0] > 1) (2.1)
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Figure 2.2: PMT numbers registering events for the greatest s1 signal over 5 AmBe files using run 12
cuts excluding coincidence, entropy, and veto requirements. Events surviving a cut on S1
width and below 3pe have been selected
Xs1coin3 = (S1sCoin[0] > (1 + noisypmts12)) (2.2)
Applying the Xs1coin0 cut results in the distribution observed in Figure 2.3.
From Figure 2.3, one can observe that the peak observed in Figure 2.2 at PMT 162 has
been eliminated. There remains, however, an excess of events from PMTs 165 to 169. To
determine which of these PMTs are contributing the most, or all of the peak seen in Figure
2.3, the cut noisypmts12 was implemented on one PMT at a time in the form:
Xs1coin3 = S1sCoin[0] > (1 + ((S1s[0][PMT ] > 0:35))) (2.3)
Zooming into the peak from PMTs 164-169, the implementation of this cut for each of
these PMTs is as follows in Figure 2.4. From this figure, no single noise cut is able to
completely eliminate more than the peak of the PMT being cut. It therefore brings to
reason, that all PMTs should be implemented into noisypmts12 as shown in eq. 2.4.
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Figure 2.3: PMT numbers registering events for the greatest s1 signal over 5 AmBe files using run 12
cuts excluding entropy, and veto requirements. Events surviving a cut on S1 width and
below 3pe have been selected
Xs1coin3 = S1sCoin[0] > (1 + ((S1s[0][165] > 0:35) + (S1s[0][166] > 0:35)
+(S1s[0][167] > 0:35) + (S1s[0][168] > 0:35) + (S1s[0][169] > 0:35)))
(2.4)
The results of the cuts are shown in Figure 2.5. From this figure, it is clear that the
peaks shown in the previous plots have been eliminated. Upon closer inspection however,
the cuts may have been too stringent due to the now lower count rate than expected. A
compromise must therefore be found.
As this cut is too strict on events it is worth looking at which PMTs contribute most to
the peak, and to attempt to eliminate those. From Figure 2.5, it can be seen that PMTs 165,
166, and 169 count almost double the number of counts as 167 and 168. A NoisyPmts12
cut involving just these three PMTs is shown below in Figure 2.6.
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Figure 2.4: PMT hit results of an additional coincidence cut to, reading left to right, PMTs 165-169
implemented individually.
From Figure 2.6, the noisypmts12 cut on pmts 165 166 and 169, seems to have completely
eliminated the peak of events seen previously. Other combinations of these PMTs did not
effectively remove the excess of events, therefore the current version of the cut is as follows:
noisypmts12 = ((S1s[0][165] > 0:35)+(S1s[0][166] > 0:35)+(S1s[0][169] > 0:35)) (2.5)
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Figure 2.5: Implementation of an additional coincidence cut for all PMTs from 165-169.
Figure 2.6: Implementation of an additional coincidence cut for PMTs 165-166 and 169.
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2.1.2 Alternative Noise Cuts
There may be a more efficient way to eliminate noisy effects. Rather than the more “brute
force” method of specifically selecting noisy pmts, by using such entropy cuts, or just by
increasing the coincidence level, it might be possible to have a more general cut that can be
applied to all data and runs. The following section investigates the possibility to find such
a cut that efficiently eliminates all noise events, without the need to select specific noisy
PMTs.
In the Figure below, the cuts of Xs1coin0 are compared to the addition of cuts such as
S1scoin[0]>2, Xentropy0, and the Xs1coin3 as defined in the previous section.
Figure 2.7 demonstrates that the addition of the noisypmts12 cut in Xs1coin3 has a very
similar effect to the entropy cut. Further more, increase the global coincidence level to
S1scoin[0]>2, does not eliminate the excess of events, and is clearly too strict on PMTs that
do not appear to be as noisy.
In conclusion, Xs1coin3 as defined in the previous section with noisypmts12, as well as
Xentropy0 seem to be effective in remove the observed excess of events. Analysis into the
individual events cut by these parameters must be investigate to determine the efficiency
in which both cuts perform. At first glance, however, it seems as though Xentropy0 is a
concise and effective cut to eliminate noise without the need for a specific list of noisy pmts.
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Figure 2.7: Number of events against PMT number demonstrating the effect of the cuts S1scoin[0]>1,
Xentropy0,S1scoin[0]>2 and noisypmts12 on the reduction of noisy events in AmBe data.
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2.1.3 Cross-check with Dark Matter Data
In order to determine the effectiveness of the Xs1Coin3 and Xentropy0 cuts, it is necessary
to determine how many events that are selected are also noise cuts. The 5 AmBe files
that have been used in the analysis above provide statistics that are too high to reasonably
sift through all the selected, or non-selected events. Dark Matter data, therefore, must
be analysed as the few remaining selected events can be checked individual to determine
the efficiency with which each cut performs. Detailed below is the analysis comparing the
Xs1coin3 and Xentropy0 cuts.
Figure 2.8: Comparison plot of the NoisyPmts12 and entropy cut for dark matter data with events with
S1<3pe.
Figure 2.8 shows a comparison on dark matter data for events S1<3pe between the
Xs1coin3 and Xentropy cut, as described in the previous section. It can clearly be seen that
an excess of events not seen in the AmBe data, is clearly present in the dark matter data
with Xs1coin3. The entropy cut, on the other hand, does not show any obvious excess of
noisy events.
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In an attempt to reduce the excess of events, NoisyPMTs12 was expanded to include the
PMTS: 146, 148, 165, 166, 167, 169. The results of this comparison are shown below. The
Xs1coin3 cut is now as follows:
noisypmts12 = ((S1s[0][146] > 0:35) + (S1s[0][148] > 0:35) + (S1s[0][165] > 0:35)
+(S1s[0][166] > 0:35) + (S1s[0][167] > 0:35) + (S1s[0][169] > 0:35))
(2.6)
From Figure 2.9, it can be observed that even with 6 noisy PMTs included in Xs1coin3,
excesses of events still remain, and further noisy PMTs are therefore still required to be
added. At this point, however, it is becoming clear that the number of PMTs required to
cut out noisy events via Xs1coin3 is unviable in comparison to the cut on entropy. It is
then necessary to determine which PMTs should be added to NoisyPMTs12 to eliminate all
excesses of events. By the addition of PMTs indexes 149 and 152, Figure 2.10 results.
noisypmts12 = ((S1s[0][146] > 0:35) + (S1s[0][148] > 0:35) + (S1s[0][149] > 0:35)
+(S1s[0][152] > 0:35) + (S1s[0][165] > 0:35) + (S1s[0][166] > 0:35)
+(S1s[0][167] > 0:35) + (S1s[0][169] > 0:35))
(2.7)
To conclude the analysis, AmBe data has been shown to be ineffective at accurately
determining the presence of noisy events. The high statistics mean that small excesses in
noise are not identifiable. Furthermore, a cut on the entropy can eliminate observed excesses
in events efficiently on its own, without any other coincidence requirement. It is therefore
more efficient, and flexible to apply a cut on entropy above increasing the coincidence on
individual noisy PMTs. In further support in the use of the entropy cut, future runs for
both XENON100, and in the future, XENON1T, will no longer require an individual list of
noisy PMTs in order to eliminate noise from events.
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Figure 2.9: Comparison of number of events observed in dark matter data between the implementation
of an entropy cut, or a manual cut , increasing the coincidence on PMTs146, 148, 165, 166
and 167. The events for all pmts are show (left) along with a zoom into the region of excess
(right).
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Figure 2.10: Comparison of number of events observed in dark matter data between the implementation
of an entropy cut, or a manual cut , increasing the coincidence on PMTs146, 148, 149,
152, 165, 166 and 167.
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2.2 The Search for Bosonic Super-WIMPs
In the context of searching for dark matter with XENON100, bosonic super-WIMPs allow
the detector to search for potential signals in previously unexplored territory. Due to the
axio-electric effect, bosonic super-WIMPs couple electronically to the target atom, and thus
signals produced from the absorption of such a particle are found within the electronic recoil
band. Furthermore, due to the unbounded masses on super-WIMPs, XENON100 is able
to probe all potential energies sensitive to the detector. In contrast, previous searches for
dark matter have involved WIMPs, signals of which are expected within the nuclear recoil
band, and axions, that although predicted to interact electronically, the analysis is limited
to energies less than 30 keV in XENON100. The ability to probe the electronic recoil band
at higher energies than previously searched in experiments such as XMASS [31] exemplifies
the necessity and importance of such an analysis.
2.2.1 Predictions of Interaction Rates in XENON100
Using the equations 1.8 and 1.9 for the rate of both pseudo-scalar and vector super-WIMPs
it is possible to predict the potential number of interaction within XENON100 for a range
of coupling constants in our detector. The exposure chosen for this prediction was that
for the dark matter run, 34 kg fiducial volume and 225 live days. The results of which are
shown in Figures 2.11 for pseudoscalar and vector super-WIMPs.
The structures observed at 35 keV, as well as at low energies are a result of an increase
in the cross section of the photo-electric effect due to the excitation of higher energy levels.
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Figure 2.11: Predicted number of events over a range of coupling constants for pseudo-scalar (left) and
vector (right) super-WIMP interactions within a xenon based direct detection experiment
with 34kg fiducial volume, and 225 live days of data.
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2.2.2 Determining a Preliminary Limit
As this analysis will be performed in the electronic recoil band, a system to select events
within the band must be made within the region of interest before further analysis can
continue. In order to do this one must redefine the electronic recoil band from scratch using
the cuts applied for run 10 for the electronic band flattening. The electronic recoil band
flattening is a process by which the electronic recoil band is characterised by an exponential
and 7-order polynomial using Co and Th calibration data. This characterisation is then
subtracted from the calibration data to form the flattened space in which the electronic
recoil band can be analysed. This method allows for accurate and reliable comparisons
between datasets, and can then be used to more easily determine the 1 and 2  bands of
the electronic recoil spectrum.
Figure 2.12: Top Left: Fit of the eletronic recoil band prior to flattening. Top right: Flattened spectrum
of the electronic recoil band passing all initial cuts. Bottom: 1  band of the electronic
recoil band in flattened space.
From the remaining events, the S1/S2 ratio was taken as a function of S1 between 0-
200PE in bins of 2PE.The resulting histogram for each bin was used to define the centre,
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and 1 sigma regions of the electronic recoild band. The spectrum was then flattened, and
the band was defined as the 3 sigma region on this flattened band.
The results of the electronic band definition can be seen in the figures below.
Figure 2.13: Background rate of XENON100 given 225 days of dark matter data and a 34kg fiducial
volume.
The average rate from Figure 2.13 of approximately 0.05 events=kg=day=keV is in agree-
ment with previous measurements. As is the peak at 165 keV which is a results of metastable
xenon after AmBe calibration. One can remove the files in which these decays occur to al-
low a flat background, but this would reduce the sensitivity in all regions. The peak that
can be observed at higher energies is due to the decay of metastable 131mXe that releases a
gamma at 163.9 keV.
The approximated limits from Figure 2.14 are in the same order as the results published
by XMASS-I. The potential for improvement, however, lies in the greater sensitive range of
energies that XENON100 is able to probe.
For a complete analysis, however, new cuts must be independently implemented, and
their acceptances determined in order to produce a final limit. Furthermore any new cuts
that are decided to be implemented must ensure a consistent efficiency over the energy
ranges required for the analysis. As many pre-defined cuts for the XENON100 axion and
WIMP analyses focus on much lower energies, it may be necessary to define custom cuts
for bosonic superWIMPs.
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Figure 2.14: Preliminary expected limits on pseudo-scalar (left) and vector (right) bosonic superWIMPS
given from 225 of dark matter data, a fiducial volume of 34kg and assuming a constant
upper limit of the rate of 0.005 events/kg/day. The red, dashed line represents the latest
limits released by XMASS.
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2.2.3 Cut Acceptances at High Energies
The selection of the appropriate data, and it’s acceptance in the signal region is imperative
for the accurate determination of a signal, or limit. In order to reach an appropriate selection
of cuts, Co and Th calibration data has been analysed. Such a dataset has been used, due
to the high statistics within the electronic recoil band, and as a result allows an accurate
calculation of the acceptance of any applied cuts.
For the purposes of consistency, all cuts have been defined in S1 space, between 0-400
PE. Initial quality cuts applied to the data prior to the analysis demand the presence of
at least one S2, fewer than 400 PE, that at least 2 PMTs observed the largest S1, that the
largest S2 contains at least 150 PE. In addition, there are cuts on the requirement for single
scatters, as well as an initial 48 kg fiducual volume requirement.
Acceptances are calculated via the N-1 method. That is, for each bin in energy, the ratio
is calculated between the total number of events with all cuts without the cut in question,
normalised by the total number of events with all cuts. For the base cuts, only these were
taken into account for the acceptance, and the appropriate acceptances are shown in Figure
2.15 below. All further acceptances will be calculated the the base cuts taken as a constant.
The acceptances shown in the following sections were calculated using a subset of Co and
Th data, using 30 files from each. The base cuts shown below were then applied to this
data to give a base selection of events.
(NbS2Peaks > 0) ,(cS1sTot[0] < 400.) , Xs1coin0, Xs2peaks2 , Xs2single3, Xs1single4,
X48kg0 In order to determine the validity of these base cuts at higher energies, the N-1
acceptances of these cuts were calculated on a sub-sample of Co and 10 Th files. Since the
cuts NbS2Peaks>0, cS1sTot[0]<400, Xs2peaks2 and X48kg0 are not at risk of being poorly
defined at higher energies, they will not be studied here.
For the remaining cuts, the acceptances are shown in Figure 2.15.
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Figure 2.15: Acceptance of base cuts to be used for the super-WIMP analysis as a function of S1 for
xs1coin0 (top left), xs1single4 (top right) and xs2single3 (bottom).
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The following cuts have been selected to be chosen for the superWIMP analysis due to
their inclusion into the axion analysis. The cuts are listed below alongside their motivation
as to why they would be necessary for the analysis.
• Xsignalnoise3, Xsignalnoise4, Xentropy0: Checks the quality of events against
noise. Useful for eliminated unphysical events
• Xs1width0: Eliminated events with widths too large for single S1 such as double
scatter.
• xs2width0: Eliminated events with high S2 width cause by such events as double
scatters.
• Xs2top0: Removes the areas within the PMT arrays of systematically high events
from run 10.
• Xhighlog1:Eliminated events where the S1 and S2 are not part of the same event.
• XPL013_97: Determines physicality of events based on the PMT pattern likelihood.
• Xlownoise0: Eliminated events with a very high S2 asymmetry, such as gas events.
• Xs1coin2: Demands a higher coincidence level for each noisy PMT that observed an
event.
• Xchisquares0: Looks at the 2 of the position reconstruction between various meth-
ods, and eliminates those with high 2 to eliminate events such as double scatters.
• Xposrec1: Looks at the difference in position reconstruction between various meth-
ods, and eliminates those with a high difference, to eliminate double scatters.
The following analysis will focus on a selection of these cuts that have not been verified
for high energies required for the super-WIMP analysis.
The purpose of Xs2chisquared0 purpose is to use the reduced chi squared of the S2 signal
in order to remove events such as double scatters, that have a high chi squared. This is
performed by dividing the result for the chi squared by the number of PMTs on the top
array that observed the event, in order avoid energy dependence.
The cut is defined as follows
Xs2chisquared0 = ((S2sPosNn[0][3]=(S2sCoinTop[0]  1)) < 7) (2.8)
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Where S2sPosNn[0][3] is the 2 value of the largest S2 and S2sCoinTop[0] refers to the
number of PMTs in the top array that observed the same S2. The normalisation factor
shown is known as the reduced 2of the event. The acceptance of this cut with respect to
the base cuts defined above is shown in Figure 2.16
Figure 2.16: Acceptance of Xs2chisquared1 against S1 for the super-WIMP analysis. The decrease in
acceptance at higher energies suggest incompatibility of the cut to data at these energies.
Looking into the distribution of the 2 and minimised 2 in Figure 2.17 it can be seen that
there seems to be a second population of events at (S2sPosNn[0][3]/(S2sCoinTop[0]-1))>10
which would be removed from the Xs2chisquare0 cut.
Figure 2.17: Distribution of events with basic cuts for 2 (left) and minimised 2 of the largest S2
signal in each event.
To obtain a better idea as to what this population of events may be, the minimised 2
was plotted against the size of the largest S2 signal as seen by both the top and bottom
PMTs separately. The result of which are shown in Figure 2.18.
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Figure 2.18: Distribution of the minimised 2 of the largest S2 of each event against the size of the S2
signal as seen by the top (left) and bottom (right) PMT arrays.
This distribution shows that the saturation of PMTs causes the reduced chi squared to
shift to higher values at higher energies. The dependence of the minimised 2 square on
energy, is therefore clearly not flat as the cut requires. Instead, due to this shifting of higher
energy events to higher2 values, a flat cut removes a higher fraction of events as a function
of energy, as was predicted by Figure 2.16. A zoom into the lower energy region in Figure
2.19 shows how the motivation behind a flat cut works at these energies
Figure 2.19: Zoom of the distribution of the minimised 2 of the largest S2 of each event against the
size of the S2 signal as seen by the top PMT arrays
From Figure 2.19, it becomes clear that the cut has only been specifically designed for low
energies. To observe the effect of this cut on the electronic recoil band, the ratio of S2/S1
against S1 is plotted before and after applying the Xs2chisquared0 cut. The differences in
the two distributions can be observed in Figure 2.20.
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Figure 2.20: S2/S1 against S1 for events selected with only the base cuts (left) and with Xs2chisquare0
(right)
The excess of events at around 350PE seen in the left plot shown above are suspected
to be from lead, and backscatters causing a peak at approximately the same energies. It is
possible to confirm this by looking at the distribution of events in S2 vs S1. By zooming
into the higher energy region of this distribution, one can observe in Figure 2.21 the same
excess as in Figure 2.20 (right), also distributed accordingly in S2.
Figure 2.21: Distribution of S2 vs S1 with only a basic selection of cuts. The figure focuses on the
events with S1>100, to focus on the high energy excess observed at around 350PE in S1.
Overall, it is clear the the right hand plot in Figure 2.20 has had good events removed
from the analysis. Coupled with the strong energy dependence of the minimised 2 on the
S2 signal from Figure 2.18, it can be clearly shown that a flat cut here is not suitable for
our analysis. Since our predicted acceptance for this cut would be 99.5%, one can argue
that the removal of this cut from the analysis would be more beneficial than potentially
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removing 0.5% of bad events from the analysis. Furthermore, other cuts in the analysis
may also include the ability to remove double scatter, and could fill in the place of this cut.
In this case, one must also removed the position reconstruction cut Xposrec1, as this cut is
connected with Xchisquare0.
The Xs2width8 cut removes events that have widths that are too large for the size of
events such as double scatters that are only recognised by the processor as having 1 S2. The
elimination of potential double scatters is crucial for the analysis, and bosonic superWIMPs
are only expected to interact once within the detector, if at all. Although Xs2width8 was
used for the axion analysis, it had since been updated for higher energies and for electronic
recoil studies. One must therefore re-run the acceptance calculation with the new cut,
Xs2widther3 is shown in Figure 2.22
Figure 2.22: Acceptance of Xs2widther3, a cut designed to eliminate double scatters by limiting the
accepted width of S2 events.
This cut, however, was defined for use on XENON100’s run 12 data. In order to determine
the viability of this cut for run 10, this definition is overlapped onto run 10 data. The result
is shown in Figure 2.23
With the implementation of these cuts, it is now possible to define the region of the
electronic recoil band, as a definition of the region of interest to be used for the search for
super-WIMPs. This is performed by taking the ratio of the largest S1 and S2 signal for each
event, as a function of S1. A function is then defined to the center of this band, which then
allows the spectrum to be flattened. This new flattened space results in the distribution
observed in Figure 2.24. To constrain the region of interest, the 2  distribution from the
mean is taken, and a flat approximation over the total energy range it taken between -0.3
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Figure 2.23: Xs2widther3 cut overlapped with Co and Th data from run 10.
and 0.3 in this flattened space. The total acceptance, including that on the electronic recoil
band is shown in Figure 2.24. The data can now also be converted into the combined energy
scale. This scale combines the signal sizes of both the S1 and S2 signals for each event to
reconstruct the energy in terms of keV. For run10 the equation is as follows
CES(keV ) =
S2b + S1  90:5
510:7
; (2.9)
Where S1 and S2 are the sizes of their expected signal in PE.
Figure 2.24: Left: Distribution of Co and Th calibration data as a function of S1 in flattened electronic
recoil band space. Right: Acceptance of all applied cuts for the super-WIMP analysis.
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2.2.4 The Background Model and Signal region
A required aspect for the production of a profile likelihood limit is an accurate model
describing the behaviour of the background in the RoI in the absence of a signal. To
achieve this, Co and Th calibration data is used, as the electronic recoils produced from
this data is expected to follow the same shape as the background, while the high statistics
masks any potential signal that may arise from superWIMPs. As both Co and Th datasets
are taken independently, it is imperative that, when observed separately, the shape of each
are comparable. If, for any reason, the distribution of the Co and Th data do not follow
the same trend, it is not possible to determine the appropriate background model, and thus
cannot be used for the analysis.
Figure 2.25 compares the Co and Th data, plotted independently of one another as a
function of combined energy scale (CES).
Figure 2.25: Left: Comparison between Co and Th data. Right: zoom into the low energy region.
As can be observed in Figure 2.25, there is a significant deviation from the ratio of 1.4 in
the energy region below 5keV. In order to determine our signal region, the method by which
the limit is intended to be determined must first be know. For the profile likelihood analysis,
the signal region for a given mass of superWIMP is blinded in the region determined by
the resolution of XENON100. The region 2 sigma from the mass in question is then
used to perform the profile likelihood analysis. From this, this signal region can then be
determined based on the maximum and minimal energies from which the Co and Th data
can accurately predict the shape of the background. The minimal energy is defined at 5 keV
by the discrepancy between the Co and Th data, and the maximum energy is defined by
the peak produced from 131mXe, and lies at 140 keV, as can be seen in the DM spectrum
shown in Figure 2.26.
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Figure 2.26: Dark matter spectrum of run 10 after the application of all super-WIMP cuts to be used
for the analysis. The peak observed at 165 keV is due to the presence of 131mXe.
Finding the energy at which the 2 of the resolution does not fall below the minimal
threshold, or the highest threshold then gives us the energy region that can be probed. This
amounts to a sensitive region between 8-125keV.
With the sensitive energies determined, the background model can then be created. For
this analysis, a modified fermi function was used to fit the data. The full equation is shown
in eq. 2.10
Background = 553:012
1 + e x 
 4:69899
1:03531
  23:1283  :0144532x2+8:87476 10 5x3 (2.10)
The resultant fit to the Co and Th data can be observed in Figure 2.27. The resultant
distribution is accurately capable of describing the background distribution, and can thus be
implemented into the profile likelihood analysis in order to determine the expected number
of background events within the dark matter data.
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Figure 2.27: Co and Th model used for run 10 using a modified fermi-function.
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2.2.5 Profile Likelihood Analysis
To constrain limits on gaee and ; a profile likelihood analysis, as described [here] and [here]
is employed. The full likelihood function is given by
L((gAee; 0=); Nb) = Poiss(N jNs +Nb)
NY
i=1
Nsfs(CESi) +Nbfb(CESi)
Ns+Nb
(2.11)
Where gAee and 0= are the coupling constants for pseudo-scalar and vector super-
WIMPs respectively, N is the total number of observed events Ns is the number of signal
events, Nb is the number of background events, fb(CES) is background model as shown
in the above sections, and fs(CES) is the signal model derived from a monochromatic
peak smeared by the energy resolution of XENON100 given a rate determined by theory.
The parameters of interest are gaee or ; whereas Nb and N exp are considered as nuisance
parameters.
With all the appropriate models and cuts for the analysis now defined. It is also possible to
display the dark matter data, with the scaled background model, and signal models added.
Figure 2.28 displays the dark matter data overlayed with the scaled background model and
the predicted signal within the detector for pseudo-scalar super-WIMPs modelled with a
coupling constant of gAe = 1 10 12
For each considered mass of bosonic superWIMP, the region 2 as determined by the
energy resolution is blinded. The events remaining in the dark matter spectrum are then
used to scale the background model as shown in Figure 2.27, and is used to make a prediction
on the number of background events in the region of interest. The region is then unblinded
and the profile likelihood calculation is performed. As this 2 window must not exceed
the sensitive energy region between 5-140 keV, the range of bosonic superWIMP masses is
restricted to those between 5-125 keV.
Using the models and methods described above, a profile-likelihood limit can be set on
the coupling constants for each type of superWIMP, and compared to the current limit
produced by XMASS. The results are shown in the Figure 2.29, along with the 1 and 2
sigma bands of the sensitivity, and the results from XMASS-I.
As shown in Figure 2.29, XENON100, as a result of its higher background, is unable to
reduce the limit shown by XMASS for masses between 60-120. XENON100, is however, able
to probe much lower masses, and extend the signal region slightly up to 125keV. This result
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Figure 2.28: Dark matter data from run 10 including a scaled background and signal model for pseudo-
scalar super-WIMPs modelled with a coupling constant of gAe = 1 10 12
is therefore able to prove that XENON100 has probed new parameter space for bosonic
superWIMPs in extending the energy range from that previously obtained by XMASS-I.
To determine the validity of implementation of the profile likelihood limit, cross checks
can be studied. One would be a study to determine if the analysis used is able to identify a
signal if one were to exist. This was performed by injecting a Gaussian signal of standard
deviation equal to the energy resolution of the detector to a simulated background from the
background model. This was tested with a pseudo-scalar signal with a coupling constant of
gaee = 1  10 12. The extracted coupling constant from the profile likelihood analysis can
then be subtracted from the input value to determine the accuracy of the analysis code.
The result of this cross-check performed over the full range of super-WIMP masses sensitive
to XENON100 can be observed in Figure 2.30.
In addition to determining the ability to extract a signal, alternative methods of perform-
ing the profile-likelihood calculation can be tested. In particular, in the absence of a signal,
one may take the entire dark matter data as background, and perform an analysis as such.
This removed the necessity to blind the 2 region around the tested super-WIMP mass,
and thus have greater statistics to determine a limit. As a result, the statistical fluctuations
observed in the limits shown in Figure 2.29 may be reduced. A plot comparing these two
methods with respect to the results from XMASS-I can be observed in Figure 2.31. Al-
though there are small discrepancies between the two methods, in which the single signal
54
2.2. THE SEARCH FOR BOSONIC SUPER-WIMPS
Figure 2.29: Profile likelihood limits for superWIMPs in XENON100 for peudo-scalar (top) and vector
(bottom) super-WIMPs in comparison to the latest results from XMASS. The green and
yellow bands denote the 1 and 2  regions from the sensitivity.
region method provides a slightly better limit in the center of the sensitive mass range,
the differences are statistically consistent with one another. As a result, both methods are
valid, and the statistical method holds in both cases.
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Figure 2.30: Results from injecting a pseudo-scalar super-WIMP signal with gaee = 1  10 12. The
applied signal is subtracted from that determined from the profile-likelihood method and
shown as a function of the super-WIMP mass.
Figure 2.31: Comparison between a profile likelihood limit calculated by blinding the 2 signal region
defined by the energy resolution of XENON100 (blue curve), and a method by which the
entire background is used within the calculation (red curve). These results have been
performed for the pseudo-scalar super-WIMP, and are placed in context with the latest
results from XMASS.
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XENON1T
Using a total of 3.3 tonnes of liquid Xenon (LXe) in a cylindrical cryostat, XENON1T in-
tends to expand upon the success of XENON100 by producing a detector two orders of mag-
nitude more sensitive than its predecessor, reaching a sensitivity on the spin-independent
cross section at 210 47 cm2 at 30GeV. This would then be the lowest limit set for WIMPs.
3.1 The XENON1T TPC
At the heart of XENON1T, encompassing the sensitive volume and allowing S1 and S2
signals to be detected lies the TPC. A schematic displaying the basic dimensions and com-
ponents of the TPC can be observed in Figure 3.1
Each component of the TPC has been rigorously developed with low radioactive materials,
and then screened to quantify the activity of every component. Capping the TPC, and laying
above the top PMT array is a stainless-steel diving bell. This structure, 1m in diameter,
and 0.6m in height, is responsible for maintaining the liquid level of XENON1T TPC. A
full, detailed description of the workings, and testing of this component will be given in
section 3.5.
Below the upper PMT array lies the uppermost part of the electric field cage. The
purpose of this cage is to apply a uniform electric field throughout the TPC, to ensure the
reliable drifting of electrons produced from the initial interaction. The desired electric field
goal is 1 kV/cm, that will result in an electric drift velocity of approximately 2mm=s.
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Figure 3.1: Schematic representation of the XENON1T experiment, with the basic dimensions and
components that comprise the time-projection chamber.
The top of the cage consists of 3 hexagonal meshes. Two are named as gate meshes, and
placed on ground voltage. The top gate mesh, also known as the screening mesh, consists of
wires 178m in diameter with a cell opening size of 5.7mm. The lower gate mesh contains
wires of diameter 127m, and a cell opening of 3.5mm. The anode lies in between the two
gate meshes, is made of 178m diameter wires, with a cell opening of 3.5mm. Enclosing the
bottom of the field cage are two more meshes. These are the cathode, and bottom screening
mesh. Both consist of parallel wires, 216m in diameter and with a pitch of 7.5mm. A
summary of the information of all of these meshes can be observed in Table 3.1.
Connecting the cathode to the anode, through a chain of resistors are the shaping rings.
Arguably the most important structure in the field cage for the electric field uniformity, the
shaping rings apply a radial electric field to provide uniformity to the field produced from
the anode and cathode. Their design and spacing has been specifically chosen based on
numerous simulation, some which will be detailed in the sections below. 74 of these, made
from low-activity OFHC copper are evenly spaced between the cathode and upper meshes.
Between the shaping rings, two redundant chains of 5G
 resistors are placed. A resistance
twice as large as this this is then used to connect the cathode and first shaping ring.
On the inside of the shaping rings, 48 high quality PTFE reflection panels are positioned,
being supported by 24 PTFE pillars, both running the length of the TPC. The purpose of
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TPC
Electrode
Type Material Wire Di-
ameter
[m]
Pitch/Cell
opening
Transparency
[%]
Top Screen hex etched stainless
steel
178 5.7 95.3
Anode hex etched stainless
steel
178 3.6 90.4
Gate hex etched stainless
steel
127 3.5 93.1
Cathode parallel
wires
Au-plated
stainless
steel
216 7.5 97.1
Bottom
Screen
hex etched Au-plated
stainless
steel
216 7.5 97.1
Table 3.1: Specifications of the five TPC electrodes which were optimized for S1 light collection and
high voltage stability. Both wire electrodes feature one single wire installed perpendicular to
all others to minimize elastic deformations of the frames.
the reflector panels is to increase the light collection efficiency of events within the sensitive
volume of the detector.
3.2 Field Simulation of the XENON1T TPC
This section will detail the electric field simulations performed to improve upon, and increase
the uniformity of the the electric field within the XENON1T TPC by altering the design of
the field cage.
3.2.1 COMSOL and the Finite Element Method
The finite element method is a numerical technique for finding a solution in a domain with
boundary values. Therefore we have to separate the whole computational domain into
N finite elements to obtain the electric potential in the inner region. Common elements
are tetrahedral in three dimensions and triangles in two dimensions. The electric potential
inside one triangle can be described by the three corner potentials of the triangle: 1; 2; 3.
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For the case we have only one element the corner potentials are well known. The electric
potential inside the triangle is assumed with a linear function by the following equation:
tri(x; y) = c1 + c2  x+ c3  y (3.1)
Where x and y are the coordinates and c1; c2 and c3 are coefficients. The coefficients
c1, c2and c3 can be expressed by the the corner potentials of the triangle. In this way we
obtain a linear equation system for the electric potential inside the triangle:
26412
3
375 =
2641 x1 y11 x2 y2
1 x3 y3
375
264c1c2
c3
375 (3.2)
After solving for the coefficients we obtain the potential in one element in terms of the
corner potentials. Given by the following formula
tri(x; y) = N11 +N22 +N33 (3.3)
Where N1, N2 and N3 are defined interpolation functions from the solution of 3.2 If
we have more than one triangle, we have to set up a global matrix over an additional
condition. The calculation of the corner potentials of the triangles can then become difficult.
Futhermore, for complex models, the matrix can become extremely large resulting in a great
amount of computing power in order to solve it. The computing requirements for FEM is,
as a result, one of the disadvantages of using this method.
As an alternative, one may also use the Boundary Element Method (BEM), whereby
one calculated the eletric field along defined lines. This method can alleviate much of the
computing power requirements. For the purposes of the following analysis, however, this
was not employed.
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3.2.2 Optimising the Simulation
In the context of performing the electric field simulations for the XENON1T TPC, there
are three primary methods that must be explored to determine the most viable solution.
Those are a flat 2D simulation whereby only the cross section of the TPC is taken and
simulated upon, a 2D axisymmetric model where the geometry is assumed to be cylindrically
symmetric, and thus a 3D simulation can be assumed from a 2D cross-section, and finally
a full 3D representation of the chamber. Each of these methods is a compromise between
simulation and accuracy, and it is therefore of great importance to quantify the accuracy of
each method with respect to the full 3D simulation.
The geometry for these simulations is an approximation based on a general layout of a
TPC containing 2 fictional PMTs expansing across the 4 cm TPC, and is not a represen-
tation of an existing TPC. The model cross-section is shown in Figure 3.2 and is identical
for both the 2-dimensional axisymmetric and 3-dimensional models. Although both models
are provided with the same cross section, the differing geometries require a different coor-
dinate system. In these simulations the ’z’ coordinate of both models are identical, and the
radial component of the two dimensional simulation corresponds to the y-component of the
three dimensional model. That is to say that the direction of the mesh wires propagates
perpendicularly to the y axis in this coordinate system.
The importance in determining differences between these models lies in the effects of the
simulated mesh layouts. An axisymmetric model allows for a greater simulated resolution,
however each mesh is modelled as concentric circles. A full 3 dimensional model provides a
much greater geometric accuracy, however computing memory restricts the simulation to a
lower resolution and longer computation time.
Each model contains the same object dimensions, and positions are defined from the
middle of the central chamber. Wires have been given a 0.8mm diameter with a 3mm
mesh spacing and a nominal drift field of 1 kV/m. The cathode is placed at -3 kV, and the
anode at 5kV and are placed at z=-15mm and z=20mm respectively. Four shaping rings
5mm in length and 2mm in width are added, and equally spaced within the length of the
central TPC chamber. The two PMTs are positioned at either end of the model are placed
at a 1 kV potential, and the entire model is then encompassed via a grounded cryostat vessel.
All materials, including liquid and gaseous xenon, copper, PTFE, and structural steel for
the surrounding structure have been accurately implemented into the simulation. The 2D
cross-section which is then applied to every version of the geometry is shown in shown in
Figure 3.2
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Figure 3.2: 2-dimensional cross section of a small, fictional TPC.
Plots comparing the radial and normal components of the electric field [V/m] between
then two models are shown below. Results are taken as a function of both TPC length
and radius. The average normal field within the 2 dimensional model was measured
to be 1.01105V/m while the full 3 dimensional model simulated an average field of
0.99105V/m, a percentage difference of 2%. In an ideal model, the expected average
field within the central TPC chamber would be 1105V/m by design. The electric field for
the full simulation of the 2D axisymmetric and 3D model can be seen in Figure 3.3
Figure 3.3: Electric field cross section simulation for a 2D axisymmetric model (left) and 3D (right)
along the r/y-z plane.
Figure 3.4 illustrates the differences between the three model types along the vertical
z-axis of the TPC at two positions along the radial coordinate. Comparison between the
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geometry of the two 2D simulation show that the axisymmetric model requires half of the
full cross section to simulate, the 2D model requires the full cross section. The primary
advantage in the 2D simulation is that any specific cross section which may differ from
cylindrical symmetry may be taken, however, only the axisymmetric model is simulated
in three dimensions, and thus the purpose of this investigation is to determine how these
differences affect electric field results. It may be observed in this figure that the 2D- ax-
isymmetric and 3D models are in good agreement at the center of the TPC, within 0.1%
of each other along the centre of the drift field. Although there are larger deviations at the
edges of the TPC, in the practical operation of a detector, the outer edges are excluded due
to the fiducial volume. Although the 2D simulation shows a similar trend to the alternative
simulations, a consistent discrepancy in the slope is observed, leading to the impression of
a more uniform field.
Figure 3.4: Normal electric field value for a 2D, 2D axisymmetric 3D simulation between the cathode
and ground mesh at r=0 (left) and r=10mm (right)
The electric field along the radial axis for the three simulation types can be observed
in Figures 3.5 and 3.6 as a function of the normal electric field, and radial electric field
respectively. Both the 2D and 2D axisymmetric simulations demonstrate an agreement
within 1% of the normal electric field value, however the 2D-axisymmetric simulation is
observed to have a more consistent gradient with respect to the 3D model.
To conclude, each simulation type demonstrated in this section agree well with one an-
other within 2% of the full normal electric field. The full 2D simulation however, produces
results of a more uniform electric field in almost all cases analysed above. As an alternative
to the full 3-dimensional simulation, however, a greater agreement may be observed with
an axisymmetric model than a full 2D-cross section. A a result, to improve upon simulation
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Figure 3.5: Normal electric field value for a 2D, 2D axisymmetric 3D simulation between the cathode
and ground mesh at z=0 (left) and z=5mm (right)
Figure 3.6: Radial electric field value for a 2D, 2D axisymmetric 3D along the length of central chamber
at r=0 (left) and r=5mm (right)
time, and computing power required, the 2D axisymmetric model will be employed for all
future simulations.
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3.2.3 Creating a Standard for Simulation Comparison
For long-term comparison between electric field simulation models that may performed
via different methods or institutes within the collaboration, a universal standard must be
developed to define regions of interest within the TPC that must be analysed in order for
a fair contrast to be made with previous results.
In order to determine how such a standard must be defined, one must first recognise the
areas within the TPC that are of the greatest interest, and importance. Immediately, the
field at the center of the TPC, both extending vertically and horizontally must be considered.
The uniformity along these lines allows for a clear understanding of the uniformity of the
electric field along the entire length and width of the TPC.
As the purpose of these simulations is to develop a design to produce the most uniform
electric field, regions within the detector must also be define where the value of this electric
field is expected to deviate most from the mean. To this extent, three lines, and two areas of
the TPC are considered. Those are the regions just below the gate, just above the cathode,
as well as close the the side walls of the TPC. Further to this the regions at the top and
bottom of the chamber where the gate and cathode meet with the walls must also be taken
into account. In order to remove small-scale effect caused by the positioning of the electric
field shaping rings, or the wires of the gate and anode, the lines to be standardised are
placed horizontally 50mm below the gate, 50mm above the cathode, and similarly 50mm
away from the walls of the TPC. The regions enclosed within the intersections of these lines
at the top and bottom of the chamber will also be standardised as an area of interest.
The analytical lines detailed here are schematically represented in 3.7
A summary of the standardised analytical lines and regions can be observed in Table 3.2
below.
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Region of interest Purpose
Radially central, extending TPC
in the z direction
Provides information as to the
uniformity across the direction of
drift.
Line centred along the z direc-
tion, extending radially across the
TPC
radial drift of electrons, useful for
the field map can be determined.
Line 50mm from the side walls,
extending along the z dimension
along the length of the TPC
Measurement of uniformity along
sensitive region near the shaping
rings.
Line 50mm above the cathode ex-
tending radially
Measurement of the uniformity in
the region close to the cathode.
Line 50mm below the gate grid
extending radially
Measurement of the uniformity in
the region close the the gate.
Region around the intersection
between the TPC wall and cath-
ode
High electric field due to the pres-
ence of the first shaping ring, and
the cathode
Region around the intersection
between the TPC wall and the
gate
High electric field due to the pres-
ence of the last shaping ring, and
the grounded gate.
Table 3.2: Summary of Standardised lines and regions for electric field simulations.
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Figure 3.7: Schematics of the analytical lines used for the electric field simulation of the XENON1T
TPC
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3.2.4 The Geometrical and Electric potential Models
Using a Using a 2-dimensional cylindrical symmetry it is possible to simulate the entire
TPC by building half the cross-section of the full model. The base of the central chamber
of the TPC is defined to be at z=0, and the radial coordinate is centred on the full model.
All model descriptions below will assume this generalisation.
The default model of XENON1T used is shown in the Figure 3.8 (top). A more de-
tailed view of the anode and cathode regions is then shown in Figure 3.8(bottom). The
outer dimensions extend from z=-230mm to z=1300mm and r=0mm to r=540mm with
the central TPC chamber positioned from z=0mm to z=983.9mm, the cathode mesh has
been placed just below and a ground mesh directly above this. Five copper meshes are
located at coordinates z=-50mm z=-1mm z=984mm, z=989mm, z=994mm. The three
uppermost meshes are fixated via a the structure shown in Figure 3.8 (bottom left) which
is encompassed in PTFE. Mesh spacing is 5mm for all but the anode and the ground mesh
directly above the central chamber. These have a spacing of 2.5mm and are phase shifted
by 180 degrees to each other. All mesh wires have a diameter of 0.25mm. The liquid-gas
interface is located at z=987mm, between the anode and ground mesh. PTFE is placed
along the outer vertical perimeter of the central TPC chamber with a thickness of 5mm,
located 1mm from the chamber wall and resting directly against the shaping rings. The
shaping rings themselves are 20mm in length and 5mm in width with rounded edges. 39
of these rings are spaced 5mm apart equally between the cathode and first ground mesh.
The PMTs, for the purposes of the simulation, are modelled as two solid copper objects
50mm in height and 4875mm in radius positioned at z=1075mm and z=-65mm. Figure
3.8 (bottom right) shows the cathode holding structure. The current design measure 11mm
in with and 15mm in height, including the 5mm wide protrusion. It has been positioned
to be as close as possible to the radius of the cathode rings.
The geometry as shown in the figure 3.8 above will be known as the version 0 of the
geometry. All other versions of the geometry will be based on this.
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Figure 3.8: Top: Cross-section of base XENON1T simulation model. Bottom: Detailed view of the
COMSOL simulation geometry in the region of the anode (left) and cathode (right).
69
CHAPTER 3. XENON1T
The following is a full description of each geometry to be tested to determine the most
optimal setup:
• Version 1: The primary difference to version 0 lies within the distribution and size
of the shaping rings. They have been altered such that both the spacing between
the rings, and the size of the rings themselves have been halved. They now measure
10mm in length, 5mm in width and have a spacing of 2.5mm. With the decreased
spacing and size of the shaping rings, 78 are able to be placed in this version where
39 were in Version 0.
• Version 2: Shaping rings have been altered to be 10mm in length as in version 1. The
ring positioning, however, has remained unchanged from version 0 thus. The number
of rings, therefore, remain unchanged and the ring spacing has become 15mm.
• Version 3: Shaping rings have been altered to be 10mm in height, with spacing
between them of 5mm. The total number of shaping rings is 65, evenly spaced
between the cathode and ground mesh. Variations on this geometry are defined by
the spacing between shaping rings. For example, simulation 3-0 10mm refers to
geometry version 3 using a 10mm spacing between shaping rings.
• Version 4: The upper and lower edges of the shaping rings have been altered from
their semi-circular shape to a more “flat” configuration with rounded edges instead.
Shaping ring size stands at 10mm, but spacing between them is at 2mm. That is to
say, a center to center distance of 12mm with 81 shaping rings evenly spaces between
the cathode and ground mesh.
There are two models of the electric potential that may be coupled with each of the
geometrical simulations. These are described below
• Version 0: The base model of the electric field simulation contains the general outline
from which other configurations may be based. The outer structure of the model is
grounded, so too are the lowest mesh as well as the two meshes above and below
the anode, which is placed at 5kV. For the holding structure shown in Figure 3.8
(bottom), all copper objects are placed at the potential of the mesh to which they
connect. The cathode is given a -100 kV potential, from which the electric potential of
the shaping rings are defined. The step in potential between the shaping ring is based
on the number of rings in the geometry and the cathode potential. For example, for
the geometrical version 0, there are 39 shaping rings before the ground mesh. The ring
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directly above the cathode (assuming this is at -100 kV) would therefore be placed at
-97.5V, then -95 kV etc such that the ring before the ground mesh is -2.5 kV. This is
to simulate uniform resistors between shaping rings.
• Version 1: This setup is identical to Version 0, except for the potential between
the cathode and the first shaping ring. This particular configuration places a virtual
resistor that is larger than in Version 0 solely between the cathode and first shaping
ring. Subsequent potential differences between the rings are evenly distributed to the
ground mesh. This is simulated by considering a cathode at a higher or lower voltage
than the actual (-100 kV), and distributing the potentials in an identical fashion as
outlined in Version 0. This can be defined by stating the virtual difference of the
cathode from the actual electric potential.
3.2.5 Notation for Comparing Simulations
The purpose of this investigation is to accurately determine the distribution and uniformity
of the electric field within XENON1T using the electrostatics module of COMSOL. Alter-
ations to the geometry and electric potential have been implemented to observe further
effects. Results of electric field simulations using the COMSOL electrostatics module are
outlined below. The labelling system used is to differ between the multiple versions of ge-
ometry and electric potential layouts. The first number in this labelling system represents
the version number of the geometrical configuration, a ”-” then divides between the version
number of the electric field configuration. For example, results of simulation 0-1 would be
the results using geometry version 0 and electric potential version 1. This notation can
be altered with additional information specific to a geometrical or electric field configu-
ration, such as specifying the shaping ring distance, size, or potential difference between
the cathode and first dynode. This notation is consistently used throughout the following
sections.
3.2.6 Determining the Optimal TPC Design
In order to methodically determine the Optimal TPC design for XENON1T, each geomet-
rical and electric field version combination must be explored. Each comparison between
combinations must be analysed to determine the improved model which will then become
the new standard from which future simulations must be compared. In order to begin the
process of optimisation, the base model, version 0-0 is simulated in order to find the base
electric field uniformity.
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Figure 3.9 shows the normal electric field distribution within XENON1T with simulation
version 0-0. This simulation is to be the basis by which future simulations will be improved
upon. Field lines have been added and distributed evenly over the model. The colour
scale has been altered to produce greater detail within the drift field region. The greatest
deviations from the mean electric field value of 99.9kV/m are found at the upper and lower
corners of the central TPC chamber in the region where the side walls intersect with the
cathode and gate. This is due to the presence of the shaping rings that have are placed on
a different potential than the surrounding field cage.
Figure 3.9: Normal electric field simulation of the base design for XENON1T.
By adding a virtual resistor to the space between the cathode and first shaping ring
equivalent of the 2750V potential difference results in the comparison shown in Figure 3.10
between the base 0-0 simulation and 0-1 with this resistor.
From a visual comparison of the two it is clear that the introduction of a higher potential
between the cathode and first resistor results in a greatly improved uniformity within the
sensitive volume of the chamber. The 0-1 simulation must therefore be the new base with
which to compare with future simulations. Prior to this, however, one must determine
which of the geometrical versions of the TPC result in the most uniform field, after which
one may apply version 1 of the electric field.
Results of electric field simulations demonstrate the effect of smaller shaping rings using
the same potential distribution between them are shown in Figures 3.11 3.12 , 3.13, and 3.14 .
Smaller shaping rings can be seen to provide a smaller variation by a factor depending on the
position of the analytical line. As may be expected from introducing a larger gap between
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Figure 3.10: Normal electric field simulation of the base design for XENON1T (left), and the same
geometrical design with an added electric potential of 2750V. between the cathode and
first shaping ring.
shaping rings, the leak-through of the electric field is greater than in other geometrical
configurations at approximately 25mm from the central TPC chamber wall. This is opposed
to 10mm from version 0-0. Geometry version 3-0, using 10],mm shaping rings with 5mm
spacings, are also plotted alongside the alternative geometries. It was also decided to vary
the distance between 10mm shaping rings to observe the effects not only of the size of the
rings, but also the spacing. For this reason, an additional geometry entitled “3-0 10mm”
has been created using 49 10mm shaping rings of separation 10mm.
The average normal electric field for 0-0, 2-0, 3-0 and 3-0 10mm over the entire central
chamber is 99820 V/m, 99780 V/m, 99850 V/m, and 99793V/m respectively. A comparison
of the electric field norm can be observed in Figure 3.11.
Figure 3.11: Cross section displaying the normal electric field within XENON1T for version 2-0 (left)
and 3-0 (right).
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Figure 3.12: Normal electric field along the z axis at radial positions r=0 (left) and r=440mm, 50mm
from the edge of the central chamber (right) using simulation 3-0.
Figure 3.12 shows a comparison between the simulations 3-0 and 3-0 10mm by observing
the differences along the z dimension at both at the center of the TPC, and then again
50mm from the edge of the side walls. From this figure, it is clear that simulation 2-0
is able to maintain a more uniform electric field along the full length of the TPC. This
conclusion is supported in Figures 3.13 and 3.14 that investigate the uniformity of the
normal and radial electric field along the radial dimension of the TPC respectively.
Configuration 2-0 clearly demonstrates an improvement over alternative geometries. The
results illustrating this, however, do not demonstrate the electric field “leak through” caused
by the greater physical space between shaping rings. Figure 3.15 below displays the electric
field 10mm from the PTFE wall along the vertical axis of the TPC, where the large vari-
ations in electric field can be observed as a cause of this greater spacing in configuration
2-0. Due to this effect, geometrical version 2 is not a viable option as the deviations in the
electric field at the edge of the TPC are too great.
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Figure 3.13: Normal electric field along the radial axis from the center of the TPC chamber (left) and
z=50mm (right) with simulation 3-0.
The following is an investigation into the effects of creating a greater potential gap be-
tween the cathode and first shaping ring. The geometry chosen for this investigation consists
of 10mm shaping rings spaced evenly by 10mm between the cathode and gate mesh. The
difference in potential between the cathode and first shaping ring for configuration 3-1 is
1500V greater than that of 3-0. The average electric field within the TPC for simulation
3-1 10mm has been calculated at 99762V/m.
Figure 3.16 displays the electric field within the TPC, comparing the results of the sim-
ulation of version 3-0 10mm and 3-1 10mm, with a focus on the regions of high electric
field around the top and bottom corners of the TPC where the side walls meet the gate and
cathode. By eye, one can observe a drastic improvement in the uniformity of the electric
field within the entirety of the TPC in this figure. By looking into the regions of high
electric field in more detail, where the primary difference between the two models lie, the
specific differences in these regions can be observed. In order to quantify the improvement
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Figure 3.14: Radial component of the electric field along the radial axis from the center of the TPC
chamber (left) and z=50mm (right) with simulation 3-0.
Figure 3.15: Normal electric field along the vertical, z-axis 10mm from the PTFE surface of the TPC
chamber.
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Figure 3.16: Cross section displaying the normal electric field within XENON1T for version 3-0 10mm
(left) and 3-1 10mm (right). The colour scale displays the electric field in V/m. The
simulated half cross section is shown (top) along with the cathode area (center) and
anode (bottom).
to the uniformity of the electric field with simulation 3-1 10mm, however, the standardised
lines must be investigated and compared with simulation 3-0 10mm.
Comparing the normal electric field for simulation 3-1 10mm and 3-0 10mm along the
z-axis of the TPC as in Figure 3.17 results in a clear improvement with the implementation
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Figure 3.17: Top: Normal electric field along the z axis at radial positions r=0 (left) and r=440mm,
50mm from the edge of the central chamber (right). Middle: Normal electric field along
the radial axis from the center of the TPC chamber (left) and z=50mm (right). Bottom:
Radial component of the electric field along the radial axis from the center of the TPC
chamber (left) and z=50mm (right)
of electric field version 1. Although an improvement is observed at the edges of the TPC,
the improvement is most striking at the center, where the variation in the normal electric
field has dropped from  4% to  2 %.
78
3.2. FIELD SIMULATION OF THE XENON1T TPC
Following the comparison of simulations 3-0 10mm and 3-1 10mm along the z-axis,
the radial axis must also be investigated in order to determine if the same improvements
observed in Figure 3.17 hold along both directions. In order to determine any potential drift
of electrons along the radial component of the TPC, the electrical field along that direction
is also simulated.
A re-design of the shaping rings is then considered, altering the shape to 8mm spaced
evenly with a center to center distance of 10mm. Comparing this new design to the previous
best simulation 3-1 10mm yields the following results shown in Figure 3.18.
Figure 3.18: Top: Cross section displaying the normal electric field within XENON1T for version 3-
1 10mm (left) and 4-1 (right). The colour scale displays the electric field in V/m. The
simulated half cross section is shown (top) along with the cathode area (center) and anode
(bottom). Bottom: Normal electric field along the z axis at radial positions r=0 (left) and
r=440mm, 50mm from the edge of the central chamber (right).
From Figure 3.18, a factor 2 improvement in the uniformity of the normal electric field for
simulation 4-1 may be observed along z-axis in the center of the TPC. To judge the radial
distribution of this improvement, the simulations were performed across the remaining
standard analytical lines, the results of which are shown in Figure 3.19. These additional
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comparisons between 3-1 and 4-1 comprehensively demonstrate that simulation 4-1 improves
the uniformity along almost all directions by a factor of 2. Furthermore, when observing the
variations of the electric field nearby the PTFE panels, 4-1 is able to completely eliminate
the non-uniformities previously observed in simulation 3-1.
Figure 3.19: Top: Normal electric field along the z axis at radial positions r=0 (left) and r=440mm,
50mm from the edge of the central chamber (right). Middle: Radial component of the
electric field along the radial axis from the center of the TPC chamber (left) and z=50mm
(right). Bottom: Normal electric field along the vertical, z-axis 10mm from the PTFE
surface of the TPC chamber.
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Concluding the simulations provided above. The geometrical and electric field config-
urations that maximising the uniformity the greatest along the majority of the TPC is
simulation 4-1. Average normal electric field variation for this simulation is maintained at
1-2% across the entire TPC.
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3.2.7 Simulations of Shaping Ring Deviation
The following compares the variations in the electric field between shaping rings spaced
2mm apart with respect to 3mm. A stronger potential difference has been placed between
the cathode and first shaping ring of 2600V for the 2mm and 2800V for the 3mm. These
values have been chosen to optimise the uniformity under each case to provide a more direct
comparison. Results demonstrating the differences in the electric field between these two
models may be observed in Figure 3.20 and 3.21.
Figure 3.20: Top: Normal electric field simulation within the TPC, and along the z axis for simulation
4-1 with shaping rings spaced by 4mm with a potential difference between the cathode
and first shaping ring of 2800dv (left) and 3mm apart (right). Bottom: Normal electric
field along the z axis at radial positions r=0 (left) and r=440mm, 50mm from the edge of
the central chamber (right) for both the simulation described on ”Top”
Using the optimised version of the TPC design, one can now begin to study the depen-
dence of field uniformity on the radial positioning of the shaping rings. Any correlation
between these two parameters is of great importance due to the structural variations that
may occur during the constructions of the shaping rings. As such, one must study the
82
3.2. FIELD SIMULATION OF THE XENON1T TPC
Figure 3.21: Top: Normal electric field along the z axis at radial positions r=0 (left) and r=440mm,
50mm from the edge of the central chamber (right). Middle: Radial component of the
electric field along the radial axis from the center of the TPC chamber (left) and z=50mm
(right). Bottom: Normal electric field along the vertical, z-axis 10mm from the PTFE
surface of the TPC chamber.
change in uniformity of the electric field in the case in which the shaping rings are moved
of order 1mm, the typical production error stated for the shaping rings.
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Prior to performing any simulations, the scenarios to be compared must first be deter-
mined. The first case is that in which all the field shaping rings are appropriately con-
structed, however the cathode is 1mm too large in radius. The second is the inverse of
this case, in that all the shaping rings are systematically positioned 1mm greater in radius,
and the cathode is correctly positioned. The third scenario is one in which the cathode and
shaping rings are randomly determined to either be correctly positioned or 1mm larger in
radius. This last study is a worst-case scenario in the event in which the shaping rings have
a 50% probability to be incorrectly constructed with a 1mm larger radius.
The first simulations were performed looking at the uniformity of the field along the
z-direction of the TPC in two positions, both in the center, and half way towards the edge
of the detector at r=250mm. The results of these simulations are shown in Figure 3.22,
and show no significant deviations of the field between each other.
Figure 3.22: Electric field norm along Z direction of XENON1T at the centre of the TPC (left), and
at r=250mm (right). The blue line indicates no change from the XENON1T model, the
green line indicates and increase of 1mm in radius of all shaping rings but the cathode,
and the red line is a result of only increasing the cathode radius by 1mm.
The normal electric field must then also be compared along the radial component of
the TPC. To compare the deviation of each scenario along the entire length of the TPC,
four Z-coordinates have been selected, Z =100mm, 200mm, 500mm, and 600mm. The
results can be shown in Figure 3.23. From this figure one can observe a large deviation
from uniformity in the case in which the shaping rings are expanded radially at random
in the region between r=450-480mm, at the edges of the TPC. By observing how this
deviation evolves as a function of Z within these plots, it can be see that this is a result of
the positioning of the analysis line with respect to the Z-position of the shaping rings. As
these values of radius are not to be within the fiducial volume of the detector, variations in
this region are not vital to the accurate operation of the TPC.
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Figure 3.23: Electric field norm along radial direction of XENON1T at z=100mm (top left), z=200mm
(top right), z=500mm (left), and at z=100mm (right). The blue line indicates no change
from the XENON1T model, the green line indicates and increase of 1mm in radius of all
shaping rings but the cathode, and the red line is a result of only increasing the cathode
radius by 1mm.
From Figures 3.22 and 3.23, one can conclude that uniformity is held along all simulations
along the entirety of the TPC. The largest deviation is shown in the range between r=450-
480mm in the case in which the shaping rings are distributed randomly. To determine the
average deviation along the length of the TPC, the normal electric field at r=460mm along
the z-direction of the detector, along with the 2-D colour map of the random shaping ring
distribution is simulated and shown in Figure 3.24. From this figure, the average deviation
is shown to be <0.2%.
The results shown above demonstrate the a deviation of 1mm on shaping rings near
the cathode, have effects <0.2% on field uniformity, with the greatest deviations occurring
within 30mm of the TPC wall. This effect is small enough to be managed easily, and it is
possible that the volume will be cut out of the fiducial mass. It can therefore be concluded
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Figure 3.24: Electric field norm along Z direction of XENON1T at the centre of the r=460mm (left)
along with the 2-D field results of the scenario in which shaping rings are placed 1mm
greater in radius at random. The blue line indicates no change from the XENON1T model,
the green line indicates and increase of 1mm in radius of all shaping rings but the cathode,
the red line is a result of only increasing the cathode radius by 1mm, and the cyan indicates
the results for when shaping rings are placed 1mm greater in radius at random.
that a production error of 1mm on the radius of the shaping ring will not have any significant
effect on the electric field uniformity.
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3.2.8 Summary of Simulation Results.
As can be observed in the summary of the results in Table 3.3, after performing electric
field simulations on numerous geometrical and electric field configuration. Currently sim-
ulation 4-1, utilising 81 10mm shaping rings spaced 2mm apart with rounded edges as
opposed to semi-circular ones, provides the most uniform field with an average variation of
approximately 1kV and an average field of 99755V/m.
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Simulation average vari-
ation from
100kV/m (%)
Leak-through
(approx)
(mm)
Reduced
Fiducial Vol-
ume (approx,
cm3)
Additional
Comments
0-0 5-10 10 30 Default Geome-
try
0-1 2-5 10 30 Potential dif-
ference of first
shaping ring
varies on geome-
try
1-1 1-3 5 15 Shaping rings
too close to-
gether for
practical use
2-0 1-2 20 60 High Leak-
through, low
variance
3-0 5-10 10 30 Very small dif-
ferences to 0-0
3-0 10mm 2-5 10 30 Compromise be-
tween 2-0 and 3-
0
3-1 10mm 1-3 10 30 1500V dV be-
tween cathode
and 1st shaping
ring
4-1(2mm
spacing)
1-2 5 15 2600V dV Most
uniform field
currently ob-
tainable, if
physically viable
41 (3mm
spacing)
1-2 5 15 2800V dV, uni-
form field and
structurally sta-
ble.
Table 3.3: Summary of results from each electric field simulation for the XENON1T TPC.
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3.3 Cryogenic Testing of a TPC Segment
In order to determine the structural integrity of the field cage, one must go beyond simula-
tion, and demonstrate practically the sturdiness of any design resultant from electric field
simulations. For the purposes of these tests, the field cage mock-up is consists of 75 10mm
shaping ring sections spaced 3mm apart from each other and placed within two PTFE comb
structures. The total length of the setup is 985mm.
Figure 3.25: Overall view of the experimental setup to test the field cage segment. Top left: Front
view displaying the length and PTFE of the TPC segment. Top right: The PTFE holding
structure, and shaping ring design. Bottom: The structure used to hold the TPC segment
to the platform from which it would hang.
Half of the segment was placed within a dewar filled with liquid nitrogen for approximately
5 minutes, until the mock-up had reached thermal equilibrium, using the setup displayed
in the images below.
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Figure 3.26: Image of the mounting structure for during the cryogenic tests of the TPC segment.
Figure 3.27: Images displaying deformations along 2 axis after cooling
After cooling, it was noted that the overall length of the segment had been reduced to
975mm. Deformations along the remaining axis were also observed, however the deviations
of these deformations were determined to not be significant enough to be of concern . After
the segment had warmed to room temperature, the overall length returned to 985mm, with
not structural weaknesses observed. It can therefore be concluded that, during the extreme
cooling scenarios implemented upon this TPC segment, due to the lack significant structural
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deformities observed, the current design of TPC will be able to withstand operational
conditions within XENON1T.
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3.4 Electric Field simulations of Photo-Multiplier
Tubes
3.4.1 Light Sensors for XENON1T
The ability for XENON1T to observe single photo-electrons (PE) is due to the precise
photo-detectors used, known as Photo-Multiplier Tubes (PMTs). Optimised over several it-
erations for low-radioactivity and high quantum-efficiency, 248 tubes are currently operated
in XENON1T [79]. They consist of photo-cathode, 3” in diameter coated in a tri-alkali
solution designed to be sensitive to xenon scintillation light. The electron released from
the result of an interaction between a photon and the photo-cathode is accelerated via an
electric field applied to the PMT due to the approximately 1.5kV provided to the voltage
divider that applies the field across the photo-cathode and all subsequent dynodes. The
accelerated electron then interacts with the first dynode, exciting further electrons. This
process is repeated across all 12 dynodes until the resultant electrons are extracted from
the anode as current. The desired gain, the ratio between initial photo-electrons and the
final signal electrons, is approximately 5  106, allowing for the observation of signals as
small as one electron.
As it is not possible to measure experimentally precisely how the inner workings of a
PMT perform, the primary method to determine the origin of observed effect from data,
such as after-pulses, is through simulation. By being able to simulate the electric field and
the drift of particles within the PMT, one can obtain an insight that may not be met by
experimental results.
3.4.2 Simulation Geometry
The entire structure of the PMT is not necessary in order to produce an accurate electric
field between the Cathode and first dynode. Therefore the geometry used to produce
the following simulation results includes the entire body of the PMT, the grid with the
surrounding plate, and the first dynode. The dimensions of each of these structures have
been carefully measured and implemented into the simulation. An Overview of the geometry
can be seen in Figure 3.28 below, and will be used for all subsequent electric field, and
particle drift simulations.
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Figure 3.28: Geometric setup used in simulations of the XENON1T photomultiplier tubes.Top: Exterior
of the PMT as viewed in the x-z plane displaying the exterior matieral (left) and inner
structure (right).
3.4.3 Electric Field Simulations
For the electric field simulation, the entire body of the PMT as well as the cathode placed at
the upper limit of the body is placed at a voltage of -1600V. The grid, the plate surrounding
the grid as well as the first dynode are placed at the same voltage of -1254V.
3.4.4 Electron Timing
To test the validity of the simulation, electrons were placed randomly on the cathode and
given a nominal velocity in the Z direction of -10m/s to negate edge effects of the simulation.
The resultant electron paths are shown in Figure 3.30. It is clear from the figure that
electrons, regardless of position created on the cathode are focussed efficiently onto the first
dynode.
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Figure 3.29: 2D cross section of the electric field map used in simulation of the XENON1T photomul-
tiplier tubes.
Figure 3.30: Electrons released at the cathode with an initial velocity directed downward at 10m/s. The
3D representation of each particle path is shown (left) along with the distribution of arrival
times (right). The colour axis represents time in seconds.
From Hamamatsu, we know that electrons should arrive at around 46 ns with a spread of
9 ns. Figure 3.30 demonstrates that both of these are consistent in the simulation. 10,000
electrons are initially released from the cathode, of these 9500 arrive at the cathode, giving
an efficiency of 95%. This is higher than the predicted (90%) from Hamamatsu, but may
be due to a difference in wire thickness between simulation and reality.
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3.4.5 After Pulse Simulations
For afterpulse simulations, a volume was defined within the upper cylindrical section of the
PMT. Particles can then be created randomly within this volume and, starting from rest,
be accelerated due to the field shown in Figure 3.29. The results of this analysis are shown
in Figure 3.31. The figure shows a consistent arrival time for protons colliding with the
cathode at around 0.2-0.3s. This is consistent with the expected value of 0.27s.
Figure 3.31: Protons released at rest randomly within the volume of the PMT above the mesh. The 3D
representation of each particle path is shown (left) along with the distribution of arrival
times (right). The colour axis represents time in seconds.
Using the same method as described previously for Figure 3.31, after pulses due to Xe130
were analysed. A single ionised atom of xenon using the same initial starting positions are
placed at rest within the electric field. Results of the analysis are shown in Figure 3.32.
The expected drift time for xenon according to the potential after pulse timing peak at
around 2.8 us. The drift times shown in Figure 3.32 show a much broader distribution than
expected with most take between 2-3 us.
Multiple other ions were also tested and the drift time distributions are shown in the
Figure 3.33. All tested ions display the same shape and behaviour of arrival time, with a
definitive peak being shown despite not being released at any particular point within the
detector.
The drift times of ions simulated in Figure 3.33 and compared in the table above all
correspond to the peaks given by experiment within 0.1us. This corresponds to a fractional
error with respect to experimental results ranging up to 6.1%.
Figure 3.34 demonstrates a comparison between all simulated and expected experimental
peaks. A fit is also displayed on this plot, the gradient of which has a value of 1.04. The
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Figure 3.32: 130Xereleased at rest randomly within the volume of the PMT above the mesh. The 3D
representation of each particle path is shown (left) along with the distribution of arrival
times (right). The colour axis represents time in seconds.
Ion Simulated Drift
Time [s]
Experimental
Drift Time [s]
Error with re-
spect to Experi-
ment [%]
He 0.53 0.52 1.9
CH4 1.05 1.00 5.0
CO 1.40 1.32 6.1
Ar/CO2 1.65 1.58 4.4
Table 3.4: Summary of results from each after pulse simulation, compared with the experimentally
observed value.
results of which demonstrate that, on average, the simulations of afterpulses are able to
predict their timing in experimental data to an accuracy of 4%
If we assume an electron from rest at the cathode, it accelerates though approximately
350V before it arrives at the first dynode. Using this, if an initially standing electron were
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Figure 3.33: Time from release to cathode for H,H2, CH44 Ne, N2, Ar, 130Xe++, and 130Xe released
at rest randomly within the volume of the PMT above the mesh
Figure 3.34: Graphical comparison between experimental and simulated afterpulse drift times for the
following ions listed from shortest to longest drift times: He, CH4, Ne, CO, Ar, 130Xe++,
130Xe
accelerated to the first dynode at deposited all of its energy to a CH4 mass of ion, it would
have an upper limit of around 65,000 m/s. This is, of course, not a realistic case, and
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therefore a velocity of the order 10,000m/s (approximately 1/6 of maximum, around 60eV)
seemed more appropriate. This proportional alteration in vertical velocity has been applied
to all ions based on their mass. The direction of the initial impulse to the 10,000 ions was
given directly towards the grid to ensure highest probability of transmission to the cathode.
The time distribution of ions reaching the cathode is shown in the Figure 3.35. Ions have
been released from the two surfaces on the first dynode that electrons were shown to hit in
Figure 3.30. Figure 3.35 provides a visual insight into the paths of ions (Ne in this case)
released from the first dynode.
Figure 3.35: Particle paths of Ne, starting from the first dynode with an initial velocity of 9,600m/s
towards the grid.
Of the 10,000 initial ions, it is observed that only approximately 5% made to the cathode
in this scenario. The results showed that the middle surface of the three on the first dynode
was providing all of the counts in Figure 3.36. All particles released from the horizontally
orientated section were accelerated towards the PMT wall. None of the peaks present in
Figure 3.36 correlate to their respective expected after pulse arrival times for this release
velocity. Please note the small time window present in the figure. It is possible to alter
this release velocity to purposefully produce an expected arrival time. Figure 3.37 shows
He released at around 60% of the total energy it could received from the electron. This
fraction holds true for all other ions.
In this scenario, for He, a 3.5 increase in release velocity halved the arrival time. Al-
though the peak is highly focussed and, by definition, the expected drift time value. The
specific requirements for this scenario to occur are unlikely and almost unphysical. As a
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Figure 3.36: Drift time distribution of ions starting from the first dynode with an initial energy of 60 eV
towards the grid. Ions reading left to right: He, CH4, Ne, CO.
Figure 3.37: Drift time distribution of He, given 207 eV of energy to reproduce the expected arrival time
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result, it is therefore be concluded that ions released at the first dynode will not realistically
arrive at the cathode, and particularly not with the timing desired given experimental data.
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3.5 Control of the Liquid Xenon level
XENON100 uses a bell system to control and stabilise the liquid level inside the Time-
Projection Chamber (TPC) [74]. This system requires a constant flow of gas being directed
into a diving bell to maintain the required overpressure for the desired level of liquid xenon
(LXe). Due to the success of the bell in XENON100, XENON1T also uses the diving
bell system to control the liquid level. As such, it becomes imperative to consider the
implications of increasing the diameter of the bell from the 376.6mm in XENON100, to
the 1056.0 mm in XENON1T. Effects such as liquefaction from the interior surface of the
bell could have ramifications for the heating power required. On the contrary, heat input
goes into the bell could require larger cooling power for the experiment. We designed
and operated a precise 204.0 mm bell to test such parameters in order to extrapolate any
observed effects to XENON1T. In addition, in order to accurately determine the scaling
factor, a smaller 161.0 mm diameter bell was subjected to identical tests.
3.5.1 The Bell Experimental Setup
Figure 3.38 displays the general setup of the experiment. The experimental chamber used
for the following tests used a dedicated setup in Zurich names MarmotXL. Three pipes
extend from the chamber to the recirculation system. One to extract gas is connected to
the top of the inner chamber. Two inputs allow gas into the chamber, one of which connects
directly into the bell through a flexible metallic pipe to a VCR connection, and another
that acts as a bypass for excess flow that outputs directly into the chamber. A recirculation
pump provides recirculation flow to extract xenon gas from the main chamber, and to then
provide flow into the bell. This can be altered with the option of opening a bypass back
to the main chamber and, in the case in which the flow must be controlled, via the flow
controller. A PS3-MT3 MonoTorr heated getter is installed in the recirculation system for
removing impurities in LXe. A bleeding pipe extends from the input to the bell, which
determines the minimum level that can be reached inside the bell. This pipe is removed in
some cases to provide simplicity to the required tests. A flow meter is placed such that the
total flow of gas in the system can be measured, and the flow controller such that only the
flow into the bell is recorded. The main chamber itself is a cylinder with 250.0mm diameter
and 295.0mm height, surrounded by a vacuum insulation. In addition, a power supply is
connected to the heater inside the bell which consists of a 50
 resistor placed within a
PTFE shell to avoid disturbance of the LXe surface from bubbles. The heater is placed
below the level of the side walls of the bell to ensure that it is permanently submerged in
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LXe when the bell is emptied. This is to increase the efficiency with which it may control
the liquid level.
Figure 3.38: Schematic of experiment setup for the bell tests.
Two sizes of bell were tested for the purposes of comparison differing in their diameter of
204mm and 161mm and height of 65mm and 70mm that shall be referred to as the large
and small bell respectively. These bells are made from stainless steel, and their designs
can be observed in Figure 3.39. A schematic of the experimental setup can also be seen in
Figure 3.38.
Level meters are implemented to observe the liquid level and are placed outside and inside
the bell. Using information from these level meters, it is possible to determine the absolute
height of the liquid level, as well as the height difference between the inside and outside of
the bell. The expected change in capacitance for each level meter, using LXe is 2.38 pF for
the short level meter, and 7.15 pF for the long level meter. For simplicity, the capacitance
measured has no reference for which to determine the capacitance in pF, as such the output
value is given in arbitrary units. The level meter can then be calibrated by observing the
value at known point along the level meter as detailed in section 3.5.3.
102
3.5. CONTROL OF THE LIQUID XENON LEVEL
A 1
1:2
... 1
Zusammenbau Bell Rostfrei
23.11.2012
Bell MarmotX A_MarmotX_Bell.CATProduct
x
And. And.
Gezeichnet
Datum
Tel. direkt / Fax
E-Mail
Massstab
Anzahl Blatt Blatt-Nr.
Ersatz für
Ursprung
Auftrags-Nr.
Filename:Benennung
Sach-Nr.
Sachnummer Benennung/MerkmalePos. Menge
Ein-
heit
Sep.Stückliste
Ohne sep.Stückliste
Physik Institut Universität Zürich
A. James
ajames@physik.uzh.ch
044 635 66 92 / 044 635 57 04
Winterthurerstrasse 190  8057 Zürich
Tel. 044 635 57 11 Fax. 044 635 57 04
6 0
R
4 0R
9 3
R5
6R
Vorderansicht
Maßstab:  1:2
3x Gewindebuchse innen
3x Gewindebuchse innen
3x Gewindebuchse aussen
A
A
6 5
2
0
4
Schnitt A-A
Maßstab:  1:2
Hilfsansicht B
Maßstab:  1:2
Einseitig geschlossener Zylinder aus 2mm Stahl, rostfrei: Aussenhöhe 65mm, Innendurchmesser Minimal 200mm, Innendurchmesser Maximal 225mm
Mit eingeschweissten Gewindebuchsen (3x Aussen für Aufhängung, 6x Innen für Montage PMT Halterung und Levelmeter)
Und 1x VCR Stutzen mit Überwurfmutter aussen.
Isometrische Ansicht
Maßstab:  1:2
1 1
1:2
1 1
...
Bell, Small Rostfrei
.............
MarmotX Small Bell James\Small_Bell\Drawing_Small_Bell.CATDrawing
And. And.
Gezeichnet
Datum
Tel. direkt / Fax
E-Mail
Massstab
Anzahl Blatt Blatt-Nr.
Ersatz für
Ursprung
Auftrags-Nr.
Filename:Benennung
Sach-Nr.
Sachnummer Benennung/MerkmalePos. Menge
Ein-
heit
Sep.Stückliste
Ohne sep.Stückliste
Physik Institut Universität Zürich
A. James
ajames@physik.uzh.ch
044 635 66 92 / 044 635 57 04
Winterthurerstrasse 190  8057 Zürich
Tel. 044 635 57 11 Fax. 044 635 57 04
1 6 1
15
0
Front view
Scale:  1:2
8
.9
M
4
5
M
4
5
7 0
6 3
Left view
Scale:  1:2
1
5
0
1 2
0
1 2 0
8 .
9
Rear view
Scale:  1:2
Figure 3.39: Design of the large (top) and small (bottom) bells used during the course of the bell tests.
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3.5.2 Initial Testing and Results
Multiple preparations tests were performed to ensure the smooth operation of the bell tests.
The setup for the following measurements was performed using the large bell as shown in
Figure 3.39 (top). To measure the liquid level, four cylindrical capacitors were employed
of two different lengths. Three shorter level meters, 76 mm in length and one long level
meter, 141mm in length were employed. The design of both are observed in Figure 3.40.
The three small level meters are positioned equally spaced within the bell, to measure the
liquid level inside. They are named with numbers 1-3. The long level meter, placed outside
of the bell and extending from above the top place to below the bottom of the bell, measures
the liquid level outside of the bell. It is named level meter 4.
Figure 3.40: Technical drawings of the cylindrical capacitors used as level meters for the bell tests. Left:
The long level meter used outside of the bell to observe the exterior liquid level. Right:
The design of the three small level meters placed within the bell to determine the liquid
level inside the bell itself.
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The following describes the results of repeated filling, and emptying of the experimental
chamber with xenon, and the performance of the level meters, and the bell during these
tests.
In initial filling tests an issue arose with the level meters whereby the capacitance would
suddenly and sporadically drop as shown in Figure 3.41. The cause of this is yet unknown,
but is suspected to be a bad connection between the capacitors. Despite this, the capacitance
level can still be clearly read, and filling continued to ensure that the level meters were indeed
working, and that the tests could continue as normal.
Figure 3.41: Plots of level meter 1 during cooldown. The left plot shows all data, while the right provides
a zoom on the y-axis over all the data. All level meters showed exact same behaviour.
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After one day, approximately 5.5 hours of filling, and 2.6 kg of Xe none of the previous
sporadic behaviour can be observed. Level meter 4 shows a strong indication that it is
registering a signal from the rising level of LXe as can be observed in Figure 3.42. The
interior level meters do not show any such sign, but at the moment, it may be due to the
level not being high enough. If these continue to not show anything, calibration can still be
performed on level meter 4.
Figure 3.42: Filling data after 5.5 hours of adding Xe, or 2.6kg.Reading left to right, level meter data
from level meters 1-4.
It is anticipated, based on technical drawings, that the interior level meters should see
a signal after approximately 3-4 kg of Xe have been added. Figure 3.43 displays the level
meters results from the second day of filling. An addition 2.75 kg of Xe has been added,
making a total of 5.35 kg. As can be observed from this figure, all level meters show clear
signs of an increasing level within the bell, as was anticipated.
LM4 started to show odd behaviour towards the end of the filling day, and continues to
do so after filling has stopped. This behaviour is shown in Figure 3.44 and is persistent, and
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Figure 3.43: Level meter data after filling 5.35kg of Xe. Reading left to right, level meters 1-4.
is initially attributed to the electrical connection to the level meter losing a strong bond
once the liquid level rises beyond a certain point.
Figure 3.45 displays a complete plot of all data from each level meter, since first starting
to fill, demonstrating the full scale of the ability for these cylindrical level meters to be able
to observe changes in the level of LXe within the experimental chamber.
Using data from Figure 3.45, calibration can be performed on the interior LMs by
analysing the filling up to the point to which they reach one of the fillers. The fillers
are spaced one cm apart, starting 1cm above the copper ring at the bottom of the capac-
itors. It can also be observed that there is a step increase in gradient up to its maximum
that can be observed at approximately 15:00. This is taken to be the point at which the
LXe level rises above this copper ring, and therefore the step up to the first spacer seen at
around 15:30 will be the distance between the copper ring and the first spacer, 1cm.
With the collected data, it is now possible to perform a calibration on each of the indi-
vidual level meters. Although this was done with all four, an example of the methodology
used, which is continued for the entirety of the bell tests, is shown in Figure 3.46.
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Figure 3.44: Pulsing behaviour of level meter 4 during filling. The pulsing behaviour observed is expected
to be due to the signal connections to the level meter itself.
Figure 3.45: Full dataset of the filling procedure for the bell tests. Reading left to right, data from level
meters 1-4.
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Figure 3.46: Calibration of level meter 4 demonstrating the methodology used. The horizontal step
shown in the data is due to a PTFE ring placed around the top of each level meter. Using
this, one can identify the liquid level within the bell. This, coupled with the point at which
the liquid level reaches the top of the level meter can be used to calibrate the device.
The horizontal step shown in Figure 3.46 is a little PTFE ring around the inner conductor
which is 2,5mm high. This thus results in a filling rate of 64 um/min. Then, using the
second region, the UTI increased by 2060 A.U in 58 minutes. At 64 um/min, this results
in approximately 1.8 um/A.U as a calibration value that can then be used to determine the
liquid level at any point during the tests.
The following test is to observe if the bell can filled or emptied completely. The two
limit points to this measurement are at the top: there is one dead centimeter because of the
construction and the attachment of the level meters. At the bottom: the exhaust pipe. So
we can never empty below the exhaust pipe and detect filling above the detection limit. This
gives a maximum height differential of 45mm. So by creating a large differential pressure
between the inside and the outside of the bell, we could produce this:
We believe the slower oscillations at the bottom, when the bell is ’empty’ to be bubbles
escaping from the exhaust pipe. The difference of the highest to the lowest point would
give a total displacement of 27mm. The fact that we could not completely fill the entire
bell is also apparent in the levelling off, and not a hard cut-off, after refilling.
So this gives us a definite zero-point calibration but does not confirm our height-arbitrary
units calibration.
Operation of a resistive heater in the Liquid can be used to control the height of xenon.
This operation produced much less actionable data. The operation of the heater interfered
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Figure 3.47: Emptying the bell with the use of recirculation flow.
with the functioning of the level meters which frequently dropped out or provided the
maximum value allowed by them.
Figure 3.48: Controlling the level of liquid xenon with the use a of a heater in the form of a resistor
placed within the bell itself. The upper plot displays the full time range of the tests, while
the bottom figure shows a zoomed region where the level was controlled.
One can observe the drop outs in the level readout around 14:45. But this confirms our
zero point calibration value from the gas controlled section. It also seems to confirm the
bubbling from the exhaust pipe.
An improvement is seen over the gas circulation control. With 300mW of power through
the resistor over a period of about 1 hour, the liquid level stays within 0.5mm.
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In conclusion to these stability tests, stable operation was extremely delicate. This is
specially true for the heater, just too much power and the bell empties, just not enough and
it fills. This would necessitate a PID control system. With that in mind, the heater would be
easier to have under PID control since only one value (level) controls one operable (heating).
Controlling two valves simultaneously would be harder to implement. The combination of
level meter design and UTI readout proved to be very unreliable. A simpler plate capacitor
readout using an LRC circuit analyzer could greatly enhance the robustness and readout
ease.
Using the new parallel plate capacitors we filled 7.5 kg LXe into MarmotXL before running
into issues with the recirculation and were forced to recuperate. The new system for reading
out the level meters included connecting each side of both capacitors to an arduino that sent
a signal through one plate, and waited for a response from the other. The time taken for
the signal to complete the loop is related to the capaciatance, and thus could be calculated.
Initially the level meters were tested by inserting paper approximately 2cm up between
the plates. The ability to recognise the change in capacitance here would ensure the min-
imum required sensitivity for the bell tests. The results are shown in Figure 3.49, and
demonstrate that these new level meters are able to function admirably. A complete out-
line of the performance of these level meters is shown in section 3.5.3.
Figure 3.49: Results of inserting paper 2cm between the plates of the capacitor used to determine liquid
level for the bell tests.
During cooling, data was taken to observe any differences in capacitance. None were
found over this time, but the noise level was higher than previously seen.
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Figure 3.50: Level meter results of an overnight cooling from approx 300K to 170K.
Filling was then started. Data was taken only during the hours when which xenon was
being addes to the chamber. No change in capacitance was observed with over 7.5 kg of
LXe in the detector. These results concluded that potentially the arduino was unable to
accurately read out through the feed-throughs of the detector.
Figure 3.51: All capacitor data from filling 7.5Kg of LXe (left), and a zoom of a specific filling section for
details on noise (right) .Each data point is one averaged over 50 seconds of data collection,
with data being collected at a rate of 2 Hz.
The arduino assumes an internal capacitance within the system. In order to obtain an
accurate measurement, this capacitance must be determined via calibration. By altering
this internal capacitance value to only account for that within the arduino alone, the value
of both level meters is reduced. The idea was to produce a lower noise level in the hope
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that we would then be able to observe the level more effectively. Unfortunately, this was
not the case as can be seen in Figure 3.52.
Figure 3.52: Capacitance of both level meters after altering the value for the internal capacitance of
the system to reduce noise. Each data point is one averaged over 50 seconds of data
collection, with data being collected at a rate of 2 Hz.
We observed fewer high noise data points using this internal capacitance level. We then
attempted to push xenon inside the bell to determine if a change in level could be observed.
The DAQ system was then changed to readout through a UTI, using labview to read and
store the data. The pump and readout issues that were present before now seem to have
been eradicated. With 6kg of LXe inside the chamber, the recirculation was tested with a
unregulated flow (controller set point=20slpm) through both the controller only, and with
the bypass open, to observe the readings of the level meters. Figure 3.53 shows the data
taken.
Results shown in Figure 3.54 display a marked decrease in the level within the bell, and
an increase outside the bell while the recirculation pump is on, as expected. Furthermore
the rate of increase/decrease was reduced with the bypass open, also in agreement with
expectations. The level meter inside the bell shows some irregularities at a certain point,
this is suspected to be an issue when the level reaches the connections on top of the capacitor.
Rough calibrations estimates show the variation from an empty bell to full produce a
capacitive difference in the small level meter by 69000-57000=12000 A.U. Over the 4cm
length, this corresponds to 3000 A.U/cm. For the large level meter such a calibration
cannot be made, as we are unable to determine the height difference experienced by the
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Figure 3.53: Level meter data with recirculation through the main chamber. The system was tested with
flow both entirely through the flow controller and with the bypass open. Flow controller
set point=20slpm (max).
capacitor. From the previous estimate, however, one can say that the approximate change
in level outside the bell corresponds to (163000-154000)/3000=3.0cm.
Using the earlier calibration estimate of 3000 A.U/cm, one can deduce from the fluctu-
ations in the small level meter are approximately 150/3000=0.5mm. It would therefore be
possible to improve upon this, through averaging over several data points. Performing an
average over four data points (approx four seconds per data point) we obtain the following
distribution when zoomed in Figure 3.55.
Using the standard deviation of the distribution of these points, we can determine the
error in A.U for this data over the displayed range is 27. This corresponds to an error
in distance of 27/3000=0.009 cm, approx 0.1mm, a factor 5 improvement over the non-
averaged data.
The Bell was next filled further with xenon, as shown in Figure 3.56 to ensure a resting
level above that height of the bell. Future results are performed with a total of 8.5 kg of
xenon. The “saw tooth” like structure observed in the top right plot indicates a limit where
the flow is not high enough to reach the bottom of the bell until the pressure rises, once
the bottom has been reached, gas is released from the exterior pipe and thus the pressure
inside the bell drops, raising the level.
Concluding the demonstrative tests of the operation of the bell, one can find that the
performance of the level meters was sufficient to perform the analysis, however not reliable
enough to complete all the tests required with the desired confidence. Although the bell
system works admirably in the experimental chamber, before further testing of the bell can
begin, a re-design of the level meters wase necessary to improve their reliability
114
3.5. CONTROL OF THE LIQUID XENON LEVEL
Figure 3.54: Recirculation test to determine stability of liquid level within the bell. Results from the
exterior, long level meter are shown above. The left plots show the entirety of the test data,
whereas the right plots show a zoomed in section during the recirculation to demonstrate
the capacitor sensitivity variation. The central plots denote results from the large level
meter, while the lower plots are from the small level meter. The lower two plots denote
display the recirculation flow (left) and flow into the bell (right).
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Figure 3.55: Small level meter distribution when averaged over 4 data points. By averaging over multiple
data points the fluctuations in the capacitance have been reduced by a factor of 2.
Figure 3.56: Results of recirculation test to determine minimum flow required to reach the bottom of
the bell. This data was obtained at a flow of 1.9 slpm. Data is averaged over 4 points,
each data point is therefore separated by approximately 4 seconds.
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3.5.3 The Level Meters and Their Characterisation
Although results from Section 3.5.2 conclude that all parts of the experimental setup are
working admirably, the level meters proved to be unreliable, as the structural integrity of
the signal wires would repeatedly break, or display false values. In order to be able to
perform long term tests reliably, and obtain appropriate data over the course of them, a
redesign of the level meters was required in order to be able to continue. It was concluded
that simplicity would be the appropriate step towards reliability. As a result, parallel plate
capacitors were to be employed as the new level meters. Furthermore, the number of level
meters within the bell was reduced from three to one. The naming convention of the level
meters will also change. With only two level meters, the exterior level meter will now be
referred to as the long level meter, and the one placed within the bell, the short level meter.
The technical drawings displaying the design of both of these level meters is shown in Figure
3.57.
Figure 3.57: Technical drawings of the parallel plate capacitors used as level meters for the bell tests.
Left: The long level meter used outside of the bell to observe the exterior liquid level.
Right: The design of the small level meter placed within the bell to determine the liquid
level inside the bell itself.
To ensure accurate calibration of the level meters, one must determine how the level meter
values scale with capacitance. This study was performed by methodically placing the level
meters into oil with steps of 10mm, and observing the change in the output capacitance.
Oil was chosen as the medium in which to perform these tests due to its high dielectric
constant " = 2:2 comparable to that of LXe at " = 1:84 at 165K.
The results can be observed in Figure 3.58. This Figure demonstrates that the level
meters accurately return the liquid level with a linear response with capacitance. This
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characteristic is then used for all future calibration of the devices and is applied to the tests
detailed below.
Figure 3.58: Testing the linearity of the long level meter with paraffin oil of "r = 2:2. The horizontal
axis denotes the depth of oil the level meter was submerged into.
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3.5.4 COMSOL Simulations on Heat Input
One concern in conducting the bell tests is the potential for heat to enter the chamber
through the physical connections the bell requires for its installation into MarmotXL. This
possible heat input could affect the results of the tests, as additional heat into the bell has
the potential to increase the overpressure within it. One of the primary suspects that could
carry the heat inside the central chamber are the three identical rods that extend from the
bell up to the holding structure. In order to determine the heat input, and its effects, from
these, it is necessary to perform thermal simulations.
In the model, shown below in Figure 3.59, the bell itself is surrounded by a Xenon-like
material placed at 165K. This therefore applied a constant temperature to the entirety of
the bell at this value. The upper plane of the three screws are connected to a plate (not
shown for clarity of model) that is at 200K.
Figure 3.59: Model used for thermal simulations of the bell.
n order to determine at what point in time thermal equilibrium is achieved through the
length of the screws, the temperature along the screw at each time step (1 s for 1000 s) was
plotted to find the point at which the gradient is linear. The results of which are shown
below. The upper most line indicates t=1s, the one below t=2s etc. This plot demonstrates
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that equilibrium can be achieved within 10s, and therefore the analysis can be comfortably
performed at t=100s for security.
Figure 3.60: Simulation of the temperature along length of one of three screws that extend from the
bell to the holding structure above. The specific lines indicate a timestep.
At t=100s, the energy flux through the top of the screw can be plotted as a colour map,
and shown below.
Figure 3.61: Colour map of the energy flux through the upper section of the screw in W/m for the
setup used for the bell tests.
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Taking an average value of 2.5Wm 2, and correcting for the cross-section of each screw,
the total flux for all three can be calculated to be approximately 30W . This result is
negligible to the predicted heat influx into the system of 1W, and therefore can be ignored
as a source of heat input.
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3.5.5 Decoupling of Recirculation flow and Bell Input
Flow
One potential advantage of using a bell to control the liquid level is the possibility to
decouple the recirculation flow to that required to control the liquid level. To test this the
level of LXe inside of the bell was recorded from the short level meter over a period of
time over which the overall recirculation flow was reduced, while maintaining a steady flow
into the bell with the use of the flow controller, and the stability of the liquid level was
observed. Results of the decoupling of the recirculation flow from the flow into the bell can
be observed in Figure 3.62 with the large bell. The fluctuation on the noise from the short
level meter is shown in the left of Figure 3.63. The stability of the liquid level shown in
right of Figure 3.63 demonstrates that the recirculation flow can be altered accurately while
maintaining a liquid level within 0.1mm from the initial value. The initial drop in flow as
measured by the flow controller in Figure 3.62 is due to the set point of the flow controller.
There is also a slight decrease in flow towards the end of the tests which is attributed to
the flow being reduced below that of the set point of the flow controller.
Figure 3.62: The overall recirculation flow (black curve) and the flow into the bell (red curve) against
time for the period in which the recirculation flow was systematically reduced. The flow
of xenon into the bell was maintained via the use of the flow controller.
From the results of these tests, it can be concluded that within our experimental setup
it is possible to decouple the recirculation flow from that into the bell with equal accuracy
as before. Furthermore, it is possible to control both flows independently.
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Figure 3.63: The performance of the long level meter during the decoupling tests. Left: The calibrated
value of the long level meter during the stable period prior to altering the recirculation
flow. Right: The distribution of the measured liquid level position of the same period of
time.
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3.5.6 Liquefaction From the Top Plate of the Bell
A major concern for large scale experiments is the heating power required to maintain a
certain liquid level. This is dependent on the height difference between inside and outside
of the bell, as well as the loss of heat into the bell resulting in liquefaction of xenon. The
accurate determination of the amount of liquefaction within the bell and its origin will aid
in the prediction of heating power required to maintain a set liquid level.
A candidate for the source of liquefaction is the top plate of the bell. With a large surface
area, covered by LXe, the temperature gradient between both sides of this plate can cause
condensation. To test this hypothesis, the flow required to reach a liquid level within the
bell was observed under two scenarios. One in which the liquid level outside of the bell
covered the top plate, and one where the liquid level only in contact with the side walls. A
schematic representation of these to scenarios can be observed in Figure 3.64
Figure 3.64: Schematic representation of scenarios in which the liquid level outside the bell covers the
top plate of the bell (left) and in which the liquid level is below this point (right).
To achieve this, the liquid level was observed during the time of filling, and halted at
the point at which the liquid level outside of the bell covered the top plate. The first tests
were then performed before recuperating as little xenon as possible for the liquid level to
fall below this point. The data from the flow meter and flow controller over the course
of both tests can be observed in Figure 3.65. The unstable behaviour observed after the
first test with negative flow is attributed to the recuperation process. The results were
then compared, and the results of this comparison can be observed in Figure 3.66, whereby
no observable difference is found. It can therefore be concluded from these results, that
the primary source of liquefaction does not arise from the top plate of the bell in our
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experimental setup. Improvements could be made to this measurement by repeating the
tests multiple times as to account for any systematics that may be present.
Figure 3.65: The overall recirculation flow (black curve) and the flow into the bell (red curve) against
time for the period in which the liquefaction inside the bell was tested. The vertical dashed
lines denote the transition of different periods of the tests. I: Equalisation of the liquid
level inside and outside of the bell. II: Varying the flow into the bell while LXe lies above
the top plate of the bell. III: Recuperation of LXe to being the liquid level outside of the
bell below the top plate, and equalisation of the liquid level. IV: Varying the flow into the
bell while LXe lies below the top plate of the bell. V: Post-test stabilisation.
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Figure 3.66: The liquid level inside the bell as a function of the flow into the bell for the cases in which
liquid xenon was filled above the top plate of the bell (blue), and when it was below (green).
The upper plot displays the absolute value of the liquid level within the bell measured as
a function of the flow into the bell, where the lower line denotes the difference between
both scenarios.
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3.5.7 Determining the Heat Input into The Bell
With the use of a heater to control the liquid level, one can estimate the heat input into
bell inside our system. When no power is supplied to the heater, the natural heat input
to the bell well maintain a non-zero liquid level difference between the inside and outside
of the bell, as is shown in Figure 3.67. The first test is conducted by large bell. By then
altering the power to the heater, one can determine the dependence of heating power to level
difference. The process by which the liquid level difference within the bell was determined
is shown in Figure 3.68. The vertical green dash lines in the Figure 3.68 represents the time
of changing the setting of voltages on heater, the voltage is 0.5V, 1.0V, 1.5V, 2.0V, 2.5V,
3.0V, 3.5V, 4.0V respectively.
For the purposes of simplicity, the bleeding pipe was removed for the duration of the fol-
lowing tests. Initially the pressures inside and outside of the bell were equalised by opening
the appropriate valves through the recirculation system for a period of approximately one
hour. This allows the liquid level within the bell to rise to that of the outside level. At this
point, all valves are closed and the system is allowed to reach a state of equilibrium as can
be seen in Figure 3.67. Once the liquid level is seen to be stable, the heater is then activated,
and the voltage is raised in steps of 0.5 V until the bell is completely emptied. The liquid
level inside and outside of the bell is recorded over this period, and the height difference
of the LXe inside and outside of the bell as a function of power supplied to the heater is
plotted. A least chi2 fit to the data is then performed, and extrapolated to the point of
zero height difference. The power input to the bell is then determined to be 0.910.02W
as show in Figure 3.69.
Figure 3.67: The level of liquid xenon inside the bell as a function of time starting just prior to closing
all valves into, and out of the experimental chamber. The drop in level is caused by heat
input into the bell until the liquefaction and heat input of the system stabilise.
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Figure 3.68: The performance of short and long level meter, and liquid level difference between inside
and outside bell during the heat input test with the big bell. The vertical lines denote the
time at which the power to the heater placed within the bell was changed.
The tests were then repeated in an identical fashion for the small bell. Once the small
bell was installed in place of the large, and the chamber again closed, the valves were closed,
and the system allowed to reach equilibrium before the tests were performed. The voltage
to the heater was then increased in steps of 0.5V and the liquid level inside and outside
the bell was recorded. The level meter data from the short and long level meters, as well
as the hight difference between the inside and outside of the bell can be observed in Figure
3.70. Using the information from the difference in liquid level, and the power supplied to
the heater, Figure 3.71 displays the relationship between liquid level height difference and
heater power. A fit to this data results that the heat input to the small bell is 0.760.01W.
The heat input to the small bell can then be compared to that from the large bell,
and extrapolated to XENON1T based on the surface area one might expect liquefaction to
occur. This can therefore be done based on the surface area of the top plate of each bell, or
by the side walls, each scaling as a function of R2 and 2RH respectively where R is
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Figure 3.69: Liquid level difference between the inside and outside of the large bell against the power
supplied to the heater within the bell to determine the external heat input with the large
bell. In blue at the top: Liquid level data as observed from the long level meter. In black
at the center: The observed liquid level from the short level meter. At the bottom in red:
The difference between the observed level of the large and small level meters.
the radius of the bell and H is the height of the side walls. Scaling the results from the large
and small bells independently with respect to these surface areas, the extrapolated values
can be compared to each other, as is shown in Figure 3.72. Results from this figure indicate
that scaling as a function of the surface are of the side walls of the bell result in values from
the small and large bells that are compatible with one another. Such a statement is not
true for scaling with respect to the surface are of the top plate.
By using the results acquired from both the large and small bell, one can also linearly
extrapolate the heat inputs up to the size of XENON1T. Results are presented in Figure
3.73 and predict a heat input for XENON1T of (11.31.4)W when extrapolating results on
the surface area of the top plate of the bell, and (20.12.6)W when done so with respect
to the surface are of the side walls.
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Figure 3.70: The performance of short and long level meter during heat input test with small bell. In
blue at the top: Liquid level data as observed from the long level meter. In black at the
center: The observed liquid level from the short level meter. At the bottom in red: The
difference between the observed level of the large and small level meters.
Figure 3.71: Liquid level difference between the inside and outside of the small bell against the power
supplied to the heater within the bell to determine the external heat input with small bell.
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Figure 3.72: Extrapolation of heat input into the bell using results from the two sizes of bell to
XENON1T. Results have been scaled based on two different surface areas, namely that of
the top plate of the bell, and the side walls.
Figure 3.73: Extrapolation of heat input into the bell using results from the two sizes of bell to
XENON1T. Left: Heat input scaled as a ratio of the surface area of the top plate of
the bell resulting in a predicted value of (11.31.4)W is found from the fit. Right: Heat
input scaled as a function of the surface of the side walls results in a predicted value of
(20.12.6)W
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The Modulation Experiment
4.1 Detector Principle
The primary purpose of the Modulation experiment is to bring light to potential modulation
of radioactive decay rates observed by other experiments. In order to accomplish this,
the experiment must be able to obtain a sensitivity of order 0.1% on the amplitude of
a modulation. Furthermore, to rule out the possibility of external, and environmental
parameters affecting the results, measurements must be made of these and studies must
be performed to determine the potential effects these could have on the observed rate. In
order to accomplish all of these simultaneously, the Modulation experiment consists of four
identical experiments placed in Nikhef Asterdam, Purdue USA, Rio de Janeiro Brazil, and in
Zurich Switzerland. Each experiment is equipped with 8 NaI detectors placed opposite each
other in 4 pairs, each looking at three different sources such that differences in modulation
for individual sources may be confirmed. For the detector in Zurich, three radioactive
sources will be measured, and compared to the background. These sources are 137Cs,
60Co, and 44Ti. These four experiments are purposefully placed in both the northern and
southern hemispheres as to potentially observe any effects on event rates that may be cause
by latitude such as neutrino flux. Furthermore, environmental parameters such as the
radon levels, temperature, humidity, pressure, and magnetic field are constantly monitored
to provide information as to the source of any potential modulation observed.
A schematic of the detector may be observed in Figure 4.1
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Figure 4.1: Technical disgram illustrating the inner, and outer box, as well as the positioning of the
electronics with respect to them.
A detailed overview of the experiment setup is described in section 4.1.1.
4.1.1 Experimental Setup
The three sources for each modulation experiment along with the background will each
be monitored by two NaI(Tl) detectors placed opposite of each other, providing almost 4￿
coverage. A schematic of a detector pair is shown in Figure 4.2. The sets of detectors
will be enclosed in an ”inner box.” To exclude local variation, this inner box will be air
tightly sealed, filled with radio pure nitrogen and kept at a steady temperature. In order to
exclude as much natural radioactivity as possible, the radon level will be measured by using
a RAD7 radon monitor. Sensors will also measure the pressure, temperature, humidity and
magnetic field at a rate of 1 Hz. To lower the cosmic ray contribution, natural radioactivity
and the gamma rays of neighbouring sources, the detector sets will be enclosed by a lead
shield with a width of 5 cm. This is shown schematically in Figure 4.2.
An outer box will house the necessary electronics, including two CAEN DT5533P high
voltage supplies, a NI-PXIe DAQ, a PID heater controller, a gas flow controller, and a
RAID server. The external connections include 110V power, ethernet and in the future,
134
4.1. DETECTOR PRINCIPLE
Figure 4.2: Schematic representation of one pair of detectors used for the modulation experiment.
gas inflow. The ethernet cable will be used to export processed data for faster analysis.
A safety system will cut off the main power if one of the temperature monitors inside the
inner or outer box measures a problem with the temperature. These safety measures are
to make sure the heaters and power supplies will not damage the whole setup in case of a
malfunction. A detailed schematic of the electronics required for the Modulation experiment
is shown in Figure 4.3
Figure 4.3: Schematic detailing the electronics required for the Modulation experiment in order to power
the NaI detectors, heaters, and slow control equipment, as the required LED and data cables
and N2 flow.
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Each individual detector is read out via the DAQ. This consists of a Labview program
that controls the PXI system to which the signals are transported from the NaI detector via
the a specifically designed breakout board to convert. The detectors themselves are powered
by a CAEN high-voltage power supply that may also be controlled and monitored via the
DAQ software. The signals from the detectors are the preliminarily processed electronically,
monitoring the height of the signal itself to check if it lies above the threshold set on the
detector. If the signal lies above this value, then it is stored within a binary file containing
the time, determined via an external NIST server, and details as to the waveform of the
signal itself over a 2s window consisting of 100, 20 ns samples. In addition, the DAQ is
able to send out square signals to the LEDs, that are then shaped via the LED breakout
board that converts the digital output signal of the PXI into a shaped analogue signal to
produce waveforms in the detector of size and shape similar to that of a signal. The design
and electronics of the DAQ are shown in Figure 4.4
Figure 4.4: Electronics and design of the DAQ system used for the Modulation experiment. The breakout
boards to allow signals to go from the Nai detectors to the PXI, and from the PXI to the
LED system are shown. Furthermore, the electronics of the HV power supply, and Radon
monitor are also shown.
A variety of environmental parameters are read out and can be monitored individually
in order to measure the influence of changes on the apparent measured decay rates. In
particular, temperature, pressure, humidity and the magnetic field are recorded with I2C
sensors that are read out continuously through an Arduino board that is coupled directly
to the DAQ via USB. We are able to control the temperature of the detectors to 0.1C
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through the use of a heating pad and PID controller within the Styrofoam-insulated detector
containment. This containment is kept at a slight overpressure in order to control the radon
level, which will be monitored with a Durridge RAD7 monitor that is accurate to ±5%.
Use of a Drystik unit allows the RAD7 monitor to be run continuously for months without
the need to replace any desiccant under conditions of moderate humidity. Finally, we
can monitor the line voltage and control the high voltage powering each detector directly
through the multichannel high voltage power supply. All the afore-mentioned parameters
are monitored and stored on a second to second basis, and are known as the slow control.
The slow control system is shown as a detailed drawing in Figure 4.5
Figure 4.5: Schematic detailing the slow control setup for the Modulation experiment including the Ar-
duino, that takes information from connected temperature, pressure, humidity, and magnetic
field sensors
4.1.2 NaI Detectors
Eight Scionix 3” detectors are employed in the modulation experiment as described in sec-
tion 4.1.1. These consist of a NaI scintillating crystal placed in front of a Photo-Multiplier
Tube (PMT). An LED is placed inside the crystal itself for the purposes of stability cali-
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brations. Connections to the detector consist of an SHV high voltage connector, BNC for
signal, and LEMO for the operation of the LED.
Upon an interaction of a  within the NaI crystal, scintillation light then interacts with
the photocathode of the PMT whereby from the photo-electric effect, an electron is released.
The high voltage which is applied to the detectors is split amongst each dynode within the
PMT. The resulting electric field accelerates the electron into the first dynode, where it is
multiplied through 8 dynode stages and the resulting electrons are then accelerated to the
next dynode. This process is repeated along each dynode until the signal is extracted at
the anode. A schematic displaying the basic workings of the NaI detectors can be seen in
Figure 4.6.
Figure 4.6: Schematic picture of the detector with NaI(Tl) crystal, PMT and connectors. Image K.
Heijhof
A typical spectrum as observed by such a detector can be observed in Figure 4.7. As
can be seen from this figure, other than the full absorption peak given by, in this case,
137Cs, the X-rays, the backscatter peak, and Compton edge can all be observed, and must
be accounted for when analysing any spectrum taken by such a detector.
4.2 Analysis and Development
To prepare the Modulation experiment for long term operation and data, multiple analyses
must be performed to ensure that the DAQ and the detectors will run nominally over the
lifetime of the experiment.
4.2.1 Data Compression Studies
The amount of data to be stored over the course of only one year by one experiment of
the Modulation experiment could be as high as 50TB. As a result, before any data is
saved, it is important to understand, and simulate various methods of storing the data once
processed such that as much information is stored, while saving of disk space. In particular,
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Figure 4.7: A typical spectrum, as observed by a Scionix NaI detector, of 137Cs, displaying the prominent
features and peaks that may be observed. Figure from [80]
the format by which the fast and slow data will be combined during processing is of great
importance due to the referencing in which a slow data event will be applied to one from an
NaI detector. If the slow control data, and NaI detector data are stored in separate files, it
may be easier to analyse each individual, but more difficult to compare the two sets of data.
If the slow and fast data are stored in the same ROOT file, the data can be stored into
separate ROOT trees, from which analysis can be performed to match slow control events
to fast events. Alternatively, each fast data event may be assigned the slow data parameter
that was last recorded. This last method will provide the most ease of use in the analysis
stage, but may result in a much larger data file. In order to determine the most appropriate
method, one must test all three scenarios.
For the following analysis a set of fake data is produced via monte-carlo (MC) simulations,
to then determine which of the following ways would be most appropriate to analyse fast
and slow data to be able to create cuts based on the varying timestamps between them.
To produce this data, a Gaussian curve placed on a uniform background is performed by a
MC simulation. This was then then sampled at a rate determined by the temperature. The
temperature data was taken at a rate of 1Hz and varied between 18-22 degrees in a sinusoidal
function of period 100s. The temperature then determined the fast data acquisition rate
from anywhere between 98-102Hz linearly correlated to temperature. Timestamps were
then produced via a MC simulation based on the current DAQ rate. Over 1,000,000 fast
data data points were collected to provide statistical significance to the analysis.
Three separate techniques were implemented to store the fake data using root files:
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1. Fast and slow data was stored in two separate trees in the same root file
2. Both data sets were saved in two root files.
3. All the data was saved into the same tree with the last slow data value used for each
fast data point.
Method 1 intends to collect all the data into the same file, while maintaining the flexibility
provided by separating the fast and slow data into different trees. Method 2 again separates
the data, except into different files with the purpose of observing the efficiency in which
root is able to compile both sets of data, and being able to compare this compression with
method one. Method 3 combines all data, assigning a slow control value to every fast data
event based on the slow control point taken. Although this method clearly saves a greater
amount of data, it is thought that the compression from root may be capable of mitigating
the difference between methods one and two.
To fill the gaps between timestamps on slow data and fast data for the former two
methods, a root function was created with the slow data, producing a linear fit between
each data point. This fit was then utilized to give an approximate value to the slow data at
any given fast data timestamp, and thus was able to be analysed effectively. The file sizes
of each method, along with the time take to produce three histograms using cuts on fast
data from the slow data.
For the first test fast data was taken at an average rate of 100Hz, and slow data at
a constant rate of 1Hz over a simulated 10,000s. This analysis was performed over 10,000
simulated seconds (2:45 hours). Methods 1 and 2 took approximately 45 seconds to produce
the three histograms that were used during the time test. Method 3 took approximately 1,
giving a significant time advantage to the analysis.
Method File Size [MB] Time Test [s]
1 6.014 45
2 5.969+0.053=6.022 45
3 6.126 1
In order to more accurately simulate the data. The DAQ rate for fast data was increased
to a simulated average 10,000Hz, and humidity, pressure, and magnetic field were introduced
as parameters into the slow data, which was taken at a constant rate of 1/60Hz. The test
was run for a simulated 600s. Using this improved simulation, the results were as follows:
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Method File Size [MB] Time Test [s]
1 31.4 20
2 31.4+0.00831.4 20
3 32.2 2
It can be seen that with this simulated configuration, method 3 (last slow data value
taken for each fast data) the file size comes to 2.5% larger than method 1 or 2. The ratio of
analytical times of method 1 and 2, to method 3 for both simulations has improved due to
the slower rate at which slow data had been taken with the smaller data acquisition period.
The simulation has been improved to include a simulated channel number (unsigned int),
test pulse (boolean), pulse integral, base line and one other pulse parameter (all floats).
The results of the simulation are below. Simulated run time was 10 minutes.
Method File Size [MB] Time Test [s]
1 108.8 -
2 108.8+0.008108.8 -
3 109.4 -
In this simulation, file size increase of method 3 in comparison to methods 1 and 2 has
been reduced to 0.6%.
Using data from the tests described above, it can be concluded that by storing slow data
for each fast data acquisition provides the best compromise between disk space and analysis
performance. That is to say that benefits gained in terms of ease and time outweigh the
small increase, as low as 0.6%, in file size in comparison to separating fast and slow data.
The results of this analysis were used to determine the method of data storage for fast and
slow data for the data processing code.
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4.2.2 Detector Energy Calibration
The following calibration data was taken with detectors at 600V prior to gain calibration.
Three sources were used for the calibration, 57Co, 137Cs, and 22Na providing 4 peaks at 122
keV, 662 keV, 511 keV, and 1274 keV. The spectrum of the integral of each waveform was
then produced, and the respective peaks identified and fit using a Gaussian. Knowing the
value of the energy for each peak from literature, the relationship between the integral and
the predicted energy can then be produced. The results are shown in Figure 4.8, with the
resultant calibration parameters displayed in Table 4.1.
All detectors are shown to have a linear response correlation between waveform integral
and energy, as would be expected. A summary displaying the resultant fits to each detector
is found for each source is found in Appendix A.
Detector Energy Calibration
SBL256 Integral = 7:83 10 7 Energy(keV)+4:43 10 7
SBL257 Integral = 8:16 10 7 Energy(keV)+3:05 10 5
SBL258 Integral= 7:24 10 7 Energy(keV)+2:46 10 5
SBL259 Integral = 2:82 10 7 Energy(keV)+4:73 10 6
SBL260 Integral = 7:83 10 7 Energy(keV)+4:43 10 7
SBL261 Integral = 1:08 10 6 Energy(keV)+6:14 10 5
SBL262 Integral = 4:06 10 7 Energy(keV)+4:91 10 5
SBL263 Integral= 5:37 10 7 Energy(keV)+1:05 10 5
Table 4.1: NaI detector energy calibration results determining the energy dependence of the integral of
2 from the Gaussian fit to four peaks given at 4 peaks at 122 keV, 662 keV, 511 keV, and
1274 keV resulting from 57Co, 137Cs, and 22Na sources for the modulation experiment.
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Figure 4.8: Reading left to right, the energy calibration results for NaI detectors SBL256-263. The
position of each peak is calculated via the mean of the fit Gaussian for the sources of 57Co,
137Cs, and 22Na providing 4 peaks at 122 keV, 662 keV, 511 keV, and 1274 keV. The integral
is calculated via the summation of each bin in every waveform.
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4.2.3 Detector Voltage Calibration
This section details the steps performed to determine the optimal voltage to use for each
NaI detector. Each calibration has been performed using the respective source that the
detector is to be used for, such that we can ensure the calibration is optimised for its
working conditions.
The voltage for each detector was varied around its recommended value. For each voltage
a dataset of 500,000 events was taken, and the full absorption peak for the source was then
identified from the integral spectrum and fit with a simple Gaussian. The mean of this
Gaussian was then used to scale the energy into keV, for the sake of comparison. The
resolution was then calculated by FWHM/mean of the source peak. In the cases in which
the source has multiple peaks, only one is chosen for the sake of the calibration. For 60Co the
1173 keV peak is selected, and for 44Ti, the electron-positron annihilation peak at 511 keV
is chosen as the low energy peaks from the source itself are eliminated by the threshold for
low voltages.
The method by which the appropriate voltage for each detector is determined is based
on the shape of the resolution vs voltage curve. As voltage is increased, the resolution is
expected to improve to a finite point. This plateau indicated the optimal resolution for the
detector. In order to ensure that any drift in the performance of the detectors, or in the
voltage supplied, a point an appropriate distance from the beginning of this plateau is used
for the recommended voltage.
Measurements were performed by starting from when signals could first be observed, and
then increasing the voltage in steps of 20V until the voltage reached was 200V above that
specified by the manufacturer.
Figure 4.9 displays the results of the calibration for each individual detector, along with
the selected voltage. The individual spectra for the calibration of SBL256, as an example,
can be observed in Appendix B.
With the voltages for each detector determined, it is now possible to apply energy thresh-
olds from which the presence of a signal will be determined. This was performed by sys-
tematically increasing the threshold from the minimum value until such point at which the
noise peak was removed.
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Detector Calibrated Voltage [V] Threshold [A.U]
SBL256 680 800
SBL257 720 850
SBL258 760 950
SBL259 760 950
SBL260 700 900
SBL261 700 850
SBL262 840 900
SBL263 710 1000
Table 4.2: Summary of the voltage calibration and threshold determination tests. The threshold set
denotes the maximum height of the signal supplied to the DAQ, and is placed in A.U due to
the conversion of the PXI.
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Figure 4.9: Reading left to right, the voltage calibrations for NaI detectors SBL256-263. The resolution
is given by the ratio between the peak height and the FWHM of the corresponding peak
used. The vertical red line denotes the selected voltage for each detector.
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4.3 Correlation Between Rate and Pressure
The following study was performed in collaboration with Magnus Gienal for his bachelor
thesis, to whom credit for this work should go.
In order to properly predict and identify and potential modulation observed within the
Modulation Experiment, once must determine the response of the detectors to each of
the measured external parameters. One such parameter is pressure. Measurements were
performed within an air tight container that was vacuum pumped to below 1mbar before
being injected with nitrogen until the desired pressure was reached. The detector, SBL262,
was placed upright within the chamber, resting directly upon a 137Cs source. The chamber
was then surrounded on the top and sides by lead shielding to protect the measurement
from external radiation as best as possible. Images of the experimental setup while open
and closed can be observed in Figure 4.10
Figure 4.10: Experimental setup used to determine the response of NaI detectors to pressure. Left: The
open chamber exposing the upright detector placed on the 137Cs source. Right: Setup
while the chamber is closed, displaying the lead shielding used.
Measurements were performed through the addition of nitrogen to the vacuum pumped
chamber up to the desired pressure. Data was then taken between the ranges of 0.5 to
1.5 bar. Initial tests were performed taking data between these values in steps of 0.1 bar for
30 minutes both raising the pressure between 0.5 to 1.5 bar, then reducing it back down to
0.5 bar. An example spectrum of one such measurement is shown in Figure 4.11
The rate measurement at each pressure was performed by taking the 5 region around the
full absorption peak, fitting a Gaussian on top of a second order polynomial background.
The observed rate for each pressure was then plotted against the pressure at which the
measurement was taken, and the results are displayed in Figure 4.12. A significant reduction
of rate is observed within the detector between 0.5 to 0.9 bar that was not anticipated, and
was explored in more detail. As these pressures are not ones that the modulation experiment
would expect to observe over the course of a year, as pressures within Zurich do not fall
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Figure 4.11: Example spectrum taken over a period of 30 minutes taken at 1.301 bar with a 137Cs
source.
lower than 0.9 bar, the region between 0.9 to 1.5 bar was used to explore the correlation
between rate and pressure.
The origin the of strong dependence of rate on pressure must be investigated. To eliminate
the possibility of external factors having affected to the measurements, the rate with respect
to time is plotted. Features that may be found within this relationship, such as a large
change in rate at a particular time of day, may indicate that another factor may be involved.
The rate against time for the measurement shown in Figure 4.12 is shown in Figure 4.13.
Due to the lack of indicators of external factors affecting the measurement from Figure
4.13, the reason for the dependence of rate on pressure may be due to either the detector
or a physical effect from the source. To differentiate between these, the spectra for the
measurement taken between 0.5 and 1.4 bar is plotted with alongside the measurement
taken at 1.5 bar, along with the fractional difference between these. An example of one
these spectra between the measurements taken at 0.5 and 1.5 bar is shown in Figure 4.14.
As can be observed, there is a flat distribution in the fractional difference between the two
spectra, measured to be 4% in this case. This indicates that the dependence of the rate
observed on pressure is potentially due to a reduction in the efficiency of the detector.
To relate the effect of the reduction in efficiency observed in Figure 4.14, the fractional
difference in rate, and that observed from the spectra between 0.5 and 1.4 bar with respect
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Figure 4.12: Rate observed within 5 of the full absorption peak of 137Cs for a NaI detector placed in a
nitrogen filled chamber between the pressures of 0.5 to 1.5 bar. Tests were performed by
both raising the pressure between these values, as denoted by the red points, and in the
reverse direction, as shown by the blue.
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Figure 4.13: Rate against time observed within 5 of the full absorption peak of 137Cs for a NaI detector
placed in a nitrogen filled chamber between the pressures of 0.5 to 1.5 bar. Tests were
performed by both raising the pressure between these values, as denoted by the red points,
and in the reverse direction, as shown by the blue.
Figure 4.14: Comparison of spectra from a 137Cs source taken with a NaI detector in a nitrogen filled
chamber of pressures 0.5 and 1.5 bar. The fractional difference between the spectra is
shown below.
to the measurement taken at 1.5 bar is shown as a function of pressure. The result is
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shown in Figure 4.15. From this figure one can observe that both sets of data display the
behaviour, one that may have been anticipated from Figure 4.12.
Figure 4.15: Comparison of spectra from a 137Cs source taken with a NaI detector in a nitrogen filled
chamber of pressures between 0.5 and 1.5 bar. The fractional difference with respect to
the measurement taken at 1.5 bar of both the observed rate from 5  of the full absorption
peak is shown in red, whereby the average fractional difference between the spectra is
displayed with the blue points.
The conclusion from the measurements shown in this section clearly display a non-
anticipated result that the pressure observed by the NaI detectors. Analysis into the origin
of this dependence revealed that the NaI detector itself features a reduction in efficiency
at pressures below 0.9 bar. This behaviour can also be observed by looking into the indi-
vidual spectra of each measurement at each pressure and comparing them to that taken at
1.5 bar. Although the fractional difference observed over the full pressure range of these
measurements are greater than the percent level modulations expected by modulation, nat-
ural fluctuations in pressure are much smaller than those being tested here. When one
accounts for the natural range of pressures one might expect over the course of a year, it is
not expected that atmospheric pressures fall below 0.9 bar, and this the detector is deemed
stable within the ranges of pressures it would expect. It is of note, though, that the precise
cause in the drop of efficiency observed at lower pressures is not yet fully understood.
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5
Summary
To summarise the work performed on the XENON100 detector, an analysis was performed
to determine which PMTs are the lead cause of noise in run 12. By observing the number
of events for each detector within AmBe calibration data, and requiring events less than
3PE, one can study the levels of noise by looking for PMTs with an excess of events. After
implementing increasing levels of cuts on the coincidence level of observed S1 signals, a list
of high-noise PMTs could be established. Namely, events in which an S1 is observed on
PMTs 165, 166 or 169 must have the coincidence level for a signal increased to account
for the elevated probability of noise in these detectors. It was then studied if there was an
alternative, less manual cut that may be implemented in place of this cut on noisy PMTs.
It was found that by using a cut on the entropy of events, one could effectively remove
noisy events reliably without the need to a constant re-definition of a noisy cut for each
run. These two systems were then tested on dark matter data, whereby an increased level
of noise is more significant, and it was found that both the noisy PMT cut, and the entropy
cut performed equally well. Due to the flexible nature of the entropy method, however, it
was decided that this should be used in replacement for future runs.
An search for the presence of bosonic superWIMPs in XENON100 was also undertaken.
These theorised particles, in the form of a pseudo-scalar and vector type, are predicted
to deposit a monochromatic peak within the detector at the approximate rest mass of the
particle via the axio-electric effect. The resultant signal is therefore expected within the
electronic recoil band. As such, a necessary analysis into providing a comprehensive list
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of cuts designed for the electronic recoil band, for electronic recoils up to 200 keV was
performed. This concluded with a list of cuts, effective over the entire energy range of
interest, and developed specifically for the electronic recoil band that were to be used for
the remainder of the analysis. The model to the acceptance of the final cuts was then made
using a modified Fermi function.
To provide a profile likelihood limit for bosonic superWIMPs, the background model and
the sensitive energy regions were studied. The background was modelled based on Co and
Th calibration data. Due to a discrepancy in shape between the Co and Th spectra, energies
below 5 keV could not be considered for this analysis. Furthermore, as a result of the peak
resulting from the decay of 131mXe, an upper limit on the sensitive energy was places at
140 keV. Placing a limit at a given energy via profile likelihood is performed by blinding a
region 2 of the resolution of XENON100 from the energy of interest. As a result, the
range of energies that may be probed for this analysis that do not exceed the upper and
lower limits of energy when this blinded region is taken into account is between 8-125 keV.
The Co and Th data is then modelled between 5-140 keV, again using the modified fermi
function as to be consistent with the acceptance model.
With the cuts, acceptance, and background model defined, the profile likelihood analysis
was performed. gAee and 0= are the coupling constants for pseudo-scalar and vector
superWIMPs respectively, and represent the parameters of interest that limits will be set
upon. The number of background and the number of signal events are then implemented
as nuisance parameters. The final limit lies above the current best limits from XMASS-I in
the energy region between 60-120 keV. The remaining energies are new and currently best
limits for the bosonic super-WIMP model.
When compared to the limits obtained from cosmological and theoretical predictions
of bosonic super-WIMPs as shown in Figure 1.6, the results obtained by XENON100 for
the vector model are lower than all indirect endeavours. For pseudo-scalar super-WIMPs,
direct measurements are currently unable to surpass the limits set from the Galactic 
background. Although the limits obtained by XENON100 are higher in this case, it must
be noted that the results obtained from direct-detection experiments such as those shown
within this chapter are of great importance in solidifying the current limits of such a model.
Electric field simulations of the XENON1T TPC were performed with the intent to
determine a design that provides the most uniform field throughout the sensitive volume of
the detector. It was first determined that, by comparing a full 3D simulations with a 2D
axisymmetric and full 2D simulation, that the 2D axisymmetric simulation provides accurate
results with respect to a full 3D simulation while maintaining the computing efficiency
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provided by a 2D one. Standardised analytical lines were then established in order to be able
to compare results efficiently between one another. By altering the geometry, and spacing
of the shaping rings as well as the potential difference between the cathode and first shaping
ring, iterating between simulations resulted in an optimised TPC design. A further study
into the effect on the electric field uniformity as a function of shaping ring radii compared
how the electric field changed when some of the shaping rings were moved outwards by
1mm. This was to simulate the conditions that may arise from manufacturing inaccuracies
inherent in the process. Results from these simulations determined that, although such
manufacturing issues do affect the uniformity of the electric field at the very edge of the
TPC, it does not have any measurable effect on the overall uniformity.
A 1/16 segment of the XENON1T TPC was built and tested for the purposes of structural
integrity under cryogenic conditions. After subjecting the segment to sever temperature
changes via the partial submersion into liquid nitrogen, no significant deformities were
formed that would affect the overall structure despite the large change in temperature of
approximately 200K
An important aspect of the XENON1T TPC is the PMTs that observe the light produced
from interactions within it. Events observed within these PMTs may produce additional
after-pulses, from the process of ionisation of gas molecules within the detector. In order
to clarify the specific molecules producing the after-pulses observed in data, a simulation
was produced in COMSOL to measure the time difference in the drift time from the main
chamber of the PMT, to the cathode. After producing simulations for after-pulses caused
by He, CH4, Ne, CO, Ar, 130Xe++, and 130Xe, the simulations were capable of correctly
identifying similar peaks observed within data with a 5% accuracy.
The control of the liquid xenon level within the TPC is of the upmost importance for
the efficiency and position reconstruction of the S2 signal. XENON1T, as a result of the
following tests now utilises a diving bell system to control the liquid level, whereby gaseous
xenon is injected into the bell to produce and overpressure within it in order to stabilise the
liquid level at a desired position. Two small tests bells, different in radius, were tested in
a dedicated experimental setup at UZH to determine the validity of this method of liquid
level control, and to determine the liquefaction, and heat input into the bell that may
be observed within XENON1T. After multiple iterations of tests, and a re-design of the
capacitive level meters to observe the liquid level, no such liquefaction could be observed
within the bell. With the use of a heater within the LXe, accurate overpressure could
be produced to measure the heat input into the bell itself. The observed heat input for
both bells was extrapolated to the size of XENON1T based on both the surface area of the
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top plate of the bell, and the side walls. The results were that the heat input would be
(11.31.4)W when extrapolating results on the surface area of the top plate of the bell,
and (20.12.6)W.
A a result of these conclusions, it was decided that XENON1T would utilise the bell
method to control the liquid level, and is currently the largest such detector to employ this
method of liquid level control. XENON1T is now built and is currently running successfully
at LNGS.
An experiment to measure the potential annual modulation radioactive sources was char-
acterised. To summarise the work performed, first the appropriate format of data compres-
sion was studied. Specifically, the format with which the fast data taken from the eight NaI
detectors is processed with the slow control data taken from the temperature, pressure, hu-
midity, magnetic field and radon detectors. This entailed the comparison of three methods
of data storage for the fast and slow data. Those were to save the datasets in the same file,
but in different trees, into entirely separate files, or to save all data into the same root tree,
using the last slow data point to assign a value to all fast data events. After producing fake
data for 3 different fast and slow data rates, and parameters, it was determined that ROOT
is capable of compressing data adequately such that storing a slow control value increased
the file size by 0.6%, which is outweighed by the benefits gained during the analysis. As a
result, this was the storage method decided upon.
The detectors were characterised to determine the appropriate voltage on which to power
them, and their energy calibration. To determine the correct voltage, the resolution of
a source was measured for each detector around the recommended voltage given by the
producer. The curve of resolution vs voltage drops to a plateau at higher voltages, and thus
a value suitably within the region of the plateau was selected as the operating voltage of
each detector.
A study into the relationship between rate, and pressure was performed. This measure-
ments was taken by placing one of the NaI detectors to be used for the experiment directly
above a Cs-137 source and within a pressure chamber filled with nitrogen. The pressure
was altered between 0.5 and 1.5 bar and measurements were taken in steps of 0.1 bar and
the rate within 5  of the full absorption peak of the spectra was plotted. This resulted in
an unexpected behaviour whereby the observed rate rapidly decreased for pressured below
0.9 bar. This behaviour can also be observed by looking into the individual spectra of each
measurement at each pressure and comparing them to that taken at 1.5 bar. It is concluded
that the observed effect is a result of a decrease in the efficiency of the detector at the
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pressures. As we do not anticipate pressured below 0.9 bar over the course of a year, the
detector is found to be stable within the pressure ranges anticipated.
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A
Calibration of NaI Detectors
Figure A.1: Spectra used for Energy Calibration of NaI Detectors for Channel 0
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Figure A.2: Spectra used for Energy Calibration of NaI Detectors for Channel 1
Figure A.3: Spectra used for Energy Calibration of NaI Detectors for Channel 2
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Figure A.4: Spectra used for Energy Calibration of NaI Detectors for Channel 3
Figure A.5: Spectra used for Energy Calibration of NaI Detectors for Channel 4
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Figure A.6: Spectra used for Energy Calibration of NaI Detectors for Channel 5
Figure A.7: Spectra used for Energy Calibration of NaI Detectors for Channel 6
170
Figure A.8: Spectra used for Energy Calibration of NaI Detectors for Channel 7
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B
Voltage Calibration of NaI Detectors
Figure B.1: Spectra used for voltage calibration of NaI detector SBL256. Each spectra represents data
taken at different voltages, reading left to right in steps of 20V the data was taken at
voltages between 500 to 560V.
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Figure B.2: Spectra used for voltage calibration of NaI detector SBL256. Each spectra represents data
taken at different voltages, reading left to right in steps of 20V the data was taken at
voltages between 580 to 640V.
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Figure B.3: Spectra used for voltage calibration of NaI detector SBL256. Each spectra represents data
taken at different voltages, reading left to right in steps of 20V the data was taken at
voltages between 660 to 720V.
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