Abstract-We present fast and accurate solutions of large-scale scattering problems involving three-dimensional closed conductors with arbitrary shapes using the multilevel fast multipole algorithm (MLFMA). With an efficient parallelization of MLFMA, scattering problems that are discretized with tens of millions of unknowns are easily solved on a cluster of computers. We extensively investigate the parallelization of MLFMA, identify the bottlenecks, and provide remedial procedures to improve the efficiency of the implementations. The accuracy of the solutions is demonstrated on a scattering problem involving a sphere of radius 110 discretized with 41 883 638 unknowns, the largest integral-equation problem solved to date. In addition to canonical problems, we also present the solution of real-life problems involving complicated targets with large dimensions.
I. INTRODUCTION
S URFACE integral equations are commonly used to formulate scattering problems involving three-dimensional conducting bodies with arbitrary shapes [1] . These formulations provide accurate results when they are discretized appropriately by using small elements with respect to wavelength. Simultaneous discretizations of the scatterer and the integral equations lead to dense matrix equations, which can be solved iteratively using efficient acceleration methods, such as the multilevel fast multipole algorithm (MLFMA) [2] . However, accurate solutions of many real-life problems require discretizations with millions of elements leading to matrix equations with millions of unknowns. To solve these large problems, it is helpful to increase computational resources by assembling parallel computing platforms and at the same time by parallelizing the solvers.
Of the various parallelization schemes for MLFMA, the most popular use distributed-memory architectures by constructing clusters of computers with local memories connected via fast networks [3] - [11] . Parallelization tools are available, such as the message passing interface (MPI). Such tools provide many communication protocols to organize parallel solutions. However, parallelization of MLFMA is not trivial because of the complicated structure of this algorithm [11] . Simple parallelization strategies usually fail to provide efficient solutions because of the communications between the processors and the unavoidable duplication of some of the computations over multiple processors. Consequently, there have been many efforts to improve the parallelization of MLFMA by minimizing duplications and communications [7] - [12] . Thanks to these efforts, it has become possible to solve 20-30 million unknowns on relatively inexpensive computing platforms [8] , [9] , [13] .
In this paper, we present the details of a parallel MLFMA implementation for the efficient solution of scattering problems involving tens of millions of unknowns. We extensively investigate the parallelization procedure by focusing on different parts of the algorithm and identifying the obstacles to parallelization efficiency. Our approach involves load-balancing and partitioning techniques to distribute the tasks equally among the processors and to minimize the interprocessor communications. We demonstrate the accuracy and efficiency of our implementations on canonical problems involving sphere geometries of various sizes. Specifically, we are able to solve problems with more than 40 million unknowns on relatively inexpensive platforms. In addition to canonical problems, we also solve real-life problems involving complicated geometries discretized with large numbers of unknowns.
The scattering problems considered in this paper involve closed surfaces, which can be formulated with the combined-field integral equation (CFIE) [1] . CFIE provides better-conditioned matrix equations than the electric-field integral equation (EFIE) and the magnetic-field integral equation (MFIE) [14] - [16] . Using CFIE, iterative convergence is achieved rapidly and it can be further accelerated by employing simple and efficient preconditioners.
The rest of the paper is organized as follows. In Section II, we examine the MLFMA solutions, focusing on the computational requirements. Section III explores efficient parallelization of MLFMA by investigating each part of the algorithm in detail. Section IV presents the results, followed by our concluding remarks in Section V.
II. SOLUTION OF INTEGRAL EQUATIONS BY MLFMA
For the solution of scattering problems involving three-dimensional conducting bodies with arbitrary shapes, discretization of the surface integral equations leads to dense 0018-926X/$25.00 © 2008 IEEE matrix equations (1) where represents the unknown coefficients of the basis functions for to model the surface current density, i.e., (2) Expressions for the matrix elements ( , , and ) and the elements of the right-hand side vector ( , , and ) for EFIE, MFIE, and CFIE, respectively, are presented in [17] . For the solution of problems involving closed surfaces, CFIE is preferable since it is free of the internal-resonance problem [18] and provides better-conditioned matrix equations than EFIE and MFIE [14] - [16] . This favorable quality of CFIE is crucial for the rapid convergence of iterative solutions. In this paper, CFIE is discretized by employing Rao-Wilton-Glisson (RWG) [19] functions defined on planar triangles for numerical solutions.
A. Solutions With MLFMA
MLFMA splits the matrix-vector multiplications (MVMs) required by the iterative solvers as (3) In (3), the near-field interactions denoted by are calculated directly and stored in memory, while the far-field interactions are computed approximately in a group-by-group manner. For a single-level fast multipole algorithm, we calculate the far-field interactions as presented in [20] . In MLFMA, those interactions are calculated in a multilevel scheme using a tree structure constructed by including the scatterer in a cubic box and recursively dividing the computational domain into subboxes. The tree structure of MLFMA includes levels. At level from 1 to , the number of nonempty boxes (clusters) 1 is , where and . Each MVM involves four main stages.
• Near-field interactions: In MLFMA, near-field interactions are used directly to perform the multiplication
The number of near-field interactions is proportional to and the near-field matrix has a sparsity of .
• Aggregation: Radiated fields at the centers of the clusters are calculated from the bottom of the tree structure to the highest level. Fig. 1 . Tree size and the number of near-field interactions for the solutions of the sphere problems using top-down strategy to construct the multilevel tree.
• Translation: Radiated fields are translated into incoming fields. For a basis cluster at any level, there are testing clusters to translate the radiated field.
• Disaggregation: The incoming fields at the centers of the clusters are calculated from the top of the tree structure to the lowest level. At the lowest level, the incoming fields are multiplied by the receiving patterns of the testing functions and angular integrations are performed to complete the MVM. In our MLFMA implementations, radiated and incoming fields are sampled uniformly in the direction, while we use the Gauss-Legendre quadrature in the direction [21] . There are a total of samples required for a cluster in level , where is the truncation number, i.e., the number of harmonics used to calculate the translation operators. To determine the value of for each level, we use the excess bandwidth formula considering the worst-case scenario according to a one-box-buffer scheme [22] , i.e., (5) where is the box size at level and is the desired digits of accuracy. Oscillatory nature of the Helmholtz solutions requires that the truncation number and the sampling rate for the radiated and incoming fields depend on cluster size as measured by the wavelength . During the aggregation and disaggregation stages, we employ local Lagrange interpolation and anterpolation methods to match the different sampling rates of the consecutive levels [23] , [24] .
B. Computational Requirements of MLFMA
When MLFMA is used, memory requirement for a MVM is proportional to the tree size , i.e., The processing time is also related to the tree size as (7) where represents relative weights for levels . Asymptotically, as increases, becomes and the complexity of the MVM is . Although this is true in general, measurements may present deviations from the ideal case depending on the construction technique for the tree structure, even when is very large. For example, we usually employ a top-down strategy to build the multilevel tree for large problems. In this strategy, the smallest possible cubic box is used to enclose the target completely. Then, the computational domain is recursively divided into subdomains until the size of the clusters in the lowest level is in the -range. In Fig. 1 , tree size is plotted as a function of the number of unknowns for the solution of scattering problems involving sphere geometries of various sizes, when the top-down strategy is used to construct the multilevel tree and the number of accurate digits is 2. The radius of the sphere changes from to corresponding to 3723 and 41 883 648 unknowns (edges), respectively, using triangulation. We observe that the tree size oscillates around the curve. Due to such local variations, processing time and memory requirement for the MVMs with respect to cannot be strictly proportional to . As an example, the tree size grows only by 50% when the number of unknowns increases from 23 405 664 to 41 883 648. Then, the memory requirement for the MVMs increases by about 50%, which is below the asymptotical estimation of 85%.
The radiation and receiving patterns of the basis and testing functions are sampled according to the sampling rate of the lowest level clusters. Using the RWG functions, these patterns are calculated analytically and stored in memory before the iterative solutions. Applying a Galerkin scheme and using the same sets of basis and testing functions, CFIE implementations require only two sets of patterns for each RWG function [25] . We also reduce the number of samples to using the symmetry of the patterns. Although the processing time to calculate the radiation and receiving patterns is negligible, significant amount of memory is required to store them.
Similar to the radiation and receiving patterns, translation operators are also calculated and stored in memory before the iterations. Using cubic (identical) clusters, there is a maximum of different translations in each level, independent of the number of clusters [7] . Although using cubic clusters reduces the number of translation operators significantly, we also need interpolation methods to calculate these operators in time [26] , [27] . With the optimization of the interpolations, both calculation time and memory for the translation operators are insignificant compared to the other parts of the implementation, especially when the problem size is large.
Processing time for the initial setup of MLFMA (prior to the iterative solution) is dominated by calculating near-field interactions and it is proportional to . The amount of memory to store the near-field interactions is also significant and comparable to the memory used for the radiation and receiving patterns. Asymptotically, and the near-field interactions has a complexity of . However, similar to the MVMs, local variations in the processing time and memory requirement for the near-field interactions may exhibit behavior different than the asymptotical estimation. This is because, as depicted in Fig. 1 , the number of near-field interactions oscillates around the curve when a top-down strategy is used to construct the tree structure. Consequently, variation in processing time and memory with respect to can be higher or lower than the asymptotically linear estimate.
As a summary, Table I lists the major parts of MLFMA and their computation requirements for the solution of large problems.
III. EFFICIENT PARALLELIZATION OF MLFMA
Because of its complicated structure, parallelization of MLFMA is not trivial. Simple parallelization schemes usually lead to inefficient solutions due to dense communications between the processors, duplication of computations, and unbalanced distribution of the workload among processors. Several issues must be carefully considered to obtain an efficient parallelization of MLFMA [7] - [12] . • Partitioning: For high efficiency, it is essential to distribute the tree structure among the processors with minimal duplication. This is achieved by using different partitioning strategies for the lower and higher levels of the tree structure [11] . In the lower levels (distributed levels), there are many clusters with small numbers of samples for the radiated and incoming fields. Therefore, it is appropriate to distribute the clusters in these levels by assigning each of them to a single processor. In higher levels (shared levels), however, it is easier to distribute the fields among the processors by assigning each cluster to all processors, since there are a few clusters in these levels with large numbers of samples. Calculation of the far-field interactions are organized according to the partitioning of the tree structure (far-field partitioning).
• Load-balancing: Parallelization cannot be achieved efficiently without distributing the tasks equally among the processors. We apply load-balancing for both the distributed and shared levels to improve the parallelization of the far-field interactions. For high efficiency, it is also essential to distribute the near-field interactions using a load-balancing algorithm [12] .
• Communications: In parallel MLFMA, processors need to communicate with each other to transfer data. Using appropriate partitioning schemes and load-balancing algorithms significantly reduces the data traffic. However, the remaining communications must be organized carefully. For high efficiency, it is also essential to use high-speed networks to connect the processors. In the following subsections, we provide the details of the efficient parallelization of MLFMA.
A. Setup Part
The setup part consists of preparing the near-field interactions, radiation and receiving patterns, translation operators, and preconditioners for the iterative solutions.
1) Near-Field Interactions: Near-field interactions should be distributed among the processors using a load-balancing algorithm. Considering the sparse near-field matrix, the rows are assigned to the processors in such a way that all processors have approximately equal numbers of near-field interactions (near-field partitioning). Distributing the rows equally among the processors usually fails to provide good load-balancing, even for the solution of problems involving Fig. 3 . All-to-all communications performed at LoD to change the far-field partitioning scheme from the distributed levels to the shared levels.
symmetrical geometries, such as a sphere. After distribution, the near-field interactions are calculated in each processor without any communication.
2) Radiation and Receiving Patterns: According to the farfield partitioning of the tree structure, the lowest-level clusters are distributed among the processors. Then, each processor calculates and stores the radiation and receiving patterns of the basis and testing functions included in its local tree.
3) Translation Operators: In the setup of MLFMA, each processor is tasked with calculating a set of translation operators that will be required during the MVMs. For a translation at a distributed level, where each cluster is assigned to a single processor, the operator is calculated by the processor working on the testing cluster. Due to symmetry, a translation operator can be used for many interactions in a level. Therefore, in the distributed levels, some of the translation operators are duplicated and included in more than one processor; this is allowable because of the negligible cost of the operators at the low levels. There is no duplication in the shared levels, where the fields are distributed and the translation operators are also partitioned among the processors.
4) Preconditioner:
With CFIE, iterative solvers can be easily accelerated by employing simple and efficient preconditioners [15] . We use the block-diagonal preconditioner (BDP) [2] based on the self interactions of the lowest level clusters. The construction of BDP requires negligible time and memory, and its efficient parallelization is relatively easy to achieve.
B. Solution Part
For the iterative solutions, we employ Krylov subspace algorithms that are parallelized efficiently [28] . These algorithms require MVMs and the solutions of a sparse equation involving the preconditioner matrix , i.e., (8) (9) where and are the input and output vectors, respectively; both are distributed according to the far-field partitioning. Before an MVM or a preconditioner solution, the partitions of the input vector are combined together using the "gather" operation of MPI. Each MVM involves the use of near-field interactions, as well as the calculation of the far-field interactions via the aggregation, translation, and disaggregation stages.
1) Near-Field Stage:
To match the near-field and far-field partitioning schemes during the MVMs, all-to-one and one-to-all communications are required, as depicted in Fig. 2 . After the near-field computations are performed in negligible time, the partitioning of the output vector is modified for the iterative solver. The processing time for these communications is also negligible.
2) Aggregation Stage: In the highest distributed level, which we call the level of distribution (LoD), the clusters are distributed among the processors using a load-balancing algorithm that considers the combined load of all descendants (children, grandchildren, etc.) of each cluster at LoD. The combined load for a cluster is the size of the subtree attached to the cluster; we account for all descendants, each weighted by the number of field samples. The load-balancing algorithm assigns the whole branch of the tree starting at an LoD cluster to the same processor. Then, in the distributed levels, each cluster and all its subclusters are assigned to the same processor. In this way, the aggregation stage up to LoD can be performed without any communication. At LoD, the partitioning scheme is changed by employing an all-to-all communication, as shown in Fig. 3 . For each cluster, the samples of the radiated field stored in a processor is distributed among all processors. In the shared levels above LoD, samples on the -space are partitioned along the direction. From LoD to the highest level , the aggregation stage involves one-to-one communications that are required for the interpolation of the fields. This is illustrated in Fig. 4 , where an interpolation is performed on the samples of cluster . As an example, only the interpolation in processor 2 is depicted although similar operations are also performed in the other processors. To compute the data at each sample in the fine grid, a set of samples are used in the coarse grid. Even though a local interpolation method is used, some of those coarse samples may be located in other processors. Therefore, one-to-one communications are performed to provide the required data (inflation). After the data is prepared, interpolation and shifting operations are performed to include the contribution of the cluster in the radiated field of its parent cluster .
We note that the communications in the shared levels are mainly required between the processors located "close to each other." In other words, the processor with index requires data from its "neighbors," i.e., and . On the other hand, depending on the partitioning and the number of interpolation points, more data might be required from other processors next to the neighbors. We apply a load-balancing algorithm to distribute the fields appropriately so that the amount of the data transferred among all processors is minimized. However, as the number of processes increases and the fields are distributed over many processors, dense one-to-one communications cannot be avoided; this may reduce the efficiency of the parallelization.
Finally, for each problem, we carefully choose the number of distributed and shared levels by an optimization. For this purpose, we assign LoD to a series of possible levels and monitor the distribution of the clusters and the fields. For some of the levels (higher levels), distribution of the fields is better than the distribution of the clusters, i.e., samples of the fields can be partitioned evenly among the processors, but not the clusters. For the others (lower levels), however, clusters can be partitioned easily, while it is difficult to partition the fields among the processors. Then, we choose LoD such that distributing the fields (clusters) is more preferable for all levels above (below) LoD. The choice of LoD depends on the tree structure (hence the geometry of the target) as well as the number of processors. However, our measurements show that, for a given problem, LoD is insensitive to the latter parameter if only a small number (e.g., 2 to 16) of processors are employed.
3) Translation Stage:
The translation stage is one of the most critical parts for the efficiency of the parallelization. This is because dense one-to-one communications are required between the processors for the translations in the distributed levels. In general, each processor sends some data (radiated fields) to all other processors. We organize these communications using a communication map, which consists of interaction layers to match the processors. For processors, it can be shown that the communications can be achieved in steps, as depicted in Fig. 5 for a 6-process case. After the processors are paired, the following operations are performed on the receiver and sender sides.
• The sender and receiver determine the cluster-cluster interactions involving the basis clusters on the sender side and testing clusters on the receiver side.
• The radiated fields of the basis clusters are sent one by one.
• When the radiated field of a basis cluster is received by the receiver, all of the translations involving this basis cluster and the testing clusters owned by the receiver are performed. This ensures that the same data is not transferred more than once. To improve the efficiency of the translations, we use nonblocking send and receive operations of MPI to transfer the data. In the shared levels, all the translations are performed without any communication since the fields are distributed among the processors and a processor is assigned to the same portion of the radiated or incoming fields for all clusters.
4) Disaggregation Stage:
The disaggregation stage is generally the inverse of the aggregation stage. The incoming fields are calculated at the center of each cluster from the top of the tree structure to the lowest level using the anterpolation and shift operations. For a cluster in level , the incoming field is the combination of the translated field from the far-field clusters and the incoming field to the center of its parent. In the shared levels, anterpolation produces samples in the coarse grid, some of which should be sent to the "neighboring" processors. This is illustrated in Fig. 6 , where processor 2 performs the anterpolation operation on the samples of cluster for its subcluster . Some of the resulting data in the coarse grid is used locally, while the rest are sent to other processors, i.e., exactly the reverse of the interpolation. As the disaggregation operation proceeds down to LoD, the partitioning is changed via an all-to-all communication. Then, the disaggregation is performed from LoD to the lowest level without any communication. In the lowest level, each processor performs the angular integrations and produces a partition of the output vector .
To sum up, IV. RESULTS First, we demonstrate the efficiency of MLFMA parallelization for the solution of a scattering problem involving a sphere of radius . The problem is discretized with 2 111 952 unknowns and solved on a cluster of Intel Xeon processors connected via an Infiniband network. Fig. 7 depicts the efficiency (with respect to the solution with a single processor) when the solution is parallelized into 2, 4, 8, 12, and 16 processes. The parallelization efficiency is defined as (10) where is the processing time of the solution with processes. Fig. 7(a) shows that the overall efficiency (setup and iterative solution) is above 85% when the number of processes is 16. In this case, efficiency ratios for the setup and the solution parts are about 97% and 80%, respectively. We observe in Fig. 7(a) that the setup part is parallelized very efficiently, since this part is communication-free and the computations (especially the near-field interactions) are perfectly distributed to the processors using a load-balancing algorithm.
In Fig. 7(b) , we present the parallelization efficiency for the aggregation, translation, and disaggregation stages, in addition to the overall efficiency for the MVMs. The near-field stage is not considered because of its negligible time. We observe that aggregation and disaggregation stages are parallelized with about 87% efficiency, while efficiency for the translation stage is 59% for the 16-process case. To further investigate the parallelization, Fig. 8 presents processing time and efficiency (with respect to the solution with 2 processors) for various categorized parts of the MVMs. Our observations are as follows.
• Aggregation and disaggregation stages in the distributed levels ( for this problem) constitute the significant part of the processing time of MVM. These stages are perfectly parallelized, thanks to the load-balancing algorithm for distributed levels.
• The parallelization efficiency of the aggregation and disaggregation stages in the shared levels (from to in this problem) is also quite high. However, the efficiency drops to about 80% for the 16-process case. This is due to the increasing amount of one-to-one communications for interpolations and anterpolations.
• Parallelization efficiency of the communication-free (intraprocessor) translations is in the 80%-100% range. All of the translations in the shared levels and some of those in the distributed levels are communication-free.
• Translations that are performed with communications (interprocessor translations) and all-to-all communications performed at LoD exhibit reduced efficiency as the number of processes increases. Since they take longer processing time, the interprocessor translations affect the overall efficiency more than the all-to-all communications. In general, interprocessor translations are the bottleneck of the parallelization. Since these translations are performed in the distributed levels, their negative contributions can be minimized by increasing the number of shared levels. However, aggregation and disaggregation in low levels cannot be performed efficiently by partitioning the coarsely sampled fields. As discussed in Section III, we carefully determine the number of distributed and shared levels to optimize the parallelization efficiency for the solution of each problem.
In Table III , we present the solutions of very large scattering problems involving spheres of radii , , and , which are discretized with 23 405 664, 33 791 232, and 41 883 648 unknowns, respectively. For all three problems, 9-level MLFMA is employed and parallelized into 16 processes. The numbers of distributed and shared levels are 6 and 3, respectively. Using a top-down strategy, the cluster size in the lowest level is -. Each of the tree structures contains about six million clusters and most of them are used in the lowest level. The number of near-field interactions increases with the problem size and the sparsity of the near-field matrix is almost constant. The near-field interactions are calculated with 1% error. The smallest and largest truncation numbers are also listed in Table III when the far-field interactions are calculated with two digits of accuracy. Table III shows that the setup time increases proportionally to since the sparsity of the near-field matrix is constant and the number of near-field interactions is proportional to . On the other hand, the processing time for the MVMs, which is related to the tree size, increases more slowly than . As discussed in Section II, these local deviations from the asymptotical estimates are expected depending on the clustering technique used for the tree structure. As depicted in Fig. 1 , the tree size and the number of near-field interactions oscillate around the and curves, respectively. Local variations of these quantities corresponding to the three large problems in Table III are magnified in the inset of Fig. 1 . We observe that the tree size (hence the computational requirements for the MVMs) increases slower than the asymptotical estimate of . On the other hand, due to a top-down clustering scheme, the number of near-field interactions (hence the computational requirements for the near-field part) grows faster than . We emphasize that this behavior is local and depends on the strategy to construct the tree structure, the overall complexity of MLFMA is still . We also observe in Table III that the maximum number of biconjugate-gradient-stabilized (BiCGStab) iterations to reduce the residual error below is 21. Using the BDP, iterative solution of the 42-million-unknown problem requires only 290 min, while each MVM is performed in 441 s. Table III also lists the total memory usage for different parts of the algorithm using the single-precision representation for the complex numbers.
In Fig. 9 , we further present the details of the solution of the 23-million-unknown problem involving a sphere of radius . In Fig. 9(a) , the total processing time is depicted for all processes from 1 to 16. After the input and the clustering part , computations of the translation operators and the radiation/receiving patterns require negligible time. Calculation of the near-field interactions dominates the setup time, which is about 94 min. Then the solution part , involving a total of 34 MVMs, is performed in about 155 min. The processing time for a MVM is depicted in Fig. 9(b) , , aggregation in the shared levels , translations without communications , translations with communications , disaggregation in the shared levels , and disaggregation in the distributed levels followed by the receiving operation . In the diagrams, white areas correspond to waits before the operations that require synchronization.
including the near-field stage , aggregation/disaggregation in the distributed levels , all-to-all communications , aggregation/disaggregation in the shared levels , communication-free (intraprocessor) translations , and interprocessor translations . The most problematic parts in terms of parallelization efficiency, i.e., all-to-all communications and interprocessor translations, require negligible time compared to other parts of the MVM. This is commonly observed with large-sized problems and supports the conclusion that the parallelization efficiency for a fixed number of processes usually increases as the problem size grows.
To present the accuracy of the solutions, Fig. 10 depicts the normalized bistatic radar cross section values in decibels (dB) for a sphere of radius discretized with 41 883 648 unknowns. We believe this is the solution of the largest integral-equation problem ever reported. Solutions of integral-equation problems with 20 million and 33 million unknowns were reported in [8] and [13] , respectively. Analytical values obtained by a Mie-series solution is plotted as a reference from 160 to 180 , where 180 corresponds to the forward-scattering direction. Fig. 10 shows that the computational values sampled at 0.1 are in agreement with the analytical curve. For more quantitative information, we define a relative error as (11) where and are the analytical and computational RCS values, respectively, is the -norm defined as (12) and is the number of samples. The relative error is 3.87%, 4.67%, and 4.67% in the 160 -170 , 170 -180 , and 0 -180 ranges, respectively. We note that the relative error in the RCS values is about 5%, although we calculate the near-field and far-field interactions with 1% error. The extra error is due to the low-order discretization of CFIE. For the same discretization of a scattering problem with the RWG functions, MFIE (thus, CFIE) is consistently inaccurate to calculate the scattered fields compared to EFIE, even MFIE (and CFIE) is better conditioned than EFIE [29] . A remedy to this accuracy problem is to use higher-order basis functions, such as the linear-linear basis functions discussed in [17] . Finally, we present the solution of a real-life problem involving the Flamme, which is a stealth airborne target, as detailed in [30] . The scattering problem is solved at 16 GHz and the maximum dimension of the Flamme is 6 m, corresponding to . Using triangulation, the problem is discretized with 24 782 400 unknowns. Fig. 11 presents the bistatic RCS values in when the target is illuminated by a plane wave propagating in the -plane at a 30 angle from the axis (from ). Both and polarizations are considered. The copolar RCS values are plotted on the -plane as a function of the bistatic angle . In the plots, 30 and 210 correspond to the back-scattering and forward-scattering directions, respectively. Solution of this problem is performed by a 10-level MLFMA (6 distributed and 4 shared levels) parallelized into 16 processes. After the setup, which takes about 104 min, the problem is solved twice (for two polarizations) in about 490 min. Using BiCGStab and BDP, the numbers of iterations to reduce the residual error below are 42 and 35, respectively, for the and the polarizations of the plane-wave excitation. Both near-field and far-field interactions are calculated with 1% error and the total memory usage is 139 GB using the single-precision representation.
V. CONCLUDING REMARKS
In this paper, we consider fast and accurate solutions of largescale scattering problems discretized with tens of millions of unknowns using a parallel MLFMA implementation. We investigate the parallelization of MLFMA and improve the efficiency of the implementations. Some of the major steps for the efficient parallelization of MLFMA are as follows.
• Distribute the near-field interactions equally among the processors using a load-balancing algorithm.
• Determine the shared and distributed levels appropriately by choosing an optimal LoD. • Distribute the clusters in LoD among the processors by considering the combined load of all descendants of each cluster.
• Assign each cluster and its subclusters to the same processor for the levels below LoD.
• Distribute the samples of the fields among the processors using a load-balancing algorithm (to reduce one-to-one communications) for the levels above LoD.
• Use a communication map to pair the processors for the translations in the distributed levels. Transfer the required data using nonblocking send and receive operations. We demonstrate the accuracy of our implementations by considering a canonical scattering problem involving a sphere of radius discretized with 41 883 638 unknowns. To the best of our knowledge, this is the largest integral-equation problem ever solved. 2 In addition to the solution of various extremely large canonical problems, we also demonstrate the effectiveness of our implementation on a real-life problem involving the Flamme geometry with a size larger than .
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