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We introduce a method of representing a broad class of binary search trees in an 
environment in which pointers and other structural information may be "lost" or 
"maliciously altered." The fault tolerant representation permits any 2 field changes 
to be detected and any 1.to be corrected without significantly increasing storage 
requirements of the binary tree. The detection and correction procedures applied to 
the entire tree require O(n) time. This discipline is also used to represent binary 
search trees with a single pointer per datum without altering the cost of searching 
or updating, if applied in conjunction with any underlying tree balancing scheme 
(bounded balance, tc.). If no balancing scheme isemployed, the trees we form will 
have significantly shorter search paths than those formed using the straightforward 
algorithm. © 1984 Academic Press, Inc. 
1. INTRODUCTION 
Three key issues in data oganization are reliability, economy of space, 
and speed. In this paper we focus our attention on a fundamental  data 
structure, the binary search tree, and present a technique which can be 
used to improve the fault tolerance or reduce the space requirements of this 
structure. As we shall see, this technique tends to produce more balanced 
structures than would otherwise be formed. In that sense the method 
actually decreases earch costs rather than increasing them if no formal 
balancing discipline is used. Since the not ion of robustness, or fault 
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form in [5]. 
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tolerance, in data structures i not well known, we begin with a brief over- 
view of previous work. 
An approach to increasing the overall reliability of a database or any 
computing system is to add redundant information to its data structures. 
This redundancy can be used to detect and, possibly, to correct errors 
introduced by disk crashes, incorrect software, etc. Many systems incor- 
porate these ideas to some extent, but usually in an ad hoc fashion. Taylor 
et al. (1980a, 1980b, 1982) have proposed a systematic approach that 
includes a way to quantify the robustness of a data structure. They take a 
pointer, counter, or flag field of a record as the basic object that may be 
mutilated. A structure is said to be k-detectable if at least k + 1 field 
changes are required to transform a valid instance of the data structure 
into another valid instance. Similarly, a data structure is said to be k- 
correctable if there exists an algorithm capable of re-creating the correct 
instance of a data structure that has been subject o at most k changes. In 
both cases, attention is focused on the integrity of the structural infor- 
mation (e.g., pointers) instead of on the validity of the stored data. 
As a simple example, consider a singly-linked list in which each record 
contains an ID field identifying it as part of the structure. As Taylor et al. 
(1980a, 1982) noted, a single pointer change in this structure suffices to 
delete a record from the list, so the data structure is 0-detectable and 0- 
correctable. If, on the other hand, a count of the total number of records is 
kept in the header, the structure becomes a 1-detectable, although it is still 
0-correctable. By contrast, a doubly-linked list with a global counter is 2- 
detectable and 1-correctable. 
A binary search tree seems an ideal candidate to hold redundant infor- 
mation with only a marginal increase in the storage requirements, ince 
more than half of its pointers are actually null. Taylor et al. (1980a, 1982) 
attempted to exploit this idea by introducing a "chained and threaded tree" 
(CT-tree, for short), which is a modified right-threaded tree (Knuth, 1973). 
Essentially, a CT-tree is a binary tree in which the null pointers are 
replaced by two types of special pointers, called threads and chains. A null 
right pointer is replaced by a thread pointing to the successor of the key in 
an in order traversal; a null left pointer is replaced by a chain pointing to 
the next key (in inorder) that has a null left pointer. They proved that a 
CT-tree is 2-detectable and 1-correctable. However, it is an unsatisfactory 
data structure in several respects. Although an O(n) detection algorithm 
exists for an n node tree, no correction algorithm running in less than 
O(n 3) time has been found. Furthermore, even though a CT-tree can be 
kept balanced so searches do not take more than O(log n) time, in the 
presence of a single error we may be forced to do a sequential search using 
the threads and chaim, thus degenerating to O(n) time for a search even 
ignoring the correction problem. 
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We introduce a different way to add redundant information to a binary 
search tree. Essentially, by enforcing a simple restriction on the shape of 
the binary search trees considered, we are able to store two isomorphic 
copies of the tree using only one set of pointers. The result is an elegant 
data structure with simple update rules, that improves greatly on the CT- 
tree: both detection and correction can be done in time O(n), and in the 
presence of a single error searches can still be performed in time O (height 
of tree). 
2. T~m BASIC DISCIPLINE 
Our basic idea is simple: nodes of out degree one, in a binary search tree, 
are intuitively undesirable but cannot be eliminated entirely (consider a 
tree on 2 nodes). We can, however, develop a discipline under which a 
node can be of out degree 1 only if its child is a leaf. Such trees can be 
described as consisting of a tree of internal nodes (denoted by O in Fig. 1), 
together with either leaves, denoted [5, or parent-child pairs, appended to 
each position on the fringe of the tree of internal nodes. The internal tree 
may satisfy any balancing discipline. Avoidance of nodes of degree 1 has 
been proposed (and analyzed) as a balancing heuristic (Itai and Rodeh, 
1980; Munro and Poblete, 1985; Walker and Wood, 1976). That is clearly 
not out goal, but we are happy to reap the benefits of this side effect. 
Note that if the nodes of out degree 1 are ignored, an inorder traversal of 
the tree reveals an alternation of leaves and internal nodes. Suppose we 
i 
/ 
- - - : red 
[ ]  : a key with no children O 
: black 
: a key with two children 
~ : a parent-single child pair 
.FIG. 1. Isomorphic trees. 
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FIG. 2. Superimposed representation of  the trees. 
impose the conventions that the leftmost leaf contains the dummy value 
- ~ and that all brotherless nodes are left children. If T is such a tree, then 
there is an isomorphic structure T ~ in which + oe is an appended value in 
the rightmost leaf and all brotherless nodes are right children. Note (see 
Fig. 1) that the values at internal nodes of the black tree T are at leaves of 
the red tree T 1 and vice versa. Therefore choosing T as a search tree, we 
can make use of the pointers available at its leaves to provide a secondary 
search structure (isomorphic to the primary one). 
As it happens, basic updating algorithms for such a scheme are not very 
complicated. They are most easily understood in terms of a superim- 
position of the two trees (Fig. 2). Insertions are made on the fringe 
procedure insert( x, T) ; 
/* comment insert key x into T, x i.s assumed not present; */ 
if T= ~-~ for somea,bthenreturn( / /  x ~k ) 
/ -  - \  
else if T= //f b ~ for some a,b,c then 
/ -  ~\  
else/* comment T = ~ for some a,b,L,R; */ 
begin L R 
if a<x<b then swap the values x and b and replace the 
old value b at the fringe with the old value of x; 
return(if x<a then ~ else / ~  ) 
insert(x,L) R L insert(x,R) 
end; 
FIG. 3. Insertion algorithm. 
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procedure delete(x, 73; 
/* comment delete key x from T, x is assumed present;*/ 
if T= /J. x ~ for some a,b then return( [~ ) 
else/* comment T = ~ for some a,b,L,R; *1 
L R 
:- '7"- .  
if x<a then return( ~ ) 
delete(x,L) R 
else if x>b then return( ~ ) 
L delete(x,R) 
else/* comment w.l.g, assume x - b ( x = a is symmetric); */ 
if R ,e ~ then I I 1 
begin let c denote succ(x); return( ~ with 
L delete(c,R) 
the value x at the fringe replaced by the value c) end 
else i fL ¢ ~ then return(delete(a,T) with x at the 
fringe and in the current node replaced by the value a) 
else/* comment T = ~ o r  some p,a,q; */ 
return( ~ ) ;  
FIG. 4. Delet ion  a lgor i thm.  
according to the scheme pictorially represented in Fig. 3. (The pictorial 
representation of the return statement is not intended to imply that the tree 
be copied in the process of performing an insertion.) If such an insertion 
generates a new internal node, rebalancing of the internal tree is carried on 
according to the appropriate underlying scheme. Deletions are carried out 
in an analogous manner as suggested in Fig. 4. We emphasize that this 
technique can be used in conjunction with any balancing scheme applied to 
both trees. The balancing scheme is simply applied to the trees in which the 
leaves (i.e., noncircular nodes in Fig. 1) are treate as external nodes (i.e., 
ignored). 
3. IMPLEMENTATION TO ACHIEVE ROBUSTNESS 
For each data value (other than +oo and -oo)  in the tree pairs 
described above, the sum of out degrees in the two trees is 2. Hence the 
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standard 2 pointer per datum representation will certainly suffice to 
represent the two trees independently if we can indicate the tree to which 
each pointer belongs. This can be achieved by 2 flags per pointer 
(robustness i required for the flags) or some other means such as keeping 
the flags for a node as it occurs in each tree with its parents. (This keeps 
the 2 flags conveying the same information in different places hence less 
subject to change by a single error.) In addition to this we keep a global 
counter of the number of data values and assume (as is the convention in 
this field) that each node contains an ID field by which it can be 
recognized as part of the structure. It follows immediately that in the 
presence of a single structural error the search for any element can proceed 
without difficulty on at least one of the trees. We note the CT-tree scheme 
of Taylor et al. (1980b) also requires the tags and a count. A linear 
algorithm for single error detection and an O(n 3) algorithm for correction, 
subject to these constraints follow directly from Theorem 7 of that paper. 
We can, however, give a very crude but linear correction method (2-detec- 
tion follows similarly). 
To perform single error correction we simply traverse both trees "in 
parallel." If an invalid ID is found in a node accessible in both trees, then 
the problem is simply that its ID field has been destroyed, and hence it is 
restored. If this does not occur we proceed to count records with valid ID 
fields in each tree. We have, then, three independent counts of the size of 
the structure; the global count and the two traversal counts. Assuming only 
1 error has occurred and no error is detected by the flag redundancy, two 
of the counts must agree. If the global count is in error it is corrected, 
otherwise one of the trees is in error and we simply reconstruct i  imitating 
the other. We have then: 
THEOREM 1. Given any scheme for maintaining balanced binary search 
trees, we can maintain a search tree structure which is 2-detectable and 1- 
correctable, requires at most ! more probe per search than the underlying 
balancing technique, and requires only 2 pointers per node. Furthermore, the 
entire structure can be tested for up to 2 errors and corrected for 1 error in 
linear time. 
We note that while handling errors in data fields has been out of the 
scope of work on this topic we can easily detect an error which moves a 
datum out of the interval defined by its two neighbors. The claim that our 
structure is 2-detectable and 1-correctable is as strong as we can make 
since 3 errors suffice to throw away both pointers to a node and decrement 
the global counter. On the other hand one may feel our claims are very 
conservative as the structure can "usually" survive a large number of "ran- 
dora" errors. Although a slightly stronger esult can be derived, the most 
643/62/2/3-9 
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direct way of quantifying this claim is first to drop the attempt to 
reconstruct the original search trees and only attempt o reconstruct a pair 
of isomorphic search trees on the original nodes. (For binary search trees 
this is clearly adequate). The question is now, "How many random struc- 
tural errors can occur before some nodes is likely to become unreachable"? 
As long as the number of errors is o(x/-n ) the probability of both pointers 
leading to any node being destroyed in o(1). If some nodes are 
unreachable, then the pointer leading to one of these nodes in one tree 
must have been altered as must some pointer on the path to that node in 
the other tree. As we shall see in Section 5, the average path length in one 
of our search trees formed by a random sequence of insertions and with no 
attempt at balancing in about 1.2 log2 n, call this term c log n. (Use the 
same notation if a balancing scheme is used.) 
Note that we are concerned with o(x//-n) errors, hence there is no 
significant difference between sampling with and without replacement. If pn 
errors have occurred then the probability of at least one error on a given 
path of length r is 1 -  (1 -  p)r. Hence the probability of some node being 
disconnected is at most ZT~ (1 - ( l -p )  ri, where ri is the length of the 
path in the "opposite" tree to the node to which the ith altered pointer had 
referred. For a fixed ~ ri, this term is maximized when all path lengths are 
equal and so is bounded above by np(1- (1 -p )  cl°gn. Hence the 
probability of some node being disconnected is at most np(1 - (1 - p)c~og,) 
which is o(1) provided the number of errors is o (~) .  
By performing any standard graph search on the trees all nodes can 
clearly be found in linear time. Altered pointers that lead to invalid nodes 
cause no difficulty; however, care must be take to achieve a linear 
reconstruction scheme if erroneous pointers lead to valid (but of course 
inappropriate) nodes. 
4. REDUCING STORAGE REQUIREMENTS 
Referring back to the superimposed tree representation f Fig. 2, note by 
removing the rectangular leaves and removing the bottom pair of data 
values in the triangular leaves, each datum is represented once. Clearly the 
paired data values can be stored in a node with 2 data locations and 2 
pointers. The single values may be paired arbitrarily. (At most one datum 
is in a special single node.) The relative values of the keys in the first and 
second data locations can be used to distinguish between paired values and 
"random singletons." Keeping back pointers to parents of single data 
values helps in the implementation f the insert and deletion algorithms; 
otherwise, the implementation of the scheme and the insert, delete, and 
search algorithms (adapted from Sect. i) are quite straightforward. 
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THEOREM 2. Any binary tree balancing scheme can be essentially main- 
tained using a single pointer per datum. 
5. NATURAL BALANCE--A BONUS 
Note that if a tree is built by inserting a random sequence of n data 
values, the tree so formed may differ from that formed under the usual 
insertion scheme (which simply appends the new value where a search for it 
ends). Observe that storing two data values in a node will reduce search 
paths by only 1 or so on the average, and hence is not a major issue. The 
usual insertion algorithm produces trees whose mean and variance for an 
unsuccessful search are roughly 2Hn - 1.38 log2 n (H, denotes the nth Har- 
monic, 5~ i -~- In  n). Under the same distribution of inputs our scheme 
does somewhat better as is shown in (Itai and Rodeh, 1980; Munro and 
Poblete, 1985; Walker and Wood, 1976). 
THEOREM 3. The average number of comparisons for a successful or 
unsuccessful search in a tree formed by our insertion scheme acting on a ran- 
dom sequence of n data values is ~HN+O(1)  (~-l.21og2N) and the 
variance is 3oo HN + O(1). g4~ 
We will not repeat a proof of this result here, but try to provide some 
simple insight. Consider the black tree. A new internal node is created by 
the insertion scheme of Fig. 3 when three values occur at a leaf. The new 
internal node takes the value of the median of these three. The effect is, 
then, to produce more balanced than "normal" trees in a manner quan- 
tified in the theorem. The superimposed representation gives a rather dif- 
ferent perspective on the structure. Rather than looking only at the left 
value in the internal nodes, we see two values, and in particular, must 
move one of them when a new value falling between them is to be inserted. 
Our scheme always removes, and reinserts below, the right (or red) value. 
This seems an arbitrary choice, and one may think even better balance may 
be achieved by randomly choosing which element to displace. A little 
thought will convince the reader that this will not help. Indeed Larry 
Shepp of AT&T Bell Labs showed us that the root of a subtree is not dis- 
tributed as the median of three random values from its range, but with a 
density function of a suitably scaled arcsin between two random values. 
On the other hand, our biased deletion scheme almost certainly will lead 
to the O(x/-n ) behavior reported by Culberson (1985), for conventional 
insert/biased delete scheme. In our case we expect randomly choosing the 
left or right successor of the deleted element o replace it to help retain 
O(log n) average behavior. 
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6. CONCLUSION 
We have introduced a discipline for binary search trees which, while per- 
mitt ing any underlying tree balancing scheme to operate, allows us either 
to introduce fault tolerance to the structure without significant increase in 
storage or to reduce the number of pointers required to one per datum. 
One might ask how this discipline can be generalized to k-ary trees (e,g., B- 
trees). Unfortunately the benefits for robustness and pointer reduction are 
not as dramatic  for trees of higher degree, On the other hand natural  
general izations do aid in decreasing search costs in trees formed by 
inserting random elements. 
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