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Abstract 
An asymptotic formula for the period of 
a Volterra-Lotka system 
J. Grasman and E. Veling 
Department of Applied Mathematics 
Mathematical Center Amsterdam, Netherlands. 
The periodic solution of a Volterra-Lotka system is considered 
as a relaxationoscillation. With perturbation techniques four local 
expansions are constructed from the implicitly given solution. Inte-
gration over the four regions leads to an asymptotic formula for the 
period. 
1. Introduction 
The system of differential equations 
db * 
-* = dt 
d * E!:l? * = dt 
t 
p 
* * ( a-ap ) , 
* * (-b+Bh ) 
( 1 a) 
( 1 b) 
will have a one parameter family of periodic solutions with the 
equilibrium (h*,p*) = (b/B,a/a) as center point. Volterra [2] computed 




vab ( 2) 
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We will construct an asymptotic formula for the period which holds 
for large disturbances. For that purpose we consider the periodic 
solution as a relaxation oscillation. The substitutions 
* 
b p:\- a h = Sh' = ~' 
1, t t = a = e:b' a 
transform the system (1) into 
dh 
-= dt h( 1-p), 
~ ) e:dt = p(-1+h . 
Let the initial values of (4) be 
h(O) = h1 , p(O) = 
where O < h1 < 1. In the (h,p)-plane (phase plane) we have the 






h - log h + e: ( p - log p) + log h1 - h1 - e: = 0. ( 6) 
A system having a relaxation oscillation as solution contains 
a small parameter that multiplies one of the derivatives. In the 







III fig. 1 
h 
- 3 -
2. Local asymptotic approximations 
In figure 1 the periodic solution 1.s given by a closed curve 
1.n the phase plane. This curve is divided into four segments sepa-
rated by the points (h. ,p.), i = 1,2,3,4 : 1. 1. 
b7 hl ( 1 1 E log E + i; 1 E), = +-- P7 = n l E, h -1 1 
(7a) 
h2 ( 1 1 E log E + i; 2i::), p2 = h +-- = n2 i::, r h -1 (7b) 
r 
h3 h ( 1 - i;3) ' -1 = P3 = n3 i:: r (7c) 
h4 hl ( 1 + i;4)' -1 = P4 = n4E (7d) 
The constant h satisfies 
r 
h - log h = h - log h1 r r 1 (8) 
such that h1 < 1 < hr. Since we have only one degree of freedom in 
choosing each of the points, there has to exist some relation be-
tween the positive constants i;. and n .. In the four regions a 1. 1. 
convergent series expansion of the solution can be given 1.n an 
explicit form. For the complete expansions the reader is referred 
to Veling [1] , where the proof of the validity of the following 
aeymptotic approximations 1.s given. 
I: h = h1 + 1:! (p-log p-1 )E: + 0 {(p-log p-1 )2/}, (9a) 
1 
II: p = exp (h-log h - h1 + log .. ~) + 
E 
hr 
III: h =hr+ l-h 
r 
2 2 ( p-log p-1 )E + O{ \ p-log p--,) E } , (9c) 
IV: p = ( log h - h - log hl + h1 + E) E - l - log E + 0 ( 1 ) . ( 9d) 
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For any~, independent of e: the expansions (9a) and (9b) are identical 
in (h1,p1) which can be verified by substituting one expansion into 
the other. This is also true for the other points. The constants ~3 
and ~4 have upperbounds independent of e: in order to have converging 
expansions. 
3, The period 
The period 1S composed of the following integrals 
T = TI + TII + TIII + TIV, ( 10) 








TIV = ( -9:E) 
, (dh) P2 dt h3 dt 
Using (4) and (9) we obtain 
2 1 + log( 1-h1 ) + log ~4 + 
= -- e: log e: + { ~ - -----------h1-1 1 h1 - 1 
2 2 
+ f(~ 4)}e: + O(e: loge:), 
) ( 1 1 , log hr + h _1 - h _1J e:loge: + 
1 r 
+ (~2-~1) e: + O(e:2 log2e:), 
_2 1 + log(hr-1) + log ~3 
TIII = h -1 e:loge: + {-~2 + h -1 + 
r r 
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{ -1 1 1 TIV = h _1 log log - + -- log log h + l h1 hr-1 r 
1 1 
+ h -1 log ~4- h -1 log ~3 - f(~4) - g(~3) + 
1 r 
+ I 1 (h1 ) + Ir(hr)}e + O(e2 log2e), 
where the functions f(~ 4 ) and g(~3 ) are contributions from higher 
order terms of (9) which will cancel out. The terms I 1 and Ir denote 
the integrals 
-log h1 
= f {x+h 
0 1 
dx, 
I (h ) 
r r 




( ) -1 1 1 1 T = hr-hl + (1-h + 1-h )doge+ [1-h - 1-h + 
1 r 1 r 
1 1 1 
+ 1_h lJg {(1-h1)1cgh} - 1_h log { (h -1 )log h }+ 1 1 r r r 
Notice that the artitrary constants~- and n. have canceled out. 
J. J. 
( 11 ) 
In table I we compare the asymptotic formule (11) with the 
results obtained by numerical integration. Two different numerical 
methods were applied: a Runge-Kutta scheme (Rk4na, see Zonneveld [3]) 
for integrating system (4) and a method using the implicit formula 
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