Previous work by the authors developed energy-based algorithms for simplifying the structure of a lumped dynamic system model and reducing its order. This paper extends this previous work to enable simultaneous model structure and order reduction. Specifically, it introduces a new energy-based metric to evaluate the relative importance of energetic connections in a model. This metric (1) accounts for correlations between energy flow patterns in a model using the Karhunen-Loève expansion; (2) examines all energetic connections in a model, thereby assessing the relative importance of both energetic components and their interactions, and enabling both order and structural reduction; and (3) is realization-preserving, in the sense of not requiring a state transformation. A reduction scheme based on this metric is presented and illustrated using a simple example.
I. INTRODUCTION
In modeling dynamic systems, one often faces a tradeoff between model accuracy on the one hand and model simplicity and tractability on the other. Models that balance these conflicting requirements for their respective applications are deemed proper by the literature [1] .
Obtaining such proper models can be challenging, because it is difficult to know at the outset which phenomena are important to model and which can be safely neglected. One solution to this problem involves first modeling as many phenomena as possible, with an implicit preference to fidelity over simplicity, then reducing the resulting models till they are proper.
The literature presents many model reduction techniques including component cost analysis [2] , balanced truncation [3] , polynomial approximation methods [4] [5] [6] , optimal Hankel norm approximation [7] , optimization-based methods [8, 9] , proper orthogonal decomposition [10, 11] , singular perturbation [12] , and modal analysis [13, 14] . A thorough review of these techniques is omitted herein, but provided in a companion to this paper [15] . Broadly, however, one may claim that each of these techniques has one or more of the following limitations:
1. Applicability to a limited set of systems: Some model reduction techniques are limited to particular classes of systems. For example, polynomial approximation methods are generally applicable to linear systems only, and singular perturbation is ideally suited for systems with multiple time scales. 2. Requiring a realization change: Many model reduction techniques (e.g., balanced truncation, optimal Hankel norm approximation, proper orthogonal decomposition, etc.) project the dynamics of the given system onto a new state space conducive to reduction. This is often attractive in terms of minimizing the approximation error, but one may conceivably model a system using particular state variables and wish for this realization to remain invariant during reduction, perhaps because of its intuitive appeal. We refer to any reduction technique that meets this need as realization-preserving. 3. Trajectory independence: Many reduction techniques seek models whose accuracy is acceptable over a broad range of state and input trajectories. One example is H ∞ model reduction, which seeks to reduce a given model while minimizing the resulting error over the entire frequency spectrum. Such trajectory independence is often attractive, but one may conceivably seek a model that is proper only for a given trajectory or small family of trajectories. For instance, a vehicle safety engineer may seek a simple model that accurately captures vehicle dynamics only over the set of all maneuvers likely to induce rollover. In such situations, trajectoryindependent reduction algorithms may furnish excessively complex models, and trajectory-dependent approaches may be preferable. 4. Being limited to equation level: Graph representations (e.g., linear graphs, bond graphs, etc.) often provide intuitively appealing depictions of system models, but most reduction algorithms operate at the equation level. This means that even though the equations derived from a graph representation could be reduced using the existing techniques, the reduction would not necessarily be reflected at the graph level, which may hinder the advantages of having a graph-level representation. 5. Not considering the structure of the model: Most reduction methods seek to reduce the order of a given model, i.e., its number of states. Therefore, possible reductions in the structure of the model, i.e., how the components of the given system interact with each other, are typically not taken into account. We seek a model reduction algorithm that addresses the above limitations. Specifically, we seek an algorithm that is applicable to nonlinear systems, realization-preserving, trajectory-dependent, applicable at the graph level, and also aimed at both structure and order reduction. In developing this algorithm, we focus on energetic systems, i.e., those composed of components that store, dissipate, and exchange energy. Such systems are quite common in engineering. Furthermore, one can potentially construct reduction algorithms for such systems that utilize the domain-independent, intuitively appealing notions of energy and power as foundations for model reduction.
The literature presents several examples of energy-based model reduction algorithms. For instance, Rosenberg and Zhou utilize root-mean-square power flow in an energetic interconnection to assess its importance [16] . This furnishes a trajectory-dependent and realization-preserving model structure and order reduction algorithm that can be applied directly to a given model's graph representation.
Similarly, Louca et al. propose to use the normalized L 1 norm of power flow through an energetic component (e.g., mass, spring, damper, etc.) as a metric for model reduction [17] . They call this metric the activity index of the given component, and further propose a Model Order Reduction Algorithm (MORA) based on it [17] . This method is also trajectory-dependent, realization-preserving, and applicable directly to a given model's graph representation. However, as its name suggests, it concentrates on reducing model order, rather than model structure.
Rideout et al. extend the activity metric to systematically detect decoupling among the elements of a model and partition it accordingly [18] . The resulting algorithm is trajectorydependent, realization-preserving, and applicable to graph representations of nonlinear systems, but it focuses only on model partitioning, and does not consider a reduction beyond partitioning.
Finally, previous work by the authors presents a technique for detecting energetically inactive junction structures in a given model and simplifying the model accordingly [19, 20] . Simplification, in this particular context, refers to eliminating from the model only those components and interconnections whose elimination does not affect model accuracy. In other words, simplification is a special case of reduction with 100% accuracy retention. The proposed algorithm simplifies both the order and structure of the given model, and can be applied to graph-level nonlinear models without requiring a realization change. It does not, however, enable reduction beyond the simplification threshold.
This paper extends the above energy-based reduction literature by developing a new reduction metric that takes into account not only the magnitudes of the various energy trajectories in a system, but also their correlations. Intuitively, the algorithm seeks to determine not only which components and interconnections are most active, but also which ones affect overall system behavior the most. Towards this goal, the algorithm applies the Karhunen-Loève expansion, a correlation analysis technique, to the various trajectories of energy flow through the various interconnections in a dynamic system. It then projects the results of the Karhunen-Loève expansion back onto the original system realization to quantify the "importance" of the various components and interconnections in this realization. This furnishes an energy-based, realizationpreserving, and trajectory-dependent model structure and order reduction algorithm that is applicable to the graph representations of nonlinear systems.
The rest of the paper is organized as follows: Section II introduces the proposed importance metric, and presents the proposed reduction algorithm based on this metric. Section III illustrates the proposed technique on an example system. A discussion is given in Section IV, and conclusions are drawn in Section V.
II. PROPOSED METRIC AND REDUCTION METHOD
Any reduction technique is based on a metric to evaluate which phenomena can be neglected in a given model. Hence, this section first introduces a new metric that accounts for the correlations between the energy flow patterns in a model. The motivation behind creating this new metric is twofold: First, because of the fact that the energy flow patterns in a system determine the system's behavior, it is hypothesized that energy is a natural choice for the basis of a new metric. Such an energy-based metric would allow for a unified treatment of not only different energy domains (e.g., mechanical, electrical, hydraulic, etc.), but also the dynamic components and their interactions in a system. Second, it is further hypothesized that taking into account the correlations between the energy flow patterns throughout the model would allow for a better assessment of the relative importance of each part of the model to the whole response. Based on these two hypotheses it is proposed that the Karhunen-Loève expansion be combined with the energy-based approach in a new way to assess the energy exchange phenomena in a model relatively. After the new metric is introduced, a realization-preserving reduction algorithm is proposed based on this metric.
For ease of presentation, the bond-graph language [21] will be used in the rest of this paper. Since the bonds in a bond graph represent energetic connections, the bond-graph representation is convenient for the calculations presented below. Furthermore, although the metric is not limited to bond graphs, having a metric that is directly applicable to bond graphs is advantageous, because the graphical representation is a higher-level representation than mathematical equations, which means that bond-graph level simplifications are automatically reflected in the mathematical equations. The opposite, however, is not necessarily true.
With that in mind, the proposed metric is developed as follows. In the first step, the Karhunen-Loève expansion (KLE) is applied to the energy trajectories, i.e., the time histories of energy, of the bonds in a bond-graph model with the goal of capturing the correlations between them. In particular, let the energy trajectory of each bond in a bond-graph model be arranged column-wise in a matrix S, i.e.,
where n is the number of bonds in the bond graph, m is the number of observations, and i E is the energy trajectory of the i th bond. Singular value decomposition of S yields:
where 1 2 ( , , , )
. It is established that the columns of the orthogonal n n × V matrix form a basis for the observation space, and the squares of the singular values provide a measure of how much signal energy is captured by each basis vector [11] . Since the observed quantity is energy, the columns of V give a new basis to express the energy flow in the system, so they can be interpreted as energy exchange modes in the system. Within each mode, the (absolute value of the) j th component tells how much j th bond contributes to that mode. Furthermore, the squared singular values give a measure of how much each mode contributes to the observed response. Thus, in the second step, a measure for the importance of the bonds is obtained by a weighted combination of the absolute values of the modes, where the weights are the squared singular values, i.e., 
where i v is the i th column of V, and I is the importance vector of the bonds, whose j th component gives the importance of bond j. The importance vector can be normalized with respect to its maximum element to give a relative measure of importance, i.e., / max( )
Based on this proposed metric, a model reduction algorithm can be outlined as follows:
1. Simulate the model, and record the energies of the bonds of interest. 2. Arrange the data in a matrix such that the columns are the energy trajectories of the corresponding bonds, i.e.,
3. To account for unevenly spaced observations calculate , , ; 2, , ; 1, , subject to reduction. There may be more than one such threshold, i.e., more than one level of reduction. It is up to the modeler to decide on the ratio r and which threshold to use for reduction. 8. Remove the elements that got disconnected from the rest of the model as a result of step 7. Note that if all bonds are subject to the analysis, this algorithm gives a unified approach to the reduction problem in the sense that not only the order, but also the structure of the model can be reduced. This will be hereafter referred to as a global application of the metric. It is also possible to perform the analysis locally, e.g., only for the bonds connected to the components representing the states for the purposes of model order reduction, or only for the bonds connected to a junction element for the purposes of model partitioning. Both the global and local applications of the proposed method are demonstrated in the next section on an example.
III. ILLUSTRATIVE EXAMPLE
This section provides an example to illustrate the mechanics of the proposed method and emphasize its advantages. The example system is first reduced globally for two different scenarios. This shows the proposed method's applicability to nonlinear systems, ability to achieve graph-level reduction, and ability to reduce the order and structure of the model, while taking into account the scenario of interest and preserving the realization of the model. Then, the analysis is performed locally for the second scenario to compare the proposed method to MORA, thereby stressing the benefit of having a metric that considers the correlations between the energy flow patterns in a system.
Consider the system shown in Fig. 1 , where a mass-springdamper system is connected to the slider of a crank mechanism. A rotational spring and damper are connected to the crank arm, and the rotational spring is undeflected when / 2 α π = . There is viscous friction between the slider and ground. The parameter values are given in Table I and the bond graph model of the system is given in Fig. 2 , which will be hereafter referred to as the full model. The bonds are numbered such that each bond with a unique energy receives a unique index. Bonds connected to power-through junctions therefore have the same index. The full model includes the dynamics of the links and masses, as well as the kinematics 
along with the constraint 
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FIG. 2. BOND GRAPH MODEL OF THE EXAMPLE SYSTEM

Scenario 1 -Global Analysis
Consider the scenario in which the springs 1 k and 2 k are given initial displacements of 1 rad and 0.01 m , respectively, where a positive sign indicates extension, and the free response of the system is observed. Let the output of interest be the position of the mass D m . When the proposed method is applied to this scenario, the results summarized in Table II are The dashed lines in Table II indicate the 5 thresholds for 2 r = , and hence 5 different levels of reduction, which can be explained physically as follows:
Level 1: This threshold points to a well-known structural simplification that can be made in the bond graph; namely, the null flow-source can be removed along with the 1-junction Cy v without affecting the accuracy of the model. Level 2: The moment of inertia of the second link is removed. Even though it is larger than the moment of inertia of the first link, the second link goes through a much less amount of rotation, and therefore the energy associated with its rotational dynamics is very low.
Level 3: The rotational and translational dynamics of the first link, and the translational dynamics and kinematics of the second link in y-direction are removed. Furthermore, the translational kinematics of the point G in x-direction are reduced by neglecting the terms involving β and its derivatives, i.e. the expression for G v in Eq. (5) reduces to
Level 4: The dynamics and kinematics of the mass-springdamper system connected to the slider are removed, as well as the translational dynamics and kinematics of the second link in x-direction.
Level 5: The kinematics associated with β are removed. As a result, the expression for C v in Eq. (5) reduces to
and the constraint Eq. (6) is not needed. Figure 3 shows the schematic representation of this reduced system, and Fig. 4 shows the corresponding bond graph. Figure 5 compares the output of this reduced model to the output of the full model. So far this example illustrated the mechanics of the global application of the proposed metric and highlighted the following benefits of it: applicability to nonlinear systems, ability to achieve graph-level reduction, preservation of the original realization of the model, and ability to reduce the structure of the model, i.e. reducing not only the dynamics, but also the kinematics. The next part highlights the metric's ability to furnish different reduced models for different scenarios.
FIG. 3. SCHEMATIC REPRESENTATION OF THE
Scenario 2 -Global Analysis
Consider now the scenario in which an initial momentum of 0.05 kg m/s ⋅ is given to the mass D m , and the free response of the system is observed. As in Scenario 1, let the output of interest be the position of the mass D m . When the proposed method is applied to this scenario, the results summarized in Table III are obtained for a global relative importance analysis with 2 r = and a simulation time window of 3 seconds. Table III indicates 4 thresholds and hence 4 different levels of reduction, however since the level 4 corresponds to practically discarding the model completely, it will be ignored. The remaining reduction levels can be explained physically as follows.
Level 1: All kinematics involving β , the translational kinematics and dynamics of the second link in y-direction as well as its rotational dynamics, and the constraint Eq. (6) 
FIG. 8. OUTPUT OF THE FULL MODEL VS. OUTPUT OF THE 3 RD -LEVEL REDUCED MODEL FOR SCENARIO 2
Notice the difference between the reduced models for the two scenarios (Fig. 4 and 7) , and how the proposed method tailors the reduction according to the scenario of interest.
Scenario 2 -Local Analysis
The last part of this example applies the proposed metric only to bonds connected to I, C and R elements to look for possibilities of reduction in dynamics only. This serves two purposes: first, the local application of the proposed metric is illustrated; and second, this makes it possible to compare the proposed method to MORA, and emphasize the benefit of taking into account the correlations between the energy flow patterns.
When the I, C and R elements in the full model are assessed with both relative importance and activity, the results summarized in Table IV are obtained. Notice the difference between the rankings of the elements, especially in the top three rows. The reason for this difference is twofold: First, MORA works with activity, the L 1 norm of power, whereas the proposed method works directly with energy. That means that the activity of an element always increases, even though its energy might decrease, and that may cause activity to overestimate the significance of some elements. Second, MORA uses only the final value of activity to rank the components, while the proposed method makes use of the entire history of energy flow.
As a result, notice how low the activity index of the R element 2 b (bond 19) is, to the extent that it looks like 2 b can be removed from the model without affecting the response too much. If MORA is used to preserve, for example, 96% of the total activity in the system (threshold 2 in Table IV) , 2 b would be eliminated, and the response characteristic of the system would change dramatically. If, however, a slightly more conservative threshold, such as 97% (threshold 1 in Table IV) , is used, MORA would keep 2 b in the reduced model. This high sensitivity to the threshold is a result of the low activity index of 2 b that is actually a quite important element. On the other hand, the proposed metric ranks 2 b as the most important element, thereby keeping it in the reduced model regardless of the chosen threshold, and preserving the damped nature of the response. Therefore, this shows that taking into account the correlations between the energy flow patterns in the system improves the assessment of what is negligible and what is not.
