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a b s t r a c t
We generalize the Ornstein–Uhlenbeck (OU) process using Doob’s theorem. We relax the
Gaussian and stationary conditions, assuming a linear and time-homogeneous process.
The proposed generalization retains much of the simplicity of the original stochastic
process, while exhibiting a somewhat richer behavior. Analytical results are obtained
using transition probability and the characteristic function formalism and compared with
empirical stock market data, which are notorious for the non-Gaussian behavior. The
analysis focus on the decay patterns and the convergence study of the first four cumulants
considering the logarithmic returns of stock prices. It is shown that the proposed model
offers a good improvement over the classical OU model.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The Ornstein–Uhlenbeck process (OU for short) was originally proposed to formalize and justify the Langevin’s model
of a Brownian particle immersed in a fluid. Although the original OU model describes a stationary Gaussian Markov
process [1–6], alternative formulations allow us to consider, for instance, the stylized facts of financial time series as the
non-Gaussianity and non-stationarity. In these cases, an extendedOU process ut satisfies the stochastic differential equation
du(t) = (α + βu(t)) dt + σuγ (t)dW (t), where α and β are real parameters, σ > 0 represents the scaling, γ ≥ 0 is
related to the heteroskedasticity and dW (t)means noise. This model encompasses a broad class of interest rate processes,
and appropriate restrictions on these four parameters yields more particular cases [7–16]. For instance, the case γ = 0
corresponds to the ordinary OU process. Thus, because its flexibility, the OU-type processes are becoming increasingly
popular in finance [17].
Among other extensions of the OU model that preserve its original simplicity, we mention: Behme et al., that generalize
the OU process driven by a bivariate Lévy process of the noise [18]; Cáceres and Budini, that generalize the noise to any
arbitrary stochastic process characterized by a functional used to calculate anym-timemoment [19]; Lim andMuniandy, that
consider three types of generalized OU processes based on the solution of the fractional Langevin equation, the Lamperti
transformation of FBM or process with stretched exponential covariance [20]; and finally, Bezuglyy et al. that include a force
depending on the position and time [21].
In this paper, we begin with the conventional formulation of Doob’s theorem which states that the covariance kernel of
a stationary Gaussian Markov process u(t) follows
⟨⟨u(t)u(t ′)⟩⟩ = ⟨⟨u(t ′)⟩⟩ e−γ |t−t ′|, (1)
∗ Corresponding author. Tel.: +55 6181090610.
E-mail addresses: regina@quimica-industrial.com, redafonseca@gmail.com (R.C.B. da Fonseca).
0378-4371/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.physa.2012.12.011
1672 R.C.B. da Fonseca et al. / Physica A 392 (2013) 1671–1680
where ⟨⟨u(t ′)⟩⟩ represents the centralmoment of the random variable u(t). But herewe generalize Doob’s theorem assuming
linearity of the dependence structure instead of Gaussianity — Gaussian processes are linear, but the converse is not
necessarily true [22]. A linear dependence structure [1,23] is given by
u(t)|u(t ′) = A(t, t ′)u(t ′)+ B(t, t ′), t < t ′, (2)
where, A(t, t ′) is an arbitrary function and B(t, t ′) is a random variable named conditional noise. Also, we replace the
stationarity assumption by time-homogeneity, and we determine the covariance function and the transition probability
under the Markovianity hypothesis. For simplicity, we call this process a Time-Homogeneous Ornstein–Uhlenbeck process
(THOU). In particular, we obtain some cumulants of this process, and we then show that our THOU model fairly fits some
daily stock exchange time series.
The paper is organized as follows. Section 2 presents the THOU theorem and the master equation associated to the THOU
process 2.1. We also develop the explicit formulas for the time evolution of the cumulants 2.2, and we derive the covariance
kernel 2.3. Section 3 applies our methodology to some daily stock exchange data, and Section 4 concludes.
2. A generalized Ornstein–Uhlenbeck process
The main theoretical contribution of this work can be summarized in the following theorem.
Theorem 1. A stochastic process u(t) is said to be linear and time-homogeneous if the conditional dependence of u(t + τ) on
u(t) is given by
u(t + τ)|u(t) = A(τ )u(t)+ B (τ ) , (3)
where A(τ ) is an arbitrary function, B(τ ) is an arbitrary random variable, and τ ≥ 0 is the time–displacement. The process u(t)
is Markovian if, and only if, A(τ ) = e−γ τ , and the characteristic function of u(t+ τ)|u(t) is a limiting case n →∞ of a sequence
ψ (n)τ (z|u(t)) = eλn
 τ
0 dt [gn(z e−γ t)−1]+izu(t) e−γ τ , (4)
where λn are positive constants and gn(z) are characteristic functions.
Proof. Let us introduce the probability Pr(B(τ )) = qτ (B) dB. The transition probability Pr(u(t+τ)|u(t)) = Gτ (u(t)|u(t ′)) du
follows directly from Eq. (3) as
Gτ (u(t)|u(t ′)) du = qτ

u− A(τ )u(t ′) du. (5)
The Markov property of Gτ (u(t)|u(t ′)) implies that the conditional probability in Eq. (3) must be solution of the
Chapman–Kolmogorov (CK) equation [1,24], that is,
Gτ+τ ′(u(t)|u(t ′)) =

dv Gτ (u(t)|v(t))Gτ ′(v(t)|u(t ′)). (6)
Our goal is to find all probabilistic solutions of this equation subject to the linearity condition in Eq. (3). Given the known
difficulties on handling the CK equation – a non-linear integral equation –wemust proceed by a somewhat indirectmethod.
Let the characteristic function of B be φτ (z) =

eizB

. If we multiply both sides of Eq. (6) by eizu and integrate in u, we obtain
(taking into account Eq. (5)):
φτ+τ ′(z) eiz [A(τ+τ
′)u′] = φτ (z) φτ ′ (A(τ )z) eiz [A(τ )A(τ ′)u′]. (7)
Collecting the factors that depend on u(t ′), we obtain
A(τ + τ ′) = A(τ )A(τ ′). (8)
The general solution to this equation is A(τ ) = e−γ τ , for any arbitrary constant γ .
The next step is to solve the functional equation
φτ+τ ′(z) = φτ (z)φτ ′

z e−γ τ

, (9)
which follows from substituting A(τ ) = e−γ τ in Eq. (7).
The special case γ = 0 can be solved in the same way as Eq. (8) and yields the solution
φτ (z) = eτh(z). (10)
Characteristic functions of the above form represent infinitely divisible processes and have been widely studied in the
literature [25]. A theorem from De Finetti proves that a necessary and sufficient condition for Eq. (10) to be a valid
characteristic function is that the exponent τh(z) is a sequence of terms as τhn(z) = τλn (gn(z)− 1), where λn are positive
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numbers and gn(z) are characteristic functions. Let us consider Wτ (z) = lnφτ (z) — the second characteristic of φτ (z).
Eq. (9) can be written for the second characteristic as
Wτ+τ ′(z) = Wτ (z)+Wτ ′(e−γ τ z). (11)
After taking the derivative ∂
2
∂τ∂τ ′ and evaluating at τ = 0, the previous equation becomes the partial differential equation
W¨τ ′(z) = −γ z ∂
∂z
W˙τ ′(z). (12)
This equation can be solved using the method of characteristics [26], which, with the boundary conditionWτ (z)|τ=0 = 0,1
restrictsWτ (z) to take the form
Wτ (z) =
 τ
0
dt h(z e−γ t), (13)
for any arbitrary function h(·).
The special case γ = 0 of Eq. (13) results in Wτ (z) = τh(z), which recovers the solution found previously in Eq. (10).
Just as De Finetti’s theorem establishes the conditions on h(z) so φτ (z) = eτh(z) is a valid characteristic function, we shall
now seek conditions on h(z) in Eq. (13) that make
φτ (z) = eWτ (z) = e
 τ
0 dt h(z e
−γ t) (14)
a valid characteristic function. According to De Finetti’s theorem, φτ (z) in Eq. (14) is infinitely divisible and it is written as
a converging sequence of characteristic functions [25]. We consider h(z) of the form
h(z) = λ (g(z)− 1) , (15)
where g(z) is a characteristic function and λ > 0. By the continuity theorem, a converging sequence of characteristic
functions is also a characteristic function [25]. Hence, Eq. (15) is sufficient to establish the validity of Eq. (14) that is a
necessary and sufficient condition on allowed characteristic functions of the linear Markovian process defined by Eq. (5). 
2.1. Time evolution — master equation
We establishes the master equation that governs the stochastic process defined previously in Theorem 1, Eq. (3). The
master equation can be derived from the CK equation using a similar method shown in Ref. [1].
The derivative of the transition probability is a limiting case δτ → 0 of
∂Gτ (u(t)|u(t ′))
∂τ
≃ Gτ+δτ (u(t)|u(t
′))− Gτ (u(t)|u(t ′))
δτ
. (16)
The term Gτ+δτ (u(t)|u(t ′)) is evaluated by expanding Gδτ (u(t)|u(t ′)) up to first order in δτ and plugging it into the CK
equation
Gτ+δτ (u(t)|u(t ′)) =

dv Gδτ (u(t)|v(t))Gτ (v(t)|u(t ′)). (17)
The power series expansion around δτ = 0 is more easily carried out using characteristic function. The first order
expansion of Eq. (14), taking into account Eq. (15), is given by
ψτ (z|u′) ∼=

1+ λτ (g(z)− 1)− izu′γ τ eizu′ (18)
which by a Fourier transform yields
Gδτ (u(t)|u(t ′)) ≃ (1− λ δτ) δ

u(t)− u(t ′)+ λ δτR u(t)− u(t ′)+ γ δτ ∂
∂u

u(t ′)δ

u(t)− u(t ′) (19)
≃ (1− λ δτ) δ u(t)− (1− γ δτ) u(t ′)+ λ δτR u(t)− u(t ′) . (20)
The first term in Eq. (20) represents a probability (1 − λ δτ) of making a transition from u(t ′) to u(t) = u(t ′) − γ δτu(t ′),
and the second term describes a random transition distributed as R(u(t) − u(t ′)) and occurs with probability λ δτ . This
result is reminiscent of a Poisson process adorned with a exponential drift between transitions. The drift is governed by the
1 This boundary condition is necessary in order to satisfy limτ→0 Gτ (u(t)|u(t ′)) = δ(u(t)− u(t ′)) in the CK equation.
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differential equation du(t)dt = −γ u(t), which is the continuous limit of the mapping u(t) = u(t ′) − γ δτu(t ′). Substituting
Eq. (20) into Eq. (16), we obtain
∂τGτ (u(t)|u(t ′)) =

dv [λR(u− u′)Gτ (v|u′)− λδ(u− u′)Gτ (u|u′)] +

dv
∂
∂u
[γ u′δ(u− u′)Gτ (u|u′)]u=u′ , (21)
where R(u(t)) = 12π

dz g(z) e−izu(t) and u′ = u(t ′).
Hence, rearrangement of some terms yields themaster equation, we obtain
∂τGτ (u(t)|u(t ′)) =

dv

Ω(u, v)Gτ (v|u′)−Ω(v, u)Gτ (u|u′)
− ∂
∂u

(−γ u)Gτ (u|u′)

, (22)
whereΩ(u, v) = λδ(u) andΩ(v, u) = λR(u) univocally characterizes each transition probability for its master equation.
The first term in Eq. (22) is the gain–loss factor present in the standard formulation of the master equations, and the second
term represents a drift that describes the deterministic exponential evolution between stochastic transitions.
2.2. Cumulants
AMarkovian process is fully specified by the transition probability Gτ (u(t)|u(t ′)) du and themarginal P(u(t)) = ft(u)du.
The evolution of ft(u) is given by the equation
ft(u) =

du(t ′) f0(u(t ′))Gt(u(t)|u(t ′)), (23)
where f0(u) is the initial ensemble distribution. Let
ζt (z) =

du ft(u) eizu =

eizu

(24)
be the characteristic function of ft(u) du. When we use G(u(t)|u(t ′)) = qτ (B) dB, it is easy to show by plugging it in Eq. (23)
that
ζt(z) = φt(z) ζ0

e−γ tz

, (25)
where φt(z) is a characteristic function of G(u(t)|u(t ′)). An interesting consequence of this result is that the asymptotic
probability distribution for γ > 0 does not depend on ζ0(z), — the process obeys a mixing condition. An important
consequence of Eq. (25) is the relation between the marginal probability of a stationary process with the asymptotic limit
of the transition probability, that is, if its defines a stationary process it is necessary that
ζt(z) = lim
τ→∞φτ (z), (26)
written in terms of distribution, we have ft(u) = limτ→∞ qτ (B).
The cumulants of themarginal distribution ft(u) and of the initial ensemble distribution f0(u) can be easily obtained from
Eq. (25). Using the second characteristic of Eq. (25), we obtain a general formula for cumulants of ζt(z) given by
cn(t) = kn(t)+ cn e−nγ t , (27)
where the kn(t) are the time-dependent cumulants of φt(z) and cn are cumulants of ζ0(z). There are two possible serial
dependences for the terms kn(t) and the first possibility is the special case in which γ = 0, kn(t) = λt µn, where λ are
arbitrary constants and µn are the moments of g(z). A second possibility arises if γ ≠ 0. Similarly, the n-order cumulants
of φt(z) are given by
kn(t) = λµn
γ n
[1− e−γ tn]. (28)
Therefore, for γ ≠ 0, the cumulants of the marginal distributions, whose characteristic function is given in Eq. (25) are
given by
cn(t) = λµn
γ n
+

c¯n − λµn
γ n

e−nγ t (29)
where n ∈ N and all converge to λµn
γ n in a stationary asymptotic state when t →∞.
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2.3. Covariance and correlation
The covariance of the variable u(t) is defined as
⟨⟨u(t)u(t + τ)⟩⟩ = ⟨(u(t)− ⟨u(t)⟩)× (u(t + τ)− ⟨u(t + τ)⟩)⟩ (30)
taking the average over the joint distribution Gτ (u(t)|u(t ′))ft(u′) du du′. A straightforward calculation leads to
⟨⟨u(t)u(t + τ)⟩⟩ =

c2 + λµ2t, γ = 0
e−γ τ

λµ2
2γ

1− e−2γ t+ c2 e−2γ t , γ ≠ 0, (31)
where c¯2 is the standard deviation of the initial distribution and µ2 is the second central moment of the characteristic
function g(z).
The theoretical curve of the correlation is defined by Corr(u(t), u(t ′)) = ⟨⟨u(t)u(t+τ)⟩⟩c2(t) , where we use Eq. (29) for n = 2 and
Eq. (31).
2.4. Ornstein–Uhlenbeck
The previous results THOU process by allowing arbitrary linear andMarkovian noise, instead of considering onlyGaussian
distributions.
We recover the classic OU by imposing a Gaussian transition probability in the context of the present framework, — g(z)
in Eq. (4) must be chosen as
eλ
 τ
0 dt [g(z e−γ t)−1] → e− 12 σ(τ)2z2+im(τ )z . (32)
No valid characteristic function g(z) yields the right hand side of Eq. (32). However, it holds in the limit j →∞ of a sequence
gj(z) = e−
1
2j σ¯
2z2+i m¯j z; λj = λ¯j, (33)
resulting in λj

gj(z)− 1
→− 12 λ¯σ¯ 2z2 + im¯z.
It is easy to show using Eq. (32) that the limit j →∞ of the second cumulant of a Gaussian process of the above type is
c2(t) = σ 20

1− e−2γ t , (34)
whereσ0 =

λ¯
2γ σ¯ . The first-order cumulant becomes c1(t) = λ¯m¯γ

1− e−γ t, and all other higher order cumulants converge
to zero. Hence, the OU is indeed a special case of Eq. (32) where g(z) and λ are given by Eq. (33).
3. Data analysis
The data sets employed were taken from Yahoo Finance. They refer to the daily stock prices of Coca Cola, Shell, Xerox
and Petrobras.
We analyzed several financial series of low frequency (since 1962) in order to verify if some consequences of the THOU
model are observed in empirical data. Indeed, we want to see if the THOU model is able to explain some properties that
are observed in these financial series. We focus our attention to two properties that are characteristic of THOU model: the
exponential decay and the asymptotic convergence of statistical moments to non Gaussian values. This behavior fits well
with the empirical data analyzed, in contrast with the OU model that predicts convergence to a Gaussian distribution. The
financial series which are shown in this work were chosen by its robustness to exemplify these consequences of the THOU
model. As standard, the analysis focuses on trading days, and we consider the log-return y(t) = log(u(t)/u(0)).
We can build ensembles of virtually independent realizations of the stochastic process by choosing initial points taken
apart at intervals greater than the estimated ergodic time. The evolution of this initial ensemble is then compared with the
expected behavior for the cumulants
cn(t) = c∞n + (c0n − c∞n ) e−nγ t . (35)
The expression given in Eq. (35) is obtained from Eq. (29) after identifying c∞n ≡ λµnγ n with the cumulants of the asymptotic
distribution and c0n = cn with the cumulants of the initial distribution. The unknown constant γ can be fitted to data, and,
of course, should be the same for all cumulants and for all the different ensembles. In contrast, the classic OU model would
expect all cumulants above to converge to zero. In order to implement the procedure it is necessary to select the initial
points with some care. By choosing these points at random, or even at fixed time intervals, it is expected to obtain a sample
very close to the asymptotic distribution. In that case, these samples are of no use to test Eq. (35) since c0n − c∞n = 0.
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Fig. 1. (a) Empirical pdf for θ and the detail we see it empirical samples. (b) Time evolution of the autocorrelations in two ensembles of θ for Coca Cola
daily data. The curves with symbols (black) are the sample autocorrelations and the solid lines (red) are exponential fitting curves, where γ in Table 1.
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Fig. 2. Time evolution of the first four cumulants in two ensembles of θ for Coca Cola daily data. The curves with symbols (black) are empirical cumulants
and the solid lines (red) are theoretical exponential curves given in Eq. (29) and γ in Table 1.
To investigate the time evolution of statistical moments associated to empirical data we consider the variable logarithmic
return:
θ = log[u(t +∆t)] − log[u(t)], (36)
where u(t) is the price of a financial asset at time t and∆t ismarked in days. Financial data type used for statistical analysis is
daily trading. Using Eq. (36), our analysis is based on the first four cumulants of the normalized cumulants given by cn(t)
(
√
c2(t))n
,
where cn(t) is the n-th cumulant, n > 2 given Eq. (29) and c2(t) is the cumulant second-order [27], — comparing the
empirical cumulants with those expected under the suggested THOU model. The results are summarized in Table 1, where
Tp is the time period of the finance series, N is total points in the financial series, Ni is number of points of i-th ensemble for
statistics, mean value θM , the length ϵ value for each the range of each ensemble, the initial conditions θi values in the ranges
of i-th ensemble and the γi corresponding value. To determine its values, we write an algorithm that perform the required
statistic calculations for two ensembles determined by ϵ value. The γi values obtained by exponential fitting curves of the
autocorrelation in each ensemble.
The comparison of themodel with empirical data is analyzed by ensembles of length ϵ > 0. These ensembles are defined
above and below the empirical series average [28]. So, given an initial condition in the ensemble that has the number Ni
of points, we can see the time evolution to equilibrium, focusing on the behavior of exponential decay and the asymptotic
convergence of the empirical curves of statistical moments. We can observe in all figures that these behaviors are very
similar to those theoretically described by the THOU model.
Figs. 1, 3, 5 and 7 show the empirical pdf’s and empirical autocorrelations for the logarithm of daily price differences
of Coca Cola, Shell, Xerox and Petrobras stocks respectively. The details show its empirical sampling. Also we show the
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Table 1
Empirical information concerning in two ensembles of θ for four Companies daily data.
Coca Cola Shell Xerox Petrobras
Tp Oct 1992–Jul 2012 Dec 1987–Jul 2012 Jan 1977–Jun 2012 Jun 2000–Jun 2012
N 4998 6186 8955 1712
N1 2887 2023 4099 848
N2 4648 2514 4342 817
ϵ 1.44 0.93 0.42 3.39
θM −0.01 −0.17 −1.74× 10−3 −0.10
θ1 −1.45 −1.10 −0.42 −0.41
θ2 1.43 0.76 0.42 0.41
γ1 0.55± 0.03 0.14± 0.01 0.97± 0.07 0.25± 0.02
γ2 0.44± 0.04 0.18± 0.04 1.09± 0.03 0.26± 0.02
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Fig. 3. (a) Empirical pdf for θ and in the detail we see it empirical samples. (b) Time evolution of the autocorrelations in two ensembles of θ for Shell daily
data. The curves with symbols (black) are empirical autocorrelations and the solid lines (red) are exponential fitting curves, where γ in Table 1.
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Fig. 4. Time evolution of the first four cumulants in two ensembles of θ for Shell daily data. The curves with symbols (black) are empirical cumulants and
the solid lines (red) are theoretical exponential curves given in Eq. (29) and γ in Table 1.
exponential fitting curves of the autocorrelation. From the shape of the asymptotic pdf’s, we note the high degree of
leptokurtosis.
Figs. 2, 4, 6 and 8 show the first four empirical cumulants of the θ corresponding to the four finance series used. These
figures showed that all empirical cumulants obey an approximate exponential decay in a finite time window. Also we can
note that the curves of fourth-order empirical cumulants have an asymptotic behavior with fluctuations around non-zero
and constant value, indicating the behavior of the stationary THOU process. This behavior in the fourth-order empirical
cumulants showed the difference from the original OU process.
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Fig. 5. (a) Empirical pdf for θ and in the detail we see its empirical samples. (b) The time evolution of the autocorrelations in two ensembles of θ for Xerox
daily data. The curves with symbols (black) are empirical autocorrelations and the solid lines (red) are exponential fitting curves and γ in Table 1.
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Fig. 6. The time evolution of the first four cumulants in two ensembles of θ for the Xerox daily data. The curves with symbols (black) are empirical
cumulants and the solid lines (red) are theoretical exponential curves given in Eq. (29) and γ in Table 1.
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Fig. 7. (a) Empirical pdf for θ and in the detail we see its empirical samples. (b) The time evolution of the autocorrelations in two ensembles of θ for
Petrobras daily data. The curves with symbols (black) are empirical autocorrelations and the solid lines (red) are exponential fitting curves and γ in Table 1.
Hence, the empirical cumulants for each ensemble converge to equilibrium and obey the expected behavior of themodel
in∆t →∞. Therefore, the empirical results showed that the THOU process was satisfactory to explain the time cumulant
evolution of the financial series analyzed. We do not have the intent to show that the empirical series analyzed are exactly
as the THOU model predicts. However, the THOU model represented a good improvement in the empirical analysis when
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Fig. 8. The time evolution of the first four cumulants in two ensembles of θ for Petrobrasdaily data. The curveswith symbols (black) are empirical cumulants
and the solid lines (red) are theoretical exponential curves given in Eq. (29) and γ in Table 1.
compared with the OU model, and, it is worth emphasizing, keeping its simplicity. Basically the THOU model may explain
the way as financial series converge to non Gaussian distributions. This cannot be accomplished with the OU model.
4. Final remarks
In this paperweproposed anOUmodelwhere theGaussian and stationary assumptions are replaced by linearity and time
homogeneity. Daily financial data are taken to illustrate our approach. Our analysis focused on the patterns of exponential
decay and on asymptotic convergence behavior of the first four cumulants of θ . This analysis showed that the financial data
behave consistently with our proposed model. Thus the logarithmic returns cannot be described by a strictly stationary
process, although they are asymptotically stationary. There was some difficulty in estimating the constant λ. We believe
that the difficulties can be circumvented if we admit a distribution for the characteristic function g(z). Therefore the THOU
process compared to the traditional OU for stock markets offers a good improvement.
Acknowledgments
The authors benefitted partial financial support from CAPES (a government agency). We thank R. Matsushita from the
Department of Statistics, University of Brasília for fruitful suggestions and discussions.
References
[1] N.G. van Kampen, Stochastic Processes in Physics and Chemistry, North-Holland, 1990.
[2] G.E. Uhlenbeck, L.S. Ornstein, On the theory of Brownian motion, Physical Review (36) (1930) 823–841.
[3] M.C. Wang, G.E. Uhlenbeck, On the theory of Brownian motion ii, Reviews of Modern Physics 17 (17) (1945) 323–342.
[4] J.L. Doob, The Brownian movement and stochastic equations, The Annals of Mathematics, Second Series 43 (2) (1942).
[5] Daniel T. Gillespie, Exact numerical simulation of the Ornstein–Uhlenbeck process and its integral, Physical Review E 54 (2) (1996) 2084–2091.
[6] H. Risken, The Fokker–Planck Equation: Methods of Solution and Applications, Springer-Verlag, New York, 1989.
[7] A. Figueiredo, M.T. de Castro, S. da Silva, I. Gleria, Jump diffusionmodels and the evolution of financial prices, Journal Physics Letters A 375 (34) (2011)
3055–3061.
[8] R.C. Merton, The theory of rational option pricing, Bell Journal of Economics 4 (141–183) (1973).
[9] R.C. Merton, Option pricing when underlying stock returns are discontinuous, Journal of Financial Economics 3 (1976) 125–144.
[10] O. Vasicek, An equilibrium characterization of the term structure, Journal of Financial Economics 5 (1977) 177–188.
[11] S. Zeytun, A. Gupta, A comparative study of the Vasicek and the cirmodel of the short rate, Fraunhofer-Institut für Techno- undWirtschaftsmathematik
124 (2007).
[12] L.U. Dothan, On the term structure of interest rates, Journal of Financial Economics 6 (1978) 59–69.
[13] K.L. Chung, J.B. Walsh, Markov Processes, Brownian Motion, and Time Symmetry, Springer Science and Business Media Inc., 2005.
[14] E. Nelson, Dynamical Theories of Brownian Motion, Princeton University, 2001.
[15] M. Brennan, E. Schwartz, An equilibrium model of bond pricing and a test of market efficiency, Journal of Financial and Quantitative Analysis 17 (3)
(1982) 301–329.
1680 R.C.B. da Fonseca et al. / Physica A 392 (2013) 1671–1680
[16] K.C. Chan, G. Andrew Karoolyi, Francis A. Longstaff, Anthony B. Sanders, An empirical comparison of alternative models of the short-term interest
rate, The Journal of Financial 47 (1992).
[17] L. Alili, P. Patie, J.L. Pedersen, Hitting Time of a Fixed Level by an Ornstein–Uhlenbeck Process, American Mathematical Society, 2002.
[18] A.D. Behme, A. Linder, D. Applebaum, Generalized Ornstein–Uhlenbeck processes and extensions, Master’s thesis, Von der Carl-Friedrich-Gauss-
Fakultaet Technische Universitaet Carolo-Wilhemina zu Braunschweig, 2011.
[19] M.O. Cáceres, A.A. Budini, The generalized Ornstein–Uhlenbeck process, Journal of Physics A (Mathematical and General) 30 (1997) 8427.
[20] S.C. Lim, S.V. Muniandy, Generalized Ornstein–Uhlenbeck processes and associated self-similar processes, Journal of Physics A (Mathematical and
General) 36 (14) (2003) 3961.
[21] V. Bezuglyy, B. Mehlig, M. Wilkinson, K. Nakamura, E. Arvedson, Generalized Ornstein–Uhlenbeck processes, Journal of Mathematical Physics 47
(2006) 73301–73322.
[22] Ole E. Barndorff-Nielsen, Non-gaussianOrnstein–Uhlenbeck basedmodels and someof their uses in financial economics, Journal of the Royal Statistical
Society: Series B (Statistical Methodology) 63 (2001) 167–241.
[23] C.W. Gardiner, Handbook of Stochastic Methods for Physics, Chemistry and the Natural Sciences, Springer-Verlag, 1983.
[24] B.K. Oksendal, Stochastic Differential Equations: An Introduction with Applications, Springer Verlag, Berlin Heidelberg New York, 2003.
[25] E. Lukacs, Characteristic Functions, Griffin London and Company Limited, 1970.
[26] M.E. Taylor, Partial Differential Equations I, II, III, Springer Verlag, 1996.
[27] J.P. Bouchaud, M. Potters, Theory of Financial Risk and Derivative Pricing: From Statistical Physics to Risk Management, Cambridge University Press,
1994.
[28] Boris Podobnik, Davor Horvatic, Fabio Pammolli, Fengzhong Wang, Eugene Stanley, Size-dependent standard deviation for growth rates: Empirical
results and theoretical modelling, Physical Review E 77 (2008) 056102.
