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a b s t r a c t
In this study, we present an application of neural networks and image processing
techniques for detecting and classifying the quality of areca nuts. Defects with diseases
or insects of areca nuts were segmented by a detection line (DL) method. Six geometric
features (i.e., the principle axis length, the secondary axis length, axis number, area,
perimeter and compactness of the areca nut image), 3 color features (i.e., the mean gray
level of an areca nut image on the R, G, and B bands), and defects area were used in the
classification procedure. A back-propagation neural network classifier was employed to
sort the quality of areca nuts. The methodology presented herein effectively works for
classifying areca nuts to an accuracy of 90.9%.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Areca nut is a popular and important crop for some Taiwanese. The output value of areca nut outstrips NTD 100,000
million each year in Taiwan. Though chewing areca nut is the cause of oral cancer [1], throughout Taiwan, thus the areca nut
is usually called Taiwanese gum. Areca is typically cultivated on mountainsides with mild air circulation. Areca nut is often
infected by various pathogens including fungi, bacteria, viruses, or harmful insects. If the surface of areca nut is damaged,
the price will go down. So far it has only been sorted by traditional manpower in Taiwan. The manual cost and sorting time
always impacts the income of the farmers.
Image processing is a powerful tool and widely applied to detect the agricultural products. Color, geometric and
texture features are often used to analyze the quality of images. Park et al. [2] proposed a method of content-based
image classification using a neural network with texture features, such as contrast, diagonal moment, energy, entropy,
homogeneity, second diagonal moment, and uniformity, as input nodes. Hsieh et al. [3] used a neural network to recognize
the growth stage of head cabbage seedlings according to nine texture features. Guyer and Yang [4] employed genetic
artificial neural networks and spectral imaging to detect defects for cherries. Indeed, neural networks, color and texture
features were often employed in the classification of plants and crops [5–12]. Huang and Lin [13] applied the boundary-
chain-code, Hotelling transformation, the golden section search method, and Bayesian classification to develop algorithms
to estimate the geometric characteristics of Phalaenopsis seedlings. Those geometric characteristics were executed in the
sorting process. Camargo and Smith [14] used color transformation, image enhancement and a located optimum threshold
to segment banana leaf infected with diseases. Shen et al. [15] employed the Otsu method, the HSI color system, and Sobel
operator to extract disease spot regions and calculate leaf areas. Park et al. [16] proposed an unsupervised segmentation
algorithm with Gaussian mixture models to segment color image regions. Chen and Chou [17] used discrete wavelet
transform to detect Mura defects in an LCM panel of TFT-LCD.
Currently, the labor cost has risen to up to 70% of the total cost for the inspection of blemished areca nuts in Taiwan.
Thus, farmers face the problem of excessive costs, and should improve their sorting process as soon as possible by a newly
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Fig. 1. An areca nut image.
developed automatic detecting and classifying system. Therefore, the aim of this study is to design a machine vision system
to detect and classify the areca nut blemished with disease or insects. The technical goals are to develop an algorithm to
extract the color features, geometric features, and the defect area of areca nuts; and then to classify different grades by using
the aforementioned features.
2. Materials and methods
2.1. Image acquisition system
A machine vision system was developed to capture areca nut images. This system includes a GigE CCD (coupled-charge
device) color camera (DFK-31AG03, Imaging Source Inc.) with a zoom lens, and a personal computer (Intel Pentium 4
processor 2.4 GHz). Open Source Computer Vision Library (OpenCV 1.0, Intel Corporation) was linked to the programs to
get RGB color images of 640 × 480 pixels. The CCD camera was employed for image acquisition with 4600 lx and F4.0
opening (iris diaphragm). Images were stored in the hard drive of a PC in tagged image file (TIF) format. Image processing
was executed using Microsoft Visual C++ 6.0.
2.2. Features extraction
Once the features of the areca nut have been extracted, segmentation of the entire image of areca nut is an essential
procedure. The entire image of areca nut is segmented by the thresholding, hole-filling, closing, and opening operations [18].
Firstly, the principle axis of the areca nut has to be identified. By assuming the binary image of areca nut is f (xi, yi) (where
i = 1, 2, . . . ,m, and the total number of pixels is m), the centroid is obtained as X = mi=1 xi/m, Y¯ = mi=1 yi/m. The
covariance matrix is defined as C = (mi=1 UiUTi )/m − MMT , in which Ui is the ith coordinate vector of the image and
M = (mi=1 Ui)/m is the mean vector. T indicates vector transposition. A pair of orthogonal eigenvectors of the covariance
matrix is calculated. The geometric features—the principle axis length (Lp), secondary axis (Ls), the centroid, axis number
(Lp/Ls), area (A), perimeter (P), compactness (4πA/P2), and color features—Rm,Gm, and Bm (i.e., the mean gray level of areca
nut on the R,G, and B bands) of the entire areca nut are computed using eigenvectors. Secondly, these geometric and color
features will be employed in the areca nut classification process.
2.3. Spot region detection
There are healthy regions (HR), base regions (BR), and spot regions (SR) in the appearance of areca nut, as shown in Fig. 1.
Segmenting SR effectively is important once the harmed areca nut has been detected. However, the difference between SR
and HR is difficult to be distinguished with the thresholding method. For example, the decision rule of thresholding cannot
determinate to extract SR according to the gray level histogram. In Fig. 2, the threshold values (T ) 160, 150 and 80, are used
to segment SR on red (R), green (G) and blue (B) bands (Fig. 2(a)–(c)) individually. The segmentation results were shown in
Fig. 2(g)–(i). Therefore, a novel method had to be proposed for SR segmentation of areca nut in the study.
A prior experiment was preceded as follows. Firstly, a detection line with scanning resolution in a pixel was employed
to find gray levels of areca nut image. There are different distribution forms of gray level in HR, SR and BR as illustrated
in Fig. 3. The curves of gray level on R and G bands are quite close on the region of HR, as shown in Fig. 3(a). Even some
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(a) Red gray
image.
(b) Green gray
image.
(c) Red gray
image.
(d) Histogram for red gray image.
(e) Histogram for green gray image. (f) Histogram for blue gray image. (g) Binary
image on red
band
(T = 160).
(h) Binary
image on
green band
(T = 150).
(i) Binary
image on
blue band
(T = 80).
Fig. 2. Steps of the thresholding operation process for areca nut images. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
overlapped situations (the locations C1, C2, and C3) of R,G, and B curves occurred. Clearly the distinguished regions of gray
level are located on SR. Additionally, there are different gray levels that appeared on BR, as shown in Fig. 3(b). Secondly, the
areca nut image was treated with smoothing operator [18] (as shown in Fig. 4) in order to solve the overlapped situations.
The distributions of gray level on the SR, HR and BR can be obtained with a detection line as indicated in Fig. 5. There are
noticeable differences, as the locations C1, C2, and C3 shown in Fig. 5, on the SR andHRwere obtained after smooth operation.
Thus, SR, HR and BR can be separated according to the gray levels’ variation on R,G, and B bands.
Therefore, a new application—the detection line (DL) algorithm was effectively executed to extract SR, HR and BR for the
smoothing image according to the difference of gray levels on R,G and B bands. The DL algorithm is described as follows:
Step 1: The original areca nut image p(x, y) is transformed to an image f (x, y) by smooth operator.
Step 2: Compute the distribution of gray level on R,G, and B bands using the detection line (with scanning resolution in
pixels) which moves along the principle axis of the areca nut.
Step 3: Distinguish between SR, HR, and BR on the steady condition (i.e., light, iris-diaphragm).
– If fG(x, y)− fR(x, y) < 20, fR(x, y) < 150, fG(x, y) < 150 and fR(x, y) > fG(x, y) > fB(x, y), then (x, y) ∈ SR.
– If fG (x, y) > fR (x, y) > fB (x, y), then (x, y) ∈ HR.
– If fR(x, y) > 180, fG(x, y) > 180, and fR(x, y) > fG(x, y) > fB(x, y), then (x, y) ∈ BR
where fR(xi, yj), fG(xi, yj), and fB(xi, yj) are R,G, and B gray level functions, respectively, (xi, yj) is the coordinate of pixel.
2.4. Classification
Geometric and color features analyses have been widely employed in the classification process. In this paper, geometric
and color features were adopted to classify the quality of areca nuts. Six geometric features (i.e., the principle axis length,
secondary axis, axis number, area, perimeter, compactness), 3 color features (i.e., the mean gray level on the R,G, and B
bands: Rmean,Gmean, and Bmean), and SR area were employed to classify the quality of areca nut.
The artificial neural network (ANN) has found many applications whenever a pattern recognition process is required.
In this study, a back propagation neural network [19] (BPNN, as shown in Fig. 6) has been used to classify areca nuts into
excellent, good or bad classes. The BPNN classifier consists of three layers: an input layer, a hidden layer, and an output
layer. The input layer has 10 nodes which are related to SR area, 3 color features, and 6 geometric features aforementioned.
The input features are normalized between 0 and 1. The output layer is made of nodes related to three categories—Excellent
(E), Good (G), and Bad (B). Initially, the number of nodes nh in the hidden layer was calculated using the following formula.
nh = [(ni + no) /2]+

np
0.5 (1)
where ni is the number of input nodes, no is the number of output nodes, and np is the number of input patterns in the
training set. The objective of the learning process is to find a relation in a pattern that was made by the features of each
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Fig. 3. The distribution of gray level for an original areca nut image. (a) HR and SR. (b) BR.
areca nut. The BPNN is trained, and the weights are changed until the error convergence criterion to 0.1. The error signal is
given by
E(t) =
3
p=1
ep(t) =
3
p=1
dp(t)− yp(t) (2)
where dp(t) is the desired response for neuron p (p = 1 ∼ 3), and yp(t) is the output signal of neuron p at iteration t .
The algorithm for the detection and classification of areca nuts was developed using image processing techniques, the
DL algorithm, and the BPNN classifier. The algorithm is described as follows:
Step 1. Estimate 3 colors and 6 geometric features of the areca nut.
Step 2. SR segmentation and SR area estimation.
Step 3. Establish and test the BPNN classifier to classify the quality of areca nuts.
The steps involved in the defect region detection and areca nut classification are shown in Fig. 7. The program employed
for detecting and classifying the areca nuts was written in Microsoft Visual C++ 6.0 and OpenCV 1.0.
3. Results and Discussion
In this paper, the areca nut detection software was written using image processing techniques, the DL algorithm and
BPNN classifier (written in Visual C++ 6.0 with OpenCV 1.0), as shown in Fig. 8. The functions of the areca nut detection
software include file operations (i.e., acquire, load, and save images), image analyses operations (i.e., RGB separation binary
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Fig. 4. An image after smoothing operation.
a
b
Fig. 5. The distribution of gray level for the areca nut after smoothing operation. (a) HR and SR. (b) BR.
operator, hole-filling, noise removal using closing and opening). Furthermore, the areca nut detection software can estimate
the geometric and color features, and detect SR of areca nuts accurately and rapidly.
For example, an areca nut image was captured by the CCD camera, as shown in Fig. 9(a). Then, the original image was
separated into R, B, and G color bands (Fig. 9(b)–(d)). The binary image on B band (as shown in Fig. 9(e)) was obtained with a
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Fig. 6. The structure of the BPNN classifier.
Fig. 7. Detection and classification steps.
Fig. 8. The interface of the areca nut detection software.
threshold value of 180. Fig. 9(g) is a segmented image using anAND logic operator for the binary and smooth images (Fig. 9(e)
and (f)). An isolated SR image was then extracted from Fig. 9(g) by the DL algorithm and image processing techniques (such
as hole-filling, erosion, dilation, opening, and closing operators), as indicated in Fig. 9(h). The proposed DL algorithm can
estimate the SR area of areca nut according to the above-mentioned verification.
There are 144 samples, including 49 Excellent, 46 Good, and 49 Bad, which were randomly sampled from 287 images,
where the 50%–50% splitting was used in order to establish the BPNN classifier. Eighteen hidden nodes were obtained
according to Eq. (1) by using 10 input features, 3 output categories, and 144 input samples. The BPNN classifier was
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Fig. 9. (a) Original. (b) R image. (c) G image. (d) B image. (e) Binary image of B gray. (f) Image after smooth. (g) Extracted image. (h) Isolated SR image.
Table 1
Classification results of the areca nuts as Excellent, Good, and Bad grades.
Detected types Samples
Excellent Good Bad
Excellent 44 2 0
Good 3 41 4
Bad 1 3 45
Classification accuracy (%) 91.7 89.1 92.3
Average accuracy (%) 90.9
implemented using functions of Matlab 8.0. For each configuration, the set of training samples was randomly selected until
the BPNN was converged. Over-fitting often occurs when the training set contains some incorrect samples in the BPNN. As
the grades of areca nuts in training samples were already known before the training process, over fitting was unlikely to
occur. To ensure the influence of over fitting was trivial during the training process, the maximum number of iterations
was set to 10,000. Further studies showed that the same classification was obtained when the ratio of error convergence
criterion was smaller than 0.1. Randomly sampled images (48 Excellent, 46 Good, and 49 Bad) were used to test the system.
The accuracies of classification are 91.7%, 89.1%, and 91.8% for Excellent, Good, and Bad grades, respectively, and the results
are listed in Table 1. The average accuracy was 90.9%. The total numbers of correct and erroneous classifications were 130
and 13, respectively.
In this study, the proposed algorithm can detect spots and classify the quality of areca nuts with a CCD camera accurately
and efficiently, but is unable to inspect for the covered blades (or other face). In the future, we will make a feasible design of
an automatic system for classification of areca nuts. The system consists of four major parts: an auto-feeding mechanism, a
reversed orientation device (for example, rotation mechanism), an auto-discharge mechanism, and detection software.
4. Conclusion
Themachine vision system for detecting and classifying the areca nuts as Excellent, Good, and Bad grades was developed
in this study. The image processing techniques, DL algorithm and the BPNN classifierwere used to establish the classification
system. Defect regions can be segmented efficiently using the DL algorithm and image processing techniques. Three color
features (i.e., Rmean,Gmean, and Bmean), 6 geometric features (i.e., the principle axis length, secondary axis length, axis number,
area, and perimeter and compactness), and area of spot regionswere obtained. About two hundred and eighty samples were
randomly divided into the training and testing data sets. The BPNN classifier was establishedwith 144 training samples. The
system was evaluated with the testing data set. Testing results show that the areca nuts can be detected and classified
efficiently using the developed system.
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