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MORSE THEORY FOR LAGRANGE MULTIPLIERS AND
ADIABATIC LIMITS
STEPHEN SCHECTER AND GUANGBO XU
Abstract. Given two Morse functions f, µ on a compact manifold M , we
study the Morse homology for the Lagrange multiplier function on M × R,
which sends (x, η) to f(x) + ηµ(x). Take a product metric on M × R, and
rescale its R-component by a factor λ2. We show that generically, for large λ,
the Morse-Smale-Witten chain complex is isomorphic to the one for f and the
metric restricted to µ−1(0), with grading shifted by one. On the other hand,
in the limit λ → 0, we obtain another chain complex, which is geometrically
quite different but has the same homology as the singular homology of µ−1(0).
The isomorphism between the chain complexes is provided by the homotopy
obtained by varying λ. Our proofs use both the implicit function theorem on
Banach manifolds and geometric singular perturbation theory.
Keywords: Morse homology, geometric singular perturbation theory, exchange
lemma, adiabatic limit
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1. Introduction
Let M be a compact manifold. Suppose f and µ are Morse functions on M , and
0 is a regular value of µ. Then we consider the Lagrange multiplier function
F : M × R → R,
(x, η) 7→ f(x) + ηµ(x).
The critical point set of F is
Crit(F) = {(x, η) | µ(x) = 0, df(x) + ηdµ(x) = 0} , (1.1)
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2 SCHECTER AND XU
and there is a bijection
Crit(F) ' Crit (f |µ−1(0)) ,
(x, η) 7→ x.
This is a topic which is taught in college calculus.
A deeper story is the Morse theory of F . Take a Riemannian metric g on M and
the standard Euclidean metric e on R. Denote by g1 the product metric g ⊕ e on
M × R. Then the gradient vector field of F with respect to g1 is
∇F(x, η) = (∇f + η∇µ, µ(x)). (1.2)
The differential equation for the negative gradient flow of F is
x′ = − (∇f(x) + η∇µ(x)) , (1.3)
η′ = −µ(x). (1.4)
Let p± = (x±, η±) ∈ Crit(F), and let M(p−, p+) be the space of orbits of the
negative gradient flow that approach p± as t → ±∞ respectively. M(p−, p+) is
called a moduli space of orbits. For generic choice of data (f, µ, g), this moduli
space will be a smooth manifold with dimension
dimM(p−, p+) = index(p−)− index(p+)− 1. (1.5)
When the dimension is zero, we can count the number of elements of the corre-
sponding moduli space and use the counting to define the Morse-Smale-Witten
complex. Its homology is called the Morse homology of the pair (F , g ⊕ e).
We shall show that if we rescale the metric on the R-part, obtaining gλ :=
g ⊕ λ−2e, λ ∈ R+, then the chain complex is defined for λ in a generic set Λreg,
and for all such λ we have isomorphic homology groups. The system (1.3)–(1.4) is
replaced by
x′ = − (∇f(x) + η∇µ(x)) , (1.6)
η′ = −λ2µ(x). (1.7)
We then consider the limits of the complex for (F , gλ) as λ approaches ∞ and
zero. Orbits in the two limits will be completely different geometric objects, but
the counting of them gives the same homology groups.
The main results of this paper can be summarized as the following theorems.
For precise meaning and necessary assumptions of these theorems, the reader is
referred to Theorem 5, Theroem 25 and Theroem 23.
Theorem. For λ ∈ Λreg sufficiently large, the Morse-Smale-Witten complex Cλ of
the pair (F , gλ) is canonically isomorphic to the Morse-Smale-Witten complex of
the pair (f |µ−1(0), g|µ−1(0)) with grading shifted by one.
Theorem. When λ → 0, orbits of solutions to (1.6)-(1.7) converges to certain
singular orbits. The counting of isolated singular orbits defines a chain complex C0,
which is isomorphic to Cλ for λ ∈ Λreg sufficiently small.
As a corollary, we have
Corollary. The homology of C0 is isomorhpic to the singular homology of µ−1(0)
with grading shifted by one.
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Our results give a new perspective on classical Morse theory. If we replace µ by
µ − c for any regular value c of µ, then the homology of the hypersurface µ−1(c)
can be computed as the homology of the chain complex C0 defined in this paper.
The fast flow determined by (1.6)–(1.7) with λ = 0 is independent of c. Only the
slow flow changes as c changes. This allows tracking of the change in homology of
µ−1(c) when c crosses a critical value. However, we do not pursue this point in the
present paper.
Throughout this paper, we shall always assume that M , f , µ and g are C∞ , or
smooth. A property will be called generic if it is true on a countable intersection of
open dense sets in a Fre´chet space of C∞ functions.
All chain complexes and homology groups will have Z2 coefficients. It should
be straightforward to extend our results to integer coefficients. In order to do so,
one has to orient the manifold M and various moduli spaces. The isolated orbits
will then obtain orientations, and each will be counted with coefficient 1 or −1
in various sums. One then has to keep track of the signs in the adiabatic limit
processes. We use Z2 coefficients to avoid these complications.
We shall use the notation R+ = (0,∞), Z+ = {n ∈ Z | n ≥ 0}, and we use
index(p, f) to denote the Morse index for p as a critical point of f .
1.1. Outline. In Section 2, we review basic facts about the Morse-Smale-Witten
complex, and we construct this complex Cλ for the function F and the metric gλ.
Throughout the paper we work with generic data (f, µ, g).
Let p−, p+ be two critical points of F , and consider orbits of (1.6)–(1.7) from
p− to p+ for different λ. The energy of such an orbit is F(p−) − F(p+), which is
λ-independent.
For large λ, because of the finiteness of energy, one can show that all orbits from
p− to p+ will be confined a priori in a small neighborhood of µ−1(0)× R. In fact,
those orbits will be close to the orbits of the negative gradient flow of f |µ−1(0).
This gives the correspondence between the Morse-Smale-Witten chain complex for
(F , gλ) for large λ, and the complex for
(
f |µ−1(0), g|µ−1(0)
)
. In Section 3 we give two
proofs of these facts, one using Fredholm theory and one using geometric singular
perturbation theory [1].
On the other hand, in the limit λ → 0, one obtains singular orbits of a fast-
slow system. There is one slow variable, η. We will show that for index (p−,F) −
index (p+,F) = 1, if λ > 0 is small enough, then near each singular orbit from
p− to p+, there exists a unique orbit of (1.6)–(1.7) from p− to p+. This gives a
correspondence between the Morse-Smale-Witten chain complex of (F , gλ) for λ
small, and a complex C0 defined by counting singular orbits. Details are in Sections
4 and 5.
Our method of studying the λ→ 0 limit is similar to that used in [2]. However,
in [2], the slow manifolds are normally hyperbolic, so one can use the classical
exchange lemma [1] to relate singular orbits for λ = 0 to true orbits for small
λ > 0. In the current paper, on the other hand, one cannot avoid the existence of
points on the slow manifold where normal hyperbolicity is lost. To overcome this
difficulty one needs a small extension of the more general exchange lemma proved
in [3]. A review of exchange lemmas including this extension is provided in A.
1.2. Motivation. The motivation for our work comes from quantum physics and
symplectic geometry. This subsection is independent of the rest of the paper.
4 SCHECTER AND XU
To study quantum physics theories, mathematicians usually consider moduli
spaces instead of path integrals. A moduli space is the space of solutions to some
nonlinear differential equation. For example, in Morse theory, which was interpreted
by Witten [4] as supersymmetric quantum mechanics, we consider the moduli space
of gradient flow lines, which are solutions to the gradient flow equation. Moduli
spaces are also used in symplectic geometry. For example, to define the Gromov-
Witten invariant of a symplectic manifold (X,ω), we consider the moduli space
of pseudoholomorphic curves introduced in [5], which are solutions to a nonlinear
Cauchy-Riemann equation on a Riemann surface Σ. These two examples are both
“conformally invariant,” that is, the differential equations are independent of the
size of the domain, which are the real line R in the first example and the Riemann
surface Σ in the second example.
We can integrate certain cohomology classes over the moduli spaces. In quantum
field theory these integrals are actually correlation functions, which are the most
important computable quantities. There are algebraic structures on the set of
such integrals. In Morse theory, the integrals can be interpreted as counting the
isolated gradient flow lines; they define a chain complex, whose homology is the
singular homology of the manifold. In Gromov-Witten theory, the counting of
pseudoholomorphic curves gives rise to the so-called quantum cohomology of the
symplectic manifold (X,ω).
Our two examples are related by the theory of Floer homology, which was in-
troduced by Floer in 1980s. In Gromov-Witten theory, if the Riemann surface Σ is
the cylinder R × S1, then we can use a Hamiltonian function H : X → R to per-
turb the Cauchy-Riemann equation on Σ. More precisely, if (t, s) is the standard
coordinate on the cylinder and J is an almost complex structure on (X,ω), then
Floer’s equation is the following PDE for maps u : R× S1 → X:
∂u
∂t
+ J
(
∂u
∂s
)
+∇H(u) = 0. (1.8)
This can be viewed as the negative gradient flow equation of a certain function on
the loop space of X. Moreover, if we shrink loops to points, then solutions should
be s-independent, so (1.8) reduces to an equation for maps u : R→ X:
du
dt
+∇H(u) = 0. (1.9)
This is the equation considered in the Morse theory. In this sense, in symplectic
geometry, Morse theory is often considered to be a finite-dimensional model for the
theory of pseudoholomorphic curves.
There are quantum physics theories that are not conformally invariant. Such
theories depend on one or more scale parameters. An example is the gauged σ-
model. The corresponding PDE is the symplectic vortex equation, introduced by
Mundet in his thesis [6] and by Cieliebak-Gaio-Salamon [7]. More precisely, suppose
we have a symplectic manifold (X˜, ω˜) and a Hamiltonian G-action, where G is a
compact Lie group, with moment map µ : X˜ → g. (This is the motivation for using
µ to denote one of the two functions at the beginning of this paper.) Then the
symplectic vortex equation is an elliptic system on a Riemann surface Σ associated
with the triple (X˜, ω˜, µ). This system depends on a scale parameter λ > 0, which
determines the size of Σ.
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One can use a G-invariant Hamiltonian function H˜ : X˜ → R to perturb the
symplectic vortex equation on the cylinder R × S1 and study the corresponding
Floer homology theory. This was proposed in [7] and has been studied by the second
named author [8]. In this case, the equation is for maps (u,Ψ) : R× S1 → X˜ × g,
and reads
∂u
∂t
+ J
(
∂u
∂s
)
+∇
(
H˜ + 〈µ,Ψ〉
)
= 0, (1.10)
∂Ψ
∂t
+ λ2µ(u) = 0. (1.11)
Here 〈·, ·〉 is the inner product on the Lie algebra g, and λ > 0 is the scale parameter.
As shown in [9], the adiabatic limit of the symplectic vortex equation as λ→∞
is nearly the same as the nonlinear Cauchy-Riemann equation that arises in the
Gromov-Witten theory of the symplectic quotient X := µ−1(0)/G. In the present
case, the λ→∞ limit of (1.10), (1.11) is related to (1.8) on the symplectic quotient
X.
A natural question arises: what can be said about the opposite adiabatic limit
λ→ 0? This limit could lead to a different perspective on the quantum cohomology
of the symplectic quotient. Moreover, the λ → 0 limit is related to the following
argument of Witten in [10]. The complex Grassmannian Gr(k, n) (the space of k-
planes in Cn) can be viewed as the symplectic quotient of the Euclidean space Cnk
with respect to a Hamiltonian U(k)-action. Thus as above, we could use the sym-
plectic vortex equation in Cnk and its λ→∞ adiabatic limit to study the quantum
cohomology of Gr(k, n). Witten argued nonrigorously, using path integrals, that
the opposite adiabatic limit leads to the Verlinde algebra, discovered by E. Verlinde
in [11], which is therefore related to the quantum cohomology of Gr(k, n). This
argument explains earlier work by Gepner [12], Vafa [13], and Intriligator [14].
A mathematical proof of the isomorphism between the quantum cohomology and
the Verlinde algebra was given by Agnihotri in his thesis [15] by directly calculating
the two objects. However, geometers would prefer a proof closer to Witten’s argu-
ment, using the symplectic vortex equation with varying λ and its adiabatic limits.
Such a theory should apply not just to Grassmannians but to general symplectic
quotients. The difficulty is that, unlike the λ → ∞ limit, the λ → 0 limit of the
symplectic vortex equation is little understood. Only a few isolated results have
been obtained, such as [16].
Because of this lack of understanding, it is natural to symplectic geometers to
consider a Morse theory model. More precisely, if a solution (u,Ψ) to (1.10)-(1.11)
is independent of s, then it satisfies the ODE
u′(t) +∇
(
H˜ + 〈µ,Ψ〉
)
= 0, (1.12)
Ψ′(t) + λ2µ(x) = 0. (1.13)
We can further simplify the equation by removing the group action and replacing
the moment map µ : X˜ → g by a smooth function µ : X˜ → R.1 Then (1.12)-
(1.13) becomes our equation (1.3)-(1.4), and the symplectic quotient becomes the
hypersurface µ−1(0).
1The second named author would like to thank Urs Frauenfelder for suggesting removal of the
group action.
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It may be possible to generalize our result to other situations. For example, we
can consider a vector-valued function µ : X → Rk instead of a scalar-valued one. A
similar approach might also apply to Picard-Lefschetz theory, the holomorphic ana-
logue of Morse theory. The case of equation (1.10)–(1.11) can perhaps be attacked
in a similar way, presumably using an infinite-dimensional version of the exchange
lemma and more-involved functional analytic techniques.
2. Morse homology and Morse-Smale-Witten complex of (F , gλ)
2.1. Morse homology. For the topological aspects of Morse theory, there is the
classical book [17]. Here we will adopt the viewpoint of Witten [4], which is by now
standard.
Let M be a smooth manifold without boundary. A smooth function f : M → R
is a Morse function if its differential df is a transverse section of the cotangent
bundle T ∗M . Equivalently, at each critical point p of f , the second derivative
D2f(p) is nondegenerate. By the Morse lemma, near each p ∈ Crit(f), there exists
a local coordinate chart (x1, . . . , xn) such that
f(x) = f(p)−
kp∑
i=1
x2i +
n∑
i=kp+1
x2i .
The integer kp is called the Morse index of the critical point p. We write
index (p, f) = kp ∈ Z+,
and we denote the set of critical points of f of index k by Critk(f)
For any complete Riemannian metric g on M , the gradient vector field ∇f is
the dual of the 1-form df . We denote by φt : M → M the flow of −∇f . For each
p ∈ Crit(f), the unstable and stable manifolds are defined by
Wu(p) =
{
x ∈M | lim
t→−∞φt(x) = p
}
, W s(p) =
{
x ∈M | lim
t→+∞φt(x) = p
}
and
dimWu(p) = index (p, f), dimW s(p) = n− index (p, f).
The pair (f, g) is called Morse-Smale if for any two critical points p, q, Wu(p) and
W s(q) intersect transversally in M . This condition condition holds for generic (f, g)
[18].
Associated to a Morse-Smale pair (f, g) is its Morse-Smale-Witten chain complex
C(f, g) of Z2-modules. The module of k-chains is generated by the critical points
of index k. The boundary of a critical point of index k is a linear combination of
critical points of index k−1, where the coefficient of a critical point q is the number
of orbits of the negative gradient flow from p to q. We write
C(f, g) = (C∗, ∂) , Ck =
⊕
p∈Critk(f)
Z2〈p〉, (2.1)
where ∂ : Ck → Ck−1 is given by
∂p =
∑
q∈Critk−1(f)
np,q · q, np,q = # [(Wu(p) ∩W s(q))/R] ∈ Z2. (2.2)
One can show that # [(Wu(p) ∩W s(q))/R] is finite and ∂ ◦∂ = 0 (under the Palais-
Smale condition on f , see [18]), hence C(f, g) is a chain complex. Its homology is
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called the Morse homology of (f, g) with Z2-coefficients, denoted H(f, g;Z2). If M
is compact, this homology is independent of the choice of Morse-Smale pair (f, g)
and is isomorphic to the singular homology of M .
2.2. Morse homology in the analytic setting. The book [18] give a compre-
hensive treatment of the analytical perspective on finite-dimensional Morse theory.
Here we give a brief review.
Let p and q be two critical points of f , and consider the nonlinear ODE
x′ = −∇f(x), (2.3)
with the boundary conditions
lim
t→−∞x(t) = p, limt→+∞x(t) = q. (2.4)
The space of solutions to this boundary value problem can be identified with
Wu(p) ∩W s(q) by identifying the solution x(t) with the point x(0).
Indeed, the space of solutions to such a boundary value problem can be viewed as
a finite-dimensional submanifold of an infinite-dimensional Banach manifold. We
consider the Banach manifold B of those W 1,2loc maps x : R → M for which there
exists T > 0 such that for t ∈ [T,+∞) (respectively t ∈ (−∞,−T ]), d(x(t), q) (re-
spectively d(x(t), p)) is less than the injectivity radius of (M, g) and exp−1q (x(t)) ∈
W 1,2 ([T,+∞), TqM) (respectively exp−1p (x(t)) ∈ W 1,2 ((−∞,−T ], TpM)). There
is a Banach space bundle E → B whose fibre over x : R → M is L2 (R, x∗TM).
There is a smooth section
S : B → E
x 7→ x′ +∇f(x)
whose zero locus is exactly M˜(p, q) 'Wu(p)∩W s(q), the moduli space of solutions
to (2.3)–(2.4). S is a Fredholm section, which means that the linearization of S at
each x ∈ S−1(0), given by
DSx : TxB → Ex
V 7→ ∇tV +∇V (∇f)
is a Fredholm operator. The Fredholm index is index (p)− index (q).
M˜(p, q) is a smooth manifold if the linearization of S is surjective along S−1(0).
In this case, we say that M˜(p, q) = S−1(0) is transverse. This condition is equiva-
lent to transversality of Wu(p) and W s(q).
M˜(p, q) has a free R-action by time translation, so we can define M(p, q) =
M˜(p, q)/R, the moduli space of orbits from p to q. A useful assumption is the Palais-
Smale condition on f (which is automatic when M is compact): any sequence xi ∈
M for which f(xi) is uniformly bounded and |∇f(xi)| → 0 has a convergent sub-
sequence. Under the transversality and Palais-Smale assumptions, if index(q, f) =
index (p, f)− 1, then M(p, q) is finite. Moreover, if index (q, f) = index (p, f)− 2,
then M(p, q) can be compactified to become a smooth one-dimensional manifold
with boundary; the boundary points correspond to the broken orbits from p to q
that pass through another critical point r with index (r, f) = index (p, f)−1. These
two facts imply that the boundary operator (2.2) is well-defined and ∂ ◦ ∂ = 0.
A solution of (2.3)–(2.4) has energy
E(x) =
∫
R
‖x′(t)‖2dt = −
∫
R
〈∇f(x(t)), x′(t)〉 dt = f(p)− f(q), (2.5)
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which only depends on the values of f at p and q. The energy is essential to many
useful estimates.
2.3. The Morse-Smale-Witten complex of (F , gλ). We shall assume
(A1) M is a compact manifold with metric g.
We shall work with generic triples (f, µ, g) defined on M . For the sake of preci-
sion, we shall list our generic assumptions, and denote them (Ak), k ≥ 2. In each
of our results, we shall assume without comment that all assumptions (Ak) made
up to that point hold. The assumptions (Ak) are all independent.
We assume:
(A2) f and µ are Morse functions on M .
(A3) 0 is a regular value of µ and f |µ−1(0) is Morse.
We shall regard the metric g and the Morse function µ having 0 as a regular value
as arbitrary and fixed. Then all our assumptions (Ak), k ≥ 2, are true for generic
f . Alternatively, we could fix the Morse function f ; the assumptions are then true
for generic (µ, g).
Lemma 1. [19, Proposition A.2] The Lagrange multiplier F is a Morse function
on M×R and for any p = (xp, ηp) ∈ Crit(F), index(p,F) = index(xp, f |µ−1(0))+1.
Now we consider the unstable and stable manifolds of critical points of F . Since
we are dealing with the family of metrics gλ, we want transversality of unstable
and stable manifolds not just for a single gλ, but as much as possible for the family.
Let φλt denote the flow of (1.6)–(1.7) for the given value of λ, let p−, p+ ∈ Crit(F),
and let I be an interval in λ-space. Define the sets
Wu(p−, λ) =
{
p ∈M × R | lim
t→−∞φ
λ
t (p) = p−
}
,
W s(p+, λ) =
{
p ∈ (M × R | lim
t→+∞φ
λ
t (p) = p+
}
,
Wu(p−, I) = {(p, λ) ∈ (M × R)× I | p ∈Wu(p−, λ)} ,
W s(p+, I) = {(p, λ) ∈ (M × R)× I | p ∈W s(p+, λ)} ;
M˜I(p−, p+) = Wu(p−, I) ∩W s(p+, I), MI(p−, p+) = M˜I(p−, p+)/R.
We assume:
(A4) For all p−, p+ ∈ Crit(F), Wu(p−,R+) and W s(p+,R+) are transverse.
Assumption (A4) implies that for all but discretely many λ ∈ R+, Wu(p−, λ) and
W s(p+, λ) are transverse. We denote by Λ
reg ⊂ R+ the subset of λ’s for which
Wu(p−, λ) and W s(p+, λ) are transverse for all p−, p+ ∈ Crit(F).
Lemma 2. For each λ ∈ R+, the function F satisfies the Palais-Smale condition
with respect to the metric gλ, i.e., for any sequence x˜i ∈M ×R such that F(x˜i) is
bounded and |∇F(x˜i)|gλ → 0, there exists a convergent subsequence of x˜i.
Proof. Suppose x˜i = (xi, ηi). Since M is compact, we may assume that ηi → +∞
or −∞. The condition that F(x˜i) is bounded implies that µ(xi) → 0; but since 0
is a regular value of µ, ∇F(x˜i) = ∇f(xi) + ηi∇µ(xi) cannot have arbitrary small
norm. 
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Now, for any λ ∈ Λreg, we can define the associated Morse-Smale-Witten com-
plex of (F , gλ), which is denoted by Cλ = C(F , gλ). Its homology is denoted by Hλ.
All Cλ share the same generators and gradings, but the boundary operator ∂λ may
change when λ crosses a value in R+ \ Λreg.
In general, the Morse homology of a pair (f, g) is not independent of (f, g) if
the underlying manifold is noncompact; see for example [20]. Despite the fact that
M × R is noncompact, we will show that Hλ is independent of λ for λ ∈ Λreg.
Lemma 3. For any L > 0, there exists KL > 0 such that for any p± ∈ Crit(F),
Wu(p−, (0, L]) ∩W s(p+, (0, L]) ⊂ (M × [−KL,KL])× [0, L].
Proof. If this statement is false, then there exists p−, p+ ∈ Crit(F), a sequence
λi converging to λ∞ ∈ [0, L] and (xi, ηi) ∈ Wu(p−, λi) ∩ W s(p+, λi) such that
limi→∞ |ηi| = +∞. Let p˜i(t) = (x˜i(t), η˜i(t)) be the solution of (1.6)–(1.7) for
λ = λi with p˜i(0) = (xi, ηi). Then since the λi are bounded, we see that for any
R > 0, |η˜i(t)| → ∞ uniformly on −R ≤ t ≤ R as i→∞.
Now
F(p−) ≥ F(p˜i(t)) = f(x˜i(t)) + η˜i(t)µ(x˜i(t)) ≥ F(p+) (2.6)
which implies that µ(x˜i(t)) → 0 uniformly on −R ≤ t ≤ R. Hence, since 0 is a
regular value of µ, ‖∇µ(x˜i(t))‖ on −R ≤ t ≤ R is bounded away from 0 for large i.
Therefore, by the definition (2.5) of the energy of the solution p˜i, we see
F(p+)−F(p−) ≥
∫ R
−R
‖p˜′i(t))‖2 dt ≥
∫ R
−R
‖x˜′i(t))‖2 dt
=
∫ R
−R
‖∇f(xi(t)) + ηi(t)∇µ(xi(t))‖2 dt→∞,
which is impossible. 
Proposition 4. For any λ1, λ2 ∈ Λreg, there is a canonical isomorphism Φλ1,λ2 :
Hλ1 → Hλ2 such that for λ1, λ2, λ3 ∈ Λreg, Φλ2,λ3 ◦ Φλ1,λ2 = Φλ1,λ3 .
Proof. For any λ1, λ2 ∈ Λreg, λ1 < λ2, we can compare the two complexes Cλ1 and
Cλ2 as in the case of compact manifolds, thanks to the compactness provided by
the previous lemma. More precisely, we can either use the continuation principle
[18], or bifurcation analysis as in [21], to show that the two chain complexes have
isomorphic homology. Note that as we vary λ from λ1 to λ2, the critical point set
is fixed so there is no “birth-death” of critical points, but there may be a loss of
transversality between unstable and stable manifolds at discrete values of λ. 
3. Adiabatic limit λ→∞
We assume
(A5) (f |µ−1(0), g|µ−1(0)) is Morse-Smale.
Theorem 5. For λ ∈ Λreg sufficiently large, the complex Cλ is canonically isomor-
phic to the Morse-Smale-Witten complex of the pair (f |µ−1(0), g|µ−1(0)) with grading
shifted by one.
Corollary 6. For any λ ∈ Λreg, there is a canonical isomorphism
Φλ,+∞ : Hλ∗ → H∗−1(µ−1(0),Z2).
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We give two proofs of Theorem 5, one using the infinite-dimensional implicit
function theorem and one using geometric singular perturbation theory. The first
is more likely to generalize. The second gives more geometric intuition. There are
other ways to relate the two chain complexes. For example, in the appendix of [19]
Frauenfelder had a different approach by deforming the function f in the normal
direction of µ−1(0).
3.1. Proof of Theorem 5 using the implicit function theorem. We first give
a sketch of this proof. For fixed p± ∈ CritF , we prove in Proposition 7 that, for
λ sufficiently large, any orbit in Mλ(p−, p+) will be close to some orbit of the
negative gradient flow of f |µ−1(0) from p− to p+. Such orbits form a moduli space
N∞(p−, p+). Next we show that, for large λ, there exists a homeomorphism Φλ :
N∞(p−, p+)→Mλ(p−, p+), which is constructed by using the infinite dimensional
implicit function theorem. Proposition 7 is used to prove the surjectivity Φλ. Since
the Morse homology is defined by counting orbits connecting two critical points
with adjacent Morse indices, the homeomorphism (Theorem 10) means that the
counting of Mλ(p−, p+) and that of N∞(p−, p+) are the same. Noting that the
indices of p± are dropped by 1 when regarded as critical points of f |µ−1(0), Theroem
5 follows immediately.
3.1.1. Convergence to orbits in the level set. For any p˜ = (x˜, η˜) ∈ M˜λ(p−, p+), its
energy, calculated by the metric gλ on M × R, is
E = F(p−)−F(p+) = ‖x˜′‖2L2 + λ2 ‖µ(x˜)‖2L2 . (3.1)
Here the L2-norms are still defined using the fixed metric g1. So
‖µ(x˜)‖L2 ≤
E
1
2
λ
. (3.2)
On the other hand, one has∥∥∥∥ ddtµ(x˜(t))
∥∥∥∥
L2
≤ ‖dµ‖L∞ ‖x˜′(t)‖L2 . (3.3)
So by Sobolev embedding W 1,2 → C0, for any  > 0, there exists Λ > 0 such that
for λ > Λ and x˜ ∈ M˜λ(p−, p+), we have x˜(t) ∈ U = µ−1((−, )).
Now, consider the Banach manifold B = B1,2 of W 1,2loc -maps p˜ = (x˜, η˜) from
R → U × R such that p˜ is assymptotic to p± = (x±, η±) ∈ Crit(F) at ±∞ in the
following sense: there exists R > 0 and W˜− ∈ W 1,2((−∞,−R], Tp−M ⊕ R) and
W˜+ ∈ W 1,2([R,+∞), Tp+M ⊕ R) such that p˜|(−∞,−R] = expp− W˜−, p˜|[R,+∞) =
expp+ W˜+. Consider E → B the Banach space bundle whose fibre over p˜ is Ep˜ =
L2(x˜∗TM ⊕ R). For λ > Λ, consider the Fredholm section S˜λ : B → E given by
S˜λ(p˜) = S˜λ(x˜, η˜) =
(
dx˜
dt
+∇f + η˜∇µ, dη˜
dt
+ λ2µ(x˜)
)
. (3.4)
Then M˜λ(p−, p+) =
(
S˜λ
)−1
(0), where 0 is the zero section of E → B. The
linearization of S˜λ at p˜ = (x˜, η˜) ∈ B is given by
D˜p˜ : Tp˜B → Ep˜(
V
H
)
7→
( ∇tV +∇V (∇f + η∇µ) +H∇µ
dH
dt + λ
2dµ(V )
)
(3.5)
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On U, there is the line bundle L ⊂ TM generated by ∇µ, and denote by L⊥
the orthogonal complement with respect to the Riemannian metric g. Then, for
any p˜ ∈ B, we can decompose the domain and target space of D˜p˜ as
Tp˜B 'WL(p˜)⊕WT (p˜), WL(p˜) = W 1,2(x˜∗L⊕ R), WT (p˜) = W 1,2(x˜∗L⊥); (3.6)
Ep˜ ' EL(p˜)⊕ ET (p˜), EL(p˜) = L2(x˜∗L⊕ R), ET (p˜) = L2(x˜∗L⊥). (3.7)
We rescale the norms on WL(p˜) and EL(p˜) as follows. We identify (h1∇µ, h2) ∈
WL(p˜) with (h1, h2) ∈W 1,2 ⊕W 1,2 and define
‖(h1, h2)‖Wλ = λ ‖h1‖L2 + ‖h′1‖L2 + ‖h2‖L2 + λ−1 ‖h′2‖L2 ; (3.8)
and for (h1∇µ, h2) ∈ EL(p˜), identify it with (h1, h2) ∈ L2 ⊕ L2 and define
‖(h1, h2)‖Lλ = ‖h1‖L2 + λ−1 ‖h2‖L2 . (3.9)
We leave the norms on their complements unchanged, and use Wλ and Lλ to denote
the norms on Tp˜B and Ep˜ respectively.
Now we describe the limit objects. There exists a smooth function ζ : U → R
defined by the condition
〈∇µ(x),∇f(x) + ζ(x)∇µ(x)〉 = 0. (3.10)
Then∇f+ζ∇µ is a smooth vector field whose restriction to µ−1(0) is the gradient of
f = f |µ−1(0) with respect to the restriction of the Riemannian metric. We denote
by N˜∞(p−, p+) the space of solutions of the negative gradient flow of f , whose
elements are denoted by y : R→ µ−1(0); and by N∞(p−, p+) the quotient space by
identifying reparametrizations, and by N∞(p−, p+) the compactified moduli space
by adding broken orbits.
Proposition 7. Suppose λν → ∞ and p˜ν = (x˜ν , η˜ν) ∈ M˜λν (p−, p+). Then there
is a subsequence, still indexed by ν, and a broken orbit Y = ([yi])ni=1 ∈ N
∞
(p−, p+)
(where [yi] is the orbit of yi) and a constant c0 > 0 such that
(1) ‖(µ(x˜ν), η˜ν − ζ(x˜ν))‖Wλν ≤ c0λ
−1
ν ;
(2) There exists t1,ν , t2,ν , . . . , tn,ν ∈ R such that x˜ν(ti,ν + ·) converges to yi in
C1loc-topology;
Proof. Apply dµ to the equation x˜′ν(t)+∇f(x˜ν(t))+ η˜ν(t)∇µ(x˜ν(t)) = 0, we obtain
0 =
d
dt
µ(x˜ν(t)) + 〈∇µ(x˜ν(t)),∇f(x˜ν(t)) + η˜ν(t)∇µ(x˜ν(t))〉
=
d
dt
µ(x˜ν(t)) + λν |∇µ|2
(
1
λν
(η˜ν(t)− ζ(x˜ν(t)))
)
. (3.11)
Also we have
d
dt
(
1
λν
(η˜ν − ζ(x˜ν))
)
+ λµ(x˜ν) = − 1
λν
d
dt
ζ(x˜ν). (3.12)
Consider the linear operator
D : W 1,2(R,R2) → L2(R,R2)
(f1, f2) 7→
(
d
dtf1 + λ |∇µ|2 f2, ddtf2 + λf1
)
. (3.13)
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If regarded as an unbounded operator from L2 to L2, then it is bounded from below
by cλ for some constant c. Then (3.11) and (3.12) imply that
‖µ(x˜ν)‖L2 + λ−1ν ‖η˜ν − ζ(xν)‖L2 ≤
c
λ2ν
∥∥∥∥ ddtζ(x˜ν)
∥∥∥∥
L2
≤ cλ−2ν . (3.14)
Also, D has a uniformly bounded right inverse, so
‖µ(x˜ν)‖W 1,2 + λ−1ν ‖η˜ν − ζ(x˜ν)‖W 1,2 ≤ cλ−1ν . (3.15)
This implies the first claim of this proposition. Moreover, the Sobolev embedding
W 1,2 → C0 implies in particular that η˜ν is uniformly bounded since ζ(xν) is. Then
by the differential equation on x˜ν , we have that |x˜′ν | is uniformly bounded.
Now we identify U ' µ−1(0) × (−, ) such that the projection to the second
component is equal to µ. Then we can write
x˜ν(t) = (xν(t), µ(x˜ν(t))) . (3.16)
Projecting to the first factor and using the fact that |x˜′ν | is uniformly bounded, we
see that there exists K > 0 independent of ν, such that∣∣x′ν(t) +∇f ((xν(t)))∣∣ ≤ K|µ(x˜ν(t))|. (3.17)
This implies that a subsequence of xν converges to a broken orbit for the induced
function f in C0loc-topology. More precisely, there exists t1,ν , . . . , tk,ν ∈ R such that
xν(ti,ν + ·) converges to an orbit yi in µ−1(0) in C0loc-topology.
Then, by the Sobolev embedding W 1,2 → C0 and the C0loc convergence of
x˜ν(ti,ν + ·) to yi, we see that η˜ν(ti,ν + ·) converges to ζ(yi) in C0loc. This implies
that x˜ν(ti,ν + ·) converges to yi in C1loc. 
3.1.2. Applying implicit function theorem and the isomorphism of chain complexes.
Now we want to prove that any y ∈ N˜∞(p−, p+) can be approximated by p˜ ∈
M˜λ(p−, p+), so that in particular, when index(p−,F)− index (p+,F) = 1, there is
a canonical one-to-one correspondence between N∞(p−, p+) and Mλ(p−, p+).
Since we have assumed that the restriction of (f, g) to µ−1(0) is Morse-Smale,
the trajectory y is transverse. Namely, the linearized operator
Dy : W
1,2(y∗Tµ−1(0)) → L2(y∗Tµ−1(0))
V 7→ ∇y′V +∇V (∇f + ζ∇µ) (3.18)
is surjective and has a bounded right inverse Qy. In particular, we can choose Qy
such that
ImQy =
{
V ∈W 1,2(y∗Tµ−1(0)) | g(V (0),W (0)) = 0 ∀W ∈ kerDy
}
. (3.19)
For any large λ, we take our approximate solution just to be
y˜(t) = (y(t), ζ(y(t))) . (3.20)
Note that y(t) converges to p± exponentially as t → ±∞, so y˜ ∈ B. Then denote
the linearization of S˜λ at y˜ by
D˜y˜ : W
1,2(y∗TM ⊕ R) → L2(y∗TM ⊕ R)(
V
h
)
7→
( ∇y′V +∇V (∇f + ζ∇µ) + h∇µ
h′ + λ2dµ(V )
)
.
(3.21)
Now we construct a right inverse to D˜y˜ out of Qy. Note that, for any V ∈WT (y˜)
D˜y˜(V ) =
(∇tV +∇V (∇f + ζ∇µ), λ2dµ(V )) = (Dy(V ), 0) ∈ ET (y˜). (3.22)
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Hence with respect to the decomposition (3.6) and (3.7), the linearized operator
can be written as
D˜y˜ =
(
Dy Ay
0 D′y˜
)
. (3.23)
Here Ay is given by
Ay(h1∇µ, h2) = h1W (3.24)
where W is a smooth tangent vector field on µ−1(0). Hence there exists c1 > 0
such that
‖Ay(h1∇µ, h2)‖Lλ ≤ c1 ‖h1‖L2 ≤ c1λ−1 ‖h1‖Wλ . (3.25)
Now we look at the operator D′y˜ in (3.23). After trivialize the bundle R{∇µ}⊕R
isometrically to R2, we see the operator D′y˜ is transformed into
D′y˜ =
d
dt
+
(
a(t) λb(t)
λb(t) 0
)
:=
d
dt
+B(t). (3.26)
It is easy to see that, for λ large, B(t) has 1 positive eigenvalue and one negative
eigenvalue, both of which are bounded away from zero by cλ, where c is a constant
independent of λ. Hence we have a (unique)bounded right inverse
Q′y˜ : EL(y˜)→WL(y˜),
∥∥Q′y˜∥∥ ≤ c2 (3.27)
for some c2 > 0. Then define
Qy˜ =
(
Qy 0
0 Q′y˜
)
(3.28)
which serves as the approximate right inverse.
Lemma 8. There exists Λ0 > 0, such that for all λ > Λ0,∥∥∥Id− D˜y˜Qy˜∥∥∥
Lλ
<
1
2
(3.29)
with respect to the operator norm of the space Lλ.
Proof. Note that Id− D˜y˜Qy˜ = Ay ◦Q′y˜ and∥∥Ay˜Q′y˜(h1∇µ, h2)∥∥Lλ ≤ c1λ ∥∥Q′y˜(h1∇µ, h2)∥∥Wλ ≤ c1c2λ ‖(h1∇µ, h2)‖Lλ . (3.30)

Hence D˜y˜Qy˜ is invertible and a right inverse can be constructed as
Q˜y˜ = Qy˜
(
D˜y˜Qy˜
)−1
: Lλ →Wλ. (3.31)
It is uniformly bounded by some constant which is independent of λ.
Now since we want to apply the implicit function theorem (cf. [22, Appendix
A]), we need to trivialize the Banach manifold B and the Banach space bundle E
locally near y˜. We identify a neighborhood of y˜ in B with a small ball (with respect
to the Wλ-norm) centered at the origin of Ty˜B as follows: using the identification
U ' µ−1(0)× (−, ), for any W˜ = (W,a∇µ, h) ∈ Ty˜B, we identify it with the map
ρ(W˜ ) = (expy˜W,a, ζ(y) +h) into µ
−1(0)× (−, )×R where exp is the exponential
map inside µ−1(0). We trivialize E over such a neighborhood around y˜ by parallel
transport along the radial geodesics, which is denoted by Φ
W˜
: E
ρ(W˜ )
→ Ey˜. Then
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for W˜ ∈ Ty˜B with
∥∥∥W˜∥∥∥
Wλ
small, denote by D˜
W˜
: Ty˜B → Ey˜ the linearization of
Φ
W˜
◦ S˜λ(ρ(W˜ )) at W˜ . We have
Lemma 9. There exists 3, c3 > 0, independent of λ, such that for all W˜ ∈ Ty˜B
with
∥∥∥W˜∥∥∥
Wλ
< 3, one has ∥∥∥D˜W˜ − D˜y˜∥∥∥ ≤ c3 ∥∥∥W˜∥∥∥Wλ . (3.32)
Proof. First consider the case when the R-component of W˜ is zero. We denote by
S˜1 the first component of S˜
λ, which is independent of λ. Then we see∥∥∥DS˜1(W˜ )−DS˜1(y˜)∥∥∥ ≤ c∥∥∥W˜∥∥∥
L∞
(3.33)
which is standard. Now because the R-component of W˜ is zero, we have
∥∥∥W˜∥∥∥
L∞
≤
c
∥∥∥W˜∥∥∥
Wλ
by our definition of the Wλ-norm (3.8).
The second component of S˜λ is denoted by S˜λ2 . Then we see in this case, for any
V˜ = (V, h) ∈ Ty˜B
DS˜λ2 (W˜ )(V˜ ) = λ
2h. (3.34)
Hence the variation of the derivative of S˜λ2 is always zero.
Now we consider the case W˜ = (0, h0) with h0 ∈ W 1,2(R). Then for any W˜0 ∈
Ty˜B small, by our definition of our norms (3.8) and (3.9),∥∥∥(D˜W˜+W˜0 − D˜W˜0)(V, h)∥∥∥Lλ = ‖h0∇V∇µ‖Lλ = ‖h0∇V∇µ‖L2
≤ c
∥∥∥W˜∥∥∥
Wλ
‖V ‖L2 ≤ c
∥∥∥W˜∥∥∥
Wλ
‖(V, h)‖Wλ (3.35)
for some c > 0.
Combining (3.33), (3.34) and (3.35) we obtain (3.32). 
On the other hand, we see∥∥∥S˜λ(y˜)∥∥∥
Lλ
= λ−1
∥∥∥∥ ddtζ(y)
∥∥∥∥
L2
≤ c4λ−1 (3.36)
for some constant c4 > 0. By the implicit function theorem, there exists 4 > 0
such that for sufficiently large λ, there exists a unique W˜λ(y) ∈ Ty˜B satisfying∥∥∥W˜λ(y)∥∥∥
Wλ
≤ 4, W˜λ(y) ∈ ImQy˜, S˜λ(expy˜ W˜λ(y)) = 0. (3.37)
Moreover, there exists c5 > 0 such that∥∥∥W˜λ(y)∥∥∥
Wλ
≤ c5
λ
. (3.38)
We hence define the gluing map (for large Λ0) to be
Φ : [Λ0,+∞)× N˜∞(p−, p+) → ∪λ≥Λ0M˜λ(p−, p+)
(λ, y) 7→ expy˜ W˜λ(y).
(3.39)
Theorem 10. For each λ ∈ [Λ0,+∞) ∩ Λreg, the restriction of Φ to {λ} ×
N˜∞(p−, p+) is a homeomorphism onto M˜λ(p−, p+).
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Proof. To complete the proof of this theorem, it remains to prove the local surjec-
tivity of the gluing map Φ. For simplicity, we only prove this for the case in which
the Morse indices of p− and p+ differ by one, which is enough for our purpose. If,
in this case, the gluing map is not locally surjective, then there exists a sequence
λi → ∞ and p˜i ∈ M˜λi(p−, p+) which converges to some y˜ ∈ N˜∞(p−, p+) as de-
scribed by Proposition 7 (with n = 1 and t1,ν = 0) but don’t lie in the range of
Φ. Consider the hyperplanes N(y(s)) = (y′(s))⊥ ⊂ Ty(s)M for s ∈ R. For each i,
there exists si ∈ R such that si → 0 and
p˜i(0) ∈
{
(expy(si) V, η) | η ∈ R, V ∈ N(y(si)), ‖V ‖ ≤ 
}
. (3.40)
Then if we write p˜i(t) = expy˜(si+t) W˜i(t), then W˜i ∈ ImQy˜(si+·) and
∥∥∥W˜i∥∥∥
Wλi
≤
c0λ
−1
i by Proposition 7. By the uniqueness part of the implicit function theorem,
this implies that p˜i = Φ(λi, y˜(si + ·)), which contradicts our assumption. 
Now Theorem 5 is an immediate consequence.
3.2. Proof of Theorem 5 using geometric singular perturbation theory.
In the system (1.6)–(1.7), in which the time variable is t, we make the rescalings
η =
ρ

, λ =
1

, t = τ.
The system becomes
dx
dτ
= − (∇f(x) + ρ∇µ(x)) , (3.41)
dρ
dτ
= −µ(x). (3.42)
Studying the limit λ → ∞ in (1.6)–(1.7) is equivalent to studying the limit  → 0
in (3.41)–(3.42). Setting  = 0 in (3.41)–(3.42), we obtain
dx
dτ
= −ρ∇µ(x), (3.43)
dρ
dτ
= −µ(x). (3.44)
Let N denote the submanifold of M defined by µ = 0. Then the set of equilibria of
(3.43)–(3.44) is the set µ = ρ = 0, i.e., N0 = N × {0} ⊂ M × R. N0 is a compact
codimension-two submanifold of M × R.
Choosing coordinates on M and linearizing (3.43)–(3.44) at an equilibrium (x, 0),
we obtain (
v˙
ρ˙
)
=
(
0 −∇µ(x)
−dµ(x) 0
)(
v
ρ
)
. (3.45)
Since 0 is a regular value of µ by (A3), dµ(x) and ∇µ(x) are nonzero row and
column vectors respectively. Therefore the matrix in (3.45) has rank 2, so it has at
least n − 2 zero eigenvalues. (Of course this is a consequence of the fact that we
linearized (3.43)–(3.44) at a point on a manifold of equilibria of dimension n− 2.)
The other eigenvalues are ±‖∇µ(x)‖, where ‖v‖ = ‖v‖g(x); this is shown by the
following calculations, which use the fact
dµ(x)v = 〈∇µ(x), v〉g(x) .
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0 −∇µ(x)
−dµ(x) 0
)( ∇µ(x)
−‖∇µ(x)‖
)
=
(‖∇µ(x)‖∇µ(x)
−‖∇µ(x)‖2
)
,(
0 −∇µ(x)
−dµ(x) 0
)( ∇µ(x)
‖∇µ(x)‖
)
=
(−‖∇µ(x)‖∇µ(x)
−‖∇µ(x)‖2
)
.
Therefore N × {0} is a compact normally hyperbolic manifold of equilibria for
(3.41)–(3.42) with  = 0 [1]. It follows that for small  > 0, (3.41)–(3.42) has a
normally hyperbolic invariant manifold N near N0.
Locally we may assume the coordinates on M are chosen so that µ = xn. Let
y = (x1, . . . , xn−1), so x = (y, xn). Then locally N is parameterized by y and is
given by
xn = xn(y, ) = xn(x1, . . . , xn−1, ), ρ = ρ(y, ) = ρ(x1, . . . , xn−1, ),
with xn(y, 0) = ρ(y, 0) = 0. After division by , the system (3.41)–(3.42) restricted
to N is given by
y˙ = −∇yf(y, 0) +O(),
where ∇yf(y, xn) denotes the first n− 1 components of ∇f(y, xn).
It follows that the system (3.41)–(3.42) restricted to N is a perturbation of
the negative gradient flow of (f |µ−1(0), g|µ−1(0)). Since (f |µ−1(0), g|µ−1(0)) is Morse-
Smale by (A5), its negative gradient flow is structurally stable. Therefore, for small
 > 0, the flow of (3.41)–(3.42) restricted to N is topologically equivalent to the
negative gradient flow of (f |µ−1(0), g|µ−1(0)).
An equilibrium x of the negative gradient flow of (f |µ−1(0), g|µ−1(0)) corresponds,
for each λ > 0, to an equilibrium (x, η) of (1.6)–(1.7), which turn corresponds to the
equilibrium (x, η) of (3.41)–(3.42); the latter lies in N, which contains all complete
orbits nearby. It has one higher index than that of x for the negative gradient
flow of (f |µ−1(0), g|µ−1(0)). (The reason is that one of the transverse eigenvalues
computed above is positive.) If the only connections between these equilibria are
those in N, the resulting Morse-Smale-Witten chain complex is the same as that
of (f |µ−1(0), g|µ−1(0)) with degree shifted by one.
To rule out the existence of other connections, note that for  > 0, the energy
E(x, ρ) = f(x)+ρµ(x) decreases along solutions of (3.41)–(3.42). For small  > 0,
the energy difference between two equilibria (x−, η−) and (x+, η+) of (3.41)–(3.42)
is of order .
On the other hand, by the normal hyperbolicity of N0, any sufficiently small
neighborhood V of N0 has the property that for (3.41)–(3.42) with  small, a
solution of (3.41)–(3.42) that starts in V \N must leave V in forward or backward
time. Therefore a solution of (3.41)–(3.42) that connects two equilibria but does
not lie in N must at some time leave V through its boundary. If we can show that
it must do so at a point where E is of order one, we have a contradiction.
For a small α > 0, we can take V = {(x, ρ) : |µ(x)| < α, |ρ| < α, |ρµ(x)|) < α24 };
see Figure 1. At points on the boundary where |ρµ(x)| = α24 , |E| is close to α
2
4
for small . Thus if we can show that a solution that connects two equilibria must
leave V through such a point, we are done.
This is not true, but by making a small -dependent alteration in V , we can
make it true: we replace the portions of ∂V on which µ = ±α or ρ = ±α by nearby
invariant surfaces, so that solutions cannot cross them. More precisely, we replace
the portion of the boundary on which µ = ±α by a union of integral curves of
(3.41)–(3.42) that start on the codimension-two surfaces µ = ±α, ρ = 0, and we
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Figure 1. The set V .
replace the portion of the boundary on which ρ = ±α by a union of integral curves
of (3.41)–(3.42) that start on the codimension-two surfaces µ = 0, ρ = ±α. Details
are left to the reader.
4. Fast-slow system associated with the λ→ 0 limit
Now we consider the limit of (1.6)–(1.7) as λ→ 0. In this limit, (1.6)–(1.7) is a
fast-slow system [1]. There is one slow variable, η. In this section, we will identify
the slow manifold, and study the fast flow and slow equation, under appropriate
generic assumptions. We will also relate various Morse indices.
4.1. The slow manifold. The slow manifold for (1.6)–(1.7) is the set of equilibria
for λ = 0:
CF = {(x, η) ∈M × R | ∇f(x) + η∇µ(x) = 0} .
We assume:
(A6) Crit(f) ∩ Crit(µ) is empty.
(A7) ∇f + η∇µ is a transverse section of pi∗TM , where pi : M × R → M is the
projection.
(A7) implies that CF is a 1-dimensional smooth submanifold of M × R. Indeed,
it is noncompact and its end at infinity is asymptotic to (Critµ× [R,+∞)) ∪
(Critµ× (−∞,−R]) for R large. This can be seen as follows. If there is a se-
quence (xi, ηi) ∈ CF with limi→∞ |ηi| = ∞, then we see that ∇µ(xi) → 0 and a
subsequence of xi converging to some y ∈ Critµ. Conversely, for any y ∈ Critµ, let
S(y) ⊂M denote the sphere of radius  around y. Since by (A2) y is a nondegen-
erate critical point of µ, we see that for small  > 0, the map
S(y)→ S(TyM), x 7→ ∇µ(x)‖∇µ(x)‖ (4.1)
has degree ±1. On the other hand, by (A6) we can use local coordinates near y
in which the vector field ∇f is constant. Hence there exist a unique pair of points
(x± , η
±
 ), with x
±
 ∈ S(p), such that
(x± , η
±
 ) ∈ CF . (4.2)
We can order the two points so that lim→0 η± = ±∞.
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For fixed η, denote the function fη = f + ηµ : M → R. Then consider the
function
dC : CF → R
p = (x, η) 7→ det Hessfη(x). (4.3)
We assume
(A8) 0 is a regular value of dC .
(A9) For any p = (x, η) ∈ d−1C (0), µ(x) 6= 0. Therefore d−1C (0) ∩ Crit(F) = ∅.
We denote CsingF = d−1C (0). From (A8), as (x, η) ∈ CF crosses a point in CsingF , one
and only one of the eigenvalues of Hessfη(x) changes its sign.
By the implicit function theorem, CF can be smoothly parameterized by η near
any point of CF \ CsingF as x = x(η). On the other hand, near CsingF we have the
following result.
Proposition 11. Let p = (xp, ηp) ∈ CsingF . We can choose local coordinates
(x1, . . . , xn) on M such that xp corresponds to (0, . . . , 0), and near p, CF is pa-
rameterized by xn. Moreover, for some c 6= 0,
η = ηp + cx
2
n +O(x
3
n). (4.4)
Thus η|CF has a nondegenerate critical point at p.
This is a standard result, but we shall give a proof in Subsection 4.3.
4.2. The fast flow. The fast flow Φt : M × R→M × R of (1.6)–(1.7) is the flow
on M × R determined by (1.6)–(1.7) for λ = 0. The set of equillibria of the fast
flow is just CF , and along the fast flow, η is constant.
If p = (xp, ηp) ∈ CF , then xp is a critical point of the function fηp : M → R. A
fast solution from p− ∈ CF to p+ ∈ CF is a solution x˜(t) of (1.6)–(1.7) for λ = 0
such that limt→±∞ x˜(t) = p±. A fast orbit from p− to p+ is an equivalence class
of fast solutions from p− to p+ modulo time translation. A fast solution or orbit is
trivial if the orbit consists of a single point.
For p = (xp, ηp) ∈ CF , xp is a nondegenerate critical point if and only if p ∈
CF \ CsingF . Note that the Morse index of a nondegenerate critical point x of fη
can be defined as the number of negative eigenvalues of the matrix Hessfη(x). We
define the Morse index of a degenerate critical point the same way. We shall use
the already-introduced notation index (xp, fηp) to denote the Morse index in this
sense of xp as a critical point of fηp .
Index (xp, fηp) is locally constant on CF \ CsingF . Near p ∈ CsingF , the values of
index (xp, fηp) on the two branches differ by one, and index (xp, fηp) is the lower of
these two numbers.
4.2.1. Transversality assumptions. On CF \ CsingF , the fast flow is normally hyper-
bolic. For any subset β of CF \ CsingF define
Wu(β) =
{
(x, η) ∈M × R | lim
t→−∞Φt(x, η) ∈ β
}
(4.5)
and
W s(β) =
{
(x, η) ∈M × R | lim
t→+∞Φt(x, η) ∈ β
}
. (4.6)
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Note that in this section we always have λ = 0, so we will not use the notation
of Subsection 2.3 to specify a value of λ. If β is connected, define index (β) to be
index (xp, fηp) for any p = (xp, ηp) in β.
We assume
(A10) Wu
(
CF \ CsingF
)
and W s
(
CF \ CsingF
)
intersect transversally in M × R.
(A11) For each p = (xp, ηp) ∈ Crit(F), the pair (fηp , g) is a Morse-Smale pair on
M .
Assumption (A10) can be thought of as a weak version of the Morse-Bott-Smale
transversality condition (see [23]) for a Morse-Bott function and a metric. (A10)
does not imply (A11). However, (A11) implies that if p = (xp, ηp) ∈ Crit(F), then
for any pair of critical points y−, y+ ∈M of the function fηp , the unstable manifold
of y− and the stable manifold of y+ intersect transversally in M . This implies that
the transversality in (A10) holds for η near ηp.
There are two special types of nontrivial fast orbits that play important roles in
our construction. We introduce them in the remainder of this subsection.
4.2.2. Handle-slides and cusp orbits. By (A10) we see, if β1, β2 ⊂ CF \ CsingF are
connected, then
dim (Wu(β1) ∩W s(β2)) = index (β1)− index (β2) + 1. (4.7)
In particular, when index (β1) = index (β2), the dimension is one, so the intersection
consists of discrete nontrivial fast orbits. We call such an orbit a handle-slide. If a
handle-slide is contained in M × {η}, we say that a handle-slide happens at η.
We assume:
(A12) The composition pi : Crit(F)∪ CsingF ↪→M ×R→ R is injective. Moreover,
handle-slides happen at distinct values of η that are not in the image of pi.
Now we look near a point p = (xp, ηp) ∈ CsingF . All the eigenvalues of Hessfηp(xp)
have absolute values great than a constant a > 0, except for the one that changes
its sign at p. Then we define Wua (p) to be the space of maps u : (−∞, 0] → M
satisfying
(1) (u(t), ηp) = Φt(u(0), ηp) for t ≤ 0;
(2) For sufficiently large T , for t ∈ (−∞,−T ],
u(t) = expxp V (t), V ∈W 1,2a ((−∞,−T ], TxpM).
Here for any open subset Ω ⊂ R, the space W 1,2a (Ω) is the space of functions
f with ea|t|f ∈W 1,2(Ω).
Similarly we can define W sa (p). By the map u 7→ u(0), Wua (p) and W sa (p) are natu-
rally identified with smooth submanifolds of M , which are called the a-exponential
unstable and stable manifolds of p, having dimensions
dimWua (p) = index (xp, fηp), dimW
s
a (p) = n− index (xp, fηp)− 1. (4.8)
Let W˚u(p) = Wu(p) \Wua (p) and W˚ s(p) = W s(p) \W sa (p). These manifolds
are unions of orbits that approach p polynomially rather than exponentially. They
are submanifolds of M ×{ηp} of dimension dimWua (p) + 1 and dimW sa (p) + 1. We
assume
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(A13) For each p = (xp, ηp) ∈ CsingF and q = (xq, ηq) ∈ CF with ηp = ηq = η,
Wua (xp) and W
s(xq) (respectively W
s
a (xp) and W
u(xq)) intersect trans-
versely in M×{η}, W˚u(xp) and W s(xq) (respectively W˚ s(xp) and Wu(xq))
intersect transversally in M × {η}.
The reader may refer to [24] and [21] for this transversality in the case of Lagrangian
intersections.
(A13) implies that for p = (xp, ηp) ∈ CsingF and q = (xq, ηq) ∈ CF \ CsingF ,
Wua (p)∩W s(q) = ∅ if index (xq, fηq ) ≥ index (xp, fηp)− 1; and Wu(q)∩W sa (p) = ∅
if index (xp, fηp) ≥ index (xq, fηq )− 2. For example, Wu(q) ∩W sa (p) = ∅ if
0 ≥ dim Wu(q)+dim W sa (p)− (n+1) = index (xq, fηq )+(n− index (xp, fηp)−1)
− (n+ 1) = index (xq, fηq )− index (xp, fηp)− 2. (4.9)
When the inequalities are equalities, Wu(p) ∩ W s(q) = W˚u(p) ∩ W s(q) and
Wu(q) ∩W s(p) = Wu(q) ∩ W˚ s(p)) consist of isolated orbits corresponding to so-
lutions that approach p like 1t rather than exponentially. We call such orbits cusp
orbits; parametrized ones are cusp solutions. An argument similar to one in [21]
shows that between p and q there are only finitely many cusp orbits.
4.2.3. Short fast orbits. By Proposition 11, near p ∈ CsingF , one can parametrize CF
by γp : (−, )→ CF such that
γp(0) = p, η(t) = ηp ± s2. (4.10)
We choose the orientation of γp such that index (γp((−, 0))) = index (γp((0, )))+1.
For  small enough there exists a unique such parametrization γ and we call γ the
canonical parametrization near p. Then, for  small enough, there is a unique orbit
of the flow of −∇fη(s) from γ(−s) to γ(s) and they are all contained in a small
neighborhood of xp.
Lemma 12. There exists 0 > 0 such that for all p ∈ CsingF and for s ∈ (0, 0) there
exists a unique orbit of the fast flow from γp(−s) to γp(s), where γp : (−0, 0)→ CF
is the canonical parametrization of CF near p.
If 0 < s ≤  < 0, then we call a fast orbit from γp(−s) to γp(s) an -short orbit.
Lemma 13. For any  small enough, there exists δ = δ() > 0 such that, for all
η ∈ R, any orbit of the flow of −∇fη which is not an -short orbit has energy no
less than δ.
Proof. Denote Csing,F = ∪p∈CsingF γp((−, )). Because we have assumed that the
map CsingF → M × R→ R is injective, any fast orbit both of whose beginning and
end lie in Csing,F much be an -short orbit. So suppose the lemma doesn’t hold,
then there exists  > 0 and a sequence of nontrivial fast orbits (yk, ηk) ⊂M ×{ηk}
such that
lim
k→∞
fηk(yk(−∞))− fηk(yk(+∞)) = 0 (4.11)
and they are not -short ones. Hence without loss of generality, we may assume
that for all k, yk(−∞) /∈ Csing,F .
(1) limk→∞ ηk = ±∞, which implies that yk(±∞) converges to points in
Crit(µ). However, if we rescale the orbit by zk(t) = yk(η
−1
k t), then zk
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converges to a (possibly broken) nontrivial orbit of the flow of −∇µ, which
contradicts with (4.11).
(2) limk→∞ ηk = η∞ ∈ R. Then a subsequence of yk converges to a broken
orbit of fη∞ , which must be a constant one. Hence
lim
k→∞
(yk(±∞)) := y∞ ∈ CF \ Csing,F . (4.12)
So for k large enough, yk(±∞) lie in the same connected component of
CF \ Csing,

2
F . This is impossible because on each such component, distinct
points have distinct values of η.

4.3. The slow equation. On CF \ CsingF , which is parameterized by η, the slow
equation is given by restricting (1.7) to CF \ CsingF and dividing by λ2:
η′ = −µ(x(η)). (4.13)
Thus η′ changes sign only when µ = 0. We have
Crit(F) = {(x, η) ∈ CF | µ(x) = 0} .
Thus η′ changes sign only at points of Crit(F). By (A9), η′ does not change sign
at points of CsingF .
Proposition 14. Equilibria of (4.13) are hyperbolic.
Proof. Let p = (xp, ηp) be an equilibrium of (4.13). Then µ(xp) = 0, so by (A3),
dµ(xp) 6= 0. Hence we can choose local coordinates (x1, . . . , xn) near xp such that
µ(x1, . . . , xn) = xn. Near p, CF can be defined without reference to the metric g
by the equations
∂f
∂xi
+ ηδnj = 0, j = 1, . . . , n; δij = Kronecker delta. (4.14)
Let en =
(
0 . . . 0 1
)T
, the nth standard unit basis vector in Rn. Then the
derivative of the system (4.14) is the n× (n+ 1) matrix(
Hessf(x) en
)
=
(
A b 0
bT c 1
)
, (4.15)
where A is an (n− 1)× (n− 1) matrix, and (bT , c) =
(
∂2f
∂x1∂xn
, · · · , ∂2f∂xn−1∂xn ,
∂2f
∂x2n
)
.
Since xp is a critical point of f |µ−1(0), by (A5), A is invertible. The matrix
(4.15) has full rank; a nonzero vector in its kernel is tangent at p to CF . Since
p ∈ CF \ CsingF , such a vector has nonzero η-component, and one can check that it
has nonzero xn-component. Therefore near p, when CF is parameterized by η, we
have x(η) = (y(η), xn(η)) with
xn(η) = a(η − ηp) +O(η − ηp)2, a 6= 0.
But then (4.13) becomes
η′ = a(η − ηp) +O(η − ηp)2,
which proves the result. 
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Next we discuss the slow equation near points of CsingF . Recall that if p0 is an
equilibrium of p˙ = h(p), h is Cs, Dh(p0) has m eigenvalues (counting multiplicity)
with real part 0, and E is the corresponding m-dimensional invariant subspace of
v˙ = Dh(p0)v, then there is a C
s invariant manifold through p0 and tangent there
to E, called the center manifold of p˙ = h(p) at p0.
Proposition 15. Let p = (xp, ηp) ∈ CsingF . We can choose local coordinates
(x1, . . . , xn) on M near xp, with xp corresponding to 0, in which
D∇f(0) =
(
A 0
0 0
)
, A an invertible symmetric (n− 1)× (n− 1) matrix.
(4.16)
The center manifold of (1.6)–(1.7) at p is parameterized by (xn, η). There are
numbers c 6= 0 and d 6= 0 such that the system (1.6)–(1.7), restricted to the center
manifold, is
x′n = c(η − ηp) + dx2n + . . . , (4.17)
η′ = −λ2(µ(xp) + . . .), (4.18)
where . . . indicates terms of higher order (and, in (4.17), other second-order terms).
Therefore near p, CF is parameterize by xn, and η|CF has a nondegenerate critical
point at p.
Proof. (A7) implies that we can choose local coordinates (x1, . . . , xn) on M near
xp, with xp corresponding to 0, in which (4.16) holds. In these coordinates, µ =
µ(xp) + a
Tx + . . . with a ∈ Rn. Write x = (y, xn) with y ∈ Rn−1, and write
a = (b, c) with b ∈ Rn−1 and c ∈ R. Near p the system (1.6)–(1.7) becomes
y′ = Ay + b(η − ηp) + . . . , (4.19)
x′n = c(η − ηp) + dx2n + . . . , (4.20)
η′ = −λ2(µ(xp) + . . .), (4.21)
where . . . indicates higher-order terms (and, in (4.20), other second-order terms).
(A7) implies that c 6= 0, and (A8) implies that d 6= 0. The linearization of (4.19)–
(4.21) at (y, xn, η) = (0, 0, ηp) is y′x′n
η′
A 0 b0 0 c
0 0 0
 yxn
η − ηp
 .
The matrix has a two-dimensional generalized eigenspace for the eigenvalue 0 that
is tangent to the center manifold of (4.19)–(4.19) at p. The center manifold is
parameterized by (xn, η), and to lowest order it is given by
y = −A−1b(η − ηp)
The restriction of (4.19)–(4.21) to the center manifold is therefore given by (4.17)–
(4.18). 
Proposition 11 is of course just a partial restatement of Proposition 15.
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4.4. Three indices. In this subsection we describe the relation between three
different Morse indices:
(1) For any p = (xp, ηp) ∈ CF , we have index(xp, fηp), used in Subsection 4.2.
(2) For p = (xp, ηp) ∈ Crit(F), we can consider index (p,F).
(3) If p = (xp, ηp) ∈ Crit(F), then xp ∈ Crit(f |µ−1(0)), and we can consider
index (xp, f |µ−1(0)).
We have already seen in Lemma 1 that index(p,F) = index(xp, f |µ−1(0)) + 1 for
p = (xp, ηp) ∈ Crit(F). The best way to see the relation of the different indices is
to look at the corresponding unstable manifolds.
Proposition 16. Let p = (xp, ηp) ∈ Crit(F).
(1) If p is a repeller of the slow equation, then index (p,F) = index(xp, fηp)+1.
(2) If p is an attractor of the slow equation, then index (p,F) = index(xp, fηp).
Proof. If p is a repeller of the slow equation, then for small λ > 0, the equilibrium
p of (1.6)–1.7) has one more positive eigenvalue than the equilibrium xp of fηp .
Since the index of a critical point of a Morse function h is the number of positive
eigenvalues of the corresponding equilibrium of ∇h for any metric, (1) follows. (2)
is similar. 
5. Adiabatic limit λ→ 0
5.1. Slow solutions, fast solutions, and fast-slow solutions. Let p−, p+ ∈ CF .
Recall that a nontrivial fast solution from p− to p+ is a nonconstant solution
x˜(t), −∞ < t <∞, of (1.6)–(1.7) for λ = 0, such that limt→±∞ x˜(t) = p±.
Let (x(η), η) parameterize the closure of a component of CF\CsingF . Let I(α−, α+) ⊂
R be the closed interval from α− to α+, with α− ≤ α+; we allow α− = −∞,
α+ = +∞, and α− = α+ ∈ R. Let η(t), t in the interior of I(α−, α+), be a solution
of η′ = −µ(x(η)). If α− (respectively α+) is finite, we extend η(t) continuously to
α− (respectively α+). Let p(t) = (x(η(t)), η(t)), t ∈ I(α−, α+), and let p± ∈ CF .
Then p(t) is a slow solution from p− to p+ (for short, a slow solution) provided:
(1) if α− (respectively α+) is finite, then p(α−) = p− (respectively p(α+) =
p+);
(2) if α− = −∞ (respectively α+ = +∞), then limt→−∞ p(t) = p− (respec-
tively
limt→+∞ p(t) = p+).
A slow solution or its orbit is trivial if the orbit is a single point in CF .
A fast-slow solution from p− to p+ of (1.6)–(1.7) (for short, a fast-slow solution)
is a sequence
X = (p0, σ1, p1, σ2, p2, . . . , pn−1, σn, pn) (5.1)
such that:
(1) p0 = p−, pn = p+.
(2) Each pi ∈ CF .
(3) Each σi is a nontrivial fast solution or a slow solution from pi−1 to pi.
Trivial slow solutions are allowed, but σ1 and σn are not allowed to be
trivial slow solutions.
(4) Either (i) σi is slow for i even and fast for i odd, or (ii) σi is slow for i odd
and fast for i even.
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Trivial slow solutions are allowed to deal with the possibility that a fast solution
to p is followed by a fast solution from p.
An orbit (fast orbit, slow orbit, or fast-slow orbit) is an equivalence class of solu-
tions obtained by forgetting the parametrization (but remembering the orientation
in which F decreases). In particular, a fast-slow orbit is denoted by [X ] for X as
in (5.1).
Remark 17. A fast-slow orbit defined above is similar to a “flow line with cascades”
in Morse-Bott theory (see [25]), where the fast solutions correspond to “cascades”.
The difference is that the slow manifold CF is not everywhere normally hyperbolic,
and we can have pi ∈ CsingF .
In the remainder of this subsection, we will discuss some properties of fast-slow
orbits from p− ∈ CF to p+ ∈ CF . We are particularly interested in the case
p± ∈ Crit (F) and index(p−,F)− index(p+,F) = 1.
The following proposition is obvious.
Proposition 18. Consider a nontrivial slow solution p(t), t ∈ I(α−, α+), from p−
to p+.
(1) If p− ∈ CsingF , then either (i) for all t ∈ (α−, α+), index (xp(t), fηp(t)) =
index (x−, fη−), or (ii) for all t ∈ (α−, α+), index (xp(t), fηp(t)) =
index (x−, fη−) + 1.
(2) If p+ ∈ CsingF , then either (i) for all t ∈ (α−, α+), index (xp(t), fηp(t)) =
index (x+, fη+), or (ii) for all t ∈ (α−, α+), index (xp(t), fηp(t)) =
index (x+, fη+) + 1.
A slow solution p(t) for t ∈ I(α−, α+) is regular if it is nontrivial and satisfies:
(1) If p− ∈ CsingF , then for all t ∈ (α−, α+), index (xp(t), fηp(t)) =
index (x−, fη−) + 1.
(2) If p+ ∈ CsingF , then for all t ∈ (α−, α+), index (xp(t), fηp(t)) = index (x+, fη+).
A slow orbit is regular if it is the orbit of a regular slow solution.
See Figure 2.
p+
p<
(a) (b)
Figure 2. (a) Direction of slow flow is downward. The thick curve
is a regular slow orbit that starts at p−. Points on it have index
one greater than p−. (b) Direction of slow flow is downward. The
thick curve is a regular slow orbit that ends at p+. Points on it
have the same index as p+.
MORSE THEORY FOR LAGRANGE MULTIPLIERS AND ADIABATIC LIMITS 25
Proposition 19. Let γ be either a slow or fast solution from p− = (x−, η−) to
p+ = (x+, η+).
(1) If γ is a regular slow solution, then:
(a) If p− ∈ CsingF , then index (x+, fη+) = index (x−, fη−) + 1.
(b) Otherwise index (x+, fη+) = index (x−, fη−)
(2) If γ is a nontrivial fast solution (so η+ = η−), then:
(a) At most one of p± is in Crit(F) ∪ CsingF .
(b) index (x+, fη+) ≤ index (x−, fη−).
(c) If p+ ∈ Crit(F) ∪ CsingF or p− ∈ Crit(F), then index (x+, fη+) ≤
index (x−, fη−)− 1.
Proof. The result for slow solutions is immediate from their definition.
For fast solutions, (2)(a) follows from assumption (A12)
Let p(t) be a fast solution, let index (x−, fη−) = k, and index (x+, fη+) = l. (Of
course η+ = η−.)
If p+ ∈ Crit(F)∪CsingF , then (A11) or (A13) implies that Wu(p−) and W s(p+) in-
tersect transversally withinM×{η−}. We have dimWu(p−) = k, and dimW s(p+) =
n− l, so the intersection is nonempty provided k + (n− l) ≥ n+ 1, i.e., l ≤ k − 1.
If p− ∈ Crit(F), the same argument applies. However, if p− ∈ CsingF , then
dimWu(p−) = k + 1. We again have dimW s(p+) = n − l, so the intersection is
nonempty provided (k + 1) + (n− l) ≥ n+ 1, i.e., l ≤ k.
If neither p− nor p+ is in Crit(F) ∪ CsingF , then we do not know that Wu(p−)
and W s(p+) intersect transversally within M ×{η−}. However, by (A10), (k+1)+
(n− l + 1) ≥ n+ 2, so l ≤ k. 
Proposition 20. Consider a fast-slow solution
X = (p0, σ1, p1, σ2, p2, . . . , pn−1, σn, pn)
from p− = (x−, η−) to p+ = (x+, η+), with neither in CsingF and index (x+, fη+) ≥
index(x−, fη−) = k. Then
(1) For all i ≥ 1, index (xpi , fpi) = k, except for the case where pi ∈ CsingF and
σi is a fast solution, in which case index (xpi , fpi) = k − 1. In particular,
index (x+, fη+) = k.
(2) All slow solutions appearing in X are regular. In particular, they are non-
trivial.
(3) If pi ∈ Crit(F), then i = 0 or i = n. In the first case, p0 = p− ∈ Crit−(F)
and σ1 is slow; in the second case, pn = p+ ∈ Crit+(F) and σn is slow.
(4) The fast solutions are handle-slides or cusp solutions.
Proof. Along a fast-slow solution, index (xpi , fpi) ≤ index (xpi−1 , fpi−1), except
along a regular slow solution for which pi−1 ∈ CsingF and pi ∈ CF \ CsingF ; in this
case index (xpi , fpi) = index (xpi−1 , fpi−1) + 1. However, the index drops along the
fast solution from pi−2 to pi−1. Thus (1) holds; also, nontrivial slow solutions
must be regular and (3) must hold, otherwise we would have index (x+, fη+) <
index(x−, fη−). (3) rules out fast solutions that start or end in Crit(F); any
remaining fast solutions are handle-slides or cusp solutions, so (4) holds. Since
handle-slides and cusp solutions occur at different values of η, slow solutions must
be nontrivial, which completes the proof of (2). 
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Now we describe fast-slow solutions between two critical points whose indices
differ by 1. Recall from Subsection 2.1 that Critk(F) denotes the set of index
k critical points of F . Let Crit+k (F) (respectively Crit−k (F)) denote the set of
equilibria in Critk(F) that are stable (respectively unstable) equilibria of the slow
equation. Let Crit±(F) = ∪k≥0Crit±k (F).
Proposition 21. Let p± = (x±, η±) ∈ Crit(F) with p− ∈ Critk(F), p+ ∈ Critk−1(F).
A fast-slow solution X = (p0, σ1, p1, σ2, p2, . . . , pn−1, σn, pn) from p− to p+ has the
following properties.
(1) If σi is a fast solution from pi−1 = (xpi−1 , ηpi−1) to pi = (xpi , ηpi) (of course
ηpi = ηpi−1), then index (xpi , fηpi ) = index (xpi−1 , fηpi−1 ), unless:
(a) pi ∈ CsingF , in which case index (xpi , fηpi ) = index (xpi−1 , fηpi−1 )− 1.
(b) i = 1, p0 = p− ∈ Crit+k (F), in which case σ1 is fast (so ηp1 = ηp) and
index (xp1 , fηp1 ) = index (x−, fη−)− 1.
(c) i = n, pn = p+ ∈ Crit−k−1(F), in which case σn is fast (so ηq = ηpn−1)
and index (x+, fη+) = index (xpn−1 , fηpn−1 )− 1.
(2) All slow solutions appearing in X are regular. In particular, they are non-
trivial.
(3) For i = 1, . . . , n− 1, pi /∈ Crit(F).
(4) The fast solutions in X are handle-slides or cusp solutions, except for σ1
when p− ∈ Crit+k (F) and σn when p+ ∈ Crit−k−1(F).
In addition:
(I) Suppose p− ∈ Crit+k (F) and p+ ∈ Crit+k−1(F). Then the odd σi are fast,
and n is even.
(II) Suppose p− ∈ Crit+k (F) and p+ ∈ Crit−k−1(F). Then the odd σi are fast,
and n is odd.
(III) Suppose p− ∈ Crit−k (F) and p+ ∈ Crit+k−1(F). Then the odd σi are slow,
and n is odd.
(IV) Suppose p− ∈ Crit−k (F) and p+ ∈ Crit−k−1(F). Then the odd σi are slow,
and n is even.
Proof. We prove (1)–(4) separately for the cases (I) and (II). The proofs for cases
(III) and (IV) are similar so we omit them. We remark that in one of the cases,
case (III), we can have n = 1, which means X may contain a single slow solution
and no fast solutions.
Proof in case (I). In this case, index (x−, fη−) = k and index (x+, fη+) = k −
1. Since p− is an attractor for the slow equation, the first solution σ1 must be
fast, so the odd σi are fast. By Proposition 19 (2), p1 /∈ Crit(F) ∪ CsingF and
index (xp1 , fηp1 ) ≤ k − 1. Consider the portion of the fast-slow solution from p1
to q. Then Proposition 20 implies that index (xp1 , fηp1 ) = k − 1, conclusion (2)
of Proposition 21 holds, and pi /∈ Crit±(F) for i = 2, . . . , n − 1 so (3) holds.
Proposition 20 also implies that all fast solutions except the first are handle-slides
or cusp solutions, so (4) holds.
Since p+ is an attractor for the slow equation, a priori the last solution could
be slow or fast. However, if the last solution were fast, from Proposition 19 (2) we
would have index (x+, fη+) < index (xpn−1 , fηpn−1 ) = k − 1, contradiction. There-
fore the last solution is slow, so n is even. Then (1) and (4) follow from Proposition
20.
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Proof in case (II). As with case (I), index (x−, fη−) = k; σ1 must be fast, so
the odd σi are fast; p1 /∈ Crit(F) ∪ CsingF ; and index (xp1 , fηp1 ) ≤ k − 1. Since
p+ is a repeller for the slow equation, index (x+, fη+) = k − 2, and the last so-
lution must be fast. Then pn−1 /∈ Crit(F) ∪ CsingF , and by Proposition 19 (2),
index (xpn−1 , fηpn−1 ) ≥ k − 1. As in the previous argument, for the portion of the
fast-slow solution from p1 to pn−1, apply Proposition 20; we obtain (1)–(4). Since
the first and last solutions are fast, n is odd. 
5.2. The chain complex. Now let p, q ∈ Crit(F). We denote by N˜ 0(p, q) the
space of all fast-slow solutions from p to q and N 0(p, q) the space of all fast-slow
orbits from p to q.
Proposition 22. If p, q ∈ Crit(F) and index (q,F) = index (p,F) − 1, then
#N 0(p, q) < +∞.
Proof. By Proposition 21, we only need to show that there are finitely many handle-
slides or cusp orbits contained in F−1 ([F(q),F(p)]). But this follows from our
description of CF at the beginning of Section 4 and the transversality assumption
(A10), (A11), (A13). 
Now we define a chain complex (C0, ∂0) of Z2-modules. It has the same generators
and gradings as Cλ. Its boundary operator ∂0 : C0k → C0k−1 is defined by
〈∂0p, q〉 = #N 0(p, q) mod 2. (5.2)
The main theorem of this section and of the paper is:
Theorem 23. (C0, ∂0) is a chain complex, i.e., ∂0◦∂0 = 0. Moreover, the homology
Hk(C0, ∂0) is canonically isomorphic to Hk−1(µ−1(0),Z2).
The proof of this theorem is carried out in the following way. Let p, q ∈ Crit(F).
First we prove that for small λ > 0, any orbit in Mλ(p, q) is close to a fast-slow
orbit in N 0(p, q) (the compactness theorem, Theorem 25). Then we restrict to the
case index(p,F) − index(q,F) = 1 and show that for each small λ > 0, each orbit
in N 0(p, q) is close to exactly one orbit in Mλ(p, q) (the gluing theorem, Theorem
30). The resulting one-to-one correspondence implies that (C0, ∂0) is isomorphic to
(Cλ, ∂λ) for small λ ∈ Λreg. Then by Corollary 6, we obtain the isomorphism.
5.3. The compactness theorem.
Definition 24. Let p, q ∈ Crit(F). Let λν ∈ R+ be a sequence such that limν→∞ λν =
0. We say that a sequence of (parametrized) p˜ν = (x˜ν , η˜ν) ∈ M˜λν (p, q) converges
to a parametrized fast-slow solution
X = (p0, σ1, p1, σ2, . . . , pn−1, σn, pn) ∈ N˜ 0(p, q),
if the following hold.
(1) For each fast solution σi contained in X , there exists ti,ν ∈ R such that
the sequence of maps p˜ν(·+ ti,ν) converges to σi in the C∞loc-topology.
(2) For each slow solution σj contained in X , there exists a sequence of inter-
vals Ij,ν ⊂ R that satisfies the following two conditions.
(a) For every ti,ν in the first condition, we have
lim
ν→∞ d(Ij,ν , ti,ν) =∞.
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(b) limν→∞ p˜ν(Ij,ν) = σj in the Hausdorff topology.
It is easy to see that the limit is unique in N 0(p, q) and only depends on the
sequence of orbits [p˜ν ], not the representatives. Moreover, the image of p˜ν converges
to the image of X in the Hausdorff topology.
In the remainder of this section we prove the following theorem.
Theorem 25. Suppose p, q ∈ Crit(F) and λν → 0+ be a sequence of real numbers.
Suppose p˜ν = (x˜ν , η˜ν) ∈ M˜λν (p, q). Then there exists a subsequence (still indexed
by ν), and a fast-slow solution X = (p0, σ1, p1, σ2, · · · , pn−1, σn, pn) ∈ N˜ 0(p, q),
such that p˜ν converges to X in the sense of Definition 24.
A key point in proving this theorem is to use the energy control to bound the
number of pieces of fast orbits appearing in the limit. This is similar to the proof
of the Gromov compactness theorem for J-holomorphic curves (see, for example,
[22]) where there is a lower bound of energy for any nontrivial bubble. After finding
all the fast orbits in the limit, each adjacent pair of them is connected by a slow
orbit. Before the first fast orbit and after the last fast orbit, one may or may not
need to add nontrivial slow ones, depending on the types of p and q (i.e., repeller
or attracter of the slow flow).
From now on the sequence p˜ν is given and we are free to take subsequences as
many times as we want.
5.3.1. The limit set. For any subsequence ν′ of ν and sequence of intervals Iν′ ⊂ R,
set
L∞(ν′, Iν′) =
⋂
k≥1
⋃
ν′≥k
p˜ν′(Iν′) ⊂M × R. (5.3)
Lemma 26. The following are true.
(I) (x, η) ∈ L∞(ν′, Iν′) if and only if there exists a subsequence ν′′ of ν′ and a
sequence of numbers tν′′ ∈ Iν′′ , such that limν′′→∞ p˜ν′′(tν′′) = (x, η).
(II) L∞(ν′, Iν′) is compact.
(III) If there exist sν′ ∈ Iν′ such that limν′→∞ p˜ν′(sν′) exists, then L∞(ν′, Iν′)
is connected.
Proof. The first statement and the closedness are by definition, and compactness
follows from Lemma 3. It remains to show the connectedness. If L∞(ν′, Iν′)
is not connected, then there are two nonempty closed subset L1, L2 ⊂ M × iR
such that L∞(ν′, Iν′) = L1 ∪ L2, and L1, L2 has a nonzero distance. Suppose
limν′→∞ p˜ν′(sν′) ∈ L1. Then there exists a subsequence (still indexed by ν′) and
wν′ ∈ Iν′ such that d(p˜ν′(wν′), L2) → 0. Then there exists w′ν′ ∈ [sν′ , wν′ ] such
that d(p˜ν′(w
′
ν′), L1) = d(p˜ν′(w
′
ν′), L2) > 0 for the same subsequence. Then there
is a subsequence of p˜ν′(w
′
ν′) that converges to a point not in L1 and L2, which
contradicts L∞(ν′, Iν′) = L1 ∪ L2. 
The following lemma is obvious.
Lemma 27. Suppose we have two sequences of numbers, sν < tν with
limν→∞ p˜ν(sν) = a, limν→∞ p˜ν(tν) = b. Then F(a) ≥ F(b), and, for any z ∈
L∞(ν, [sν , tν ]), F(z) ∈ [F(a),F(b)].
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5.3.2. Identify all fast orbits. By the compactness of L∞(ν,R) and the fact that
λν → 0, for any sequence tν ∈ R, there exists a subsequence such that on any
finite interval, η˜ν(· + tν) converges to a constant function η1. Then, by the usual
argument of Morse theory, there is a subsequence of p˜ν(·+ tν) converging to a fast
solution y˜ := (y1, η1) : R → M × R with Im y˜1 ⊂ M × {η1}, in C∞loc-topology. So
L∞(ν,R) is the union of fast orbits (which could contain constant orbits). We first
prove that for a suitable subsequence it only contains finitely many nonconstant
ones.
Proposition 28. There exists a subsequence (still indexed by ν without loss of
generality), and t1,ν , . . . , tn,ν ∈ R (n could be zero), satisfying
(I) t1,ν < t2,ν < · · · < tn,ν , limν→∞ |ti,ν − tj,ν | =∞ for all i 6= j;
(II) p˜ν(· + ti,ν) converges to a (nonconstant) fast solution y˜i := (yi, ηi) : R →
M × R in the C∞loc-topology;
(III) for any sequence sν ∈ R such that limν→∞ |sν − ti,ν | = ∞ for all i, any
convergent subsequence of p˜ν(sν) has limit in CF .
Proof. If L∞(ν,R) ⊂ CF , then nothing has to be proved. Suppose it is not the case.
Then we take δ,  > 0 as in Lemma 13 and small enough, and r > 0 small enough,
such that the following are true.
• All -short orbits are contained in ∪w∈CsingF Br(w).• All nontrivial fast orbits which are not -short have energy at least δ.
• For each w ∈ CsingF , CF ∩ B2r(w) can be parametrized using the canonical
parametrization as in (4.10), so that F restricted to both components of
CF ∩B2r(w) \ {w} is monotonic.
Let N = bEδ c, where E = F(p−)−F(p+) is the total energy. It is easy to prove by
induction that there exists k ≤ N (possibly zero), a subsequence ν′ of the original
sequence, a sequence of numbers {ti,ν′}i=1,...,k, and fast solutions y˜i := (yi, ηi)
satisfying
(1) limν′→∞ ti+1,ν′ − ti,ν′ = +∞, for i = 1, . . . , k − 1;
(2) limν′→∞ p˜ν′(ti,ν′ + ·) = (yi, ηi) in C∞loc-topology;
(3) each y˜i has energy ≥ δ;
(4) any other nonconstant fast orbit contained in L∞(ν′,R) is -short.
We replace ν′ by ν for simplicity. Let N ′ = #CsingF . We can continue the
induction to find all -short orbits, and we claim that the induction stops at finite
time and we can find at most N ′(N + 1) -short orbits. Suppose not, then there
exists a w ∈ CsingF and a subsequence, still indexed by ν, and sequence of numbers
s1,ν < s2,ν < · · · < sN+2,ν (5.4)
such that for each j, p˜ν(sj,ν+·) converges in C∞loc to an -short solution z˜j := (zj , ξj)
whose orbit is contained in Br(w). Moreover, there exists j ∈ {1, . . . , N + 1} such
that L∞(ν, [sj,ν , sj+1,ν ]) contains no orbits that are not -short. Then we take
[tj,ν , tj+1,ν ] ⊂ [sj,ν , sj+1,ν ] such that
lim
ν→∞ p˜ν(tj,ν) = limt→+∞ z˜j(t) := a+ ∈ CF ,
lim
ν→∞ p˜ν(tj+1,ν) = limt→−∞ z˜j+1(t) := b− ∈ CF
and denote limt→−∞ z˜j(t) = a−, limt→+∞ z˜j+1(t) = b+. Suppose
L∞(ν, [tj,ν , tj+1,ν ]) contains some other -short orbit contained in Br(w). It can
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contain only finitely many, because those orbits must start from the arc between
a− and b− and ends at the arc between a+ and b+; their energy therefore has a
nonzero lower bound. Hence, by taking a subsequence if necessary, and chooing
subintervals of [tj,ν , tj+1,ν ], we may assume that T = L∞(ν, [tj,ν , tj+1,ν ]) contains
no other -short orbit that is also contained in Br(w). This implies that
T ⊂ CF ∪
⋃
v∈CsingF , v 6=w
Br(v).
Indeed, T is contained in a connected component of the latter set.
Now by the local behavior of F|CF and the monotonicity requirement in Lemma
27, we see that w /∈ T . And for the same reason, one component of CF ∩ (B2r(w) \
Br(w)) is disjoint from T . This contradicts the connectedness of T . 
5.3.3. Identify all slow orbits. One can not go from p to q only through fast orbits
because ηp 6= ηq according to our assumption (A12). Hence in the limit slow orbits
appear. The identification of them is easy intuitively, because CF is 1-dimensional
and our limit object should be connected.
Proposition 29. Assume the sequence p˜ν and {ti,ν}i=1,...,n satisfy the conditions
of the last proposition. Let t0,ν = −∞ and tn+1,ν = +∞. Then there exists a
subsequence (still indexed by ν), and slow orbits γi ⊂ CF , i = 0, . . . , n, satisfying
the following.
(I) For each i = 1, . . . , n, γi is from y˜i(+∞) to y˜i+1(−∞).
(II) If p ∈ Crit+(F), then γ0 is the single point p; if q ∈ Crit−(F), then γn is
the single point q.
(III) For each i = 1, . . . , n − 1, there exist a sequence of intervals (ai,ν , bi,ν) ⊂
(ti−1,ν , ti,ν) such that limν→∞ |ai,ν−ti−1,ν | = limν→∞ |bi,ν−ai,ν | = limν→∞ |ti,ν−
bi,ν | =∞ and p˜ν([ai,ν , bi,,ν ]) converges to γi in Hausdorff topology.
Proof. By the previous proposition, we can find sequences of intervals Ii,ν = [ai,ν , bi,ν ] ⊂
R, i = 1, . . . , n− 1 such that for each ν, Ii,ν ∩ Ij,ν = ∅, for i 6= j, bi,ν − ai,ν →∞,
and
lim
ν→∞ p˜ν(ai,ν) = y˜i(+∞), limν→∞ p˜ν(bi,ν) = y˜i+1(−∞).
Take I0,ν = (−∞, a0,ν ], In,ν = [bn,ν ,+∞) such that
lim
ν→∞ p˜ν(a0,ν) = y˜1(−∞), limν→∞ p˜ν(bn,ν) = y˜n(+∞).
(1) For each i ∈ {1, . . . , n}, set yi,± = y˜i(±∞), and set y0,+ = p, yn+1,− = q.
For i = 0, . . . , n, let Γi ⊂ CF be the union of all slow orbits from yi,+ to
yi+1,−. Since CF is a 1-dimensional manifold, Γi is either a single point, or
is one nontrivial slow orbit, or is the union of two nontrivial slow orbits.
We would like to prove that L∞(ν, Ii,ν) ⊂ Γi.
If Γi is the union of two slow orbits, then Γi is a connected component
of CF . By the connectedness of L∞(ν, Ii,ν) the claim is true.
Suppose Γi is simply-connected and L∞(ν, Ii,ν) is also simply-connected.
Suppose in this case the claim is not true, then there exists a subse-
quence (still indexed by ν) and tν ∈ Ii,ν such that limν→∞ p˜ν(tν) = z ∈
L∞(ν, Ii,ν) \ Γi and
F(yi,+) > F(z) > F(yi+1,−). (5.5)
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But since L∞(ν, [tν , bi,ν ]) and L∞(ν, [ai,ν , tν ]) are connected, either the for-
mer contains yi,+ or the latter contains yi+1,−, either of which contradicts
Lemma 27.
We claim that it is impossible that Γi is homeomorphic to a closed inter-
val and L∞(ν, Ii,ν) is homeomorphic to a circle C ⊂ CF . Suppose not, then
Lemma 27 implies that yi,+ and yi+1,− must be the absolute maximum and
minimum of the function F restricted to this component C. The critical
points of F|C can be put in a cyclic order and, adjacent to yi,+, the two
local minimum are yi+1,− and some z ∈ C \Γi. After taking a subsequence,
we can find tν ∈ Ii,ν such that limν→∞ p˜ν(tν) = z. Consider the interval
Ji,ν = [tν , bi,ν ]. Then L∞(ν, Ji,ν) is homeomorphic to a closed interval and
doesn’t contain yi,+. But this is impossible because then it must contain
another local maximum z′ between z and yi+1,− to keep the connected-
ness of L∞(ν, Ji,ν), while F(z′) /∈ [F(z),F(yi+1,0)], which contradicts with
Lemma 27.
(2) We can identify one slow orbit contained in Γi. More precisely, we would
like to show that, there exists γi ⊂ Γi a slow orbit from yi,+ to yi+1,− and a
subsequence ν′ such that L∞(ν′, Ii,ν′) = γi. Assume it is impossible, then
Γi = γ
1
i ∪ γ2i , the union of two different (nonconstant) slow orbits, and we
can assume that there exists a subsequence ν′ such that for any further
subsequence {ν′′} ⊂ {ν′}, γ1i ⊂ L∞(ν′′, Ii,ν′′).
Now suppose there exists z˜ ∈ L∞(ν′, Ii,ν′)∩
(
Γi \ γ1i
)
. Then there exists
a subsequence ν′′, and t−ν′′ , tν′′ , t
+
ν′′ ∈ Ii,ν′′ , t−ν′′ < tν′′ < t+ν′′ , such that
lim
ν′′→∞
p˜ν′′(tν′′) = z˜, lim
ν′′→∞
p˜ν′′(t
±
ν′′) = z˜
± ∈ Int(γ1i )
and F(yi,+) > F(z˜−) > F(z˜) > F(z˜+) > F(yi+1,−).
Since (
Γi \ γ1i
) ∩ F−1 ([F(z˜−),F(z˜+)])
has a nonzero distance from γ1, we see that L∞(ν′′, [t−ν′′ , t
+
ν′′ ]) is discon-
nected, which contradicts Lemma 26. Hence we have L∞(ν′, Ii,ν′) = γ1i .
(3) In summary, there exists a slow orbit γi from yi,+ to yi+1,−, and a subse-
quence (still indexed by ν), such that L∞(ν, Ii,ν) = γi. By the connected-
ness of L∞(ν, Ii,ν), this implies that p˜ν(Ii,ν) converges to γi in Hausdorff
topology. Conclusion (II) of the proposition follows from the fact that F
is decreasing along γ0 and γn, and p is attracting and q is repelling in this
case.

This completes the proof of the compactness theorem.
5.4. Gluing. In this subsection we prove the following theorem.
Theorem 30. Suppose p ∈ Critk(F), q ∈ Critk−1(F). Then, there exists 0 > 0,
such that for all λ ∈ (0, 0], there exists a bijection
Φλ : N 0(p, q)→Mλ(p, q) (5.6)
such that for any X ∈ N˜ 0(p, q), there exist representatives p˜λ ∈ M˜λ(p, q) of
Φλ([X ]) such that as λ→ 0, {p˜λ} converges to X in the sense of Definition 24.
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Proof. Let p ∈ Critk(F), q ∈ Critk−1(F). Theorem 25 implies that for λ > 0 small,
any orbit in Mλ(p, q) is close to a fast-slow orbit in N 0(p, q). We must show that
for any fast-slow orbit from p to q, if λ > 0 is small, then there exists a unique orbit
from p to q that lies near the given fast-slow orbit.
The proof consists of two parts. In the first part, we construct the gluing map Φλ,
by using the exchange lemma (Lemma 31) and general exchange lemma (Lemma
32). In the second part, we show that Φλ is a bijection.
We remark that the exchange lemma and general exchange lemma are for Cr
differential equations, and some regularity is lost in the derivative of the constructed
solution with respect to . In our situation the differential equations are of class
C∞, so of course each solution is of class C∞.
Now we start to construct the gluing map. We will frequently use Proposition
21 without citing it, and we will use the notation Wu(p, λ), etc., from Subsection
2.3.
Let X = (p0, σ1, p1, . . . , pn−1, σn, pn) be a fast-slow solution from p to q. For
small λ > 0, we will follow Wu(p, λ) around the fast-slow solution until it meets
W s(q, λ) transversally. Any orbit inMλ(p, q) that is near the given fast-slow solu-
tion must be in the portion of Wu(p, λ) that we follow; uniqueness is a consequence
of the transversality at the end of the proof (Step 8).
We have p ∈ Crit+k (F) ∪ Crit−k (F) and q ∈ Crit+k−1(F) ∪ Crit−k−1(F).
Step 1. Suppose p = (xp, ηp) ∈ Crit+k (F). Then index (xp, fηp) = k, and σ1 is a
fast solution from p to p1 = (xp1 , ηp1) ∈ CF \ CsingF , with index (xp1 , fηp1 ) = k − 1.
By (A13), Wu(p, 0) meets W s(p1, 0) transversally within M ×{ηp} along σ1. Then
Wu(p, 0) meets W s(σ2, 0) transversally in M × R along σ1. (More precisely, σ2
should be replaced by a compact portion of the complete orbit corresponding to σ2;
we shall use this sort of abuse of notation throughout this section.) The dimension
of the intersection is dim Wu(p, 0) + dim W s(σ2, 0)− (n+ 1) = k + (n− (k − 1) +
1)− (n+ 1) = 1.
Thus σ1 is isolated in the intersection. The next orbit σ2 is slow, and we have
(i) p2 ∈ CF \ CsingF , or (ii) p2 ∈ CsingF . In both cases, index (xp2 , fηp2 ) = k − 1.
Step 2. After Step 1, in case (i), the exchange lemma [1] implies that for λ > 0
small, Wu(p, λ), followed along the flow, becomes close to Wu(σ2, 0) near p2. By
close we mean close in the Cs-topology for some large s, which decreases in the
course of the proof; see A. Notice that the dimension of Wu(σ2, 0) is (k−1)+1 = k
as it should be.
The next orbit σ3 is fast, and we have (i) p3 ∈ CF \ CsingF , or (ii) p3 ∈ CsingF . In
case (i), index (xp3 , fηp3 ) = k − 1; in case (ii), index (xp3 , fηp3 ) = k − 2.
Step 3. After Step 1, in case (ii), let N0 denote the center manifold of (1.6)–
(1.7) for λ = 0 at p2, which has dimension 2. The choice of center manifold is not
unique; we may choose it to include the start of σ3 (see B). By the exchange lemma,
for λ > 0 small, Wu(p, λ), followed along the flow, becomes close to Wu(σ2, 0)
where σ2 enters N0. Of course W
u(σ2, 0) (dimension k) is transverse to W
s(N0, 0)
(dimension (n − (k − 1) − 1) + 2 = n − k + 2); n − (k − 1) − 1 is the number
of negative eigenvalues at p2. The dimension of the intersection is 1. For small
λ > 0, N0 perturbs to a normally hyperbolic invariant manifold Nλ, and W
u(p, λ)
is transverse to W s(Nλ, λ).
The solution in Wu(p, λ) ∩W s(Nλ, λ) approaches a solution pλ2 (t) in Nλ that is
initially near σ2 ∩ N0. The system restricted to Nλ, λ ≥ 0, has been analyzed in
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[26]; see A. The result is that pλ2 (t) leaves Nλ close to σ3 ∩ N0. Then the general
exchange lemma implies thatWu(p, λ) becomes close to the restriction ofWu(N0, 0)
to σ3 ∩N0, i.e., Wu(p2, 0), as Wu(p, λ) exits a neighborhood of Nλ. Wu(p2, 0) has
dimension (k − 1) + 1 = k as it should. The orbit σ3 is fast, p3 ∈ CF \ CsingF , and
index (xp3 , fηp3 ) = k − 1.
Step 4. After Step 2, in case (i), Wu(p, λ) is close to Wu(σ2, 0) near p2, and by
(A10), Wu(σ2, 0) is transverse to W
s(σ4, 0) along σ3. Continuation from here is
like continuation after Step 1, described in Steps 2–3.
Step 5. After Step 2, in case (ii), we note that by (A13), Wu(p2, 0) (dimension k−
1) is transverse to W s(p3, 0) (dimension n−(k−2)) within M×{ηp3} along σ3. Let
N0 denote the center manifold of (1.6)–(1.7) for λ = 0 at p3, which has dimension
2; we choose it to include the end of σ3 (see B). Then W
u(σ2, 0) (dimension k) is
transverse to W s(N0, 0) (dimension (n − (k − 2) − 1) + 2 = n − k + 3) along σ3.
The intersection is 2-dimensional and consists of solutions that track an open set
of solutions in N0 around σ3.
Step 6. After Step 3, we note that by (A13), Wu(p2, 0) (dimension k) meets
W s(p3, 0) (dimension n− (k − 1)) transversally within M × {ηp3} along σ3. As in
Step 1, Wu(p2, 0) meets W
s(σ4, 0) transversally in M × R along σ3, and Wu(p, λ)
is close to Wu(p2, 0) near σ3. The next orbit σ4 is a slow solution from p3 to
(i) p4 ∈ CF \ CsingF , or (ii) p4 ∈ CsingF . In both cases, index (xp4 , fηp4 ) = k − 1.
Continuation from here is like continuation after Step 1, described in Steps 2–3.
Step 7. After Step 5, for small λ > 0, the tracked orbits include an open set Uλ
in Nλ, the perturbation of N0, that lies above an open set U0 in N0 that contains
σ4∩N0 in its interior. The general exchange lemma implies that Wu(p, λ) is close to
the restriction of Wu(N0, 0) to U0, i.e., to W
u(σ4 ∩N0), as it exits a neighborhood
of Nλ. Continuation from here is like continuation after Step 2, described in Steps
4–5.
Step 8. Continuation proceeds using analogs of the steps previously described
until Wu(p) arrives near pn−1.
If q ∈ Crit+k (F), then σn is slow, and index (xpn−1 , fηpn−1 ) = index (xq, fηq ) =
k−1. Wu(p, λ) arrives near pn along the slow orbit σn, close toWu(σn, 0), which has
dimension k. Wu(σn, 0) is transverse to W
s(σn, 0), with dimension n−(k−1)+1 =
n−k+2. Therefore Wu(p, λ) is transverse to W s(q, λ), which is close to W s(σn, 0).
The intersection has dimension 1 and gives the solution from p to q.
If q ∈ Crit−k (F), then σn is a fast orbit from pn−1 ∈ CF \ CsingF to q ∈ CF \ CsingF ;
index (xpn−1 , fηpn−1 ) = k − 1 and index (xq, fηq ) = k − 2. By (A11), Wu(pn−1, 0)
meets W s(q, 0) transversally in M × {ηq} along σn. Therefore Wu(σn, 0) meets
W s(q, 0) transversally in M × R along σn. Since Wu(p, λ) is close to Wu(σn, 0),
Wu(p, λ) meets W s(q, λ) transversally in M × R near σn. The intersection has
dimension one and gives the solution from p to q.
Step 9. Suppose p = (xp, ηp) ∈ Crit−k (F). Then index (xp, fηp) = k − 1, and
σ1 is a slow solution from p to p1 = (xp1 , ηp1). Either (i) p1 ∈ CF \ CsingF , or (ii)
p1 ∈ CsingF . In either case, index (xp1 , fηp1 ) = k − 1.
In case (i), Wu(p, λ) is close toWu(σ1, 0). Step 3 above describes how to continue
from p1. Case (ii) is left to the reader.
Now we show that the gluing map just constructed is a bijection. We first note
that there exist small δ > 0 and λ0 > 0 such that for all λ ∈ (0, λ0), the orbit we
constructed is the unique one in Mλ(p, q) such that its Hausdorff distance from
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the fast-slow orbit [X ] is less than δ. This is a general fact about exchange lemma
constructions; see for example [27], p. 1021.
Thus the gluing map is a bijection provided it is surjective. We claim that there
exists λ0 > 0 such that the gluing map is surjective for all λ ∈ (0, λ0). If not,
then there exist a sequence λi → 0 and a sequence of orbits [x˜i] ∈ Mλi(p, q) such
that for each i, [x˜i] is not in the image of Φ
λi . Then, by the compactness theorem
(Theorem 25), without loss of generality, [x˜i] converges to a fast-slow orbit [Y ] in
the sense of Definition 24. In particular, this sequence converges in the Hausdorff
topology. Then for large i, Φλi([Y ]), which is the unique orbit in Mλi(p, q) in a
small Hausdorff neighborhood of [Y ], must be [x˜i]. This contradiction proves the
claim. 
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Appendix A. Exchange lemmas
Let Z be a manifold, let p˙ = f(p, ) = f(p) be a differential equation on Z with
parameter  (i.e., each f is a section of TZ), let φ

t be the flow, and let N0 be a
compact submanifold of Z that is invariant under the the flow of p˙ = f0(p). N0 is
called normally hyperbolic if there is a splitting of TZ|N0, TZ|N0 = S ⊕U ⊕ TN0,
such that under Dφ0t , all vectors in S shrink at a faster exponential rate than any
vector in TN0, and under Dφ−t, all vectors in U shrink at a faster exponential rate
than any vector in TN0. (There are less restrictive definitions, but this one suffices
for our purposes.)
Normally hyperbolic invariant manifolds have stable and unstable manifolds with
flow-preserved fibrations, and the whole structure persists under perturbation. This
structure is most easily described in local coordinates.
Let us assume that dimN0 = m, dimZ = n + m, and fibers of S (respectively
U) have dimension k (respectively l), with k + l = n. Near a point of N0 one can
choose coordinates p = Φ(x, y, z, ), (x, y, z, ) ∈ Ω1×Ω2×(−0, 0), Ω1 open subset
of Rk × Rl, Ω2 an open subset of Rm, such that, for small , p˙ = f(p, ) becomes
x˙ = A(x, y, z, )x, (A.1)
y˙ = B(x, y, z, )y, (A.2)
z˙ = h(z, ) + xTC(x, y, z, )y; (A.3)
the matrices A, B, and C are k × k, l × l, and k × l respectively.
We list some facts and terminology.
(1) If p˙ = f(p, ) is Cr+3, the coordinate change can be chosen so that the new
system is Cr+1.
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(2) For each , the subspaces y = 0, x = 0, and their intersection are invariant.
For fixed , the set {(x, y, z) | x = 0 and y = 0} (dimension m) corresponds
to part of a normally hyperbolic invariant manifold N; the set y = 0
(dimension m+k) corresponds to part of the stable manifold of N, W
s(N);
and the set x = 0 (dimension m + l) corresponds to part of the unstable
manifold of N, W
u(N).
(3) If (x(t), 0, z(t)) is a solution in W s(N), then (0, 0, z(t)) is a solution in
N; and if (0, y(t), z(t)) is a solution in W
u(N), then (0, 0, z(t)) is again a
solution in N. Each solution in W
s(N) (respectively W
u(N)) approaches
exponentially a solution in N as time increases (respectively decreases).
(4) Given a point p = (0, 0, z0) in N, the stable (respectively unstable) fiber
of p is the set of all points (x, 0, z0) (dimension k) (respectively (0, y, z0)
(dimension l)). For each t, the time-t map of the flow takes fibers to fibers;
in this sense the fibration is flow-invariant. Solutions that start in the
stable (respectively) unstable fiber of p approach the solution that starts
at p exponentially at t increases (respectively decreases).
(5) Given an P ⊂ N, we shall refer to the union of the stable (respectively
unstable) fibers of points in P as W
s(N) (respectively W
u(N)) restricted
to P. If P is invariant, W
s(N) restricted to P, for example, may be
smaller than W s(P), since the latter may include solutions in N that
approach P at a slower exponential rate, together with points in their
stable fibers.
Suppose N0 is a compact manifold with boundary of equilibria of dimension
m, and each equilibrium in N0 has k eigenvalues with negative real part and l
eigenvalues with positive real part. N0 does not fit the definition of a normally
hyperbolic invariant manifold that we have given, but a coordinate system as above
still exists, except that Ω2 may have boundary and N may be only locally invariant
(i.e., solutions may leave through the boundary). We shall abuse terminology and
refer to the N as normally hyperbolic invariant manifolds in this situation.
Suppose we wish to follow an (l + 1)-dimensional manifold of solutions M as it
passes near a normally hyperbolic invariant manifold N in a manifold Z, where N0
is a normally hyperbolic invariant manifold of equilibria. We choose coordinates
so that the system is (A.1)–(A.3), with h(z, ) = h˜(z, ). We assume that near
the point (x∗, 0, z∗), the M,  ≥ 0, fit together to form a Cr+1 manifold with
boundary in Z × R; and we assume that M0 meets W s(N0) transversally in the
solution through (x∗, 0, z∗), which approaches the equilibrium (0, 0, z∗) as t → ∞.
The system restricted to N has the form z˙ = h˜(z, ); we assume h˜(z
∗, 0) 6= 0.
Let ψt denote the flow of z˙ = h˜(z, 0), and let z
† = ψT (z∗) for some T > 0. Let
I = {(ψt(z∗) : T − δ < t < T + δ}, a small interval around z† in the orbit of z∗ for
z˙ = h˜(z, 0). Let J = {0} × {0} × I. Let V be a small open set around (0, 0, z†) in
Wu(N0) restricted to J , which has dimension l + 1. Then we have:
Theorem 31 (Exchange Lemma). For small  > 0, parts of M fit together with
V to form a Cr manifold in Z × R.
See Figure 3. Notice that for small  > 0, M meets W
s(N) transversally in
a solution that tracks a solution in N that starts at a point (0, 0, z()), with z()
near z∗. For  > 0, the orbit of z˙ = h˜(z) through z equals the orbit of z˙ = h˜(z, )
through z(). This orbit is close to the orbit of z˙ = h˜(z, 0) through z∗. Thus we
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Figure 3. The exchange lemma with k = l = m = 1: (a)  = 0,
(b)  > 0.
find that portions of the orbits tracked in N for  > 0 limit on a curve J in N0
that is not an orbit of the system (A.1)–(A.3) on N0 (these orbits are just points).
Nevertheless the M for  > 0 become close to W
u(N0) restricted to J .
Now suppose we wish to track an (l + s + 1)-dimensional manifold of solutions
M, with 0 ≤ s ≤ m− 1, as it passes near a normally hyperbolic invariant manifold
N in a manifold Z, where N0 is a normally hyperbolic invariant manifold but does
not consist of equilibria. (This occurs, for example, Step 3 of the proof of Theorem
30.) We again choose coordinates so that the system is (A.1)–(A.3). We choose a
cross-section M˜ to the flow within M, of dimension l+ s (so that M is the union
of orbits that start in M˜), and we assume that M˜0 meets W
s(N0) transversally
at (x∗, 0, z∗). For small  ≥ 0, M˜ meets W s(N) in a manifold Q of dimension s;
we assume that Q projects regularly along the stable fibration to a submanifold
P of N of dimension s. We also assume that for small  ≥ 0, the vector field
(0, 0, h(x, )) is not tangent to P. (Of course these assumptions follow from the
corresponding ones at  = 0.) Finally, we assume that for  > 0, following P along
the flow for time O( 1 ) produces a submanifold P ∗ of dimension s + 1 of N, and
the manifolds P ∗ fit together with a submanifold P
∗
0 of N0, of dimension s + 1,
to form a Cr+1 manifold in Z × R. This assumption typically requires that some
solution of the system restricted to N0 that starts in P0 approaches an equilibrium.
We emphasize that, analogous to the usual exchange lemma, P ∗0 is not the result
of following P0 along the flow for  = 0. Let V be a small open neighborhood of
P ∗0 in W
u(N0) restricted to P
∗
0 , which has dimension l + s+ 1.
Theorem 32 (General Exchange Lemma). For small  > 0, parts of M fit together
with V to form a Cr manifold in Z × R.
Some technical hypotheses that are not relevant to the present paper have been
omitted. We actually need a small generalization of Theorems 31 and 32, whose
proofs are essentially the same.
We will use Cr-topology to measure submanifolds. If S ⊂ X is a smooth sub-
manifold, we say another Cr-submanifold S′(of the same dimension) is Cr-close
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to S, if with some smooth identification of the normal bundle of S with a tubu-
lar neighborhood of S, S′ can be identified with a Cr-small section of the normal
bundle.
In Theorem 31, replace the assumption that near the point (x∗, 0, z∗), the M,
 ≥ 0, fit together to form a Cr+1 manifold with boundary, with the assumption
that M → M0 in the Cr+1-topology. The conclusion becomes that parts of M
converge to V in the Cr-topology.
In Theorem 32, make the replacement in the assumptions just mentioned, and
replace the assumption that the P ∗ ,  ≥ 0, fit together to form a Cr+1 manifold
with the assumption that P ∗ → P ∗0 in the Cr+1-topology. The conclusion again
becomes that parts of M converge to V in the C
r-topology.
These generalizations are required for the following reason. Consider the fast-
slow system
z˙1 = −z2 + z21 , (A.4)
z˙2 = −, (A.5)
which is related to (4.17)–(4.18). See Figure 4. For  = 0, any compact portion
N0 of the curve of equilibria z1 = −z
1
2
2 is normally hyperbolic (in fact attracting).
It perturbs to the normally hyperbolic manifold N, on which system reduces to
y˙ = −. For small  > 0, a solution in or close to N arrives in the region δ < z1 < 2δ
(δ > 0) along a curve given by z2 = ρ(z1, ), δ < z1 < 2δ; ρ = O( 23 ). As → 0, this
curve, which in examples with greater dimension may be P ∗ , approaches z2 = 0,
which in examples may be P ∗0 , in the C
s-topology for any s, but does not fit together
with z2 = 0 to form a manifold with a high degree of differentiability in z1z2-space.
Appendix B. Choosing the center manifold
Let us consider for concreteness a system in the form (A.1)–(A.3), with N0 two-
dimensional, and the equation on N given by (A.4)–(A.5):
x˙ = A(x, y, z1, z2, )x, (B.1)
y˙ = B(x, y, z1, z2, )y, (B.2)
z˙1 = −z2 + z21 + xT c1(x, y, z1, z2, )y, (B.3)
z˙2 = −+ xT c2(x, y, z1, z2, )y, (B.4)
(x, y) ∈ Rk × Rl. The system arises by center manifold reduction at the origin,
so A(0, 0, z1, z2, 0) has eigenvalues with negative real part ,and B(0, 0, z1, z2, 0) has
eigenvalues with positive real part. We wish to follow a manifold M of dimension
l + 1 as it passes N (i.e., z1z2-space). M0 meets W
s(N0) transversally at a point
(x∗, 0.z∗1 , 0) with z
∗
1 < 0; hence the intersection includes the semiorbit γ that starts
at (x∗, 0, z∗1 , 0), which approaches the origin as t → ∞. We wish to replace the
center manifold N0 for  = 0 by one that contains γ. To do this, replace all
semiorbits in Figure 4 that start at points (0, 0, z∗1 , z2), |z2| < (z∗1)2, with the
semiorbits that start at (x∗, 0, z∗1 , z2). (The semiorbits that start at (0, 0, z
∗
1 , z2)
and at (x∗, 0, z∗1 , z2) both approach (0, 0,−z
1
2
2 , z2) as t→∞, and the second arrives
tangent to z1z2-space.) The result will be a new center manifold, in a smaller
neighborhood of the origin, that contains γ. The differentiability class of this
manifold will decrease as we move away from the origin. Now N0 perturbs to new
center manifold N for  > 0.
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Figure 4. Flow of (A.4)–(A.5): (a)  = 0, (b)  > 0.
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