The conjugate gradient (CG) method is one of the most popular methods for solving smooth unconstrained optimization problems due to its simplicity and low memory requirement. However, the usage of CG methods are mainly restricted in solving smooth optimization problems so far. The purpose of this paper is to present efficient conjugate gradient-type methods to solve nonsmooth optimization problems. By using the Moreau-Yosida regulation (smoothing) approach and a nonmonotone line search technique, we propose a modified Polak-Ribière-Polyak (PRP) CG algorithm for solving a nonsmooth unconstrained convex minimization problem. Our algorithm possesses the following three desired properties. (i) The search direction satisfies the sufficiently descent property and belongs to a trust region automatically; (ii) The search direction makes use of not only gradient information but also function value information; (iii) The algorithm inherits an important property of the well-known PRP method: the tendency to turn towards the steepest descent direction if a small step is generated away from the solution, preventing a sequence of tiny steps from happening. Under standard conditions, we show that the algorithm converges globally to an optimal solution. Numerical experiment shows that our algorithm is effective and suitable for solving large-scale nonsmooth unconstrained convex optimization problems.
Introduction
Consider the following unconstrained convex optimization problem (P ) min x∈ n f (x), (1.1) where f : n → is a possibly nonsmooth convex function. In the special case when f is continuously differentiable, this optimization problem has been well studied for several decades. In particular, the conjugate gradient (CG) method and the quasi-Newton method are two major popular methods for solving smooth unconstrained convex optimization problems. The quasi-Newton method involves the computation/approximation of the Hessian matrix of the objective function, and often has fast convergence. On the other hand, the conjugate gradient method only uses the first order information and so, is suitable for solving large scale optimization problems. At present, there are many wellknown conjugate gradient formulas (for example, see [11, 12, 13, 19, 31, 32, 38, 27, 46, 54] ).
In particular, the so-called Polak-Ribière-Polyak (PRP) conjugate gradient methods has been well studied, and is generally believed to be one of the most efficient conjugate gradient methods. However, the usage of conjugate gradient methods are mainly restricted in solving smooth optimization problems so far. Recently, many modern applications of optimization call for the need of studying large scale nonsmooth convex optimization problem. As an illustrating example, let us consider the image restoration problem arises in image processing. The image restoration problem is to reconstruct an image of an unknown scene from an observed image. This problem plays an important role in medical sciences, biological engineering and other areas of science and engineering [3, 8, 37] . The most common image degradation model can be represented by the following system:
where η ∈ R m represents the noise, A is an m × n blurring matrix, x ∈ R n and b ∈ R m are the underlying and observed images respectively. As η is typically unknown, one way to solve it is to solving the least square optimization problem min x∈R n Ax + b 2 . Solving this problem alone will not get a satisfactory solution since the system is very sensitive to the noise and lack of information. To overcome this, the following regularized least square problem is often used: min
where D is a linear operator, λ is the regularization parameter that controls the trade-off between the data-fitting term and the regularization term and · 1 is the l 1 norm. As l 1 norm is nonsmooth, the above problem is a nonsmooth convex optimization problem and is typically of large scale. The purpose of this paper is to present efficient conjugate gradient-type methods to solve the nonsmooth optimization problem (P). By using the Moreau-Yosida regulation (smoothing) approach and a nonmonotone line search technique, we propose a modified PRP conjugate gradient algorithm for solving a nonsmooth unconstrained convex minimization problem. Our algorithm possesses the following three desired properties. (i)
The search direction satisfies the sufficiently descent property and belongs to a trust region automatically; (ii) The search direction makes use of not only gradient information but also function information; (iii) The algorithm inherits an important property of the well-known PRP method: the tendency to turn towards the steepest descent direction if a small step is generated away from the solution, preventing a sequence of tiny steps from happening.
This paper is organized as follows. In Section 2, we briefly review some basic results in convex analysis and nonsmooth analysis. In Section 3, we present our new modified PRP conjugate gradient algorithm. In Section 4, we prove the global convergence of the proposed method. In Section 5, we discuss some similar extensions and provide another three modified conjugate gradient formulas. In Section 6, we report numerical results for our algorithm and present some comparison for existing methods for both small-scale and large-scale nonsmooth convex optimization problems. Finally, we conclude our paper and mention some of the possible future research topics in Section 7. Throughout this paper, without specification, · denotes the Euclidean norm of vectors or matrices.
Elements of convex analysis and nonsmooth analysis
In this section, we review some basic facts and results in convex analysis and nonsmooth analysis. Let f : n → be a convex (possibly nonsmooth) function. Let F : n → be the so-called Moreau-Yosida regularization of f defined by
where λ is a positive parameter and · denotes the Euclidean norm. Let
and denote p(x) = argmin z θ(z, x). Then, p(x) is well-defined and unique, since θ(·, x) is strongly convex for each fixed x. By (2.1), F can be expressed by
In what follows, we denote the gradient of F by g. Some important and useful properties of the Moreau-Yosida regularization function F are given as follows.
(i) The function F is finite-valued, convex, and everywhere differentiable with
Moreover, the gradient mapping g : n → n is globally Lipschitz continuous with modulus λ, i.e.,
(ii) x solves min x∈R n f (x) if and only if ∇F (x) = 0, namely, p(x) = x.
It is obviously that F (x) and g(x) can be obtained through the optimal solution of argmin z∈ n θ(z). However, p(x), the minimizer of θ(z), is difficult or even impossible to solve exactly. Thus, in the real computation, instead of calculating the exact value of p(x), F (x) and g(x), we often use some appropriate approximation. Indeed, for each x ∈ n and any ε > 0, there exists a vector p α (x, ε) ∈ n such that
Thus, when ε is small, we can use p α (x, ε) to define approximations of F (x) and g(x) as follows: 6) respectively. Some implementable algorithms for computing p α (x, ε) for a nondifferentiable convex function can be found in [9] . A remarkable feature of F α (x, ε) and g α (x, ε) is given as follows [14] .
Proposition 2.1. Let p α (x, ε) be a vector satisfying (2.4), F α (x, ε) and g α (x, ε) are defined by (2.5) and (2.6), respectively. Then we get
The above proposition illustrates that we can compute approximations F α (x, ε) and g α (x, ε). By choosing parameter ε small enough, F α (x, ε) and g α (x, ε) may be made arbitrarily close to F (x) and g(x).
Based on these features, many algorithms have been proposed for solving problem (P) (for example, see [4] ). The classical proximal point algorithm [34] can be regarded as a gradient-type method for solving problem (P), and has been proved to be effective in dealing with the difficulty of evaluating the function value of F (x) and its gradient ∇F (x) at a given point x (see [5, 6, 10, 41, 42] ). Lemaréchal [25] and Wolfe [44] initiated a giant stride forward in nonsmooth optimization by the bundle concept, which can handle convex and nonconvex f . Moreover, Kiwiel [24] proposed a bundle variant, which is close to bundle trust iteration method (see [36] ). Recently, Haarala et al. proposed a new limited memory bundle method for large-scale nonsmooth optimization problems [16] . For other references of bundle methods, one may refer to [22, 23, 35] .
Modified PRP Method for Nonsmooth Problem
In this section, we introduce our modified PRP conjugate gradient methods for solving the nonsmooth convex unconstrained optimization problem min x∈R n f (x) where f is a convex function. Our basic idea is to make use of the Moreau-Yosida regularization to smoothing the function and also the two recently introduced acceleration techniques in modifying CG methods. To do this, we first introduce the two acceleration techniques for modifying the CG methods in solving smooth optimization problem.
Modified CG method by enforcing sufficient descent condition
Recall that, when f is smooth, the search direction of the famous PRP conjugate gradient methods is given by
where
2 and y k = ∇f k+1 − ∇f k . In general, the PRP method may not globally converge as it does not satisfy the following so-called sufficient condition: there exists r > 0 such that
Note that the sufficiently descent condition usually plays an important role in the global convergent analysis of the conjugate gradient methods and so, many authors hinted that the sufficiently descent condition may be crucial for CG methods [1, 2, 15, 21] . In order to ensure that search direction has this property, many modified CG methods are presented ( [17, 18, 40, 47, 48, 49, 53] etc.), where Zhang et al. [53] presented a three-terms PRP method where the search direction is defined by
This method reduces to the standard PRP method if exact line search is used, its global convergence with Armijo-type line search is obtained in [53] .
Modified CG method by incorporating function value information
Before we proceed to our modified PRP algorithm, let us introduce the second accelerating technique in modifying conjugate gradient method which was used by the authors in [26] . Recall that another effective method for solving smooth optimization problem is the quasiNewton secant method where the iterate x k satisfy x k+1 = x k − B −1 k ∇f k , where B k is an approximation Hessian of f at x k . The sequence of matrix {B k } satisfies the following secant equation
where [39] ), where the secant equation is defined by
A remarkable property of this secant equation (3.4) is that, if f is twice continuously differentiable and B k+1 is updated by BFGS method formula, then the following equality
holds for all k. Moreover, this property is independent of any convexity assumption on the objective function. The theoretical advantage of the new quasi-Newton equation (3.4) can be seen from the following theorem.
Theorem 3.1. ( [39] ) Assume that the function f is sufficiently smooth and s k is sufficiently small, then we have
and s
where ∇ 2 f k+1 denotes the Hessian matrix of f at x k+1 , T k+1 is the tensor of f at x k+1 , and
The above result shows that the new quasi-Newton equation (3.4) has better approximate relation than that of (3.3). Based on this new quasi-Newton equation, various efficient new conjugate gradient method were proposed and had lead to numerical improvement by replacing y k with y * k (see [43, 45, 50, 51] etc.). Motivated by the three-terms PRP formula (3.2) and the new quasi-Newton equation (3.4), we now present a modified three-terms PRP method for solving nonsmooth optimization problem.
New PRP-Method for nonsmmoth convex program
Recall that g α (x k , ε k ) is an approximation of the gradient of F (the Moreau-Yosida regularization of the objective function f ) at x k . By replacing ∇f k and y k with g α (x k , ε k ) and y * k respectively in the three-terms PRP formula (3.2), we now propose a modified PRP conjugate gradient formula for solving (P) as follows:
k is the search direction at the kth, c > 0 is a constant, and
It is worth noting that the scaling term ∇f (x k ) 2 in the denominator of the threeterms PRP formula (3.2) is adjusted to max{2c d k y * k , g α (x k , ε k ) 2 } in our new PRP conjugate gradient formula. This modification will help us to show that all the search direction will stay in a trust region automatically (see Lemma 3.1 below).
The algorithm of the modified PRP conjugate gradient method is stated as follows:
Step 0.Choose
Step 1. If x k satisfies the termination condition g α (x k , ε k ) < , then stop. Otherwise, go to Step 2.
Step 2: Choose a scalar ε k+1 satisfying 0 < ε k+1 < ε k , and compute the step size α k by the following nonmonotone Armijo-type line search:
Step 3: Let
, ε k+1 ) < , then stop. Otherwise, go to Step 4.
Step 4: Update J k by the following formula
Step 5: Compute the search direction d k+1 by (3.8).
Step 6: Let k := k + 1, and go back to Step 1.
Remark i. The line search technique (3.9) is motivated by Zhang and Hager [52] . It is not difficult to see that J k+1 is a convex combination of J k and F α (x k+1 , ε k+1 ). Noticing J 0 = F α (x 0 , ε 0 ), it follows that J k is a convex combination of the function values
The choice of ρ controls the degree of nonmonotonicity. If ρ = 0, then the line search is the usual monotone Armijo line search. If ρ = 1, then J k = C k , where
is the average function value.
The following lemma shows that our CG method satisfy the sufficiently descent property and the corresponding CG searching direction d k belongs to a trust region automatically. 
and
Proof. For k = 0, we have d 0 = −g α (x 0 , ε 0 ). So, (3.11) and (3.12) obviously hold. For k ≥ 1, by the definition of d k , we get
So (3.11) holds. Now we show (3.12) . Using the definition of d k again, we have
where the last inequality follows as
The proof is complete.
Convergence Analysis
In this section, we provide a global convergence analysis for our modified PRP algorithm. In order to get the global convergence of Algorithm 1, the following assumption is assumed throughout this section. Assumption A. (i) There exists a positive constant M such that
where F is the Moreau-Yosida regularization of f .
(ii) F is bounded from below.
(iii) The sequence ε k converges to zero.
This shows that the proposed method inherits the property of the well-known PRP conjugate gradient method: the tendency to turn towards the steepest descent direction if a small step is generated away from the solution, preventing a sequence of tiny steps from happening. Using Lemma 3.1 and Assumption A, similar to Lemma 1.1 in [52] , we can shows that Algorithm 1 is well-defined as in the following lemma. As the proof is essentially the same as Lemma 1.1 in [52] , we omit its proof here.
Lemma 4.1. Suppose that Assumption A holds. Then, for the iterates generated by Algorithm 1, we have
Moreover, there exists α k satisfying Armijo conditions of the line search update.
Lemma 4.2. Suppose that Assumption A holds. Let {(x k , α k )} be the sequence generated by Algorithm 1. Suppose that
Proof. Let α k satisfy the line search (3.9). We proceed by the method of contradiction and suppose that lim inf k→∞ α k = 0. By passing to a subsequence if necessary, we may assume that α k → 0. Then, by the line search,
By (4.3), (2.7) and Taylor's formula, we have
where , 1), and the last inequality follows from (4.1). It follows from (4.4) that
where the equality follows
, the second inequality follows from (2.9), (3.11) and ε k+1 ≤ ε k , and the last inequality follows (3.12). Dividing both sides by α k and passing to limit, we see that
This is impossible, and so, the conclusion follows.
We are now ready to show the global convergence of Algorithm 1. g(x k ) = 0, and any accumulation point of x k is an optimal solution of (1.1).
Proof. We first prove that lim
To see this, we proceed by the method of contradiction and suppose that (4.6) fails.
Without loss generality, we may assume that there exist constants 0 > 0 and k 0 > 0 satisfying
Using (3.9), (3.11), (4.2), and (4.7), we get
It follows from the definition of J k+1 that
Since F is bounded below, we see that F α (x, ε) is bounded from below. This together with F α (x k , ε k ) ≤ J k for all k, implies that J k is also bounded from below. By (4.8), we have
By the definition of E k+1 , we get E k+1 ≤ k + 2. It follows that
This makes contradiction and so, (4.6) holds. We now show the second assertion. Using (2.9), we first see that
This together with Assumption A(iii) implies that
Let x * be an accumulation point of {x k }. Then, there exists a subsequence {x k } K satisfying lim k∈K, k→∞
From properties of F (x), we obtain g(x k ) = (x k − p(x k ))/λ. Thus, by (4.10) and (4.11), x * = p(x * ) holds. Therefore x * is an optimal solution of (1.1).
Before we end this section, we remark that, some conjugate gradient type methods were proposed in [27, 54, 55] for solving possible nonsmmoth optimization problems very recently * . One of the key feature of our method which differs from the methods proposed in [27, 55] is that our method makes use of not only the gradient information but also the function information.
More Modified Conjugate Gradient Methods
Similar to the new method (3.8) introduced in the previous section, we can employ the same idea and present various other modified conjugate gradient methods for solving problem (P). They are listed as follows:
(i) The Hestenes-Stiefel (HS) conjugate gradient formula for smooth unconstrained optimization problem (see [19] )
Using the similar idea in the preceding section, one can propose the following modified HS conjugate gradient formula for solving problem (P)
(ii) The Liu-Storey (LS) conjugate gradient formula for smooth unconstrained optimization problem (see [28] )
Using the similar idea in the preceding section, one can propose the following modified LS conjugate gradient formula for solving problem (P)
(iii) The Dai-Yuan (DY) conjugate gradient formula for smooth unconstrained optimization problem (see [11] )
−∇f k+1 , if k = 0. * We are grateful for one referee kindly pointing these references to us
Using the similar idea in the preceding section, one can propose the following modified DY conjugate gradient formula for solving problem (P)
Similar to Algorithm 1, it is not difficult to construct new algorithms and to obtain the global convergence of these methods. For simplicity, we omit the details here.
Numerical Results
In this section, we test our modified PRP algorithm (Algorithm 1) for both small-scale problems and also large-scale problems.
Small-scale problems. We first test our algorithm for some small-scale problems and compare it with the proximal bundle method in [29] . All the nonsmooth problems of Table  6 .1 can be found in [30] . Where f ops (x) is the optimization function value. The algorithm was implemented by Matlab 7.6, and all experiments were run on a PC with CPU Intel Pentium Dual E7500 2.93GHz, 2G bytes of SDRAM memory, and Windows XP operating system. The parameters were chosen as s = λ = 1, ρ = 0.5, σ = 0.8, and ε k = 1/(k + 2) 2 We stopped the algorithm when the condition g α (x, ε) ≤ 10 −10 was satisfied. In order to show the performance of the given algorithm, we also list the results of paper [29] (proximal bundle method, PBL) and the paper [36] (trust region concept, BT). The numerical results of PBL and BT can be found in [29] . The columns of Table 6 .2 have the following meanings: Problem: the name of the test problem. NF: the number of the function evaluations. NI: the total number of iterations.
f (x): the function value at the final iteration. f ops (x): the optimization function evaluation. From the numerical results in Table 6 .2, it can be seen that Algorithm 1 performs overall the best among the three methods for the tested problem listed and the PBL method is competitive to the BT method.
Large-scale problems. As the conjugate gradient-type method is particular useful for large scale problem. We also present some numerical experiment for large scale nonsmooth convex problems. In particular, as the recent successful limited memory bundle method in [16] is proved to be one of the most efficient methods for solving large scaled nonsmooth convex problem, we compare our algorithm with it. The following problems of Table 6 .3 can be found in [16] , where Problems 1-3 are convex function and others are nonconvex function. The numbers of variables used were 1000, 5000, 10000, and 50000. The values of parameters were similar to the small-scale problems. The following experiments were implemented in Fortran 90. In order to show the performance of Algorithm 1, we compared it with the method (LMBM) of paper [16] . The stopping rule and parameters were set as in [16] . 
Number of active faces
LMBM [16] . New limited memory bundle method for large-scale nonsmooth optimization. The fortran codes are contributed by Haarala, Miettinen, and Mäkelä, which are available at http : //napsu.karmitsa.f i/lmbm/. 4657/61720/8.01042336673219×10
−4
For these large-scale problems, the iteration number and the number of function evaluations of Algorithm 1 are competitive to those of the LMBM method. Moreover, the number does not change obviously when the dimension increases. The final function value of the given algorithm is better than those of LMBM except for Problem 3. The performance of the numerical results show that Algorithm 1 can also be used to solve not only smooth convex optimization problems but also nonconvex nonsmooth optimization problems. Taking everything together, the preliminary numerical results indicate the proposed method is efficient.
Conclusion
The CG method has the simplicity and the very low memory requirement and The PRP method is one of the most effective conjugate gradient methods. By making use of the Moreau-Yosida regularization, a nonmonotone line search technique of [52] and a new secant equation of [39] derived by the authors earlier, we present a modified PRP conjugate gradient algorithm for solving nonsmooth convex optimization problems. Our method satisfies the sufficiently descent property automatically, and the corresponding search direction belongs to a trust region. Another interesting feature of our method is that it involves not only the gradient information but also the function information. Numerical results show that this method is effective and is more competitive than existing methods for both small-scale and large-scale nonsmooth problems.
It would be interesting to see how our algorithm performs if we apply it to solve some optimization problem arises in the image processing area. It would be also interesting to compare the performance of our method with the method proposed in [27, 54, 55] . These will be our future research topics and will be examined in a forthcoming paper.
