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Abstract 
The fcc Lennard-Jones crystal is used as a generic model of solid to study the elastic 
properties of thin films as a function of thickness and temperature. The Monte Carlo 
algorithm is used to calculate the average deformations along the axes in the isostress-
isothermal ensemble that mimics a real uniaxial loading experiment. The four independent 
parameters (tetragonal symmetry without shear) have been calculated for film thicknesses 
ranging from 4 to 12 atomic layers, and for five reduced temperatures between 0 and 0.5 /kB, 
where  is the energetic parameter of the Lennard Jones potential and kB is Boltzmann’s 
constant. These parameters (Poisson’s ratio and moduli) give the compliance matrix, which is 
inverted to get the stiffness coefficients. It is shown that the three Poisson’s ratios exhibit a 
good linearity with the inverse of the film thickness, while this is not the case for the moduli 
and the compliance coefficients. Remarkably, the stiffness coefficients do exhibit a good 
linearity with the inverse of the film thickness, including the limiting value of infinite 
thickness (bulk solid) obtained by applying periodic boundary conditions in all directions. 
This linearity suggests to interpret the results in terms of a bulk+surface decomposition. 
However, the surface stiffness matrix deduced from the slopes has nonzero components along 
the out-of-plane direction, an unexpected observation in the framework of the surface stress 
theory. 
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I Introduction 
 
Solids are not rigid systems: their deformation under loading
1
 can play an important role in 
various situations. In particular, in the context of fluid adsorption in solids, it has long been 
observed that the presence of a condensable gas in a porous material induces its 
deformation.
2,3
 Obviously, soft or deformable systems exhibit large deformations which are 
due to and reciprocally influence adsorption.
4-7
 But in most cases, adsorbents are solid bodies, 
and the deformations are small (elastic regime).
8-12
 The theory of poroelasticity has been 
developed in this context to study the adsorption-induced deformation of systems like soils or 
reservoirs, where it can play an important role.
13-19
 The smaller the pores, the larger the 
capillary forces that induce the deformations: it is thus important to have good models of the 
mechanical properties of nanometric systems in order to be able to predict their deformation 
during adsorption. Conversely, the deformation of a saturated nanoporous medium along the 
main desorption curve is also a powerful tool to measure the elastic constants of nanometric 
systems, in complement to direct measurements.
20-32
 The knowledge of the fluid-solid 
interactions has also proven to be important due to specific effects.
33
 
Understanding the mechanical properties of nanosystems is also important in the context of 
nanoporous solids, in particular regarding the adsorption/desorption hysteresis that appears for 
a sufficiently low temperature. Many explanations have been proposed: the pore morphology 
which influences the adsorption and desorption mechanism, the topological effect of the 
porous network, the disorder created by the solid adsorbent, etc.
34-49
 The observation of 
correlations between the adsorption/desorption hysteresis and the elastic deformations
50-53
 has 
been the starting point of recent studies which suggest that the free energy variations due to 
the solid deformations could affect the isotherm, and explain the shape of the hysteresis curve, 
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in particular the sharp desorption branch generally associated with collective or avalanche 
effects.
54-57
  
Very recently, the development of nanometric devices (nanoelectromechanical systems, 
NEMS)
58
 has been the starting point of many studies, in particular on silicon 
nanocantilevers.
59-62
 It is thus desirable to have accurate models of the elastic properties of 
nanometric systems, and many studies have focused on the size dependence of the mechanical 
properties of nanometric devices. The effect of thickness is generally attributed to the surface 
stress induced by the free surfaces.
63-72
 A clear understanding of experimental data is still 
lacking, and theoretical approaches have been developed for a long time.
73-80
 The nanometric 
size being also well-suited for atomistic studies, many algorithms have been proposed to track 
the problem by molecular simulations in various statistical ensembles.
81-89
 These molecular 
simulations are useful for accurate predictions since in principle any well-suited interatomic 
potential may be used to describe the interactions.  
On the other hand, non-specific mechanical properties of solid may be studied using simple 
pairwise additive interactions like the Lennard Jones potential.
90-94
 These simple models show 
that surface relaxations occur over few atomic layers: the effects are thus enhanced in 
ultrathin films or multilayers.
65-67,95-105
 The simple decomposition of the elastic properties in a 
bulk + surface contribution, and the expected linear dependence with the inverse system size, 
remain controversial.
64,66,88,97,106,107
 Furthermore, the effect of temperature is not so frequently 
studied.
83,108
 The following study thus focuses on a simple Lennard-Jones thin film model to 
determine the effect of both the film thickness and the temperature on its elastic properties. 
We present the model and methods, in particular the two numerical deformation experiments 
used to calculate the elastic constants of the thin film. The results are then given for various 
film thicknesses and temperatures, and discussed in terms of surface stress. 
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II Model and methods 
We investigate the elastic properties of atomic thin films, in particular the influence of 
temperature and film thickness. The model is the Lennard-Jones (12-6) crystal that catches the 
main features of elastic solids. The approach can be easily extended to any solid of interest 
described with more accurate potentials. The procedure used to determine the elastic constants 
follows the experimental route. In this computational method the elastic constants are defined 
as the initial slope (linear regime) of stress-strain curves given by the molecular 
simulations.
82,83
 The calculations are limited to deformations without shear, and the statistical 
averages are performed in the framework of the Monte Carlo simulations, well-suited to 
monitor strain fluctuations in the constant pressure ensemble.
89
  
We have first determined the bulk elastic constants as a function of temperature. Then, the 
system is cut along one crystallographic plane and the corresponding periodic boundary 
conditions are removed, in order to obtain a film with two free surfaces. The film thickness is 
varied gradually by removing the external layers, and the film elastic constants are determined 
for each thickness. The reduced symmetry of the film compared with that of the bulk solid has 
consequences on the number of elastic constants to be determined and on the method to 
measure these parameters. 
 
II_1 Stiffness and compliance matrices 
The stress tensor is the derivative of the free energy of the solid with respect to the strain 
tensor components. In the limit of small deformations, the stress tensor is linear with the strain 
tensor (Hooke’s law): the elastic stiffness matrix C is defined as the fourth rank tensor that 
relates stress to strain. The Voigt notation will be used to simplify the equations. The 
generalized Hooke’s law then writes:1 

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
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with xx 1 , yy 2 , zz 3 , yz 4 , xz 5 , xy 6 , xx 1 , yy 2 , 
zz 3 , yz 24  , xz 25   xy 26  , where   and   are the stress and strain tensors 
respectively, for which  and  equal x, y or z; ijC  is the stiffness matrix.  
The stiffness matrix is symmetric. Furthermore, the intrinsic symmetry of the solid reduces 
the number of independent coefficients in the matrix. Choosing [100], [010] and [001] as the 
axes, the cubic symmetry of the bulk fcc crystal imposes that only three independent elastic 
constants are expected (C11 = C22 = C33, C12 = C13 = C23, and C44). For a film of infinite 
extension in directions x and y, and cut from the bulk crystal along parallel planes 
perpendicular to the z axis (see Figure 1), the tetragonal symmetry implies that the 
compliance matrix has only seven distinct coefficients. Since there is no shear stress in the 
mechanical tests that we have performed, the shear components will be discarded. The stress-
strain relation then reduces to:  
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with only four independent coefficients. The stiffness coefficients Cij may be obtained directly 
from imposed deformations applied to the system along the three axes, and measuring the 
corresponding components of the stress tensor (finite-strain method). Conversely, constant 
pressure or stress may be applied to the system: the average deformation in each direction 
then gives the compliance constants. When expressed in terms of Young’s modulus (E) and 
Poisson’s ratio (), the compliance matrix of the film writes: 
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Figure 1: Schematic representation of the thin film showing the axes parallel to the 
crystallographic directions. 
 
 
The two x and y axes parallel to the film being equivalent, 1221   , as expected from the 
symmetry of the matrix. On the other hand, 1331   , but the symmetry of the matrix imposes 
that:  
1
13
3
31
EE

       (4) 
We thus have 5 parameters and a relation, which gives only four independent parameters as 
for the stiffness matrix (eq 2). In the case of the bulk solid, 13 EE   and 1213   , reducing 
the number of independent parameters to two. 
 
II_2 Imposed stress method. 
The coefficients of the compliance matrix are obtained by applying uniaxial loading and 
measuring the average deformation.  
For the bulk crystal, the three axes being equivalent, the two independent parameters are 
obtained in a single simulation: the stress is applied along the x direction ( 1 , 0, 0), and the 
measured deformation along the same axis gives Young’s modulus 111 /E , while the 
 8 
measured deformation along one of the two other equivalent axes gives the Poisson’s ratio 
131212 //   .  
 
 
Figure 2: Schematic representation of the x- and z-loading experiments. The uniaxial stress is 
applied along the x or z directions (in blue). The solid deformation is measured along the axis 
(in green, 5 measurements) which allow to calculate the two Young’s modulus and three 
Poisson’s ratio. The redundancy is used to check the symmetry of the compliance matrix.  
 
 
For the thin film, at least two simulations are required (see Figure 2). (i) In the first one, a 
uniaxial stress is applied along the x axis, parallel to the film, ( 1 , 0, 0). The measured 
deformations along the x, y and z directions are all informative, and give respectively the 
Young’s modulus 111 /E , and the two Poisson’s ratio 1212 /   and 1313 /  . 
(ii) The second simulation consists in applying the uniaxial stress along the z direction, 
perpendicular to the surface, (0, 0, 3 ). The measured deformation along the same axis gives 
the second Young’s modulus 333 /E . In principle, at this point, all parameters are 
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determined. However, it will prove useful to calculate independently the third Poisson’s ratio 
31  by measuring the deformation along one of the two equivalent directions parallel to the 
film: 3131 /  . This will allow to cross-check for the consistency of the five independent 
measurements through the symmetry relation (eq 4). We thus introduce the quantity 
133
311



E
E
  which is expected to be equal to 1 for a symmetric matrix.  
 
II_3 Atomic Model 
The numerical bulk samples were prepared by positioning atoms on the site of an fcc regular 
lattice. The initial lattice parameter is chosen so that nearest neighbor atoms are at a distance 
corresponding to the van der Waals diameter. For the bulk measurements, two simulation box 
sizes have been chosen, equal to 6 and 7 lattice units along each direction (the axes are chosen 
parallel to the crystallographic directions). The number of atoms is respectively 864 and 1372. 
Periodic boundary conditions are applied in the three directions. The two systems are relaxed 
at zero temperature and zero pressure (Monte Carlo run in the isostress-isothermal ensemble). 
These relaxed systems are then used to calculate the bulk elastic constants as a function of 
temperature.  
The thin films are issued from the largest bulk box. A gap is introduced in the z-direction so 
that the opposite faces of the film do not interact through the periodic boundary conditions 
(see Figure 1). The film thickness is varied by removing atomic planes on both sides. Five 
thicknesses are considered, equal to 2, 3, 4, 5 and 6 lattice units (corresponding to 4, 6, 8, 10 
and 12 atomic planes).  
All atoms interact with the Lennard-Jones potential: 
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where   represents the binding energy between atoms and   their van der Waals diameter. A 
cutoff radius of 4  is used, and a shift of the potential at the cutoff radius is applied to avoid 
discontinuities. For comparison, Quesnel et al.
83,92
 have used the same potential with a cutoff 
radius of 3 . Small differences are expected, because of the importance of the long range 
contributions to the interactions, as shown by Tretiakov and Wojciechowski.
79
 Their work 
shows that using 4  instead of 3  significantly improves the accuracy, the discrepancy with 
the full potential including the long range corrections being less than few percent. The 
Lennard-Jones parameters will be used as fundamental units in which all other quantities can 
be expressed (reduced units): distances are given in units of  , temperature is given in units 
of B/ k , where Bk  is Boltzmann’s constant, and pressure and moduli are given in units of 
3/ . For instance, the reduced dimension of the initial lattice unit is 2 . Numerical 
values in SI units for quantities calculated with this potential can easily be obtained from the 
Lennard-Jones parameters tabulated for a number of materials.  
 
II_4 Simulation method 
The calculations of the elastic constants are performed at five temperatures between 0 and 0.5
B/ k . The zero-temperature calculations are done by minimization of the energy of the 
system, while the finite temperature calculations are done with the Monte Carlo algorithm to 
sample the system phase space. Clavier and collaborators have shown that Monte Carlo is the 
best approach for constant pressure runs.
89
 Since the imposed thermodynamic parameters are 
the temperature and the stress or pressure, we use the isostress-isothermal ensemble. The 
Monte Carlo trials consist in particle displacements to thermalize the system, and homothetic 
dilatations or contractions along the three space directions to equilibrate the system with the 
three components of the external stress i . Different configurations have to be considered for 
the bulk and the film calculations. 
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For bulk calculations, the simulation box is free to deform in all directions independently. 
The stress is uniaxial, i.e. a finite pressure is applied in one direction (chosen to be x), while 
zero pressure is applied in the y and z directions. The solid deformation in a given direction is 
given directly by averaging the fluctuating dimension of the simulation box along that 
direction. As an example, Figure 3-a shows the natural fluctuations of the box size along y, 
denoted Ly, at T = 0.2 B/ k , and for the bulk sample with six unit cells in all directions. 
Similar fluctuations (not shown) are observed for the other free dimension Lz, as expected 
from the symmetry of this uniaxial test along x. The fluctuations follow a Gaussian 
distribution of width 0.018  and average 9.33  shown in Figure 3-c (blue curve).  
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Figure 3: a) Spontaneous fluctuations of the lateral dimension yL  of the bulk sample 
containing 864 atoms (6 unit cells in each direction), during a uniaxial loading along x (1, 0, 
0) at T = 0.2 B/ k . Similar fluctuations are expected for the equivalent z direction (not 
shown). b) same as a), but with the geometrical constraint yL = zL  during the course of the 
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simulation). c) Distribution of the fluctuations in both cases (bins) and the corresponding 
Gaussian fits (lines). 
 
 
For film calculations, the simulation box is free to deform only in the two directions parallel 
to the film (x and y), while the box size is fixed along the z direction: this is necessary to 
avoid the shrinkage of the simulation box along z. The stress is applied in directions x and y 
using the conventional isostress algorithm, and the corresponding solid deformations are 
given by the box size. One has to be careful in choosing the value of the stress parameters for 
the simulation code. In the Monte Carlo algorithm, the stress is applied to the whole lateral 
faces of the simulation box (for example zy LL   for the ( 1 , 0 0) uniaxial loading). But in a 
real experiment, it is applied only to the (smaller) lateral surface of the film: zL  is replaced by 
the film thickness. The value of the stress parameter is thus corrected so that the total force 
applied laterally on the film is the same in the simulation and in the real experiment. This 
applies only for the stresses in the x and y directions. In the z direction, the pressure is applied 
directly and uniformly to the atoms located on the outermost atomic planes. The force acting 
on each atom equals NLL yx /3  where N is the number of atoms in each plane. Note that the 
deformation parallel to the film is so small that the forces (proportional to yxLL ) are 
essentially constant during the simulation. The deformation of the solid along z is monitored 
by measuring the average position z± of the outermost planes: the film thickness is then given 
by z+-z-.  
The Gibbs’ surface: Some subtleties have to be carefully considered in the case of the film. In 
a real experiment, the pressure would be applied to the film by another solid, or a fluid. The 
thermodynamic analysis of the energy received by the system during a mechanical test 
requires the introduction of the Gibbs’ dividing surface situated at mid-distance between the 
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film and the solid or the fluid used by the experimentalist to apply the pressure. If the film 
deforms ( 3 ) the work received equals 33  zyx HLL  where zH  is the distance between the 
two Gibbs’ surfaces. In our simulations, the forces are applied directly to the center of the 
outermost atoms, and the corresponding work received by the solid is 33  zyx hLL  where zh = 
z+-z- is the distance between the outermost atomic planes. The difference between zH  and zh  
is typically one van der Waals diameter: the algorithm thus underestimates the energy 
transferred to the solid, and thus produces incorrect deformations. Another way to see the 
same problem is to notice that the deformation 3  has to be calculated based on the variations 
of zH  and not zh , which is equivalent to measuring it in the core of the solid. For thin films, 
monitoring the total thickness zh  improves the statistics. We thus have to apply either the 
correction factor zz hH /  to the stress or its inverse to the strain. Without this correction the 
compliance matrix is not symmetric, the discrepancy increasing for very thin films. In our 
simulations, the measured value of the parameter 
133
311



E
E
  introduced to measure this 
symmetry decreases from 0.9 for the thickest film down to 0.75 for the thinnest one! On the 
other hand, with the Gibbs’ surface correction, the  parameter oscillates between 0.996 and 
1.02: the symmetry of the matrix is well verified. 
Improving accuracy: The errors on the average values of deformation can be evaluated from 
the standard block analysis.
109
 The typical relative error that can be reached is within 4×10
-5
 
for the lateral dimensions of the solid, for 2×10
6
 Monte Carlo steps per atom. The situation 
may be improved if one takes into account the natural symmetry of the system. For instance, 
in the bulk case (x-loading) or for the thin film (z-loading), one expects identical box 
deformations (in average) in the y and z directions for the bulk, or the x and y directions for 
the film. The method then consists in imposing the geometrical constraint yL  = zL  (for the 
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bulk case) during the course of the simulation. The fluctuating value of yL  = zL  is displayed 
in Figure 3-b. As can be seen the average value of yL  is not affected, but the fluctuations are 
smaller (the geometrical constraint stiffens the system). The same Monte Carlo run then 
results is more accurate results. The corresponding relative error is now within 2×10
-5
. This 
procedure will be used each time it is possible: for the bulk calculations (uniaxial loading) and 
for the film calculations during the z-loading experiment (Figure 1-b). 
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Figure 4: Main circles: strain-stress data at zero temperature during the uniaxial loading along 
the z axis, for an fcc Lennard-Jones solid described by Eq 5. The box dimensions are six unit 
cells in the three directions (the simulation box is parallel to the crystallographic axes), and 
periodic boundary conditions are applied in all directions. Calculations are done by energy 
minimization in the isostress ensemble. The reduced stress (  /* 333  ) and strain vary 
over four orders of magnitude (logarithmic scales). Solid line: first bisector of the  33 *,  
plane, as given by a linear stress-strain relation. Inset: Effective reduced modulus 33 /*  , as 
a function of the strain. The reduced Young’s modulus *3E  is obtained as the limiting value of 
this quantity for small deformations (linear regime). 
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III Results and Discussion 
III_1 bulk Lennard-Jones crystal 
Zero temperature calculations: The first calculations have been performed at zero 
temperature for the bulk solid for the two system sizes. The aim was to determine the best 
choice for the stress amplitude in order to be in the linear regime of small deformations. 
Figure 4 gives the results of the deformation zz 3  as a function of the applied uniaxial 
stress zz 3 , that has been varied over four decades. The behavior is very close to linearity. 
The effective modulus 33 /  has been calculated and shown in the inset (in reduced units). 
By definition, the Young’s modulus 3E  is the limiting value of this quantity for infinitesimal 
deformations. As can be seen, this quantity is not constant for large deformations (>10
-3
), but 
is essentially constant for small deformations (<10
-3
), as expected in the linear regime. At zero 
temperature, there is no limitation is choosing the deformation as small as possible except that 
due to the finite numerical precision: we get  /5.60 33 E . The Poisson’s ratio is deduced 
from the deformation in the direction perpendicular to the uniaxial stress: 1212 /  = 
0.364. These results are comparable with those obtained by Quesnel et al.
83,92
 who have used 
a slightly different cutoff (3) and the constant-rate deformation method (  /1.61 33 E 
361.012   for the initial value in the first 0.2% strain).  
In order to evaluate the system size effects, the same calculations have been done in the larger 
cubic box comprising seven unit cells in each direction. The measured Young’s modulus at 
zero temperature is  /5.61 33 E  and the Poisson’s ratio remains equal to 0.364. The 
system size effects are small (less than 2%). This has to be correlated with the fact that the 
simulation box is at least twice as large as the cutoff radius of the potential. These values are 
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in good agreement with the work of Tretiakov and Wojciechowski
79
 who take into account 
the long range interactions and obtain  /4.61 33 E  and 364.012  . 
 
Finite temperature calculations: The reduced temperature T* = /BTk  is varied between 
0.1 and 0.5. The system size now fluctuates, and the strain-stress curves are obtained from the 
average values of the deformation. As previously, the calculations have been performed on 
several decades in order to find the best compromise between linearity (obtained for the 
smallest deformations) and numerical accuracy (obtained for the largest deformations). The 
error bars have been deduced from the standard block analysis. In practice, the higher the 
temperature, the larger the fluctuations. At T* = 0.1, the fluctuations are already so large that 
deformations smaller than 10
-5
 cannot be measured, i.e. the error bars on the average 
deformation exceeds its value. For larger, measurable deformations, the corresponding 
effective Young’s modulus 333 /E  is given in Figure 5 as a function of the applied 
stress, and for all temperatures. As can be seen, the lowest stress values (below 10
-2
) are now 
inappropriate at finite temperature because of the large uncertainty due to natural fluctuations 
of the system. On the other side, for a reduced stress larger than 0.1, the effective Young’s 
modulus shows small variations: the system is entering the nonlinear regime of deformations. 
The best range of stress values is between 10
-2
 and 10
-1
, corresponding to deformations 
around 10
-3
. The calculated elastic constants for the bulk crystal as a function of temperature 
are given in Table 1 and Figure 6. The data exhibit a global decrease of the modulus with 
increasing temperature, and a constant Poisson’s ratio within errors, in agreement with the 
work of different authors.
79,83,89
 Note that despite small error bars, the Young’s modulus data 
look scattered around the expected linear behavior: this most probably reveals systematic 
errors missed by the block analysis. In particular, large time scale fluctuations inaccessible to 
our simulations could contribute to the results.  
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Figure 5: Effective reduced modulus 33 /*   as a function of the reduced stress *3 , for the 
bulk fcc Lennard-Jones crystal at different reduced temperatures T* = /BTk  (up triangles: 
0.1; down triangles: 0.2; squares: 0.3 and diamonds: 0.5). In the linear regime of small 
deformations, this effective modulus is expected to reach a constant value (the Young’s 
modulus), but numerical errors become important. The best compromise between accuracy 
and linearity is for the intermediate stress values.  
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Figure 6: Symbols: reduced Young’s modulus (main figure) and Poisson’s ratio (inset) for the 
bulk fcc Lennard-Jones crystal as a function of the reduced temperature. The lines in the main 
figure and the inset are from ref [
83]. The Young’s modulus decreases with temperature; the 
Poisson’s ratio is compatible with a constant within error bars.  
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kBT/ 
  
0 60.5 0.364 
0.1 62.2 0.354 
0.2 53.0 0.354 
0.3 49.0 0.368 
0.5 31.1 0.371 
 
Table 1: Reduced Young’s modulus and Poisson’s ratio for the bulk fcc Lennard-Jones 
crystal at different reduced temperatures (see text). 
 
 
 
III_2 Thin film  
Zero temperature calculations. The two loading experiments (Figure 2) are performed on 
the five film thicknesses (4 to 12 layers). As for the bulk, the loading stress is chosen very 
small to be in the linear regime of deformations (no limitation due to thermal fluctuations). 
The results for the five (redundant) elastic quantities are shown in Figure 7. In all cases the 
data are shown versus the inverse film thickness expressed in terms of the number of planes. 
The bulk results, obtained with periodic boundary conditions are reported as if the number of 
planes was infinite. All curves are monotonous, showing smooth variations, with bulk results 
in agreement with the extrapolated evolution of the elastic constants to the infinite system. In 
particular, the anisotropy, revealed in the films by the differences between the three Poisson’s 
ratio and the two Young’s moduli, reduces when the film thickness increases, and is 
compatible with its vanishing for the infinite thickness. The consistency between the five 
mechanical constants is excellent whatever the system size: the parameter 
)/()( 133311  EE  (see inset in Figure 7) is compatible, within 2%, with the value of 1, 
expected for a perfectly symmetric matrix. 
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Figure 7: Poisson’s ratio and Young’s moduli at zero temperature for the fcc Lennard-Jones 
film, versus the inverse of its thickness given by the number of atomic layers. The lines for 
the Young’s moduli are guides to the eye; the straight lines for the Poisson’s ratio are issued 
from the bulk value (inverse thickness equal to zero) and best fit the data for finite 
thicknesses. Inset: evolution of the parameter )/()( 133311  EE  versus the film thickness. 
 
 
The evolution of the three Poisson’s ratio is almost linear with the inverse system size, even 
for the thinnest films. Departure from linearity is the largest for 13  but never exceeds 5%. An 
interesting point is that their evolution with the film thickness is compatible with an 
essentially constant average value:   3/133121    is independent of the film thickness. On 
the other hand, the evolution of the Young’s moduli departs from a linear behavior for the 
smallest thicknesses. This non-linearity is also observed if one draws the compliance matrix 
coefficients (Eq 3): 1211 /,/1 EE   etc. The general trend is a softening of the film when its 
thickness decreases, with amplification for the ultrathin films.  
The stiffness matrix has been calculated by inversion of the numerical compliance matrix, 
without making any assumption on the symmetry. The five independent constants, C11, C33, 
C12, C13 and C31 are shown in Figure 8 as a function of the inverse system thickness given by 
 20 
the number of layers. The symmetry of the stiffness matrix is well verified since C13=C31 
within 5%. As previously, the anisotropy of the mechanical properties for the film appears 
through the differences between the two diagonal terms (C11 and C33) and the two off-
diagonal terms (C12 and C13 = C31). As previously, the bulk values agree well with the 
expected extrapolation of the film constants for infinite thickness. The dependence with the 
inverse system size is close to linearity on the whole range of thicknesses for all stiffness 
constants. This is at odd with what was observed for the Young’s moduli, which exhibited a 
poorly linear behavior with the inverse system size.  
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Figure 8: Stiffness matrix coefficients (eq 2) at zero temperature for the fcc Lennard-Jones 
film, versus the inverse of its thickness given by the number of atomic layers (eq 3). The 
straight lines are guides to the eye. 
 
Finite temperature calculations. The temperature of the film has been varied between 0.1 
and 0.5 in reduced units by increments of 0.1. The thermal agitation of the surface atoms 
increases significantly with temperature. At T* = 0.4 and above, the thermal agitation is so 
large that the surface atoms are able to overcome the energy barrier that normally maintains 
them at their relative position in the crystal. The consequence is atomic migration on the 
external surface, with the formation of vacancies and adatoms. Since the film deforms 
irreversibly under loading (plasticity), the elastic constants become meaningless at high 
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temperatures. Even when the structure of the film remains stable, the thermal fluctuations are 
large, and it is difficult to reach a good accuracy. In particular, at T* = 0.3 and for the largest 
values of the stress used for the loadings, the film deformations are accompanied by atomic 
displacements. It was thus necessary to use smaller values of the stress, resulting in a lack of 
accuracy. For T* = 0.1 and 0.2 the accuracy is comparable to that for the bulk solid.  
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Figure 9: Poisson’s ratio at different reduced temperatures (given in the panels) for the fcc 
Lennard-Jones films, versus the inverse of its thickness given by the number of atomic layers. 
The straight lines drawn in the figures are guides to the eye passing through the bulk value 
(inverse thickness equal to zero) and best fitting the data for finite thicknesses.  
 
 
The results for the Poisson’s ratio are given in Figure 9. As previously, the data are plotted as 
a function of the inverse film thickness given by the number of atomic layers. As can be seen, 
for all temperatures, the Poisson’s ratios follow an essentially linear behavior with the inverse 
of the film thickness. Note that this linearity extends remarkably well even for the thinnest 
film. The largest departure from linearity never exceeds 5% whatever the temperature. Here 
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again the evolution of the average value of the Poisson ratios   3/133121    with the film 
thickness is compatible with a constant.  
The Poisson ratios prove to be barely dependent on temperature. For instance, the largest 
variations in the bulk values never exceed 3%, and those for the thinnest film remain below 
10% for 21 and 31 and below 15% for 13. We however note the following trend: the 
differences between the three Poisson’s ratios tend to decrease when T increases. This is easy 
to observe for 31 and 13. The anisotropy of the thin film is thus attenuated by increasing the 
temperature. 
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Figure 10: Young’s moduli at different reduced temperatures (given in the panels) for the fcc 
Lennard-Jones films, versus the inverse of its thickness given by the number of atomic layers. 
The lines are guides to the eye.  
 
 
The reduced Young’s moduli obtained at different temperatures are given in Figure 10. For all 
temperatures, the general trend is a softening of the film when the thickness decreases, the 
dependence being non-linear with the inverse of the thickness. The data also show that the 
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higher the temperature the lower the moduli, whatever the film thickness. In the in-plane 
directions, the decrease of E1 reaches 20% between T* = 0 and 0.3 for all thicknesses, while 
in the direction perpendicular to the film, the reduction of E3 reaches 40% for the thinnest film 
(4 layers) between T* = 0 and 0.3. The Young modulus in the out-of-plane direction is thus 
more affected by the temperature, probably in connection with the highest mobility of surface 
atoms. 
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Figure 11: Stiffness matrix coefficients (Eq 2) at different reduced temperatures (given in the 
panels) for the fcc Lennard-Jones films, versus the inverse of its thickness given by the 
number of atomic layers. The straight lines are guides to the eye.  
 
 
The Young moduli combined with the three Poisson’s ratio give the compliance matrix (eq 3) 
that has been inverted to get the stiffness matrix (eq 2) for each temperature and film 
thickness. The five constants C11, C33, C12, C13 and C31 are given in Figure 11. As expected 
from symmetry considerations of the matrix, the C13 and C31 constants are almost 
superimposed: the ratio between both remains equal to 1 within 2.5%. For all temperatures, 
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the stiffness decreases for thinner films. As can be seen the stiffness constants exhibit a linear 
dependence with the inverse film thickness, which was not the case for the compliance matrix 
(see the discussion below). We also note an increase of the anisotropy (differences between 
the elastic constants) when the film thickness decreases.  
A clear picture of the evolution of the elastic constants with the temperature does not emerge. 
The general trend is a decrease of the stiffness parameters when temperature increases, 
following essentially the behavior observed for the bulk solid. The evolution of the slope of 
the curves is weak below T* = 0.2. At T* = 0.3 the slope become significantly more negative 
for all elastic constants, showing a drastic decrease of the thin film stiffness. A careful 
analysis of the data shows however a non-monotonous dependence of the elastic constants 
with temperature, as was observed for the bulk crystal. A possible source of errors could be 
due to the high sensitivity of the compliance-to-stiffness inversion process to the original 
errors in the data. It has been tried to perform an inversion taking into account the symmetry 
constraint (C13 = C31), but no significant improvement was observed. The errors in the data 
are most probably significantly larger than estimated. In particular, the Monte Carlo sampling 
may miss or overestimate some vibration modes in the simulation box associated with 
collective movements.
83
 
 
III_3 Discussion  
The most striking behavior shown by the data is the linear dependence of the stiffness 
constants with the inverse film thickness, from zero up to the highest temperature considered 
in this study (T* = 0.3) above which the film loses its integrity under loading. The 
discrepancy never exceeds 5% at zero temperature (all thicknesses) or for thicknesses larger 
or equal to 6 layers (all temperatures), and remains below 15% in the worst case (four layers, 
high temperature). 
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The linear behavior of the elastic matrix versus the inverse system size suggests to interpret 
the evolution of the stiffness as due to a surface stress term. This can be seen by using the 
ansatz that any nanosystem = bulk + surface
30,70,88
 and writing the total force that applies 
laterally to an idealized thin film made of a bulk-like core and an effective surface stress. It 
has been shown that generally any elastic property D  of such system would deviates from its 
bulk value bD  according to
66
  
h
h
dDD
s
b       (3) 
where h  is the thickness of the nanostructure, sh  corresponds to the length that sets the scale 
below which the surface elastic effects are significant, d  depends on the geometry, and sdh  
somehow relates to the surface elastic constants of the system. Applying this equation to the 
stiffness matrix, and replacing the thickness by the number of atomic planes, one gets: 
N
c
CC
s
ijb
ijij   .     (4) 
The sijC  may be interpreted as the surface stiffness constants associated with the first atomic 
layer, while the bijC  are the bulk values. These surface constants can be deduced from the best 
fit of the data shown in Figure 11 by extracting the slopes. The results are given in Table 2. 
This surface matrix is symmetric, with negative values except for 
sC12 . The presence of the 
surfaces softens the thin film. An interesting point is that this surface matrix has non-
negligible components in the z direction, perpendicular to the surface. This is actually 
unexpected in the usual formalism of surface stiffness. A possible interpretation is that the 
surface stress model applies only when the film thickness is large compared to the range of 
relaxation of the outermost layers. In our case, the film is so thin that the two external surfaces 
are not independent: the elastic constants in the direction perpendicular to the surface exhibit 
dependence with the film thickness. Another explanation could be found in the work of Chang 
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et al.
99
 who have proposed a lattice model where only the total strain energy density of an 
ultrathin film is taken into account, without any consideration of surface effect. They have 
observed a size dependence of the elastic constants, in particular for the out-of-plane stiffness 
coefficient C13. This indicates that the surface effects might not be the only source of size 
dependence of the elastic constants of ultrathin films, yet the fundamental mechanisms are not 
fully understood. Further investigations are necessary to elucidate this point. 
 
 
T* C
b
ii*  C
b
ij*  C
s
11* C
s
33* C
s
21* C
s
31* 
0 103.7 59.4 -71.8 -118 +21.6 -83.6 
0.1 101.6 55.7 -81.6 -159 +20.4 -94.8 
0.2 86.5 47.4 -11.2 -110 +63.6 -39.6 
0.3 85.8 49.9 -132 -192 -58 -136 
 
Table 2: Reduced stiffness coefficients for the bulk and surface contributions (see eq 4) for 
an fcc Lennard-Jones thin film, at different reduced temperatures. 
 
 
 
 
IV Conclusion  
The simple Lennard-Jones crystal has been considered to model the elastic properties of thin 
films as a function of temperature and film thickness. The method consists in performing 
mechanical loadings and measuring the corresponding deformations. The anisotropy of the 
films requires at least four independent measurements (shear is not considered in this study). 
The calculations are performed in the isotherm-isostress ensemble by Monte Carlo 
simulations. The Young’s moduli and Poisson’s ratio appearing in the compliance matrix 
have been calculated between 0 and 0.5 in reduced units, for the bulk crystal and for the film 
of thickness 4 to 12 atomic layers. The bulk moduli decrease with temperature, while the 
Poisson’s ratio remains essentially constant. For the films, one observes a softening of the 
solid when the thickness diminishes, in particular in the in-plane directions. The evolution 
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with temperature shows a global softening with increasing T, the effect being the largest in 
the out-of-plane direction. At T* = 0.4 and above, the mobility of the surface atoms is too 
large, and the film deforms irreversibly under loading.  
The coefficients of the stiffness matrix exhibit a linear dependence with the inverse of the 
system size. This has been analyzed in the framework of a bulk+surface contribution, and the 
corresponding surface stiffness has been determined from the corresponding slopes. However, 
the out-of-plane coefficients are non-zero, which is not compatible with the surface stress 
formalism. The bulk+surface decomposition is thus not justified in the case of very thin films, 
essentially because the surfaces are so close that they influence each other (the distance 
associated to surface relaxations exceeds the film thickness). However, the dependence of the 
stiffness matrix with the inverse thickness is remarkably linear and deserves further studies.  
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