l(G)
provided that G contains a perfect matching. We also characterize the class of graphs for with L(G) = 2l(G). Our characterization implies the existence of a polynomial algorithm for testing the property L(G) = 2l(G). Finally we show that it is N P -complete to test whether a graph G containing a perfect matching satisfies L(G) = 3 2 l(G).
In the paper graphs are assumed to be finite, undirected, without loops or multiple edges. Let V (G) and E(G) denote the sets of vertices and edges of a graph G, respectively.
The length of a path is the number of edges lying on it. A k-path is a path of length k. For a graph G, let V 1 (G) (or shortly, V 1 ) denote the set of vertices having degree one, and let ν(G) denote the cardinality of the largest matching of G. Define:
Lemma 1 (Lemma 2.20, 2.41 of [5] ) Let G be a graph, and assume u, v ∈ V 1 and share a neighbour w ∈ V (G). Then:
L(G) = L(G\{u, v, w}) + 1, l(G) = l(G\{u, v, w}) + 1. [5] ) Let G be a graph, and assume e ′ to be an edge incident to a vertex from V 1 . Let F be a maximum matching of G with e ′ / ∈ F , and let e ∈ F be the edge adjacent to e ′ . Define:
Lemma 2 (Lemma 2.3 of
Then: ν(G\F ′ ) ≤ ν(G\F ).
Corollary 1 If F is a maximum matching of a graph G comprised of edges that are adjacent to vertices from V 1 then ν(G\F ) = l(G).
Lemma 3 (Lemma 2.6 of [5] ) Let F, F ′ be any maximum matchings of a graph G. Then: ν(G\F ′ ) ≤ 2ν(G\F ).
Proof. Let H ′ be any maximum matching in the graph G\F ′ . Then:
Proof. (a) follows from lemma 3.
, and assume H L to be a maximum matching of the graph G\F L . Define:
Since F L is a perfect matching, it covers the set V (H L ∩ F l )\V (X), which contains
vertices. Define the set E FL as follows:
Clearly, E FL is a matching of G\F l , too, and therefore
Let us show that
thus in both cases we have l(G) ≥
The proof of the theorem 1 is completed.
, and assume H L to be any maximum matching of the graph G\F L . Then:
(1) V 1 (G) contains no two vertices that share a neighbour;
Proof.
(1) Suppose not, and assume u, v ∈ V 1 (G) and have a common neighbour w. Then lemma 1 and (a) of theorem 1 imply
, (3) and (4) follow from the proof of lemma 3.
Lemma 4 Let G be a graph that contains a triangle x, y, z with
Proof. We will prove only the first equality since the second one can be done in the same way.
, and assume that H ′ is a maximum matching of G\F ′ . Then
Now, let F be a maximum matching of G with ν(G\F ) = L(G), and let H be a maximum matching of G\F . Let us show that we can assume that (x, y) / ∈ F . Suppose that (x, y) ∈ F . Define:
Note that H is a matching in G\F 1 and
and (x, y) / ∈ F 1 . So assume that (x, y) / ∈ F . Define:
Theorem 2 A reduced graph G satisfies the equality L(G) = 2l(G) if and only if G is a bipartite graph with a bipartition
(2) each vertex y ∈ Y has exactly one neighbour in V 1 (G);
Proof. Sufficiency. First of all note that since G is a connected bipartite graph, (2) implies that the edges incident with vertices of degree one form a maximum matching of G, and particularly,
Moreover, due to corollary 1, we have
Consider the |X\V 1 | vertex disjoint 2-paths of the graph G − V 1 guaranteed by (3) . (2) implies that these paths "give rise" to |X\V 1 | vertex disjoint 4-paths of the graph G. Consider matchings F 1 and F 2 of G obtained from these 4-paths by adding the first and the third, the second and the fourth edges of these 4-paths to F 1 and F 2 , respectively. Let M be the maximum matching of G that is comprised of all edges of G that are incident to vertices of degree one. Define:
Note that M ′ is a matching of G and
Necessity. Now, assume that G is a reduced graph with L(G) = 2l(G). By proving a series of claims, we show that G is a bipartite graph satisfying the conditions (1)- (3) of the theorem.
Claim 1 For any maximum matchings
Proof. Suppose that there is a vertex v ∈ V (G) that is covered neither by F L nor by F l . Since F L and F l are maximum matchings of G, for each edge e = (u, v) the vertex u is incident to an edge from F L and to an edge from F l .
Case 1: there is an edge e = (u, v) such that u is incident to an edge from
Note that {e} ∪ (F L \F l ) is a matching of G\F l which contradicts (4) of corollary 2.
Case 2: for each edge e = (u, v) u is incident to an edge f L ∈ F L \F l and to an edge
Proof. It suffices to show that there is no edge f L ∈ F L that is adjacent to two edges from F l . Suppose that some edge f L ∈ F L is adjacent to edges f
is a matching of G\F l which contradicts (3) of corollary 2.
Claim 3 For any maximum matchings
Proof. (a) Assume that u is covered by an edge e l ∈ F l and u / ∈ V (F L ). Suppose that d(u) ≥ 2, and there is an edge e = (u, v) such that e / ∈ F l . Taking into account the claim 1, we need only to consider the following four cases:
. This is impossible, since F L is a maximum matching. Case 2: v is covered by an edge f ∈ F L ∩ F l ; Let H L be any maximum matching of G\F L . Due to (2) of corollary 2 e l ∈ H L . Let us show that v is incident to an edge from H L . Suppose not. Then consider the matching (H L \{e l }) ∪ {e}. Note that it is a maximum matching of G\F L , which does not include all edges of F l \F L contradicting (2) of corollary 2.
Thus, there is h l ∈ H L incident to v. Define:
Note that F ′ L is a maximum matching, and H L is a matching of G\F
Let H L be any maximum matching of G\F L . Due to (2) of corollary 2,
. This is a contradiction because F ′ L △F l contains a components which is not a 2-path contradicting claim 2.
Case 4: v is covered by an edge e L ∈ F L and v / ∈ V (F l ). Note that if e L is not adjacent to e l then the edges e, e L and the edgẽ e ∈ F l \F L that is adjacent to e L would form an augmenting 3-path with respect to F L , which would contradict the maximality of F L .
Thus it remains to rule out the case when e L is adjacent to e l and d(u) = 2. Let w be the vertex adjacent to both e l and e L . Since G is not reducible, we have d(w) ≥ 3. Let H L be any maximum matching of G\F L . Due to (2) of corollary 2, e l ∈ H L . Define: 
Note that due to claim 1 and (b) of claim 3 V 1 ⊆ V (F l ), thus there is no edge of G connecting a vertex from V 1 to a vertex from V (F L )\V (F l ). There is also no edge between two vertices of V 1 since G is connected and |V (G)| ≥ 3.
Finally, there is no edge of G connecting two vertices from V (F L )\V (F l ) since F l is a maximum matching. Thus we have established the independence of the set X.
To show that Y is also an independent set, we need the following (2) of corollary 2 and (a) of claim 3 we would have an augmenting 7-path with respect to F L , which would contradict the maximality of F L .
Claim 5 Y is an independent set.
Proof. Due to claims 1 and 2 we can consider a partition of the set Y satisfying the following properties:
First of all note that there is no edge connecting two vertices from Y 2 , because of (2) and (3) of corollary 2. Also note that because of (4) of corollary 2 there is no edge e = (u, v) such that u is covered by e u ∈ F L ∩ F l , v is covered by e v ∈ F L ∩ F l and e u = e v . Now let us show that there is no edge e = (y 1 , y 2 ), y 1 ∈ Y 1 , y 2 ∈ Y 2 . Supppose there is one. Consider a maximum matching H L of the graph G\F L . Note that y 1 must be incident to an edge from H L , as otherwise we could replace the edge of H L that is adjacent to e and belongs also to F l \F L ((2) of corollary 2) by the edge e to obtain a new maximum matching H ′ L of the graph G\F L which would not satisfy (2) of corollary 2.
So let y 1 be incident to an edge h L ∈ H L , which connects y 1 with a vertex x ∈ V (F L )\V (F l ). Note that due to claim 4, (2) of corollary 2 and (a) of 3 the edge h L lies on an H L − F L alternating 4-path P . Define:
. This is a contradiction since the edge e connects two vertices which are covered by
Finally, let us show that no edge from F L ∩ F l connects two vertices of Y 1 . We will show somewhat stronger by proving that if e = (u, v) ∈ F L ∩ F l then min{d(u), d(v)} = 1. Since G is connected and |V | ≥ 3, we, without loss of generality, may assume that d(v) ≥ 2, and there is w ∈ V (G), w = u such that (w, v) ∈ E(G). Consider a maximum matching H L of the graph G\F L . Note that v must be incident to an edge from H L , as otherwise we could replace the edge of H L that is incident to w (H L is a maximum matching of G\F L ) by the edge (w, v) to obtain a new maximum matching H ′ L of the graph G\F L such that v is incident to an edge from H ′ L . So we may assume that there is an edge (v, q) ∈ H L , q = u. Note that due to claim 4, (2) of corollary 2 and (a) of 3 the edge (q, w) lies on an H L − F L alternating 4-path P . Define: We are ready to complete the proof. Since X and Y are independent sets of vertices, we imply that G is a bipartite graph. Note that by definition V 1 ⊆ X. Moreover, every vertex of Y has a neighbour in V 1 .Thus G satisfies (1) and (2) of the theorem. Let us show that it satisfies (3), too.
Consider the alternating 2-paths of
, (4) of corollary 2 and the definition of the set X imply that there are |X\V 1 | such 2-paths. Moreover, these 2-paths are in fact 2-paths of the graph G − V 1 . Thus G satisfies (3) of the theorem. The proof of the theorem 2 is completed.
Corollary 3
The property of a graph L(G) = 2l(G) can be tested in polynomial time.
Proof. First of all note that the property L(G) = 2l(G) is additive, that is, a graph satisfies this property if and only if all its connected components does. Thus we can concentrate only on connected graphs. Next, we consider all triangles of a given connected graph G, which are no more than
, and check whether they satisfy the condition of the lemma 4. For each of them if a triangle satisfies the condition then we remove an edge from the triangle guaranteed by the lemma without loosing the property L(G) = 2l(G) (lemma 4). Thus, after this procedure we run into a reduced graph. Due to theorem 2, we only need to check whether G is a bipartite graph satisfying the conditions (1)-(3) . It is well-known that the bipartiteness and properties (1) and (2) can be checked in polynomial time, so we will stop only on testing (3) .
From a graph G − V 1 with a bipartition (X\V 1 , Y ) we construct a network G with new vertices s and t. The arcs of G are defined as follows:
• connect s to every vertex of X\V 1 with an arc of capacity 2;
• connect every vertex of Y to t by an arc of capacity 1;
• for every edge (x, y) ∈ E(G), x ∈ X\V 1 , y ∈ Y add an arc connecting the vertex x to the vertex y which has capacity 1.
Note that
• the value of the maximum s − t flow in G is no more than 2 |X\V 1 | (the capacity of the cut (S,S), where S = {s},S = V (G)\S, is 2 |X\V 1 |);
• the value of the maximum s − t flow in G is 2 |X\V 1 | if and only if the graph G − V 1 contains |X\V 1 | vertex disjoint 2-paths, thus (3) also can be tested in polynomial time. [7] proved that 2-path partition problem remains N P -complete even for bipartite graphs of maximum degree three. Fortunately, in theorem 2 we are dealing with a special case of this problem which enables us to present a polynomial algorithm in corollary 3.
Remark 1 Recently Monnot and Toulouse in
The reader inspired by corollary 3 may think that an analogous result can be proved for the property L(G) = Proof. Clearly, the problem of testing the property L(G) = 3 2 l(G) for graphs containing a perfect matching is in N P , since if we are given perfect matchings F L , F l of the graph G with ν(G\F L ) = L(G), ν(G\F l ) = l(G) then we can calculate L(G) and l(G) in polynomial time.
We will use the well-known 3-edge-coloring problem ( [3] ) to establish the NP-completeness of our problem.
Let G be a bridgeless cubic graph. Consider a bridgeless cubic graph G △ obtained from G by replacing every vertex of G by a triangle. We claim that G is 3-edge-colorable if and only if L(G △ ) = Suppose that G is 3-edge-colorable. Then G △ is also 3-edge-colorable, which means that G △ contains two edge disjoint perfect matchings F and F ′ . This imples that
On the other hand, the set E(G) "gives rise" to a perfect matching of G △ , and
since every component of G △ \E(G) is a triangle. Thus:
of theorem 1 imples that
2 . Note that for every perfect matching F of the graph G △ the graph G △ \F is a 2-factor, therefore
where w(G △ ) and W (G △ ) denote the minimum and maximum number of odd cycles in a 2-factor of G △ , respectively. Since
Taking into account that W (G △ ) ≤
, we have:
Note that w(G △ ) = 0 means that G △ is 3-edge-colorable, which in its turn implies that G is 3-edge-colorable. The proof of the theorem is completed.
