The majority of research works in the field of collaborative filtering recommender systems is based on the assumption that the input to the recommendation algorithms is a matrix containing user-item interactions. In reality, however, the input often is a sequence of various types of user-item interactions that are recorded over time and where we can have multiple data points per user-item pair. These sequential logs contain a variety of useful information that can be leveraged in the recommendation process, e.g., to predict the immediate next action of a user or to detect short-term trends in the community.
INTRODUCTION
Research in the field of recommender systems is often based on the following simplifying problem abstraction: Given a sparse matrix of logged user-item interactions, predict the missing entries of the matrix. In such a problem formulation, typically only one explicit or implicit user-item interaction pair is considered in the recommendation process. In real-world systems, however, much more information is usually available to providers of a recommendation service. On an e-commerce site, for example, one can track the Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). UMAP '18, July [8] [9] [10] [11] 2018 , Singapore, Singapore © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5589-6/18/07. https://doi.org/10.1145/3209219.3209270 users' browsing behavior (e.g., item views, purchases, navigation actions, search behavior) over longer periods of time and use this rich information to derive their long-term preferences and their short-term shopping intents. Similarly, a recommender system for a music streaming service can profit from taking the user's long-term listening preferences into account when selecting tracks to play in a given situation.
In such scenarios, we usually can observe multiple interactions of a single user with a recommendable item over time, e.g., when a user repeatedly listens to the same track or repeatedly inspects the details of a shopping item before a purchase on an e-commerce site. These types of temporal and sequential information can, however, not be easily represented in the typical matrix-completion problem formulation, in particular as the recorded interactions can also have different types (e.g., view events vs. purchase events). As a result, certain types of research questions regarding, e.g., the repeated recommendation of an item to the same user, cannot be reasonably addressed when only one user-item interaction is recorded.
APPLICATION AREAS
In this tutorial, we review the existing literature on what we call sequence-aware recommender systems [8] . These types of recommenders take a sequentially ordered log of user interactions as an input, and base their recommendations, at least partially, on the sequential patterns that they extract from the data. An overview of sequence-aware recommender systems is shown in Figure 1 .
The output of a sequence-aware recommender, as usual, is a ranked list of item suggestions. However, sequence-aware recommenders are typically designed to support certain types of goals and recommendation purposes [2] , among them the following:
• Consideration of Order Constraints and Sequential Patterns Figure 1 : Overview of the Sequence-Aware Recommendation Problem, adapted from [8] .
Context adaptation is the most widely explored problem setting for sequence-aware recommenders. The goal in this problem setting is to tailor the recommendations to the user's assumed contextual situation and current interests. The central input here are the most recent recorded interactions of the users and typical problem settings are to make recommendations to (i) anonymous or first-time users (session-based recommendation) or (ii) to returning ones (session-aware recommendation) [9] .
Trend detection refers to the capability of a sequence-aware recommender to take the short-term community trends into account in the recommendation process. An approach to consider shortterm sales trends and the recent popularity of individual items in the e-commerce domain was for example discussed in [4] .
The repeated recommendation of items is not uncommon in practice, but barely explored in the recommender systems literature. Recent research however shows that recommendations as reminders are not only possibly helpful navigation aids for users, but also can lead to higher prediction accuracy and increased business value [4, 5, 10] .
Order constraints and sequential patterns within the recommendations finally also represent a little-explored area in the research field. A typical are where there exists strong order constraints is that of course recommendation in the e-learning domain [7] . The consideration of sequential patterns representing weak ordering constraints can, for example, be relevant in the music domain, where the ordering of the recommended tracks can be considered to obtain smooth track transitions.
ALGORITHMS AND APPLICATIONS
Various types of algorithmic approaches were presented in the literature to deal with the problem settings described above. Most of them fall into the category of sequence learning. This approaches can be further categorized into approaches based on (i) frequent pattern mining, (ii) sequence modeling (e.g., using Markov models or Recurrent Neural Networks [1, 11] ), and (iii) distributed item embeddings. A few alternative approaches were proposed as well, including in particular hybrids that combine matrix factorization with sequence modeling or sequence-agnostic nearest-neighbor techniques for session-based recommendation.
The application areas for these types of algorithms include, for example, the recommendation of shopping items in the e-commerce domain, music recommendation, the recommendation of the next point-of-interest (POI), or the prediction of the user's next action on a mobile app or web site.
EVALUATION ASPECTS
Differently from the matrix completion setup, no commonly accepted standards for the evaluation of sequence-aware recommender systems exist today. For certain problem settings like the prediction of the next user action, e.g., on an e-commerce site, standard metrics from the information retrieval (IR) literature like precision and recall can be applied. For other problem settings, however, like the repeated recommendation of items, it is not fully clear yet how algorithmic proposals in that area can be evaluated in a realistic way through offline experiments.
But even when standard IR metrics are used, different evaluation protocols are nowadays applied in the literature, which makes the comparison of new algorithmic approaches challenging. Typically, given the sequential nature of the input data, standard crossvalidation procedures cannot be directly applied. As a result, researchers have to rely on other techniques like repeated random subsampling, with the problem that no established standard exists in that context.
Finally, for several problem settings, in particular for that of session-based recommendations, it is not fully clear yet against which baselines one should benchmark new algorithmic proposals. The work in [3] for example indicated that a recent deep learning approach was in many cases outperformed by a much simpler nearest-neighbors technique. A later analysis in [6] for a variety of datasets then revealed that the relative performance of various session-based algorithms strongly depends on the characteristics of the underlying data and the problem domain.
SUMMARY
The tutorial covers all of the above-mentioned topics from the problem characterization, over algorithmic approaches, to open questions regarding the evaluation of sequence-aware recommenders. A specific focus will be on the problem of session-based recommendation scenarios, which have received increasing interest in the past few years, and where we still see much room for improvement with respect to the development of more sophisticated machine learning models.
