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On Special monodromy groups and
Riemann-Hilbert problem for Riemann equation
Vladimir Poberezhny ∗
Steklov Mathemayical Institute
Riemann equation is a second order Fuchsian differential equation having
three singular points D = {a1, a2, a3} on a Riemann sphere CP1. As any linear
differential equation it produce some monodromy representation. Taking a gerbe
of fundamental matrix Y (z) in a neighborhood of point z0 , and continuing it
along a loop γ we obtain another fundamental matrix Y ∗(z). Beeing also a gerbe
of fundamental set of solutions Y ∗(z) is connected with Y (z) via multiplication on
some constant matrix Y (z) = Y ∗(z)Gγ . It is easy to see that Gγ is defined not by
the loop γ, but by its homotopy class [γ]. This homomorphism χ : pi1(CP
1\D)→
GL(2,C) is called monodromy representation and its image is the monodromy of
equation.
The problem of constructing an equation with a given monodromy was posed
for the first time by Riemann. The question of existence of Fuchsian equation
with a given monodromy and prescribed singularities was included by Hilbert, in
his list of mathematical problems. Now it is known as 21st Hilbert problem or
Riemann-Hilbert Problem.
In the present work we explore monodromy of Riemann equation and solve
Riemann-Hilbert problem for it. It is known that a Fuchsian equation of order p
having n singular points depends on p
2
2
(n−2)+ pn
2
parameters. The corresponding
monodromy representation is described by p2(n−2)+1 parameters. One can see
that in general if n > 3 and p > 2 then it is impossible to construct an equation
with a given monodromy, since there exist more monodromy representations than
fuchsian equations. So, the case of Riemann equation (p = 2, n = 3) is in some
sense distinguished.
In the first part of the present work we use the Levelt’s valuation theory to
describe all monodromy representations that can be realized by Riemann equa-
tion. In the second part we show that if the monodromy of Riemann equation
lies in SL(2,C), then such a monodromy can also be realized by a more spe-
cial Riemann-Sturm-Liouville equation. The third part is devoted to SL(2,Z)
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monodromy. We construct the criterion for hypergeometric equation to have
monodromy in SL(2,Z). The results of first part were obtained earlier in [7, 8]
using Fuchs relation and algebraic methods of representation theory.
This paper consists of a collection of student works done by author during his
studies at Moscow State University under tutoring of Andrey Bolibruch . His
support, attention and useful discussions were unvaluable.
The question of the first part, that is Riemann-Hilbert problem for Riemann
equation, was also given to S. Malek, another student of Andrey Bolibruch. He
independently succeded in its solution as well.
The work is supported by grants RFBR-04-01-00642, NS-457.2003.1, PICS-
2094 and by the program ”Mathematical methods in non-linear dynamics”.
Preliminaries
In this section we mention some facts regarding Fuchsian equation, that will be
of use later. We can without loss of generality assume zero as one of singular
points of equation to give some results from local theory.
Definition 1 The equation
y(k) + b1(z)y
(k−1) + ...+ bk(z)y = 0
is Fuchsian at zero, if each bj(z) have there a pole of order at most j. In other
words, bjxj is holomorphic in some neighborhood of zero.
Definition 2 The system
y˙ = B(z)y y ∈ Cn, B(z) ∈Mn(C)
is Fuchsian at its singular point zero if B(z) has a simple pole at zero.
Definition 3 The system (equation) is fuchsian, if it is fuchsian at all its sin-
gular points.
Definition 4 Zero is a regular singular point of an equation (system) if any
component of any its solution is of at most polynomial growth when z tends to 0,
in any sector of finite angle having vertex at zero.
There are some relations between notions of fuchsian and regular equations and
systems.
Statement 1 ([1, 11]) The equation is Fuchsian iff it is regular.
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Statement 2 ([11, 4]) If the system is Fuchsian, then it is regular.
For further investigations of asymptotics of an equation at its singular point
we will use the following notion of valuation of the function due to Levelt.
Definition 5 Levelt’s norm of function f(z) at zero is defined as follows:
ϕ0(f) = sup
(
λ ∈ Z : f(z)
zλ
→ 0 when z → 0 in a sector of span less than 2pi
)
The valuation of a vector or matrix is defined as the minimum of the valuations
of their components.
In particular for f(z) =
c−k
zk
+ ... + c0 + ... + cjz
j + ... we have ϕ0(f) = −k.
Described valuation has the following properties:
1. ϕ0(c · f) = ϕ0(f) for any c ∈ C.
2. ϕ0(f · lnα z) = ϕ0(f) for any α ∈ C.
3. ϕ0(f1+ f2) ≥ min (ϕ0(f1), ϕ0(f2)), if ϕ0(f1) 6= ϕ0(f2) it is a strong equality.
4. ϕ0(g
∗f) = ϕ0(f) where g∗- is a monodromy operator corresponding to the
counter-clockwise passing around zero.
The Levelt’s valuation define subspaces X j of the solution space X .
X j = {f ∈ X : ϕ0(f) ≥ j}
We have X i ⊆ X k for i ≥ k. As X is finite-dimensional we see that valuation can
take only a finite number of values −∞ < ϕ10 < ... < ϕk0 < ∞. That defines the
Levelt’s filtration:
0 ⊂ X ϕk .... ⊂ X ϕ1 = X
One can note, that X ϕj are invariant under monodromy operator action. It
follows from the Levelt’s valuation properties.
Definition 6 Consider a basis (e1, ..., ep) of the solution space X . This basis is
weakly associated at singular point zero if valuation ϕ0(·) takes on it all its values
with multiplicities.
Definition 7 The weakly associated basis (e1, ..., ep) is associated at zero if ma-
trix of monodromy operator G0 is upper-triangular in that basis and ϕ0(ek) ≥
ϕ0(ek+1).
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Definition 8 The basis fo solution space X constructed as the union of associated
basises of eigenspaces of monodromy operator is called Levelt’s basis.
Statement 3 ([2]) Levelt’s basis is also weakly associated.
Definition 9 Take G to be a matrix of monodromy operator. Then its normalized
logarithm is the following matrix:
E =
1
2pii
lnG ℜρi ∈ [0; 1)
where ρi- are the the eigenvalues of E, nd ℜρi are their real parts.
One can easily check that after analytical continuation around zero we have
z−E0 → G−10 z−E0 . So the following decomposition of the fundamental matrix
in a zero’s neighborhood holds
Y = M(z)zE0
Here M(z) is a meromorphic matrix function, and E0 is the corresponding nor-
malized logarithm.
Statement 4 ([10]) For fundamental matrix Y (z) constructed from the basis of
X weakly associated at regular singular point 0 the following decomposition holds.
Y (z) = U0(z)z
A0zE0
where E0 is the normalized logarithm of G0, A0 is an integer diagonal matrix of
valuations of the basis A0 = diag(ϕ
1
0, ...ϕ
p
0), and U0(z) is holomorphic at 0. The
system is Fuchsian at 0 iff detU0(0) 6= 0.
Definition 10 The numbers βji = ϕ
j
i + ρ
j
i being on the diagonal of matrix Aai +
Eai, constructed in the basis associated at ai are the exponents of the space X at
the point ai.
Statement 5 ([2]) The sum of exponents of a system having only regular singu-
lar points is a non-positive integer
∑
D
j=p∑
j=1
β
j
i = k ≤ 0
The system is Fuchsian iff ∑
D
j=p∑
j=1
β
j
i = 0
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Statement 6 ([6]) For a scalar fuchsian equation of order p having n singular
points the following equality holds
∑
D
j=p∑
j=1
β
j
i =
(n− 2)p(p− 1)
2
The problem of constructing Fuchsian system having a prescribed monodromy
is known as the Riemann-Hilbert problem. This work is based on the following
result of Krylov ([9]).
Statement 7 In the class of systems of second rank with a three singular points
the Rieman-Hilbert problem can be solved positively. In other words, there al-
ways exists a fuchsian system of rank 2 with three given singular points and any
prescribed monodromy.
That result was generalized later by Dekkers to an arbitrary number of
singularities.([3]).
1 GL(2,C) monodromy
1.1 Irreducible representations
Let χ be an irreducible GL(2,C)-representation and take Y – a fundamental
matrix realizing χ (such a matrix always exists, according to 7). We can think of
Y as a matrix representing Levelt’s basis at ai for some i.
Y (z) = Ui(z)z
AizEi detUi(ai) 6= 0
Consider
Y˜ =
(
0 1
1 0
)
U−1i (ai)Y
Evidently, Y˜ is a fundamental matrix of a fuchsian system with the same mon-
odromy and singularities. We will denote it by Y too.
Lemma 1.1 If χ is irreducible, then the elements of the first row of the matrix
Y (z), i.e. functions y1(z), y2(z), are linearly independent.
Proof: Suppose y1(z), y2(z) are dependent, this implies
y2(z) = ky1(z) (1)
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for some k. That leads to some relations for matrices Gai. Since from (1) we
have g∗i (y2) = kg
∗
i (y1) for all i, where g
∗
i is a monodromy operator corresponding
to loop around ai, then, for all Gai of the type
Gai =
(
αi βi
γi δi
)
we have
kαi + k
2γi = βi + kδi
Taking now
S =
(
k 0
1 1
)
, S−1 =
(
k−1 0
−k−1 1
)
and turning to the basis Y˜ = Y S, we get
G˜ai = S
−1GaiS =
(
αi − k−1βi k−1
0 δi − k−1βi
)
for any i. That contradicts to irreducibility of χ. 
So, let Y be a matrix representing a Levelt’s basis, such that
Y =
(
y1 y2
y3 y4
)
Ui(ai) =
(
0 1
1 0
)
We take its first line (y1, y2) as the basis of some scalar regular equation, and
we will show that this equation is exactly the Riemann equation. From the form
of Ui(ai) it follows that ϕai(y1) ≥ ϕ1ai . The exponents of the scalar equation at
points D are evidently estimated by the exponents of the system:
β˜1i ≥ β1i + 1, β˜2i = β2i
ℜβ˜kj ≥ ℜβkj , ℑβ˜kj = ℑβkj , j 6= i
Lemma 1.2 Let (y˜1, y˜2) be linearly independent and holomorphic on (C \ D) ele-
ments of a row of some fundamental matrix of a Fuchsian system with irreducible
monodromy χ. Suppose, that D consists of at most three points and the inequality∑
D(β˜
1
i + β˜
2
i ) ≥ 1, holds. Then∣∣∣∣∣∣
y y˜1 y˜2
y′ y˜′1 y˜
′
2
y′′ y˜′′1 y˜
′′
2
∣∣∣∣∣∣ · 1∣∣∣∣ y˜1 y˜2y˜′1 y˜′2
∣∣∣∣ = 0
is a scalar Fuchsian equation with singularities D and monodromy χ.
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Proof: The equation we study is a scalar regular equation, and hence, it is
Fuchsian equation. Suppose that zeros of the determinant give us some additional
singularities Dk. From the Fuch’s relation (statement 6) we have∑
D
(β˜1i + β˜
2
i ) +
∑
Dk
(β˜1i + β˜
2
i ) ≤ k + 1
One can see that the solutions are holomorphic at points Dk and therefore the
exponents at that points are nonnegative integers. Moreover the determinant
in denominator can equal to zero at some point if and only if there exists a
linear combination of y˜1, y˜2 having zero of at least second order at that point (the
columns of the determinant are dependent). So, for any point bi in Dk at least
one of the valuations, and hence one of the exponents is greater or equal to 2.
Then
1 + k ≥
∑
D
(β˜1i + β˜
2
i ) +
∑
Dk
(β˜1i + β˜
2
i ) ≥ 1 + 2k
That estimate is possible only if k = 0. That means that the scalar equation has
no additional singularities. 
Corollary 1.1 The equation constructed with y1, y2 as we have described is the
Riemann equation with the given irreducible monodromy.
Proof: From the form of y1, y2 it follows that the equation is Fuchsian. Following
the lemma it has exactly three singular points. So it is a Riemann equation. 
Corollary 1.2 The exponents of the constructed equation are related to the ex-
ponents of the initial system as follows:
β˜kj = β
k
j j 6= i
β˜1i = β
1
i + 1, β˜
2
i = β
2
i
So the main statement of this section is proved:
Theorem 1.1 Any irreducible representation of rank 2 with two generators can
be realized by the monodromy of a Riemann equation with given singular points.
1.2 Reducible representations
Since here we consider the representations defined by two 2×2, matrices we have
three cases to explore. These are diagonal, diagonalizible and non-diagonalizible
cases. The cases differ by the possibility to diagonalize simultaneously both, one
or none of the generator matrices.
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1.2.1 Diagonal monodromy
In this section we consider representations that can be reduced to Gi =
diag(αi, βi) for all i simultaneously. For such monodromy the following lemma
holds.
Lemma 1.3 If the monodromy of Riemann equation is diagonal, then at least
one of Gi is scalar (αi = βi for at least one i).
Proof: Suppose none of the matrices Gi is scalar and assume a3 = ∞, that
can be achieved by conformal transform of Riemann sphere. Since there are no
scalar monodromy matrix we can find two independent solutions and construct
the global Levelt’s basis:
u1(z) = (z − a1)β11 (z − a2)β12P1(z)
u2(z) = (z − a1)β21 (z − a2)β22P2(z)
Here β1i 6= β2i and P1, P2 are polynomials of degrees n1, n2, having no zeros
at a1, a2. As the monodromy at infinity has pairwise-distinct eigenvalues then we
have
β
j
3 = −βj1 − βj2 − nj
That follows from the fact that (u1, u2) is a global Levelt’s basis. Once again, we
note that if the monodromy eigenvalues of diagonal monodromy are different in
all points then any local Levelt’s basis is also a global Levelt’s basis. But from
the Fuchs relation (6) we have∑
D
(
β1i + β
2
i
)
= −n1 − n2 = 1
That contradicts to the fact that n1, n2 are non-negative. 
So, we can assume G3 = γ · I. Let y1, y2 be some solutions of a first order
Fuchsian equations having monodromy α1, α2, γ and α2, β2, γ:
y1 = (z − a1)λ1(z − a2)µ1(z − a3)ν
y2 = (z − a1)λ2(z − a2)µ2(z − a3)ν
such that λi + µi + νi = 0 (here we suppose that ∞ is a holomorphic point
of the equation). Such a choice is always possible because this sum is integer(
e2pii(λi+µi+γ) = αiβiγ = 1
)
, and the monodromy define all these numbers only
up to an integer. This is also the reason for assuming y1, y2 to be linearly in-
dependent. Take now y1, y2 as the basis of solution space of some linear equa-
tion. One can easily see that the exponents of that equation at a1, a2, a3 are
(λ1, λ2), (µ1, µ2), (ν + 1, ν). Indeed, as y1 and y2 are proportional to (z − a3)ν
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near z = a3, there exists their linear combination proportional to (z − a3)ν+1.
Now from the lemma 1.2 we obtain, that the constructed equation is a Riemann
equation. So the following result is established.
Theorem 1.2 Diagonal monodromy representation can be realised by a Riemann
equation iff one of the monodromy matrices is scalar.
1.2.2 Diagonalisible in a point monodromy
By diagonalisible at a point monodromy we mean the following representation:
χ : G1 =
(
g111 0
0 g122
)
, G2 =
(
g211 g
2
12
0 g222
)
, G3 =
(
g311 g
3
12
0 g322
)
Lemma 1.4 Let Y (z) be a fundamental matrix of a fuchsian system with mon-
odromy χ. Then the pairs (y11, y12) and (y21, y22) can not be linearly dependent
simultaneously.
Proof: Suppose k · y11 = y12 , y21 = l · y22. We have kl 6= 1 because of the linear
independence of columns of Y (z). Then in the basis
Y˜ = Y
(
1
1−kl
−k
1−kl−l
1−kl
1
1−kl
)
=
(
y˜1 0
0 y˜4
)
the fundamental matrix is diagonal, and hence the monodromy (global) is diag-
onal. But χ is not diagonal. So a simultaneous linear dependence is impossible.

Now let Y (z) be the fundamental matrix constructed in a Levelt’s basis at
the point with diagonal monodromy. We can that this point is a1. Consider
Y˜ =
(
0 1
1 0
)
U−11 (a1)Y
For Y˜ (z) we have
U1(a1) =
(
0 1
1 0
)
and either (y11, y12), or (y21, y22) are linearly independent. Considering an equa-
tion having independent pair as the basis of solution space, we see that this pair
is either Levelt’s basis of the equation at ai, or its transposition (Gi is diagonal).
So the conditions of lemma (1.2) hold, and the equation obtained is a Riemann
equation.
Theorem 1.3 Any reducible indecomposable representation diagonalasible at
least at one point admits realisation by the monodromy of a Riemann equation
with given singular points.
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1.2.3 Non-diagonalisible monodromy
In this section we deal with the monodromy of the following type
χ : G1 =
(
λ1 1
0 λ1
)
, G2 =
(
λ2 c
0 λ2
)
, G3 =
(
λ3 d
0 λ3
)
Consider a basis (y1, y2) of the solution space of a Riemann equation with the
monodromy of a given form. The basis (y1, y2) is a global Levelt’s basis. Indeed,
the only invariant subspace of the operator having the Jordan block matrix is
the line spanned by the first vector of Jordan basis. Hence all exponents of the
equation can be defined in that basis. One can note, that β1i is a logarithmic
residue of y1 at a point ai. The sum of all residues of y1 over CP
1 equals to zero
and consists of the sum of residues over D and non-negative sum over zeros of y1.
Therefore
∑
D β
1
i ≤ 0. As the basis in consideration is the Levelt’s basis then we
have ℜβ1i ≥ ℜβ2i . And so
∑
D (β
1
i + β
2
i ) ≤ 2
∑
D β
1
i ≤ 0 in contradiction to Fuchs
relation (6). We see that the assumption of the existing of the basis y1, y2 was
false.
Theorem 1.4 Any monodromy realisible by Riemann equation is diagonalizible
at least at one point.
2 SL(2,C) monodromy
It is known, ([6]) that any Riemann equation is completly defined by its divisor D
and the set of exponents βji . More precisely, for ∞ 6∈ D = {a1, a2, a3}, we have:
y′′ +
(∑
D
1− β1i − β2i
z − ai
)
y′ +
(∑
D
β1i β
2
i
z − ai ·
∏
j 6=i(ai − aj)∏
D(z − ai)
)
y = 0 (2)
for a Riemann equation having the exponents βji . If ∞ ∈ D then assuming a3 =
∞ we get
y′′ +
(∑
i=1,2
1− β1i − β2i
z − ai
)
y′ +
+
(
β11β
2
1(a1 − a2)
z − a1 +
β12β
2
2(a2 − a1)
z − a2 + β
1
3β
2
3
)
y
(z − a1)(z − a2) = 0 (3)
Definition 2.1 The Rieman-Sturm-Liouville equation is a Riemann equation
having no term with y′:
y′′ + q(z)y = 0
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From (2),(3) and the Fuchs relation on βji it follows that Riemann-Sturm-Liouville
equation has ∞ as one of its singular points. Let us discuss the monodromy of
such an equation. We have for i = 1, 2
1 = β1i + β
2
i = (ρ
1
i + ρ
2
i ) + (ϕ
1
i + ϕ
2
i )⇒ (ρ1i + ρ2i ) ∈ Z⇒ 1 = e2pii(ρ
1
i+ρ
2
i ) = detGi
So the monodromy of RSL equation lies in SL (2,C). There naturally arises the
question whether all possible SL monodromies of Riemann equation admit the
realization by RSL equation too.
Statement 2.1 The representation χ : pi1(C \ D)→ SL(2, C) admits the real-
ization by the RSL equation monodromy iff there exists a Riemann equation with
the same monodromy such that β1i + β
2
i = 1 for two of its singular points.
Proof: Suppose that at the points a1, a2 the sum of exponents equals to one. By
a conformal map of Riemann sphere one can move a3 to infinity. Following (3)
the resulting equation will be RSL equation. The converse is trivial. 
It remains to find out which of SL monodromies can be Realized by described
Riemann equation. As in Section 1 we will distinguish between different repre-
sentation classes.
2.1 Diagonal monodromy
First we realize the degenerate case. Set Gi = I for all i. To that end consider
y1 = (z − a1)2(z − a2)−1(z − a3)−1
y2 = (z − a1)−1(z − a2)2(z − a3)−1
As it was proved in 1.2.1, that is the basis of some Riemann equation’s solution
space. From the corollary 1.2 we have β1i + β
2
i = ϕ
1
i + ϕ
2
i = 1 for i = 1, 2. From
the statement 2.1. we obtain that this Riemann equation is in fact RSL equation.
Now, if not all Gi are unit matrices, then one can check that ρ
j
1+ρ
j
2+ρ
j
3 = 1 , j =
1, 2 holds. Here ρji are the normalized logarithms of the monodromy. Assuming
according to lemma 1.3, that G3 = ±I we choose y1, y2 in the following way:
y1 = (z − a1)k+ρ11 · (z − a2)−k+ρ12 · (z − a3)−1+ρ3
y2 = (z − a1)−k+ρ21 · (z − a2)k+ρ22 · (z − a3)−1+ρ3
As Gi 6= I at least in two points then we have β1i + β2i = ρ1i + ρ2i = 1. From
that follows it that the Riemann equation we constructed satisfy the conditions
of statement 1.2. Hence any diagonal monodromy with at least one of Gi’s being
scalar can be realized by Riemann-Sturm-Liuoville equation.
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2.2 Other representations
In this section we will need some additional facts from the Fuchs systems theory.
Consider a fuchsian system having no singular point at infinity. Such a system
has the coefficient matrix of the following form:
B(z) =
∑
D
Bi
z − ai ,
∑
Bi = 0
Lemma 2.1 Let Y be a fundamental matrix of fuchsian system Y˙ = B(z)Y con-
stucted in a Levelt’s basis at ai
Y = Ui(z)(z − ai)Ai(z − ai)Ei
Denote Li = limz→ai(z − ai)AiEi(z − ai)−Ai + Ai. Then
Bi = Ui(ai)LiU
−1
i (ai)
Proof: In a neighborhood of ai we have:
B(z) =
dY
dz
Y −1 =
(
dUi(z)
dz
U−1i (z) +
Ui(z)
(
Ai + (z − ai)AiEi(z − ai)−Ai
)
U−1i (z)
z − ai
)
That immediately proves the lemma. 
: If Ai is a scalar matrix, then Li = Ai + Ei
The main result this section is based on is the following lemma.
Lemma 2.2 ([2]) For any χ : pi1(C \ D → GL(2,C)) there exists a Fuchsian
system with a given monodromy such that ϕ1i = ϕ
2
i = 0 in at least in two points.
Proof: Suppose there exist two points with coincident valuations. For example,
ϕ11 = ϕ
2
1 = k and ϕ
1
2 = ϕ
2
2 = l holds for points a1, a2. In that case we turn from
the solution space X to
X ′ =
(
(z − a3)k+l
(z − a1)k(z − a2)l
)I
X =
(
(z−a3)k+l
(z−a1)k(z−a2)l 0
0 (z−a3)
k+l
(z−a1)k(z−a2)l
)
X
The latter is evidently a solution space of some fuchsian system with the same
monodromy and required valuations.
Now suppose that in at least two points (suppose again these are a1, a2) we
have ϕ1i − ϕ2i > 0. The following procedure will be applied. Turn at first to
X ′ = U−11 (a1)X
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and then to
X ′′ = Γ1(z)X =
(
z−a2
z−a1 0
0 1
)
X ′
From the form of U ′′1 (z) it follows that ϕ
1
1
′′
= ϕ11 − 1, ϕ21′′ = ϕ21. Let
U ′′2 (z) =
(
(z − a2)(a0 + ...) (z − a2)(b0 + ...)
c0 + ... d0 + ...
)
and assume a0 6= 0. Then taking
Γ2(z) =
(
1 0
− c0a−10
z−a2 1
)
we obtain
U ′′′2 (z) = Γ2(z)U
′′
2 (z) =
(
(z − a2)(a0 + ...) (z − a2)(b0 + ..)
(z − a2)(c1 − c0a1a−10 + ...) (a−10 detU ′2(a2) + ...)
)
Obviously here, ϕ1
′′′
1 = ϕ
1
1 − 1, ϕ1′′′2 = ϕ12 + 1. From the invariance of the sum
of exponents after all these transformations applied it follows that the resulting
system is also fuchsian. As Γi(z) is meromorphic and holomorphically invertible
over C \ D it follows that the monodromy is also preserved.
Now if a0 = 0, then according to statement 4 we have b0 6= 0. In a similar
way taking
Γ3(z) =
(
1 0
−d0b−10
z−a2 1
)
in a similar way we obtain ϕ1
′′′
1 = ϕ
1
1 − 1 ,ϕ1′′′2 = ϕ22 + 1. All other valuations do
not change.
Finally, after described procedure, the difference between ϕ1i and ϕ
2
i decreases
at least at one point. Applying this process until one of the differences becomes
zero, and realizing if necessary the same procedure for other residuary points we
get the already studied case where ϕ1i = ϕ
2
i , at least at two points. The lemma
is proved. 
The gauge transformations Γ2(z), Γ3(z) we applied are special cases of more
general A- and B-transformations constructed in [2].
Corollary: If χ is a non-diagonal SL-representation, then exists a fuchsian
system with a given monodromy representation and prescribed singularities D
such that Σi = β
1
i + β
2
i = 1 in at least two points.
Proof: Consider a system constructed in Lemma 2.2. For εi = ρ
1
i + ρ
2
i the
following three cases (up to permutation) have to be considered:
1. Σ1 = Σ2 = 1, Σ3 = −2 – this system is in the corollary conditions.
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2. Σ1 = 1,Σ2 = 0,Σ3 = −1 Turning to X ′ = Γ(z)X where Γ(z) =
(
z−a3
z−a2
)I
,
we get Σ′1 = Σ
′
3 = 1
3. Σ1 = Σ2 = Σ3 = 0 (that is ε1 = ε2 = ε3 = 0). We apply the following
gauge:
X ′ =
(
0 1
1 0
)
U−11 (ai)X
Here we assumed U1(z) to be holomorphicaly invertible part of the Levelt’s
decomposition of the Levelt’s basis (at a1) matrix Y (z). Assume the upper-
left element ui11(ai) of at least one of the matrices U
′
2(a2), U
′
3(a3) to be non-
zero. In this case we can apply the procedure of the lemma 2.2 in order
to increase one of the valuations, for example ϕ12, and decrease ϕ
1
2 getting
Σ′1 = −1, Σ′2 = 1, Σ′3 = 0. Thus the problem is reduced to the already
explored sutuation.
If ui11(ai) = 0 for any i we have
Ui(ai) =
(
0 b
c d
)
Bi = Ui(ai)LiU
−1
i (ai) =
(
0 b
c d
)(
0 λ
0 0
)( − d
bc
1
c
1
b
0
)
=
(
0 0
λc
b
0
)
and B(z) =
∑
Bi
z−ai is of the following form
B(z) =
(
0 0
f(z) 0
)
Such a system is reducible, and its monodromy is also reducible, because of
the existence of solution of the form y =
(
0
c
)
. That solution is invariant
under analytical continuation along any loop. So one can pose gi21 = 0 for
all i in the basis having y as the first basis vector. As it is proved in the
section devoted to GL(2,C) monodromy one of the monodromy matrices
Gi can be assumed being diagonal. And now we can decrease one of the
valuations at aj increasing one of them at ai. Since Gi is diagonal, then
the basis we obtained is either Levelt’s basis, or its transposition. In that
basis we have Σ1 = 0, Σ2 = −1, Σ3 = 1 – the case which already have been
considered. 
Now we are ready to prove the existence of Riemann equation with the mon-
odromy we are interested in and given exponents sum.
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Suppose χ is irreducible. There exists such a system, having χ as the mon-
odromy, that Σ1 = Σ2 = 1. Proceeding to the equation by increasing the valua-
tions at a3 we get according to corollary 1.2 the desired Riemann equation.
If χ is reducible then one of Gi can be considered diagonal, and one have to
increase the valuations exactly at that point. If that is G3 then in the way similar
to irreducible case we get the Riemann equation. If that is G2 then we increase
ϕ13 decreasing one of ϕ
j
2. More precisely we decrease ϕ
2
3 increasing one of ϕ
j
2 and
after that we diminish by 2 the exponents sum at a2 and enlarge it by 2 at a3
as in the first part of the lemma. After that, as the matrix G2 is diagonal, the
image of initial Levelt’s basis is either the Levelt’s basis of the resulting equation
or its transposition. In any case by the corollary 1.2 the sum of exponents both
at a1 and a2 is equal to one.
Theorem 2.1 Any SL(2,C) representation of the monodromy of Riemann equa-
tion can be realized by the monodromy of Riemann-Sturm-Liouville equation as
well.
One can note that in an important special case of hypergeometric equation
the condition for monodromy to be in SL(2,C) is especially simple. The hyper-
geometric equation
u′′ +
γ − (1 + α+ β)z
z(z − 1) u
′ − αβ
z(z − 1)u = 0
has the monodromy in SL(2,C) iff {γ, α+ β} ∈ Z.
3 SL(2,Z) monodromy of hypergeometric equa-
tion
It is evident that any SL(2,Z) monodromy realized by Riemann equation and
having eigenvalues equal to one for at least two monodromy matrices can be
realized by hypergeometric equation. One obtain it from that Riemann equation
by a conformal map of the Riemann sphere. There arises natural question, on
given hypergeometric equation, to define whether its monodromy is in SL(2,Z).
The obvious necessary condition is the belonging of the monodromy to SL(2,C)
. In terms of the coefficients of the equation it is {α+β, γ} ∈ Z. Let us elucidate
whether these conditions are sufficient. One can easily check that for reducible
monodromy representations this conditions are indeed sufficient. In fact any
reducible monodromy of a hypergeometric equation can be reduced to
G0 =
(
1 c
0 1
)
, G1 =
(
1 0
0 1
)
, G∞ = G
−1
1 G
−1
0
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After conjugation by S0 = diag(c
−1, 1) we have
G0 =
(
1 1
0 1
)
, G1 =
(
1 0
0 1
)
, G∞ = G
−1
1 G
−1
0
In irreducible case the further examination is required. Any irreducible SL
representation of a hypergeometric equation can be reduced to
G0 =
(
1 0
d 1
)
, G1 =
(
1 c
0 1
)
, G∞ = G
−1
1 G
−1
0 , c, d ∈ C
Conjugation by S1 = diag(d, 1) gives
G0 =
(
1 0
1 1
)
, G1 =
(
1 cd
0 1
)
, cd ∈ C
Now after conjugation by an arbitrary S2 ∈ SL(2,C) we obtain
G0 =
(
1 + µτ −µ2
τ 2 1− µτ
)
, G1 =
(
1− λνb λ2b
−ν2b 1 + λνb
)
, b = cd ∈ C
where
S2 =
(
λ µ
ν τ
)
One can see that the criterion of possibility to reduce the monodromy to SL(2,Z)
is the existence of the set {λ, µ, ν, τ} satisfying the following relations:
µ2, τ 2, µτ ∈ Z
λ2b, ν2b, λνb ∈ Z
λτ − µν = 1
If such a set exists, then
λ2τ 2b, µ2ν2b, λµντb ∈ Z⇒ (λ2τ 2 + µ2ν2 − 2λµντ)b = (λτ − µν)2b = b ∈ Z
One can note that b = trG∞−2 = e2piiα+e2piiβ−2. Therefore we get the following
statement
Statement 1 The hypergeometric equation monodromy belongs to SL(2,Z) if
and only if {γ, α+ β, e2piiα + e2piiβ} ∈ Z holds.
This conditions can be examinated in greater details. We have
e2piiα+e2piiβ = e2piiα(1+e2pii(α+β−2α)) = e2piiα+e−2piiα = e2piiβ+e−2piiβ = k, k ∈ Z
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And thus for x = e2piiα we get x+ x−1 = k. Together with (α+ β) ∈ Z that gives
e2piiα = k+
√
k2−4
2
, e2piiβ = k−
√
k2−4
2
Finally, the monodromy of hypergeometric equation lies in SL(2,Z) for the
following parameter’s values:
α =
1
2pii
ln
k ±√k2 − 4
2
, β = −α = 1
2pii
ln
k ∓√k2 − 4
2
, γ = l, k, l ∈ Z
The corresponding equation appears to have following form
u′′ +
l − z
z(z − 1)u
′ −
1
(2pi)2
(
ln k±
√
k2−4
2
)2
z(z − 1) u = 0
with any integer k, l.
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