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Abstract: The asymptotic efficiency, AREp,2, of the tests for multivariate
means θ ∈ Rd based on the p-means x p :=
(
1
d
∑d
j=1 |xj |
p
)1/p
(x ∈
R
d) relative to the standard 2-mean, (approximate) likelihood ratio test
(LRT), is considered for large dimensions d. It turns out that these p-
mean tests for p > 2 may greatly outperform the LRT while never being
significantly worse than the LRT. For instance, AREp,2 for p = 3 varies
from ≈ 0.96 to ∞, depending on the direction of the alternative mean
vector θ1, for the null hypothesis H0 : θ = 0. These results are based on a
complete characterization, under certain general and natural conditions, of
the varying pairs (n, θ1) for which the values of the power of the p-mean test
for θ = 0 and θ = θ1 tend, respectively, to prescribed values α and β such
that 0 < α < β < 1. The proofs use such classic results as the Berry-Esseen
bound in the central limit theorem and the conditions of convergence to
a given infinitely divisible distribution, as well as a recent result by the
author on the Schur2-concavity properties of Gaussian measures.
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1. Introduction
Testing for an unknown mean, say θ, of a multivariate distribution is a classic
statistical problem. It is common to assume that the underlying population dis-
tribution is normal. In this introductory section, let us focus on such a “normal”
case; at that, let us also assume that the population correlation matrix is the
identity matrix Id.
Suppose that one is to test a simple null hypothesis, H0 : θ = θ0, versus
the complementary alternative H1 : θ 6= θ0, where θ0 is a given vector in Rd.
Without loss of generality, θ0 = 0, the zero vector. Even when the dimension d
is 1, it is well known and easy to see that there is no uniformly most powerful
test.
A common way to deal with this problem is to consider the likelihood ratio
test (LRT) as a surrogate of the most powerful Neyman-Pearson test for two
simple hypotheses; the LRT will reject H0 if the Euclidean norm ‖X‖ of the
sample mean X is greater than a critical value c. It is easy to see that the
LRT will be uniformly most powerful among all spherically invariant tests (that
is, among all the tests invariant with respect to the group Od of all orthogonal
linear transformations of Rd); indeed, using the well-known representation of the
non-central χ2 distribution as a mixture of central ones, with greater numbers
of degrees of freedom, one can immediately verify the monotonicity of the ratio
of the density of ‖X‖ for any given θ 6= 0 to that density for θ = 0.
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Clearly, spherical invariance is a very strong restriction on the test, as it takes
all the directions in Rd as equally important or as equally unknown. In many
situations, typically when the dimension d is large, the unknown mean vector θ
may have only comparatively few large, dominant (in absolute value) coordinates
θj . For example, in a Fourier basis only a few coordinates may be of significance;
in other words, only a few harmonics in a Fourier decomposition of the unknown
“signal” θ may have significantly large amplitudes. So, one may want to consider
tests which perform especially well for “un-equalized” directions of the vector θ,
with comparatively few dominant |θ|j ’s – as opposed to “equalized” directions,
with all |θ|j ’s more or less of the same order of magnitude.
When it is not known which few of the many coordinates θj are dominant,
one may try to approximate the multivariate testing problem by one of a much
smaller dimension. Otherwise, when it is known which ones of the θj ’s may be
dominant, one may want to consider tests that are invariant with respect to
groups much smaller than the orthogonal group Od; cf. e.g. [5] and references
therein. One such natural group is the one generated by all permutations of the
coordinates θj and the d reflections θj 7→ −θj, changing just the sign of one of
the coordinates of θ while leaving the other coordinates intact; let us denote
this group of transformations by Gd; clearly, it is a subgroup of Od.
A natural family of Gd-invariant tests, depending on the parameter p, consists
of the tests that reject H0 when the (absolute) p-mean X p of X exceeds a
critical value c, where the p-mean of a vector θ is defined as
(
1
d
∑d
j=1 |θj |p
)1/p
.
For p = 2, the p-mean test is equivalent to the mentioned LRT. This definition
of the p-mean of a vector can be extended by continuity to all p ∈ [−∞,∞], so
that θ −∞ = minj |θj |, θ 0 =
∏
j |θj |1/d (the geometric mean of the |θj |’s),
and θ ∞ = maxj |θj |.
In this paper, we shall consider asymptotic efficiency of the p-mean tests
and, in particular, the Pitman asymptotic relative efficiency, AREp,2, of the p-
mean test relative to the LRT, that is, relative to the 2-mean test; the value
of AREp,2 depends on the prescribed (possibly asymptotic) values, α and β
(0 < α < β < 1), of the power function at the null value θ = 0 and at
the alternative value of θ, respectively. Clearly, AREp,2 may also depend on
the direction of the alternative vector θ; so, on most occasions we shall write
AREp,2,u in place of AREp,2, where u is the · 2-unit vector in the direction
of θ. It is also clear that AREp,2,u is Gp-invariant, that is, AREp,2,u is invariant
with respect to all permutations of the coordinates uj of u as well as to all sign
changes of the uj ’s.
A further and much less trivial property of AREp,2,u is what we shall re-
fer to as the Schur2-convexity/concavity; namely, AREp,2,u is Schur-convex
in (u21, . . . , u
2
d) for each p ∈ [2,∞] and Schur-concave in (u21, . . . , u2d) for each
p ∈ [−∞, 2]; see [11] and Theorem 2.12 in the present paper. Informally, the
Schur2-convexity/concavity means that, for each p ∈ [2,∞], the more “unequal-
ized” vector u one takes the greater AREp,2,u is; and for each p ∈ [−∞, 2] this
relation is reversed. Therefore, for each p ∈ [−∞,∞], the value of AREp,2,u for
any · 2-unit vector u lies between the values of AREp,2,u for the “completely
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equalized” · 2-unit vector 1 := (1, . . . , 1) ∈ Rd and that for the “maximally
unequalized” · 2-unit vector
√
d e1, where e1 := (1, 0, . . . , 0) ∈ Rd.
Of course, for d = 1 the p-mean is the same for all values of p. So, the least
nontrivial dimension is d = 2, in which case the possible values of AREp,2,u for
α = 0.05 and β = 0.95 are shown in the left half of Figure 1.
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Fig 1. On the left: the values of AREp,2,u for d = 2, α = 0.05, β = 0.95; on the right: the
values of AREp,2,u for d → ∞; the horizontal and vertical scales here are nonlinear, with
points (p,AREp,2,u) represented by points
(
ψ(p/4), ψ(AREp,2,u)
)
(shaded), where ψ(x) :=
2x/(2|x|+ 3), so that ψ(x) increases from −1 to 0 to 1 as x increases from −∞ to 0 to ∞.
The values of AREp,2,u for the “completely equalized” directions u are represented by the
red curve; for the “maximally unequalized” u, by the blue curve for d = 2 and by the two
horizontal blue lines for d→∞.
Note that for d = 2 and any given nonzero vector u ∈ R2 one has ARE∞,2,u =
ARE1,2,Rpi/4u, where R
π/4 is the operator of rotation through the angle pi/4; this
follows because B21 =
√
2Rπ/4B2∞, where B
2
p stands for the · p-unit ball in
R
2; however, this symmetry appears to be lost for any d > 2. Going back to
d = 2, one has ARE1,2,(1,1) = ARE∞,2,(√2,0) = 1.0317 . . . , again for α = 0.05
and β = 0.95. It thus appears that, for such d, α, and β, the p-mean test
can at best outperform the LRT by about 3.2%, which happens for p = ∞
and “maximally unequalized” directions as well as for p = 1 and “completely
equalized” directions.
One may further ask in which directions u the p-mean test outperforms the
LRT test, in the sense that AREp,2,u > 1. It appears (at least for d = 2) that for
each u there is some p such that AREp,2,u > 1. Indeed, the left half of Figure 2
suggests that (again for d = 2, α = 0.05, and β = 0.95) in nearly all directions
u either ARE2.1,2,u > 1 or ARE1.9,2,u > 1.
However, at that the improvement in performance is small: ARE2.1,2,(
√
2,0) =
1.00429 . . . and ARE1.9,2,(1,1) = 1.00459 . . . . Recall also that the maximum
improvement
(
for d = 2, α = 0.05, and β = 0.95, over all directions u and all
p
)
of the p-mean tests over the LRT test appears to be less than 3.2%.
The matter is quite different for large d, as shown in the right half of Figure 1.
As one can see, for each p ∈ [−∞, 2) all possible values of AREp,2,u
(
for d→∞,
when the dependence of AREp,2,u on α and β disappears
)
are less than 1,
for all directions u of the alternative vector θ; that is, for any p ∈ [−∞, 2)
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p=2.1, q=1.9 p=3, q=1
Fig 2. The sectors of directions u for d = 2 where AREp,2,u > 1 (darker gray) and
AREq,2,u > 1 (lighter gray); in each of the 8 narrow white sectors, one has AREp,2,u 6 1
and AREq,2,u 6 1.
the 2-mean, LRT test is always asymptotically better than the p-mean test.
However, for each p ∈ (2,∞] values of AREp,2,u can be arbitrarily large if the
vector u is sufficiently unequalized. For instance, for p = 3 the possible values
of AREp,2,u range from ≈ 0.96 to ∞. This suggests that (say) the 3-mean test
should generally be preferred to the 2-mean test – especially, when the direction
of the alternative vector θ is unknown or, even more so, when the direction
of θ is known to be far from equalized. One can say that the 3-mean test is
much more robust than the LRT with respect to a few large coordinates of an
alternative mean vector θ, while the asymptotic efficiency of the 3-mean test
relative to the LRT never falls below ≈ 96%. Theorem 2.14 shows that for each
∈ (2,∞) there is a “phase transition” phenomenon for AREp,2,u depending on
the direction of u; namely, AREp,2,u equals either ∞ or a certain finite positive
number ap depending on whether the p-mean u p is much greater or much less
than d(p−2)/(4p); a similar “phase transition” takes placed for p ∈ (− 12 , 2). As
seen from the right panel of Figure 1, another “phase transition”, in p, occurs at
p = 2; it would be interesting to study this latter phenomenon further, letting
p go to 2 while d tends to ∞.
In contrast with the just discussed behavior of the ARE with fixed p, α, β
and d→∞, it was shown in [11] that AREp,2,u does not exceed 1 for any fixed
d, p,u when α→ 0, β → 1 – that is, when both types of error probabilities tend
to 0. Thus, it would also be of interest to study the ARE when d → ∞ and
α→ 0, β → 1.
In this paper, we shall assume that d → ∞, which represents an interesting
case and allows for an informative theory. A simple but key observation is that,
say for p ∈ (0,∞), one has Pθ( X p > c) = Pθ(
∑d
1 |Zj+θj
√
n|p > cp), where the
Zj’s are independent standard normal random variables (r.v.’s). so that one has
to deal with the distribution of the sum
∑d
1 |Zj + θj
√
n|p of independent r.v.’s
|Zj + θj
√
n|p. If, after appropriate re-centering and/or re-scaling, these r.v.’s
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are uniformly asymptotically negligible and also satisfy certain other conditions,
then, by a well-known theorem, the distribution of the sum
∑d
1 |Zj+θj
√
n|p can
be approximated by an infinitely divisible distribution. Fortunately, it turns out
that the just mentioned conditions for such an approximation to hold will be
satisfied whenever c and θ vary (with d→∞) in such a way that the conditions
P0( X p > c) → α and Pθ( X p > c) → β on the power function of the test
are fulfilled; the proof of this relies in part on the fact that the probability
Ptu( X p > c) is increasing in t > 0 for each u. Moreover, for p ∈ (0,∞) the
limit infinitely divisible distribution is simply normal. The cases p = 0 and
p ∈ (−∞, 0) can be treated similarly. However, for each p ∈ (−∞,− 12 ) the limit
distribution is, not normal, but a stable distribution with exponent − 1p ∈ (0, 2).
As for the cases p = ±∞, they are in a sense more elementary, because then the
distribution of X p can be easily expressed in terms of the standard normal
distribution.
The assumption of normality of the population distribution was made in this
introductory section only to simply the discussion. In fact, in the paper we shall
consider a more general case of independent identically distributed observations
Xi; moreover, the results will hold for non-identically distributed observations,
as long as one has a convergence to normality, in a certain sense.
The paper is organized as follows. In Section 2, we state the necessary defi-
nitions and the main theorems, as well as a number of propositions, which com-
plement the definitions and theorems presented there. In Section 3, we state a
number of key propositions, from which the theorems stated in Section 2 follow;
these propositions may be of independent interest. The proofs of the proposi-
tions stated in Section 3 are deferred to Sections 5 and 6, which are preceded by
Section 4, where a number of lemmas are stated, to be used in Sections 5 and
6. Finally, in Section 7, we prove the mentioned lemmas. This natural tree-like
structure allows us to present the ideas, big and small, each in its own place.
Note also that the propositions in Section 2 complement the definitions and
theorems presented there, while the propositions in Section 3 are what these
theorems immediately follow from.
2. Statements and discussion of results
2.1. Observation data and hypotheses
For each natural d, letX(d),X
(d)
1 ,X
(d)
2 , . . . be independent identically distributed
random vectors in Rd, with a distribution indexed by the unknown mean vector
θ of X(d); let Eθ and Pθ denote the corresponding expectation and probability
functionals, so that EθX
(d) = θ for all θ ∈ Rd. Suppose that for any given d
and θ the covariance matrix
Σd(θ) := Covθ X
(d)
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is finite, nonsingular, and continuous in θ in a neighborhood Vd of the zero
vector 0 = 0d in R
d. Suppose also that
ρ3(d) := sup
θ∈Vd
Eθ ‖Σd(θ)−1/2(X(d) − θ)‖3 <∞; (2.1)
here and in what follows, ‖ · ‖ denotes the usual Euclidean norm in Rd, so
that ‖v‖ =
√∑
v2j for any v ∈ Rd; unless specified otherwise, the summation
sign
∑
will stand for
∑d
j=1; for vectors s,u,v, . . . in R
d, we let sj , uj, vj , . . .
(j = 1, . . . , d) denote their respective coordinates.
Consider testing the hypothesis H0 : θ = 0 versus the alternative H1 : θ 6= 0,
based on the statistic Σd(0)
−1/2X(d)n , where X
(d)
n :=
1
n
∑n
i=1X
(d)
i . At that,
Σd(0) is supposed to be known. Moreover, let us assume that
Σd(0) = Id, (2.2)
the d × d identity matrix; this assumption does not diminish generality, since
one may replace X
(d)
i by Σd(0)
−1/2X(d)i .
In fact, the results will hold for non-identically distributed observations, as
long as one has a convergence to normality; cf. Subsection 2.3 below. For very
large n, one may also remove the requirement that the covariance matrix Σd(θ)
be known; cf. [3, 13].
2.2. p-means tests
Consider then tests of the form
δn,p := δn,p,c := I
{√
n X
(d)
n p > c
}
, (2.3)
where I{·} denotes the indicator function, c ∈ R, p ∈ [−∞,∞], and s p is the
p-mean of a vector s ∈ Rd defined as follows. For any p ∈ (−∞,∞) \ {0}, let
s p :=
(1
d
d∑
j=1
|sj |p
)1/p
; (2.4)
at that, if p ∈ (−∞, 0), use the continuity conventions 0p :=∞ and ∞1/p := 0,
so that s p = 0 if p ∈ (−∞, 0) and at least one of the sj ’s is 0. As usual, extend
definition (2.4) by continuity to all p ∈ [−∞,∞], so that
s −∞ =
d
min
j=1
|sj |, s 0 =
d∏
j=1
|sj |1/d, s ∞ = dmax
j=1
|sj |. (2.5)
For p ∈ [1,∞], the function · p is a norm, which differs from the more usual
p-norm ‖ · ‖p by the factor 1d1/p ; this factor is needed in order that s p → s 0
as p→ 0.
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For any p ∈ [−∞,∞], let us say that a vector u ∈ Rd is · 2-unit if u p = 1.
Note that the vector 1 := 1d := (1, . . . , 1) ∈ Rd is · 2-unit for every p ∈
[−∞,∞], and so are all vectors u ∈ {−1, 1}d. Let us refer to any vector in
the direction of a vector u ∈ {−1, 1}d as (perfectly) equalized. Informally, let
us say that a vector v ∈ Rd is (well enough) equalized if the |vj |’s are mainly
of the same order of magnitude; otherwise – if there are comparatively few
(as compared with d) dominating |vj |’s, let us say that the vector v is (too)
unequalized.
2.3. Normal admissibility (NA)
Let θ1 denote a nonzero vector in R
d, so that θ1 represents a possible mean
vector compatible with the alternative hypothesis H1. Note that θ1 must be
varying with d, even if for no reason other than that θ1 is in R
d. The dimension
d may be considered an attribute (that is, a function) of θ1, and thus one may
write d = dim θ1. The sample size n and the critical value c will also be allowed
to vary, all together with d and θ1, whereby one has a triple (n, θ1, c), varying
with d.
Definition 2.1. For any given p ∈ [−∞,∞], let us say that a varying pair
(n, θ1) is p-normally admissible (p-NA) if
d = dim θ1 →∞
and X
(d)
n is asymptotically normal in the sense that
sup
c∈R
∣∣∣Pθ ( √nX(d)n p 6 c)− P ( Z+√nθ p 6 c)∣∣∣ −→ 0 (2.6)
for θ = 0 and for θ = θ1, where
Z = Z(d) = (Z1, . . . , Zd) ∼ N(0, Id), (2.7)
a standard normal random vector in Rd.
Further, let us say that a varying triple (np, n2, θ1) is (p, 2)-NA if the pair
(np, θ1) is p-NA and the pair (n2, θ1) is 2-NA.
The following proposition implies that, for a varying pair (n, θ1) to be p-NA,
usually it is sufficient that n → ∞ fast enough as d grows to ∞ while θ1 stays
close enough to 0.
Proposition 2.2. For each p ∈ [−∞,∞], there exist some functions N ∋ d 7→
np(d) and N ∋ d 7→ θp(d)
(
which depend on the functions d 7→ Vd, (d, θ) 7→
Σd(θ), and d 7→ ρ3(d)
)
, such that (i) θp(d) > 0 for all natural d and (ii) all
varying pairs (n, θ1) with d = dimθ1 → ∞, n > np(d), and ‖θ1‖ 6 θp(d) are
p-NA.
The necessary proofs are deferred to Sections 3–7.
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The condition that the random vectors X
(d)
i be i.i.d. is assumed in this pa-
per only to simplify the presentation. Indeed, this condition is only used in the
proof of Proposition 2.2, which is based on a Berry-Esseen type bound [3, Corol-
lary 15.3], which allows the distributions of the random vectors X
(d)
i to differ
to a certain extent.
2.4. Asymptotically sufficient (AS) pairs and triples
We shall consider the asymptotic efficiency of the tests δn,p for all values of
p ∈ [−∞,∞] relative to δn,2, which is the likelihood ratio text (LRT) in the
case when the observations X
(d)
i are d-variate normal. We shall be working
under the assumption that
d→∞. (2.8)
Take any α and β such that
0 < α < β < 1. (2.9)
Unless specified otherwise, in what follows we shall always assume conditions
(2.8) and (2.9) to hold and consider α and β to be fixed. These values, α and
β, will be the (approximate) target values of the power function of the tests
δn,p at the values of θ equal θ0 := 0 and θ1 6= 0, respectively. Given p, α, β,
and θ1, the efficiency of the test can be measured, as usual, by the necessary
sample size n. Thus, one comes to the notion of a p-asymptotically sufficient
pair (n, θ1). Moreover, when comparing the tests δn,p to the tests δn,2 for the
same alternative mean vector θ1, it is natural to combine a p-asymptotically
sufficient pair (np, θ1) and a 2-asymptotically sufficient pair (n2, θ1) into a p-
asymptotically sufficient triple (np, n2, θ1), as was done in Definition 2.1 for
p-NA pairs and triples.
Definition 2.3. Take any p ∈ [−∞,∞]. Say that a varying pair (n, θ1) is p-
weakly asymptotically sufficient (p-weakly-AS) if, for some varying (with d, n,
and θ1) critical value c, one has
E0 δn,p,c → α and Eθ1 δn,p,c → β. (2.10)
Next, say that (n, θ1) is p-strongly-AS if, for any varying c such that E0 δn,p,c →
α one has Eθ1 δn,p,c → β. Further, say that a varying triple (np, n2, θ1) is (p, 2)-
weakly-AS if the pair (n2, θ1) is 2-weakly-AS and the pair (np, θ1) is p-weakly-
AS; similarly defined is a (p, 2)-strongly-AS triple (np, n2, θ1).
An important fact is given by
Proposition 2.4. Any p-NA pair (n, θ1) is p-strongly-AS if and only if it is
p-weakly-AS. Therefore, any (p, 2)-NA triple (np, n2, θ1) is (p, 2)-strongly-AS if
and only if it is (p, 2)-weakly-AS.
By virtue of this proposition, which appears nontrivial, we shall be simply
referring to p-NAAS pairs
(
that is, pairs (n, θ1) that are p-NA and p-AS
)
, as
well as to (p, 2)-NAAS triples, at that omitting the adjectives “weakly” and
“strongly”.
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2.5. Description of p-NAAS pairs and triples
We shall provide an explicit and complete characterization of all the p-NA pairs
(n, θ1) that are p-AS. Toward this end, we need to introduce the terms in which
such pairs will be described.
First here, recall that a probability distribution on R is infinitely divisible if
and only if its characteristic function is of the form
u 7−→ exp
(
ibu− 12au2 +
∫
R
(
eiux − 1− iux I{|x| 6 1}) ν(dx)), (2.11)
where b ∈ R, a ∈ [0,∞), and ν is a nonnegative Borel measure on R such
that ν({0}) = 0 and ∫
R
(1 ∧ x2) ν(dx) < ∞. The measure ν is called the Le´vy
measure and the objects a, b, ν are called the characteristics of the infinitely
divisible distribution or, equivalently, of any r.v. with this distribution. See e.g.
[8, Corollary 15.8].
Definition 2.5. For each p ∈ (−∞,− 12 ), let ζp,b denote any r.v. with the
infinitely divisible distribution with characteristics a = 0, b ∈ R, and ν =
√
2
π νp,
where
νp(dx) := − 1p x−1+1/p I{x > 0} dx.
Remark. For each p ∈ (−∞,− 12 ), such a r.v. ζp,b is stable with index− 1p ∈ (0, 2);
see e.g. [7, Theorem 2.2.1]. In particular, it follows that the support of the
distribution of ζp,b is connected; see e.g. [7, Theorem 2.3.1, and Remark 1 on
page 49]. So, the distribution function (d.f.) – which we shall denote by Φp,b – of
the r.v. ζp,b, is continuous and strictly increasing from 0 to 1 on the connected
support of the distribution of ζp,b. Thus, the quantiles Φ
−1
p,b(α) and Φ
−1
p,b(β) are
well, and uniquely, defined.
Let
Z ∼ N(0, 1);
as usual, let Φ and ϕ denote, respectively, the d.f. and the density function of
N(0, 1). Further, consider the moments
λp(s) := E |Z + s|p, λp,m(s) := E
∣∣|Z + s|p − λp(s)∣∣m; (2.12)
note that λp(s) < ∞ for all p ∈ (−1,∞) and s ∈ R, and λp,m(s) < ∞ for all
m > 0, p ∈ (−1/m,∞), and s ∈ R. Also let
λ˜(s) := E ln |Z + s|, λ˜m(s) := E
∣∣ ln |Z + s| − λ˜(s)∣∣m,
µ˜d(s) := E
(|Z + s|−1 ∧ d), (2.13)
λ∞(s) := λ∞;d(s) := λ∞;d,α(s) := − lnP(|Z + s| 6 cd,α), (2.14)
cd,α :=
√
2 ln
(
− d√
pi ln d
1
ln(1 − α)
)
. (2.15)
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For arbitrary expressions a and b which may depend on p, d, the distri-
bution of Xd, and other variables, notation a = O(b) will mean that b > 0
and lim sup |a|b < ∞; alternatively, in other contexts a = O(b) may also mean
|a| 6 Cb for some positive real C that is constant over the specified tuple of vari-
ables. Oftentimes, it will be more convenient for us to write the relation a = O(b)
in a parentheses-free form, as a <⌢ b or, equivalently, b >⌢ a. We shall also use
the following notations: a ≈ b if b = a+o(1); a ∼ b if b = a(1+o(1)); a << b or,
equivalently, b >> a if |a| = o(b). The term “eventually” will, informally, mean
“when the limit transition process is close enough to the limit”; formally, the
limit transition process can for instance be represented by a filter [4] of subsets
of the set of all the tuples; the term “eventually” can be then understood as
“for all the tuples in some set belonging to the filter”. In a somewhat restricted
sense, one may think of all the variables under considerations as indexed by the
dimension d, with d→∞; then “eventually” can be understood simply as “for
all large enough d”.
(
It is hoped that there will not be any confusion with the
other kind of use of the symbol ∼, as e.g. in (2.7), where it means “has the
following distribution”.
)
Now we are ready to state the central result of this subsection and, perhaps,
the entire paper.
Theorem 2.6. For each p ∈ [−∞,∞], a varying p-NA pair (n, θ1) is p-AS if
and only if the vector s :=
√
nθ1 satisfies the relation
d∑
j=1
fp(sj) ∼ Kα,β;p κp(d), (2.16)
where fp(s), κp(d), and Kα,β;p are given, depending on p, by the table
p fp(s) κp(d) Kα,β;p
= −∞ e−s2/2 d lnβ / lnα
∈ (−∞,−1) e−s2/2 d [Φ−1p,bp(β)/Φ−1p,bp(α)]1/p
= −1 µ˜d(0)− µ˜d(s) d Φ−1−1,−√2/π(β) − Φ
−1
−1,−
√
2/π
(α)
∈ (−1,− 12 ) λp(0)− λp(s) d|p| Φ−1p,bp(β) − Φ−1p,bp(α)
= − 12 λ− 12 (0)− λ− 12 (s) (d ln d)1/2 [Φ−1(β) − Φ−1(α)] (2/pi)1/4
∈ (− 12 , 0) λp(0)− λp(s) d1/2 [Φ−1(β) − Φ−1(α)]
√
λp,2(0)
= 0 λ˜(s)− λ˜(0) d1/2 [Φ−1(β) − Φ−1(α)]
√
λ˜2(0)
∈ (0,∞) λp(s)− λp(0) d1/2 [Φ−1(β) − Φ−1(α)]
√
λp,2(0)
=∞ λ∞(s)− λ∞(0) 1 ln(1− α)− ln(1− β)
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with
bp :=


−
√
2/pi
p+ 1
if p ∈ (−∞,− 12 ) \ {−1},
−
√
2/pi if p = −1.
(2.17)
Note that fp(s) depends on d only if p = −1 or p =∞ (in which latter case,
it depends also on α).
The next proposition addresses the question of existence of p-NAAS triples.
Proposition 2.7.
(I) For any p ∈ [−∞,∞], there exists a varying pair (n, c) such that the
relation E0 δn,p,c → α in (2.10) holds and at that (2.6) holds for θ = 0.
(II) For any p ∈ [0,∞] and any varying · 2-unit vector u, there exists a
(p, 2)-NAAS varying triple (np, n2, θ1) with θ1 in the direction of u.
(III) Take any p ∈ [−∞, 0). Take any varying · 2-unit vector u and let
d0(u) :=
∑
I{uj = 0}. (2.18)
Then the following five statements are equivalent to each other:
(a) there is a (p, 2)-NAAS varying triple (np, n2, θ1) with θ1 in the di-
rection of u;
(b) for some varying c and some p-NA varying pair (n, θ1) with θ1 in
the direction of u such that E0 δn,p,c → α, one has limEθ1 δn,p,c > β;
(c) for any varying c and some p-NA varying pair (n, θ1) with θ1 in the
direction of u such that E0 δn,p,c → α, one has limEθ1 δn,p,c > β;
(d)
inf
t∈[0,∞)
∑
fp(tuj) 6 (Kp + o(1))κp(d) if p ∈ [−∞, 1),
sup
t∈[0,∞)
∑
fp(tuj) > (Kp − o(1))κp(d) if p ∈ [−1, 0);
(e)
d0(u) 6


(Kp + o(1))d if p ∈ [−∞,−1),
d− (√π2 K−1 − o(1)) dln d if p = −1,
d− ( Kpλp(0) − o(1))d|p|∨ 12 if p ∈ (−1, 0) \ {− 12},
d− ( K−1/2λ−1/2(0) − o(1))(d ln d) 12 if p = − 12 .
Remark 2.8. In view of Proposition 2.2, statement (III) of Proposition 2.7 im-
plies that the tests δn,p,c – for p ∈ [−∞, 0) and directions u with too many zero
coordinates uj – lack the necessary power even for arbitrarily large sample sizes
n.
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Remark 2.9. From the proof of Theorem 2.6 – see e.g. (5.29), one can can easily
obtain critical values c for the size of E0 δn,p,c of the test δn,p,c defined in (2.3)
to approximately equal the prescribed value α. For instance, if p ∈ (0,∞), then
an approximate-size-α test is the indicator of the inequality
X
(d)
n
p
p > E |Z|p + 1√d Φ
−1(1− α)
√
Var(|Z|p).
Also, from the proof or from the statement of Theorem 2.6, it is easy to obtain
an approximate expression for the power of the test; for instance, solving (2.16)
for β when p ∈ (0,∞), one has
β ≈ Φ
(
Φ−1(α) +
1√
d Var(|Z|p)
d∑
j=1
(
E |Z + θ1,j
√
n |p − E |Z|p)),
where the θ1,j ’s are the coordinates of the alternative vector θ1.
2.6. Asymptotic relative efficiency (ARE) of the p-mean tests
In this subsection we shall describe the asymptotic relative efficiency (ARE) of
the p-mean tests, relative to the corresponding 2-mean tests.
Definition 2.10. For any given p ∈ [−∞,∞] and any given varying · 2-unit
vector u, let
AREp,2 := AREp,2,u := AREp,2,u(α, β) := lim
n2
np
provided that this limit exists, and is the same, for all (p, 2)-NAAS varying
triples (np, n2, θ1) with θ1 in the direction of u; at that, let us allow the value
∞ for this limit, and hence for AREp,2. As Proposition 2.7 shows, for p ∈ [−∞, 0)
and varying · 2-unit vectors u with too many zero coordinates uj , there are no
(p, 2)-NAAS varying triples (np, n2, θ1) with θ1 in the direction of u; for such
u, in view of Remark 2.8, we may and shall set AREp,2 := 0.
To simplify writing, we allow the same symbol u to denote sometimes a
particular, “fixed” vector in Rd and, in other contexts, a “varying vector”, that
is, a function (of d and/or other, possibly “hidden” parameters), yet hoping to
avoid confusion. Let us emphasize that, in the notation AREp,2,u, the symbol
u denotes such a function, so that the value of AREp,2,u depends on this entire
vector function u rather than on a particular vector value of the function; thus,
AREp,2,u can be thought of as a constant, while thinking of the given function
u as a “varying vector”.
Note that Definitions 2.3 and 2.10 are generally in accordance with [10].
To describe AREp,2,u, we need more definitions.
Let
ap :=


|p|Γ(p+12 )√
2
√
Γ(12 ) Γ(p+
1
2 )− Γ(p+12 )2
if p ∈ (− 12 , 0) ∪ (0,∞),
2
π if p = 0.
(2.19)
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Note that ap is well defined – because the Gamma function is strictly log-convex
and hence Γ(12 ) Γ(p+
1
2 )−Γ(p+12 )2 > 0 for all p ∈ (− 12 ,∞) \ {0}. The following
proposition establishes the main properties of ap and, in particular, allows one
to extend the above definition of ap to all p ∈ [−∞,∞].
Proposition 2.11. One has
ap ∈ (0, 1) (2.20)
for all p ∈ (− 12 ,∞) \ {2}. Moreover, a2 = 1 and ap is continuous at p = 0
(
and
hence real-analytic in p ∈ (− 12 ,∞)
)
. Also, a− 1
2
+ = a∞− = 0; accordingly, let us
define the values a− 1
2
and a∞ as 0. Moreover, let ap := 0 for p ∈ [−∞,− 12 ).
Next, recall that for any E ⊆ Rd a function f : E → [0,∞] is referred to as
Schur-concave if it reverses the Schur majorization : for any u and v in E such
that u  v, one has f(u) 6 f(v); replacing here the inequality f(u) 6 f(v) by
f(u) > f(v), one obtains the definition of a Schur-convex function.
Recall also the definition of the Schur majorizarion: u  v (or, equivalently,
v  u) means that u1+· · ·+ud = v1+· · ·+vd and u[1]+· · ·+u[j] > v[1]+· · ·+v[j]
for all j ∈ {1, . . . , d}, where u[1], . . . , u[d] are the ordered numbers u1, . . . , ud,
from the largest to the smallest.
Let us say that a Lebesgue-measurable function f : Rd → [0,∞] is Schur2-
concave if f(v) = f(v1, . . . , vd) is Schur-concave in (v
2
1 , . . . , v
2
d), that is, if there
exists a Schur-concave function g : [0,∞)d → [0,∞] such that f(v1, . . . , vd) =
g(v21 , . . . , v
2
d) for all (v1, . . . , vd) ∈ Rd; replacing here all entries of “concave” by
“convex”, one obtains the definition of a Schur2-convex function.
For brevity, let v2 := (v21 , . . . , v
2
d) for any v = (v1, . . . , vd) ∈ Rd.
Let us then say that a set A ⊆ Rd is Schur2-convex if its indicator function
is Schur2-concave; that is, if the conditions v ∈ A, w ∈ Rd, and w2  v2
imply w ∈ A. Similarly, one defines Schur2-concave sets; thus, a set A ⊆ Rd is
Schur2-concave if and only if its complement to Rd is Schur2-convex.
Note that
12  u2  (√d e1)2
for any · 2-unit vector u ∈ Rd, where
1 := 1d := (1, . . . , 1) ∈ Rd and e1 := ed,1 := (1, 0, . . . , 0) ∈ Rd.
Theorem 2.12. In a certain sense, AREp,2,u is Schur
2-concave or Schur2-
convex in u depending on whether p ∈ [−∞, 2] or p ∈ [2,∞]. Namely, take any
p ∈ [−∞,∞] and let u and v be any two varying · 2-unit vectors such that
u2  v2 and at that AREp,2,u and AREp,2,v exist; then AREp,2,u > AREp,2,v
if p ∈ [−∞, 2] and AREp,2,u 6 AREp,2,v if p ∈ [2,∞].
Definition 2.13. For any vector v ∈ Rd and p ∈ (− 12 , 2), let
v p,2 := inf
{
v ∈ (0,∞) :
∑
j
gp(
vj
v ) 6 Kp d
1/2
}
, (2.21)
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where
gp(s) :=


fp(s) if p ∈ (− 12 , 0),
s2
e2 I{|s| 6 e}+ ln |s| I{|s| > e} if p = 0,
s2 ∧ |s|p if p ∈ (0, 2),
(2.22)
with fp(s) and
Kp := Kα,β;p
as in the table in Theorem 2.6.
Note that the set
{
v ∈ (0,∞) : ∑ gp(vjv ) 6 Kp d1/2} is non-empty for any
choices of v ∈ Rd, p ∈ (− 12 , 2), and d ∈ N, because gp is continuous and
gp(0) = 0. If the function gp were convex
(
which it is not, for any p ∈ (− 12 , 2)
)
,
then · p,2 would be a so-called Orlicz norm. However, the function · p,2 is
positive-homogeneous: tv p,2 = |t| v p,2 for all v ∈ Rd, t ∈ R, and p ∈ (− 12 , 2).
Theorem 2.14. For any p ∈ [−∞,∞] and any varying · 2-unit vector u,
AREp,2,u


= 0 if p ∈ [−∞,− 12 ];
= 0 if p ∈ (− 12 , 2) and u p,2 << d1/4;
∈ (0, ap] if p ∈ (− 12 , 2) and u p,2 >⌢ d1/4;
= ap if p ∈ (− 12 , 2) and u = 1;
= 1 if p = 2;
= ap if p ∈ (2,∞) and u p << d(p−2)/(4p);
=∞ if p ∈ (2,∞) and u p >> d(p−2)/(4p);
= 0 if p =∞ and u ∞ << d1/4
√
ln d;
=∞ if p =∞ and u ∞ >> d1/4
√
ln d.
(2.23)
At that, line 3 of (2.23) should be understood as follows: if for a given varying
· 2-unit vector u the value AREp,2,u exists in [0,∞], it is in fact in (0, ap]; the
other lines of (2.23) should be understood in the sense that AREp,2,u exists and
equals the specified value – for any · 2-unit vector u specified in the given line(
or, as in lines 1 and 5 of (2.23), for any varying · 2-unit vector u whatsoever
)
.
Note that line 5 of (2.23) is not quite trivial – since for p = 2 there exist
(p, 2)-AS varying triples (np, n2, θ1) with np 6= n2.
As for line 3 of (2.23), it is rather unlike any of the other lines there. In
particular, one may wonder: would it be true that AREp,2,u = ap if p ∈ (− 12 , 2)
and u p,2 >> d
1/4? However, for any given p ∈ (− 12 , 2), there is no · 2-unit
vector u such that u p,2 >> d
1/4. In fact, one has
Proposition 2.15.
(I) For each p ∈ (− 12 , 2) and each d ∈ N, the function Rd ∋ u 7→ u p,2 is
Schur2-concave.
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(II) Therefore, for each p ∈ (− 12 , 2) and all large enough d, the values of u p,2
for · 2-unit vectors u range as follows:
max
{
u p,2 : u 2 = 1
}
= 1 p,2 ≍ d1/4; (2.24)
min
{
u p,2 : u 2 = 1
}
=
√
de1 p,2


= 0 if p ∈ (− 12 , 0),
= e−C
√
d if p = 0,
≍ d(p−1)/(2p) if p ∈ (0, 2),
(2.25)
for some varying C = C(d) ≍ 1.
(III) For each p ∈ [2,∞] and each d ∈ N, the function Rd ∋ u 7→ u p is
Schur2-convex.
(IV) Therefore, for each p ∈ [2,∞] and each d ∈ N, the values of u p for
· 2-unit vectors u range from 1 p = 1 to
√
de1 p = d
(p−2)/(2p), where
(p− 2)/(2p) is interpreted as 1/2 for p =∞.
It follows that for each p ∈ (2,∞), the threshold value d(p−2)/(4p) is, on the
logarithmic scale, exactly in the middle of the range of values of u p for · 2-
unit vectors u, while for p =∞ the threshold value d1/4√ln d is, logarithmically,
slightly above the middle of the range. As for p ∈ (− 12 , 2), for each such p the
“phase transition” occurs at the threshold d1/4, which is near the upper end of
the range of values of u p,2 for · 2-unit vectors u.
Theorem 2.16.
(I) For each of the two (varying with d) · 2-unit vectors, u = 1 and u =√
d e1 in R
d, the values AREp,2,u exist and are extremal: if u is any other
varying · 2-unit vector in Rd for which AREp,2,u exists, then
0 =AREp,2,
√
d e1
6 AREp,2,u 6 AREp,2,1 = ap for each p ∈ [−∞, 2);
AREp,2,
√
d e1
= AREp,2,u = AREp,2,1 = 1 for p = 2;
∞ =AREp,2,√d e1 > AREp,2,u > AREp,2,1 = ap for each p ∈ (2,∞].
(II) For each p ∈ [−∞,∞], the range of values of AREp,2,u over all varying
· 2-unit vectors u is the entire interval between AREp,2,√d e1 and AREp,2,1;
that is, for each value a in this interval, there is a varying · 2-unit vector
u such that AREp,2,u exists and equals a.
Theorems 2.14 and 2.16 are illustrated in Figure 1, given in the Introduction.
The red boundary curve is the graph of the function p 7→ ap; recall Proposi-
tion 2.11.
The following proposition together with Theorem 2.14 and Proposition 2.11
imply, for any given p ∈ (2,∞), that if the · 2-unit vector u is completely
random for each d, then with high probability AREp,2,u = ap < 1.
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Proposition 2.17. If a varying (with d→∞) vector u is uniformly distributed
on the sphere in Rd of ‖ · ‖2-radius
√
d centered at 0, then for each p ∈ (2,∞)
one has u p << d
(p−2)/(4p) with probability close to 1 (as d→∞).
However, no reason is seen in general for u to be completely random. Rather,
as discussion in the Introduction suggests, it appears rather typical for large
dimensions d that only comparatively few coordinates of u are large in absolute
value.
Remark 2.18. The condition in Proposition 2.2 that the sample size n be large
enough is clearly needed in general for normal approximation, so that the varying
pair (n, θ1) be p-NA. As for the condition in Proposition 2.2 that ‖θ1‖ be small,
it is needed there only to ensure that the covariance matrix Σd(θ1) be close
enough to Σd(0) = Id and hence well-conditioned, in sense that the matrix
norm ‖Σd(θ1)−1‖ be not too large – see the proof of Proposition 2.2. Obviously,
as far as the p-NA condition is concerned, the mentioned restrictions on n and
‖θ1‖ in Proposition 2.2 will be not needed if the observationsXi can themselves
be assumed to be normally distributed.
The further concern, about the existence of p-NAAS pairs, will addressed in
the next section in Proposition 3.7, where it is required as well that ‖θ1‖ be
small; the reason for this requirement is the discrete nature of the sample size
n, which must be an integer.
However, none of these conditions imposed in Propositions 2.2 and 3.7 will
be needed if the observations are normally distributed and the “sample size”
n is “continuously valued” (that is, n can take any positive real value) – as in
the following setting. Suppose one observes an unknown vector θ in Rd in the
standard Gaussian white noise dB· over the time period [0, n], for some real
n > 0, which can be regarded as the “sample size”. That is, the observations
are given by the simplest stochastic differential equation dSt = θ dt + dBt for
all real t ∈ [0, n] with S0 = 0, where (Bt) is the standard Brownian motion in
R
d. The obvious solution to this equation (with the initial condition S0 = 0) is
St = tθ + Bt for t ∈ [0, n]. The test here still will be δn,p,c as given in (2.3),
with X
(d)
n :=
1
n Sn. Then all the results stated in this section will remain valid,
without any prior restrictions such as n being large or ‖θ1‖ being small.
3. Statements of key propositions, and proofs of the results stated
in Section 2
In this section, we shall state a number of propositions (possibly of independent
interest), whence the theorems of Section 2 will immediately follow; the proofs
of these propositions will be deferred to Sections 5 and 6. Here we shall also
prove the propositions stated in Section 2, which may or may not depend on
the propositions stated in the current section, Section 3.
3.1. Statements of key propositions
The key notion is provided by
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Definition 3.1. [Cf. Definition 2.3.] Take any p ∈ [−∞,∞]. Say that a varying
vector s in Rd is a p-weakly-AS shift if for some choice of a varying real number
c
(
necessarily with values in (0,∞)) one has
P( Z p > c)→ α and P( Z+ s p > c)→ β;
Say that s is a p-strongly-AS shift if for any choice of a varying c such that
P( Z p > c)→ α one has P( Z+ s p > c)→ β.
Proposition 3.2. A p-NA varying pair (n, θ1) is p-weakly-AS if and only if
the vector s :=
√
n θ1 is a p-weakly-AS shift. The same holds with “strongly”
instead of “weakly”.
Proposition 3.2 follows immediately from Definitions 2.3, 2.1, 3.1, and (2.3).
Proposition 3.3. [Cf. Proposition 2.4.] Any p-weakly-AS shift s is a p-strongly-
AS shift; obviously, vice versa is true as well.
By virtue of this proposition, on which Proposition 2.4 is based, we shall be
simply referring to p-AS shifts s, at that omitting the adjectives “weakly” and
“strongly”.
Next is the centerpiece of this section:
Proposition 3.4. (Cf. Theorem 2.6.) For each p ∈ [−∞,∞], a varying vector
s is a p-AS shift if and only if condition (2.16) holds.
Proposition 3.5. For each p ∈ [−∞,∞], there is a function N ∋ d 7→ σp(d) ∈
(0,∞) such that for each p-AS shift s one has ‖s‖ > σp(d) eventually. In fact,
one may choose σp(d) so that
σp(d) ≍


d1/2 if p ∈ [−∞, 1),
( dln d)
1/2 if p = −1,
d|p|/2 if p ∈ (−1,− 12 ),
(d ln d)1/4 if p = − 12 ,
d1/4 if p ∈ (− 12 , 2],
d1/(2p) if p ∈ [2,∞),
(ln d)1/2 if p =∞.
(3.1)
Proposition 3.6. For each p ∈ [−∞,∞], if s is a p-AS shift and a varying
scalar t goes to 1 fast enough, then ts is a p-AS shift as well. More specifically,
let
τp(d) :=


1 if p ∈ [−∞,∞),
1
ln d
if p =∞;
then for each p ∈ [−∞,∞], any varying t ∈ (0,∞) such that |t − 1| << τp(d),
and for each p-AS shift s, the varying vector ts is also a p-AS shift.
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Proposition 3.7. For each p ∈ [−∞,∞], there exists a function N ∋ d 7→
θp(d) ∈ (0,∞) such that the following holds: if ‖θ1‖ 6 θp(d) and sp is a p-AS
shift in the direction of θ1, then the pair (np, θ1) with
np :=
⌈ ‖sp‖2
‖θ1‖2
⌉
(3.2)
will be p-NAAS, and at that one will have ‖sp‖ ∼ √np ‖θ1‖.
Proposition 3.8. (Cf. Proposition 2.7.)
(I) For each p ∈ [−∞,∞] and each d ∈ N, there exists a unique c ∈ (0,∞)
such that P( Z p > c) = α.
(II) For each p ∈ [0,∞], each d ∈ N, and each · 2-unit vector u ∈ Rd, there
exists a unique vector s in the direction of u such that P( Z+s p > c) = β,
where c is as in part (i); clearly, this vector s will be a p-AS shift.
(III) Take any p ∈ [−∞, 0). Take any varying · 2-unit vector u and let
d0(u) :=
∑
I{uj = 0}, as in (2.18). Then the following five statements
are equivalent to each other:
(a) there is a p-AS shift s in the direction of u;
(b) for some varying c such that P( Z p > c) → α and some varying
vector s in the direction of u, one has limP( Z+ s p > c) > β.
(c) for any varying c such that P( Z p > c)→ α and some varying vector
s in the direction of u, one has limP( Z+ s p > c) > β.
(d) statement (III)(d) of Proposition 2.7 holds.
(e) statement (III)(e) of Proposition 2.7 holds.
Definition 3.9. (Cf. Definition 2.10.) For any given p ∈ [−∞,∞] and any given
varying · 2-unit vector u, let
ap,2 := ap,2,u := ap,2,u(α, β) := lim
‖s2‖2
‖sp‖2 ,
provided that this limit exists, and is the same, for all p-AS shifts sp in the
direction of u and all 2-AS shifts s2 in the same direction; at that, let us allow
the value ∞ for this limit, and hence for ap,2. As Proposition 3.8 shows, for
p ∈ [−∞, 0) and some varying nonzero vectors u, there are no p-AS shifts sp in
the direction of u; in such a case, set ap,2,u := 0.
Proposition 3.10. Take any p ∈ [−∞,∞] and any varying · 2-unit vec-
tor u. Then AREp,2,u exists if and only if ap,2,u exists, in which case one has
AREp,2,u = ap,2,u.
Proposition 3.11. The statement of Theorem 2.12 will hold with AREp,2,·
replaced everywhere by ap,2,·.
Proposition 3.12. The statement of Theorem 2.14 will hold with AREp,2,·
replaced everywhere by ap,2,·.
Proposition 3.13. The statement of Theorem 2.16 will hold with AREp,2,·
replaced everywhere by ap,2,·.
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3.2. Proofs of the results stated in Section 2
Proof of Proposition 2.2. By [3, Corollary 15.3],
∆θ(A) :=
∣∣∣Pθ (( 1n Σd(θ))−1/2(X(d)n − θ) ∈ A)− P (Z ∈ A)∣∣∣
6 C1(d)ρ3(d)n
−1/2 + 2 sup
y∈Rd
P
(
Z ∈ (∂A)η + y) (3.3)
where θ is in the neighborhood Vd as in (2.1), A is any Borel subset of Rd, (∂A)η
is the η-neighborhood of boundary ∂A of the set A, η := C2(d)ρ3(d)n
−1/2; here
and in what follows in this proof, C1(d), C2(d), . . . stand for finite positive real
constants depending only on d.
For any c ∈ R, consider the set
Ac := {z ∈ Rd : z p 6 c}.
Observe that Ac is convex for p ∈ [1,∞]. As for the case p ∈ [−∞, 1], the
complement of Ac to R
d is the union of 2d convex sets, namely, the union of the
intersections of the complement of Ac with each of the 2
d coordinate orthants
in Rd. So, by [3, Corollary 3.2],
sup
y∈Rd
P
(
Z ∈ (∂(Ac))η + y
)
6 C3(d) ρ3(d)n
−1/2,
which goes to 0 for any fixed d as n→∞, whence, by (3.3), one has
sup
θ∈Vd
sup
c∈R
∆θ(Ac) −→ 0;
in particular, recalling now (2.2), one has (2.6) for θ = 0. Observe next that
the events
{ √
nX
(d)
n p 6 c
}
and
{
Z +
√
n θ p 6 c
}
can be rewritten as{(
1
n Σd(θ)
)−1/2(
X
(d)
n − θ
) ∈ A˜θ,c} and {Z ∈ Aθ,c}, where
A˜θ,c := Σd(θ)
−1/2 Aθ,c and Aθ,c := Ac −
√
nθ.
So, to complete the proof of Proposition 2.2, it suffices to observe that for
each fixed d
sup
c∈R
∣∣P (Z ∈ A˜θ,c)− P (Z ∈ Aθ,c)∣∣ −→ 0 (3.4)
as θ → 0; indeed, then (3.4) will hold for d → ∞, some positive real function
θp(·), and for all θ with ‖θ‖ 6 θp(d). To verify (3.4) for a fixed d, take any
R ∈ (0,∞) and consider the ball
DR := {z ∈ Rd : ‖z‖ 6 R}.
Let ‖θ‖ be so small as ‖T−1‖ 6 2, where T := Σd(θ)−1/2
(
recall that Σd(θ)→ Id
as ‖θ‖ → 0).
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Then DR∩(A˜θ,c⊕Aθ,c) ⊆ (∂Aθ,c)η1 , where ⊕ denotes the Boolean symmetric
difference and η1 := 3 ‖Σd(θ)−1/2−Id‖R. Indeed, w.l.o.g. η1 6= 0. Let for brevity
A := Aθ,c, so that A˜θ,c = TA. If DR ∩ (A˜θ,c ⊕ Aθ,c) 6⊆ (∂Aθ,c)η1 , then, by [3,
Corollary 2.6], there exists some x ∈ Rd such that
‖x‖ 6 R, x ∈ (A \ TA) ∪ (TA \A), and x /∈ Aη1 or x ∈ A−η1 .
Let y := T−1x, so that ‖y‖ 6 ‖T−1‖ ‖x‖ 6 2‖x‖ 6 2R and ‖x−y‖ = ‖Ty−y‖ 6
‖T −Id‖ ‖y‖ 6 ‖T −Id‖2R < η1. Now, in the case when x /∈ Aη1 , one has x /∈ A,
x ∈ TA \A, x ∈ TA, y = T−1x ∈ A, and ‖x− y‖ < η1, which implies x ∈ Aη1 ,
a contradiction. In the remaining case, when x ∈ A−η1 , one has ‖x − y‖ < η1,
y ∈ A, x ∈ A, x ∈ A \ TA, x /∈ TA, y = T−1x /∈ A, again a contradiction.
Therefore,
sup
c∈R
∣∣P (Z ∈ A˜θ,c ∩DR)− P (Z ∈ Aθ,c ∩DR)∣∣ 6 sup
c∈R
P
(
Z ∈ (∂Aθ,c)η1
)
6 C4(d) η1 6 3C4(d) ‖Σd(θ)−1/2 − Id‖R −→ 0
as θ → 0, for each R ∈ (0,∞). It remains to note that P (Z /∈ DR) → 0 as
R→∞.
Proof of Proposition 2.4. This follows by Propositions 3.2 and 3.3.
Proof of Theorem 2.6. This follows by Propositions 3.2 and 3.4.
Proof of Proposition 2.7.
(I). Part (I) of Proposition 2.7 follows by Proposition 3.8(I) and Proposi-
tion 2.2.
(II). Part (II) of Proposition 2.7 follows by Proposition 3.8(II) and Proposi-
tion 3.7.
(III). To prove part (III) of Proposition 2.7, note first that, in fact for each
p ∈ [−∞,∞], statement (III)(a) of Proposition 2.7 is equivalent to (III)(a)
of Proposition 3.8. In other words, there exists a (p, 2)-NAAS varying triple
(np, n2, θ1) with θ1 in the direction of u if and only if there exists a p-AS shift
s in the same direction; the “only if” part of the latter equivalence follows by
Proposition 3.2, while the “if” part follows by part (II) of Proposition 3.8 (for
p = 2) and Proposition 3.7.
Next, letting 2.7 and 3.8 stand for Proposition 2.7 and Proposition 3.8, re-
spectively, one has implications 2.7(III)(b) =⇒ 3.8(III)(b) =⇒ 3.8(III)(c)
=⇒ 2.7(III)(c) =⇒ 2.7(III)(b); the first of them follows by Definition 2.1; the
second one follows by Proposition 3.8(III); the third one, by Proposition 3.7(
used with β˜ := limP( Z + s p > c) in place of β
)
; and the last implication
follows by part (I) of Proposition 2.7. Thus, part (III) and hence the entire
Proposition 2.7 follows by Proposition 3.8(III).
Proof of Proposition 2.11. Let us first prove the continuity of ap at p = 0. By
(2.19),
Γ
(
p+1
2
)2
2a2p
=
F (p)
G(p)
,
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where F (p) := Γ
(
1
2
)
Γ
(
p+ 12
)−Γ (p+12 )2 and G(p) := p2. So, using l’Hospital’s
rule for limits and the identity Γ(12 ) =
√
pi, one has
pi
2a2p
−→
p→0
F ′′(0)
G′′(0)
= 14
[
Γ
(
1
2
)
Γ′′
(
1
2
)− Γ′ ( 12)2 ] = π38 ,
in view of (7.9). Now the continuity of ap at p = 0 follows. Moreover, F is real-
analytic on (− 12 ,∞), with F (0) = F ′(0) = 0 < F ′′(0); hence, there is a function
F1 such that F1 is positive and real-analytic on (− 12 ,∞) and F (p) = p2F1(p)
for all p ∈ (− 12 ,∞). It follows that ap is real-analytic in p ∈ (− 12 ,∞).
The equality a2 = 1 follows because Γ(
1
2 ) =
√
pi and Γ(x) = (x − 1)Γ(x − 1)
for x > 1. The relations a− 1
2
+ = 0 and a∞− = 0 follow because Γ(0+) = ∞
and, by Stirling’s formula, Γ(p+ 12 ) >> Γ(
p+1
2 )
2 as p→∞.
It remains to check the claim that (2.20) holds for all p ∈ (− 12 ,∞) \ {2}.
Since a0 =
2
π ∈ (0, 1), this claim can be rewritten as
r(p) :=
Γ(12 )Γ(p+
1
2 )
Γ(p+12 )
2
> 1 + p
2
2 (3.5)
for all p ∈ (− 12 ,∞) \ {0, 2}. Observe that, by the strict log-convexity of the
Gamma function, r(p) > 1 for all p ∈ (− 12 ,∞) \ {0}. Of course, this is not
enough to prove (3.5). One idea to improve on the just mentioned log-convexity
argument is to use the “plus 1” identity Γ(x) = 1x Γ(x+1) for x > 0, whereby a
simple strictly log-convex factor, 1x , is extracted from Γ(x), while the remaining
factor, Γ(x + 1), is still strictly log-convex
(
but necessarily “less strictly” log-
convex than Γ(x); one may note here [1, (1.2.14)] that d
2
dx2 ln Γ(x) =
∑∞
k=0
1
(x+k)2
decreases to 0 as x increases from 0 to ∞ – cf. (7.9)). One may also note that
the “plus 1” identity and the log-convexity property are the two characteristic
properties of the Gamma function; indeed, by the Bohr-Mollerup theorem, these
two properties (together with the normalization Γ(1) = 1) completely charac-
terize the Gamma function – see e.g. [2, Theorem 2.1] or [1, Theorem 1.9.3].
Another fundamental property of the Gamma function is the Legendre duplica-
tion formula, Γ(12 )Γ(x) = 2
x−1Γ(x2 )Γ(
x+1
2 ); in fact [2, Theorem 6.1], the Gamma
function is the only positive twice continuously differentiable function on (0,∞)
that satisfies both the “plus 1” and Legendre duplication formulas. Using these
properties of the Gamma function, one has
r(p) = ri(p) r˜i(p) (3.6)
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for i = 1, 2, 3, where
r1(p) :=
0∏
j=0
(
p+1
2 + j
)2(
1
2 + j
) (
p+ 12 + j
) ;
r˜1(p) :=
Γ
(
1
2 + 1
)
Γ
(
p+ 12 + 1
)
Γ
(
p+1
2 + 1
)2 > 1 for p ∈ (− 12 ,∞) \ {0};
r2(p) :=
(p+1)2
3
3∏
j=1
(
p+1
2 + j
)2(
3
2 + j
) (
p− 12 + j
) ;
r˜2(p) :=
Γ
(
3
2 + 4
)
Γ
(
p− 12 + 4
)
Γ
(
p+1
2 + 4
)2 > 1 for p ∈ (− 12 ,∞) \ {2};
r3(p) := 2
p− 1
2
1∏
j=0
(
p+1
2 + j
)2(
p
2 +
1
4 + j
) (
p
2 +
3
4 + j
) ;
r˜3(p) :=
Γ
(
p
2 +
1
4 + 2
)
Γ
(
p
2 +
3
4 + 2
)
Γ
(
p+1
2 + 2
)2 > 1 for p ∈ (− 12 ,∞);
the Legendre duplication formula, whereby Γ(12 )Γ(p+
1
2 ) in (3.5) can be rewritten
as 2p−
1
2Γ
(
p
2 +
1
4
)
Γ
(
p
2 +
3
4
)
, was used here only to obtain (3.6) for i = 3. Thus,
on (− 12 ,∞)\{0, 2}, the functions r˜1, r˜2, r˜3 are > 1 and hence r > max[r1, r2, r3](
at that, the lower bound r1 for r is good enough in a neighborhood of 0, with
equality r = r1 at 0; similarly, r2 works in a neighborhood of 2; and r3 works
elsewhere
)
. So, by (3.6), to prove the inequality in (3.5) it suffices to show that
max[r1(p), r2(p), r3(p)] > 1+
p2
2 for all p ∈ (− 12 ,∞)\{0, 2}. But this can be done
completely algorithmically, since the functions r1 and r2 are rational, while r3
is the product of an exponential function and a rational one. Such an algorithm
is implemented in Mathematica 7 via the command Reduce. The Mathematica
input
Simplify[
Reduce[(r1[p]>1+p^2/2||r2[p]>1+p^2/2||r3[p]>1+p^2/2) && p>-1/2]
](
with r1[p], r2[p], r3[p] standing for r1(p), r2(p), r3(p) and || representing
“or”
)
results (in under 1 sec on a standard Core 2 Duo laptop) in
-(1/2) < p < 0 || 0 < p < 2 || p > 2.
Proof of Theorem 2.12. This follows by Propositions 3.11 and 3.10.
Proof of Theorem 2.14. This follows by Propositions 3.12 and 3.10.
Proof of Proposition 2.15.
(I). By (2.22) and Lemma 4.2(iii), gp(
√
u) is concave in u ∈ [0,∞) for each
p ∈ (− 12 , 0). The same conclusion holds for p ∈ [0, 2), in which case it can be
verified directly, using the simpler form of gp. So, by Lemma 4.9,
∑
gp(sj) is
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Schur2-concave in s. Now it follows from the definition (2.21) of · p,2 that · p,2
is Schur2-concave. Indeed, if v ∈ Rd, w ∈ Rd, and w2  v2, then∑ gp(wj/v) >∑
gp(vj/v) for all v ∈ (0,∞); so, letting Sv denote the set on the right-hand
side of (2.21), one has Sw ⊆ Sv and hence w p,2 = inf Sw > inf Sv = v p,2.
(II). By part (I) of Proposition 2.15, the maximum and minimum of u p,2
over all · 2-unit vectors u ∈ Rd are attained, respectively, when u = 1 and
u =
√
de1.
For the vector u = 1 = (1, . . . , 1), its “norm” u p,2 in the case p ∈ (− 12 , 0)
is the unique solution u ∈ (0,∞) of the equation d fp( 1u ) = Kpd1/2, so that, in
view of Lemma 4.2(i,ii), 1u → 0 and d ( 1u )2 ≍ d1/2, whence u p,2 = u ≍ d1/4.
The same conclusion holds for p = 0 and p ∈ (0, 2), in which cases it is only
easier to verify. Thus, (2.24) is proved.
Consider now the subcases p ∈ (− 12 , 0), p = 0, and p ∈ (0, 2) for the vector
u =
√
de1. Let first p ∈ (− 12 , 0). Then for all large enough d and all u ∈ (0,∞)
one has
∑
gp(
uj
u ) = gp(
√
d
u ) 6 Kpd
1/2, since the function gp = fp is bounded
for p ∈ (− 12 , 0); hence, u p,2 = 0. Next, if p ∈ [0, 2), then the “norm” u p,2
of the vector u =
√
de1 is the unique solution u ∈ (0,∞) of the equation
gp(
√
d
u ) = Kpd
1/2, so that ln
√
d
u ≍ d1/2 if p = 0 and (d
1/2
u )
p ≍ d1/2 if p ∈ (0, 2).
Now (2.25) follows as well.
(III). For each p ∈ [2,∞), part (III) of Proposition 2.15 follows because
|u|p = (u2)p/2, and vp/2 is convex in v ∈ [0,∞). For p =∞, the Schur2-convexity
of u p in u follows immediately by the definition.
(IV). Part (IV) of Proposition 2.15 follows immediately from part (III).
Proof of Theorem 2.16. This follows by Propositions 3.13 and 3.10.
Proof of Proposition 2.17. Suppose that indeed p ∈ (2,∞) and u is a completely
random · 2-unit vector. Then u equals in distribution the vector
√
dZ/‖Z‖.
So, for any ε > 0 the probability of the event
{
u p < εd
(p−2)/(4p)} is the
same as that of the event
{∑ |Zj|p/(∑Z2j )p/2 < εpd(2−p)/4}, which tends to
1 as d → ∞ – since, by the law of large numbers, 1d
∑ |Zj|p → E |Z|p and
1
d
∑
Z2j → 1 in probability as d→∞.
4. Statements of lemmas
In this section, we shall state a few lemmas, which will be used in the proofs of
propositions stated in Section 3. The proofs of the lemmas will be deferred to
Section 7.
Lemma 4.1. For any two varying vectors s and v in Rd and any varying v > 0
one has the implication
(
v >
d
max
j=1
|vj | & v → 0
)
=⇒
∑
ϕ(sj + vj) =
∑
ϕ(sj)(1 + o(1)) +O(d e
−1/v).
Lemma 4.2. The following statements take place.
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(i) The expression λp(s) is strictly and continuously increasing
(
respectively,
decreasing
)
in |s| for each p ∈ (0,∞) (respectively, for each p ∈ (−1, 0)).
(ii) For each p ∈ (−1,∞)
λp(s)− λp(0) ∼ p2 λp(0) s2 as s→ 0; (4.1)
λp(s) = |s|p
(
1 +O(|s|−2)) over |s| > 1. (4.2)
(iii)
λ′p(s)
s increases in s ∈ (0,∞) for each p ∈ (−1, 0) ∪ (2,∞] and decreases
in s ∈ (0,∞) for each p ∈ (0, 2); the same monotonicity patterns hold
for
λp(s)−λp(0)
s2 ; moreover, λp(
√
t) is convex in t ∈ [0,∞) for each p ∈
(−1, 0) ∪ (2,∞] and concave in t ∈ [0,∞) for each p ∈ (0, 2).
(iv) For each p ∈ [2,∞),
λp(s)− λp(0) > p2 λp(0) s2 for all s ∈ R, (4.3)
and this inequality is strict if p > 2 and s 6= 0.
(v) For each p ∈ (− 12 ,∞) and over all s ∈ R \ {0},∣∣λp,2(s)− λp,2(0)∣∣ <⌢ s2 I{|s| 6 1}+ (1 + |s|2p−2) I{|s| > 1}. (4.4)
(vi) For each p ∈ [0,∞) and over all s ∈ R \ {0},
λp,3(s) <⌢ 1 + |s|3p−1 I{|s| > 1}. (4.5)
Lemma 4.3. The following statements take place.
(i) For each d ∈ N, the expression µ˜d(s) strictly and continuously decreases
in |s| from µ˜d(0) to 0.
(ii) Moreover, µ˜d(0) ∼ 2ϕ(0) ln d and µ˜d(s) <⌢ ln d over all s ∈ R.
(iii) Over all s ∈ R and d ∈ {2, 3, . . .}
µ˜d(0)− µ˜d(s) ≍ (s2 ∧ 1) ln d ≍
(
ϕ(0)− ϕ(s)) ln d. (4.6)
(iv) Over all s ∈ R and d ∈ N, ∣∣∣sf ′(s)
f(s)
∣∣∣ <⌢ 1,
for f(s) := f−1(s) = µ˜d(0)− µ˜d(s).
Lemma 4.4. The following statements take place.
(i) The expression λ˜(s) is strictly and continuously increasing in |s|.
(ii) One has
λ˜(s)− λ˜(0) ∼ s22 as s→ 0; (4.7)
moreover, for each m ∈ N and over all s ∈ [e,∞)
E lnm |Z + s| = lnm s [1 +O(ln−m s)] ∼ lnm s, (4.8)
the latter relation taking place as s→∞.
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(iii) Expressions λ˜
′(s)
s and hence
λ˜(s)−λ˜(0)
s2 decrease in s ∈ (0,∞); moreover,
λ˜(
√
t) is concave in t ∈ [0,∞).
(iv) Over all s ∈ R, ∣∣λ˜2(s)− λ˜2(0)∣∣ <⌢ g0(s),
where g0 is as in Definition 2.13 (for p = 0).
(v) Moreover, λ˜2(0) =
π2
8 .
(vi) Over all s ∈ R \ {0},
λ˜3(s) <⌢ 1 + ln
2 s I{|s| > e}.
(vii) Over all s ∈ R,
|sλ˜′(s)| <⌢ 1.
Lemma 4.5. For each p ∈ R,
fp(s) ≍ hp(s) := hp,d(s) :=


(
ϕ(0)− ϕ(s)) ln d if p = −1,
ϕ(0)− ϕ(s) if p ∈ (−1, 0),
gp(s) if p ∈ [0, 2),
s2 + |s|p if p ∈ [2,∞),
over all s ∈ R (and, for p = −1, over all d ∈ N), with fp and gp defined in
Theorem 2.6 and (2.22), respectively.
Lemma 4.6. For any p ∈ (− 12 , 0) and any varying vectors s and v of the same
direction such that
∑
gp(sj) ∼ S ∼
∑
gp(vj) for some varying S ∈ (0,∞), one
has ∑
s2j >> S ⇐⇒
∑
v2j >> S; (4.9)
here, gp = fp, as in Definition 2.13
(
for p ∈ (− 12 , 0)
)
.
Lemma 4.7. [Cf. Lemma 4.6.] For any p ∈ [0, 2) and any varying vectors
s and v of the same direction such that
∑
gp(sj) ≍ S ≍
∑
gp(vj) for some
varying S ∈ (0,∞), one has∑
s2j >> S ⇐⇒
∑
v2j >> S; (4.10)
here, gp is as in Definition 2.13
(
for p ∈ [0, 2)).
Lemma 4.8.
(
[6, Theorem 4, Chapter 4], [8, Theorem 15.28]
)
Let (ξdj) :=
(ξdj : d ∈ N, j = 1, . . . , d) be a family of r.v.’s such that ξd1, . . . , ξdd are inde-
pendent, for each d ∈ N. Assume also that this double-indexed family is a null
array; that is, for every ε > 0,
max
j
P(|ξdj | > ε)→ 0 (4.11)
as d → ∞. Let ζ be a r.v. with the infinitely divisible distribution with char-
acteristics a, b, ν such that ν({−1, 1}) = 0 (recall (2.11)). Then the sum ∑ ξdj
converges in distribution to ζ if and only if the following three conditions hold:
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(I)
∑
P(ξdj > x)→ ν
(
(x,∞)) for each x > 0 and∑
P(ξdj < x)→ ν
(
(−∞, x)) for each x < 0;
(II)
∑
Var ξdj I{|ξdj| 6 1} → a˜ := a+
∫
R
x2 I{|x| 6 1} ν(dx);
(III)
∑
E ξdj I{|ξdj | 6 1} → b.
Lemma 4.9.
(
the Hardy-Littlewood-Polya theorem – see e.g. [9, 4.B.1]
)
If a
real-valued function f is convex then
∑
f(sj) is Schur-convex in s.
Lemma 4.10. [11] For any given p ∈ [−∞,∞], c ∈ R, and d ∈ N, the
function Rd ∋ v 7−→ P( Z + v p > c) is Schur2-concave for p ∈ [−∞, 2] and
Schur2-convex for p ∈ [2,∞].
Lemma 4.11. [11, Lemma 3.1] For any given p ∈ [−∞,∞], v ∈ Rd \ {0}, c ∈
(0,∞), and d ∈ N, the function [0,∞) ∋ t 7−→ P( Z+ tv p > c) is continuously
and strictly increasing.
5. Proof of Propositions 3.4 and 3.3
The main content of this section is the proof of Proposition 3.4, in the course
of which Proposition 3.3 will also be proved.
5.1. Case: p = −∞
By Definitions 3.1 and (2.5), a varying vector s will be a (−∞)-weakly-AS shift
if and only if
α ≈ P
( d
min
1
|Zj | > c
)
and (5.1)
β ≈ P
( d
min
1
|Zj + sj | > c
)
(5.2)
for some varying c.
In turn, (5.1) can be rewritten as α ≈ P(|Z| > c)d, whence P(|Z| > c) =
(α+ o(1))1/d → 1, c→ 0+, P(|Z| > c) = 1− P(|Z| 6 c) = 1− 2ϕ(0)c(1 + o(1)),
−2ϕ(0)c ∼ lnP(|Z| > c) = 1d ln(α+o(1)) ∼ 1d lnα, and c ∼ − 1d lnα2ϕ(0) ; vice versa,
the latter relation implies (5.1). Thus,
(5.1)⇐⇒ c ∼ −1
d
lnα
2ϕ(0)
. (5.3)
With such a varying c, the condition (5.2) can be rewritten as
− lnβ ≈ −
∑
lnP(|Zj + sj | > c) = −
∑
ln
(
1− P(|Zj + sj | 6 c)
)
∼
∑
P(|Zj + sj | 6 c) (5.4)
= 2c
∑
ϕ(sj + vj)
≈ −1
d
lnα
ϕ(0)
∑
ϕ(sj), (5.5)
imsart ver. 2005/05/19 file: d_to_infy_arxiv.tex date: November 20, 2018
Iosif Pinelis/p-mean tests for means in high dimensions 28
with some vj ’s such that max |vj | < c; relation (5.5) follows in view of (5.3) and
Lemma 4.1, whereas (5.4) follows because maxj P(|Zj + sj | 6 c) <⌢ c→ 0.
Thus, a varying vector s = (s1, . . . , sd) will be (−∞)-weakly-AS iff it is (−∞)-
strongly-AS iff − lnβ ∼ − 1d lnαϕ(0)
∑
ϕ(sj) = − lnαd
∑
e−s
2
j/2. This completes the
proof of Propositions 3.4 and 3.3 – in the case when p = −∞.
The proof of Propositions 3.4 and 3.3 for p ∈ R will depend on the case
according to which subset of R the value of p belongs to. However, the general
scheme in all these cases will be the same. Namely, in each of these cases, first
we shall take any varying vector s in Rd (with d → ∞) satisfying a certain
special condition
(
referred to in this paragraph as condition (*)
)
, which latter
depends on the set of values of p under consideration. This condition (*) will
in each case be implied by the necessary and sufficient condition (2.16). On the
other hand, (*) will imply that the vector s is in a sense small enough, so that
the distribution of Z+ s p can be approximated
(
for p ∈ (−∞,− 12 )
)
by means
of the stable distribution introduced in Definition 2.5 or
(
for p ∈ [− 12 ,∞)
)
by
means of the standard normal distribution. This will allow us to show that
any p-weakly-AS shift s satisfying the special condition (*) will also satisfy the
necessary and sufficient condition (2.16). On the other hand, since (2.16) implies
(*), it will also imply the approximation by the appropriate limit distribution,
which in turn will be used to show that – under condition (2.16) – the varying
vector s must be a p-strongly-AS shift. In each case, it will then remain to prove
that any p-weakly-AS shift s must be small enough so as to satisfy the condition
(*). This is done by assuming the contrary, that s is too large so as to violate (*)
and hence to violate (2.16); then we observe that, for any given β˜ ∈ (β, 1), one
can shrink s to ts for some varying t ∈ (0, 1) so that (2.16) hold for ts and β˜ in
place of s and β, respectively; by what has been proved, this would imply that
ts is a p-strongly-AS shift, with β˜ in place of β, which in turn would contradict
the fact that P( Z+ ts p > c) is increasing in t > 0.
5.2. Case: p ∈ (−∞,−1)
Take any varying vector s (in Rd, with d→∞). To begin, assume the mentioned
special condition (*) on the “smallness” of s, which we let here take the form∑
ϕ(sj) >⌢ d, (5.6)
and use Lemma 4.8 with
ξdj :=
|Zj + sj |p
σ(s)p
,
where
σ(s) :=
ϕ(0)∑
ϕ(sj)
, (5.7)
so that, in view of (5.6),
σ(s) <⌢
1
d << 1. (5.8)
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Note that for any ε ∈ (0,∞)
max
j
P(|ξdj | > ε) = max
j
P
(|Zj + sj | < ε1/pσ(s)) <⌢ ε1/pσ(s)→ 0,
so that the null-array condition (4.11) is satisfied.
Next, for any fixed x ∈ (0,∞) there are some varying vj ’s such that maxj |vj | <
x1/pσ(s)→ 0 and∑
P(ξdj > x) =
∑
P
(|Zj + sj | < x1/pσ(s))
= 2x1/pσ(s)
∑
ϕ(sj + vj)→ 2x1/pϕ(0) =
√
2
π x
1/p,
in view of Lemma 4.1 and conditions (5.7) and (5.6). It is also clear that∑
P(ξdj < x) = 0 for any x ∈ (0,∞), since the r.v.’s ξdj are nonnegative.
Thus, condition (I) in Lemma 4.8 is verified for ν =
√
2
π νp, as in Definition 2.5.
Let us now verify condition (III) in Lemma 4.8. One has∑
E ξdj I{|ξdj| 6 1} = E1(p)
:= σ(s)−p
∑
E |Zj + sj |p I{|Zj + sj | > σ(s)}
= σ(s)−p
∑∫ ∞
σ(s)
up[ϕ(sj − u) + ϕ(sj + u)] du
= σ(s)−p(E11 + E12),
where
E12 :=
∑∫ ∞
d−1/2
up[ϕ(sj − u) + ϕ(sj + u)] du
<⌢ d
∫ ∞
d−1/2
up du <⌢ d
(1−p)/2 << σ(s)p
by (5.8), and
E11 :=
∑∫ d−1/2
σ(s)
. . . =
∑
2ϕ(sj + vj)
∫ d−1/2
σ(s)
up du
∼
∑
2ϕ(sj + vj)
σ(s)p+1
−(p+ 1) (5.9)
∼ 2−(p+ 1)σ(s)
pϕ(0) (5.10)
for some vj ’s such that maxj |vj | < d−1/2 → 0; relation (5.9) takes place by
(5.8), while relation (5.10) holds in view of Lemma 4.1 and conditions (5.7) and
(5.6). Collecting these estimates for E11 and E12 into E1(p), one completes the
verification of condition (III) in Lemma 4.8, with b = bp as in (2.17).
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Next, let us verify condition (II) in Lemma 4.8. Since p ∈ (−∞,−1) implies
2p ∈ (−∞,−1), one can use the above estimate for E1(p) to immediately obtain
the following:
E2 := E2(p) :=
∑
E ξ2dj I{|ξdj| 6 1} = E1(2p)→
2
−(2p+ 1) ϕ(0).
Also,
E3 :=
∑
E
2 ξdj I{|ξdj | 6 1} <⌢ σ(s)−2p · d ·
(∫ ∞
σ(s)
up du
)2
<⌢ d σ(s)
2 → 0,
by (5.8). So,∑
Var ξdj I{|ξdj| 6 1} = E2 − E3 → 2ϕ(0)−(2p+ 1) =
∫
R
x2 I{|x| 6 1} ν(dx)
for ν =
√
2
π νp, as in Definition 2.5. So, condition (II) in Lemma 4.8 holds with
a = 0. We conclude that – under condition (5.6) –
σ(s)−p
∑
|Zj + sj |p =
∑
ξdj
D−→ ζp,bp , (5.11)
where
D→ denotes the convergence in distribution; since the d.f. of ζp,bp is con-
tinuous (by the remark right after Definiton 2.5), it follows that the d.f. of
σ(s)−p
∑ |Zj + sj |p converges to the d.f. of ζp,bp uniformly on R.
Take now any p-weakly-AS shift s satisfying condition (5.6). Then, for some
varying c,
α ≈ P
(
σ(0)−p
∑
|Zj |p < c
)
(5.12)
≈ P(ζp,bp < c), (5.13)
β ≈ P
(
σ(s)−p
∑
|Zj + sj |p < c σ(s)
−p
σ(0)−p
)
(5.14)
≈ P
(
ζp,bp < c
σ(s)−p
σ(0)−p
)
, (5.15)
whence c → Φ−1p,bp(α) and σ(s)−p/σ(0)−p → Φ−1p,bp(β)/Φ−1p,bp(α), which latter is
equivalent to (2.16)
(
for p ∈ (−∞,−1)).
On the other hand, one can see that (2.16)
(
for p ∈ (−∞,−1)) implies that
s is a p-strongly-AS shift. Indeed, (2.16) implies (5.6), so that (5.11) holds;
therefore, relations (5.13) and (5.15) hold; hence and because the d.f. Φp,bp
of ζp,bp is strictly increasing in a neighborhood of Φ
−1
p,bp
(α), for any varying c
satisfying relation (5.12) one will have c → Φ−1p,bp(α); since (2.16) is equivalent
to σ(s)−p/σ(0)−p → Φ−1p,bp(β)/Φ−1p,bp(α), relation (5.14) will then follow.
It remains to consider the case when s is a p-weakly-AS shift for which condi-
tion (5.6) fails. Then without loss of generality (w.l.o.g.)
∑
ϕ(sj) << d or, equiv-
alently,
∑
fp(sj) =
∑
e−s
2
j/2 << d, where fp is as in (2.16)
(
for p ∈ (−∞,−1)).
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Take any β˜ ∈ (β, 1). Note that∑ fp(tsj) continuously decreases in t ∈ [0, 1] from
d to o(d). Note also that Kα,β˜;p ∈ (0, 1). Hence, for some varying t ∈ (0, 1) rela-
tion (2.16) holds with ts and β˜ in place of s and β, respectively. So, by the proved
above implication “(2.16) implies that s is a p-strongly-AS shift”, one concludes
that ts is a p-strongly-AS shift, but for β˜ in place of β. On the other hand, (5.12)
and (5.14) take place for some varying c, since s is a p-weakly-AS shift. Thus, for
such c one has P( Z+s p > c)→ β and P( Z+ts p > c)→ β˜, which is a contra-
diction, since β < β˜ while, by Lemma 4.11, P( Z+ s p > c) > P( Z+ ts p > c).
This concludes the proof of Proposition 3.4
(
in the case when p ∈ (−∞,−1)).
5.3. Case: p ∈ (−1,−1
2
)
Take any varying vector s. To begin, assume that∑
[ϕ(0)− ϕ(sj)] <⌢ σp, (5.16)
where
σ := 1d ,
and use Lemma 4.8 with
ξdj :=
|Zj + sj |p − λp(sj)
σp
.
Note that for each fixed x ∈ (0,∞)
ξdj > x ⇐⇒ |Zj + sj |p > λp(sj) + σpx ⇐⇒ |Zj + sj | < σ[x + σ−pλp(sj)]1/p;
also,
σ[x + σ−pλp(sj)]1/p ∼ σx1/p
uniformly in j, since σ−p = 1/d|p| → 0 and λp(s) 6 λp(0) <⌢ 1 for all s ∈ R, by
part (i) of Lemma 4.2. Similarly, for each fixed x ∈ (−∞, 0)
ξdj < x ⇐⇒ |Zj + sj|p < λp(sj) + σpx,
which is impossible for any j if d is large enough, since σp = d|p| → ∞ while
λp(sj) 6 λp(0).
In particular, it follows that for any fixed ε ∈ (0,∞)
max
j
P(|ξdj | > ε) = max
j
P
(|Zj + sj | < σ(ε+ o(1))1/p) <⌢ σ → 0,
so that the null-array condition (4.11) is satisfied.
Next, for any fixed x ∈ (0,∞) there are some varying vj ’s such that maxj |vj | <⌢
σ → 0 and ∑
P(ξdj > x) =
∑
P
(|Zj + sj | < σ(x+ o(1))1/p)
= 2σ (x+ o(1))1/p
∑
ϕ(sj + vj)
∼ 2σ x1/p
(∑
ϕ(sj) + o(d)
)
→ 2x1/pϕ(0)
(5.17)
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by Lemma 4.1 and condition (5.16), which latter implies
∑
ϕ(sj) = dϕ(0) +
O(d|p|) ∼ dϕ(0). Also, ∑P(ξdj < x) = 0 for any x ∈ (−∞, 0) and all large
enough d. Thus, condition (I) in Lemma 4.8 is verified for ν =
√
2
π νp, as in
Definition 2.5.
Let us now verify condition (III) in Lemma 4.8. From considerations above,
it follows that
|ξdj | > 1 ⇐⇒ |Zj + sj | < σj := σ[1 + σ−pµj ]1/p ∼ σ = 1d , (5.18)
where
µj := λp(sj) 6 λp(0).
Hence and because E ξdj = 0,
E1 :=
∑
E ξdj I{|ξdj | 6 1} = −
∑
E ξdj I{|ξdj | > 1} = σ−p(E12 − E11),
where
E12 :=
∑
µj P(ξdj | > 1) <⌢
∑
P(|Zj + sj | < σj) <⌢ σd = 1 << σp,
E11 :=
∑
E |Zj + sj |p I{|Zj + sj | < σj} = E111 − E112,
E111 :=
∑∫
R
|z + sj |p I{|z + sj | < σj}ϕ(0) dz = d · 2ϕ(0) ·
σp+1j
p+ 1
∼ 2ϕ(0)
p+ 1
σp,
E112 :=
∑∫
R
|x|p I{|x| < σj}[ϕ(0)− ϕ(x+ sj)] dx
<⌢
∑∫
R
|x|p I{|x| < σj} dx [σ2j + ϕ(0)− ϕ(sj)]
<⌢ σ
p+1
∑
[σ2 + ϕ(0)− ϕ(sj)]
<⌢ σ
p+1[d σ2 + σp] << σp;
in the latter display, for E112, the last of three <⌢’s is by condition (5.16), while
the first one is obtained as follows: if |x| < σj and |sj | 6 1 then ϕ(0)−ϕ(x+sj) <⌢
(x + sj)
2 <⌢ x
2 + s2j < σ
2
j + s
2
j
<⌢ σ
2
j + ϕ(0) − ϕ(sj); and if |sj| > 1 then
ϕ(0)− ϕ(x+ sj) <⌢ 1 <⌢ ϕ(0)− ϕ(sj) 6 σ2j + ϕ(0)− ϕ(sj); thus, |x| < σj always
implies ϕ(0)− ϕ(x + sj)] <⌢ σ2j + ϕ(0)− ϕ(sj).
We conclude that
E1 → −2ϕ(0)
p+ 1
= −
√
2/pi
p+ 1
.
Next,
E2 :=
∑
E ξ2dj I{|ξdj | 6 1} = σ−2p(E21 − 2E22 + E23),
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where
E21 :=
∑
E |Zj + sj |2p I{|Zj + sj | > σj}
=
∑∫ ∞
σj
u2p [ϕ(u− sj) + ϕ(u+ sj)] du,
E22 :=
∑
µj E |Zj + sj |p I{|Zj + sj | > σj} <⌢ d << σ2p
E23 :=
∑
µ2j <⌢ d << σ
2p.
To estimate E21, note first that
ϕ(u− s) + ϕ(u+ s)− 2ϕ(u) <⌢ ϕ(0)− ϕ(s) (5.19)
over all real u and s. Indeed, if |s| 6 1 then ϕ(u− s) +ϕ(u+ s)− 2ϕ(u) <⌢ s2 <⌢
ϕ(0)− ϕ(s), and if |s| > 1 then ϕ(u− s) + ϕ(u+ s)− 2ϕ(u) <⌢ 1 <⌢ ϕ(0)− ϕ(s).
Hence, recalling also, once again, condition (5.16), one has
E21 = E211 + E212,
E212 :=
∑∫ ∞
σj
u2p [ϕ(u − sj) + ϕ(u + sj)− 2ϕ(u)] du
<⌢
∑
[ϕ(0)− ϕ(sj)]
∫ ∞
σj
u2p du <⌢ σ
pσ2p+1 << σ2p,
E211 :=
∑∫ ∞
σj
u2p 2ϕ(u) du ∼ −2ϕ(0)σ
2p
2p+ 1
,
because 0 < ε << ε1 << 1 implies∫ ∞
ε
u2p ϕ(u) du =
∫ ε1
ε
+
∫ 1
ε1
+
∫ ∞
1
,∫ ε1
ε
∼
∫ ε1
ε
u2p ϕ(0) du ∼ −ϕ(0)ε
2p+1
2p+ 1
,∫ 1
ε1
+
∫ ∞
1
<⌢ ε
2p+1
1 + 1 << ε
2p+1.
Also,
E3 :=
∑
E
2 ξdj I{|ξdj | 6 1} =
∑
E
2 ξdj I{|ξdj | > 1} <⌢ σ−2p(E31 + E33),
E31 :=
∑
E
2 |Zj + sj |p I{|Zj + sj | < σj} <⌢ d
(∫ σj
0
up du
)2
<⌢ d (σ
p+1)2 << σ2p,
E32 :=
∑
µ2j P(|Zj + sj | < σj) <⌢ d σ << σ2p.
The rest of the proof of Proposition 3.4 in the case p ∈ (−1,− 12 ) is similar
to that in the case p ∈ (−∞,−1). Instead of (5.6), here one has to deal with
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condition (5.16) – which is implied, in view of Lemma 4.5, by (2.16)
(
now for
p ∈ (−1,− 12 )
)
. In this case, instead of (5.12) and (5.14) one should write
α ≈ P
(
σ−p
∑(|Zj |p − λp(0)) < c) ≈ P(ζp,bp < c),
β ≈ P
(
σ−p
∑(|Zj + sj |p − λp(0)) < c)
= P
(
σ−p
∑(|Zj + sj |p − λp(sj)) < c+ σ−p∑(λp(0)− λp(sj)))
≈ P
(
ζp,bp < c+ σ
−p∑ fp(sj)),
whence c→ Φ−1p,bp(α) and σ−p
∑
fp(sj)→ Φ−1p,bp(β)−Φ−1p,bp(α). In this case, when
p ∈ (−1,− 12 ), one should also note that, by Lemma 4.2(i), the sum
∑
fp(tsj)
continuously increases (rather than decreases) in t ∈ [0, 1], from 0 to ∑ fp(sj),
which, by Lemma 4.5, is w.l.o.g. >> d|p| if condition (5.16) fails to hold. Also,
in this case one should use Kα,β˜;p ∈ (0,∞) instead of Kα,β˜;p ∈ (0, 1).
5.4. Case: p = −1
Take any varying vector s. As in previous cases, we begin by proving a limit
theorem for
∑ |Zj + sj |p (here with p = −1) under an additional assumption,
which in this case will be the following:∑
[ϕ(0)− ϕ(sj)] <⌢ d/ ln d. (5.20)
Let again
σ := 1d ,
and use Lemma 4.8, now with
ξdj :=
|Zj + sj |−1 − µ˜d(sj)
σ−1
.
As in the case with p ∈ (−1,− 12 ), here one shows that conditions (4.11) and (I)
in Lemma 4.8 hold for ν =
√
2
π νp, as in Definition 2.5; the only difference is
that here, in view of Lemma 4.3(ii), one writes σµ˜d(sj) <⌢ d
−1 ln d→ 0 instead
of relations σ−p = 1/d|p| → 0 and λp(s) 6 λp(0) <⌢ 1 used for p ∈ (−1,− 12 ).
Let us now verify condition (III) in Lemma 4.8. As in the case p ∈ (−1,− 12 ),
here (5.18) holds, but now with
µj := µ˜d(sj) <⌢ ln d;
note also that σj 6 σ for all j.
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Another difference is that here the expectation E ξdj is not 0; in fact, it does
not exist (or, one may prefer to say, is infinite). Recall (2.13) and write
E1 :=
∑
E ξdj I{|ξdj | 6 1}
= 1d
∑[
E |Zj + sj |−1 I{|Zj + sj | > σj} − µ˜d(sj)P(|Zj + sj | > σj)
]
= 1d (E11 + E12 − E13),
where
E11 :=
∑
E |Zj + sj|−1 I{σ > |Zj + sj | > σj},
<⌢ d
∫ σ
σj
|u|−1 du = 2d ln σσj << d,
E12 :=
∑
E |Zj + sj|−1 I{|Zj + sj | > σ}P(|Zj + sj | < σj)
6
∑
µ˜d(sj)P(|Zj + sj | < σj) <⌢ d (ln d)σ << d,
E13 := d
∑
P(|Zj + sj | < σ)P(|Zj + sj | > σj)
∼ d
∑
P(|Zj + sj | < σ) = d 2σ
∑
ϕ(sj + vj) ∼ 2dϕ(0),
for some vj ’s with |vj | < σ, in view of Lemma 4.1 and condition (5.20). On
collecting these estimates, one has
E1 → −2ϕ(0).
As for the term E2 :=
∑
E ξ2dj I{|ξdj| 6 1}, it is treated (now for p = −1)
in an almost literally the same way as in the case p ∈ (−1,− 12 ), with the only
difference that the estimate µ˜d(sj) <⌢ ln d is used (instead of µj <⌢ 1), which is
still enough to adequately bound E22 and E23. The result is that E2 → 2ϕ(0).
The treatment of the term E3 :=
∑
E
2 ξdj I{|ξdj | 6 1} here is similar to that
of E1 (for this case p = −1), but a bit simpler:
E3 <⌢
1
d2 (E31 + E32 + E33),
E31 :=
∑
E
2 |Zj + sj |−1 I{σ > |Zj + sj | > σj} <⌢ d ln2 σσj << d2,
E32 :=
∑
E
2 |Zj + sj |−1 I{|Zj + sj | > σ}P2(|Zj + sj | < σj)
<⌢ d (ln d)
2σ2 << d2,
E33 := d
2
∑
P
2(|Zj + sj | < σ)P2(|Zj + sj | > σj) <⌢ d2 d σ2 << d2.
Thus, E3 → 0.
The rest of the proof of Proposition 3.4 in this case p = −1 is similar to that
for the previously considered cases p ∈ (−∞,−1) and p ∈ (−1,− 12 ). Instead of
(5.6) or (5.16), here one has to deal with condition (5.20) – which is implied, in
view of Lemma 4.5, by (2.16) (now for p = −1). In this case, by Lemma 4.3(i),
the sum
∑
fp(tsj) continuously increases in t ∈ [0, 1] from 0 to
∑
fp(sj), which,
by Lemma 4.5, is w.l.o.g. >> d if condition (5.20) fails to hold.
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5.5. Case: p = −1
2
This case is somewhat similar to the case p ∈ (−1,− 12 ). However, here the limit
distribution is normal, rather than stable with index less than 2.
Take any varying vector s ∈ Rd, with d→∞. To begin, assume that∑
[ϕ(0)− ϕ(sj)] <⌢ σ−1/2 =
√
d ln d, (5.21)
where
σ := 1d ln d ,
and use Lemma 4.8 with
ξdj :=
|Zj + sj |−1/2 − µj
σ−1/2
, where µj := λ−1/2(sj).
Then for each fixed x ∈ (0,∞) the first two lines of display (5.17) will hold here
as well; however, now instead of σd = 1 one has σd = 1ln d → 0, with the effect
that
∑
P(ξdj > x)→ 0. Therefore, condition (I) in Lemma 4.8 holds with ν = 0.
To verify condition (III) in Lemma 4.8, let us employ the same E1, E11, and
E12 as in the case p ∈ (−1,− 12 ) – with the only difference that now p = − 12 ,
and these terms are easier to estimate here: E12 <⌢ σd << 1 << σ
−1/2 and
E11 <⌢
∑∫
R
|x|−1/2 I{|x| < σj} dx <⌢ d σ1/2 << σ−1/2.
We conclude that
E1 → 0.
Estimation of E2 is more involved. Here, let us employ the same E2, E21,
E22, E23, E211, and E212 as in the case p ∈ (−1,− 12 ) – with the only difference
that now p = − 12 . Then, just as easily as in the case p ∈ (−1,− 12 ), here one has
E22 + E23 << σ
−1.
To estimate E21, begin with
E211 = E2111 + E2112 + E2113,
E2111 :=
∑∫ 1/ ln d
σj
u−1 2ϕ(u) du ∼ d 2ϕ(0) ln 1σ ln d = 2ϕ(0)σ−1,
E2112 :=
∑∫ 1
1/ ln d
u−1 2ϕ(u) du <⌢ d ln ln d << σ−1,
E2113 :=
∑∫ ∞
1
u−1 2ϕ(u) du <⌢ d << σ−1.
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Next, on recalling (5.19) and (5.21),
E212 = E2121 + E2122,
E2121 :=
∑∫ 1
σj
u−1 [ϕ(u − sj) + ϕ(u+ sj)− 2ϕ(u)] du
<⌢
∑
[ϕ(0)− ϕ(sj)] ln 1
σ
∼
∑
[ϕ(0)− ϕ(sj)] ln d <⌢
√
d ln3 d << σ−1,
E2122 :=
∑∫ ∞
1
u−1 [ϕ(u − sj) + ϕ(u+ sj)− 2ϕ(u)] du
6
∑∫ ∞
1
[ϕ(u − sj) + ϕ(u + sj)− 2ϕ(u)] du <⌢ d << σ−1.
It follows that
E2 → 2ϕ(0) = ( 2π )1/2.
Just as for p ∈ (−1,− 12 ), one sees that E3 → 0 for = − 12 as well. Thus, by
Lemma 4.8, ∑
ξdj
D−→ ( 2π )1/4 Z ∼ N
(
0, ( 2π )
1/2
)
.
The rest of the proof of Proposition 3.4 for this case, p = − 12 , is similar to that
for the cases when p ∈ (−∞,−1) or p ∈ (−1,− 12 ).
5.6. Case: p ∈ (−1
2
, 0)
This case is somewhat similar to the case p = − 12 . Take any varying vector
s ∈ Rd, d→∞. To begin, assume that∑
[ϕ(0)− ϕ(sj)] <⌢ σp, (5.22)
where
σ :=
(
d λp,2(0)
)1/(2p)
,
and use Lemma 4.8 with
ξdj :=
|Zj + sj |p − µj
σp
, where µj := λp(sj).
Then for each fixed x ∈ (0,∞) the first two lines of display (5.17) will hold here
as well; however, now instead of σd = 1 one has σd ≍ d(2p+1)/(2p) → 0, with the
effect that
∑
P(ξdj > x)→ 0. Therefore, condition (I) in Lemma 4.8 holds with
ν = 0.
To verify condition (III) in Lemma 4.8, let us employ the same E1, E11, and
E12 as in the case p ∈ (−1,− 12 ), and these terms are easier to estimate here:
E12 <⌢ σd << σ
p and
E11 <⌢
∑∫
R
|x|p I{|x| < σj} dx <⌢ d σp+1 << σp,
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so that
E1 → 0.
Next, write
E2 =
∑
E ξ2dj I{|ξdj | 6 1} = E21 − E22
in this case with
E22 :=
∑
E ξ2dj I{|ξdj| > 1} <⌢ E221 + E222,
E221 :=
∑ µ2j
d P(|ξdj | > 1)→ 0(
since µj 6 λp(0) <∞ and, by what was proved above,
∑
P(|ξdj | > 1)→ 0
)
,
E222 :=
∑
1
d E |Zj + sj |2p I{|Zj + sj | < σj}
<⌢
1
d
∑∫
R
|x|2p I{|x| < σj} dx <⌢ 1d d σ2p+1 → 0,
E21 :=
∑
E ξ2dj =
∑ λp,2(sj)
d λp,2(0)
= 1 +O(d−1/2)→ 1,
using (4.4) to get |λp,2(s) − λp,2(0)| <⌢ s2 I{|s| 6 1} + I{|s| > 1} = s2 ∧ 1 ≍
ϕ(0)− ϕ(s) and then recalling condition (5.22). It follows that
E2 → 1.
Next, similarly to the case p ∈ (−1,− 12 ), one shows that E3 → 0.
The rest of the proof of Proposition 3.4 for this case, p ∈ (− 12 , 0), is similar
to that for p ∈ (−1,− 12 ).
5.7. Case: p ∈ (0, 2)
This case is somewhat similar to the case p ∈ (− 12 , 0). However, the proof here is
a bit simpler, as it relies on a Berry-Esseen bound on convergence to normality,
rather than on the general conditions of convergence to a infinitely divisible
distribution, stated in Lemma 4.8.
Take any varying vector s ∈ Rd, d→∞. Let
ξdj :=
|Zj + sj |p − µj√∑
λp,2(sj)
, where µj := λp(sj). (5.23)
To proceed, assume that ∑
gp(sj) <⌢ d
1/2, (5.24)
where gp is as in in Definition 2.13. Note that s
2 I{|s| 6 1}+(1+ |s|2p−2) I{|s| >
1} 6 2gp(s) for p ∈ (0, 2) and |s| > 1, whence, by (4.4) and (5.24),∣∣∣∑λp,2(sj)− d λp,2(0)∣∣∣ <⌢∑ gp(sj) <⌢ d1/2 << d, (5.25)
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so that ∑
λp,2(sj) ∼ d λp,2(0). (5.26)
Next, by (4.5) and (5.24),
∑
λp,3(sj) <⌢ d+
∑
|sj |3p−1 I{|sj| > 1} 6 d+
(∑
|sj |p I{|sj | > 1}
)1∨ 3p−1p
<⌢ d+
(∑
gp(sj)
)1∨ 3p−1p <⌢ d+ d 3p−12p << d3/2. (5.27)
Therefore and by (5.26), the Berry-Esseen bound on the convergence of the
distribution of
∑
ξdj to N(0, 1) is
<⌢
∑
λp,3(sj)(∑
λp,2(sj)
)3/2 −→ 0. (5.28)
So, still in view of (5.26),∑ |Zj + sj |p −∑λp(sj)√
d λp,2(0)
D−→ Z ∼ N(0, 1). (5.29)
The rest of the proof of Proposition 3.4 for this case, p ∈ (0, 2), is similar to
that for p ∈ (−1,− 12 ). Instead of (5.22), here one has to deal with condition
(5.24) – which is implied, in view of Lemma 4.5, by (2.16)
(
now for p ∈ (0, 2)).
In this case, the sum
∑
fp(tsj) continuously increases in t ∈ [0, 1] from 0 to to∑
fp(sj), which, by Lemma 4.5, is w.l.o.g. >> d
1/2 if condition (5.24) fails to
hold.
5.8. Case: p = 0
This case is similar to the case p ∈ (0, 2). However, here we have to deal with the
moments of ln |Z+ s| rather than |Z+ s| and, correspondingly, with Lemma 4.4
rather than Lemma 4.2. Let us describe the main differences between the two
cases. Here, let
ξdj :=
ln |Zj + sj | − µj√∑
λ˜2(sj)
, where µj := λ˜(sj).
An analogue of (5.25) here follows immediately from Lemma 4.4(iv). An ana-
logue of (5.27) follows by Lemma 4.4(vi):
∑
λ˜3(sj) <⌢ d+
∑
ln2 |sj | I{|sj| > e} 6 d+
(∑
ln |sj | I{|sj| > e}
)2
6 d+
(∑
g0(sj)
)2
<⌢ d,
under the assumption (5.24), here with p = 0.
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5.9. Case: p ∈ [2,∞)
This case is somewhat similar to the case p ∈ (0, 2). Take any varying vector s.
Let the ξdj ’s be defined here as in (5.23). Assume (5.24), but now with
gp(s) := s
2 + |s|p.
Then, introducing the notation
Vp := Vp(s) :=
∑
|sj |p, (5.30)
one has V2 + Vp <⌢ d
1/2 << d, whence V2p−2 6 V
(2p−2)/p
p <⌢ d
(p−1)/p << d
and V3p−1 6 V
(3p−1)/p
p <⌢ d
(3p−1)/(2p) << d3/2. So, by parts (v) and (vi) of
Lemma 4.2, ∑
λp,2(sj) = dλp,2(0) +O(V2 + V2p−2) ∼ dλp,2(0),∑
λp,3(sj) <⌢ d+ V3p−1 << d3/2.
Hence, the convergence to 0 in (5.28) for the Berry-Esseen bound holds in the
case p ∈ [2,∞) as well. The rest of the proof of Proposition 3.4 for this case is
similar to that for p ∈ (0, 2).
5.10. Case: p =∞
In this case, a varying vector s is a p-AS shift if and only if
1− α ≈ P
(
d
max
1
|Zj | 6 c
)
, (5.31)
1− β ≈ P
(
d
max
1
|Zj + sj | 6 c
)
(5.32)
for some varying c. Rewrite (5.31) as d · lnP(|Z| 6 c) → ln(1 − α), which
implies that lnP(|Z| 6 c) → 0 and hence c → ∞ and lnP(|Z| 6 c) ∼
P(|Z| 6 c) − 1 = −P(|Z| > c) ∼ − 2cϕ(c), so that (5.31) can be rewritten
as 2c ϕ(c) ∼ − 1d ln(1 − α), which implies c ∼
√
2 lnd, so that (5.31) can be
further rewritten as ϕ(c) ∼ −
√
ln d
d
√
2
ln(1− α) or, equivalently, as
2 ln
(
− d√
pi ln d
1
ln(1− α)
)
= c2 + o(1).
Also, c ∼
√
2 ln d implies c2 + o(1) = c2(1 + o(1/c2)) = [c(1 + o(1/c2))]2 =
[c+ o(1/c)]2 = [c+ o(1/
√
ln d)]2. So, recalling (2.15), one finally rewrites (5.31)
as
c = cd,α + o(1/
√
ln d). (5.33)
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Take now indeed any c as in (5.31) or, equivalently, as in (5.33). Rewrite
(5.32) as ∑
lnP(|Z + sj| 6 c) ∼ ln(1 − β). (5.34)
To complete the consideration of the case p = ∞ and thus the entire proof
of Proposition 3.4, it remains to show that relation (5.34) is equivalent to the
same but with cd,α in place of c. To that end, it is enough to show that
lnP(|Z + s| 6 c) ∼ lnP(|Z + s| 6 cd,α) (5.35)
uniformly over all s ∈ R.
Consider first the case when s varies so that P(|Z + s| 6 c) → 0, which is
equivalent to |s| − c→∞, whence P(|Z + s| 6 c) ∼ P(Z > |s| − c) and
lnP(|Z + s| 6 c) ∼ − (|s|−c)22 ∼ −
(|s|−cd,α)2
2 ∼ lnP(|Z + s| 6 cd,α);
the second ∼ here takes place because |s| − c → ∞ and cd,α = c + o(1). So,
(5.35) holds when P(|Z + s| 6 c)→ 0.
It remains to consider the case when P(|Z+s| 6 c) >⌢ 1, which implies |s| <⌢ c
and hence |(c± s)(c− cd,α)| <<
√
ln d 1√
ln d
= 1, which in turn yields
P(|Z + s| > c) = P(Z > c− s) + P(Z > c+ s)
∼ P(Z > cd,α − s) + P(Z > cd,α + s) = P(|Z + s| > cd,α)
and hence (5.35); the relation ∼ here follows because for x > 1 and h > 0 such
that hx << 1 one has 0 < P(Z > x) − P(Z > x + h) < hϕ(x) <⌢ hxP(Z >
x) << P(Z > x), while for x 6 1 and h > 0 such that h << 1 one has
0 < P(Z > x)− P(Z > x+ h) <⌢ h << 1 <⌢ P(Z > x).
The proof of Proposition 3.4 is now complete.
6. Remaining proofs of the propositions of Section 3
Proof of Proposition 3.5.
Case: p ∈ [−∞,−1). Take any p-AS shift s in the direction of the “equalized”
· 2-unit vector 1, so that s = s1 = (s, . . . , s) for some s ∈ R. Then, by
Proposition 3.4
(
for p ∈ [−∞,−1)), one has e−s2/2 ≍ 1 and hence s2 ≍ 1,
whence
‖s‖2 >⌢ d. (6.1)
Consider the convex function ψ on (0,∞) given by the formula ψ(v) := 2 ln 1v .
Then, by Lemma 4.9,
∑
ψ(vj) is Schur-convex in v. Hence, the minimum of
‖s‖2 = ∑ s2j = ∑ψ(e−s2j/2) given a fixed value of ∑ f−∞(sj) = ∑ e−s2j/2 is
attained when s is of the form s1 for some s ∈ R. So, (6.1) holds for any p-AS
shift s, in any direction, which completes the verification of line 1 in (3.1).
Case: p = −1. The proof of Proposition 3.12 for p = −1 is somewhat similar
to that in the previously considered case p ∈ [−∞,−1). For any (−1)-AS shift
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s of the form s1 one has f−1(s) ≍ 1, whence, by Lemma 4.5, ϕ(0)−ϕ(s) ≍ 1ln d ,
s→ 0, s2 ≍ 1ln d , and
‖s‖2 = d s2 ≍ dln d .
Concerning (−1)-AS shifts s in directions other than in that of the vector 1,
(2.16) and Lemma 4.5 will imply
∑(
1−e−s2j/2) ≍ dln d . Now the proof in this case
is finished as was done for p ∈ [−∞,−1), except that here the convex function ψ
is given by the formula ψ(v) := 2 ln 11−v , so that ‖s‖2 =
∑
s2j =
∑
ψ
(
1−e−s2j/2).
Case: p ∈ (−1,− 12 ). By Lemma 4.2(iii), fp(
√
u) = λp(0)−λp(
√
u) is concave
in u > 0. So, by Lemma 4.9,
∑
fp(sj) is Schur
2-concave in s. So, for any p-AS
shift s,
d fp(s) >
∑
fp(sj) ≍ d|p|
by (2.16), where s := s 2. It follows by Lemma 4.5 that ϕ(0) − ϕ(s) >⌢ d|p|−1,
whence s2 >⌢ d|p|−1 and ‖s‖2 = ds2 >⌢ d|p|.
Case: p ∈ (− 12 , 2) \ {0}. This case is quite similar to the case p ∈ (−1,− 12 ).
Case: p = 0. This case too is similar to the case p ∈ (− 12 , 0). Here, instead
of Lemma 4.2(iii), use Lemma 4.4(iii).
Case: p = 2. This case follows immediately by (2.16), since f2(s) = s
2.
Case: p ∈ (2,∞). This case as well is much similar to the case p ∈ (− 12 , 0).
However, here
∑
fp(sj) is Schur
2-convex in s, which reduces the consideration
to p-AS shifts of the form se1 = (s, 0, . . . , 0) with s > 0. Then (2.16) implies
s→∞. Hence, by Lemma 4.2(ii), λp(s) ∼ sp, so that
‖s‖p = sp ∼ λp(s) ∼ fp(s) =
∑
fp(sj) ≍ d1/2,
which proves Proposition 3.5 in this case.
Case: p =∞. Here too, it is enough to consider p-AS shifts of the form se1,
with s > 0. If s <<
√
ln d, then (cf. (6.15)) λ∞;d(s) and λ∞;d(0) are each of the
form d−(1+o(1)), whence f∞;d(s) = λ∞;d(s) − λ∞;d(0) → 0, which contradicts
(2.16). So, s >⌢
√
ln d, which proves Proposition 3.5 in this last case as well.
Proof of Proposition 3.6.
Case: p ∈ [−∞,−1). Take any p-AS shift s and any varying t such that
t→ 1, whence v := |t− 1| → 0. Then (ts)2− s2 → 0 for any varying s such that
|s| < (5/v)1/4. Write ∑
e−(tsj)
2/2 = S1(t) + S2(t),
where
S2(t) :=
∑
e−(tsj)
2/2 I{|sj | > (5/v)1/4} <⌢
∑
e−(tsj)
2/2 I{|tsj | > (4/v)1/4}
<⌢ d e
−1/√v << d,
S1(t) :=
∑
e−(tsj)
2/2 I{|sj | < (5/v)1/4} ∼
∑
e−s
2
j/2 I{|sj| < (5/v)1/4}
=
∑
e−s
2
j/2 − S2(1) =
∑
e−s
2
j/2 + o(d).
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Therefore and because
∑
e−s
2
j/2 I{|sj| < (5/v)1/4} 6 d, one has
∑
e−(tsj)
2/2 =∑
e−s
2
j/2 + o(d). In view of the condition (2.16) (for p ∈ [−∞,−1)), it follows
that ts is a p-AS shift.
Case: p ∈ (−1,− 12 ). Take any p-AS shift s and any varying t such that
t → 1. By Lemma 4.2(iii,ii) and l’Hospital’s rule for limits, f ′p(s)/s decreases
in s ∈ (0,∞) from f ′′p (0) = |p|λp(0) and remains nonnegative for such s. So,
|sf ′p(s)| <⌢ s2 and hence, in view of (4.1),
|sf ′p(s)| <⌢ fp(s) (6.2)
for all s in a neighborhood of 0; the same holds for |s| <⌢ 1, since the even
function fp is strictly increasing and positive on (0,∞). It follows by the mean
value theorem that for any varying |s| <⌢ 1 there exists some varying ξ between
t and 1 such that
fp(ts)
fp(s)
= exp[ln fp(ts)− ln fp(s)] = exp
(
t−1
ξ
ξsf ′p(ξs)
fp(ξs)
)→ 1. (6.3)
If now |s| → ∞ then, by Lemma 4.2(i), both fp(ts) and fp(s) converge to
λp(0)− λp(∞−) ∈ (0,∞). In view of the condition (2.16) (for p ∈ (−1,− 12 )), it
follows that ts is a p-AS shift.
Case: p = −1. This case is similar to the case p ∈ (−1,− 12 ); here, the result
follows by (6.3) and Lemma 4.3(iv).
Case: p = − 12 . This case is quite similar to the case p ∈ (−1,− 12 ).
Case: p ∈ (− 12 , 0). This case too is quite similar to the case p ∈ (−1,− 12 ).
Case: p ∈ (0, 2). This case is somewhat similar to the case p ∈ (−1,− 12 ).
Indeed, in view of (6.3), it suffices to show that (6.2) holds over all s ∈ R.
For |s| <⌢ 1, this follows as in the case for p ∈ (−1,− 12 ). As for |s| → ∞,
(6.2) follows by Lemma 4.2(ii), which yields fp(s) ∼ λp(s) ∼ |s|p and |f ′p(s)| =
|λ′p(s)| = p|E |Z + s|p−1 sign(Z + s)| 6 pλp−1(s) ∼ p|s|p−1.
Case: p = 0. This case is somewhat similar to the cases p ∈ (−1,− 12 ) and
p ∈ (0, 2). Here, instead of Lemma 4.2(iii,ii,i), use Lemma 4.4(iii,ii) for |s| <⌢ 1
and Lemma 4.4(ii,vii) for |s| → ∞.
Case: p ∈ [2,∞). This case is quite similar to the case p ∈ (0, 2).
Case: p = ∞. Here we need to require that |t − 1| << 1ln d . In view of (6.3)
and the symmetry in s, it suffices to show that |r| <⌢ ln d over all s > 0, where
r :=
sf ′∞(s)
f∞(s)
=
s∆ϕ(s)
∆Φ(s) ln∆Φ(s)
,
where c := cd,α, ∆ϕ(s) := ϕ(s+ c)−ϕ(s− c), and ∆Φ(s) := Φ(s+ c)−Φ(s− c).
Consider the three subcases, depending on whether s is to the left of c, to the
right of c+ 1, or between c and c+ 1.
If 0 6 s 6 c, then ∆Φ(s) > ∆Φ(c) = Φ(2c) − Φ(0) >⌢ 1, − ln∆Φ(s) ≍
1 − ∆Φ(s) > P(Z > c − s) ≍ ϕ(c−s)c−s+1 , while |∆ϕ(s)| 6 ϕ(c − s); hence and by
(2.15), in this subcase |r| <⌢ (c− s+ 1)s <⌢ c2 ≍ ln d.
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If s > c + 1, then ∆Φ(s) = P(Z > s − c) − P(Z > s + c) ≍ P(Z > s − c) ≍
ϕ(s−c)
s−c , − ln∆Φ(s) ≍ (s − c)2, while |∆ϕ(s)| 6 ϕ(c − s); hence, in this subcase
|r| <⌢ ss−c 6 c+ 1 ≍
√
ln d <⌢ ln d.
Finally, if c < s < c + 1, then ∆Φ(s) = P(Z > s − c) − P(Z > s + c)
≍ P(Z > s − c) ∈ [P(Z > 0),P(Z > 1)] ⊂ (0, 1), − ln∆Φ(s) ≍ 1, while
|∆ϕ(s)| 6 ϕ(c− s) <⌢ 1; hence, in this subcase |r| <⌢ s < c+ 1 <⌢ ln d.
Proof of Proposition 3.7. Let sp be any p-AS shift in the direction of θ1. By
Proposition 3.5, for each p ∈ [−∞,∞] there is a function N ∋ d 7→ σp(d) ∈
(0,∞) such that eventually ‖sp‖ > σp(d). Let np(d) be as in Proposition 2.2.
W.l.o.g., the function d 7→ θp(d) in Proposition 2.2 is such that θp(d) 6 σp(d)/
√
np(d)
for all d, whence (3.2) will imply np > np(d) provided that ‖θ1‖ 6 θp(d), and
so, by Proposition 2.2, the pair (np, θ1) will be p-NA. Moreover, for such θ1 and
t :=
√
np
‖θ1‖
‖sp‖ , (3.2) implies
0 6 t2 − 1 6 ‖θ1‖
2
‖sp‖2 6
θp(d)
2
σp(d)2
,
so that t goes to 1 fast enough if θp(d) is sufficiently small. Therefore, by Propo-
sition 3.6,
√
np θ1 = tsp is a p-AS shift in the direction of θ1. It follows now by
Propositions 3.2 and 3.3 that the p-NA varying pair (np, θ1) is p-AS. Finally,
the relations
√
np θ1 = tsp and t→ 1 yield ‖sp‖ ∼ √np ‖θ1‖.
Proof of Proposition 3.8.
(I). Part (I) of the proposition follows because, as it is easy to see, the d.f. of
the r.v. Z p is continuously increasing on [0,∞) from 0 to 1.
(II). In view of Lemma 4.11, part (II) of the proposition follows because for
each p ∈ [0,∞], each d ∈ N, each · 2-unit vector u ∈ Rd, and each z ∈ (R\{0})d,
one has z+ tu p →∞ and hence P( Z+ tu p > c)→ 1 as t→∞.
(III). Implication (III)(a) =⇒ (III)(c) follows immediately by Definition 3.1
and Proposition 3.3. Implication (III)(c) =⇒ (III)(b) follows by part (I) of
Proposition 3.8.
To prove (III)(b) =⇒ (III)(a), assume that (III)(b) holds, that is, for some
varying c such that P( Z p > c)→ α and some varying vector s in the direction
of u one has β˜ := limP( Z + s p > c) > β. If β˜ = β, then, by definition, s is
a p-AS shift. Otherwise, if β˜ > β, then eventually P( Z + s p > c) > β. So, by
Lemma 4.11, for some varying t ∈ (0, 1) the vector ts is a p-AS shift. That is,
in any case (III)(a) holds.
Thus, (III)(a)⇐⇒ (III)(b)⇐⇒ (III)(c).
To establish the equivalences (III)(a) ⇐⇒ (III)(d) ⇐⇒ (III)(e), we shall use
Proposition 3.4. In the case p ∈ [−∞,−1), observe that∑ fp(tuj) =∑ e−t2u2j/2
continuously decreases in t ∈ [0,∞) from d to d0(u); so, one has (III)(a) ⇐⇒
(III)(d) ⇐⇒ (III)(e) because in this case Kp ∈ (0, 1). In the case p = −1,
by Lemma 4.3(i,ii),
∑
fp(tuj) continuously increases in t ∈ [0,∞) from 0 to
[d − d0(u)]µ˜d(0) ∼ [d − d0(u)]
√
2
π ln d, whence in this case the equivalences
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(III)(a)⇐⇒ (III)(d)⇐⇒ (III)(e) follow. The remaining two cases are similar to
the case p = −1.
Proof of Proposition 3.10.
Case 1: there is no (p, 2)-NAAS triple (np, n2, θ1) with θ1 in the direction
of u. By virtue of parts (II) of Propositions 2.7 and 3.8 and the equivalences
(III)(a)⇐⇒ (III)(d) in these propositions, the condition defining Case 1 can be
restated as “there is no p-AS shift s in the direction of u”. Therefore and by
Definitions 2.10 and 3.9, in Case 1 both AREp,2,u and ap,2,u exist and equal 0.
Case 2: there is a (p, 2)-NAAS triple (np, n2, θ1) with θ1 in the direction of
u. This is equivalent to “there is a p-AS shift s in the direction of u” as well
as to “there are p-AS and 2-AS shifts sp and s2 in the direction of u”.
Suppose now that AREp,2,u exists. By Definition 2.10, in Case 2 this means
that lim n2np exists in [0,∞] for any (p, 2)-NAAS triple (np, n2, θ1) with θ1 in the
direction of u. Take now any p-AS and 2-AS shifts sp and s2 in the direction of
u. Then, by Proposition 3.7, there is a (p, 2)-NAAS triple (np, n2, θ1) with θ1
in the direction of u such that ‖sp‖ ∼ √np ‖θ1‖ and ‖s2‖ ∼ √n2 ‖θ1‖, whence
‖s2‖2
‖sp‖2 ∼
n2
np
. It follows, by Definitions 3.9 and 2.10, that ap,2,u exists and equals
AREp,2,u.
Vice versa, suppose that ap,2,u exists. Then, by Definition 3.9 and because
there are p-AS and 2-AS shifts sp and s2 in the direction of u, one concludes
that lim ‖s2‖
2
‖sp‖2 exists in [0,∞], and is the same, for any such shifts sp and s2.
Take now any (p, 2)-NAAS triple (np, n2, θ1) with θ1 in the direction of u.
Then, by Proposition 3.2, the vectors sp :=
√
np θ1 and s2 :=
√
n2 θ1 will,
respectively, be p-AS and 2-AS shifts in the direction of u; at that, obviously,
one will have n2np =
‖s2‖2
‖sp‖2 . So, by Definitions 2.10 and 3.9, AREp,2,u exists and
equals ap,2,u.
Proof of Proposition 3.11.
Consider the case p ∈ [−∞, 2]. Assume, to the contrary, that ap,2,u < ap,2,v.
In particular, this implies that ap,2,v > 0. So, by the last sentence of Defini-
tion 3.9, there is a p-AS shift in the direction of v.
Consider first the subcase when there is a p-AS shift in the direction of u
as well. Then for each r ∈ {2, p} and each w ∈ {u,v} there is an r-AS shift
sr,w = tr,ww, with some varying tr,w ∈ (0,∞); that is (recall Proposition 3.3),
for some (or, equivalently, any) varying cr such that P( Z r > cr)→ α one has
P( Z+tr,ww r > cr)→ β. By (6.8) – which, quite independently, will be proved
later, one has ‖s2,u‖ ∼ ‖s2,v‖ or, equivalently, t2,u ∼ t2,v. So, the assumption
ap,2,u < ap,2,v implies that eventually ‖sp,v‖ < ‖sp,u‖ or, equivalently, tp,v <
tp,u. Therefore, by Lemmas 4.10 and 4.11, eventually
β ≈ P( Z+ tp,uu p > cp) > P( Z+ tp,uv p > cp) > P( Z+ tp,vv p > cp) ≈ β,
(6.4)
whence P( Z+ tp,uv p > cp) ≈ β, so that s˜p,v := tp,uv is a p-AS shift. It follows
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that
lim
t22,v
t2p,u
= lim
‖s2,v‖2
‖s˜p,v‖2 = ap,2,v > ap,2,u = lim
‖s2,u‖2
‖sp,u‖2 = lim
t22,u
t2p,u
,
which contradicts the relation t2,u ∼ t2,v.
Consider now the other subcase of the case p ∈ [−∞, 2], when there is no
p-AS shift in the direction of u. Then, by the equivalence (III)(a) ⇐⇒ (III)(b)
in Proposition 3.8, lim supP( Z+ tp,vu p > cp) < β, so that eventually P( Z+
tp,vu p > cp) < β˜ for some constant β˜ ∈ (0, β). Hence (cf. (6.4))
β˜ > P( Z+ tp,vu p > cp) > P( Z+ tp,vv p > cp) ≈ β,
which is a contradiction.
The case p ∈ [2,∞] is similar to the case p ∈ [−∞, 2], and even simpler,
because for any p ∈ [2,∞] and any varying direction, there is a p-AS shift in
that direction, by Proposition 3.8(II).
Proof of Proposition 3.12.
Case: p ∈ [−∞,− 12 ]. This case follows by relation (6.8), to be proved later,
and Proposition 3.5.
Case: p ∈ (− 12 , 0). Let s be any p-AS shift in the direction of some · 2-unit
vector u ∈ Rd.
Consider first the subcase u p,2 << d
1/4
(
of the current case p ∈ (− 12 , 0)
)
.
In the subsubcase 0 6= u p,2 << d1/4, introduce the vector v := u/ u p,2.
Then
∑
fp(vj) = Kpd
1/2, by Definition 2.13 and because fp(s) is continuously
increasing in |s| (by Lemma 4.2(i)). On the other hand, ∑ fp(sj) ∼ Kpd1/2,
by Proposition 3.4. Also,
∑
v2j = ‖v‖2 = ‖u‖2/ u 2p,2 = d/ u 2p,2 >> d1/2,
by the subcase assumption u p,2 << d
1/4. Therefore, by Lemma 4.6 (with
S := Kpd
1/2), one has ‖s‖2 =∑ s2j >> d1/2, whence, by (6.8), ap,2,u = 0.
Otherwise, one has the subsubcase u p,2 = 0; that is,
∑
fp(uj/u) 6 Kpd
1/2
for all u ∈ (0,∞). At that, one still has ∑ fp(sj) ∼ Kpd1/2, while sj = tuj for
some varying t ∈ (0,∞) and all j. One can find a varying u ∈ (0,∞) so small
as tu 6 1 and
∑
v2j >> d
1/2, with vj := uj/u. Then |sj | = t|uj| = tu|vj| 6 |vj |
for all j. Therefore and because fp(s) is increasing in |s|, one has Kpd1/2 ∼∑
fp(sj) 6
∑
fp(vj) =
∑
fp(uj/u) 6 Kpd
1/2, which yields
∑
fp(vj) ∼ Kpd1/2.
Now, using Lemma 4.6 again, one concludes that ap,2,u = 0 – in this subsubcase
of the subcase u p,2 << d
1/4 as well.
It remains to consider the subcase u p,2 >⌢ d
1/4. Of course, this assump-
tion excludes the possibility u p,2 = 0. So, reasoning quite similarly to the
subsubcase 0 6= u p,2 << d1/4, one concludes that, in the current subcase
u p,2 >⌢ d
1/4, the value of ap,2,u is strictly positive – whenever it exists.
Thus and in view of Proposition 3.11, to complete the the proof of Propo-
sition 3.12 for p ∈ (− 12 , 0), it suffices to show that the limit ap,2 exists and
equals ap for any p- and 2-sufficient shifts sp and s2 in the direction of vector
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1d = (1, . . . , 1). Let indeed s := sp be any p-sufficient shift of the form (s, . . . , s),
with s > 0. Then, by Proposition 3.4, λp(0) − λp(s) ∼ Kp d−1/2, whence, by
Lemma 4.2(i,ii), s→ 0 and
‖s‖2 ∼ 2|p|λp(0) Kp d
1/2. (6.5)
Proposition 3.12
(
for p ∈ (− 12 , 0)
)
now follows by (6.8) and (2.12), since
λp(0) =
2p/2Γ(p+12 )√
pi
(6.6)
for all p ∈ (−1,∞), and so, by (2.19),
K2
Kp
|p|λp(0)
2 = ap. (6.7)
Case: p ∈ (0, 2). Here we first note that, by Lemma 4.5, gp(s) ≍ fp(s)
over all s ∈ R. Therefore, the current case p ∈ (0, 2) is quite similar to the case
p ∈ (− 12 , 0), and even a bit simpler – since u p,2 = 0 is impossible for p ∈ (0, 2),
because then gp(s)→∞ as |s| → ∞. Here use the relations
∑
gp(vj) = Kpd
1/2
and
∑
gp(sj) ≍ Kpd1/2 instead of
∑
fp(vj) = Kpd
1/2 and
∑
fp(sj) ∼ Kpd1/2,
and then use Lemma 4.7 instead of Lemma 4.6.
Case: p = 0. This case is quite similar to the case p ∈ (0, 2).
Case: p = 2. This follows immediately from (2.16) – because λ2(s)−λ2(0) =
s2, and so,
‖s‖2 ∼ K2 d1/2 for any 2-AS shift s. (6.8)
Case: p ∈ (2,∞). By Lemma 4.5, the condition (2.16) implies
V2 + Vp ≍
√
d. (6.9)
Consider first the subcase u p >> d
(p−2)/(4p). Let us show that then (2.16)
implies V2 << Vp, where Vp is defined in (5.30). Indeed, otherwise w.l.o.g. for
some varying vector s in the direction of u with u pp >> d
(p−2)/4 one would
have Vp <⌢ V2, and then (6.9) would imply V2 ≍
√
d, that is, d s 22 ≍
√
d, or
s 2 ≍ d−1/4, and then Vp/V2 = s p−22 u pp >> 1. This contradiction shows
that V2 << Vp. Now (6.9) yields
‖s‖2 = V2 << Vp 6 V2 + Vp ≍
√
d.
Thus, in view of (6.8), ap,2,u =∞.
Next, consider the subcase u p << d
(p−2)/(4p). Note that (6.9) implies V2 <⌢
d1/2, that is, s 2 <⌢ d
−1/4. So, Vp/V2 = s
p−2
2 u
p
p << 1, whence Vp << V2 6
V2 + Vp ≍
√
d, by (6.9). Next, in view of (4.2),∑(
λp(sj)− λp(0)
)
I{|sj | > ε} <⌢
∑
|sj |p = Vp <<
√
d
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for any fixed ε > 0, so that (2.16) implies∑(
λp(sj)− λp(0)
)
I{|sj| 6 ε} ∼ Kp
√
d. (6.10)
On the other hand, by (4.1), (4.3), and (2.16),
∑(
λp(sj)− λp(0)
)
I{|sj | 6 ε} = C1(ε)
∑
s2j I{|sj| 6 ε}
6 C1(ε)V2 6
C1(ε)
C1(0)
∑(
λp(sj)− λp(0)
) ∼ Kp√d,
for some varying C1(ε) such that C1(ε)→ C1(0) := p2 λp(0) as ε ↓ 0. Comparing
this with (6.10), one concludes that C1(0)V2 ∼ Kp
√
d, that is, (6.5) holds. So,
by (6.8), ap,2,u = ap for all p ∈ (2,∞) – under the condition u pp << d(p−2)/4.
Case: p = ∞. Let s be an ∞-AS shift in the direction of a · -unit vector
u. First here, consider the subcase when u ∞ << d1/4
√
ln d. Then
d f(0) = − ln(1− α) + o(1),∑
f(sj) = − ln(1− β) + o(1), (6.11)
where
f(s) := − lnP(|Z + s| 6 c)
for some varying c. As shown in the proof of Proposition 3.4 for p = ∞, one
must have c ∼
√
2 lnd. Introduce now vj := s
2
j , so that
∑
vj = ‖s‖2 and
f(sj) = g(vj), where g(v) := f(
√
v). At that, the function g is convex on [0,∞),
by Lemma 4.2(iii).
Now, to obtain a contradiction, assume that the conclusion that a∞,2,u = 0
does not hold in this subcase. Then, in view of (6.8), w.l.o.g. ‖s‖2 <⌢ d1/2,
which can be rewritten in each of the following two forms: s 2 <⌢ d
−1/2 and∑
vj <⌢ d
1/2. So, the condition u ∞ << d1/4
√
ln d implies ‖s‖∞ = s ∞ =
s 2 u ∞ <<
√
ln d. Thus, ‖s‖∞ 6 B for some variable B such that 1 6 B <<√
ln d. Recalling now (6.11) and the fact that the function g is convex and
nonnegative, one has
− ln(1 − β) ≈
∑
g(vj) 6
∑[
g(0) +
vj
B2
(
g(B2)− g(0))]
6 d g(0) +O
(
d1/2 g(B2)
) ≈ − ln(1− α) +O(d1/2 g(B2)),
whence g(B2) >⌢ d−1/2. On the other hand, recalling that c ∼
√
2 ln d and
B <<
√
ln d, one obtains the sought contradiction:
g(B2) = − lnP(|Z +B| 6 c) ∼ P(|Z +B| > c)
= e−c
2/2(1+o(1)) = d−(1+o(1)) << d−1/2.
imsart ver. 2005/05/19 file: d_to_infy_arxiv.tex date: November 20, 2018
Iosif Pinelis/p-mean tests for means in high dimensions 49
Finally, consider the subcase when u ∞ >> d1/4
√
ln d. To obtain a contra-
diction, assume that the conclusion that a∞,2,u = ∞ does not hold in this
subcase. Then, similarly to the previous subcase, in view of (6.8), w.l.o.g.
‖s‖2 >⌢
√
d, whence ‖s‖∞ >>
√
ln d, so that ‖s‖∞ > 2
√
ln d eventually. By
(6.11) and the condition c ∼
√
2 ln d,
− ln(1 − β) ≈
∑
f(sj) > f(‖s‖∞) > f(2
√
ln d)
= − lnP (∣∣Z − 2√ln d ∣∣ 6√(2 + o(1)) ln d )→∞,
a contradiction.
Proof of Proposition 3.13.
(I). The equality ap,2,1 = ap for all p ∈ [−∞,∞] \ {2} follows by Propo-
sition 3.12, taking also into account the extended definition of ap for p ∈
[−∞,∞] \ (− 12 ,∞) as given in Proposition 2.11. The equality ap,2,√de1 = ∞
for all p ∈ (2,∞] also follows by Proposition 3.12. The equality ap,2,√de1 = 0
for all p ∈ [−∞, 2) follows by Proposition 3.12 and (2.25), since p−12p < 14 for
p ∈ (0, 2). The equality ap,2,u = 1 for p = 2 and all u follows by Proposition 3.12
as well. As for the inequalities in part (I) of Proposition 3.13, they follow by
Proposition 3.11.
(II). The proof of part (II) of Proposition 3.13 will be done depending on a
set of values of p.
Case: p ∈ [−∞,− 12 ]. This case follows by Proposition 3.12.
Case: p ∈ (− 12 , 0). Consider vectors s of the form
(s, . . . , s︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
d−k
) (6.12)
with s ∈ (0,∞) and k ∈ {1, . . . , d}. To begin, let s be fixed and then let k be
varying so that
k ∼ Kp d1/2/fp(s), (6.13)
whence
‖s‖2 = ks2 ∼ Kp d1/2 s
2
fp(s)
and, by Proposition 3.4, the vector s is a p-AS shift. Observe that the ratio
fp(s)
s2
is continuous in s ∈ (0,∞); also, in view of Lemma 4.2(ii), this ratio tends to
0 as s → ∞ and to |p|λp(0)2 as s → 0. On the other hand, if ts is a 2-AS shift
in the direction of the vector s, then kt2s2 ∼ K2d1/2, whence ‖ts‖
2
‖s‖2 ∼ K2Kp
fp(s)
s2 .
By (6.7), it follows that for each p ∈ (− 12 , 0) the values of ap,2,· fill the interval
(0, ap) =
(
ap,2,
√
de1
, ap,2,1
)
.
Now – instead taking a fixed value of s ∈ (0,∞) – let s tend to 0 slowly
enough so that there still be a varying integer k ∈ [1, d] such that (6.13) holds.
Then one obtains the limit ap,2 equal to ap. Finally, if one lets s tend to ∞,
then one has ap,2 = 0. Thus, the values of ap,2,· fill the entire interval [0, ap].
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Case: p ∈ (0, 2). This case is quite similar to the case p ∈ (− 12 , 0).
Case: p = 0. This case too is quite similar to the case p ∈ (− 12 , 0). Here,
instead of Lemma 4.2(ii), use Lemma 4.4(ii).
Case: p = 2. This case follows by part (I) of Proposition 3.13.
Case: p ∈ (2,∞). This case as well is similar to the case p ∈ (− 12 , 0), but
with the different range of values of ap,2; also, in this case
fp(s)
s2 tends to ∞,
rather than to 0, as |s| → ∞.
Case: p =∞. Consider again vectors of the form (6.12), but now with
s = λ
√
ln d and k ∼ Ld1/2/s2, (6.14)
where L is an arbitrary positive real constant, while λ takes values in (0,
√
2),
is possibly varying, but bounded away from 0 and
√
2
(
cf. (2.15), which implies
cd,α ∼
√
2 lnd
)
. Then k ≍ d1/2/ lnd, and so, k ∈ [1, d] eventually, for large
enough d. Recalling also (2.14) and letting for brevity c := cd,α, one has
λ∞;d(s) = − lnP(|Z + s| 6 c) ∼ P(|Z + s| > c) ∼ P(Z > c− s) ∼ ϕ(c− s)
c− s
∼ 1√
2pi(
√
2− λ)
√
ln d
d−(
√
2−λ)2/(2+o(1)) = d−(
√
2−λ)2/(2+o(1)).
(6.15)
Similarly, λ∞;d(0) = d−(1+o(1)), so that
f∞;d(s) := λ∞;d(s)− λ∞;d(0) = d−(
√
2−λ)2/(2+o(1)),
whence, for a fixed value of λ,
f∞;d(s)
s2
d1/2 −→
{
0 if λ ∈ (0,
√
2− 1),
∞ if λ ∈ (
√
2− 1,
√
2).
Hence, by the continuity of f∞;d(s) in s, there exists some varying λ (necessarily
converging to
√
2− 1) such that for s as in (6.14) one has
f∞;d(s)
s2
d1/2 =
K∞
L
,
so that (6.14) yields ∑
f∞;d(sj) = kf∞;d(s) ∼ K∞.
So, by Proposition 3.4, s is an ∞-AS shift; at that,
‖s‖2 = ks2 ∼ Ld1/2.
Comparing this with relation (6.8) for 2-AS shifts and recalling that L is an
arbitrary positive real constant, one concludes that the range of the values of
a∞,2,· contains the interval (0,∞). To complete the proof of Proposition 3.13,
it remains to refer to the last two lines of formula (2.23)
(
with a∞,2,u in place
of ARE∞,2,u, as in the already proved Propositions 3.12 and 2.15
)
.
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7. Proofs of the lemmas
Proof of Lemma 4.1. Suppose that indeed v > maxdj=1 |vj | and v → 0. Write∑
ϕ(sj + vj) = S1(v) + S2(v),
where
S2(v) :=
∑
ϕ(sj + vj) I{|sj | >
√
3/v}
<⌢
∑
ϕ(sj + vj) I{|sj + vj | >
√
2/v} <⌢ d e−1/v,
S1(v) :=
∑
ϕ(sj + vj) I{|sj | <
√
3/v}
=
∑
ϕ(sj)e
−sjvje−v
2
j/2 I{|sj| <
√
3/v}
∼
∑
ϕ(sj) I{|sj| <
√
3/v}
=
∑
ϕ(sj)− S2(0) =
∑
ϕ(sj) +O(d e
−1/v).
Now the lemma follows.
Proof of Lemma 4.2. By the symmetry, w.l.o.g. s > 0.
(i). Part (i) of the lemma follows because λp(s) =
∫∞
0 P(|Z − s|p > c) dc and,
as it is easy to see, P(|Z − s| 6 c) is strictly decreasing in s for each c ∈ (0,∞).
(ii). Note that s−p λp(s) = Λ1 + Λ2 + Λ3, where, over all s > 1,
Λ1 := E |1 + Zs |p I{|Z| > 2s} <⌢ s−p E |Z|p I{|Z| > 2s} <⌢ s−2,
Λ2 := E |1 + Zs |p I{2s > |Z| > s2} 6 ϕ( s2 )
∫
|1 + zs |p I{2s > |z| > s2}dz <⌢ s−2,
Λ3 := E(1 +
Z
s )
p I{|Z| 6 s2} = E
(
1 + pZs +O
(
Z2
s2
))
I{|Z| 6 s2}
= E
(
1 + pZs )− E
(
1 + pZs ) I{|Z| > s2}+O
(
E
Z2
s2
)
= 1 +O(s−2).
So, (4.2) follows.
Next,
λp(s) =
∫ ∞
0
xp [ϕ(s+ x) + ϕ(s− x)] dx. (7.1)
Differentiating here in s, one easily finds that λ′p(0) = 0 and λ
′′
p(0) = λp+2(0)−
λp(0) = pλp(0), by (6.6). This implies (4.1).
(iii). Consider first the case p ∈ (−1,∞) \ {0, 2}. Differentiating in s under
the integral in (7.1) and then integrating by parts, one has
λ′p(s) =
∫ ∞
0
xp [ϕ′(s+ x) + ϕ′(s− x)] dx
= −p
∫ ∞
0
xp−1 [ϕ(s+ x)− ϕ(s− x)] dx,
(7.2)
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whence
λ′′p(s) = −p
∫ ∞
0
xp−1 [ϕ′(s+ x)− ϕ′(s− x)] dx,
s2
d
ds
λ′p(s)
s
= sλ′′p(s)− λ′p(s)
= p
∫ ∞
0
xp−1 [ϕ(s+ x) − ϕ(s− x)− sϕ′(s+ x) + sϕ′(s− x)] dx.
Using now the identities ϕ′(u) = −uϕ(u) and ϕ(s ± x) = e−s2/2ϕ(x)e∓sx, and
then expanding e∓sx into powers of s, one obtains
es
2/2 s
2
2
d
ds
λ′p(s)
s
= p
∫ ∞
0
xp−1
∞∑
n=1
2ns2n+1
(2n+ 1)!
[x2n+1 − (2n+ 1)x2n−1]ϕ(x) dx
= p
∞∑
n=1
ns2n+1
(2n+ 1)!
[λp+2n(0)− (2n+ 1)λp+2n−2(0)]
= p(p− 2)
∞∑
n=1
ns2n+1
(2n+ 1)!
λp+2n−2(0), (7.3)
since λp+2n(0) = (p + 2n − 1)λp+2n−2(0). So, for any s ∈ (0,∞), the sign of
d
ds
λ′p(s)
s is the same as that of p(p−2). This implies the stated monotonicity pat-
terns for
λ′p(s)
s , depending on whether p ∈ (0, 2) or not. The same monotonicity
patterns hold for
λp(s)−λp(0)
s2 , by the special l’Hospital-type rule for monotonic-
ity – see e.g. [12, Proposition 4.1]. To complete the consideration of this case, it
remains to note that ∂∂uλp(
√
u) =
λ′p(
√
u)
2
√
u
for u > 0.
In the remaining case p = ∞, one can deduce part (iii) of Lemma 4.2 from
Lemma 4.10. Alternatively, one can do this directly by calculus, as follows. Re-
calling (2.14), one has
λ′
∞
(s)
s =
F (s)
G(s) for s > 0, where F (s) :=
1
s [ϕ(s − c) −
ϕ(s + c)], G(s) := P(|Z + s| 6 c), and c := cd,α. Next, for ρ(s) := F
′(s)
G′(s) , one
has ρ′(s)s3(e2cs − 1)2 = H(cs), where H(u) := e4u(u − 2) + 4e2u (u2 + 1) −
u − 2. Note also that H(0) = H ′(0) = 0, H ′′(u) = 8e4uH2(u), H2(u) :=
e−2u
(
2u2 + 4u+ 3
)
+ 2u − 3, H2(0) = H ′2(0) = 0, and H ′′2 (u) = 8e−2uu2. It
follows that H > 0 and hence ρ′ > 0 on [0,∞). Now it remains to again refer
to the special l’Hospital-type rule for monotonicity.
(iv). Note that inequality (4.3) turns into an equality if p = 2 or s = 0. Next(
cf. (7.2)
)
λ′′′p (s)
p(p− 1)(p− 2) =
∫ ∞
0
xp−3 [ϕ(x − s)− ϕ(x + s)] dx > 0
for all p > 2 and s > 0, since ϕ(x − s) > ϕ(x + s) for all x > 0 and s > 0. Now
part (iv) of the lemma follows, because λ′p(0) = 0 and λ
′′
p(0) = pλp(0).
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(v). This part follows by part (ii) of the lemma, since λp,2(s) = λ2p(s)−λp(s)2
and λp,2(s) is continuous and hence bounded in |s| 6 1.
(vi). By part (ii) of the lemma, λp(s) = s
p
(
1 +O(s−2)
)
over s ∈ (1,∞). So,
λp,4(s) = λ4p(s)− 4λp(s)λ3p(s) + 6λp(s)2λ2p(s)− 3λp(s)4 <⌢ s4p−2
over s > 1. By part (v) of the lemma, λp,2(s) <⌢ 1 + s
2p−2 over all s > 1. So,
λp,3(s) 6
√
λp,2(s)λp,4(s) <⌢ s
3p−1 over s > 1. It is also clear that λp,3(s) <⌢ 1
for |s| 6 1.
Proof of Lemma 4.3.
(i). Part (i) of the lemma follows because
µ˜d(s) =
∫ ∞
0
P(|Z + s|−1 ∧ d > x) dx =
∫ d
0
P(|Z + s| < 1/x) dx.
(ii). Note that
µ˜d(s) =
∫ ∞
0
du
u ∨ σ [ϕ(s− u) + ϕ(s+ u)], (7.4)
where
σ := 1d .
So, for η := 1ln d and large enough d,
1
2 µ˜d(0) =
∫ ∞
0
du
u ∨ σ ϕ(u) =
∫ σ
0
+
∫ η
σ
+
∫ 1
η
+
∫ ∞
1
,
∫ σ
0
=
1
σ
∫ σ
0
duϕ(u) ∼ ϕ(0) << ln d,∫ η
σ
=
∫ η
σ
du
u
ϕ(u) ∼ (ln η − lnσ)ϕ(0) ∼ ϕ(0) ln d,∫ 1
η
<⌢
∫ 1
η
du
u
<< ln d,∫ ∞
1
<⌢ 1 << ln d.
So,
µ˜d(0) ∼ 2ϕ(0) ln d. (7.5)
In view of part (i) of the lemma, this completes the proof of part (ii).
(iii). Here, consider first the case s ∈ (0, 12 ]. Then ∆(s, u) := 2ϕ(u)−ϕ(u−s)−
ϕ(u+ s) ≍ −s2ϕ′′(u˜) ≍ s2(1− u˜2)ϕ(u˜) for all u > 0 and some u˜ ∈ [u− s, u+ s].
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In particular, ∆(s, u) ≍ s2 for all u ∈ [0, 16 ], |∆(s, u)| <⌢ s2 for all u > 0, and
|∆(s, u)| <⌢ s2(u2 + 1)ϕ(u− s) <⌢ s2ϕ(u/3) for all u > 1. So,
µ˜d(0)− µ˜d(s) =
∫ ∞
0
du
u ∨ σ ∆(s, u) =
∫ σ
0
+
∫ η
σ
+
∫ 1
η
+
∫ ∞
1
,
∣∣∣ ∫ σ
0
∣∣∣ = ∣∣∣ 1
σ
∫ σ
0
du∆(s, u)
∣∣∣ <⌢ s2 << s2 ln d,∫ η
σ
=
∫ η
σ
du
u
∆(s, u) ≍ s2(ln η − lnσ) ∼ s2 ln d,
∣∣∣ ∫ 1
η
∣∣∣ <⌢ ∫ 1
η
du
u
s2 << s2 ln d,
∣∣∣ ∫ ∞
1
∣∣∣ <⌢ ∫ ∞
1
s2ϕ(u/3) du <⌢ s
2 << s2 ln d.
Thus,
µ˜d(0)− µ˜d(s) ≍ s2 ln d over s ∈ (0, 12 ]. (7.6)
Similarly but simpler, for all s ∈ (3,∞) and large d
µ˜d(s) =
(∫ σ
0
+
∫ 1
σ
+
∫ ∞
1
) du
u ∨ σ [ϕ(s− u) + ϕ(s+ u)],
∫ σ
0
<⌢
1
σ
∫ σ
0
du = 1 << ln d ≍ µ˜d(0),∫ 1
σ
6
∫ 1
σ
du
u
2ϕ(s− 1) 6 2ϕ(2) lnd < 13 µ˜d(0),∫ ∞
1
6
∫ ∞
1
[ϕ(s− u) + ϕ(s+ u)] du 6 2 << µ˜d(0);
here, to estimate
∫ 1
σ
we used (7.5). So, for all s ∈ (3,∞) and large enough d,
one has µ˜d(s) <
1
2 µ˜d(0) and hence µ˜d(0) − µ˜d(s) ≍ µ˜d(0) ≍ ln d. It remains to
recall (7.6) and the fact that µ˜d(s) is decreasing in |s|.
(iv). W.l.o.g. s > 0. By (7.4),
−s f ′(s) = s µ˜′d(s) =
∫ ∞
0
s du
u ∨ σ [ϕ
′(s− u) + ϕ′(s+ u)] =
∫ σ
0
+
∫ 1
σ
+
∫ ∞
1
.
Observe that ϕ′(s−u)+ϕ′(s+u) = ϕ′(u+s)−ϕ′(u−s) <⌢ s|ϕ′′(u˜)| <⌢ s ϕ(u−s2 ) <⌢
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s for all u > 0 and s > 0, and for some u˜ ∈ [u− s, u+ s]. So,∣∣∣ ∫ σ
0
∣∣∣ <⌢ 1
σ
∫ σ
0
s du s = s2 << s2 ln d,
∣∣∣ ∫ 1
σ
∣∣∣ <⌢ ∫ 1
σ
s du
u
s <⌢ s
2 ln d,∣∣∣ ∫ ∞
1
∣∣∣ <⌢ ∫ ∞
1
s2 duϕ(u−s2 ) <⌢ s
2 << s2 ln d,
whence
|sf ′(s)| <⌢ s2 ln d over all s > 0. (7.7)
Also, for s > 1 write
−s f ′(s) =
∫ ∞
0
s du
u ∨ σ [ϕ
′(s− u) + ϕ′(s+ u)] =
∫ σ
0
+
∫ s/2
σ
+
∫ ∞
s/2
,∫ σ
0
<⌢
1
σ
∫ σ
0
du s2ϕ(s/4) <⌢ 1 << ln d,∫ s/2
σ
<⌢
∫ s/2
σ
s du
u
sϕ(s/4) <⌢ ln d,∫ ∞
s/2
=
∫ ∞
s/2
s du
u
[ϕ′(u+ s)− ϕ′(u − s)]
=
s
u
[ϕ(u + s)− ϕ(u − s)]
∣∣∣∞
s/2
+
∫ ∞
s/2
s du
u2
[ϕ(u + s)− ϕ(u− s)]
<⌢ 1 << ln d,
so that |sf ′(s)| <⌢ ln d = (s2 ∧ 1) ln d for s > 1. Recalling now (7.7) and (4.6),
one has |sf ′(s)| <⌢ (s2 ∧ 1) ln d ≍ f(s) over all s ∈ R.
Proof of Lemma 4.4.
(i). Part (i) of the lemma follows because λ˜(s) =
∫∞
0
P(ln |Z + s| > c) dc =∫∞
0 P(|Z + s| > ec) dc.
(ii). Note that
λ˜(s) =
∫ ∞
0
(lnx) [ϕ(s − x) + ϕ(s+ x)] dx. (7.8)
Differentiating here in s, one easily finds that λ˜′(0) = 0. Also, using integration
by parts, one has λ˜′′(0) = 2
∫∞
0 ln xϕ
′′(x) dx = −2 ∫∞0 1x ϕ′(x) dx = 1. Now
(4.7) follows.
Fix now any m ∈ N and let s vary arbitrarily in [e,∞). Since the density of
|Z + s| is bounded uniformly in s ∈ R,
E
∣∣ ln |Z + s|∣∣m I{|Z + s| 6 1} <⌢ ∫ 1
0
| lnx|m dx <⌢ 1.
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Also,
E
∣∣ ln |Z + s|∣∣m I{|Z + s| > 1, |Z| > s2} <⌢ E(|Z|+ |s|) I{|Z| > s/2} <⌢ 1;
1
lnm s
E lnm |Z + s| I{|Z| 6 s2} = E
(
1 +
ln(1 + Z/s)
ln s
)m
I{|Z| 6 s2}
= E
[
1 +m
Z/s+O(Z2/s2)
ln s
+O
( Z2
s2 ln2 s
)]
I{|Z| 6 s2}
= E
[
. . .
]
− E
[
. . .
]
I{|Z| > s2} = 1 +O
( 1
s2 ln s
)
= 1 +O
( 1
lnm s
)
.
Now (4.8) follows, which completes the proof of part (ii).
(iii). The derivatives λ˜(i)(s) of λ˜(s) are related to those of λp(s); namely,
λ˜(i)(s) = ∂∂pλ
(i)
p (s)
∣∣
p=0
for i = 0, 1, . . . ; this follows because, in view of (7.1) and
(7.8), λ
(i)
p (s) =
∫∞
0
xp [ϕ(i)(s−x)+ϕ(i)(s+x)] dx and λ˜(i)(s) = ∫∞
0
lnx [ϕ(i)(s−
x) + ϕ(i)(s+ x)] dx. Therefore, by (7.3),
d
ds
λ˜′(s)
s
=
∂
∂p
[ d
ds
λ′p(s)
s
]∣∣∣
p=0
= − 4
s2es2/2
∞∑
n=1
ns2n+1λ2n−2(0)
(2n+ 1)!
< 0
for s > 0, which implies the stated monotonicity pattern for λ˜
′(s)
s . The rest
of the proof of part (iii) of the lemma is quite similar to that of part (iii) of
Lemma 4.2.
(iv). By (4.7), w.l.o.g. s ∈ [e,∞). Then, by (4.8),
λ˜2(s) = E ln
2 |Z + s| − E2 ln |Z + s|
= ln2 s [1 +O(ln−2 s)]− ln2 s [1 +O(ln−1 s)] <⌢ ln s = g0(s).
(v). Using the change of variables u := x2/2 and well-known identities for
the Gamma function (see e.g. [1, (1.1.22), (1.2.14), and (1.2.9)], one has
λ˜2(0) = Var ln |Z| = Var ln | Z√2 |
= 2
∫ ∞
0
ln2 x√
2
ϕ(x) dx− 4
(∫ ∞
0
ln x√
2
ϕ(x) dx
)2
= 14π
(
Γ′′(12 )Γ(
1
2 )− Γ′(12 )2
)
= 14
d2
dz2 ln Γ(z)|z= 12
=
1
4
∞∑
k=0
1
(12 + k)
2
=
pi2
8
,
(7.9)
so that part (v) of the lemma is verified as well.
(vi). The proof of this part of the lemma is similar to that of part (vi) of
Lemma 4.2, using now parts (ii) and (iv) of Lemma 4.4 instead of parts (ii) and
(v) of Lemma 4.2.
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(vii). By the symmetry, w.l.o.g. s > 0. By (7.8) and in view of the estimate
|ϕ′(u)| <⌢ ϕ(u/2) over all u ∈ R, for s→∞ one has
λ˜′(s) =
∫ ∞
0
(lnx) [ϕ′(s− x) + ϕ′(s+ x)] dx =
∫ s/2
0
+
∫ 3s/2
s/2
+
∫ ∞
3s/2
,
∫ s/2
0
<⌢
∫ s/2
0
lnxdxϕ(s/4) << s−1,∫ ∞
3s/2
<⌢
∫ ∞
3s/2
(lnx)ϕ(x−s2 ) dx 6
∫ ∞
3s/2
(lnx)ϕ(x6 ) dx << s
−1,
∫ 3s/2
s/2
= (ln x)[ϕ(s+ x) − ϕ(s− x)]
∣∣∣3s/2
s/2
−
∫ 3s/2
s/2
x−1[ϕ(s+ x) − ϕ(s− x)] dx
= o(s−1) +O
(
s−1
∫ 3s/2
s/2
[ϕ(s + x)− ϕ(s− x)] dx
)
= O(s−1).
This completes the proof of part (vii) and thus the entire proof of Lemma 4.4.
Proof of Lemma 4.5. The cases p = −1, p ∈ (−1,∞) \ {0}, and p = 0 follow
immediately by Lemma 4.3(iii), Lemma 4.2(ii,i), and Lemma 4.4(ii,i), respec-
tively.
Proof of Lemma 4.6. Suppose that the lemma is false. That is, suppose that
s, v, S satisfy the conditions of the lemma, while the conclusion (4.9) is false.
Then w.l.o.g.
∑
v2j >> S >⌢
∑
s2j , while v = ts for some varying t ∈ (0,∞). At
that, necessarily t = ‖v‖/‖s‖ → ∞. So, w.l.o.g. t > 2.
Take any σ ∈ (0,∞). Then there is some γ(σ) ∈ (0, 1) such that fp(s)fp(ts) 6
fp(s)
fp(2s)
6 1 − γ(σ) for all s ∈ (0, σ] (since fp(s) is continuous and strictly in-
creasing in s ∈ (0,∞) and hence the ratio fp(s)fp(2s) is continuous and strictly less
than 1 for all s ∈ (0,∞), while, by Lemma 4.2(ii), this ratio tends to 122 < 1 as
s ↓ 0.) So,
1
1−γ(σ)
∑
fp(sj) I{|sj | 6 σ} 6 A :=
∑
fp(vj) I{|sj | 6 σ},∑
fp(sj) I{|sj | > σ} 6 B :=
∑
fp(vj) I{|sj| > σ},
since vj = tsj , t > 2 > 1, and fp(s) is increasing in |s|. Also, A+B ∼ S. So, if
A > S/2, then
S ∼
∑
fp(sj) 6 (1− γ(σ))A+B 6 A+B − γ(σ)2 S ∼
(
1− γ(σ)2
)
S,
a contradiction. Otherwise, A < S/2, whence
fp(∞−)
σ2
∑
s2j > fp(∞−)
∑
I{|sj | > σ} > B >
(
1
2 + o(1)
)
S,
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which contradicts the assumption S >⌢
∑
s2j , because fp(∞−) < ∞ while σ ∈
(0,∞) was chosen arbitrarily.
Proof of Lemma 4.7. Suppose that the lemma is false, so that s, v, S satisfy
the conditions of the lemma, while the conclusion (4.10) is false. Then w.l.o.g.∑
v2j >> S >⌢
∑
s2j , while v = ts for some varying t ∈ (0,∞). At that, neces-
sarily t = ‖v‖/‖s‖ → ∞.
Note that
gp(s) =
{
s2
e2 I{|s| 6 e}+ ln |s| I{|s| > e} if p = 0,
s2 I{|s| 6 1}+ |s|p I{|s| > 1} if p ∈ (0, 2),
gp(s) ≍ s2 for |s| <⌢ 1, gp(s) → ∞ and gp(s)s2 → 0 as |s| → ∞, and
gp(s)
s2 is
non-increasing in |s|. It follows that
∑
gp(sj) I{|sj| > σ} 6 gp(σ)σ2
∑
s2j I{|sj| > σ}
6
gp(σ)
σ2
∑
s2j <⌢
gp(σ)
σ2 S ≍
gp(σ)
σ2
∑
gp(sj),
whence
∑
gp(sj) I{|sj| > σ} 6 12
∑
gp(sj) for large enough σ ∈ (0,∞). Fixing
any such σ and recalling that gp(s) ≍ s2 for |s| <⌢ 1, one has∑
s2j I{|sj | 6 σ} ≍
∑
gp(sj) I{|sj | 6 σ} > 12
∑
gp(sj) ≍ S
and
S ≍
∑
gp(tsj) >
∑
gp(tsj) I{|sj | 6 σ} > gp(tσ)σ2
∑
s2j I{|sj| 6 σ} >⌢ gp(tσ)σ2 S
>> S,
since t→∞ and σ > 0 is fixed. This contradiction completes the proof.
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