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Resumo
Esta dissertação endereça um quadro formal de Sistemas com Eventos Discretos para o controlo de
sistemas de produção discretos, isto é, constituídos por um número discreto e finito de operações
executadas por máquinas, possívelmente distintas, e organizadas de acordo com a especificação
do processo de manufactura requerido para obter os produtos acabados inerentes à especificação
do sistema.
Este quadro formal permite a modelização do processo de produção discreto como uma rede
de filas de espera. Para fundamentar este facto, foi efectuada uma revisão das bases fundamentais
subjacente à modelização desta classe de sistemas focadas na teoria dos autómatos de estado fini-
tos, temporizados e estocásticos e, mais precisamente, nos sistemas com a propriedade de Markov.
A razão da escolha desta classe assenta nos factos de ser computacionalmente tratável e da gama
de aplicações práticas endereçável neste contexto ser extremamente vasta.
Efectuamos uma revisão dos principais conceitos e resultados relativos a filas de espera, tendo
esta dissertação focado na classe M/M/1 que é a mais simples. A razão para esta opção consistiu
em tornar clara a perspectiva sistémica da metodologia geral inerente a este quadro formal e, ao
mesmo tempo, ilustrar de forma convincente a efectividade desta através do tratamento completo
de um exemplo simples apresentado no penúltimo capítulo desta dissertação.
Finalmente, importa observar que não só se procurou deixar clara a potencialidade da general-
idade das bases fundamentais que permitem endereçar classes de sistemas mais genéricas do que
a considerada aqui, como também, para este objectivo, se apontaram alguns desafios e caminhos
para os abraçar.
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Abstract
This dissertation concerns a formal framework for Discrete Event Systems for the control of dis-
crete production systems, that is, systems composed by a discrete, finite set of operations executed
by, possibly distinct, machines, and organized according the specification of the manufacturing
process required to obtain the finished products inherent to the specification of the system.
This formal framework enables the modeling of the discrete production system as a network
of queues. To show this fact, a review of the fundamental foundations underlying the modeling of
this class o systems is provided with a focus on automata theory, encompassing finite state, timed
and stochastic automata, and, more precisely, on the systems exhibiting the Markov property. The
reason for the choice of this class of systems relies on the facts that it is highly computationally
tractable and that its range of practical applications is extremely wide.
We reviewed the key concepts and results concerning queueing theory, with a special focus
on the M/M/1 class, which is the simplest. The key reasons for this option consisted in clarifying
the systemic perspective of the general methodology inherent to the adopted formal framework,
and, at the same time, illustrating in a convincing way its effectiveness by fully treating a simple
example that we present in the chapter before the last one.
Finally, it is important to observe that, we sought not only to let it clear the generalization
potential of the framework foundations that allow to treat classes of systems much wider than the
one presented here, but also to point out some challenges and research avenues to pursue them
inherent to this desideratum.
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Chapter 1
Introdução
Esta dissertação diz respeito a um quadro formal para a modelização e controlo de sistemas dis-
cretos de produção dos quais importa salientar os chamados Sistemas de Manufactura. Este tipo
de sistemas é dinâmico pelo facto da sua evolução depender não só das actuações externas - tam-
bém referidas por entradas ou controlos - mas também do valor do seu estado. Por estado de um
sistema, entende-se a quantidade mínima de informação necessária para simular o seu comporta-
mento e, consequentemente a sua saída, uma vez especificadas as entradas no período de interesse.
O valor da variável de estado num dado instante reflecte a evolução do sistema ocorrida anteri-
ormente. O operador transição de estado entre dois dados instantes t0 e t1 - que em dimensão
finita é representado por uma matriz - tem um papel fundamental na determinação da resposta
do sistema, resposta esta que depende do valor do estado no instante inicial, t0, e da função de
controlo no intervalo [t0, t1]. A classe dos sistemas dinâmicos é muito vasta e inclui sistemas cujo
comportamento é especificado pelas leis da natureza - física, química, biologia, etc. - tipicamente
representado, entre outras, por equações diferenciais ordinárias ou às derivadas parciais e equações
às diferenças (em tempo discreto) em que a variável de referência (ou independente) é o tempo.
Este facto justifica a terminologia de “time-driven" muito usada na literatura, [1, 2].
De um modo geral, os sistemas a considerar são de extrema complexidade, tornando-se muito
difícil, se não impossível, incorporar num modelo quantitativo - e, portanto, com uma represen-
tação Matemática - todos os elementos que interferem na especificação do seu comportamento.
Assim, torna-se fundamental considerar uma representação simplificada - no sentido de ser com-
putacionalmente tratável - mas, ao mesmo tempo, representativa - no sentido de que os aspectos
fundamentais para todo o propósito do exercício de modelização estão presentes. A figura 1.1
ilustra o processo de modelização.
Os Sistemas de Manufactura são também sistemas dinâmicos mas de uma natureza totalmente
diferente. Tipicamente, o comportamento destes sistemas é descrito por um conjunto discreto de
estados e as transições entre estes são provocadas pela ocorrência assíncrona de eventos discretos.
Daí a designação de sistemas “event-driven” usada na literatura. Enquanto que os sistemas ditos
“naturais” são descritos pelas leis de equilíbrio da natureza e, portanto, os respectivos comporta-
mentos são descritos por formas diferenciais (equações, inequações ou inclusões) em ordem ao
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4 | Chapter 1 Systems and Models
OUTPUTINPUT
MODEL y = g(u)u(t)
SYSTEM
Figure 1.1: Simple modeling process.
Example 1.1 (A voltage-divider system)
The voltage divider circuit of Fig. 1.2 constitutes a simple electrical system. Five
variables are shown: the source voltage V , the current i, the two resistances r and
R, and the voltage v across R. The simplest models we can construct make use of
standard circuit theory relationships such as:
v = V
R
R+ r
(1.4)
v = iR (1.5)
Assuming we can adjust the source voltage V (input) and are interested in regulating
i R
r
V
v
Figure 1.2: Simple electrical system for Example 1.1.
the voltage v (output), we can obtain the model shown in Fig. 1.3(a). Alternatively,
suppose the power source is fixed, but we have an adjustable resistance r, in which
case our model might be that of Fig. 1.3(b). Finally, if both V and r are adjustable and
we are interested in regulating the current i, the model of Fig. 1.3(c) is appropriate.
Figure 1.1: Modelização de sistemas
tempo, sendo a energia a grandeza subjacente à sua definição, para os sistemas com eventos dis-
cretos, a grandeza fundamental é o tempo cuja evolução e, quando possível, o controlo ou gestão,
se fazem através da provocação ou inibição da ocorrência de eventos discretos, [3, 4]. Exemplos
de sistemas ditos “artificiais”, desta natureza, para além dos de manufactura, são, por exemplo, os
sistemas computacionais, de transporte, e de communicações. Importa frisar que o quadro formal
para sistemas com eventos discretos também releva para os sistemas ditos híbridos no sentido de
que combinam dinâmicas “time-driven” e “event-drive”, como por exemplo, redes de veículos não
tripulados, de fenómenos biológicos, geofísicos, climáticos, etc., bem como combinações destes.
Recentemente, tem-se assistido ao desenvolvimento de uma teoria de controlo para estas
classes de sistemas, procurando-se migrar conceitos e resultados préviamente obtidos para sis-
temas dinâmicos convencionais, [1, 3, 5]. Este é o contexto no qual esta dissertação se insere e
que, de certo modo segue de perto. Os objectivos gerais consistem em apresentar o quadro formal
para a modelização e controlo partindo das bases formais existentes para os seguintes modelos de
Sistemas com Acontecimentos Discretos de complexidade crescente - autómatos simples, autó-
matos temporizados e a tómatos estocásti os - para estabelecer as bases da Teoria das Filas de
Espera. Posteriormente, iremos considerar sistemas de manufactura modelizados por redes de
filas de espera e mostra emos como se determina o respectivo regime perman nte. Um esforço
unificador para criar um quadro sistémico para esta classe de sistemas é apresentado em [1].
Esta dissertação está organizada da seguinte forma:
O capítulo 3 apresenta uma revisão do estado da arte sobre autómatos finitos que inclui não só
o formalismo fundamental para a representação e operações entre estes, mas também ideias funda-
mentais subjacentes ao controlo supervisor. Neste capítulo, estão também incluídas as extensões
para autómatos temporizados e para autómatos estocásticos. Estas duas últimas extensões têm um
papel fundamental no controlo de sistemas de produção representados no contexto de sistemas
com eventos discretos.
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O capítulo ?? apresenta conceitos e resultados sobre processos de Poisson e Cadeias de Markov.
Estes elementos representam um papel nuclear na modelização de sistemas formados por redes de
filas de espera, cuja teoria se apresenta com mais detalhe no capítulo seguinte. Começamos por
considerar Cadeias de Markov num mero contexto de eventos discretos e depois estendemos este
contexto para incluir a vertente temporal do comportamento. Esta extensão é fundamental para
a classe de aplicações endereçadas nesta dissertação. Importa relevar estes elementos de carácter
fundamental uma vez que viabilizam a possibilidade de entrar em conta com aspectos específicos
de modelização que possam emergir numa dada aplicação concreta e que necessariamente não se
enquadrem numa fila de espera tipificada na literatura.
O capítulo 4 apresenta a Teoria das Filas de Espera. Após a descrever os ingredientes para a
especificação de filas de espera e, associada a estes, descrever uma taxonomia usualmente aceite, é
detalhada uma metodologia para formular as equações da dinâmica de uma fila de espera. Seguida-
mente, são apresentados vários critérios para avaliar o desempenho de filas de espera bem como
o modo de os calcular utilizando as funções probabilísticas que descrevem a evolução do sistema.
Estes cálculos são desenvolvidos no contexto das filas de espera do tipo M/M/1 que é a mais
simples e que será explorada em detalhe no capítulo seguinte.
O capítulo 5 aborda a modelização de sistemas de manufactura como redes de filas de es-
pera. Após um breve discussão respeitante à modelização de um sistema de produção discreto
como uma rede de filas de espera e a sua ilustração com um exemplo, são apresentados alguns
resultados gerais necessários para estender os conceitos e resultados do capítuulo anterior para o
contexto de redes. Importa frisar que estes desenvolvimentos são apresentados apenas para filas
de espera do tipo M/M/1. Finalmente, os resultados anteriores são aplicados para a determinação
do regime estacionário, bem como à optimização do desempenho de um exemplo de um sistema
de manufactura formulado no início deste capítulo.
Finalmente, o capítulo 6 apresenta algumas breves conclusões bem como algumas perspectivas
de trabalho futuro.
4 Introdução
Chapter 2
Revisão sobre Autómatos
Neste capítulo apresentamos um estado da arte seleccionado sobre modelização e controlo de autó-
matos, uma vez que constitui o paradigma escolhido para modelizar o comportamento de sistemas
de manufactura, a classe de aplicações considerada nesta tese que, como vimos no capítulo 1, é
convenientemente modelizada como Sistemas com Eventos Discretos (SED). Seguimos de perto
a referência [1].
Deste modo, na próxima secção, apresentamos uma revisão sobre autómatos finitos, incluindo
algumas noções de linguagens regulares que lhe estão associadas, bem como operações com autó-
matos que são importantes para modelização, análise e síntese desta classe de sistemas. Em par-
ticular, estas operações são relevantes para a síntese de sistemas de controlo supervisor. Em deter-
minadas circunstâncias, é possível controlar o comportamento - quer em regime transitório quer
em regime permanente - de um SED modelizado por autómato através de operações com outros
autómatos convenientemente projectados como controladores, [6, 3]. O âmbito desta dissertação
não permite abordar com um mínimo de propriedade as questões extremamente importantes que
se colocam em controlo supervisor. Assim, focaremos apenas na determinação de regimes esta-
cionários para sistemas modelizados por certas classes de autómatos temporizados e estocásticos,
uma vez que as operações dos sistemas de manufactura demoram tempo e estão sujeitos a pertur-
bações de carácter aleatório. Estas são as razões para incluir estas extensões da Teoria dos Autó-
matos numa última secção. De forma sucinta, consideraremos primeiro autómatos temporizados e,
seguidamente, estenderemos estes para o contexto estocástico que surge não só na variável tempo
associada à ocorrência de eventos como também no mecanismo de transição de estado.
2.1 Autómatos de Estado
Um Sistema com Eventos Discretos (SED) é um sistema com um número de estados discretos, cuja
evolução do estado depende da ocorrência de eventos (“event-driven”) assíncronos que ocorrem
ao longo do tempo. Assim, a um evento corresponde sempre uma transição de estado - nem que
seja para o mesmo - bem como, eventualmente, uma mudança de variáveis associadas.
No que respeita às transições de estado num SED, as principais suposições são:
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• qualquer transição é despoletada instantaneamente,
• ocorre apenas uma transição num dado instante, e
• o número de transições é finito.
Como referimos na introdução, o conceito de SED é muito popular na modelização de sistemas
que surgem em processos de manufactura, sistemas computacionais, de comunicação, rodoviários,
ou seja, sistemas que envolvem de alguma forma filas de espera, bem como em qualquer classe de
sistemas referidos como híbridos.
Um abordagem muito comum para representar o comportamento de SED’s consiste na utiliza-
ção de autómatos, determinísticos ou não determinísticos.
Um autómato determinístico consiste num sextúplo definido por, [1, 7]:
G = (X ,E, f ,Γ,x0,Xm) , (2.1)
onde
1. X é o espaço dos estados discreto,
2. E é um conjunto de eventos finito,
3. f : X×E→ X é a função de transição de estado,
4. Γ : X → 2E é o mapa de activação de eventos em cada estado, ou seja,
Γ(x) = {e ∈ E : f (x,e) está bem definido},
5. x0 é o estado inicial, e
6. Xm, Xm ⊂ X é o subconjunto de estados marcados, ou seja, os estados para os quais se
considera que o sistema cumpriu um dos seus objectivos.
Qualquer autómato pode ser representado graficamente por um diagrama de transição de es-
tados, e, consequentemente, o comportamento de um SED pode ser especificado graficamente
usando o diagrama de transição de estados. Um exemplo trivial de um SED é dado na figura 2.1.
A figura 2.2 apresenta um autómato que exibe não-determinismo. A ocorrência do evento a
pode dar origem a suas transições distintas sem que qualquer informação permita determinar qual
é que pode ocorrer.
Tal como em sistemas físicos tradicionais, por exemplo, cujo estado evolui integrando uma
equação diferencial, é possível considerar autómatos com entradas e saídas. Existem duas possi-
bilidades para o efeito:
• Autómato de Moore. A cada estado corresponde uma saída que pode ser vista como uma ex-
tensão da marcação. Neste caso, o autómato pode ser considerado como tendo duas saídas:
uma marcada e outra não marcada.
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Figure 2.1: Exemplo de um autómato simples
• Autómato de Mealey. Cada transição é etiquetada por um evento da forma “evento de
entrada/evento de saída”. Tais eventos especificam quais as entradas que podem ocorrer
num dado estado e qual a saída que o autómato produz quando muda de estado.
A figura 2.3 ajuda a ilustrar as diferenças entre estes dois tipos de autómatos, através da rep-
resentação de um dado sistema em cada um deles.
Uma das vantagens desta representação de SED é que estão disponíveis muitas técnicas de
Teoria dos Automátos e das linguagens para apoiar a análise destes sistemas.
2.1.1 Linguagens
Nesta subsecção, apresenta-se uma revisão de alguns conceitos de linguagens (ver [8] para mais
detalhes).
O conjunto de eventos E de um SED designa-se de alfabeto, onde E é um conjunto finito de
símbolos, sendo uma sequência de símbolos s de um alfabeto designada de “string”. |s| denota o
comprimento da “string” s e o símbolo ε representa uma “string” vazia.
Uma linguagem L definida em E é um conjunto de “strings” de E com comprimento finito.
Seja E = {a,b,g}, então exemplos de linguagens em E, são
• L1 = {ε,a,abb}, e
• L2 = { todas as “strings” possíveis de comprimento 3 iniciadas com o evento a}.
Em termos práticos, uma linguagem corresponde a um conjunto de sequências de eventos
admissíveis que correspondem a dados conjuntos de operações a ter lugar num sistema real rep-
resentado no contexto formal de SEDs. Para a análise destes sistemas importa pois definir um
conjunto de conceitos e de operações sobre linguagens.
O fecho de Kleene (Kleene-closure) denota-se por E∗ e define-se como o conjunto de todas as
“strings” finitas mas de comprimento arbitrário de símbolos de E. Por exemplo, se E = {a,b,c},
então
E∗ = {ε,a,b,c,aa,ab,ac,ba,bb,bc,ca,cb,cc,aaa, . . .}.
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Figure 2.2: Exemplo de um autómato exibindo não determinísmo
As noções de sub-“string”, prefixo e sufixo são uma parte importante da terminologia. Seja
tuv = s, então t é prefixo de s, u is sub-“string” de s e v is sufixo of s.
Importa definir algumas operações sobre linguagens, [8, 1]. Considere-se E = {a,b,g},L1 =
{ε,a,abb} eL4 = {g} nos exemplos abaixo para ilustrar as operações.
• Concatenação: SejamLa,Lb ⊆ E∗, então
LaLb = {s ∈ E∗ : s = sasb, sa ∈La e sb ∈Lb}.
Exemplo: L1L4 = {ε,ag,abbg}.
• Fecho-em relação aos prefixos: SejaL ⊆ E∗, então
L¯ := {s ∈ E∗ : ∃t ∈ E∗ tal que st ∈L },
ou seja, L¯ é o conjunto de todos os prefixos deL , eL ⊆ L¯ .
Exemplos: L¯1 = {ε,a,ab,abb} e L¯4 = {ε,g}.
• O fecho de Kleen denota-se deL ∗. SejaL ⊆ E∗, então
L ∗ := {ε}
⋃
L
⋃
LL
⋃
. . . .
Exemplos: L ∗1 = {ε,a,abb,aa,aabb, . . .} eL ∗4 = {ε,g,gg,ggg, . . .}.
• Pós-linguagem. Dados L ⊂ E∗ e s ∈L , L /s designa a Pós-linguagem de L depois de s
e define-se por
L /s := {t ∈ E∗ : st ∈L }.
Obviamente,L /s = /0 sempre que s /∈ L¯ . Exemplos: L1/ab = {bg} eL4/g = {ε}.
É importante observar que ε 6= /0 e que {ε} é uma linguagem não vazia uma vez que contém
a “string” vazia. Por outro lado, se L = /0, então L¯ = /0, e se L 6= /0, então ε ∈ L¯ . Finalmente,
não é difícil concluir que /0∗ = {ε} e que {ε}∗ = {ε}.
Os operadores projecção e projecção inversa são extremamente importantes na análise de sis-
temas com eventos discretos. Sejam E1 e E2 dois conjuntos de eventos com E2 ⊂ E1. O operador
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Figure 2.3: Exemplo de um autómato com entrada e saída nas formas de Moore e de Mealey
projecção P : E∗1 → E∗2 define-se, naturalmente, como sendo
P(ε) = ε
P(e) =
{
e se e ∈ E2
ε se e ∈ E1 \E2
P(se) = P(s)P(e) para s ∈ E∗1 , e ∈ E2.
Naturalmente, a projecção inversa é um operador que não está unicamente definido para cada
“string” e, portanto toma como valor conjuntos. Tem-se que P−1 : E∗2 → 2E
∗
1 é dado por
P−1(t) = {s ∈ E∗1 : P(s) = t}.
Uma linguagem pode ser considerada como um modo formal de descrever um SED, uma vez
que especifica todas as sequências admissíveis de eventos que um SED pode gerar. Por outro
lado, um autómato é um dispositivo capaz de representar uma linguagem através de regras bem
definidas especificada pelo diagrama de transição de estado.
A linguagem gerada pelo autómato G = (X ,E, f ,Γ,x0,Xm) é dada por
L (G) = {s ∈ E∗ : f (x0,s) está defindo}.
A linguagem marcada pelo autómato G é definida por
Lm(G) = {s ∈L (G) : f (x0,s) ∈ Xm}.
Sendo os autómatos dispositivos práticos muito convenientes para simular e analisar SEDs,
uma questão importante que se coloca é se é sempre possível representar uma dada linguagem por
um autómato. Observe-se que a linguagem poderá em muitas situações requerer “strings” com um
número infinito de símbolos. A resposta a esta questão é positiva, embora possa requerer autó-
matos com um número infinito de nós. Contudo, importa observar que é possível gerar linguagens
incluindo “strings” com um número infinito de símbolos com autómatos de estado finitos.
As linguagens que podem ser geradas por autómatos de estado finitos dizem-se regulares.
Prova-se que a classe de linguagens geradas por autómatos de estado finitos exibindo determinismo
é a mesma que a dos autómatos de estado finito exibindo não determinísmo.
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Prova-se o seguinte resultado importante:
SejamL1 eL2 linguagens regulares, então
L¯1, L
∗
1 , L
c
1 (= E
∗\L1), L1
⋃
L2, L1L2, eL1
⋂
L2
também são regulares.
2.1.2 Operações sobre Autómatos
A motivação para considerar operações sobre autómatos reside no facto de serem extremamente
relevantes nas seguintes actividades de projecto de SEDs:
• Modelização - Representar autómatos complexos combinando ou compondo outros autó-
matos mais simples, bem como obter representações mínimas, simplificando os autómatos
através da eliminação dos estados não relevantes.
• Análise do comportamento de autómatos - Determinar se a resposta do sistema possui as
propriedades desejadas, nomeadamente, admissibilidade dos objectivos definidos, estabili-
dade, desempenho, segurança, e outros requisitos pré-especificados para o sistema.
• Projecto de Sistemas - Modificar autómatos, tendo em vista obter uma resposta do sistema
(quer em regime transitório quer em regime permanente) que correspondam a comporta-
mentos pré-especificados ou a optimizar um dado critério de desempenho do sistema. Por
exemplo, controlar um autómato pode ser obtido efectuando a composição do autómato
dado representando o sistema original com outro designado de controlador.
As operações sobre autómatos podem ser classificadas de unitárias, ou seja que envolvem ape-
nas um autómato, ou actuarem em mais de que um autómato. Consideraremos apenas o conjunto
de operações mais significativas e, estabeleceremos as relações com as linguagens associadas.
Para mais detalhes, considere-se [1, 5, 7].
As operações ditas unárias mais importantes são as seguintes:
• Ac(A) - Extracção da Parte Acessível do autómato A. Esta operação consiste em eliminar
os estados que não são necessários e as transições associadas. Os estados que não são
necessários são aqueles que nunca são atingidos. Ac(A) também é designada da parte ou
componente atingível de A. Observe que esta operação não tem qualquer efeito sobre a
linguagem L (A) (ou a linguagem marcada Lm(A)) associada ao autómato. Esta operação
é importante para simplificar o autómato sobretudo após operações de composição.
• CoAc(A) - Co-Acessibilidade. Eliminação de todos os estados do autómato A para os quais
não existe uma sequência de eventos que levem a qualquer um dos estados marcados, ou
seja, em Xm. Um estado q de um autómato A é dito Co-Acessível se existe um sequência de
eventos s que levam o sistema de q a Xm, ou seja, f (q,s) ∈ Xm. Esta operação pode afectar
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L (A) mas não alteraLm(A). Se A=CoAc(A) então diz-se que o autómato é Co-Acessível.
Observe que se um autómato é não bloqueante, então tem de ser Co-Acessível.
• Trim(A) - Operação “Trim”. Esta operação define-se a partir das anteriores do seguinte
modo: Trim(A) :=CoAc(Ac(A)) = Ac(CoAc(A)), sendo a ordem irrelevante. O autómato
A diz-se “Trim” se for simultaneamente Acessível e Co-Acessível.
• Ac = Comp(A) - Complemento do autómato A. Considere que A é um autómato “Trim”,
então Ac é um autómato que “marca” a linguagem E∗\L (A) definido por(
X
⋃
{xd},E, f t ,x0,
(
X
⋃
{xd}
)
\Xm
)
,
sendo xd um estado não marcado para “dumping”, e f t o completamento de f por forma a
ter f (x,e) = xd para todas as transições f (x,e) que não estejam definidas e, em particular,
f (xd ,e) = xd para qualquer evento e ∈ E.
Note-se que, como seria de esperar, se temL (Ac) = E∗ eLm(Ac) = E∗\Lm(A).
As operações envolvendo vários autómatos que consideraremos são as que correspondem aos
dois tipos de composição de dois autómatos. Estas operações podem ser estendidas de forma
óbvia a múltiplos autómatos. A relevância destas operações prendem-se com o facto de que o
projecto de um controlador para um SED representado por um autómato consiste em construir um
autómato controlador que, uma vez composto com o autómato dado, produz um novo autómato
com as propriedades (resposta - quer nos regimes transitório quer permanente - e desempenho)
pretendidos para o sistema controlado. O projecto de controladores designa-se na literatura de
controlo supervisor, [3, 6].
Considerem-se os autómatos A e B, dados, respectivamente, por A= (XA,EA, fA,ΓA,xA,0,XA,m)
e B=(XB,EB, fB,ΓB,xB,0,XB,m), onde, para facilitar, consideramos ΓA(x)=EA, ∀x∈XA, e ΓB(x)=
EB, ∀x ∈ XB.
• Composição Produto: A×B :=Ac (XA×XB,EA⋂EB, f ,Γ,xA,0 · xB,0,XA,m×XB,m) onde a op-
eração × entre dois conjuntos denota o seu produto Cartesiano, a operação · de dois estados
denota a sua ordenação num par, e
– f (xA · xB,e) = fA(xA,e) · fB(xB,e) se e ∈ ΓA(xA)∩ΓB(xB) e está indefinida no caso de
e /∈ ΓA(xA)∩ΓB(xB).
– XA,m×XB,m é o produto cartesiano de todos os estados marcados. Um par de estados
em que um deles não é marcado, é considerado não marcado.
Repare-se que eventos são considerados sincronizados para ambos autómatos e ocorrem
sempre que ocorrem para ambos. Decorre daqui que L (A×B) = L (A)∩L (B) e que
Lm(A×B) =Lm(A)∩Lm(B).
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• Composição Paralela: A ‖ B := Ac (XA×XB,EA⋃EB, f ,Γ,xA,0 · xB,0,XA,m×XB,m). As oper-
ações × entre conjuntos e · entre estados é como acima. Agora, tem-se
f (xA · xB,e) :=

fA(xA,e) · fB(xB,e) se e ∈ ΓA(xA)⋂ΓB(xB)
fA(xA,e) · xB se e ∈ ΓA(xA), e /∈ ΓB(xB)
xA · fB(xB,e) se e /∈ ΓA(xA), e ∈ ΓB(xB)
não definido se e /∈ ΓA(xA), e /∈ ΓB(xB)
Observe que se EA = EB e ΓA = ΓB, então esta composição coincide com a composição
produto.
2.2 Autómatos Temporizados e Autómatos Estocásticos
É do conhecimento geral que muitos sistemas - como por exemplo, sistemas de transporte, sis-
temas de comunicação, etc. -, que operam em ambientes que estão sujeitos a incertezas de forma
continuada. Por exemplo, uma simples máquina envolvendo apenas um botão a ser operado por
seres humanos pode ter um comportamento imprevisível pelo facto do comportamento humano
ser imprevisível ou, simplesmente, devido à ocorrência de avarias imprevisíveis.
2.2.1 Autómatos Temporizados
A variável tempo desempenha um papel muito importante no controlo de sistemas de manufactura:
as operações requerem tempo para execução e o custo das operações de manufactura dependem
fortemente da duração do período de tempo que os produtos levam a ser manufacturados. Este in-
cluí não só a duração das operações em si mas também os tempos de espera antes destas (inventário
distribuído).
No caso de SED, o tempo é introduzido através da temporização dos eventos, [9]. Ou seja,
para cada tipo de eventos, define-se um relógio que determina o próximo instante em que o evento
vai ocorrer. Nesta subsecção, consideramos que o relógio está completamente pré-determinado e
que os seus elementos são determinísticos e seguiremos de perto a notação em [1].
Seja E = {ei : i = 1, . . . ,NE} um conjunto de eventos finitos. Um “relógio”, ou estrutura
temporal, é um vector de sequências, possivelmente infinitas, de números positivos que, para cada
tipo de evento, indica a duração do intervalo entre duas ocorrências sucessivas desse evento, ou
seja,
V = {{vi,1,vi,2, . . . ,vi,k, . . .} : ei ∈ E, vi,k > 0} .
Se ti,k, k = 0,1,2, . . ., denotar os instantes de ocorrência do evento ei, então, vi,k = ti,k − ti,k−1,
k = 1,2, . . .. As seguintes noções são importantes para explicar como é que o relógio determina
o próximo evento a decorrer. Observe-se que o processo fica mais complicado pelo facto de,
dependendo do estado activo do autómato, um dado evento poder estar inibido de ocorrer.
Seja t tal que ti,k−1 < t < ti,k, então
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• yi,k = ti,k− t é o tempo de vida residual do evento ei na k-ésima ocorrência de eventos, ou o
valor corrente do relógio para o evento ei.
• zi,k = t − ti,k−1 é a idade do evento ei na k-ésima ocorrência de eventos. Observe que,
obviamente, se têm vi,k = yi,k + zi,k.
• Ni,k designa o número de ocorrências do evento ei ∈ E no intervalo de tempo [t0, tk] onde tk
é o instante da k-ésima ocorrência de eventos no sistema correspondende a k transições de
estado.
Para descrever o funcionamento do relógio necessitamos da seguinte notação:
• (x,e, t) é um triplo formado pelo estado actual, x, o último evento ocorrido, e, (ou seja, o
que levou ao estado actual) e t o instante mais recente em que o evento e ocorreu.
• Para cada evento ei, considera-se Ni e yi como sendo, respectivamente, o número de ocor-
rências do evento ei até ao momento actual, e o valor corrente do relógio para o evento
ei.
• (x′,e′, t ′) é um triplo formado pelos estado, evento e instante de ocorrência seguintes. Obvi-
amente, ter-se-á de ter x′ = f (x,e′), e′ ∈ Γ(x) e t ′ é o instante em que e′ vai ocorrer.
• De forma semelhante, também se definem N′i e y′i.
O mecanismo do relógio consiste pois em determinar o triplo (x′,e′, t ′) que vai constituir a
próxima transição de estado, bem como calcular os valores de N′i e y
′
i associados. Uma implemen-
tação natural do relógio pode ser efectuada pelo seguinte algoritmo, [1],
1 Dado o estado x, determinar o conjunto de eventos admissíveis Γ(x).
2 Para cada evento ei ∈ Γ(x), calcular yi e determinar o evento a que corresponde o menor
valor do relógio y∗, ou seja, y∗ = min
ei∈Γ(x)
{yi}.
3 O próximo evento e′ a ocorrer é aquele a que corresponde o valor de relógio y∗, ou seja,
e′ = arg min
ei∈Γ(x)
{yi}.
4 Calcular o novo estado: x′ = f (x,e′).
5 Calcular o instante da próxima ocorrência do evento e′: t ′ = t+ y∗.
6 Actualizar os novos valores do relógio para os eventos admissíveis em x′, ou seja, para
ei ∈ Γ(x′):
y′i =
{
yi− y∗ se ei 6= e′ e ei ∈ Γ(x)
vi,Ni+1 se ei = e
′ ou ei /∈ Γ(x).
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7 Determinar os valores de N′i para os eventos admissíveis em Γ(x′). Assim, para ei ∈ Γ(x′),
N′i =
{
Ni+1 se ei = e′ ou ei /∈ Γ(x)
Ni doutro modo.
8 Uma vez decorrido o tempo até à ocorrência do próximo evento, considera-se (x,e, t) =
(x′,e′, t ′), Ni = N′i e o processo repete-se.
Estamos prontos para definir um Autómato Temporizado que agora é dado por
Gt = (X ,E, f ,Γ,x0,Xm,V) , . (2.2)
Aqui, V a estrutura de relógio definida nesta subsecção e todos os restantes elementos são
definidos como no início deste capítulo. Importa notar que, agora, a transição de estado é dada por
x′ = f (x,e′)
onde e′ é o evento de E determinado pela estrutura do relógio que, para o efeito, requer as var-
iáveis auxiliares Ni e yi conforme descrito nesta subseecção. Assim, para determinar totalmente
o mecanismo de transição de estado, é necessário considerar também as componentes de estado
adicionais N e y como vectores de todos os Ni e yi.
2.2.2 Autómatos Temporizados e Estocásticos
Antes de prosseguir com a especificação, relembremos algumas noções básicas de processos es-
tocásticos. Para mais detalhes, consultar [10].
Um processo estocástico é uma colecção de variáveis aleatórias indexadas através de um
parâmetro, normalmente o tempo, e que se denota por Xt . Todavia, os valores que X toma
para cada t, também designadas de realizações, são definidos como uma colecção de variáveis
aleatórias X(ω, t) definidas num espaço de probabilidades (Ω,E ,P) comum onde Ω é o espaço
de amostragem, ou seja, o conjunto de todos os valores possíveis que o processo aleatório w pode
tomar, E é o espaço de eventos, e t ∈ τ sendo τ ⊂ IR. Para simplificar a notação, denota-se o
processo estocástico simplesmente por {X(t)} ou X(t).
Os processos estocástico poderão ser escalares ou vectoriais conforme o número de compo-
nentes da variável X definidos em tempo contínuo ou discreto.
No que respeita à notação, as letras maiúsculas reservam-se para as variáveis aleatórias e as
minúsculas para os seus valores.
A função distribuição de probabilidade FX associada a X define-se como sendo
FX(x0,x1, . . . ,xn; t0, t1, . . . , tn) = P[X(t0)≤ x0,X(t1)≤ x1, . . . ,X(tn)≤ xn]
onde [X(a)≤ xa] representa o evento associado às realizações para as quais X(a)≤ xa.
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Um processo estocástico diz-se estacionário se as suas características não mudam com o
tempo. Isto equivale a dizer que tal acontece com a sua função distribuição de probabilidade,
ou seja, ∀s ∈ |R,
FX(x0,x1, . . . ,xn; t0+ s, t1+ s, . . . , tn+ s) = FX(x0,x1, . . . ,xn; t0, t1, . . . , tn).
Num sentido menos estrito, a propriedade de estacionariedade refere-se apenas aos dois primeiros
momentos, ou seja, E[X(t)] =Const, e E[X(t)ET (t+ s)] = h(s), para alguma função h.
Um processo estacionário diz-se independente se
FX(x0,x1, . . . ,xn; t0, t1, . . . , tn) = FX0(x0; t0)FX1(x1; t1) · · ·FXn(xn; tn).
Neste caso, se todas as distribuições FXk(xk; tk), k = 0,1, . . .n, forem idênticas, a sequência de
variáveis {Xk} diz-se iid, independendente e identicamente distribuída.
Um processo estocástico para o qual o estado actual incorpora toda a informação necessária
para determinar (no sentido estocástico) a sua evolução futura, designa-se de Processo de Markov.
Esta classe de processos é pois definida pela propriedade
P[Xk+1 = xk+1|Xk = xk,Xk−1 = xk−1, . . . ,X0 = x0] = P[Xk+1 = xk+1|Xk = xk], (2.3)
onde P[A|B] designa a probabilidade do evento A condicionada à ocorrência do evento B, ou seja,
sabendo que B ocorreu. Tem-se pois que P[A|B] = P[A∩B]
P[B]
.
Apresentamos a definição para o caso em tempo discreto, uma vez que esta é a mesma para o
caso em tempo contínuo. Contudo, para esta classe de processos estocásticos, a informação sobre
os estados anteriores bem como o tempo de permanência nestes estados passados é indiferente
para determinar a evolução futura. Para tal, torna-se necessário que a função de distribuição de
probabilidade da variável duração do intervalo entre eventos consecutivos seja exponencial. Se tal
não for o caso, então o Processo Estocástico diz-se de Semi-Markov Generalizado, [11].
Os processos de renovação são importantes para a contagem de eventos. Um processo de
renovação é um processo estocástico {N(t)} que conta eventos à medida que estes ocorrem no
tempo, tomando portanto valores no conjunto {0,1,2, . . .}. Dado um intervalo de tempo (0, t], e
um conjunto de pontos {ti : i = 1, . . . ,k} em que os seus elementos são tais que 0≤ t j−1 ≤ t j, para
para j = 2, ...k, o processo de renovação tem que satisfazer
N(t0)≤ N(t1)≤ ·· · ≤ N(tk).
O carácter aleatório num autómato temporizado pode intervir nos seguintes ingredientes do
autómato estocástico: relógio, estado inicial, e função de transição de estado, [1].
• Relógio com estrutura estocástica: As sequências de tempos entre ocorrências de eventos
do relógio são variáveis aleatórias que assumimos iid, ou seja, as variáveis {Vi,k}, tem uma
certa função distribuição de probabilidade Gi dada por Gi(t) = P[Vi ≤ t].
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• Estado inicial: p0(x) = P[X0 = x0].
• Função de Transição de Estado: p(x′;x,e′) = P(X ′ = x′|X = x,E ′ = e′]. Repare que o facto
de e′ /∈ Γ(x) poderá ser facilmente acomodado, definindo, nesse caso, p(x′;x,e′) = 0.
A notação adoptada para Autómatos Estocásticos resulta da adaptação da anterior para acomodar
variáveis aleatórias. Assim, X , E e T são, respectivamente, o estado corrente, e os mais recentes
evento e o respectivo instante de ocorrência. Ni e Yi são, respectivamente, o corrente número de
ocorrências do evento ei e o correspondente valor do relógio. Tal como antes, X ′, E ′, T ′, N′i e Y
′
i ,
são os valores correspondentes a despoletar a transição para o estado seguinte.
Assim, um Autómato Estocástico Temporizado é formado pelo sextúplo
(X ,E ,Γ, p, p0,G)
onde p, p0 e G são definidos como acima, Γ é o mapa que define os eventos viáveis em cada
estado, E é o espaço de eventos, eX é o espaço de estados, ambos contáveis, [1].
O funcionamento deste autómato é em tudo semelhante à do autómato temporizado só que,
agora, as transições são probabilísticas, ou seja
• Quando X = x e E ′ = e′, tem-se que X ′ = x′ com probabilidade p(x′;x,e′)
• A sequência dos eventos estocásticos é gerada por e′ = arg min
ei∈Γ(X)
{Yi}.
• Os valores do relógio estocástico Yi, para ei ∈ E , dados, para ei ∈ Γ(X ′), por
Y ′i =
{
Yi−Y ∗ se ei 6= E ′ e ei ∈ Γ(X)
Vi,Ni+1 se ei ∈ E ′ ou ei /∈ Γ(X).
• A duração do intervalo de tempo entre eventos dado por Y ∗ = min
ei∈Γ(X)
{Yi}.
• Os contadores de eventos Ni, ei ∈ E , dados, para ei ∈ Γ(X ′), por
N′i =
{
Ni+1 se ei = E ′ e ei /∈ Γ(X)
Ni de outro modo.
Um processo estocástico {X(t)} gerado pelo Autómato Temporizado Estocástico acima descrito
diz-se de Processo Semi-Markov Generalizado.
A figura 2.4, [1], representa uma fila de espera como um exemplo simples de um Processo de
Semi Markov Generalizado.
Neste exemplo são definidos p0(x), x ∈X ,X = {0,1,2, · · ·}, Γ(x) =
{
{a,d} se x > 0
{a} se x = 0 ,
f (x,e′) =
{
x+1 se e′ = a
x−1 se e′ = d e x > 0 , E = {a,d}, Ga(·) e Gd(·).
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Figure 2.4: Exemplo de um Processo de Semi Markov Generalizado
Estes processos estocásticos designam-se de Processos Semi-Markov Generalizados, uma vez
que são de Markov no sentido de que, para um dado evento, a transição de estado depende apenas
do estado corrente, mas só não são considerados de Markov porque as distribuições probabilís-
ticas associadas ao relógio são arbitrárias, não estando garantido que o comportamento temporal
também exibe a propriedade de ausência de memória.
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Chapter 3
Processos de Markov
Neste capítulo abordamos os Processos de Markov uma vez que constituem uma das classes de
modelos de processos estocásticos mais importantes para sistemas envolvendo filas de espera. A
importância desta classe de processos deve-se a duas razões fundamentais:
• Baixa complexidade computacional. Isto permite processar sistemas muito complexos.
• Realismo na modelização de muitos sistemas com eventos discretos representados por fi-
las de espera ou redes de filas de espera. Este facto é não só constatado pela observação
como também se pode concluir pela axiomática subjacente à especificação dos processos de
Poisson ou de contagem.
A espinha dorsal destes modelos assenta nos Processos de Poisson ou de contagem que já
referimos no capítulo anterior. Assim, vamos detalhar melhor na próxima seccão as propriedades
destes processos, nomeadamente, as que asseguram a aplicação do princípio da sobreposição. Na
secção que se segue, vamos mostrar como é que os Processos de Markov emergem e trataremos
em especial as cadeias de Markov em tempo discreto. Antes de, numa secção final, apresentar o
importante exemplo das cadeias de nascimento-morte, abordaremos a resposta temporal de cadeias
de Markov quer no regime transitório quer no permanente.
3.1 Processos de Poisson
Foi referido no capítulo anterior que um processo de renovação ou de contagem de eventos {N(t)}
que se define para um conjunto dados de instantes {ti : i= 1, . . . ,k}, com a propriedade 0≤ t j−1 ≤
t j, para para j = 2, ...k, pela propriedade N(t0) ≤ N(t1) ≤ ·· · ≤ N(tk). Vamos agora considerar a
notação N(t j−1, t j) = N(t j)−N(t j−1), para j = 1,2, . . ..
Importa caracterizar a distribuição de probabilidade deste tipo de processos, ou seja, a proba-
bilidade de ocorrerem exactamente n eventos num intervalo (0, t], Pn(t) =P[N(t) = n], n= 0,1, . . ..
Para tal, são considerados os seguintes axiomas que são facilmente abstraíveis de grandes
classes de aplicações, [1, 12, 13].
a) Apenas ocorre um evento de cada vez.
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b) As variáveis aleatórias N(t), N(t, t1), N(t1, t2), . . ., N(tk−1, tk), são mutuamente indepen-
dentes para 0≤ t ≤ t1 ≤ . . .≤ tk. Esta hipótese declara que os incrementos do processo são
independentes, ou seja, que não existem “interferências” entre os diferentes intervalos de
tempo no que respeita a ocorrências de eventos.
c) A probabilidade P[N(tk−1, tk) = n], n = 0,1, . . ., depende de tk− tk−1 mas não de tk−1 e tk
em si. Este axioma, juntamente com o anterior, afirma que o processo de contagem tem
incrementos independentes e estacionários.
Observe-se que, mesmo que alguns destes axiomas não sejam satisfeitos, por exemplo, existência
de períodos preferênciais, ocorrência mais do que um evento simultaneamente, etc., é, muitas
vezes, possível redefinir o sistema por forma a que os referidos axiomas sejam satisfeitos.
Destes axiomas, demonstra-se que Pn(t) satisfaz a distribuição de Poisson, ou seja, existe um
número λ > 0 tal que, para n = 0,1,2, . . . e para t > 0, se tem
Pn(t) =
(λ t)n
n!
e−λ t .
O valor esperado e a variância podem ser calculados pelas correspondentes fórmulas gerais:
• Valor esperado
E[N(t)] =
∞
∑
n=0
nPn(t) = e−λ t(λ t)
∞
∑
n=1
(λ t)n−1
(n−1)! = λ t.
• Variância
Var[N(t)] = E[(N(t)−λ t)2] = E[N(t)]2− (λ t)2 = λ t,
uma vez que E[N(t)]2 =
∞
∑
n=0
n2Pn(t) = e−λ t
∞
∑
n=1
n
(λ t)n−1
(n−1)! = [(λ t)
2+(λ t)]e−λ t
∞
∑
n=0
(λ t)n
n!
.
Dada a importância dos processos de Poisson no estudo das Cadeias de Markov, vamos estudar as
suas propriedades. Começamos por considerar o caso em que os eventos que ocorrem são de um
único tipo.
• Determinação da distribuição da variável duração do intervalo de tempo entre eventos (ou
mais simplesmente “tempo entre eventos”), Gk(t) = P[Vk ≤ t].
Assuma-se que o evento k− 1 ocorreu em Tk−1 = tk−1. Como P[Vk > t] = 1−Gk(t) e
P[Vk > t|Tk−1 = tk−1] = P[N(tk−1, tk−1+ t) = 0] = P0(t) = e−λ t tem-se que
Gk(t) = 1− e−λ t .
Daqui se conclui rapidamente a propriedade de ausência de memória, uma vez que:
P[V ≤ z+ t|V > z] = P[z≤V ≤ z+ t]
P[V > z]
=
(1− e−λ (z+t))− (1− e−λ z)
e−λ z
= 1−e−λ t = P[V ≤ t].
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• Uma variável importante é o tempo de vida residual, designada de Y , ou seja, o tempo
que falta para a próxima ocorrência, interessando pois determinar a sua função de dis-
tribuição de probabilidade. Para uma dada estrututra de relógio V , o tempo de vida resid-
ual é, naturalmente, referida à idade do evento que se verifica no instante actual, z. Seja
H(t,z) = P[Y ≤ t|V > z]. Logo, uma vez que V = Y + z,
H(t,z) = P[V ≤ z+ t|V > z] = 1− e−λ t .
Importa observar o facto da função distribuição de probabilidade do tempo de vida residual
não depender da idade do evento.
Assim, para o processo de Poisson de parâmetro λ , está automaticamente associada uma dis-
tribuição exponencial para a duração dos intervalos entre-eventos, G(t) = 1− e−λ t , e, como con-
sequência, resulta a propriedade de ausência de memória, ou seja, o facto da função distribuição
de probabilidade do tempo de vida residual H(t,z) = G(t) não depender da idade z do evento.
Importa agora, verificar como é que as propriedades anteriores se estendem para o caso em
que m, m > 1, tipos de eventos poderão ocorrer, ou seja, são viáveis no estado corrente do sis-
tema, que, em conformidade com os axiomas acima, são processos mutuamente independentes.
Já verificamos que o próximo tempo “entre eventos” é o menor dos tempos de vida residuais, ou
seja Y ∗ = min
i=1,...,m
{Yi} onde cada variável aleatória Yi tem uma função distribuição de probabilidade
Gi(t) = 1− e−λit .
Assim, usando o facto de que [ min
i=1,...,m
{Yi}> t] = ∩mi=1[Yi > t], bem como a independência dos
processos, temos que
P[Y ∗ ≤ t] = 1−P[Y ∗ > t] = 1−P[ min
i=1,...,m
{Yi}> t] = 1−
m
∏
i=1
P[Yi > t].
Fazendo Λ=
m
∑
i=1
λi, temos que P[Y ∗ ≤ t] = 1−
m
∏
i=1
e−λit = 1− e−Λt .
Concluimos pois que a estrutura do relógio adoptada implica que a sobreposição de m pro-
cessos de Poisson independentes de parâmetros λi, i = 1,2, . . . ,m, dão origem a um processo de
Poisson de parâmetro Λ=
m
∑
i=1
λi.
Este facto é aplicado de imediato para o caso do Autómato Temporizado Estocástico em que
os eventos passíveis de ocorrerem num dado estado x são dados pelo mapa x→ Γ(x). Basta agora
considerar Λ(x) = ∑
ei∈Γ(x)
λi, e, neste contexto, temos que a função distribuição de probabilidade da
variável tempo entre eventos dependente do estado é dada por
G(t,x) = P[Y ∗(x)≤ t] = 1− e−Λ(x)t .
Conclusão idêntica relativamente à variável tempo de vida residual se obtém com os mesmos
argumentos, ou seja, P[Y ∗(x)≤ z+ t|Y ∗(x)> z] = P[Y ∗(x)≤ t] = G(t,x).
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Finalmente, temos todos os ingredientes necessários para caracterizar as probabilidades de
transição de estado numa Cadeia de Markov partindo das de um Autómato Temporizado Estocás-
tico em que a ocorrência dos eventos satisfazem as propriedades de Processos de Poisson, ou seja,
calcular a probabilidade de transição do estado x para o estado x′, ou seja, p(x′,x) = P[X ′ = x′|X =
x].
Como P[X ′ = x′|X = x] = ∑
ei∈Γ(x)
P[X ′ = x′|E ′ = ei,X = x]P[E ′ = ei|X = x], e a probabilidade
P[X ′ = x′|E ′ = ei,X = x] = p(x′|x,ei) é especificada pelo Autómato Temporizado Estocástico,
resta-nos calcular P[E ′ = ei|X = x].
Seja W = min
e j∈Γ(x), j 6=i
{Yj}. Logo, para i = 1, . . . ,m,
P[E ′ = ei|X = x] = P[Yi ≤W ] =
∫ ∞
0
P[Yi ≤W |W = y] fW (y)dy,
onde fW (y) é a função de densidade de probabilidade associada à distribuição P[Yi ≤W |W = y].
Como P[Yi ≤W |W = y] = 1− e−Λi(x)y, com Λi(x) = Λ(x)−λi, tem-se que fW (y) = Λi(x)e−Λi(x)y.
Logo,
P[Yi ≤W ] = Λi(x)
∫ ∞
0
(
e−Λi(x)y− e−Λ(x)y
)
dy =
λi
Λ(x)
.
Observando que o evento [Yi ≤W ] coincide com [E ′ = ei] quando o estado é x, conclui-se que
p(ei,x) =
λi
Λ(x)
. (3.1)
Juntando estes elementos, obtemos que
p(x′,x) = ∑
ei∈Γ(x)
p(x′|x,ei) λiΛ(x) .
3.2 Cadeias de Markov
Para formular o modelo de uma Cadeia de Markov, teremos de definir um espaço de estadosX , a
probabilidade do estado inicial p0(x) = P[X0 = x] para todo o x ∈X , e as probabilidades de tran-
sição de estado p(x′,x) em que x é o estado corrente e x′ é o estado seguinte. Os desenvolvimentos
nesta secção, foram em parte extraídos de [14, 1, 4].
Para facilitar a notação, considerem-se os estados enumerados e denote-se por pi j(k) a prob-
abilidade da transição de um passo do estado i para o estado j na k-ésima ocorrência de eventos,
ou seja, pi j(k) = P[Xk+1 = j|Xk = i]. Obviamente, tem-se que pi j(k) ∈ [0,1] e que∑
∀ j
pi j(k) = 1.
A probabilidade de uma transição de n passos é dada por pi j(k,k+ n) = P[Xk+n = j|Xk = i].
Observe-se que, usando a regra da probabilidade total, ou seja, entrando com todas as possi-
bilidades de se passar do estado i para o estado j por qualquer estado intermédio r numa dada
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ocorrência intermédia u (i.e., k < u≤ k+n, tem-se que
pi j(k,k+n) = ∑
∀r
P[Xk+n = j|Xu = r,Xk = i]P[Xu = r|Xk = i]
= ∑
∀r
P[Xk+n = j|Xu = r]P[Xu = r|Xk = i],
sendo esta última igualdade validada pela propriedade de ausência de memória. Assim, podemos
escrever, a conhecida equação de Chapman-Kolmogorov na forma
pi j(k,k+n) =∑
∀r
pir(k,u)pr j(u,k+n).
A Matriz de Transição de Estado H(k,k+n) = [pi j(k,k+n)], i, j = 0,1,2, . . ., sendo que i repre-
senta o índice da linha e j o da coluna, não é mais do que a matriz das probabilidades de transição
entre qualquer par de estados, e a equação de Chapman-Kolmogorov toma a forma:
H(k,k+n) = H(k,u)H(u,k+n).
Uma Cadeia de Markov diz-se homogénea se a probabilidade de transição não depender de k,
ou seja, P[Xk+1 = j|Xk = i] = pi j.
Exemplo. Vamos agora considerar um simples exemplo de um Sistema de Manufactura que iremos
modelizar por uma Cadeia de Markov. O sistema de manufactura constituido por duas máquinas
- M1 e M2 - com características idênticas para processar tarefas, e operando de acordo com as
seguintes regras:
• Apenas uma tarefa pode ser submetida no sistema em cada período.
• A tarefa pode ser executada por qualquer processador que estiver livre. Se ambas estiverem
livres, a tarefa é executada por M1. Se M1 e M2 estiverem ocupadas, a tarefa perde-se.
• Se uma tarefa chega e M1 e M2 estão ambos ocupados mas, pelo menos uma delas completa
a tarefa que tiver no período de chegada, então a tarefa será processada.
Seja p a probabilidade de uma tarefa aparecer no sistema, e q a de uma máquina ocupada
terminar a tarefa num qualquer período.
Sendo o estado determinado pelo número de máquinas ocupadas, claramente, tem-se queX =
{A,B,C}, onde A é o estado em que M1 e M2 estão livres, B é o estado em que apenas uma das
máquinas está ocupada, e C é o estado em que ambas as máquinas estão ocupadas. Na figura 3.1,
representa-se um autómato em que se descreve a operação do sistema
Considerando os diversos eventos que levam à transição para os diversos estados, não é difícel
calcular as probabilidades de transição entre os diversos estados, que são dadas por:
• pAA = 1− p, pAB = p, pAC = 0
• pBA = (1− p)q, pBB = pq+(1− p)(1−q), pBC = p(1−q)
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Figure 3.1: Exemplo de Sistema de Manufactura modelizado por Cadeia de Markov
• pCA = (1− p)q2, pCB = 2q(1−q)(1− p)+ pq2, pCC = (1−q)2+2pq(1−q).
Neste caso a matriz de transição de estado é dada por
P =
 pAA pAB pACpBA pBB pBC
pCA pCB pCC
 .
Uma propriedade importante para Cadeias de Markov diz respeito à distribuição de probabil-
idade de permanência num dado estado. Sendo V (i) o número de vezes consecutivas que sistema
permanece no estado i, ou seja,
[V (i) = n] = [Xk+1 = i,Xk+2 = i, . . . ,Xk+n−1 = i,Xk+1 6= i|Xk = i].
Para se concluir que P[V (i) = n] = (1− pii)pn−1ii , basta observar que
P[V (i) = n] = P[Xk+1 = i,Xk+2 = i, . . . ,Xk+n−1 = i,Xk+n 6= i|Xk = i]
= P[Xk+n 6= i|Xk+n−1 = i, . . . ,Xk = i]P[Xk+n−1 = i, . . . ,Xk+1 = i|Xk = i]
= (1−P[Xk+n 6= i|Xk+n−1 = i, . . . ,Xk = i])P[Xk+n−1 = i, . . . ,Xk+1 = i|Xk = i]
= (1− pii)pn−1ii ,
onde o primeiro factor resulta de imediato da propriedade de ausência de memória, e o segundo re-
sulta da conjugação desta propriedade com a aplicação recursiva da regra da probabilidade condi-
cionada:
P[Xk+n−1 = i, . . . ,Xk+1 6= i|Xk = i] = P[Xk+n−1 = i|Xk+n−2 = i, . . . ,Xk = i]
·P[Xk+n−2 = i, . . . ,Xk+1 = i|Xk = i]
= pii ·P[Xk+n−2 = i, . . . ,Xk+1 = i|Xk = i].
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3.3 Resposta de Cadeias de Markov
A resposta de uma Cadeia de Markov consiste na evolução da probabilidade de cada estado à
medida que os eventos ocorrem. Seja k = 0,1,2, . . . o contador de ocorrência de eventos e pi(k) =
[pi0(k) pi1(k) pi2(k) . . . ] o vector (linha) das probabilidades dos estados na ocorrência k. Nesta
secção, consideramos apenas Cadeias de Markov estacionárias, ou seja aquelas em que a Matriz
de Transição de Estado não depende da variável de ocorrência k, ou seja, H(k,k+ 1) = P, para
uma matriz P que caracterização as transições de estado (tal como no exemplo da secção anterior).
Dado o vector pi(0), a evolução do sistema é dada pela evolução do vector de probabilidades
pi(k) que, de acordo com as Equação de Chapman-Kolmogorov, satisfaz, para k = 0,1,2, . . ., a
equação recursiva
pi(k+1) = pi(k)P. (3.2)
Esta equação não é mais do que a versão vectorial da equação que cada uma das suas componentes
satisfaz. Cada uma destas é obtida condicionando o evento [Xk+1 = j] nos eventos [Xk = i] para
todos os valores de i.
pi j(k+1) = P[Xk+1 = j] =∑
∀i
P[Xk+1 = j|Xk = i]P[Xk = i] =∑
∀i
pi jpii(k).
Reiterando a equação (3.2), chega-se à função resposta (em função de k = 0,1,2, . . .) da Cadeia de
Markov que é dada por
pi(k) = pi(0)Pk.
Esta equação é a base na qual assenta a análise da resposta - quer em regime transitório que em
regime permanente - da Cadeia de Markov. Para sistematizar esta análise, importa definir classes
de estados apropriadas, o que, por sua vez, requer um conjunto de definições, [1]. Consideraremos
apenas as seguintes:
• Atingibilidade - o estado j é atingível a partir do estado i se ∃n≥ 1 tal que pni j > 0, (pni j é a
probabilidade de transitar do estado i para o estado j em n passos).
• Conjunto de Estados Fechado - O conjunto de estados F ⊂X é fechado se pi j = 0, ∀(i, j)∈
(F×X \F).
• Estado Absorvente - Um estado i é absorvente se {i} é um conjunto fechado. Obviamente,
esta proriedade equivale a que pii = 1.
• Conjunto de Estados Irredutível - Um conjunto de estados fechado F é irredutível se ∀i, j ∈
F , i é atingível de j. SeX é irredutível, então a Cadeia de Markov é irredutível.
• Estados Transitório e Recorrente. Um estado i é dito transitório se ρi < 1 e transitório
se ρi = 1, onde ρi é a probabilidade de voltar ao estado i depois de ter lá estado. Sendo
ρki = P[Tii = k], onde a variável tempo de atingimento Ti j é o menor intervalo de tempo para
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transitar de i para j, ou seja, Ti j = min
X0=i,Xk= j k>0
{k}, tem-se que ρi =
∞
∑
k=1
ρki . Observe-se que
ρi não é mais do que P[Tii < ∞], designando-se Tii de variável tempo de recorrência.
• Estados Positivamente Recorrente e de Recorrência Nula. Um estado é de recorrência posi-
tiva ou nula conforme Mi < ∞ ou Mi = ∞, onde Mi = E[Tii] =
∞
∑
k=1
kρki é o valor esperado do
tempo de recorrência.
• Estados Periódico e Aperiódico. Um estado é periódico se o maior divisor comum do con-
junto {n ∈ IN : pnii > 0} é maior do que 1 e aperiódico doutro modo.
É possível demonstrar os seguintes resultados, [1, 10]:
• Qualquer Cadeia de Markov com um espaço dos estados finito tem pelo menos um estado
recorrente.
• Se o estado i é recorrente e j é atingível de i, então j é recorrente. Consequentemente,
qualquer estado de um conjunto fechado e irredutível é recorrente.
• Se o estado i é positivamente recorrente e j é atingível de i, então j é positivamente recor-
rente. Consequentemente, qualquer estado de um conjunto fechado e irredutível é positiva-
mente recorrente.
• Para qualquer conjunto fechado e irredutível, qualquer estado é positivamente recorrente,
de recorrência nula, ou transitório.
• Se uma Cadeia de Markov é irredutível, então todos oss estados têm o mesmo período.
Por resposta em regime permanente, entende-se na determinação nas probabilidades dos di-
versos estados quando k→ ∞, ou seja, para o estado i, pi j = lim
k→∞
pi j(k). Caso este limite exista e
verifique∑
∀i
pii = 1, então o vector pi = (pi0,pi2, . . .) designa-se de regime permanente ou ponto de
equilíbrio.
Extraindo o limite k → ∞ na equação de transição de estado pi(k+ 1) = pi(k)P, obtém-se
pi = piP, onde as suas componentes têm que se não negativas e∑
∀i
pii = 1.
A análise do regime permanente é considerada em duas situações:
a) Cadeias de Markov irredutíveis. Importa observar que se existirem estados periódicos numa
Cadeia de Markov irredutível, então, obviamente o limite de pi(k) quando k→ ∞ não está
definido. É possível demonstrar o seguinte resultado:
Teorema 1.
Para qualquer Cadeia de Markov irredutível e aperiódica, ∀ j, o limite lim
k→∞
pi j(k) existe e é
igual a um valor pi j que não depende de pi j(0).
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Se todos os estados desta Cadeia de Markov forem transitórios ou de recorrência nula, então
pi j = 0 e, portanto, o limite pi não constitui uma probabilidade estacionária.
Se todos os estados desta Cadeia de Markov forem positivamente recorrentes (também
referidos pro estados ergódicos), então pi j =
1
M j
. Neste caso, o limite pi existe e consti-
tui uma probabilidade estacionária.
Considere agora a seguinte cadeia de nascimento-morte representada no diagrama 3.2.
Figure 3.2: Cadeia Nascimento-Morte
Seja a probabilidade p tal que 0 < p < 1, então resolvendo a equação pi = piP, tem-se que:
pi0 = pi0 p+pi1 p ou seja pi1 =
1− p
p
pi0
pi j = pi j−1(1− p)+pi j+1 p, j = 1,2, . . . .
Repare que se tem pi1 = pi0(1− p)+pi2 p o que determina que pi2 =
(
1− p
p
)2
pi0. Resol-
vendo por indução, chega-se à conclusão que pi j =
(
1− p
p
) j
pi0, j = 1,2, . . .. Utilizando o
facto de que
∞
∑
j=0
pi j = pi0
∞
∑
j=0
(
1− p
p
) j
= 1, conclui-se que pi0 =
(
∞
∑
j=0
(
1− p
p
) j)−1
.
Vamos agora considerar as diversas possibilidades para os valores de p:
i)
1− p
p
< 1 ou seja p > 0.5. Neste caso,
∞
∑
j=0
(
1− p
p
) j
=
p
2p−1 e
pi j =
2p−1
p
(
1− p
p
) j
, j = 0,1,2, . . . .
ii) Se p< 0.5, tem-se que a série
∞
∑
j=0
(
1− p
p
) j
diverge e, portanto, pi j = 0, j = 0,1,2, . . ..
Neste caso a cadeia de Markov é transitória.
iii) Se p→ 0.5, conclui-se que o estado 0 é de recorrência nula.
b) Cadeias de Markov redutíveis. Neste caso, duas possibilidades podem ser consideradas:
existe apenas um subconjunto de estados irredutíveis, ou, então existem vários destes con-
juntos. No primeiro caso, o estado entra, mais tarde ou mais cedo, no conjunto irredutível e
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fica lá daí em diante, reduzindo-se à situação analisada em a). No segundo, coloca-se ape-
nas a questão de saber qual é o subconjunto irredutível no qual o estado vai entrar primeiro,
pois o estado nele permanecerá daí em diante. De qualquer modo, verifica-se que basta
apenas determinar qual a probabilidade do estado entrar num dado subconjunto de estados
irredutíveis (que designamos de I ), a partir de um dado estado inicial no subconjunto de
estados transitórios (que designamos de T ). Seja ρi(I ) = P[Xi ∈ I |X0 = i]. Utilizando
probabilidades condicionadas e a propriedade de ausência de memória, tem-se que:
ρi(I ) = ∑
j∈I
Pi j + ∑
l∈T
ρl(I )Pil.
Em determinadas condições, nomeadamente, para subconjuntos T finitos, é possível re-
solver este sistema de equações e determinar ρi(I ).
3.4 Cadeias de Markov em Tempo Contínuo
Nesta secção vamos considerar a situação em que as probabilidades de transição da Cadeia de
Markov variam em tempo contínuo em vez de por passos discretos em que o tempo é irrelevante,
ou seja, agora tem-se que, para s ≤ t, pi j(s, t) = P[X(t) = j|X(s) = i]. Neste contexto, a pro-
priedade de Markov formulada para o contexto discreto (2.3) toma agora a forma:
P[X(tk+1) = xk+1|X(tk) = xk,X(tk−1) = xk−1, . . . ,X(t0) = x0]
= P[X(tk+1) = xk+1|X(tk) = xk].
(3.3)
Embora a análise tenha analogias com o caso discreto, agora não é mais possível considerar a
matriz de transição de um passo P, uma vez que as probabilidades de transição de estado vão
depender do tempo que tiver decorrido.
Para deduzir a equação de Chapman-Kolmogorov neste caso, adapta-se a metodologia no caso
anterior, obtendo-se, pela regra da probabilidade total e pela propriedade de ausência de memória,
pi j(s, t) = ∑
∀r
P[X(t) = j|X(u) = r,X(s) = i]P[X(u) = r|X(s) = i]
= P[X(t) = j|X(u) = r]P[X(u) = r|X(s) = i]
= ∑
∀r
pir(s,u)pr j(u, t)
Logo, designando a matriz [pi j(s, t) : ∀i, j] por H(s, t), tem-se, para s≤ u≤ t, que
H(s, t) = H(s,u)H(u, t).
Importa determinar como é que a matriz de transição de estado varia com o tempo, ou seja, calcular
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∂H(s, t)
∂ t
. Note-se que, para s≤ t,
∂H(s, t)
∂ t
= lim
δ→0
H(s, t+δ )−H(s, t)
δ
= lim
δ→0
H(s, t)H(t, t+δ )−H(s, t)
δ
= H(s, t) lim
δ→0
H(t, t+δ )− I
δ
= H(s, t)Q(t)
onde Q(t) = lim
δ→0
H(t, t+δ )− I
δ
é a matriz taxa de transição de probabilidades. Resolvendo esta
última equação diferencial, obtém-se
H(s, t) = e
∫ t
s Q(τ)dτ .
Tal como no caso discreto, vamos apenas considerar apenas Cadeias de Markov homogéneas.
Neste caso, tem-se que a probabilidade de transição pi j(s, t) depende apenas de t − s, ou seja,
pi j(τ) = P[X(s+τ) = j|X(s) = i] e, analogamente ao caso discreto, considera-se P(τ) = H(s,s+
τ). Observe-se que, agora a matriz taxa de transição de probabilidades não depende de t e é, por-
tanto, constante, ou seja, Q. Logo, para o caso homogéneo, a equação de Chapman-Kolmogorov
na forma diferencial em tempo contínuo é
dP(τ)
dτ
= P(τ)Q, (3.4)
sendo a sua solução dada por
P(τ) = eQτ . (3.5)
Utilizando argumentos similares aos do caso discreto, conclui-se que a função distribuição de
probabilidade da variável aleatória tempo de permanência num estado é exponencial, ou seja, para
t ≥ 0, é dada por
P[V (i)≤ t] = 1− e−Λ(i)t .
onde Λ(i) = ∑
ei j∈Γ(i)
λi j, sendo λi j a taxa de Poisson associada ao evento ei j viável no estado i.
Tal como no caso discreto, a propriedade de ausência de memória - P[V (i)> s+ t|V (i)> s] =
P[V (i)> t] - também se verifica.
Importa interpretar cuidadosamente a matriz Q para clarificar as equações (3.4) e, por con-
sequência, a sua solução dada por (3.5). Sendo Q = [qi j], a equação (3.4) pode ser escrita por
extenso na forma
d pii(τ)
dτ
= pii(τ)qii+∑
r 6=i
pir(τ)qri.
Fazendo τ = 0, tem-se que −qii = −d pii(τ)dτ |τ=0 =
d[1− pii(τ)]
dτ
|τ=0. Uma vez que 1− pii(τ)
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é a probabilidade da cadeia deixar o estado i num intervalo de duração τ , tem-se que −qii é a
taxa instantânea á qual a transição para fora do estado i. Por outro lado, observe-se que, para
τ suficientemente pequeno de forma a que ocorra, no máximo, um evento em (t, t + τ], tem-se,
caso nenhuma transição ocorra, que pii(τ) = P[V (i)> τ] = e−Λ(i)τ . Diferenciando esta equação e
comparando com a expressão anterior da derivada de pii(τ) em τ = 0, conclui-se que Λ(i) =−qii.
Ou seja, −qii representa a taxa de eventos total caracterizando o estado i.
De forma semelhante, se conclui que a taxa instantânea à qual a transição do estado i para o
estado j ocorre, qi j =
d pi j(τ)
dτ
|τ=0, é igual à taxa de Poisson de evento ei j que provoca a transição
do estado i para o estado j, ou seja, qi j = λi j.
Observe-se que, uma vez que Λ(i) > 0, tem-se que qii < 0. Por outro lado, pela definição de
Λ(i), conclui-se que∑
∀ j
qi j = 0.
A interpretação da matriz Q é importante para especificar as probabilidades de transição no
modelo da Cadeia de Markov. Sejam dados os instantes aleatórios, T1 < T2 < · · · < Tk < · · ·, e
seja Xl = X(Tl). Seja Pi j = P[Xk+1 = j|Xk = i] a probabilidade de transição do estado i para o j
no instante Tk. Como se viu em (3.1), a probabilidade do evento ei j no estado i é dada por
λi j
Λ(i)
.
Logo substituindo pelas relações agora obtidas tem-se, para i 6= j,
Pi j =−qi jqii .
Pela definição de Λ(i), constata-se que∑
i6= j
Pi j = 1, donde se tem que Pii = 0.
De forma semelhante ao caso discreto, seja pi j(t)=P[X(t)= j] e seja pi(t)= [pi0(t) pi1(t) pi2(t) . . . ]
o vector de probabilidades dos estados.
A resposta transitória da Cadeia de Markov em tempo contínuo consiste em determinar a
evolução do vector de probabilidades dos estados pi(t). Pela regra de probabilidade total, tem-se
que
pi j(t) = P[X(t) = j]
= ∑
∀i
P[X(t) = j|X(0) = i]P[X(0) = i]
= ∑
∀i
pi j(t)pii(0),
o que, na forma matricial, se representa por pi(t) = pi(0)P(t). Usando a definição da matriz Q,
esta última equação também se pode escrever na forma pi(t) = pi(0)eQt .
Derivando em ordem ao tempo, tem-se
dpi(t)
dt
= pi(t)Q. Esta é a equação matricial de Chapman-
Kolmogorov que, para efeitos de análise de sistemas, importa escrever por extenso, ou seja,
dpi j(t)
dt
= q j j(t)pi j(t)+ ∑
∀i6= j
qi j(t)pii(t) (3.6)
Importa agora determinar o regime permanente, ou seja, determinar o vector pi dado pelo
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lim
t→∞pi(t). Se este limite existe para cada um dos estados, então tem-se que o limite da derivada
de cada componente vai para zero e conclui-se que o vector pi satisfaz piQ = 0. Demonstra-se o
seguinte resultado:
Teorema 2
Um Cadeia de Markov em tempo contínuo com estados positivamente recursivos, tem um único
vector de probabilidades de estado pi em regime estacionário que satisfaz piQ = 0 e ∑∀ j pii = 1.
Consideremos agora um exemplo paradigmático da cadeia de nascimento-morte, representado
na figura 3.3. Gráficamente, este diagrama mostra o fluxo de probabilidades através do estado i
que pode ser considerado como um nó num grafo que representa o sistema. Observe-se que esta
representação é muito útil uma vez que se pode interpretar de forma inutitiva por analogia com
muitos sistemas físicos definidos por circuitos.
Figure 3.3: Diagrama de transição para uma Cadeia de nascimento-morte
Facilmente, se conclui da figura 3.3 que a dinâmica do sistema é dada por{
dpi0
dt =−λ0pi0(t)+µ1pi1(t)
dpi j
dt =−(λ j +µ j)pi j(t)+λ j−1pi j−1(t)+µ j+1pi j+1(t) j = 1,2, . . .
Estas equações são fáceis de resolver para cadeias de nascimento puras - ou seja em que
µ j = 0, para j = 0,1, . . . - e com λ j = λ , para j = 0,1, . . .. Neste caso, conclui-se de imediato que
pi0(t) = e−λ0t , e, aplicando o método da indução, obtem-se, para j = 0,1,2, . . .,
pi j(t) =
(λ t) j
j!
e−λ t . (3.7)
Para obter o regime permanente basta considerar, para i = 1,2, . . .,
dpii(t)
dt
= 0, ou seja,
{
−λ0pi0+µ1pi1 = 0
−(λ j +µ j)pi j(t)+λ j−1pi j−1(t)+µ j+1pi j+1(t) = 0 j = 1,2, . . .
(3.8)
Resolvendo as equações (3.8) por indução, concluimos que
pi1 =
λ0
µ1
pi0 e pi j =
(
λ0 · · ·λ j−1
µ1 · · ·µ j
)
pi0 j = 2,3 . . . , (3.9)
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sendo pi0 definido por forma a que pi0+pi0
∞
∑
j=1
(
λ0 · · ·λ j−1
µ1 · · ·µ j
)
= 1, ou seja, pi0 = 1
1+∑∞j=1
(
λ0 ···λ j−1
µ1 ···µ j
) .
Observe-se que se este somatório for infinito, então pii = 0, ∀ j ≥ 0, e conclui-se que a cadeia
não é positivamente recorrente.
Chapter 4
Teoria das Filas de Espera
A Teoria das Filas de Espera constitui hoje um corpo bem definido suportado por uma vasta liter-
atura, [15, 16, 17, 1], que atesta bem a sua relevância para um grande número de aplicações.
A modelização dos Sistemas de Manufactura assenta na sua formulação como um conjunto de
redes de fila de espera interligadas em que cada fila é constituída por (i) uma máquina modelizada
por um servidor e por (ii) um inventário de peças à sua entrada definindo uma fila de clientes a
ser processados. Neste capítulo, pretende-se mostrar que a Teoria das Cadeias de Markov, cujos
desenvolvimentos formais foram apresentados na secção anterior, constitui uma classe de SED
temporizados e estocásticos apropriada para a modelização, análise, controlo e optimização de
redes de filas de espera.
Numa primeira etapa, apresentam-se a caracterização e uma taxonomia para filas de espera,
a que se seguirá a modelização destas no contexto de sistemas dinâmicos com eventos discretos.
Finalmente, apresentar-se-á a representação destes no quadro formal de Cadeias de Markov. Uma
vantagem desta perspectiva sistémica consiste na escalabilidade para sistemas de complexidade
arbitrária. Ou seja, no facto de possibilitar a análise e a síntese - em regime quer transitório quer
permanente - de redes de fila de espera que, de forma natural, modelizam Sistemas de Manufac-
tura.
4.1 Especificação de Filas de Espera
A especificação uma fila de espera estocástica genérica requer os seguintes ingredientes, [1, 15]:
• Modelos estocásticos dos processos de chegada e dos processos de serviço.
• Parâmetros estruturantes, tais como o número de servidores, a capacidade da fila, ou o facto
de ser aberta ou fechada.
• Políticas operacionais que tipicamente, se exprimem por regras de prioritização.
Na figura 4.1, [1], representa-se um diagrama de uma fila de espera típica.
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Figure 4.1: Especificação de Fila de Espera
Os modelos dos processos estocásticos de chegada a e dos processos de partida, d, descrevem
o comportamento probabilístico do intervalo de tempo entre, respectivamente, chegadas e partidas
de “clientes”.
Os processos estocásticos entre chegadas consecutivas são descritos pela família de variáveis
{Yi : i = 0,1,2, . . .}, sendo necessário ter a função de distribuição de probabilidade conjunta das
eventos [Yk ≤ t : k = 1,2, . . .]. Na maior parte das classes de aplicações faz sentido considerar as
distribuições iid, sendo neste caso necessário apenas especificar A(t)=P[Y ≤ t], e o valor esperado
da duração do intervalo de tempo entre chegadas dado por E[Y ] =
1
λ
.
De forma análoga, os processos estocásticos entre serviços consecutivos são descritos pela
família de variáveis {Zi : i= 0,1,2, . . .}, sendo necessário ter a função de distribuição de probabil-
idade conjunta das eventos [Zk ≤ t : k= 1,2, . . .]. Na maior parte das classes de aplicações, faz sen-
tido considerar as distribuições iid, sendo, neste caso, necessário apenas especificar B(t)=P[Z≤ t]
e o valor esperado da duração do intervalo de tempo entre chegadas dado por E[Z] =
1
µ
.
No que respeita aos parâmetros estruturantes, convenciona-se representar o número de servi-
dores por m - típicamente, é um inteiro finito - a funcionar em paralelo, e por K, a capacidade
da fila. Esta pode ser finita ou infinita. Uma fila, ou sistema de filas, diz-se aberto se existirem
clientes que, uma vez completamente processados, isto é, terem chegado à saída, não voltarem a
entrar na fila ou no sistema de filas. Doutro modo, o sistema diz-se fechado.
As políticas operacionais passíveis de serem definidas para filas de espera podem ser muito
variadas e dependem fortemente da natureza da aplicação considerada. Estas levam à reordenação
das operações e exprimem-se por regras de prioritização dos “clientes”. A sistematização destas
passam pela catalogação dos “clientes” em classes e, em função da classe, definir políticas de
admissibilidade, políticas de calendarização do serviço, e disciplinas de fila.
Esta grande diversidade de tipos de filas, motivou a emergência de uma taxonomia para carac-
terizar as classes mais comuns, sendo a parametrização “A/B/m/K” a mais popularizada . Nesta
notação,
• A e B são as funções distribuição de probabilidade das variáveis tempo entre chegadas e
tempo entre serviços, respectivamente. Os valores M, D e G, referem-se aos casos Marko-
viano, determinístico e geral, respectivamente.
• m é o número - usualmente, inteiro e finito - de servidores.
• K é a capacidade, ou comprimento máximo, da fila.
4.2 Medidas de Desempenho e Dinâmica de Filas de Espera 35
É de observar que não aparece qualquer indicação relativa à disciplina de fila, assumindo-se que
é implicitamente adoptada a política muito comum de “o primeiro a chegar é o primeiro a ser
servido”.
No caso de uma fila do tipo M/M/1, existe apenas um servidor, a capacidade da fila é ilimitada,
e os processos de chegada e de partida são Markovianos, sendo as funções distribuição de proba-
bilidade dos tempos entre chegadas e de entre serviços dados, respectivamente por, A(t) = 1−e−λ t
e B(t) = 1− e−µt , onde λ e µ são parâmetros dados.
4.2 Medidas de Desempenho e Dinâmica de Filas de Espera
As equações da dinâmica de sistemas de filas de espera são fundamentais para determinar os
critérios a ter em conta no controlo do sistema, [1].
Para além das variáveis Yk e Zk descrevendo a duração dos intervalos de tempo, respectiva-
mente, entre chegadas e entre serviços associados aos processos estocásticos de entrada a e de
partida d do sistema considerados na secção anterior, importa também consider as variáveis:
i) Ak - instante de chegada do k-ésimo cliente.
ii) Dk - instante de partida do k-ésimo cliente.
iii) Wk - tempo de espera do k-ésimo cliente até começar a ser servido.
iv) Sk - tempo no sistema, ou seja desde a chegada até à partida, do k-ésimo cliente.
v) X(t) - comprimento, ou seja número de clientes, da fila no instante t.
vi) U(t) - carga do sistema, ou seja intervalo de tempo necessário para esvaziar o sistema, no
instante t.
Facilmente se conclui de i), ii), iii), iv), que Sk = Dk − Ak, Sk = Wk + Zk e Dk = Ak +Wk +
Zk. Em geral, a caracterização probabilística da variável Wk, ou seja, P[Wk ≤ t], depende de k.
Contudo, constata-se que, para muitas aplicações, são estacionárias no sentido de que, em regime
permanente, esta função distribuição de probabilidade é constante, ou seja,
lim
k→∞
P[Wk ≤ t] = P[W ≤ t].
Considerações análogas são feitas para a variável S, e para os processos {X(t)} e {U(t)}. Des-
ignaremos por pin, n = 0,1, . . ., a probabilidade da fila ter, em regime estacionário, n clientes, ou
seja, pin = P[X = n].
Quanto a medidas de desempenho relevantes, designaremos E[X ], E[U ], E[W ] e E[S], os val-
ores esperados em regime estacionário dos, respectivamente, comprimento de fila, carga do sis-
tema, tempo de espera e tempo no sistema, que, de um modo geral, interessam sempre minimizar.
Outras medidas desempenho de interesse são
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a) Utilização do sistema - Fracção do tempo em que os servidores estão ocupados. No caso
de filas com apenas um servidor, tem-se que, em regime permanente, Utilização do sistema
= 1−pi0.
b) Fluxo do sistema - Taxa a que os clientes saiem do sistema. Observe-se que, no caso de filas
com apenas um servidor, tem-se que, em regime permanente, Fluxo do sistema = µ(1−pi0).
c) Intensidade de tráfego - Fracção da taxa média de chegada sobre a taxa média de serviço.
Esta medida de desempenho designa-se por ρ e, para o caso Markoviano considerado ante-
riormente, têm-se ρ =
λ
µ
. No caso de existirem q servidores, o denominador será dado por
µ1+ · · ·+µq.
Observe-se que, no caso de filas com apenas um servidor, o sistema só está em regime permanente
se
λ = µ(1−pi0),
donde se conclui que, para estes sistemas a Intensidade de Tráfego ρ é igual a 1−pi0.
As variáveis acima indicadas constituem a base para a definição das equações genéricas da
dinâmica da fila de espera. Uma vez que Dk−1 ≤ Ak implica que Wk = 0, tem-se que Wk =
max{0,Dk−1−Ak}. Por outro lado, como Yk = Ak−Ak−1, pode-se escrever a equação da dinâmica
relativa à variável tempo de espera que é dada por
Wk = max{0,Wk−1+Zk−1−Ak}. (4.1)
De forma semelhante, usando as definições anteriores, tem-se que as variáveis tempo no sistema e
instante de partida são dadas por:
Sk = max{0,Sk−1−Yk}+Zk (4.2)
Dk = max{Ak,Dk−1}+Zk (4.3)
Um resultado importante para filas de espera arbitrárias em regime permanente é a chamada
Lei de Little, [18],
E[X ] = λE[S].
Para o plausibilificar, considere-se o espaço de eventos E = {a,d}, sendo a variável aleatória
(VA) comprimento da fila X(t), dada por X(t) = Na(t)−Nd(t), onde Na e Nd são os processos de
contagem associados aos eventos a e d no intervalo (0, t], respectivamente.
Consideremos agora uma realização específica destas variáveis (relembra-se que as letras
maiúsculas são reservadas para as VA e as minúsculas para os seus valores), onde u(t) é o valor do
tempo total dos clientes no sistema. Facilmente se conclui que, para este intervalo, o tempo médio
de cada cliente no sistema, o comprimento médio da fila, e a taxa média de chegada de clientes,
são, para esta realização, dados, respectivamente, por s¯(t) =
u(t)
na(t)
, x¯(t) =
u(t)
t
, e λ (t) =
na(t)
t
.
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Daqui se conclui que x¯(t) = λ (t)s¯(t). Assumindo agora que, para esta realização, se tem que
lim
t→∞λ (t) = λ e que limt→∞ s¯(t) = s¯, conclui-se que x¯= λ s¯. Se o sistema for ergódico, ou seja, se estes
limites existirem para qualquer realização, conclui-se que E[X ] = λE[S].
Argumentos de idêntica natureza também plausibilificam E[XQ] = λE[W ] e E[XS] = λE[Z],
onde XQ e XS, são as VAs descrevendo os elementos da fila que, respectivamente, esperam para
ser servidos e estão a ser servidos.
4.3 Fila de espera M/M/1
Nesta secção, apresenta-se a dedução das medidas de desempenho de uma fila simples do tipo
M/M/1, ou seja, os processos de entrada e de serviço são Markovianos, só existe um servidor e a
capacidade da fila é ilimitada.
O espaço dos eventos e dos estados são, respectivamente E = {a,d} e X = {0,1,2, . . .},
representando a variável aleatória X(t) o comprimento da fila no instante t e {X(t)} é um pro-
cesso estocástico Generalizado de Semi-Markov. Sendo muito difícil obter a caracterização do
regime estacionário para sistemas tão gerais, iremos apenas considerar filas em que os proces-
sos de chegada e de partida são Markovianos, ou seja, as funções distribuição de probabilidade
dos tempos entre chegadas e de entre serviços dados, respectivamente por, A(t) = 1− e−λ t e
B(t) = 1− e−µt , onde λ e µ são parâmetros dados.
Importa observar que, para x > 0, se tem{
f (x,a) = x+1
f (x,d) = x−1
podemos considerar esta fila de espera como uma cadeia nascimento-morte, tendo já sido conclu-
ido em (3.9) que
pin =
(
λ0 . . .λn−1
µ1 . . .µn
)
pi0, n = 1,2, . . . (4.4)
pi0 =
1
1+∑∞n=1
(
λ0...λn−1
µ1...µn
) (4.5)
Nesta notação, não aparece qualquer indicação relativa à disciplina de fila e, neste caso, geral-
mente, assume-se a política de “O primeiro a chegar é o primeiro a ser servido”.
No caso de uma fila do tipo M/M/1, existe apenas um servidor, a capacidade da fila é ilimitada,
e os processos de chegada e de partida são Markovianos, sendo as funções distribuição de proba-
bilidade dos tempos entre chegadas e de entre serviços dados, respectivamente por, A(t) = 1−e−λ t
e B(t) = 1− e−µt , onde λ e µ são parâmetros dados.
No que se segue, vai ser importante o facto de que, para processos de chegada de Poisson, se
tem que
P[chega cliente em t e o estado é X(t) = n] = P[o estado do sistema em t é X(t) = n].
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Vamos agora deduzir as fórmulas da resposta do sistema e das mais importantes funções de
desempenho para a fila do tipo M/M/1 com λ j = λ e µ j = µ , ∀ j, cujo diagrama está representado
na figura 4.2.
Figure 4.2: Transição de estados para fila M/M/1
Neste caso, e exprimindo em termos do indicador Intensidade de Tráfego ρ =
λ
µ
definido
anteriormente nesta secção, (4.4) e (4.5) tomam, respectivamente, as formas
pin = ρnpi0, n = 1,2, . . . (4.6)
pi0 =
1
1+∑∞n=1ρn
(4.7)
Caso ρ < 1, ou seja λ < µ , a série em (4.7) converge, obtendo-se
∞
∑
n=1
ρn =
ρ
1−ρ . Donde se
conclui que
pin = ρn(1−ρ), n = 0,1,2, . . . .
As expressões para as funções de desempenho em regime estacionário tipicamente consideradas e
referidas na secção anterior, são obtidas directamente, ou extraídas de forma imediata utilizando
resultados convencionais de convergência de séries. Assim:
• Intensidade de tráfego - ρ = λ
µ
• Utilização do sistema - 1−pi0 = ρ
• Fuxo do sistema - lambda = µ(1−pi0)
• Comprimento da fila médio - E[X ] =
∞
∑
n=1
npin =
ρ
1−ρ .
Para concluir esta expressão, observe-se que
∞
∑
n=1
npin = (1−ρ)
∞
∑
n=1
nρn = (1−ρ)ρ
∞
∑
n=0
dρn
dρ
= (1−ρ)ρ d
dρ
(
∞
∑
n=0
ρn
)
= (1−ρ)ρ d(1−ρ)
−1
dρ
= (1−ρ)ρ(1−ρ)−2.
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• Tempo no sistema médio - E[S] = 1
λ
E[X ] =
1
µ(1−ρ) .
• Tempo de espera médio - E[W ] = ρ
µ(1−ρ) .
Para concluir esta expressão observe-se que, sendo E[XQ] = E[X ]−E[XS], E[W ] = 1λ E[XQ],
e que E[XS] = λE[Z], tem-se que E[W ] =
1
λ
E[X ]−E[Z] = ρ
λ (1−ρ) −
1
µ
=
ρ
µ(1−ρ) .
Argumentos semelhantes, permitem obter as funções de resposta, ou seja, as probabilidades
dos estados, e as funções de desempenhos para os outros tipos de fila mencionados neste capítulo.
Contudo, para efeitos desta dissertação, vamos restringir-nos à filas da classe M/M/1.
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Chapter 5
Aplicação ao Controlo e Optimização de
Sistemas de Manufactura Discretos
Neste capítulo, apresenta-se a abordagem para aplicar os conceitos e resultados anteriores para
modelizar e optimizar o regime permanente de Sistemas de Manufactura. Apesar dos conceitos e
resultados apresentados nos capítulos anteriores serem muito gerais, vamos, como já foi referido,
apenas considerar filas de espera do tipo M/M/1.
Assim, numa primeira secção, apresenta-se a modelização de um sistema de produção discreto
como uma rede de filas de espera. No sentido de limitar a complexidade para não obscurecer o
objectivo essencial desta disssertação, vamos apenas considerar redes de filas de espera abertas,
ou seja, aquelas para as quais o número de clientes no sistema não tem que permanecer necessária-
mente constante. Esta secção vai apresentar um exemplo que será tratado no decorrer do capítulo.
Na secção seguinte, apresentar-se-ão alguns resultados específicos para redes de filas de espera
que constituem uma extensão resultados abordados nos capítulos anteriores. Finalmente, na úl-
tima secção, vamos tratar o exemplo introduzido previamente e obter uma solução que optimiza
um critério de desempenho seleccionado.
5.1 Modelização e Análise de um Sistema de Manufactura
Um sistema de produção discreto consiste num conjunto de máquinas discretas interligadas nas
quais ocorrem operações sobre componentes do produto ou produtos a fabricar. Tipicamente, cada
máquina pode ser vista como uma fila de espera constituída por um ou mais servidores que execu-
tam uma operação, bem como por um inventário à entrada (referido como “fila” no senso comum)
onde as peças esperam para ser trabalhadas. Uma vez que o custo de produção aumenta fortemente
com o tempo de permanência das peças no sistema, importa que este inventário distribuído seja
o menor possível. Contudo, o carácter aleatório dos processos de produção que se manifesta de
várias formas - duração das operações, taxa de sucesso destas que tem de ser verificada pelo con-
trolo de qualidade, avarias, etc - torna importante a existência do inventário distribuído por forma
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a minimizar a ruptura de stocks e assim contribuir para uma maior robustez do funcionamento do
sistema.
Assim, a especificação de um sistema de manufactura requer os seguintes ingredientes:
• Taxas de entrada de clientes do exterior no sistema. Estes podem ser peças ou unidades de
matéria prima a serem trabalhadas nas máquinas que os vão processar.
• Cada máquina é representada por uma fila de espera, ou seja, por um servidor que realiza
as operações de produção a uma dada taxa e por um “armazém” à entrada no qual as peças
aguardam a disponibilidade do servidor.
• Taxa de serviço do servidor de cada uma das máquinas. No caso destas estarem modelizadas
por processos de Poisson, esta taxa não é mais do que o parâmetro que caracteriza a respec-
tiva distribuição probabilística.
• Probabilidade de transição do cliente uma vez processado numa dada máquina para a máquina
seguinte, ou, eventualmente, para a saída do sistema. As transições entre máquinas são es-
pecificadas pelo “routing” que define o sistema de produção. Observe que, no caso da
saída de uma máquina tiver como destino apenas uma outra máquina, esta probabilidade
será necessáriamente 1. Por outro lado, a soma das probabilidades de todas as transições
possíveis da saída de um dada máquina terá quer ser igual a 1. Importa referir que uma
dada operação de produção pode não preencher os requisitos pretendidos e necessitar de ser
repetida com uma certa probabilidade.
• Especificação da saída ou saídas do sistema, através das quais os clientes deixam o sistema,
normalmente correspondendo a peças acabadas ou, então, a peças rejeitadas pelo sistema no
sentido de não ser possível qualquer processamento adicional.
• Variáveis de “controlo” que poderão ser as taxas das diversas entradas ou então os parâmet-
ros que definem a taxa de transição entre máquinas. O valor destes parâmetros poderão ser
escolhidos por forma a optimizar uma ou mais funções de desempenho do sistema.
A título de exemplo considere-se uma sistema de produção discreto representado no diagrama
5.1.
Observe que, neste sistema existem 4 máquinas e que as probabilidades de transição das peças
entre estas têm que satisfazer as seguintes relações: pi j ∈ [0,1], p14+ p13 = 1, p21+ p22+ p23 = 1
e p33+ p34 = 1. Repare que existem duas entradas que poderão corresponder a peças ou matérias
primas diferentes ou que requerem operações iniciais diferentes e que existe apenas uma saída
após uma operação final na máquina M4. Finalmente, importa observar que as máquinas M2, M3
e M4 estão realimentadas.
Utilizando os resultados abordados nos capítulos anteriores desta dissertação, o tratamento
deste exemplo envolve as seguintes componentes:
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Figure 5.1: Sistema de produção discreto representado por uma rede de filas de espera.
• Determinação da taxa de chegada total de peças a cada máquina, λi, i = 1,2,3,4, por forma
a que o sistema esteja em equilíbrio em regime estacionário. Estas taxas são determinadas
em função dos parâmetros do sistema acima indicados.
• Escolha do valor dos parâmetros livres por forma a optimizar uma dada função de desem-
penho.
Este exemplo irá ser tratado na última secção deste capítulo. Contudo, para o efeito, precisamos
ainda de alguns resultados que estendem os dos capítulos anteriores para tratar redes de fila de
espera.
5.2 Redes de Filas de Espera Markovianas
Nesta secção, começamos por caracterizar o processo de partida de uma fila do tipo M/M/1, [12].
Considere-se a variável intervalo de tempo entre as partidas k e k− 1, Ψk = Dk−Dk−1, para
K = 1,2, . . ., com Ψ0 = 0, e assume-se que existe a correspondente distribuição de probabilidade
em regime estacionário P[Ψ≤ t] = lim
k→∞
P[Ψk ≤ t]. Neste contexto, vamos determinar P[Ψ≤ t].
De (4.3), conclui-se que Ψk = Dk−Dk−1 = max{Ak−Dk−1,0}+Zk. Logo,
Ψk =
{
Zk se Ak ≤ Dk−1
Ak−Dk−1+Zk se Ak > Dk−1
Repare-se que, no primeiro caso, o instante de partida do cliente depende apenas do servidor
que está sempre ocupado e que esta situação se verifica quando a “fila" não está vazia no instante
imediatamente anterior à k-ésima chegada, ou seja X(A−k ) > 0. No segundo caso, o servidor está
desocupado, o que se verifica quando X(A−k ) = 0, e o instante de partida é dado pela soma do
tempo de serviço e a diferença entre os instantes de chegada do cliente corrente e de saída do
44 Aplicação ao Controlo e Optimização de Sistemas de Manufactura Discretos
cliente anterior. Assim, tem-se que
P[Ψ≤ t] = P[Ψk ≤ t|X(A−k )> 0]P[X(A−k )> 0]+P[Ψk ≤ t|X(A−k ) = 0]P[X(A−k ) = 0]
= P[Zk ≤ t]P[X(A−k )> 0]+P[Ak−Dk−1+Zk ≤ t]P[X(A−k ) = 0].
Uma vez que a fila é Markoviana temos que P[Zk ≤ t] = 1− e−µt . Por lado, como estamos
a considerar apenas o regime permanente, tem-se lim
k→∞
P[X(A−k ) = 0] = pi0 = 1− ρ e, portanto,
lim
k→∞
P[X(A−k )> 0] = ρ . Finalmente, resta calcular a função distribuição de probabilidade da soma
das VAs Ak−Dk−1 e Zk. Sendo a função densidade de probabilidade correspondente dada pela
convolução das funções densidade de probabilidade das VAs parcelas e, como se tem P[Zk ≤ t] =
1−e−µt e, pela propriedade de Markov, P[Ak−Dk−1≤ t] = 1−e−λ t , obtém-se P[Ak−Dk−1+Zk ≤
t] =
λe−µt −µe−λ t
µ−λ . Combinando as probabilidades, conclui-se que, para uma fila M/M/1 em
regime estacionário, Ψ tem uma distribuição de Poisson com parâmetro λ , ou seja,
P[Ψ≤ t] = 1− e−λ t .
Este resultado é fundamental para se determinar a taxa total de chegada para cada um dos nós
de uma rede em regime estacionário e assim escrever as equações desta. Consideremos agora uma
rede com N filas de espera do tipo M/M/1 e subordinadas à disciplina “primeiro chegado, primeiro
servido”, sendo cada uma vista como um nó. Sejam
• λi e µi, i = 1, . . . ,N, os parâmetros de Poisson dos respectivos processos de chegada e de
serviço,
• pi j, a probabibilidade de um cliente acabado de ser servido num dado nó i transitar para o
nó j, e
• ri, a probabilidade de chegada de um cliente do exterior do sistema ao nó i.
A taxa total de chegada no nó i, i = 1, . . . ,N, é dada por
λi = ri+
N
∑
j=1
λ j p ji.
Observe que, nesta formulação, existe a possibilidade de “feedback”, ou seja, de um cliente
acabado de ser servido no nó i voltar a entrar neste com uma certa probabilidade. Importa também
referir que se demonstra que a estabilidade é garantida se λi < µi, i = 1, . . . ,N. Importa observar
que, embora a sobreposição do processo de chegada externo com o processo de saída realimentado
não seja de Poisson, demonstra-se que o processo de partida é de Poisson e com taxa igual à do
processo de chegada externo.
Consideremos agora o caso de uma rede formada por duas filas de espera em série represen-
tadas na figura 5.2.
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Figure 5.2: Diagrama para duas filas M/M/1 em série
Seguindo o formalismo de [1], consideramos dois nós cuja variável comprimento de fila,
[X1,X2], tem dimensão 2, sendo o espaço dos estadosX = {(n1,n2) : n1 = 0,1,2, . . . ,n2 = 0,1,2, . . .}
e o espaço de eventos E = {a,d1,d2}. Considerando λ , µ1 e µ2 as taxas dos processos de Poisson,
respectivamente, de chegada e de serviço de cada um dos dois servidores, podemos escrever o
sistema de equações:

0 = λpi(n1−1,n2)+µ1pi(n1+1,n2−1)+µ2pi(n1,n2+1)
−(λ +µ1+µ2)pi(n1−1,n2) se n1 > 0,n2 > 0
0 = λpi(n1−1,0)+µ2pi(n1,1)− (λ +µ1)pi(n1−1,0) se n1 > 0,n2 = 0
0 = µ1pi(1,n2−1)+µ2pi(0,n2+1)− (λ +µ2)pi(0,n2) se n1 = 0,n2 > 0
0 = µ2pi(0,1)−λpi(0,0) se n1 = n2 = 0.
Dada a independência dos processos, temos que pi(n1,n2) = pi(n1)pi(n2) e o resultado anterior
respeitante à caracterização do processo de partida, as probabilidades na equação podem ser es-
critas em termos das dos processos nascimento-morte de uma dimensão, ou seja, sendo ρi =
λ
µi
para i = 1,2, tem-se que pi(n1,n2) = (1−ρ1)ρn11 (1−ρ2)ρn22 .
A generalização para N nós é imediata, bastando observar que agora se tem
pi(n1,n2, . . . ,nN) = pi1(n1)pi2(n2) · · ·piN(nN).
Temos já todos os ingredientes para determinar a probabilidade pi(n1,n2, . . . ,nN) em regime
estacionário de para dada rede de filas de espera do tipo M/M/1 com a disciplina “primeiro
chegado, primeiro servido”. O método envolve os seguintes passos:
1) Escrever as equações dos nós. Estas são dadas pelo sistema de N equações λi = ri +
N
∑
j=1
λ j p ji, para j = 1,2, . . . ,N.
2) Resolver o sistema de equações em ordem aos λi, i = 1,2, . . . ,N, que serão as taxas de
chegada em cada nó com o sistema em equilíbrio em regime estacionário.
3) Para cada i, calcular o parâmetro ρi.
4) Calcular pi(n1,n2, . . . ,nN).
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Observe-se que tendo os parâmetros, λi, ρi, e as probabilidades pii(ni), para cada nó i, é pos-
sível aplicar o valor de qualquer das funções de desempenho especificadas no capítulo anterior.
Finalmente, importa referir que, nesta formulação, poderão existir parâmetros cujo valor pode
ser definido tendo em vista a optimização de uma dada função de desempenho do regime per-
manente do sistema. Estes parâmetros poderão ser algumas das taxas de processos de chegadas
externas ao sistema, ri, ou, então, algumas das probabilidades de transição entre nós do sistema dos
clientes servidos, pi j. Neste contexto, a função de desempenho virá em função destes parâmetros,
sendo os valores optimizantes calculados usando procedimentos de optimização convencionais já
disponíveis.
5.3 Resolução do exemplo
Retomemos o exemplo de um hipotético sistema de produção discreto considerado na primeira
secção deste capítulo e que, por comodidade, representamos aqui no diagrama 5.3. Este exem-
plo foi escolhido propositadamente simples para ilustrar os conceitos e os resultados abordados
nesta dissertação. No entanto, é imediato observar que escalabilidade dos métodos a sistemas de
complexidade arbitrária está apenas limitada pelas ferramentas computacionais disponíveis.
Figure 5.3: Sistema de produção discreto representado por uma rede de filas de espera.
Vamos seguir a metodologia explanada da secção anterior para obter as taxas totais de chegada
a cada uma das máquinas em função dos parâmetros do sistema.
No primeiro passo, escreve-se as equações das taxas de chegada totais λi, i = 1,2,3,4:
λ1 = r1+ p21λ2
λ2 = r2+ p22λ2
λ3 = p13λ1+ p23λ2+ p33λ3
λ4 = p14λ1+ p34λ3+ p44λ4
Finalmente, a saída s é dada por s = (1− p44)λ4.
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No segundo passo, resolve-se este sistema de equações relativamente a λi, i= 1,2,3,4, obtendo-
se 
λ1 = r1+ p211−p22 r2
λ2 = 11−p22 r2
λ3 = p131−p33 r1+
p13 p21+p23
(1−p22)(1−p33)r2
λ4 = 11−p44
[(
p14+
p13 p34
1−p33
)
r1+
(
p14 p21
1−p22 +
p34(p13 p21+p23)
(1−p22)(1−p33)
)
r2
]
.
O valor λi é a taxa de entrada na Máquina Mi por forma a que o sistema esteja em regime
estacionário. Repare que a estabilidade do sistema esteja assegurada é necessário que se verifique
λi < µi para i = 1,2,3,4.
Genéricas como são, estas equações demonstram a grande flexibilidade e abrangência da
abordagem mas também se tornam extremamente complexas para ilustrar fácilmente os passos
seguintes, nomeadamente, a verificação das condições de estabilidade, a determinação das proba-
bilidades de cada estado do sistema, bem como a optimização de um dado critério de desempenho.
Assim, vamos de seguida concretizar a especificação através da: (i) fixação dos valores numéri-
cos de alguns parâmetros, nomeadamente, das taxas de serviço das máquinas e das probabilidades
de transição das peças trabalhadas entre máquinas, (ii) imposição de restrições nas taxas dos pro-
cessos de entrada r1 e r2, (iv) definição de uma função de desempenho a optimizar, e da (v)
identificação das variáveis e parâmetros de “controlo”. Estes elementos emergem naturalmente do
processo de modelização e identificação de parâmetros do sistema.
Assim, para este sistema hipotético, consideramos os seguintes elementos:
1) Restrições nas taxas de entrada r1 e r2: 1≤ r1+ r2 ≤ 2, r1 ≥ 12 e r2 ≥
1
2
.
2) Taxas dos servidores das máquinas: µ1 = µ2 = 2, µ3 = 3 e µ4 =
3
2
.
3) Probabilidades de transição entre máquinas M1 e M3, p13, e as máquinas M1 e M4, p14, são
parâmetros a escolher (“controlos”) no intervalo
[
1
3
,
2
3
]
que, obviamente, têm que satisfazer
a relação p13+ p14 = 1.
4) Restantes probabilidades de transição entre máquinas: p21 = p23 =
2
5
, p22 = p33 =
1
5
, p34 =
4
5
, e p44 =
1
10
.
5) Função de desempenho a optimizar. Pretende-se minimizar o valor esperado do compri-
mento da fila associada à máquina M3, ou seja, E[X3] =
ρ3
1−ρ3 .
Efectuando a substituição numérica nas expressões gerais derivadas acima para λi, i= 1,2,3,4,
para o sistema em regime permanente, obtém-se:
λ1 = r1+ 12 r2
λ2 = 54 r2
λ3 = 109 p13r1+
5
8(p13+2)r2
λ4 = 109 (r1+ r2).
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Repare-se que, conforme seria de esperar os valores das taxas de chegada λi, i = 1,2,3,4,
dependem apenas dos parâmetros “livres” r1, r2, e p13 (note que p14 = 1− p13) cujos valores
poderão agora escolhidos pelo gestor do sistema para optimizar o comportamento pretendido para
este.
Prosseguimos agora com a determinação dos parâmetros r1, r2, e p13 que minimizam a função
de custo E[X3]. Note-se que esta é dada por E[X3] =
ρ3
1−ρ3 =
λ3
µ3−λ3 que, dada a expressão
obtida para λ3, a torna bastante complexa.
Uma forma de contornar esta dificuldade, consiste em observar que, utilizando as definições
pertinentes referidas acima, se tem:
argmin
r1,r2,p13
{E[X3]}= argmax
r1,r2,p13
{ρ−13 −1}= argminr1,r2,p13 {ρ3}= argminr1,r2,p13 {λ3}.
A função λ3(r1,r2, p13) =
10
9
p13r1+
5
8
(p13+2)r2 é extremamente mais simples de optimizar,
usando métodos de cálculo convencional (nomeadamente o Teorema de Fermat) para resolver
problemas de minimização com restrições.
Calculando as derivadas parciais de λ3 relativamente a cada um dos parâmetros, obtem-se
∂λ3
∂ p13
=
10
9
r1+
5
8
r2,
∂λ3
∂ r1
=
10
9
p13,
∂λ3
∂ r2
=
5
8
(p13+2).
Uma vez que estas derivadas são todas estritamente positivas no conjunto admissível dos val-
ores dos parâmetros e dada a natureza deste, nomeadamente a forma do conjunto das restrições
conjuntas de (r1,r2), tem-se que o mínimo é obtido para os menores valores possíveis de r1, r2 e
p13, ou seja, o valor óptimo destes é dado por r∗1 =
1
2
, r∗2 =
1
2
e p∗13 =
1
3
.
Importa agora confirmar se esta escolha dos parâmetros garante a estabilidade do sistema.
Para o efeito, basta verificar que ρi < 1, para i = 1,2,3,4. Por substituição numérica, tem-se que
λ1 =
3
4
, λ2 =
5
8
, λ3 =
1
2
(
10
27
+
35
24
)
e λ4 =
19
18
. Imediatamente se conclui que todas as filas do
sistema são estáveis, uma vez que
ρ1 =
3
8
< 1, ρ2 =
5
16
< 1, ρ3 =
1
6
(
10
27
+
35
24
)
< 1, e ρ4 =
10
27
< 1.
Conforme se constatou neste capítulo e no anterior, a probabilidade de cada estado do sistema é
uma informação muito relevante na medida em que constitui um ingrediente fundamental quer para
simular o comportamento do sistema quer para determinar medidas de desempenho arbitrárias.
Como se concluiu que
pi(n1,n2,n3,n4) =
4
∏
i=1
pii(ni) =
4
∏
i=1
(1−ρi)ρnii ,
e as quantidades ρi, para i = 1,2,3,4, foram determinadas, a obtenção destas probabilidades é
imediata.
Chapter 6
Conclusões e Trabalho Futuro
Esta dissertação endereçou a modelização e controlo de uma classe de Sistemas com Eventos
Discretos, tendo sido apresentado um quadro formal para sistemas especificados por redes de fila
de espera, com ênfase para aquelas cujos processos de chegada e de serviço são Markovianos.
Esta classe de sistemas é especialmente relevante para a modelização e a optimização de Sistemas
de Manufactura.
A abordagem à apresentação deste quadro formal foi incremental: iniciada com a teoria dos
autómatos de estado finitos, prosseguiu com a extensão para autómatos temporizados e estocás-
ticos, para depois focar nos processos de Poisson que, juntamente com o facto da distribuição
de probabilidade da variável aleatória tempo entre chegadas, dão o carácter Markoviano aos Sis-
temas com Eventos Discretos Temporizados e Estocásticos considerados. A razão para esta opção
prende-se com a feliz aliança de duas grandes vantagens: aplicabilidade e tractabilidade. Este
facto reflecte-se claramente na riqueza de resultados exibida pela Teoria das Filas de Espera. A
escabilidade desta abordagem fica demonstrada através de resultados que permitem obter modelos
gerais para múltiplas filas de espera organizadas em rede. As redes de filas de espera constituem
assim um excelente quadro formal para modelizar, controlar e optimizar sistemas complexos, de
que os Sistemas de Manufactura são um importante exemplo. Um pequeno exemplo hipotético de
um sistema de manufactura é apresentado e tratado de forma completa, ilustrando a potencialidade
do quadro formal apresentado.
Dadas as restrições de tempo e de recursos, consideramos apenas os casos mais simples mas,
ao mesmo tempo, apontamos desafios e abordagens para tratar casos mais complexos passíveis
de serem tratados pelo quadro formal considerado. Estes desafios constituem trabalho futuro e
envolvem múltiplas frentes. Foram identificados os seguintes desafios como importantes avenidas
para desenvolvimento de trabalho futuro: filas de mais elevada complexidade estrutural com disci-
plinas mais elaboradas do que as das consideradas nesta dissertação, análise e projecto de contro-
ladores no contexto de controlo supervisor para ter em conta especificações no regime transitório,
desenvolvimento de resultados para casos em que o sistema não tem necessariamente um carácter
Markoviano, formulação e resolução de problemas de decisão/controlo/optimização que também
contemplem restrições de estabilidade por forma a obter soluções menos conservadoras.
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