Multiple-integral representations of the (skew-)Macdonald symmetric functions are obtained. Some bosonization schemes for the integral representations are also constructed.
, the free eld realization of the wave functions, in other words, the integral representations of the Jack symmetric functions is discussed. Thus the system reduces to the model de ned by (1.1).
To solve Ruijsenaars' system, we need an explicit formula for the simultaneous eigenfunctions ofŜ k 's. When the }-function degenerates to the trigonometric function, the commuting operatorsŜ k 's essentially degenerate Macdonald's operators 19]. Therefore, the eigenfunctions are given by the Macdonald symmetric functions. (As for de nitions of the Macdonald symmetric functions, see the following sections.) In this article, we construct integral representations of the Macdonald symmetric functions and construct some boson realization schemes of the integral formula. These results are considered as natural deformation theories of the previous works on the Jack symmetric functions 21, 22, 23, 24] . We hope that the general elliptic case may be treated in a similar manner.
This paper is organized as follows. In section 2 we give a short summary of the Macdonald symmetric functions. In section 3 we derive multiple integral representation formulas for the Macdonald symmetric functions by using two types of maps. Moreover using the isomorphism between the ring of symmetric functions and the boson Fock space, we derive the integral representations of the skew Macdonald functions and the Kostka matrix. In section 4 we construct two bosonization formulas for the integral representation of the Macdonald symmetric functions obtained in the section 3. Two cases ( 2 Z >0 and 2 C) are discussed separately. A-type structure and nite temperature calculation method are used respectively. Section 5 is devoted to discussions.
Brief Review of Macdonald Symmetric Functions
In this section we review some basic facts about the Macdonald symmetric functions 19].
2.1 Notations and the scalar product h ; i q;t Let q, t be independent indeterminates and n;Q(q;t) be the ring of symmetric functions in n variables (x i ) over the eld of rational functions in q and t. We sometimes write t = q . In the limit of q ! 1 this is understood as the coupling constant of the Calogero-Sutherland model. The ring of symmetric functions Q(q;t) is de ned by Q(q;t) = lim ? n n;Q(q;t) ; where the projective limit is given by the following homomorphism: n+1;Q(q;t) ! n;Q(q;t) ; f(x 1 ; ; x n ; x n+1 ) 7 ! f(x 1 ; ; x n ; 0):
There are various bases of the ring Q(q;t) . They are indexed by partitions. A partition is a sequence = ( 1 ; 2 ; 3 ; ) of non-negative integers, such that 1 X P (x; q; t)Q (y; q; t) = (x; y; q; t); (2.11) where (x; y) = (x; y; q; t) = Y i;j (tx i y j ; q) 1 (x i y j ; q) 1 : (2.12)
Here we have used the following notation:
(1 ? aq k ) for a 2 C:
We remark that (x; y) = (y; x) is a Taylor series in x i and y j in the region jx i y j j < 1.
If we write Q (x; q; t) = b (q; t)P (x; q; t); (2.14) then we have the explicit formula for b (q; t). To state it we need the following notation; ! q;t P (q; t) = Q 0(t; q) or equivalently ! q;t Q (q; t) = P 0(t; q) : (2.19) It is easy to show ! y q;t (x; y; q; t) = Y i;j (1 + x i y j ) ~ (x; y); (2.20) where ! y q;t acts on the variable y. Hence we have X P (x; q; t)P 0(y; t; q) =~ (x; y) (2.21) 2.3 The scalar product h ; i 0 n;q;t Next we consider the properties of another scalar product h ; i 0 n;q;t that will be de ned below. We shall work with a nite number of indeterminates x = (x 1 ; ; x n ). We set the parameters q and t as 0 < q < 1 and 0 < t < In the region t < jx i =x j j < t ?1 (i 6 = j), is a Laurent series in x i 's. For f; g 2 n;Q(q;t) ,
we de ne 1 hf; gi 0 n;q;t = 1
The following proposition is the most fundamental one. Proposition 2.7 19] The operator D 1 is self-adjoint with respect to this scalar product, namely, hD 1 f; gi 0 n;q;t = hf; D 1 gi 0 n;q;t ; (2.24) for all f; g 2 n;Q(q;t) .
From this proposition we have Proposition 2.8 19] hP (q; t); P (q; t)i 0 n;q;t = 0 if 6 = : (2.25) Furthermore we have the following conjecture: Conjecture 2.9 (Macdonald's constant term conjecture) 19] hP (q; t); P (q; t)i 0 n;q;t = Y 1 i<j n (q i ? j t j?i ; q) 1 (q i ? j +1 t j?i ; q) 1 (q i ? j t j?i+1 ; q) 1 3.1 Maps G s , N n;m and an integral formula for P (x; q; t)
Let us de ne the map G s and N n;m as follows: G s : r;Q(q;t) ! r;Q(q;t)
N n;m : m;Q(q;t) ! n;Q(q;t) (3.2) f(x) 7 ! (N n;m f)(x) = I m Y j=1 dy j 2 iy j (x; y; q; t) (y; q; t)f(y):
Here r; m < 1 and n can be equal to 1. Proposition 3.1 The actions of G s and N n;m on the Macdonald symmetric function P are as follows:
(i) P (s r )+ (x 1 ; ; x r ; q; t) = G s P (x 1 ; ; x r ; q; t); (3.3) (ii) P (x 1 ; ; x n ; q; t) = hP ; P i q;t m!hP ; P i 0 m;q;t N n;m P (x 1 ; ; x m ; q; t):
Proof As for (i), we can easily check the conditions (A) and (C) in theorem 2. where x i = x N+1 i , r N+1 = 1 and
hP (a) ; P (a) i q;t r a !hP (a) ; P (a) i 0 ra;q;t : (3.8) Proof Use proposition 3.1 iteratively. G s adds a rectangle and N n;m increases the number of variables. Q.E.D.
3.2 Another integral formula for P 0(x; t; q)
Next we consider another integral representation of the Macdonald symmetric function P 0(x; t; q) that is obtained from Q (x; q; t) by applying the automorphism ! q;t . Let us introduce one more map de ned bỹ N n;m : m;Q(q;t) ! n;Q(q;t) (3.9) f(x) 7 ! (Ñ n;m f)(x) = I m Y j=1 dy j 2 iy j ~ (x; y) (y; q; t)f(y):
We can prove the following proposition 3.3 and theorem 3.4 in the same way as proposition 3.1 and theorem 3.2, respectively. Proposition 3.3 The following equality holds:
P 0(x 1 ; ; x n ; t; q) = 1 m!hP ; P i 0 m;q;tÑ n;m P (x 1 ; ; x m ; q; t): (3.10) Theorem 3. Let j0i be the vacuum vector such that a n j0i = 0 for n < 0 and F be the Fock space de ned by F = Q(q;t) a ?1 ; a ?2 ; ]j0i. Let h0j be the dual of j0i i.e., h0j0i = 1. De ne F = h0jQ(q; t) a 1 ; a 2 ; ]. We can construct an isomorphism between F and Q(q;t) as follows:
: F ! Q(q;t) (3.14) jfi 7 ! f(x) = h0jC(x)jfi; (3.15) and an isomorphism between F and Q(q;t) by : F ! Q(q;t) (3.16) hfj 7 ! f(x) = hfjC (x)j0i; 1 ? t n 1 ? q n a n n p n ! ; (3.18) C (x) = exp 1 X n=1 1 ? t n 1 ? q n a ?n n p n ! : (3.19) We recall that p n is the power sum p n = x n 1 + x n 2 + .
We will use the following notation. For any symmetric function f 2 Q(q;t) , we assign an operatorf 2 Q(q;t) a ?1 ; a ?2 ; ] and a vector jfi 2 F such that (fj0i) = (jfi) = f(x). In the same way, we assign an operatorf 2 Q(q;t) a 1 ; a 2 ; ] and a vector hfj 2 F such that (h0jf ) = (hfj) = f(x). For example, (P (q; t)j0i) = (jP (q; t)i) = P (x; q; t) and (h0jP (q; t)) = (hP (q; t)j) = P (x; q; t). For a product f(x)g(x), the corresponding state isfĝj0i =fjgi = jf gi. We have the following proposition: Proposition 3.5 (i) Let hfj 2 F and jgi 2 F. We have hfjgi = hf(x); g(x)i q;t : (3.20) (ii) Let hfj 2 F and jg hi 2 F. We have hfjg hi = hhfjC (x)jgi; h0jC(x)jhii q;t :
Proof. We de ned the commutation relations of a n so that (i) holds. (ii) is proved as follows:
hfjg hi = hfjĝjhi = hijhi = hhijC (x)j0i; h0jC(x)jhii q;t = hhfjĝC (x)j0i; h0jC(x)jhii q;t = hhfjC (x)jgi; h0jC(x)jhii q;t ; where we have set hij = hfjĝ 2 F (which may be 0), and used (i) andĝC (x) = C (x)ĝ.
Q.E.D. We remark that in this boson language, for example, proposition 2.4 is a consequence of the completeness condition P jP ihQ j = 1.
By theorems 3.2 and 3.4, we have the following bosonization formulas for the Macdonald symmetric function P (x; q; t): Proposition 3.6 Let be the partition given by (3.5 Let and be two partitions. We de ne the structure constants f of the ring Q(q;t) by P (x; q; t)P (x; q; t) = X f (q; t)P (x; q; t); (3.28) or equivalently, f = f (q; t) = hQ ; P P i q;t 2 Q(q;t): (3. 29) The skew Q-function is de ned by Q = (x; q; t) = X f (q; t)Q (x; q; t): (3.30) This is equivalent to the following condition: hQ = ; P i q;t = hQ ; P P i q;t : (3. 31)
The skew P-function is given by P = = b ?1 b Q = . Now we are ready to state the boson representation of the skew Q-function. hhQ jC (x)jP i; P i q;t = hhQ jC (x)jP i; h0jC(x)jP ii q;t = hQ ; P P i q;t :
This proves the rst equality. The second equality can be proved in the same way. Q.E.D. As a corollary of this theorem and proposition 3.6, we obtain integral representation formulas for the skew Q-function. Remark. More generally, one can directly prove that the skew Macdonald polynomial can be written in the integral transformation N n;m of eq. (3.2) or in the power-sums p n as follows: Q = (x; q; t) = hQ ; Q i q;t m!hQ ; Q i 0 m;q;t N n;m Q P (x; q; t); Q = (p ; q; t) = P (p ; q; t) Q (p; q; t) 1; (3.37)
for all m `( ). Here P (x) P 1 x and p n n 1?q n 1?t n @ @pn .
The Kostka matrix
As another application of the bosonization constructed in the last subsection, we will give integral representations of the Kostka matrix K (q; t Note that S (x; t) is independent of q. Using above identity and proposition 3.5, we can show the following:
hS (t); s i 0;t = hS (t)js i q=0 = ; ; hS (q; t); S (t)i q;t = hS (q; t)jS (t)i = ; : Q:E:D:
We remark that we obtain another expressions of these states by using another integral representation of the 4 Bosonizations of the Integral Formula
In the last section, we introduced the Fock space of the boson eld to discuss how to obtain integral formulas for the skew Macdonald functions. One may notice, however, the bosonization is something partial compared with the case of the Schur functions 26] and the Hall-Littlewood functions 27], because we only bosonized the variable x = x N+1 . We consider some total bosonization schemes of the integral representation formula for the Macdonald symmetric functions which was obtained in the last section.
4.1
Firstly we treat the case of 2 Z >0 . In this case, we can bosonize the integral formula by using a similar method to the Jack symmetric function's case discussed in our previous paper 24]. Let us introduce the following bosonic oscillators having A-type like symmetry: a a n ; a a a n n z ?n + a a 0 log z: , where j0i satis es a a n j0i = 0 (a = 1; ; N +1 and n 0). This j i satis es a a n j i = 0 (a = 1; ; N +1 and n > 0) and a a 0 j i = a j i. We also introduce h j as the dual of j i, i.e. h j 0 i = ; 0.
We can state our result as follows: 2 Proposition 4.1 Let be de ned by (3.5) . We have the following A-type bosonic realization of the Macdonald symmetric function for 2 Z >0 :
P (x; q; t) = C + (q; t) ?q 1 2 ( ?1) A straightforward calculation of the operator product expansion shows that this integrand agrees with that of theorem 3.1.
Q.E.D.
4.2
Next we construct another bosonization scheme which is applicable for the case of 2 C. We utilize Jing's boson eld which was introduced to consider the Hall-Littlewood symmetric function P(x; t) having one parameter t 27] . Notice that in this case we will not utilize A N structure but derive a bosonization formula for P(x; q; t) using nite temperature calculation regarding the parameter q as playing the role of temperature. Let us introduce N copy of boson oscillators a a n (a = 1; 2; ; N), whose commutation relations are given as follows:
a a n ; a b m ] = n 1 (1 ? t n )a a ?n a a n ; (4.7) which satis es L 0 ; a a n ] = ?na a n . We introduce boson elds as follows:
(1 ? t jnj ) a a n n z ?n ; a ? (z) = where x i = x N+1 i and r N+1 = 1.
Proof
To calculate the trace, we apply the Clavelli-Shapiro's trace technique 28]. We introduce the boson oscillators b a n , which satisfy the same commutation relation as a a n and commutes with a a m , and take the following combinations (n > 0): a a n = a a n 1 ? q n + b a ?n ;ã a ?n = a a ?n + q n b a n 1 ? q n : (4.10) Clavelli and Shapiro's argument tells us that
where O is an operator in a a n , andÕ is de ned as the operator obtained >from O by replacing a a n withã a n . (4.17) where S n is the n-th symmetric group, the integrand agrees with that of theorem 3.1.
Discussion
In this paper we have obtained integral representations of the (skew-)Macdonald symmetric functions (theorems 3.2, 3.4 and corollary 3.8) and their boson realizations (propositions 4.1, 4.2 and theorem 3.7). The two maps in the proposition 3.1 have played an essential role in our derivation. Our rst physical motivation for this study is calculation of the correlation functions of the Calogero-Sutherland model. The results obtained in this paper and ref. 21, 22, 23, 24] will help us to do it. In particular skew Jack symmetric functions will be useful for higher point correlation functions. Of course, concerning the analysis for the CalogeroSutherland model, the Macdonald symmetric functions are unnecessary, but sometimes calculation for q-deformed quantities is more transparent than the original ones. We have also constructed free boson realizations for the integral representations. These realizations will also help us in calculation for correlation functions. However, in comparison with the case of the Jack symmetric functions, these free eld expressions are ad hoc in the sense that they merely give the desired integrands of the integral representations (see the next paragraph). Another motivation is to solve the Ruijsenaars model, i.e. model with elliptic potential. At present this problem seems to be di cult yet.
For mathematical interest, we would like to mention the relation between free eld realizations and symmetry algebras. In the case of the Jack symmetric function 21 
