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Аннотация
Исследуются многомерные неравенства типа Харди в произвольных областях евкли-
дова пространства. Установлена точность констант в том случае, когда внутренний радиус
области конечен, а вес содержит степени и кратные логарифмы функции расстояния до
границы области.
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Введение
Неравенства типа Харди имеют широкое применение в различных областях
математики и математической физики (см. [1–4]). Классические одномерные ре-
зультаты по неравенствам типа Харди описаны в работах [5, 6]. Некоторые раз-
витие и обобщения классических неравенств можно найти в [7–20]. Отметим, что
обобщения неравенств Харди связаны, например, с увеличением размерности, из-
менением весовой функции, добавлением дополнительного слагаемого. В послед-
нее время начали уделять внимание получению точных констант в неравенствах
(см. [17–20]). Настоящая статья посвящена обоснованию точности констант в мно-
гомерных неравенствах в произвольных открытых множествах в случае, когда вес
зависит от функции расстояния до границы области.
Пусть Ω – открытое собственное подмножество Rn , C10 (Ω) – класс непрерывно-
дифференцируемых функций с компактным носителем в Ω , δ= δ(Ω)= dist(x, ∂Ω) –
функции расстояния до границы области. Мы будем предполагать, что Ω – область
с конечным внутренним радиусом δ0(Ω) , то есть
δ0(Ω) := sup{δ(x,Ω) : x ∈ Ω} < ∞.
Для целых i ≥ 0 положим
e0 = 1, e1 = e, ei+1 = exp ei
ln0 x = x, lni+1 x = ln(lni x).
В [16] доказано утверждение, которое можно переписать следующим образом:
Пусть Ω – произвольная область в Rn , причем n ≥ 1 , δ0(Ω) < ∞ , и пусть
i ∈ N и p ∈ [1,∞) . Если l ∈ [1, p ] , то для любой функции f ∈ C10 (Ω) имеет
место следующее неравенство типа Харди∫
Ω
|f |p
δn ln
δ0ei
δ
· . . . · lni
δ0ei
δ
dx ≤
≤ Ap(Ω)
∫
Ω
|f |p−l|∇f | l
δn−l
(
ln
δ0ei
δ
· . . . · lni
δ0ei
δ
)l−1(
lni+1
δei
δ
)l
dx, (1)
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причем точное, то есть наименьшее из возможных Ap(Ω) в этом неравенстве
допускает оценку
Ap(Ω) ≤ p
l.
В [16] также получена теорема, частным случаем которой является утвержде-
ние: Пусть Ω − произвольное открытое множество в Rn, δ0(Ω) < ∞ . Если
1 ≤ p < ∞ и β > 1 , то для любой функции f ∈ C10 (Ω)∫
Ω
|f |p
δn ln
δ0ei+1
δ
· . . . · lni
δ0ei+1
δ
(
lni+1
δ0ei+1
δ
)β dx ≤ Dp(Ω)
∫
Ω
|f |p−1|∇f |
δn−1
dx. (2)
причем точная константа в этом неравенстве Dp(Ω) допускает оценку
Dp(Ω) ≤
p
β − 1
∀Ω.
Цель настоящей работы – показать, что константы pl и p/(β − 1) в общем слу-
чае нельзя заменить меньшими постоянными, то есть существуют экстремальные
области Ω0 и Ω1 , для которых соответственно выполнены равенства
A(Ω0) = p
l, D(Ω1) =
p
β − 1
.
При доказательстве точности используются подходы из статей [17, 20], а именно
показывается, что для любого ε0 > 0 существуют область Ω0 и функция из про-
странства C10 (Ω0) такие, что соответствующее неравенство (1) не будет выполнено
при замене pl на pl − ε0 . Аналогичное утверждение устанавливается для конс-
танты неравенства (2). Отметим, что неравенство (2) является точным для шара
с проколотым центром.
1. Основные результаты
Покажем, что константа неравенства (1) является точной. Верна следующая
теорема.
Теорема 1. Пусть Ω0 – область в R
n такая, что
0 ∈ ∂Ω0, {x ∈ R
n : 0 < |x| < 3} ⊂ Ω0,
δ0(Ω0) < ∞,
и пусть i ∈ N , p ∈ [1,∞) . Если l ∈ [1, p ] , то для любого ε0 > 0 и при любом i
существует функция u0,0,ε ∈ C
1
0 (Ω0) , для которой выполнено∫
Ω0
|u0,0,ε|
p
δn ln
δ0ei
δ
· . . . · lni
δ0ei
δ
dx ≥
≥ (pl − ε0)
∫
Ω0
|u0,0,ε|
p−l|∇u0,0,ε|
l
δn−l
(
ln
δ0ei
δ
· . . . · lni
δ0ei
δ
)l−1(
lni+1
δei
δ
)l
dx.
Доказательство. Пусть
X(u) =
∫
Ω0
|u|p
δn ln
δ0ei
δ
· . . . · lni
δ0ei
δ
dx,
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а
Y (u) =
∫
Ω0
|u|p−l|∇u|l
δn−l
(
ln
δ0ei
δ
· . . . · lni
δ0ei
δ
)l−1(
lni+1
δ0ei
δ
)l
dx,
где δ(x) = dist(x, ∂Ω0) .
Нам понадобится функция, определенная следующим образом:
uε(x) =


(
lni+1 δ0ei
/
lni+1
δ0ei
|x|
)(1+ε)/p
, 0 < |x| ≤ 1,
2− |x|, 1 < |x| ≤ 2,
0, 2 < |x| < ∞,
где p ≥ 1, l ∈ [1, p] и ε > 0 .
Для наглядности рассуждений приведем рис. 1, на котором изображено мно-
жество Ω0 в двумерном случае.
Рис. 1. Вид множества Ω0
Заметим, что частным случаем множества Ω0 является шар с выколотым цен-
тром B(0, 3)Â{0} .
Ясно, что, используя сферические координаты, для функции f , обращающейся
в нуль вне шара радиуса 3 , мы можем проинтегрировать интеграл по множеству
Ω0 следующим образом∫
Ω0
f(x)dx =
∫
Sn−1
3∫
0
f(r, ω)rn−1 drdω.
Если функция f(r, ω) не зависит от ω = x/r , то приведенный выше интеграл
примет вид ∫
Ω0
f(x) dx = ωn−1
3∫
0
f(r)rn−1 dr,
где ωn−1 = |S
n−1| – объем единичного шара.
Теперь найдем значение величины X(uε) . Используя конкретные реализации
функции расстояния δ до границы области Ω0 (см. рис. 1), получим
X(uε) =
∫
Ω0
|uε|
p
δn ln
δ0ei
δ
· . . . · lni
δ0ei
δ
dx =
= ωn−1
3∫
0
|uε|
p
δn ln
δ0ei
δ
· . . . · lni
δ0ei
δ
rn−1 dr = ωn−1 (X1 + X2 + X3) ,
114 Р.Г. НАСИБУЛЛИН
где
X1 = (lni+1 δ0ei)
1+ε
1∫
0
dr
r ln
δ0ei
r
· . . . · lni
δ0ei
r
(
lni+1
δ0ei
r
)1+ε ,
X2 =
3/2∫
1
(2− r)p dr
r ln
δ0ei
r
· . . . · lni
δ0ei
r
и для произвольного a ≥ 3
X3 =
2∫
3/2
(2− r)prn−1dr
(min{r, a− r})n ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
.
Поэтому нам достаточно найти X1, X2 и X3 по отдельности. Используя равенство
1
r ln
δ0ei
r
· . . . · lni
δ0ei
r
= −
(
lni+1
δ0ei
r
)′
, (3)
проделаем следующие элементарные выкладки:
X1 = (lni+1 δ0ei)
1+ε
1∫
0
dr
r ln
δ0ei
r
· . . . · lni
δ0ei
r
(
lni+1
δ0ei
r
)1+ε = 1ε lni+1 δ0ei.
Далее покажем, что X2 и X3 ограничены. Несложно заметить, что для X2 вы-
полняется неравенство
m(X2) ≤ X2 ≤ M(X2),
где
m(X2) = min
1≤r≤1.5
{(2− r)p}
3/2∫
1
dr
r ln
δ0ei
r
· . . . · lni
δ0ei
r
=
= min
1≤r≤1.5
(2− r)p
(
lni+1 δ0ei − lni+1
2δ0ei
3
)
,
и, кроме того,
M(X2) = max
1≤r≤1.5
{(2− r)p}
3/2∫
1
dr
r ln
δ0ei
r
· . . . · lni
δ0ei
r
=
= max
1≤r≤1.5
{(2− r)p}
(
lni+1 δ0ei − lni+1
2δ0ei
3
)
< ∞.
Выше при вычислении интегралов мы воспользовались формулой (3).
Верна также двусторонняя оценка
m(X3) ≤ X3 ≤ M(X3),
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где
m(X3) = min
1.5≤r≤2
{
(2− r)prn−1
(min{r, a− r})n−2
}
×
×
2∫
3/2
dr
min{r, a− r} ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
=
= min
1.5≤r≤2
{
(2− r)prn−1
(min{r, a− r})n−2
} ∣∣∣∣lni+1 δ0eimin{2, a− 2} − lni+1 δ0eimin{3/2, a− 3/2}
∣∣∣∣ ,
и, кроме того,
M(X3) = max
1.5≤r≤2
{
(2− r)prn−1
(min{r, a− r})n−2
}
×
×
2∫
3/2
dr
min{r, a− r} ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
=
= max
1.5≤r≤2
{
(2− r)prn−1
(min{r, a− r})n−2
} ∣∣∣∣lni+1 δ0eimin{2, a− 2} − lni+1 δ0eimin{3/2, a− 3/2}
∣∣∣∣ < ∞.
Отметим, что при оценке m(X3) и M(X3) мы пользуемся формулой (3) либо
равенством
1
(a− r) ln
δ0ei
a− r
· . . . · lni
δ0ei
a− r
=
(
lni+1
δ0ei
a− r
)′
. (4)
Таким образом, можно утверждать, что X2 + X3 = const и
X(uε) =
ωn−1
ε
lni+1 δ0ei + const.
Проведем аналогичные рассуждения для Y (uε) . Используя конкретные реали-
зации функции расстояния δ и определении функции uε , имеем
Y (uε) =
∫
Ω0
|uε|
p−l|∇uε|
l
δn−l
(
ln
δ0ei
δ
· . . . · lni
δ0ei
δ
)l−1(
lni+1
δ0ei
δ
)l
dx =
= ωn−1
3∫
0
|uε|
p−l|∇uε|
l
δn−l
(
ln
δ0ei
δ
· . . . · lni
δ0ei
δ
)l−1(
lni+1
δ0ei
δ
)l
rn−1 dr =
= ωn−1 (Y1 + Y2 + Y3) ,
где
Y1 = (lni+1 δ0ei)
1+ε
(
1 + ε
p
)l 1∫
0
dr
r ln
δ0ei
r
· . . . · lni
δ0ei
r
(
lni+1
δ0ei
r
)1+ε =
= − (lni+1 δ0ei)
1+ε
(
1 + ε
p
)l 1∫
0
1(
lni+1
δ0ei
r
)1+ε d lni+1 δ0eir =
(
1 + ε
p
)l
1
ε
lni+1 δ0ei,
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Y2 =
3/2∫
1
(2− r)p−l
rn−l
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
)l−1(
lni+1
δ0ei
r
)l
rn−1 dr,
а
Y3 =
2∫
3/2
(2− r)p−l
(min{r, a− r})n−l
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
)l−1
×
×
(
lni+1
δ0ei
min{r, a− r}
)l
rn−1 dr.
Далее, используя равенства (3) и (4), оценим величины Y2, Y3 . Верно следующее
двустороннее неравенство
m(Y2) ≤ Y2 ≤ M(Y2),
где
m(Y2) = min
1≤r≤1.5
{
(2− r)p−lrl
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
)l}
×
×
3/2∫
1
(
lni+1
δ0e
r
)l
r
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
) dr = min
1≤r≤1.5
{
(2− r)p−lrl
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
)l}
×
×
1
l + 1
(
(lni+1 δ0ei)
l+1 −
(
lni+1
2δ0ei
3
)l+1)
,
M(Y2) = max
1≤r≤1.5
{
(2− r)p−lrl
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
)l}
×
×
3/2∫
1
(
lni+1
δ0ei
r
)l
r
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
) dr =
= max
1≤r≤1.5
{
(2− r)p−lrl
(
ln
δ0ei
r
· . . . · lni
δ0ei
r
)l}
×
×
1
l + 1
(
(lni+1 δ0ei)
l+1 −
(
lni+1
2δ0ei
3
)l+1)
< ∞.
Для Y3 верна также двусторонняя оценка
m(Y3) ≤ Y3 ≤ M(Y3),
где
m(Y3)= min
1.5≤r≤2
{
(2− r)p−lrn−1
(min{r, a− r})n−l−1
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
)l}
×
×
2∫
3/2
(
lni+1
δ0e
min{r, a− r}
)l
min{r, a− r}
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
) dr =
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= min
1.5≤r≤2
{
(2− r)p−lrn−1
(min{r, a− r})n−l−1
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
)l}
×
×
1
l + 1
∣∣∣∣∣
(
lni+1
δ0ei
min{2, a− 2}
)l+1
−
(
lni+1
δ0ei
min{3/2, a− 3/2}
)l+1∣∣∣∣∣
и, кроме того,
M(Y3)= max
1.5≤r≤2
{
(2− r)p−lrn−1
(min{r, a− r})n−l−1
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
)l}
×
×
2∫
3/2
(
lni+1
δ0e
min{r, a− r}
)l
min{r, a− r}
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
) dr =
= max
1.5≤r≤2
{
(2− r)p−lrn−1
(min{r, a− r})n−l−1
(
ln
δ0ei
min{r, a− r}
· . . . · lni
δ0ei
min{r, a− r}
)l}
×
×
1
l + 1
∣∣∣∣∣
(
lni+1
δ0ei
min{2, a− 2}
)l+1
−
(
lni+1
δ0ei
min{3/2, a− 3/2}
)l+1∣∣∣∣∣ < ∞.
Таким образом, мы показали, что Y2 + Y3 = const.
В результате имеем
X(uε) =
ωn−1
ε
lni+1 δ0ei + const,
Y (uε) =
ωn−1
ε
lni+1 δ0ei
(
1 + ε
p
)l
+ const.
Ясно, что
X(uε)
Y (uε)
=
ωn−1 lni+1 δ0ei + ε const
ωn−1 lni+1 δ0ei
(
1 + ε
p
)l
+ ε const
.
Известно, что любая непрерывная функция сколь угодно хорошо приближает-
ся непрерывно-дифференцируемыми функциями. Например, это можно сделать,
используя усредняющее ядро и средние функции (см. [21, 22]). Аппроксимируя
функцию uε радиальными функциями из пространства C
1
0 (B(0, 3)Â{0}) , полу-
чим, что отношение X(uε)/Y (uε) можно достаточно хорошо приблизить отноше-
нием X(u0,0,ε)/Y (u0,0,ε) , где u0,0,ε ∈ C
1
0 (B(0, 3)Â{0}) . Необходимо отметить, что
C10 (B(0, 3)Â{0}) ⊂ C
1
0 (Ω0) .
Более подробно остановимся на случае, когда производится приближение ра-
диальными функциями. Рассмотрим функцию uε на интервале (η, 3) , где 0 <
< η < 1/3 . Далее сгладим функцию uε в достаточно малой окрестности точек 1
и 2 каким-нибудь известным методом, например методом наименьших квадратов
(см. [23]). Обозначим получившуюся функцию тем же символом uε . В дальнейших
рассуждениях полагаем, что uε на интервале (η, 3) дифференцируема.
Пусть 0 < h < η < 1/3 и функция uη,h,ε определена следующим образом:
uη,h,ε(x) =
3∫
η
uε(y)h
−1σ
(
x− y
h
)
dy,
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где
σ(x) =
{
ch e
1/(|x|2−1), если |x| < 1,
0, если |x| ≥ 1,
а константа ch находится из условия нормировки
1∫
0
σ(x) dx = 1.
Функция uη,h,ε является средней функцией и на интервале (η, 3) сколь угодно
точно приближает функцию uε при достаточно малых h (см. [11, 22]).
Ясно, что
supph−1σ
(x
h
)
= [0, h], supph−1σ
(
x− y
h
)
= [x− h, x + h],
а
suppuη,h = [η − h, 2 + h].
Очевидно, что функция uη,h,ε дифференцируема и с компактным носителем, то
есть uη,h,ε ∈ C
1
0 ([0, 3]).
Далее воспользуемся рассуждениями из книги С.Л. Соболева [22, с. 64]. Найдем
производную функции uη,h,ε . Имеем
u′η,h,ε(x) =
3∫
η
uε(y)h
−1
(
σ
(
x− y
h
))′
x
dy = −
3∫
η
uε(y)h
−1
(
σ
(
x− y
h
))′
y
dy =
= −uε(y)h
−1σ
(
x− y
h
) ∣∣∣∣∣
3
η
+
3∫
η
u′ε(y)h
−1σ
(
x− y
h
)
dy =
=
3∫
η
u′ε(y)h
−1σ
(
x− y
h
)
dy + uε(η)h
−1σ
(
x− η
h
)
.
Отметим, что uε(η) → 0 при η → 0 и h
−1σ
(
x− η
h
)
ограничена.
Таким образом, мы построили непрерывно-дифференцируемую функцию
uη,h,ε , которая сколь угодно точно приближает функцию uε на интервале (η, 3) ,
причем оказывается, что производная u′η,h,ε также сколь угодно хорошо прибли-
жает u′ε при достаточно малых η и h .
Другими словами, можно утверждать, что для любого наперед заданного ма-
лого h
uη,h,ε(x) = (1 + o(h))uε(x), u
′
η,h,ε(x) = (1 + o(h) + o(η))u
′
ε(x),
X(uη,h,ε(x)) → X(uε(x)), η, h → 0,
Y (uη,h,ε(x)) → Y (uε(x)), η, h → 0.
Действительно, учитывая неравенство (1), имеем
X(u0,0,ε)
Y (u0,0,ε)
=
ωn−1 lni+1 δ0ei + ε const
ωn−1 lni+1 δ0ei
(
1 + ε
p
)l
+ ε const
≤ A(Ω0) ≤ p
l.
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Устремляя ε к нулю, получим, что
pl ≤ A(Ω0) ≤ p
l,
то есть
A(Ω0) = p
l.
Заметим, что последовательность X(u0,0,ε)/Y (u0,0,ε) стремится к A(Ω0) снизу при
ε → 0 . Понятно, что если заменить A(Ω0) на A(Ω0) − ε0 , то для любого ε0 > 0
существуют ε и функция u0,0,ε ∈ C
1
0 (Ω0) , для которых верно неравенство
X(u0,0,ε)
Y (u0,0,ε)
≥ (A(Ω0)− ε0).
Откуда следует утверждение теоремы.
Покажем точность константы в неравенстве (2). Верна следующая
Теорема 2. Пусть ε1 > 0, r1 > 0 такие, что для любого r ∈ (0,
3
2
r1] верна
оценка
1−
1
lni+1
3r1ei+1
2r
≥ 1− ε1,
и пусть Ω1 = {x ∈ R
n : 0 < |x| < 3r1} – шар с проколотым центром. Если
1 ≤ p < ∞ и β > 1 , то для любого ε > 0 и при любом i существует функция
u0,0,k ∈ C
1
0 (Ω1) , для которой∫
Ω1
|u0,0,k|
p
δn ln
δ0ei+1
δ
· . . . · lni
δ0ei+1
δ
(lni+1
δ0ei+1
δ
)β
dx ≥
≥
(
p
β − 1
− ε
)∫
Ω1
|u0,0,k|
p−1|∇u0,0,k|
δn−1
dx.
Доказательство. Определим функцию uk следующим образом:
uk(r) =


(
r
r1
)1/p
, r ∈ (0, r1],(
2r1 − r
r
(
3r1 − r
2r
)k)1/p
, r ∈ (r1, 2r1],
0, r ∈ (2r1,∞).
Пусть
X(u) =
∫
Ω1
|u|p
δn ln
δ0ei+1
δ
· . . . · lni
δ0ei+1
δ
(
lni+1
δ0ei+1
δ
)β dx,
Y (u) =
∫
Ω1
|u|p−1|∇u|
δn−1
dx.
Получим нижнюю оценку значения X(uk(r)) .
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Используя сферические координаты и конкретные реализации функции рас-
стояния δ , имеем
X(uk) = ωn−1
3r1∫
0
|uk|
p
δn ln
δ0ei+1
δ
· . . . · lni
δ0ei+1
δ
(
lni+1
δ0ei+1
δ
)β rn−1 dr =
= ωn−1
r1∫
0
|uk|
p
r ln
δ0ei+1
r
· . . . · lni
δ0ei+1
r
(
lni+1
δ0ei+1
r
)β dr+
+ ωn−1
3r1/2∫
r1
|uk|
p
r ln
δ0ei+1
r
· . . . · lni
δ0ei+1
r
(
lni+1
δ0ei+1
r
)β dr+
+ ωn−1
2r1∫
3r1/2
|uk|
prn−1
(3r1 − r)n ln
δ0ei+1
(3r1 − r)
· . . . · lni
δ0ei+1
(3r1 − r)
(
lni+1
δ0ei+1
(3r1 − r)
)β dr =
= ωn−1(X1(uk) + X2(uk) + X3(uk)),
то есть для оценки снизу X(uk) нам достаточно найти значения X1(uk), X2(uk) и
X3(uk) по отдельности. Для X1(uk) , применяя элементарные вычисления, имеем
X1(uk) =
1
r1
r1∫
0
r
r ln
δ0ei+1
r
· . . . · lni
δ0ei+1
r
(
lni+1
δ0ei+1
r
)β dr =
= −
1
β−1
1
r1
r1∫
0
r d

1− 1(
lni+1
δ0ei+1
r
)β−1

 =
= −
1
β−1

1− 1(
lni+1
δ0ei+1
r1
)β−1

+ 1β−1 1r1
r1∫
0

1− 1(
lni+1
δ0ei+1
r
)β−1

 dr ≥
≥ −
1
β−1

1− 1(
lni+1
δ0ei+1
r1
)β−1

+ 1β − 1 1− ε1r1
r1∫
0
dr =
= −
1
β−1

1− 1(
lni+1
δ0ei+1
r1
)β−1

+ (1− ε1)β − 1 .
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Далее оценим X2(uk) :
X2(uk) =
3r1/2∫
r1
2r1 − r
r
(
3r1 − r
2r
)k
1
r ln
δ0ei+1
r
· . . . · lni
δ0ei+1
r
(
lni+1
δ0ei+1
r
)β dr =
= −
1
β − 1
3r1/2∫
r1
2r1 − r
r
(
3r1 − r
2r
)k
d

1− 1(
lni+1
δ0ei+1
r
)β−1

 =
=
1
β − 1

1− 1(
lni+1
δ0ei+1
r1
)β−1

+
+
1
β − 1
3r1/2∫
r1

1− 1(
lni+1
δ0ei+1
r
)β−1

 d2r1 − rr
(
3r1 − r
2r
)k
≥
≥
1
β − 1

1− 1(
lni+1
δ0ei+1
r1
)β−1

+ (1− ε1)
3r1/2∫
r1
d
2r1 − r
r
(
3r1 − r
2r
)k
=
=
1
β − 1

1− 1(
lni+1
δ0ei+1
r1
)β−1

+ 1β − 1(1− ε1)
(
1
3
1
2k
− 1
)
.
Осталось ограничить снизу значение X3(uk) . Имеем
X3(uk) =
1
2k
2r1∫
3r1/2
2r1 − r
r
(
3r1 − r
r
)k−n+1
×
×
1
(3r1 − r) ln
δ0ei+1
(3r1 − r)
· . . . · lni
δ0ei+1
(3r1 − r)
(lni+1
δ0ei+1
3r1 − r
)β
dr =
=
1
β − 1
1
2k
2r1∫
3r1/2
2r1 − r
r
(
3r1 − r
r
)k−n+1
d

1− 1(
lni+1
δ0ei+1
3r1−r
)β

 =
= −
1
β − 1
1
2k
2r1∫
3r1/2

1− 1(
lni+1
δ0ei+1
3r1−r
)β

 d2r1 − r
r
(
3r1 − r
r
)k−n+1
≥
≥ −
1
β − 1
1
2k
(1− ε1)
2r1∫
3r1/2
d
2r1 − r
r
(
3r1 − r
r
)k−n+1
=
1− ε1
β − 1
1
3
1
2k
.
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Отсюда следует, что
X(uk) ≥
1− ε1
β − 1
ωn−1
3
1
2k−1
.
Теперь найдем верхнюю оценку величины Y (uk) . Переходя к сферическим ко-
ординатам и используя конкретные реализации функции расстояния δ , получим
Y (uk) = ωn−1
3r1∫
0
|uk|
p−1|∇uk|
δn−1
rn−1 dr =
= ωn−1
r1∫
0
|uk|
p−1|∇uk| dr + ωn−1
2r1∫
r1
|uk|
p−1|∇uk| dr+
+ ωn−1
3r1∫
2r1
|uk|
p−1|∇uk|
(3r1 − r)n−1
rn−1 dr = ωn−1(Y1(uk) + Y2(uk) + Y3(uk)).
Найдем каждое из значений Y1(uk), Y2(uk) и Y3(uk) по отдельности.
Элементарные выкладки показывают, что для величин Y1(uk) , Y2(uk) верны
соответственно равенства
Y1(uk) =
1
pr1
r1∫
0
dr =
1
p
, Y2(uk) =
1
p
3r1/2∫
r1
d
(
2r1 − r
r
)(
3r1 − r
2r
)k
=
1
p
(
1
3
1
2k
− 1
)
.
Теперь найдем значение Y3(uk) . Имеем
Y3(uk) = −
1
p
2r1∫
3r1/2
((
2r1 − r
r
)(
3r1 − r
2r
)k)′
rn−1
(3r1 − r)n−1
dr =
= −
1
p
2r1∫
3r1/2
((
3r1 − r
2r
)k−1
r1
2r3
(−6r1(1 + k) + r(2 + 3k))
)
rn−1
(3r1 − r)n−1
dr
=
6r21(1 + k)
2kp
2r1∫
3r1/2
(
3r1
r
− 1
)k−n
1
r3
dr −
(2 + 3k)r1
2kp
2r1∫
3r1/2
(
3r1
r
− 1
)k−n
1
r2
dr =
=
−2r1(1 + k)
2kp(k − n + 1)
2r1∫
3r1/2
1
r
d
(
3r1
r
− 1
)k−n+1
+
+
(2 + 3k)
2k3p
2r1∫
3r1/2
(
3r1
r
− 1
)k−n
d
(
3r1
r
− 1
)
=
=
−2r1(1 + k)
2kp(k − n + 1)

2n−k−1
2r1
−
2
3r1
−
2r1∫
3r1/2
(
3r1
r
− 1
)k−n+1
d
(
1
r
)+
+
(2 + 3k)
2k3p(k − n + 1)
(
2n−k+1 − 1
)
=
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=
−2(1 + k)
2kp(k − n + 1)
(
2n−k−2 −
2
3
−
(
2n−k−2 − 1
)
3(k − n + 2)
)
+
(2 + 3k)
(
2n−k−1 − 1
)
2k3p(k − n + 1)
=
=
1
3p
1
22k+1(k − n + 1)
2n
(
−3(1 + k) +
k + 1
(k − n + 2)
+ 2 + 3k
)
+
+
1
3p
1
22k+1(k − n + 1)
2k
(
4(1 + k)−
2(k + 1)
k − n + 2
− 2− 3k
)
=
=
1
3p
1
22k+1
2n(n− 1)− 2k+1(2(n− 1) + k(−k − 2 + n))
(k − n + 1)(k − n + 2)
=
1
2k
1
3p
A(k),
где
A(k) =
1
2k+1
2n(n− 1)− 2k+1(2(n− 1) + k(−k − 2 + n))
(1 + k − n)(k − n + 2)
→ 1, k →∞.
Таким образом,
Y (uk) =
1
2k
ωn−1
3p
(A(k) + 1).
Отметим что, используя средние функции и усредняющее ядро (см. [21, 22]),
отношение X(uk)/Y (uk) можно достаточно хорошо приблизить отношением
X(u0,k)/Y (u0,k) , где u0,k ∈ C
1
0 (B(0, 3)Â{0}) . Для этого сначала сгладим функ-
цию uk в малой окрестности точек r1 и 2r1 . Далее аппроксимируем полученную
функцию, которая имеет на интервале (η, 2r1) производную, с помощью средних
функций. Как и при доказательстве соответствующего момента теоремы 1, полу-
чим функцию из пространства C10 ([0, 3r1]) , обозначим ее через uη,h,k , которая на
интервале (η, 3r1) при малых η и h достаточно хорошо приближает функцию uk .
Причем функция u′η,h,k также будет аппроксимировать u
′
k (см. [22, с. 69]).
Учитывая неравенство (2), получим
2p(1 + ε1)
(β − 1)(1 + A(k))
≤
X(u0,0,k)
Y (u0,0,k)
≤ D(Ω1) ≤
p
β − 1
.
Переходя к пределу при ε1 → 0 и k →∞ , имеем
D(Ω1) =
p
β − 1
.
Заметим, что последовательность X(u0,0,k)/Y (u0,0,k) стремится к D(Ω1) снизу.
Следовательно, заменяя D(Ω1) на D(Ω1) − ε , получим, что для любого ε > 0
существуют k , для которого
X(u0,0,k)
Y (u0,0,k)
≥
p
β − 1
− ε.
Отсюда следует утверждение теоремы.
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Summary
R.G. Nasibullin. Accuracy of Constants in Logarithmic Hardy-Type Inequalities in Open
Multidimensional Domains.
Multidimensional Hardy-type inequalities in arbitrary domains of the Euclidean space are
investigated. Accuracy of the constants is established in the case when the inner radius of the
domain is ﬁnite, and the weight function contains degrees and the multiple logarithms of the
function of the distance to the domain’s boundary.
Keywords: Hardy-type inequalities, logarithmic singularity, accuracy of constants,
distance function.
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