Abstract. This paper derives an explicit approximation for the tail probability of a sum of sample values taken without replacement from an unrestricted finite population. The approximation is shown to hold under no conditions in a wide range with relative error given in terms of the standardized absolute third moment of the population, β3N . This approximation is used to obtain a result comparable to the well-known Cramér large deviation result in the independent case, but with no restrictions on the sampled population and an error term depending only on β3N . Application to permutation tests is investigated giving a new limit result for the tail conditional probability of the statistic given order statistics under mild conditions. Some numerical results are given to illustrate the accuracy of the approximation by comparing our results to saddlepoint approximations requiring strong conditions. Mathematics Subject Classification. 62E20, 60F05.
Introduction
Let X 1 , X 2 , . . . , X n be a simple random sample drawn without replacement from a finite population {a} N = {a 1 , . . . , a N } with a k = 0 and a 2 k = N , where n < N and throughout the paper without limits denotes summation over k from 1 to N . Let
Under appropriate conditions, the so-called finite central limit theorem (see [7, 8] ) states that, as n → ∞, sup x is to investigate the absolute error via Berry-Esseen bounds and Edgeworth expansions. This has been done by many researchers. We only refer to Bikelis [3] and Höglund [9] for the rates in the Erdös and Rényi central limit theorem, and Bickel and van Zwet [2] , Robinson [12] , Babu and Bai [1] as well as Bloznelis [4, 5] for the Edgeworth expansions.
Another approach is to investigate the relative error of P S n ≥ xω N to 1 − Φ(x). In this direction, Hu et al. (HRW) [10] derived the following result: there is an absolute constant A > 0 such that 
As a direct consequence of (1.1), HRW [10] also established the following Cramér-type large deviation result: there exists an absolute constant A > 0 such that
. Results (1.1) and (1.2) are useful because they provide not only the relative error but also a Berry-Esseen rate of convergence. It is also interesting to note that the results depend only on β 3N with an absolute constant and we have no restrictions on the {a} N and p. As mentioned in Remark 1.4 of HRW [10] , however, the results (1.1) and (1.2) do not provide sufficiently precise results on the accuracy of the normal approximation in the large deviation region.
In the present paper, an analogue of Cramér's large deviation result in the independent case (see Chap. 8 of Petrov (1975), for example) is obtained in Theorem 2.2, which essentially improves the results (1.1) and (1.2) in the situation that an explicit large deviation range for x is provided and the error term is improved by reducing the power of x. Rather than studying the accuracy of the normal approximation, we derive in Theorem 2.1 an approximation for the tail probability P S n ≥ xω N with no restrictions on the population or on p, with a relative error depending only on β 3N , and giving an explicit large deviation range for x. This result is comparable to those of Robinson [13] , Robinson et al. [14] and Wang [15] which require a number of very strong restrictive conditions. Furthermore, numerical examples show that the tail approximation of Theorem 2.1 is effectively as accurate as the saddle-point approximations of Booth and Butler [6] and Wang [15] . This indicates that the tail approximation of Theorem 2.1 can be used to replace the saddle-point approximations in many applications since these require a number of very strong restrictive conditions on the sampled data.
In Section 2 we present, in Theorem 2.1, a tail probability approximation and from this we derive, in Theorem 2.2, a result analogous to that of Cramér for independent and identically distributed random variables. The result of Theorem 2.1 may be considered a first order saddlepoint approximation, which can be applied with no conditions. It gives a precise region for existence of a unique solution of the saddlepoint equations and a relative error for an explicit large deviation region. Theorem 2.2 improves essentially Theorem 1 of Robinson [11] in two aspects. First we provide an explicit range for the x and, second, the error term in Robinson [11] depends on p, which limits essential applications of the result, whereas our results hold true with no restrictions on the {a} N and p. Section 3 applies our main results to two-sample permutation tests, obtaining in Theorem 3.1 an approximation for the conditional probability given the order statistics with small relative error almost surely. Some numerical comparisons are presented in Section 4. Finally, in Section 5, we present the proofs of the main results. Throughout A, A 1 , A 2 , . . . are absolute constants.
Main results
The complex moment generating function of S n is shown in (1) of Robinson [11] to be we have that K (t) > 0 for any t ∈ R and K (t) > 0 or < 0 if t > 0 or t < 0. These facts imply that, for each u ∈ R, K (ua k + α) is strictly increasing in α and the equation
. Throughout we take x > 0 and u > 0. Our main result is given as follows.
where
Theorem 2.1 provides an approximation for the tail probability P (S n > xω N ) in an explicit wide large deviation range for the x. As mentioned in Section 1, the tail approximation of Theorem 2.1 is comparable in accuracy to the well-known saddle-point approximations developed in [6, 13, 15] . The numerical examples to illustrate this statement are given in Section 4. However, unlike these results which require a number of very strong restrictive conditions on the sampled data, our result (2.4) is established under no conditions since we always have
The error can be improved under a smoothness condition and further terms to improve accuracy can then be obtained.
As a consequence of this result, we also have the following Theorem 2.2, which is comparable to the classical Cramér large deviation result as in the independent case. This result also provides an approximation for the tail probability P (S n > xω N ) under no conditions and has theoretical interest. This approximation gives less accuracy compared to the saddle-point approximation (2.4) as illustrated in Section 4, and its purpose is to give a rate of convergence for the Central Limit Theorem rather than to provide an approximation.
where [11] , λ N (x) may be represented as a power series of x with coefficients not depending on p and convergent in some circle. For more details on these lines, we refer to (45) and (46) in [11] . 
and for the results to give appropriate limit theorems we need to assume that ( 
Applications to permutation tests
Suppose that we observe the random variables X 1 , . . . , X n and X n+1 , . . . , X N . Consider the model:
. . , X n and X n+1 , . . . , X N are independent and identically distributed (iid) with distribution functions F (x − θ 1 ) and F (x − θ 2 ), respectively.
We are interested in the hypothesis H :
The typical permutation test statistic for the hypothesis H is given by
where (R 1 , . . . , R N ) is a random vector, independent of all preceding random variables, taking each permutation of (1, . . . , N) with equal probability. Given the order statistics Y (1) , . . . , Y (N ) , the conditional distribution of T N has been investigated widely. For instance, Bickel and van Zwet [2] and Robinson [12] investigated Edgeworth expansions. Robinson [13] discussed the saddle point approximation under smoothness conditions. By using Theorems 2.1 and 2.2, this section derives explicit approximations of P * (T N ≥ x) in the large deviation range assuming only the existence of a finite moment of the sampled population, where P * indicates the conditional distribution given Y (1) , . . . , Y (N ) . Simulations in Section 4 show that the approximation of Theorem 2.1 provides accuracy which is comparable to the saddlepoint approximation given in Booth and Butler [6] and Wang [15] .
In order to use Theorems 2.1 and 2.2, we still adopt the notation as in Section 2 except that a k = a k , where a k is given by (3.1). The main result in this section is as follows. 
Theorem 3.1. Under the assumption that the hypothesis
3) 
This follows from the law of large numbers, since
whenever τ N /N 1/m → ∞. Theorem 3.1 for j = 2 is similar except that we replace the result (iv) of Theorem 2.1 by Theorem 2.2 and hence the details are omitted. This also completes the proof of Theorem 3.1. 
Numerical comparisons
We will present two examples to illustrate the accuracy of the results of Theorems 2.1 and 2.2, comparing these to the full saddlepoint given by Booth and Butler [6] (with no proof of the bounds) and to the approximation of Wang [15] , obtained under very strong conditions. We look at the data set used by Wang [15] in his Table 1 where N = 36 and n = 5, and we also consider the approximation for the Wilcoxon rank sum statistic for Table 1 , we look at Monte Carlo estimates based on 1 000 000 samples (MC), then the results taken from Wang [15] Table 2 , an approximation based on the full conditional saddlepoint of Booth and Butler [6] (BB), the approximations from Theorems 2.1 and 2.2 and the normal approximation. For the Wilcoxon, in Table 2 , we give the exact probabilities in place of a Monte Carlo approximation, and all other approximations but those of Wang [15] , using a continuity correction in this lattice case to improve the approximations. In each case the results are similar. The results of Wang [15] and of the method of Booth and Butler [6] are remarkably close to the Monte Carlo values throughout the range. The methods of Theorem 2.1 give quite good results throughout the range, again as might be expected since this gives a first order approximation to the full conditional saddlepoint. The second order approximations of Booth and Butler [6] and of Wang [15] have second order relative accuracy only under a smoothness condition, whereas no such restriction applies to the results of Theorem 2.1. Theorem 2.2 does not give particularly good approximations. We might remark that, although the errors in Theorems 2.1 and 2.2 are the same, the result (2.4) of Theorem 2.1 (iii) can be extended, under a smoothness condition, to an indirect Edgeworth approximation with a smaller relative error, as in Robinson [13] , but such an improvement is not possible for the approximation from (2.5).
Proofs of theorems

Proof of Theorem 2.1. (i). From (3)
and
which is less than 0 for u large. So, noting that (N − n)p − nq = 0,
for u large. In the same way, putting
Since is chosen arbitrarily, this implies
for u ∈ R. So m N (u) is strictly increasing. Then, as u → ∞, using (i) and
This, together with the fact m N (0) = 0 (recalling α N (0) = 0), yields that for 0 < xω N < a (N ) + . . . + a (N −n+1) , there is a unique solution of (2.3). This is as might be expected as a (N ) + . . . + a (N −n+1) is the maximum value for S n .
(iii). From (ii), for any 0
Recalling 0 < u x ≤ C/b N , it follows from Theorem 3.1 of HRW (2007) that
where O 2 and O 3 are constants depending only on C, and we have used the estimate,
, where |O 6 | ≤ 1/6, which follows from Stirling's formula. Also,
2 /2 dy,
From these facts and (5.3)-(5.6), we obtain
O 1 is bounded by a constant depending only on C, which completes the proof of (iii).
(iv). We first show that, for any given C > 0, if 0 < u < C/b N , then
In fact, by recalling |α N (u)| ≤ C and |ua k + α N (u)| < 2C if 0 < u < C/b N , it follows from (2.1) that, for each k and 0 < u < C/b N , 
Similarly it follows from a k = 0, the second equality of (5.2) and (5.8) that
This proves (5.7). From (5.7), if 0
Thus (2.4) holds from (iii).
Proof of Theorem 2.2. It follows from Theorem 2.1 (iv) that, for 0 < x < ω N /(2eb N ),
where ψ(x) = (1 − Φ(x))/Φ (x), u x is the solution of (2.3) and O 1 is bounded by an absolute constant. Now the theorem follows from (5.10), if we show that, for 0
where O 4 is bounded by an absolute constant. We will complete the proof by establishing these two results. First note that 0 < u x ≤ 1/(2b N ) from (5.9) and Theorem 2.1 (ii). It follows from (5.7) with C = 1/2 that
N . This, together with (5.7) with C = 1/2 again, implies (5.11).
We next prove (5.12). Write In fact, by noting that for any 0 < u < ∞
it follows from Taylor's expansion that
where |R| ≤ A pq |a k |. Therefore, by recalling u x ≤ ex/ω N and K (0) = pq, for 0 < x < ω N /(2eb N ),
This, together with (5.8), implies that, for 0 < x < ω N /(2eb N ),
≤ A x/ω N , which yields (5.19). Proof of Theorem 2.2 is now complete.
