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Abstract
The phenomenon of explosive synchronization, which originates from hypersensitivity to small pertur-
bation caused by some form of frustration prevailed in various physical and biological systems, has
been shown to lead events of cascading failure of the power grid to chronic pain or epileptic seizure in
the brain. Furthermore, networks provide a powerful model to understand and predict the properties
of a diverse range of real-world complex systems. Recently, a multilayer network has been realized as
a better suited framework for the representation of complex systems having multiple types of interac-
tions among the same set of constituents. This article shows that by tuning the properties of one layer
(network) of a multilayer network, one can regulate the dynamical behavior of another layer (network).
By taking an example of a multiplex network comprising two different types of networked Kuramoto
oscillators representing two different layers, this article attempts to provide a glimpse of opportunities
and emerging phenomena multiplexing can induce which is otherwise not possible for a network in
isolation. Here we consider explosive synchronization to demonstrate the potential of multilayer net-
works framework. To the end, we discuss several possible extensions of the model considered here by
incorporating real-world properties.
Keywords: modeling, multiplex network, explosive synchronization, Kuramoto oscillators
1. Introduction
Network representation of a complex system,
which includes nodes and connection between
them called edges, provides insights about
its structural formation and associated proper-
ties. Erdo¨s Re´nyi’s random network [1], Watts-
Strogatz’s small-world network [2] and Barabasi’s
scale-free network [3] are a few popular network
topology in representing a variety of complex sys-
tems. In Erdo¨s Re´nyi random network, each pair
of N nodes are randomly connected with a prob-
ability p. In small-world network, each node on a
ring lattice having equal number of neighbors on
∗sarikajalan9@gmail.com
either side, each edge is randomly rewired with
a probability pr. Scale-free network grows ac-
cording to preferential attachment and its connec-
tivity distribution follows power law distribution.
The network framework has been tremendously
successful model in understanding the capabili-
ties and predicting the dynamical behaviour of
diverse range of real-world complex systems. An
underlying network structure permits the inves-
tigation of various stochastic and dynamical pro-
cesses such as percolation [4], congestion [5], syn-
chronization [6], chimera [7], disease epidemic [8],
random walk and diffusion [9] etc. on the corre-
sponding complex systems.
In a number of real-world systems, the nodes can
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Figure 1: Schematic representation of a multiplex network
whose two layers follow the same dynamics, namely, non-
inertial Kuramoto Oscillators (KO) and take up continu-
ous route to achieve synchronous state. However, in other
case when the dynamics follows non-inertial KO in one
layer and inertial KO in other layer, both the layers then
prompt to ES.
have multiple type of interactions among them
and hence correspondingly there may exist dif-
ferent connectivity patterns with the same set
of neighbors. It has increasingly being realized
that ignoring impact of multiplexing may result
in wrong prediction of behavior of a given sys-
tem. Such complex systems can be more pre-
cisely represented by a multilayer network archi-
tecture. A multiplex network consists of differ-
ent layers containing the same set of nodes hav-
ing one-to-one inter-layer links, with each layer
having a distinct set of intra-layer links repre-
senting a distinct type of interactions among the
nodes [10, 11]. For instance, in a transportation
network within a city, networks of connectivity of
different modes of transport such as bus, metro
and tram would form different layers and bus,
metro and tram stops falling within a short ra-
dius would denote a node [12]. A variety of studies
have been carried out on top of multiplex network
such as localization and optimization of synchro-
nizability via single-layer rewiring [13, 14], multi-
layer protein-protein interaction networks of the
cancerous tissues and various life stages in C. el-
egans [15, 16], and chimera and cluster synchro-
nization etc. [17, 18].
The advent of concept of complex network repre-
senting a variety of complex systems ranging from
physical to biological systems, opened a new arena
for network structure based study of synchroniza-
tion. Synchronization is a process of unison of dy-
namics of initially perturbed interacting elements,
for long considered to be a continuous (second-
order) transition. However, recent studies have
shown that under certain conditions, the phase
transition to synchronized state in networked os-
cillators can be of first-order or discontinuous in
nature. The discontinuous or explosive transi-
tion is a process in which all the nodes or a frac-
tion of the nodes of a network precipitately join
the largest synchronous cluster and then break
off from it espousing an abrupt irreversible path,
eventually forming a hysteresis loop. Taking into
account special conditions such as a positive cor-
relation of natural frequency with the oscillators’
respective degree [19] or coupling strength [20],
the presence of inertia [21], the presence of adap-
tive coupling [22, 23] or frequency mismatch [24]
have shown to lead to first-order or explosive tran-
sition to synchronous state in networked phase os-
cillators. Several real-world complex systems ex-
hibit explosive synchronization, for example, cas-
cade of blackouts in the power grids [25], conges-
tion of the internet [26], chronic pain (Fibromyal-
gia) or epileptic seizures in the brain [27, 28], and
hysteresis in the activation of embryonic Cdc2
cell [29].
The study of occurrence of ES in complex sys-
tem having multiple type of interactions becomes
essential as to see how the interdependence of
different process affect each other’s behavior and
can lead to emerging phenomena not possible for
a single network in isolation. Recent investiga-
tions have demonstrated that multilayer networks
can exhibit ES for intra-layer adaptive coupling
[22, 23], intertwined coupling [30], in the presence
of inertia [31], for delayed coupling while consider-
ing degree-frequency correlation [32], in the pres-
ence of inhibitory layer [33] and inter-layer fre-
quency mismatch [24], etc. In the current article,
to manifest the potential of multiplex or multi-
layer network framework for modeling real-world
complex systems, we consider multiplex networks
consisting of two layers with each layer having
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Figure 2: Order parameter for the two layers as a function
of coupling strength λ for different values of D when mass
m = 5.
having a different type of oscillators dynamics,
namely Kuramoto oscillators [34] and Kuramoto
oscillators with inertia [21]. We show that the in-
ertial Kuramoto layer can concurrently incorpo-
rate ES in the non-inertial Kuramoto layer which
was incapable of manifesting ES in isolation. We
also discuss the impact of dynamical and struc-
tural parameters on the emerging ES in the mul-
tiplex network. Moreover, we put to test the ro-
bustness of the emerging ES against a variety of
network topology of the multiplexed layers.
2. Model
Here we investigate the behavior of phase transi-
tion in interconnected networks governed by dis-
similar dynamics namely, inertial and non-inertial
Kuramoto oscillators as shown in Fig.1. Ku-
ramoto oscillator is one of the most celebrated
nonlinear dynamical model for investigating vari-
ous complex physical and biological systems such
as power-grid network [35] and neuronal net-
work [36]. We consider a multiplex network com-
prising two layers of N nodes, with the nodes sub-
ject to first-order and second-order Kuramoto os-
cillator (KO) dynamics in the first and the second
layer, respectively. The time-evolution of phases
of interconnected nodes θil , l ∈ [1, 2] in the mul-
tiplexed layers following non-inertial and inertial
dynamics is respectively given by
θ˙i1 = ω
i
1 + λ1
N∑
j=1
Aij1 sin(θ
j
1 − θi1)
+D sin(θi2 − θi1), (1-a)
mθ¨i2 + θ˙
i
2 = ω
i
2 + λ2
N∑
j=1
Aij2 sin(θ
j
2 − θi2)
+D sin(θi1 − θi2), (1-b)
where ωil (i = 1, ..., N) denotes intrinsic fre-
quency of ith node and mass m denotes strength of
inertia. Here λ1 = λ2 = λ denotes intra-layer cou-
pling strength among the nodes within the layer,
and D denotes the inter-layer coupling strength
or multiplexing strength. The set of adjacency
matrices A = {A1, A2} encodes connectivity in-
formation of the two multiplexed layers, where
Aijl =1 if nodes i and j in layer l are connected,
and Aijl =0 otherwise.
To capture the level of coherence in the multi-
plexed layers, we define order parameter rl for
both the non-inertial and the inertial layer, with
corresponding average phases ψl, as
rl(t)e
ıψl =
1
N
N∑
j=1
eıθ
j
l . (2)
In the stationary state, rl = 1 corresponds to a
completely synchronous state, i.e., insinuates the
existence of the largest synchronous cluster while
rl = 0 insinuates asynchrony in a layer l. Also af-
ter eliminating an initial transients tr of the sys-
tem state, if T be the total time of temporal av-
erage, the effective frequency of a node i in the
layer l is defined as
〈ω〉il =
1
T
∫ tr+T
tr
θ˙il(t)dt. (3)
The effective frequencies of all the nodes converge
to a common average frequency in the synchro-
nized state.
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Figure 3: Order parameter for the two layers as a function
of λ for different values of m when D = 1. The hysteresis
width ∆λc as a function of inertial strength m.
3. Results
For our numerical investigation, we first consider
a multiplex network of two Erdo¨s Re´nyi (ER) ran-
dom networks [1], each having N = 100 nodes and
average connectivity 〈k〉1 = 〈k〉2 = 10, otherwise
mentioned elsewhere. The different realizations of
intrinsic frequencies (initial phases) of the nodes
in two layers are uniformly randomly sampled
from the interval ωil ∈ [−0.5, 0.5) (θil ∈ [0, 2pi)).
Dynamics of the multiplex system (Eq. (1)) is
evolved for sufficiently long time (5 × 104 time
steps) by employing RK4 method with time-step
of dt = 0.01 so as to arrive at stationary state
rl(t) ' rl after discarding initial transients. To
explore the existence of hysteresis, we compute or-
der parameter for both the layers in forward con-
tinuation (rf ) and backward continuation (rb) of
λ. In the forward continuation, λ is increased adi-
abatically, i.e., while increasing λ from 0 onwards
to some λ (corresponding to synchronized state)
in the steps of dλ, the steady phases obtained for
λ + ndλ is fed as initial state for λ + (n + 1)dλ
and so on. In the similar fashion in the backward
continuation, λ is decreased adiabatically, i.e., the
steady phases for λ+ndλ is fed as initial state for
λ + (n − 1)dλ while decreasing λ from its value
corresponding to synchronized state to 0.
3.1. Emergence of ES through multiplexing
This section demonstrates that how the non-
inertial KO layer taking up continuous route to
achieve synchronous state in its isolation, upon
multiplexing with inertial KO layer espouses ex-
plosive (discontinuous) route to synchronization.
To comprehend this, behavior of the order pa-
rameter for the two layers in the forward (rf )
and the backward continuation (rb) of λ for dif-
ferent multiplexing strength D is illustrated in
Fig. 2. In the absence of inter-layer coupling, i.e.,
D = 0, the non-inertial (first-order) and the iner-
tial (second-order) KO dynamical layer espouses
the continuous (r1) and the discontinuous (r2)
route to synchronized state, respectively. The in-
ertial layer forms a hysteresis loop for the forward
(rf ) and the backward (rb) continuation of tran-
sition. However in the presence of a weak mul-
tiplexing (D = 0.1), a small fraction of the non-
inertial nodes concurrently becomes part of the
largest synchronized cluster due to the impres-
sion of frustration from the inertial nodes (layer).
Thus, the non-inertial layer starts sporting a short
abrupt (ES) transition with an associated hystere-
sis. For stronger D, the non-inertial layer con-
currently follows the ES transition of the inertial
layer all along. As the multiplexing strength D
gets stronger, the impression of suppression on
non-inertial nodes from inertial nodes gets rein-
forced. Consequently, a larger fraction of the non-
inertial nodes gets synchronized simultaneously at
a rather lower forward coupling strength giving
rise to a ES transition with an increased jump
size. On this account, increase in D leads to in-
crease in discontinuous jump size and fall in for-
ward critical coupling strength.
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For a fixed m, while decreasing λ starting from a
synchronous state (rb ' 1), the impact of sup-
pression on the formation of giant cluster due
to a weaker D is weak, thus even at a higher
value of λ (early in the backward continuation)
the existing frustration among the nodes would
die out and the nodes would break off from the
synchronous cluster rather gradually. Neverthe-
less, a stronger D would yield strong frustration
among the nodes, hence the nodes would tend to
remain in the synchronous cluster until a rather
lower critical value of λ (later in the backward
continuation) is reached. Thus for a fixed m, hys-
teresis width is decreased with an increase in the
multiplexing strength D [31].
3.2. Controlling ES through inertial strength m
Next, we show that how the inertial strength m
controls the behavior of emerging ES transition.
Fig. 3 depicts the behavior of order parameter for
the multiplexed layers as a function of λ for differ-
ent values of the inertial strength. For very weak
m, the two layers espouse second-order transition.
Inertial strength m induces frustration among the
nodes and suppresses synchronization until a min-
imum value of λ is reached, which overcoming the
suppression pulls all the nodes from asynchronous
state to synchronous state simultaneously giving
rise to an abrupt jump in the order parameter.
For m = 1, the discontinuous jump size is very
small as weaker frustration compels mere a few
nodes to synchronize simultaneously. With a fur-
ther increase in m leads to an increase in frus-
tration, accordingly a larger fraction of the nodes
abruptly synchronizes at even higher critical λ.
On this account, value of the forward critical cou-
pling strength increases as m increases.
In the backward continuation, system initially
starts from rb ' 1 state where λ dominates over
the frustration in both the layers so that all the
nodes remain attached to the largest synchronous
cluster. As λ keeps decreasing, its dominance over
frustration starts subsiding steadily and accord-
ingly a very few nodes starts breaking off from
the largest cluster. This situation persists until a
Figure 4: 〈ω〉i1 of non-inertial layer of the multiplex net-
work as a function of λ corresponding to m = 5 and dif-
ferent values of D.
critical value of λ is met at which all of sudden
frustration completely dominates over the intra-
layer coupling strength. This leads to nearly com-
plete desynchronization of the nodes in both the
layers, which is corroborated by steep fall in the
order parameter. For that reason, an increase in
the inertial strength m yields an increase in the
frustration among the nodes, thereby lowering the
value of the backward critical λ at which abrupt
desynchronization takes place. On this account,
the hysteresis width ∆λc which is equal to the
difference between the backward and the forward
critical coupling strength, gradually increases as
inertial strength m increases (see ∆λc − m pro-
file in Fig. 3). Hence, the order parameter for the
two layers concurrently espouses explosive route
to synchronization with associated hysteresis for
a significant range of the inertial strength.
3.3. Microscopic dynamics behind origin of ES
To understand the underlying microscopic dy-
namics taking place behind the origin of ES, we
study the behavior of effective frequencies for the
non-inertial layer in Fig.4. For D = 0, 〈ω〉i1 of the
non-inertial layer gradually converge to a common
mean frequency leading to continuous transition.
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Further, even a very weak D = 0.1 is capable of
inducing ES with short jump (see Fig.2), which
can be corroborated by the behavior of 〈ω〉i1 sug-
gesting that only a small fraction of the nodes
abruptly gets synchronized at critical coupling
strength. As inter-layer coupling strength gets
more significant (D = 0.3 and then 0.5), a larger
fraction of the nodes gets synchronized at rather
smaller critical λ by reducing the remaining frac-
tion of the asynchronous nodes which synchronize
gradually later beyond the critical λ. This leads
to ES with profound discontinuous jump. In this
fashion, collective behavior of effective frequencies
of a fraction the nodes accounts for the increase
in the jump size with increase in D.
3.4. Robustness of ES against network topology
Here we put to the test the robustness of emer-
gent ES transition against a variety of topology
selected for the two layers by exploring the be-
havior of order parameter as a function of λ (see
Fig. 5). Panels in the first column of Fig. 5
correspond to the multiplex networks consist-
ing of two layer with each layer represented by
globally connected (GC), small-world (SW) and
scale-free (SF) topology. The employed multi-
plex framework with contrasting dynamics sup-
ports ES transition even for different types of the
network topology. Further, we check the robust-
ness of employed model for dissimilar network
topology for the different layers (second column,
Fig. 5). By fixing one layer to the ER topology
while the other layer being tested against the GC,
WS and SF topology. This dissimilar topology
test also endorses ES transition route for the em-
ployed model. Hence, the proposed model is ro-
bust enough in inducing ES transition with pro-
found hysteresis in the multiplexed layers with a
variety of similar or dissimilar network topology.
4. Analytical treatment
In order to obtain analytical expression for order
parameter, for simplicity, we take into account
a multiplex network comprising two GC layers
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Figure 5: rf and rb as a function of λ for multiplex net-
works of different topology with m = 10 and D = 1. Pan-
els in first column correspond to multiplex network com-
prising two GC, WS and SF networks. Panels in second
column correspond to multiplex network comprising first
layer of ER topology and second layer of GC, WS and
SF topology. Note that N = 100 nodes in each layer l
sporting either ER or WS or SF topology have average
degree 〈k〉l = 10. Graphs are generated with connection
probability 0.1 in ER, rewiring probability 0.05 in WS and
addition of each new node with 5 edges in SF.
l ∈ [1, 2] so that Aijl = 1/N in model Eq.(1). Also
we consider a symmetric unimodal frequency dis-
tribution g(ωl) = g(−ωl) for both the layers. Fur-
ther, we consider the continuum limit (N → ∞)
of the model Eq.(1) by defining a density function
ρl(ωl, θl, t), which is in fact the fraction of oscilla-
tors having frequency ωl with values of phases ly-
ing between θl and θl+dθl at instant t. ρl(ωl, θl, t)
is normalized as
∫ 2pi
0
ρl(ωl, θl, t)dθl = 1 for all ωl
and all t, and its evolution is governed by the con-
tinuity equation ∂ρl/∂t + ∂(ρlvl)/∂θl = 0, where
vl is the velocity of oscillators given by θ˙l from
Eq.(1).
The order parameter given by Eq.(2) can be
rewritten in the continuum limit as
rle
iψl =
∫
dωl
∫
dθlg(ωl)ρl(ωl, θl, t)e
ıθl . (4)
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Figure 6: Distribution of ∆θi = |θi2 − θi1| corresponding
to different λ for multiplex network comprising ER-ER
layers having uniform distribution for natural frequencies,
m = 10 and D = 1.
Eq.(1) can be written in mean-field form using
Eq.(2) or Eq.(4) in the continuum limit as
θ˙i1 = ω
i
1 + λr1 sin(ψ1 − θi1) +D sin(θi2 − θi1),
mθ¨i2 + θ˙
i
2 = ω
i
2 + λr2 sin(ψ2 − θi2)−D sin(θi2 − θi1).
(5)
From numerical simulations it turns out that the
distribution of ∆θi = |θi2 − θi1|, the difference be-
tween phases of the interconnected nodes in layers
1 and 2, for any λ follows Normal (unimodal) dis-
tribution with its mean centered at 0 and stan-
dard deviation ∆θ(λ) as shown in Fig.6. Since
∆θ(λ) is considerably small, hence coupling term
consisting of inter-layer coupling strength and in-
teraction between the mirror nodes can be con-
sidered a constant for any λ, i.e., D sin(θi2− θi1) =
D sin(∆θ) ' D.∆θ = σ (say). Also without a
loss of generality, one can always set ψ1 = 0 and
ψ2 = 0. Hence, the model Eqs.(5) can be rewrit-
ten in simplified mean-field form as
θ˙i1 = Ω
i
1 − λr1 sin θi1,
mθ¨i2 + θ˙
i
2 = Ω
i
2 − λr2 sin θi2, (6)
where Ωi1 = ω
i
1 +σ, and Ω
i
2 = ω
i
2−σ. In this fash-
ion, σ(λ) = D.∆θ(λ) accounts for the maximum
possible inter-layer contribution in the evolution
of phases in either layer.
Since we are interested in steady state solutions,
i.e., ∂ρl/∂t = 0, hence time-independent solution
of ρl(Ωl, θl, t) is given by ∂(ρlvl)/∂θl = 0 as fol-
lowing
ρl(Ωl, θl) =
{
δ(θl − arcsin( Ωlλrl )) if
|Ωl|
λrl
≤ 1
A(Ωl)
|Ωl−λrl sin θl| if
|Ωl|
λrl
> 1,
(7)
where is A(Ωl) the normalization factor. Now ex-
pression for rl can be obtained by inserting Eq.(7)
into Eq.(4) and dividing the integral over Ωl
rl =
[∫ Ωpl
−Ωpl
dΩl +
∫ −Ωpl
−∞
dΩl +
∫ ∞
Ωpl
dΩl
]
∫ 2pi
0
dθlg(Ωl ∓ σ)ρl(Ωl, θl)eıθl , (8)
where g(Ωl−σ) and g(Ωl+σ) correspond to layers
l = 1 and l = 2, respectively. Also Ωpl is the
threshold limit for either layer l.
The contribution from locked oscillators obeying
−Ωpl ≤ Ωl ≤ Ωpl can be determined by inserting
ρl(Ωl, θl) from Eq.(7) into Eq.(8)
rLl =
∫ Ωpl
−Ωpl
dΩl g(Ωl ∓ σ) exp
[
i arcsin
(
Ω1
λrl
)]
.
(9)
After some mathematical working out, the real
contribution to order parameter from locked os-
cillators for either layer can be expressed as
rLl =
∫ Ωpl
−Ωpl
dΩl g(Ωl ∓ σ)
√
1−
(
Ωl
λrl
)2
. (10)
4.1. Order parameter r1 for non-inertial layer
For forward continuation of the non-inertial layer
1, Eq.(7) yields integral limit Ωp1=λr1. If we
consider g(ωl) to follow Lorentzian or Gaus-
sian distribution for which g(ωl)=g(−ωl) and
ρl(−ωl, θl+pi) = ρl(ωl, θl), the contribution from
drifting oscillators to layer 1 obeying Ω1< −λr1
and Ω1>λr1 vanishes as
rD1 =
[∫ −λr1
−∞
dΩ1+
∫ ∞
λr1
dΩ1
]
g(Ω1−σ)ρ1(Ω1, θ1)eiθ1
=
∫ ∞
λr1
g(Ω1−σ)
[
A(Ω1)e
iθ1
Ω1−λr1 sin θ1 +
A(Ω1)e
iθ1
Ω1+λr1 sin θ1
]
=0.
(11)
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Hence for the non-inertial layer, only the locked
oscillators would contribute to r1, i.e., r1 = r
L
1 +
rD1 = r
L
1 . From Eq. (10), r1 for Lorentzian dis-
tribution g(ω1) =
d
pi(ω21+d
2)
can be mathematically
simplified as
r1 =
λr1d
pi
∫ 1
−1
dx
√
1− x2
(λr1x− σ)2 + d2 . (12)
4.2. Order parameter r2 for inertial layer
To derive an expression for order parameter for
inertial layer 2, we carry out some mathemati-
cal manipulations inspired from Tanaka et.al [21]
using Eq.(7) and Eq.(8) for the contribution of
drifting oscillators. The contribution from drift-
ing oscillators to r2 is expressed as [21]
rD2 = −mλr2
∫ ∞
Ωp2
g(Ω2 + σ)
(mΩ2)3
dΩ2, (13)
where Ωp2 =
4
pi
√
λr2/m is integral limit for forward
contribution of the inertial layer. If g(ω2) follow
Lorentzian distribution of form g(ω2) =
d
pi(ω22+d
2)
,
the contribution from drifting oscillators can then
be expressed as
rD2 = −
λr2d
m2pi
∫ ∞
Ωp2
1
Ω32[(Ω2 + σ)
2 + d2]
dΩ2, (14)
Now from Eq.(10), the contribution from locked
oscillators to r2 can be expressed as
rL2 =
λr2d
pi
∫ xp
−xp
dx
√
1− x2
(λr2x+ σ)2 + d2
, (15)
where xp = 4
pi
√
1/(mλr2). Hence, order parame-
ter for the inertial layer 2 is determined by
r2 = r
L
2 + r
D
2 . (16)
Next, we compare the obtained analytical predic-
tions for r1 and r2 respectively given in Eq.(12)
and Eq.(16) with their respective numerical esti-
mations as shown in Fig.7. It is obvious that ana-
lytical predictions made match quite well with re-
spective numerical estimations, however analytic
curve for r2 seem to deviate a bit at larger values
of λ.
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Figure 7: Order parameters r1 (red color) and r2 (blue
color) for two multiplexed GC layers. The circles denote
simulation data while solid lines denote analytical predic-
tions computed from Eq.(12) (red one) and Eq.(16) (blue
one). The simulations are performed for N = 100 nodes
in each layer, inertia m = 15, and location= 0 and scaling
d = 0.1 of Lorentzian distribution.
5. Conclusion
ES in multiplex networks is known to arise
from intra-layer adaptive coupling, intra-layer in-
hibitory coupling, inertia, degree-frequency corre-
lation etc. All these works have considered one
type of local dynamics for individual nodes in
both the layers. Here, we have demonstrated that
ES can be originated in a multiplex network with
layers having distinct local dynamics and while
one layer sporting ES transition in its isolation.
We have demonstrated robustness of the the pro-
posed multiplex network model in yielding ES
by its layers for a variety of network topologies.
The proposed model in the presence of a rather
strong inertia supports ES in the multiplexed lay-
ers even for very low value of the multiplexing
strength. The strength of inertia avails the re-
quired suppression in the formation of the largest
synchronous cluster. Hence the strength of iner-
tia, i.e., m determines the onset of ES and width
of the hysteresis.
6. Future Perspectives
This study would advance our understanding
apropos the dynamical behavior of interconnected
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Figure 8: Schematic diagram of a bidirectional multilayer
network illustrating intra-layer σg and σn coupling links
among glial cells and neuronal cells, respectively, along
with inter-layer coupling σgn. Reprinted with permission
from S. Makovkin et al. Phys. Rev. E 96, 052214 (2017).
Copyright 2017 American Physical Society.
elements of physical or biological systems, which
are governed by different type of dynamics corre-
sponding to different type of interactions. This
section provides a few future directions and open
problems in the framework of the multilayer
model proposed here.
This article has restricted to the phenomena of
ES, however the same multiplex framework can be
used to understand and model various other dy-
namical features such as cluster synchronization,
relay synchronization, chimera, percolation, epi-
demic spreading, etc. displayed by complex sys-
tems. Further, the multiplex framework may pro-
vide an alternative method for controlling a sys-
tem. In traditional control theory, a desired state
of a dynamical system can be achieved by provid-
ing suitable inputs to a few nodes [37], whereas in
multiplex framework one can control a networked
system or dynamical properties of one layer by ap-
propriate multiplexing with another layer. In fact,
it has been demonstrated that such control by ap-
propriate multiplexing may not be only possible
for certain systems but also can provide a more
cost effective control as compared to traditional
optimization methods [38].
So far, many important dynamical phenomena
such as synchronization, chimera etc. have been
investigated on multiplex networks with each
layer modeled by the same coupled dynamics.
However, there exists several real-world complex
systems having multilayer architecture, where one
layer is approximately modeled by one type of
coupled dynamics and another layer by other type
of coupled dynamics. This article provides a
framework to extend the studies carried on the
similar dynamics on each layer of multiplex net-
works by taking different dynamical systems rep-
resenting different layers. In the following we en-
list a few extension of the model system taken here
by incorporating properties of real-world complex
systems.
6.1. Impact of Phase lag
The article only concentrates on phase lag α be-
ing zero, whereas by introducing a phase lag in
one or both the layers can lead to rich dynami-
cal patterns. The inclusion of phase lag in both
the multiplexed layers can be accommodated as
following
θ˙i1 = ω
i
1 + λ
N∑
j=1
Aij1 sin(θ
j
1−θi1 − α)
+D sin(θi2 − θi1),
mθ¨i2 + θ˙
i
2 = ω
i
2 + λ
N∑
j=1
Aij2 sin(θ
j
2 − θi2 − α)
+D sin(θi1 − θi2).
The presence of non-zero phase lag(s) has been
shown to be crucial for obtaining chimera pat-
terns in single layer as well as in multiplexed lay-
ers [39], and to control the nature of emergent ES
transition [40]. However all these investigations
are restricted to both the layer having the same
local dynamics and impact of inclusion of phase
in multiplex networks having dissimilar dynamics
on coupled dynamical evolution, particularly on
ES, remains an open problem.
6.2. Inclusion of communication delays
Communication delays are naturally present in
various real-world complex systems due to the fi-
nite propagation speed of signal transmission, and
have been demonstrated to play an important role
in deciding the combined dynamical evolution of
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such coupled systems. For example, delays are an
integral part for the processing of brain signals
to provide a combined and coherent perception of
the outer world. The inclusion of time-delay τ in
intra-layer coupling of one or both the layers in
multiplex network can give rise to new features
not being witnessed in the absence of delay. The
dynamics of multiplexed layers with inclusion of
time delay in one layer would be given by
θ˙i1 = ω
i
1 + λ
N∑
j=1
Aij1 sin(θ
j
1 − θi1) +D sin(θi2 − θi1),
mθ¨i2 + θ˙
i
2 = ω
i
2 + λ
N∑
j=1
Aij2 sin(θ
j
2(t− τ)− θi2(t))
+D sin(θi1 − θi2).
Delays have shown to control nature of phase
transition [32] and relay synchronization in mul-
tiplex networks [41]. These results naturally form
a background to extend the multiplex model sys-
tem considered here to investigate role of delay on
emerging ES. The interesting concern would be if
phase lag and delay impart the same effect, and if
the scenario of one layer with delay and another
layer without delay is favorable or detrimental for
ES.
6.3. A more general multiplexing strategy
This article has focused on one-to-one coupling
between the multiplexed layers, whereas real-
world complex systems may have more complex
multiplexing structure [12]. Many biological sys-
tems can be better modeled using one to many
connections between the layers, for example neu-
ral networks immersed in the Glial cell medium
(Fig. 8) [42]. Instead of one to one coupling be-
tween the mirror nodes of different layers, one
can define a general bipartite network connect-
ing nodes of the layer one to those of the layer
two.
6.4. Different dynamical evolution of individual
node
Instead of considering Kuramoto oscillators with
and without inertia, one can consider other mod-
els such as FitzHugh-Nagumo (FHN) oscilla-
tors [43] which is basically a model for neuronal
networks. Hence, the dynamics of two multi-
plexed layers instead can be modeled by FHN os-
cillators in their oscillatory and excitable regimes.
The occurrence of chimera state in two layered
brain network model has been shown using FHN
neuronal dynamics [44]. It is an interesting open
problem to investigate possibilities of occurrence
of ES for individual layer of multilayer networks
governed by FHN oscillators in different regimes.
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