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Abstract 
This work focuses on the development of a low temperature (<100°C) thermal water pump and examines 
the potential for its integration with a reverse osmosis desalination membrane. A review of the available 
literature in the fields of desalination, thermal energy collection and thermally driven pumps shows that 
there has been limited research into the use of low temperature thermal energy to drive single phase 
desalination (e.g. reverse osmosis) systems. Additionally, development of low temperature thermal water 
pumping systems (for use in irrigations systems etc.) has met with limited success, achieving both low 
efficiencies, flow rates and delivery pressures. 
The system examined here is based on a novel thermodynamic cycle called the TPP cycle which has been 
shown in theory to be capable of reaching efficiencies of approximately 40% of Carnot for low driving 
temperature differences. The proposed implementation of the cycle uses isopentane (R601a) as the working 
fluid. 
The original theory describing the cycle is expanded to include considerations for the potential factors that 
might be introduced for a practical implementation of the cycle. 
Three experimental designs are described and tested, and the results analysed. Experimentally, efficiencies 
of 0.4% for delivery pressures of 200kPa.g are obtained (heat source at 78°C). Specific energy 
consumptions between 251MJ/m3 and 643MJ/m3 for an average feedwater salinity of 1,146ppm and 
recovery ratio between 26% and 42% are achieved when combined with a reverse osmosis membrane.  
A numerical model of the system based on one of the experimental designs is developed in MATLAB-
Simulink and used to further investigate the potential of a practical TPP system. An improved design is 
proposed based on the simulated results. The predicted performance of this system suggests that an overall 
efficiency of approximately 2% could be achieved with an overall delivery flow rate of 109L/hr at 200kPa.g.  
Two case studies using the predicted performance of the improved design are presented which show the 
performance of a single TPP and TPP-RO system over the course of a year in southern Australia. The 
studies show that a single TPP or TPP-RO module (with a stroke volume of 2.18L and boiler and condenser 
surface area of 0.007m2 and 0.008m2 respectively) could operate almost continuously for the entire year 
with a thermal storage tank of 2m3 and three commercial solar thermal collectors (total area of 6.39m2). 
The expected volume delivered for the TPP system is 428m3/year while the expected specific energy 
consumption and product water produced are 44.5MJ/m3 and 130m3/year respectively based on an assumed 
feedwater salinity of 2,200ppm and a 30% recovery ratio. 
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Chapter 1 
Literature review 
1.1 Fresh water 
Access to fresh water is an essential part of Human existence on earth. In the 15-year period ending in 
2015, access to fresh water for drinking, agriculture and sanitation was one of the key areas highlighted in 
the 7th of the 8 Millennium Development Goals (MDG) set by the UN as a target for improving global 
living conditions [1]. Since 1990, the proportion of the global population using an improved drinking water 
source has risen from 76 to 91 per cent, representing an additional 2.6 billion people globally. Of these 2.6 
billion, 1.9 billion now also have access to piped drinking water. Additionally, 2.1 billion people globally 
have gained access to improved sanitation since 1990 [1]. Despite these improvements, an estimated 663 
million people globally still use unprotected wells, springs and surface water. Water scarcity also still 
affects over 40 per cent of people worldwide, on every continent, a number that is only projected to increase 
[1]. 
Moving into the next 15-year period from 2016 to 2030, the UN has once again highlighted clean water 
and sanitation as the 6th of the 17 Sustainable Development Goals with the aim of achieving “universal and 
equitable access to safe and affordable drinking water for all” [2].  
This global picture is reflected locally in Australia with approximately 30% of our total water use being 
derived from groundwater and up to 4 million people being either partially or totally dependent on it for 
their domestic supply [3]. Additionally, the Australian Bureau of Statistics as cited by Richards and Schäfer 
[4] “estimated that about 800 indigenous communities in Australia rely on groundwater as their main source 
of drinking water.” The quality of this ground water varies greatly and the concentration of dissolved salts 
is often so high that it is unsuitable for drinking; making the use of at least some degree of desalination a 
necessity for most applications [3]. Coupled with this, the remoteness of such locations where reliance on 
brackish groundwater is greatest means that use of mains grid power is often not an option and hence the 
majority of installed systems have had to rely on some form of renewable energy source [4].  
Mathioulakis et al [5] showed that the most common practice has been to combine thermal energy sources 
(solar and geothermal) with thermal desalination technologies such as humidification-dehumidification or 
multi-stage flash desalination and to use electromechanical sources (solar, wind etc.) for processes such as 
reverse osmosis and electro-dialysis.  It has also been shown however that the specific energy consumption 
(S.E.C) of the two most common thermal desalination technologies – MED and MSF – is significantly 
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higher than PV-RO systems meaning that less fresh water is produced for a given energy input. When it is 
considered however that the majority of current PV cells only convert 14-25% of incident radiation to 
electricity [6], and that in comparison, solar thermal collectors can convert 30-60% of incident radiation to 
usable heat [7], it would suggest that the S.E.Cs observed are due to the means of desalination rather than 
the means of energy collection. 
The low specific energy consumption associated with RO membranes has thus been able to offset some 
of the disadvantages of PV systems such as the higher cost of both installation and maintenance [5]. The 
limitations imposed on recovery from the RO system due to the PV panel area required [3, 8] are also a 
relatively minor consideration when compared to the overall system efficiency, which has led to this 
combination being the most commonly implemented solution for remote area desalination. 
 
Three main areas of research have been highlighted in relation to the provision of fresh water from 
renewable energy sources:  
1. Desalination technologies: 
 This is further split between phase change and single-phase technologies 
2. Thermal energy collection: 
 Other renewable technologies such as solar PV and wind power also have applications for the 
supply of fresh water however as they are generally a direct substitute for mains power, their 
use requires less in-depth investigation. A few exceptions in regard to desalination systems 
designed to specifically take advantage of one of these sources or the other are discussed. 
3. Thermally driven pumps for the supply of water: 
 This is specifically focused on the conversion of low temperature thermal energy (arguably the 
most abundant, but difficult to utilise renewable energy source) to work. 
Each of these areas of research are considered in depth in the following sections. 
1.1.1 Desalination technologies 
As part of meeting this goal of reducing water scarcity and providing clean, fresh water for drinking, 
agriculture and sanitation, desalination technologies, especially those utilizing renewable energy sources, 
have significant potential [5, 9-12]. Care should however be taken when considering the use of such 
technologies as they also have the potential to further aggravate socio-economic divides or create false 
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justification for the development or continuation of ultimately unsustainable practices [12]. As such, 
desalination as a solution to water scarcity should only be considered after, or in conjunction with, the 
development of appropriate environmental, infrastructure and social measures [12].   
Desalination technologies are broadly grouped into two main branches – phase change or thermal 
processes, whereby saline water is either frozen or converted to vapour in order to separate out the solutes, 
or single phase technologies which utilise either pressure or electrical currents in conjunction with suitable 
membranes to achieve the same result [5, 9]. Within these two branches, multi-stage flash desalination 
(MSF) and multi-effect distillation (MED) as well as reverse osmosis (RO) and electro-dialysis (ED) 
represented the most commercially mature phase change and single phase processes respectively [9, 13]. 
However, RO is the only single phase technology capable of competing with phase change technologies 
for seawater desalination [9]. More recently, adsorption desalination (AD) systems have also gained 
interest, either as standalone systems [14] or as a means of improving the performance of existing 
technologies such as MED [15].  
1.1.1.1 Phase change desalination 
Srithar et. al. [16] experimentally investigated the performance of a triple basin solar still incorporating 
cover cooling and a parabolic dish concentrator as well as two different thermal storage mediums (river 
sand and charcoal). The investigation was carried out under the climactic conditions of Madurai, India, in 
the period of July 2014 to March 2015.  Cover cooling was able to bring the glass temperature down to 8°C 
while the parabolic concentrator increased the lower basin temperature to 85°C. The optimum combination 
of cover cooling, concentrator and charcoal thermal storage produced a maximum yield of 16.94kg/m2.day 
for an average solar radiation of 0.545kW/m2. 
Xiong et. al. investigated a multi-effect solar still utilising corrugated stacked trays to improve 
condensation performance [17]. The still was heated both from the bottom using an evacuated tube collector 
and from the top via a black titanium alloy coated glass cover. The still utilised three stages and was 
evaluated experimentally over three days from April 29 to March 1, 2010 in Beijing with accumulated daily 
solar irradiance of 25.6MJ/m2, 26.1MJ/m2 and 24.3MJ/m2 respectively. An average daily freshwater yield 
of 9.61kg/m2 was obtained (maximum total daily yield was 43kg). It was found that approximately 40% of 
this total occurred at night do to the thermal storage capacity of the saline water combined with lower night 
time temperatures. A heat and mass transfer model of the system was also developed, and the results 
compared with the experimental data giving good agreement. The total collector area including evacuated 
tube collector and glass cover was approximately 4.28m2 [17]. 
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Feilizadeh et. al. experimentally investigated the performance of a multi-stage basin type solar still under 
both the summer and winter conditions of Shiraz, Iran [18]. Tests were conducted with one, two and three 
flat plate solar collectors in order to determine the effect of the collector over basin area ratio (CBA). The 
largest improvement was obtained in winter when going from a single collector (CBA = 3.45) to two 
collectors (CBA = 6.9) and gave a 96% increase in production. Adding a third collector (CBA = 10.35) 
further increased production but only by 23%. In summer these improvements were 48% and 23% 
respectively. The improvements from the addition of a second collector were concentrated mostly in the 
yield of the upper stages while the third collector gave more or less uniform improvements [18]. This 
indicates a critical CBA, or rate of energy input, required under given ambient conditions for all stages of 
the still to reach operational temperatures. The daily yields obtained were 11.56kg/m2, 22.67kg/m2 and 
27.83kg/m2 respectively for increasing CBAs during winter and 17.36kg/m2, 25.64kg/m2 and 31.6kg/m2 
during summer [18]. 
One means of improving the performance of distillation type desalination technologies, as well as lowering 
the required driving temperature, has been investigated by a number of researchers and consists of creating 
a vacuum in the evaporator [19-22]. Al-Kharabsheh and Goswami [21] and Gude et. al. [22] investigated 
systems in which a passive vacuum was created by utilising barometric water columns such that the 
evaporation of saline water occurs at close to absolute zero pressure. Such designs require only a 10-20°C 
temperature differential [22] however the physical size is increased due to the 10m water columns required 
to maintain vacuum [21, 22]. The inclusion of thermal energy storage in addition to that already inherent 
in the system [22] allowed the production of 100L/day from a collector area of 18m2 or approximately 
5.56kg/m2 per day. Myneni et. al. [23] investigated a proof of concept system combining thermoelectric 
generators with passive vacuum desalination. 
The idea of utilising vacuum pressure for the evaporation of saline water is the key concept in MSF 
desalination in which heated saline water is flash evaporated in stages of successively lower pressure. The 
latent heat of condensation in each stage is used to preheat the saline feed to the next stage [9, 24]. This 
process allows for almost total latent heat recovery [9]. MSF technology is already well established in the 
industry with a number of plants in Saudi Arabia producing over 20,000m3/day of fresh water [25] however 
due to some of the barriers to the use of renewable heat sources for MSF [9] there is still research being 
conducted into alternative systems based on this concept. Maroo and Goswami proposed a multi stage 
system using low grade solar heat and a passive vacuum [26] generated in a similar manner to those 
discussed above. Unlike the previously discussed surface evaporation systems however, a flash evaporator 
was used, and theoretical analysis predicted a yield of 8.66kg/m2 over a 7.7hr period.  
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Giwa et. al. reviewed a number of recent advances in humidification-dehumidification desalination (HDH) 
technologies and found that such systems show promise for renewable energy based desalination, especially 
when combined with other existing technologies such as RO [27]. HDH systems can vary significantly in 
the details of their design, however the core components of an HDH desalination system consist of a 
humidifier, a dehumidifier and an air/water heater. Air is used as a carrier medium to transport evaporated 
water vapour from the humidifier to the dehumidifier. Research has tended to focus on one aspect or another 
[27] such as improving the humidification process through the use of an air bubbler [28]. As discussed by 
Giwa et. al., HDH shows the most potential when coupled with other systems [27] such as the vapour 
compression type HDH system coupled with RO investigated by Narayan et. al. [29] which was found to 
be comparable to MSF or MED systems in performance. Additionally, an HDH system integrated with an 
air conditioning unit has been investigated by Nada et. al.[30]. HDH based cooling of PV panels was 
investigated by Giwa et. al. and resulted in an average increase in PV performance of 3.1% and the 
generation of a daily average of 2.28L/m2 [31] of fresh water. 
Another method of phase change desalination that has gained attention in recent years is that of adsorption 
desalination (AD). These systems convert low grade heat into vapour generation and condensation via the 
process of adsorption (or “solid sorption”) and desorption, creating a cooling effect at the evaporator in the 
process in a manner analogous to a vapour compression refrigeration cycle [32]. When used for 
desalination, the ‘refrigerant’ is the saline water and is most often paired with silica gel due to the relatively 
low desorption temperature of this combination [14, 15, 32-34]. In order for AD desalination systems to 
co-generate continuous cooling, they must operate at sub-atmospheric pressures  and consist of a minimum 
of two adsorbers [14, 32]. Mitra et. al. [14] simulated a single stage solar driven AD system in order to 
examine the effect of cycle time and condenser temperature and found that an optimum cycle time existed 
for the specific daily freshwater production, but that COP continued to increase with increasing cycle time, 
therefore requiring a compromise between water production and COP. It was also shown that system 
performance was very much dependant on condenser temperature with increasing temperature resulting in 
a decrease in performance [14]. Shahzad et.al. and Thu et. al. investigated a hybrid desalination system 
combining MED and AD [15, 33]. In both cases, the AD part of the system served to decrease the lower 
brine temperature (LBT) of the MED system, as well as further generating freshwater, thereby increasing 
the number of MED stages possible for a given top brine temperature (TBT). The mathematical model 
presented by Shahzad et. al. predicted a 3-4 fold increase in performance when compared to typical MED 
systems at the same TBT [15]. Thu et. al. examined the effect of source temperature, cycle time and number 
of stages on the MEAD cycle and found that the overall performance increased with the number of stages, 
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however systems with a lower number of stages were more effective per stage at utilizing the available 
energy [33]. 
1.1.1.2 Single phase desalination 
Tzen and Morris [35] have shown that by far the most common renewable energy driven desalination 
technology is RO desalination. RO systems are most often coupled with photovoltaic panels (PV) [35] 
which dive the high pressure pumps required by the process, however plants operated by wind energy have 
also been investigated [36, 37]. For lower salinity feedwater, such as the brackish groundwater often 
encountered in remote inland locations, PV-ED systems may be a more attractive solution [5, 38]. One of 
the key detractors of PV based desalination systems is the intermittent and variable supply of power 
combined with the high additional costs and inefficiencies introduced by battery storage systems [4]. 
Because of this, a number of researchers have focused on developing battery less systems.  
Joyce et. al. experimentally investigated a small PV-RO system for use on small rural sites or as part of 
disaster relief operations [39]. The unit investigated was designed to run on PV modules with a nominal 
power between 50W and 150W and desalinate brackish water up to 5000ppm at pressures up to 5bar. It 
was found that increasing the feed pressure, and hence the recovery ratio, decreased the specific energy 
consumption. The lowest specific energy consumption obtained was 92kJ/kg for a feed pressure of 4bar. 
Richards and Schäfer designed and field tested a PV-hybrid membrane desalination system [4]. The PV 
system consisted of three 85Wp solar panels combined with a maximum power point tracker (MPPT) and 
was capable of providing excess power in order to decrease variations in membrane performance due to 
fluctuations in solar availability. The hybrid membrane setup consisted of an ultrafiltration (UF) membrane 
submerged in the feed tank to remove particulates and viruses and either a nanofiltration (NF) or RO 
membrane for salt removal. The system was tested with three different feed waters: Rainwater with 
2000mg/L added NaCl, low salinity but high turbidity dam water (150mg/L) and 3500mg/L bore water. 
The optimum specific energy consumption for bore water of 8kWh/m3 was obtained for a feed pressure 
between 6-7bar. Peterson and Gray tested a PV-RO desalination over a 16-month period from October 2008 
to February 2010. The system was powered by a 1.44kW solar array mounted on a passive tracking system 
and produced 3.36 million litres of fresh water over the entire 16-month period from bore water with total 
dissolved salts of 1900mg/L. The monthly average daily freshwater production varied from 4000-
10,000L/day and was found to be negatively affected by positive southern oscillation index (SOI) numbers. 
The brine output of this plant was treated in treated in terrace ponds via the cultivation of marine plant 
culture for animal fodder. 
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RO systems driven by solar thermal processes have also shown significant promise [40-42]. Delgado-
Torres and García-Rodríguez reviewed the status of solar thermal RO desalination and found that the 
majority of systems were based on either standard or organic Rankine cycles (RC or ORC) to convert 
thermal energy to work [43]. Delgado-Torres et. al. designed a solar ORC powered RO desalination system 
for operation at close to 50% recovery at a feed pressure of 5.53MPa [41]. The design was analysed with 
two different parabolic trough collectors, three different working fluids – toluene, hexamethyldisiloxane 
(MM) and octamethylcyclotetrasiloxane (D4) – as well as operation with and without regeneration. It was 
found that for a cycle condensation temperature of 35°C and solar irradiance of 850W/m2, a freshwater 
production of between 0.045m3/hr and 0.11m3/hr would be possible. This research was extended through 
the addition of a bottom cycle with isopentane as the working fluid [40]. This double cascade ORC system 
was found to have a potential freshwater production of 1000m3/day with thermal energy backup putting its 
performance above RO systems driven by PV systems. Manolakos et. al. designed a low temperature ORC-
RO system utilising HCF-134a as a working fluid [42]. The ORC powered the RO system through direct 
mechanical work and the saline feedwater was preheated by the condenser. The system was designed to 
operate between 70-80°C providing 47.82bar pressure to the RO unit which obtained a recovery of 20% for 
an initial salinity of 42,710mg/L and a freshwater flow rate of 1m3/hr.  Manolakos et al also compared a 
PV-RO and an ORC-RO system and showed that the ORC-RO system had both a higher initial investment 
and higher cost per m3 of fresh water. They showed that for the ORC-RO system, the majority of this cost 
was tied to the energy system (i.e. the ORC unit and collectors) [44]. Specific mechanical energy 
consumptions of between 2.5-10MJ/m3 have been reported for ORC-RO systems [11]. When considering 
the thermal efficiencies of the ORC systems used however (generally less than 5% [11]), the specific 
thermal energy consumption of these systems can be anywhere between 13-250MJ/m3. 
RO desalination system powered by wind energy have also been investigated. Carta et. al. analysed the 
performance of a wind powered seawater RO system installed in the Canary Islands [36]. The system was 
powered by two 230kW wind turbines and a flywheel which supplied the electrical energy to run the 
desalination plant. An automated system control system, powered by the turbines via an uninterrupted 
power system (UPS), controlled the number of RO units that were connected in order to match the variable 
energy supply. The regime under which this connection-disconnection was performed was designed to test 
the effect of different start-stop rates caused by variation in available wind energy. As of the time of 
publication, no negative effects had been observed [36] however the authors note that a number of years 
more of similar testing would be required to determine the effect on the stated lifetime of the RO 
membranes. Pestana et. al. studied the operation of an experimental wind powered RO system without 
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energy storage [37]. The seawater desalination plant operated between 30 and 60 bar for recovery ratio and 
power consumption of 10-50% and 5.5-21.5kW respectively. The system was designed in order to study 
the effects on membrane behaviour when subjected to variable energy inputs. After 7000hrs of operation it 
was determined that no deterioration of the membranes resulted from variable functioning. 
Electro-dialysis is another relatively mature single phase desalination technology and due to the 
requirement for an electrical input is generally paired with PV collectors [5]. ED has a number of advantages 
and disadvantages when compared to RO systems. Pre-treatment of feedwater streams for RO systems is 
often quite strict [45] and due to the differences in membrane design, maintenance costs of RO systems are 
generally higher than for ED [46]. Additionally, ED systems do not require the same high pressure 
feedwater as RO and are able to directly use the DC output of PV cells [47]. ED systems are also generally 
more forgiving of intermittent operation [5]. As ED is based on the separation of ions from the feedwater, 
it is limited to use with feedwater streams where the dissolved salts are in either anionic or cationic forms  
[48]. Due to the changing electrical properties of water at different salinities, ED has generally been limited 
to salinities between 400ppm and 6000ppm [9] however there are systems that have been developed to get 
around this limitation. 
Kuroda et. al. developed a seawater ED desalination system driven by PV collectors [49] capable of 
producing freshwater at a rate of 2-5m3/day. The system reduced battery storage requirements by operating 
in a partial desalination mode when input power was high and storing this lower salinity water for final 
desalination when input power was lower. Ishimaru investigated the performance of a PV-ED system for 
desalinating brackish water (1500ppm) in the remote area of Fukue City, Nagasaki. The two-year study 
concluded that potable water could be produced at a rate between 86.4m3/day and 371m3/day depending on 
monthly conditions. Lundstrom investigated the effect of ED feedwater preheating via cooling of PV 
collectors [50]. The proposed system was found to be marginally cost effective for remote locations when 
compared to the alternatives available at the time and was expected to improve as the cost of PV collectors 
declined, and fossil fuel prices rose. Adiga et. al. [51] analysed the performance of battery less PV-ED 
system installed in the Thar desert. The 450Wp solar collector supplied sufficient power to desalinate well 
water from 5000ppm to 1000ppm at a rate of 1000L/day [51]. Malek et. al. investigated an ED desalination 
system coupled with a wind turbine [46], examining the effects of wind speed, turbulence intensity and 
period of oscillation on production rate and energy consumption. The system was tested with synthetic 
brackish water (5000mg/L NaCl) and was capable of producing fresh water (<600mg/L NaCl) over the full 
range of tested parameters. It was found that desalination rate was a function of both wind speed and ED 
stack resistance and that a reduction in the stack resistance, accomplished by a reduction on salt 
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concentration, reduced the sensitivity to fluctuations in wind speed. The highest production rate obtained 
was approximately 3.7m3/day.m2 at a specific energy consumption of 4.2kWh/m3. 
1.1.1.3 Scaling 
An unresolved problem affecting just about every form of desalination technology to varying degrees is 
that of scaling. Scaling can refer to the formation of a number of different mineral deposits, such as calcium 
or magnesium salts, with silica scale being particularly difficult to predict and avoid [48]. Scale formation 
affects different desalination technologies in different ways by fouling either membrane or heat exchange 
surfaces and generally defines an upper limit for the recovery ratio obtainable in a given situation. The 
number of variables involved in scale formation has meant that the exact mechanisms, and hence that 
methods for dealing with the issue, are yet to be fully understood [52]. This is particularly relevant in 
regards to remote, inland desalination plants where the management and disposal of brine poses 
significantly greater challenges than for costal seawater plants [48]. In general, the methods being utilised 
or investigated for scale prevention involve one or more of the following: pH regulation to increase 
solubility [53], removal by either inducing precipitation [54-56] or adsorption [57], ion exchange [58] or 
electro-dialysis [48, 59]. Several studies have also been performed to investigate the possibility of 
extracting commercial grade silica from geothermal brine [59, 60]. 
1.1.2 Thermal energy collection 
The means with which thermal energy is collected will obviously have an effect on any system designed 
to utilise such energy for the production of useful work, fresh water or electrical power. Therefore, a review 
of the various forms of thermal energy collection and their respective strengths and limitations has been 
performed and is presented here. 
1.1.2.1 Industrial and automotive waste heat 
Waste heat recovery is somewhat of a unique case in that it is more about the method of heat transfer and 
utilisation rather than the ‘collection’ of thermal energy. The characteristics are defined by the process 
which is creating the waste heat and are therefore incredibly varied. Low grade waste heat such as produced 
by automotive engines and certain industrial processes is an abundant source of energy, accounting for 
approximately 50% of the total heat generated by industry [61]. Utilisation of this energy through traditional 
conversion methods results in uneconomically low efficiencies [61], hence a significant amount of research 
has been conducted into alternative methods of energy to power conversion. 
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A significant portion of this research has focused on the development of organic Rankine cycles. Hung et. 
al. reviewed the performance of an ideal organic Rankine cycle using different working fluids from the 
perspective of utilisation for waste heat recovery [61]. Within this context, the focus was on ORCs as 
bottoming cycles in traditional Rankine or gas cycles as a means of increasing overall energy utilisation 
and system efficiency. Numerical analysis showed the difference in performance at different turbine inlet 
temperatures and condenser temperatures for a selection of wet, dry and isentropic working fluids 
commonly examined in literature. It was shown that system efficiencies between approximately 8% and 
35% were possible depending on the working fluid used and turbine inlet temperature available. For 
maximum temperatures of less than 420K, efficiencies were limited to a little under 15%. The range of 
applicable temperatures depended on the choice of working fluid with ammonia having the greatest range 
but also the lowest efficiency. It was also shown that in contrast to wet fluids such as water and ammonia, 
dry fluids such as R113 showed a decrease in efficiency with increasing turbine inlet temperature and should 
therefore expanded as close to their saturation temperature as possible [61]. 
Rohde et. al. analysed three different Rankine power cycles for the waste heat recovery from export gas 
compression on offshore oil and gas platform [62]. The cycles analysed consisted of a subcritical propane 
cycle, a transcritical CO2 cycle and a transcritical hydrocarbon mixture containing propane and ethane. The 
cycles were analysed with detailed heat exchanger models allowing the effect of heat exchange area to be 
investigated. It was found that more than 10% of the export gas compression work could be recovered and 
that of the three cycles analysed, the hydrocarbon mixture showed the best performance for the boundary 
conditions used [62]. 
ORCs have also been investigated for use in automotive waste heat recovery applications. Sprouse and 
Depcik reviewed use of ORCs in this context [63] and found that they were generally regarded as being 
preferable to both alternative power cycles and thermo-electric systems due to a favourable combination of 
component cost and system efficiency. It was estimated that the use of an ORC system for exhaust waste 
heat recovery could improve fuel economy by 10% [63].  
1.1.2.2 Solar thermal energy 
Solar thermal energy is perhaps the most abundant source of thermal energy, as well as being the most 
widely and freely available. Methods for the collection and storage of this abundant source of energy 
represent a significant body of research. Solar thermal collectors can be broadly grouped under flat plate or 
non-concentrating collectors, concentrating solar collectors [64] as well as more unconventional collectors 
such as solar ponds. The development of accurate models to describe the various types of collectors has 
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been of particular interest due to the advantages this provides when developing systems for utilising the 
collected energy as well as in the comparison of different collector types. 
Kalogirou [65] produced an excellent review of solar thermal collectors covering the various designs and 
applications of concentrating and non-concentrating collector. A thermodynamic analysis of generalised 
flat plate and concentrating collectors was also conducted and the performance of a variety of collector 
types compared with respect to the temperature difference between collector inlet and ambient temperature. 
The collector types compared were as follows: flat plate collectors (FPC), advanced flat plate collectors 
(AFP), Stationary compound parabolic collectors (CPC), evacuated tube collectors (ETC) and parabolic 
trough collectors with east-west tracking (PTC). A summary of collector types and their indicative 
temperature ranges was also given [65] and is shown in Table 1. The comparison presented in Figure 1 
supports the findings summarised in Table 1, in that it can be seen that collectors such as evacuated tube 
type and concentrating collectors maintain higher efficiencies independent of collector inlet temperature 
and are thus able to reach higher output temperatures. 
 
Figure 1 Comparison of the efficiency of various collectors at two irradiation levels, 500 and 1000 W/m2 [65]. 
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Table 1 Solar energy collectors [65]. 
 
 
1.1.2.3 Non-concentrating solar thermal collectors 
The output temperature of a non-concentrating collector will depend on the rate of heat absorption, itself 
a function of solar radiation, collector area and collector efficiency, and the mass flow rate of fluid through 
the collector [66]. Collector efficiencies are generally given as a function of the difference between mean 
collector temperature and ambient temperature over the solar radiation on the collector, (Tm – Ta)/GT [66-
68]. This allows basic design calculations to be performed in order to match collectors to application 
requirements, however more detailed models are generally required in order to predict actual performance. 
Rodríguez-Hidalgo et. al. described the development and experimental validation of a transient model for 
flat plate solar thermal collector efficiency [67] as well as its application and comparison to the use of the 
collector efficiency normalisation curve (ENC) obtained from the European Unions EN-12975:2006 
standard test [69]. The model was able to accurately describe the transient response of a 50m2 flat plate 
solar collector field in Madrid, Spain. The results of the ENC were always higher than both the experimental 
and transient model results [69]. A sensitivity analysis was also carried out which determined the effect of 
a number of factors on the collector annual average efficiency with the major factors being wind losses at 
-15.6% and collector aging at -15.0% [69]. Experimental and predicted efficiencies were concentrated 
between 45% and 65% over the year for (Tm – Ta)/GT ratios between 0.02°C.m2/W and 0.06°C.m2/W. 
Del Col et. al. examined the performance of a flat plate collector constructed using aluminium roll-bond 
technology [68] which results in a absorber plate with integral fluid channels at a much higher channel 
density than normally obtained by typical tube and plate collectors. This increased fluid channel density 
resulted in consistently better performance when compared to a standard flat plate collector with the same 
dimensions and selective coatings applied. An efficiency curve ranging from 81% at (Tm – Ta)/GT = 
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0°C.m2/W to 45% at (Tm – Ta)/GT = 0.08°C.m2/W was reported for steady state conditions and GT of 
1000W/m2 [68]. Gao et. al investigated the performance of a U-pipe evacuated solar tube (UpEST) both 
numerically and experimentally [70]. Numerical results were found to accurately predict performance based 
on the experimental test conditions. Efficiencies between 70% and 50% for (Tm – Ta)/GT between 0°C.m2/W 
and 0.05°C.m2/W were reported. Zhang et. al. explored the effect of including an aluminium heat shield in 
a direct flow coaxial evacuated-tube solar collector [71]. Efficiency with and without heat shielding was 
found to be relatively linear between (Tm – Ta)/GT of 0°C.m2/W to 0.12°C.m2/W. Without heat shielding, 
the efficiency ranged from approximately 65% to 25% whereas the introduction of the heat shield raised 
efficiency to between 75% 56% for the same range of (Tm – Ta)/GT [71]. 
1.1.2.4 Solar ponds 
Research into solar pond phenomena was first conducted at the start of the twentieth century [72] after 
observations were made of a the temperature gradient found in naturally occurring salt lakes in Hungary. 
The first artificial solar ponds constructed for the purpose of thermal energy collection and storage were 
built in Israel in 1958 [72]. 
Weinberger [73] and Hull [72] described the physics of solar pond behaviour, considering a high salinity 
lower convective zone (LCZ) and an upper insulating layer displaying a salinity gradient which effectively 
suppressed convection currents. Hull suggested that the efficiency of conversion from solar radiation to low 
grade heat could reach approximately 20% [72] but that this was also accomplished with the added benefit 
of an inherent long term heat storage capacity. Tabor suggest that practical values for efficiencies when 
considering ponds in the order of 1m deep could be between 15% and 20% and that temperatures in the 
LCZ of between 60°C and 100°C had been reported in a number of existing installations [74]. Wang and 
Akbarzadeh [75] developed a parametric model of a solar pond including consideration of an upper 
convective zone (UCZ). It was found that the effect of the thickness of this UCZ had a significant effect on 
solar pond efficiency with variations between 0.1m to 0.5m resulting in efficiencies of 19.7% to 15.5% 
respectively [75]. A model of the transient performance of a solar pond was also put forward [76] which 
indicated that increasing the thickness of the NCZ at the expense of LCZ thickness could not only result in 
increased efficiencies but also an increase in both maximum and minimum LCZ temperatures thereby 
decreasing the effect of seasonal variation on thermal storage capacity [76]. Ali et. al. used MATLAB to 
model the thermal performance of a solar pond [77] and found that efficiency increased with both solar 
insolation and salinity. Ganguly, Date and Akbarzadeh [78] modelled the effect of increasing the LCZ 
thickness combined with external heat addition supplied by evacuated tube collectors. They found that, as 
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long as the NCZ thickness was properly adjusted along with the LCZ thickness, efficiency and heat 
extraction could be increased by 35% and 30% respectively in comparison to their baseline case. 
1.1.3 Thermally driven pumps for the supply of water 
Mankbadi and Ayad [79], Wong and Sumathy [80] and Delgado-Torres [81] have produced extensive 
review papers on the subject of solar thermal water pumping technologies. In each case it was shown that 
research in this field has followed two major pathways:  
1. The use of solar thermal collectors combined with conventional thermodynamic power cycles, such 
as Rankine (or organic Rankine), Trilateral or Binary cycles, which convert thermal energy into 
mechanical or electrical energy which can then be used to drive conventional pumps. 
2. The development of unconventional pumping systems that have been specifically designed for a 
more direct conversion of thermal into hydraulic work. 
It is suggested by Wong and Sumathy [80] that pumping systems based on unconventional technologies 
are actually preferable for use in remote or developing areas due to their relatively uncomplicated 
construction and maintenance, allowing local manufacture without access to high technology.  
Öhman and Lundqvist proposed a novel method of analysis for low temperature driven power cycles 
(LTPCs) [82] and demonstrated the comparison in performance between a number of fundamentally 
different power generation units [83]. The proposed method was aimed at providing simple means of 
conducting unbiased comparisons between different cycles, working media and components with respect 
to given heat source and sink characteristics, as well as improving communication and understanding of 
such comparisons. The use of the integrated local Carnot efficiency (ηC,Il) was suggested as an absolute 
reference for the maximum efficiency obtainable from a finite heat source and sink, with the fraction of 
carnot (FoC) to be used as a measure of how well a given power cycle performs with respect to this ideal. 
Full definitions and applications of the equations given below can be found in the quoted reference material.   
𝐹𝑜𝐶 =
𝜂𝑡
𝜂𝐶,𝐼𝑙
 ...(1) 
Where: 
𝜂𝑡 =
𝑅𝑒𝑎𝑙 𝐿𝑇𝑃𝐶 𝑜𝑢𝑡𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟
𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 ℎ𝑒𝑎𝑡 𝑓𝑟𝑜𝑚 ℎ𝑒𝑎𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
 ...(2) 
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𝜂𝐶,𝐼𝑙 = ∫1 −
𝑇𝐶
𝑇𝐻
 . 𝑑𝑄1
𝑄1
 ...(3) 
It should be noted that while the present discussion is on thermally driven pumping in a general sense, the 
majority of research has focused on solar thermal energy as the driving source due to its wide availability 
and complementary relationship with conditions that often accompany increased water demand [84, 85]. 
1.1.3.1 Conventional systems 
Although the focus here is on thermally driven pumping systems, it is worth noting that solar PV systems 
driving conventional pumps are often considered the most obvious solution [84, 86]. It has been shown 
however that the overall embodied energy associated with PV collectors is higher than solar thermal 
collectors [87, 88]. The costs associated with larger installations also favour thermal collectors [80] and as 
mentioned in previous sections, the additional costs of battery storage systems for PV collectors (if used) 
are significant for both capital and maintenance costs as well as for disposal. 
Research into solar thermal pumping goes back a long time with Pytlinski, cited in [43], stating the first 
recorded practical application of a solar heat engine as being made in 1615. In 1966, Masson and Girardier 
[89] described a solar motor based around the use of flat plate solar collectors. The system was designed to 
produce an electrical current via a turbo-alternator in order to power a pump with a delivery capacity of 
40m3 at a 10m head over the course of a 5hr day. Although described as being “an application of Carnot’s 
cycle” the turbo-alternator was powered via a cycle resembling the Rankine cycle using an undisclosed 
working fluid [89]. Gupta et. al. compared theoretical performance predictions of a solar pump to 
experimental data from an installation in Auroville, India [90]. The system operated on a low temperature 
organic Rankine cycle, with butane as the working fluid, combined with a piston engine designed by the 
French research organisation SOFRETES. It was found that the experimental results only achieved 
approximately 30% of theoretical predictions with frictional losses and the quasi-steady nature of the 
analysis being quoted as possible contributors to this discrepancy. Experimental results for flow rate and 
delivery head were given for two different operating conditions as 270L/hr at 35.7m and 628L/hr at 3.2m 
respectively [90].  
A significant body of research also exists into the development of conventional power cycles such as 
ORCs [61, 91-93] and Binary or Trilateral cycles [94-98] independent of their end use. Additionally, Lakew 
et. al. investigated the use of a thermally driven pump in place of a mechanical feed pump in order to 
improve the performance of a supercritical carbon dioxide Rankine cycle [99]. 
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1.1.3.2 Unconventional systems 
As previously stated, unconventional systems in this context refers to systems using unconventional power 
cycles and pumping methods in order to produce a simpler and more direct conversion of thermal energy 
into hydraulic work. 
Jenness [100] described an automatic solar thermal Savery pump which uses steam generated and admitted 
to a vessel at atmospheric pressure which them condenses and draws in water for use in low lift irrigation 
systems. The simplicity of both operation and construction were highlighted as significant points of 
consideration to offset the low system efficiency of 4.5% [100]. Rao and Rao developed and tested two 
variants of a solar pump for lift irrigation [101]. Both designs utilised the evaporation and corresponding 
high-pressure expansion of n-pentane to directly force water from a storage tank installed in the well up to 
the desired discharge head. A petroleum fraction with similar boiling characteristics was also suggested due 
to the ease with which it could be adapted to suit different operating conditions. It was noted that because 
of the direct contact between working fluid and water, despite being technically immiscible, a small amount 
would be dissolved. This would potentially result in extra processes being required before being fit for 
human consumption as well as the need for periodic recharging of the system. The two systems differed 
only in their method of cooling. One utilised radiation from the solar collector at night to condense working 
fluid evaporated during the day (single stroke per day) whereas the other utilised the pumped water to 
condense working fluid in a dual action, continuous discharge setup [101]. Sudhakar et. al. proposed an 
improvement to the design put forward by Rao and Rao in which an intermediate water/air piston was used 
to separate the working fluid from the pumped water at the cost of increased complexity and a reduction in 
efficiency [102].  
Sharma and Singh [103] proposed a solar thermal pump operating on an intermittent Rankine cycle with 
Freon-113 as a working fluid and utilising a heated diaphragm pump as the expander. A custom-built flat 
plate collector was used directly as the boiler and the pump body was also exposed to the sun in order to 
prevent premature condensation of the working fluid. The feed water to the pump was used to cool the 
working fluid in a condenser after which it was collected and stored until night-time when it was returned 
to the boiler for the next day’s operation. The maximum delivery head of 6 m corresponded to the minimum 
discharge of 2.8L/min while the maximum discharge of 6 L/min was obtained at a delivery head of 0.5m. 
Efficiencies of between 0.32% and 0.39% were reported [103]. Burton proposed a variation to this design 
using a separate heat transfer fluid between the solar collector and the boiler as well as feed pump, 
hydraulically linked to the main water pump, in order to return liquid working fluid from the condenser to 
the boiler [104] creating a closed rather than in intermittent cycle. While successful operation was achieved, 
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the reported efficiency was low at only 0.21% with the majority of losses occurring as heat loss from the 
collectors [104]. Spindler et. al. tested a small solar thermal water pump based on an ORC with R-133 as 
the working fluid [105]. The system operated on a closed loop with a recuperator to recover heat from the 
expander exhaust vapour. The expander used was a double acting piston expander connected via linkages 
to both the feed pump and main water pump. The pump feedwater was used for cooling in the condenser 
and a parabolic solar concentrator was used to supply heat to the boiler. The system was tested indoors 
using 10x 250W bulbs with adjustable output to simulate varying solar insolation. Cycle efficiencies of 
7.3% and 9% for discharge heads of 3.2m and 8m respectively were reported [105]. 
A similar design was proposed by Sumathy et. al. [106] albeit with a number of elements simplified for 
an overall reduction in complexity. Pentane was once again used as the working fluid and an overhead tank 
used to temporarily store the discharged water such that it could be fed via gravity through the condenser 
coil. In this system, the condenser was combined with the intermediate water piston however greatly 
reducing the complexity of the system. Experimental results were significantly lower than theoretical 
predictions. It was found that increasing the discharge pressure had a negative effect on the number of 
cycles per day and it was also noted that operation had to be periodically stopped in order to recover 
condensed working fluid. The recorded efficiency at a discharge pressure of 10m, and approximately 
200L/day, was given as 0.13% [106]. In a related work [107], Sumathy et. al discussed the importance of 
condenser design in such a solar pump, suggesting that the efficiency of such systems was significantly 
affected by condensation time. It was found that for the system analysed, the effect of mass flow rate 
through the condenser was insignificant compared to the effect of condenser inlet temperature [107]. In a 
later work, Wong and Sumathy [108] compared the performance of the above solar thermal water pump 
using two different working fluids: n-pentane and ethyl ether. Performance was compared at discharge 
heads of 6, 8 and 10m with ethyl ether consistently out performing n-pentane, achieving a maximum 
efficiency of 0.42% at 6m delivery head and approximately 0.34% at 10m – close to the maximum 
efficiency obtained with n-pentane [108]. An updated system based  on this research, with ethyl ether as 
the working fluid and the condenser relocated outside the water piston tank, was proposed by Wong and 
Sumathy [109]. A numerical model of the system was developed in order to optimise the various system 
parameters. It was found that performance was largely dependent on heating and cooling times, controlled 
by the initial mass of working fluid in the system and condenser surface area respectively. Optimum values 
of these parameters were determined for a range of desired delivery heads and flowrates [109].  
Al-Haddad et. al. presented a mathematical model for a thermal water pump and validated the results 
experimentally [110]. The system contained no moving parts, with the exception of a polyethylene balloon 
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which was alternately compressed and expanded by the working fluid, Freon 11. The balloon was filled 
with air which acted to transfer pressure from the working fluid to the water while providing a barrier to 
contamination. A mathematical model to predict the effect of various parameters on the systems 
performance was developed and found to have good agreement with experimental results. It was found that 
the hydraulic power output and efficiency for a given hot and cold temperature were dependent on the 
discharge height but that increasing the height also decreased the volume flow rate. The optimum power 
obtained for hot and cold temperatures of 50°C and 5°C respectively was 0.8W at a discharge height of 
2.5m and flowrate of 120kg/hr. The efficiency under these conditions was given as 0.3% of Carnot [110]. 
Another way around the problem of the contamination of pumped water with working fluid has been 
investigated by Picken et. al. [111]. The use of evacuated tube-heat pipe solar collector allowed sufficient 
temperatures to be generated such that water could be used as the working fluid with high pressure steam 
displacing water in one half of a U-bend shaped pump body. The steam would then condense and draw in 
a fresh charge of water. A pressure regulating valve was required to maintain vapour pressure in the boiler 
which also was required to contain sufficient water for a day’s operation. The boiler would refill at night in 
a similar manner to the pump itself due to the cooling and condensation of remaining vapour. The system 
was found to be very reliable and of simple design and construction however the efficiency was noted as 
being very low at only 0.05% [111]. 
A novel thermal pump design based on an open oscillating heat pipe (OOHP) was investigated by Dobson 
[112]. The system is comprised of a horizontal U-shaped heat pipe with open ends that are placed inside 
the pump body which doubles as the condenser. With the pump and heat pipe both initially filled with 
water, heat is supplied to the bend of the heat pipe creating a vapour bubble that displaces water 
symmetrically out of each end and thus into the delivery line. As the vapour enters the pump body/condenser 
it is cooled and the pressure drops, drawing liquid in through the suction line. With the collapse of the 
bubble, liquid once again enters the evaporator end and the cycle repeats. A theoretical model was 
developed and compared to experimental observations. The model was found to accurately show the chaotic 
nature of the oscillations and predicted a pumping rate of 5.18mg/s at a height of 100mm and source 
temperature of 125°C. The theoretical thermal efficiency of 0.03% was significantly higher than the 
0.00003% observed experimentally however it was concluded that this discrepancy was likely due in part 
to the check valves not being able to respond fast enough to the rate of oscillation as well as to high heat 
losses to the environment in the experimental rig [112]. 
Date and Akbarzadeh described a novel thermodynamic power cycle and examined its theoretical 
application for use in a low temperature thermal pump using acetone as a working fluid [113]. The ideal 
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cycle would provide constant pressure expansion and contraction processes through the phase change of a 
saturated working fluid. The cycle was described through the use of P-ν and P-h diagrams as well as through 
the proposed operation of a water pump based on the new cycle. The performance of such a pump was 
discussed and it was found to obtain an ideal thermal efficiency of 40% of Carnot for a driving temperature 
difference of 60°C. The study went on to examine the predicted performance of such a pump when coupled 
to a solar pond under the climatic conditions of northern Victoria, Australia. It was shown that the rate of 
heat extraction from the solar pond had a significant effect on the temperature of the lower convective zone 
(LCZ) and thus two heat extraction scenarios were examined – 10% and 15% of annual global solar 
radiation received. The overall efficiency was shown to be higher for 10% extraction however in both cases 
the fraction of Carnot was around 40%. The number of months in which useful flowrates of water could be 
obtained was significantly lower in the 15% case, only achieving useful rates between November and June 
whereas in the 10% extraction case useful rates were obtained after 22 days of operation (starting on the 1st 
of Oct) and were maintained thereafter. The suitability of the system described above for use in the 
operation of a salt farm at Pyramid hill in northern Victoria was discussed. It was determined that 
approximately 20 of these thermal pumps should be able to supply the 2800m3/day pumping requirements 
of the salt farm when coupled to a 5200m2 solar pond [113]. 
1.2 Summary 
An examination of the existing literature as it relates to fresh water production through desalination, the 
collection of thermal energy, and the pumping of water through thermally driven technologies has 
highlighted several key findings as shown in Figure 2. 
Desalination technologies can be split into phase-change and single-phase technologies. Single phase 
technologies such as RO and ED generally have significantly lower specific energy consumptions compared 
to phase change processes and have been investigated when coupled to mature renewable energy 
technologies such as solar PV and wind power. Likewise, phase change desalination systems utilising 
renewable thermal energy have been extensively investigated. Some attempts have been made to use 
thermal energy to drive either Rankine or Organic-Rankine cycle based, RO desalination systems, however 
the cost of such systems is generally higher that equivalent PV base RO systems due to the relative 
complexity of the ORC system. Conversion of low-grade heat to work using unconventional power cycles 
has also met with limited success. 
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Figure 2 Summary of overlap between research into desalination, thermal energy collection and water pumping technologies. 
1.3 Research gap 
The use of abundantly available low-grade thermal energy for desalination, while taking advantage of the 
low specific energy consumption of single-phase desalination processes, presents an attractive combination 
for the supply of fresh water from saline water sources. So far, there has been limited success in the 
conversion of low-grade thermal energy to work, and even less in utilising this work for desalination. The 
theoretical thermodynamic cycle proposed by Date and Akbarzadeh [113] (TPP cycle) presents the 
possibility of achieving this combination for brackish water sources, utilising a simple, single stage device. 
As of yet however, there is no experimental data on the performance of such a system, or any theoretical 
investigations into the potential performance when considering real-world, non-ideal operation. 
This work will therefore focus on providing an investigation into the practical relevance of the TPP cycle 
through both experimental, analytical and numerical methods. 
1.4 Research approach 
This thesis aims to answer the following research questions: 
1. What are the key physical parameters that define the performance of a practical TPP system? 
a. What are the are the different ways that the TPP cycle could be implemented in practice 
and how do these configurations affect the performance? 
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b. What effect to different materials or dimensional parameters have on the performance of 
the system? 
2. How does the TPP system perform when combined with a reverse osmosis membrane for 
desalination? 
3. How does a TPP-RO system compare with the existing desalination methods discussed in the 
previous sections? 
In order to answer these questions, the focus of this study was the design and construction of a viable 
experimental design for a system based on the TPP cycle in order to determine the practical constraints 
involved in implementing the proposed theoretical cycle. As well as developing several experimental 
implementations of the TPP cycle, the analytical model describing the cycle was expanded to include a 
number of potential imperfections that might arise in a practical system. Further, a numerical model based 
on the experimental systems was developed in order to explore the effects of the various components and 
materials used on the overall performance of the system. Additionally, this model was used to investigate 
the potential long-term performance of the system under real world conditions. 
1.4.1 Structure of this dissertation  
This thesis is divided into three main sections. The Theory and design of the thermal water pump is 
discussed in Chapter 2. Both the ideal cycle, as well as modifications to account for a practical 
implementation of the pump are presented. Three experimental designs for systems based on the TPP cycle 
are discussed.  
The Experimental results and discussion are covered in Chapter 3. The experimental setup and method 
used in testing each of the designs presented in Chapter 2 are described. Each design was tested both with 
and without a reverse osmosis membrane.  
Chapters 4 and 5 cover the development and validation of a numerical model based on the second 
experimental design, as well as an investigation of potential improvements to the system. A new design 
based on the results of this investigation is proposed at the end of Chapter 5. Two preliminary case studies 
are presented in Chapter 6 based on the simulation results for the proposed new design.   
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1.5 Summary of publications 
Over the course of this work, the following two journal papers and two conference papers have been 
published  
Journal papers: 
1. Nihill, J., Date, A., Velardo, J. & Jadkar, S. 2018. Experimental investigation of the thermal power 
pump cycle – Proof of concept. Applied Thermal Engineering, 134, 182-193. 
2. Nihill, J., Date, A., Lappas, P. & Velardo, J. 2018. Investigating the prospects of water desalination 
using a thermal water pump coupled with reverse osmosis membrane. Desalination, 445, 256-265. 
Conference papers: 
3. Nihill, J., Leary, M. & Date, A. 2015. A Novel Approach to Low Temperature Thermal Reverse 
Osmosis Desalination. Procedia Technology, 20, 144-148. 
4. Nihill, J., Date, A., An experimental investigation of a low temperature thermal pump for reverse 
osmosis desalination, Presented at IWA 2016 
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Chapter 2 
Theory and design of the thermal water pump 
The development of a number of small-scale thermal water pump designs are outlined in the following 
sections as well as the theory and operation of the thermal power pump cycle. 
The working fluid working fluid used for both the theoretical analysis and the experiments discussed in 
this work is isopentane (R601a) which was chosen for its low boiling point of approximately 28°C at 
atmospheric pressure. This allows for relatively high delivery pressures to be obtained for a given source 
temperature while still allowing for condensation to occur at close to ambient conditions. An excerpt of the 
saturation property tables for isopentane can be found in the Appendix (Table 28). The delivery fluid used 
for all experiments is water. 
2.1 The Thermal Power Pump cycle 
A key aspect of the TPP cycle compared to other thermodynamic power cycles, is that work extraction 
occurs during the constant pressure evaporation and condensation processes rather than during expansion 
from a high-pressure state to a low-pressure one. The governing equations for the TPP cycle given by Date 
and Akbarzardeh [113] are based on a pump design such as that shown in Figure 3(a). This design consists 
of external heat exchangers and an auxiliary pump to return working fluid from the condenser to the boiler. 
The resulting P-ν and P-h diagrams are given in Figure 4 and Figure 5, where Win is the work input from 
the return pump to bring the working fluid from the condenser pressure up to the boiler pressure.  
 
  
(a) (b) (c) 
Figure 3 Potential TPP system configurations. *This can be any moving boundary device i.e. Piston/Cylinder, diaphragm etc. 
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Figure 4 P-v diagram for TPP cycle as proposed by Date and Akbarzardeh [113]. 
 
Figure 5 P-h diagram for TPP cycle as proposed by Date and Akbarzardeh [113]. 
In this case (i.e. for systems based on Figure 3(a)), the work input required by the return pump can be 
calculated as: 
𝑊𝑖𝑛 = 𝑚𝑊𝐹𝜈1−2(𝑃2−2′−3 − 𝑃4−1) 
As shown in Figure 5, h2 can be assumed to be approximately equal to h1 in order to simplify the 
calculation of Qin_s such that: 
𝑄𝑖𝑛_𝑠 = 𝑚𝑊𝐹(ℎ2′ − ℎ1) 
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2.1.1 Working principle 
A more detailed explanation of the theoretical working principle for systems based on the configuration 
shown in Figure 3(a) can be found in [113]. This work however will focus on systems based on the 
configurations shown in Figure 3(b) and Figure 3(c). In Figure 3(b), the auxiliary return pump is replaced 
by a gravity fed return line. The pressure in the boiler and condenser would need to be equalised in order 
for this to function which would prevent a continuous flow of working fluid from condenser to boiler. 
Figure 3(c) shows a system where the boiler and condenser are integrated into the base of the pump. In this 
case there is no return pump needed and the cycle is controlled by alternately supplying or removing heat 
from the heat exchanger rather than the control valves used in configurations (a) and (b). 
The working principle of the TPP cycle for these two configurations is most easily described using the 
configuration shown in Figure 3(c). This is shown schematically in Figure 6 while the corresponding P-ν 
diagram is that given in Figure 7. In both cases the cycle remains more or less the same as that described 
by  Figure 4 and 5, except that the work input during process 1-2’ is replaced by a sensible heating process 
as shown in Figure 7. 
 
Figure 6 Working principle of a thermal water pump based on the TPP cycle. 
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Figure 7 P-v diagram for TPP cycle with no working fluid circulation pump. 
The cycle starts at point 1 (Figure 7), with the piston at the lowest point and the entire mass of working 
fluid in the saturated liquid state as shown in Figure 6 a). Heat is then added in a constant volume process 
(1-2) until the pressure reaches the delivery pressure (P2-2’-3). Once the working fluid pressure reaches the 
delivery pressure, the piston can move, and the volume starts increasing. There is a small amount of 
additional sensible heating between points 2-2’ to bring the working fluid back to the saturated liquid state 
before a constant pressure and temperature evaporation process 2’-3.  
As can be seen in Figure 7, work is extracted during the process 2-2’-3, at the same time, heat is added in 
order to cause the phase change (and corresponding expansion) of the working fluid. The expansion process 
continues until the piston reaches the highest point, as shown in Figure 6 c), at which time the entire mass 
of working fluid should be in the saturated vapour state as indicated by point 3 in Figure 7. Heat is then 
extracted from the working fluid causing the pressure to drop in a constant volume process (3-4) until the 
working fluid pressure reaches the suction pressure (P4-1). Similar to the delivery stroke, the piston is once 
again able to move, and the working fluid condenses at constant pressure and temperature (4-1) allowing 
further extraction of work in the form of suction as shown in Figure 7. This could be interpreted as work 
being done on the working fluid by the delivery fluid, however from a practical perspective, assuming P4-1 
is below Patm, it is considered as a useful work output of the system. 
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2.1.2 Theoretical analysis: ‘Idealised’ system 
In this section, the governing equations for a thermal water pump based on the TPP cycle given by Date 
and Akbarzardeh [113] are presented with modifications made to account for the replacement of the return 
pump with a sensible heating process. 
For the case of the heat exchanger being integrated into the pump, the mass of working fluid required in 
order to complete a full cycle can be calculated using equation (4), taking ΔVswept as the swept volume of 
the moving boundary mechanism being employed (in the case of a piston/cylinder device, this would be 
the piston diameter multiplied by the stroke length) and VHE as the volume of the heat exchanger reservoir.  
𝑚𝑊𝐹 =
(∆V𝑠𝑤𝑒𝑝𝑡+𝑉𝐻𝐸)
𝜈3
  ...(4) 
The required heat exchanger volume (in order for the state at point 1 to be saturated liquid) can be 
calculated from equation 
𝑉𝐻𝐸 = 𝑚𝑊𝐹𝜈1  ...(5) 
It can be seen that the heat exchanger volume and swept volume are dependent on one another. Therefore, 
one would need to design one aspect of the system based on the other as follows: 
If the volume of the heat exchanger is fixed, the required stroke length can be determined by re-arranging 
equations (4-5). If, on the other hand, the stroke length is predetermined, and iterative approach can be used 
to determine the required heat exchanger volume by first taking VHE=0, solving equation (4) for mWF then 
calculating VHE and substituting this back into equation (4). This process would then be repeated until a 
stable value for VHE and mWF is obtained. 
The sensible and latent heat inputs can be calculated from equation (6) and (7) respectively using the 
enthalpy of the working fluid at each of the relevant points in the cycle (shown in Figure 5).  
𝑄𝑖𝑛_𝑠 = 𝑚𝑊𝐹(ℎ2 − ℎ1) + 𝑚𝑊𝐹(ℎ2′ − ℎ2)  
𝑄𝑖𝑛_𝑠 = 𝑚𝑊𝐹(ℎ2′ − ℎ1) ...(6) 
𝑄𝑖𝑛_𝑙 = 𝑚𝑊𝐹(ℎ3 − ℎ2′) ...(7) 
The total heat input is therefore given by equation (8) as follows: 
𝑄𝑖𝑛_𝑡 = 𝑄𝑖𝑛_𝑠 + 𝑄𝑖𝑛_𝑙  
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𝑄𝑖𝑛_𝑡 = 𝑚𝑊𝐹(ℎ2′ − ℎ1) + 𝑚𝑊𝐹(ℎ3 − ℎ2′)  
𝑄𝑖𝑛_𝑡 = 𝑚𝑊𝐹(ℎ3 − ℎ1) ...(8) 
The work done pushing the delivery fluid during the delivery stroke can be calculated from equation (9) 
while the work done lifting the delivery fluid during the suction stroke is calculated from equation (10) as 
follows:  
𝑊𝐷 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃2−2′−3 − 𝑃𝑎𝑡𝑚)  ...(9) 
𝑊𝑆 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃𝑎𝑡𝑚 − 𝑃4−1)  ...(10) 
The net work output is therefore given by equation (11-12) as follows: 
𝑊𝑡 = 𝑊𝐷 + 𝑊𝑆 ...(11) 
𝑊𝑡 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃2−2′−3 − 𝑃𝑎𝑡𝑚) + ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃𝑎𝑡𝑚 − 𝑃4−1)  
𝑊𝑡 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃2−2′−3 − 𝑃4−1) ...(12) 
With the absence of a working fluid recirculation pump, the overall efficiency for a system using an 
integrated heat exchanger can be calculated with the following equation. 
𝜂𝑜 = 𝜂𝑡 =
𝑊𝑡
𝑄𝑖𝑛_𝑡
  ...(13) 
The efficiency of the TPP cycle using isopentane as the working fluid is shown in Figure 8. The 
efficiencies were calculated for heat source temperatures from 30-120°C and heat sink temperatures of 
10°C, 15°C and 20°C. They are plotted against the driving temperature difference (Tsource-Tsink). For this 
range of boundary conditions, the maximum efficiency of approximately 6.6% can be obtained for driving 
temperature differences between 60°C and 70°C. It can also be seen that for a given driving temperature 
difference, the efficiency increases slightly at lower heat sink temperatures.  
The efficiency of the ideal TPP cycle (based on isopentane) is compared to the Carnot cycle and ideal 
trilateral cycle in Figure 9(a). The FoC (from equation (1)) for the TPP and trilateral cycle is compared in 
Figure 9(b). The ideal trilateral cycle efficiency can be determined from equation (14) as discussed by 
Fischer and Johann [95] where TH and TC are the heat source and sink temperatures respectively. 
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𝜂𝑇𝐿𝐶 = 1 −
𝑇𝐶 ln(
𝑇𝐻
𝑇𝐶
)
𝑇𝐻−𝑇𝐶
  ...(14) 
For driving temperature differences below approximately 37°C, the TPP cycle surpasses the trilateral cycle 
and rapidly approaches the Carnot cycle as the driving temperature difference becomes smaller.  
 
Figure 8 TPP efficiency vs driving temperature difference for heat sink at 10, 15 and 20°C. Working fluid is isopentane. 
 
  
(a) (b) 
 
Figure 9 Comparison of cycle efficiencies and FoC: Ideal TPP cycle with isopentane, ideal trilateral cycle and Carnot cycle. 
Heat sink was held constant at 15°C. 
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Figure 10 shows the ideal suction and delivery head for the TPP cycle with isopentane as the working 
fluid. Assuming no frictional losses and ideal heat exchangers, the maximum delivery pressure obtainable 
will be the saturation pressure of the working fluid at the heat source temperature, and the minimum suction 
pressure will be the saturation pressure at the heat sink temperature. These pressures were obtained from 
standard fluid property tables using REFPROP [114]. The delivery and suction head are then the pressure 
above and below atmospheric pressure respectively as shown in equations (15) and (16). 
Delivery head,m = 
𝑃𝑆𝑎𝑡@𝑇𝑆𝑜𝑢𝑟𝑐𝑒
− 𝑃𝑎𝑡𝑚
𝑔
 ...(15) 
Suction head,m = 
𝑃𝑎𝑡𝑚−𝑃𝑆𝑎𝑡@𝑇𝑆𝑖𝑛𝑘
𝑔
   ...(16) 
The delivery head obtained for the range of heat source temperatures corresponding to the maximum 
efficiency can be seen to be between 25-60m. This is sufficient for a variety of irrigation purposes [115] 
and also indicates the potential for brackish water desalination (up to 5000g/m3 NaCl concentration) using 
reverse osmosis membranes [116]. It should however be noted that as delivery head is based on assumptions 
of ‘perfect’ components, the actual pressures obtained will be less than what is indicated by Figure 10 and 
hence some sort of mechanical pressure boosting may be required for practical desalination applications. 
 
  
(a) (b) 
Figure 10 Maximum delivery head (a) and suction head (b) for ideal TPP cycle with isopentane as the working fluid. 
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2.1.3 Theoretical analysis: Practical systems with integrated heat exchangers 
The governing equations outlined in the previous section rely on a number of assumptions that are not 
likely to be valid for any practical system based on this theory. 
In the case of the ‘idealised’ cycle, the working fluid is assumed to be a saturated liquid at point 1 and a 
saturated vapour at point 3. The specific volume of the working fluid vapour at point 3 will depend on the 
vapour temperature. Hence for a system with a fixed stroke volume, the ideal mass of working fluid will 
depend on the required operating pressure (and corresponding saturation pressure). Therefore, in order to 
maintain operation via the TPP cycle (i.e. within the bounds of the saturation curve) over a range of 
operating pressures, the mass of working fluid for a practical system will be such that point 3 is somewhere 
inside the saturated mixture region. Additionally, points 1 and 2 will be shifted inside the saturated mixture 
region due to the fact that the heat exchanger design will almost certainly be required to include some dead 
space. The P-ν diagram for a practical TPP system with an integrated heat exchanger is therefore that given 
by Figure 11.  
 
Figure 11 P-v diagram for a practical TPP system with integrated heat exchanger. 
Modifications to the governing equations to account for these limitations are outlined below. The net work 
output and overall theoretical efficiency of the TPP cycle shown in Figure 11 can be calculated from the 
same relationships used for the ideal case given in equations (11) and (13) respectively. 
As in the ideal case, assuming that P2-3 and P4-1 are above and below the local atmospheric pressure 
respectively, the work done during the delivery and suction strokes can be calculated from equations (17) 
and (18). 
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𝑊𝐷 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃2−3 − 𝑃𝑎𝑡𝑚) ...(17) 
𝑊𝑆 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃𝑎𝑡𝑚 − 𝑃4−1)   ...(18) 
The total work output is therefore given by:  
𝑊𝑡 = ∆𝑉𝑠𝑤𝑒𝑝𝑡(𝑃2−3 − 𝑃4−1)  ...(19) 
For a practical system operating on the TPP cycle, the specific volumes at points 1-4 will be determined 
by a combination of the system specifications (ΔVswept and VHE) and the operating conditions. It can be seen 
in Figure 12 that for isopentane, the vapour density, and hence the required mass of working fluid, increases 
with pressure. Therefore, any system operating in the TPP cycle should be designed based on the maximum 
expected delivery pressure such that point 3 would be on the saturated vapour line as for the ideal case. 
When operating below this pressure however, there will be excess working fluid in the system causing point 
3 to shift into the saturated mixture region.   
 
Figure 12 Vapour density vs delivery pressure for isopentane (R601a) [114]. 
The required mass of working fluid for a system designed for a given maximum delivery pressure, PDmax, 
is calculated as for the ideal case using equation (4). Where ν3 is taken as νg@𝑃𝐷𝑚𝑎𝑥. The actual mass of 
working fluid in the system, mWFactual, will not change during operation and hence will be greater than the 
required amount if being run at a lower delivery pressure than the maximum. The percentage of working 
fluid in the system above the ideal amount for a given delivery pressure can be calculated as follows: 
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𝑚𝑊𝐹% 𝑜𝑣𝑒𝑟 𝑖𝑑𝑒𝑎𝑙 =
𝑚𝑊𝐹𝑎𝑐𝑡𝑢𝑎𝑙
𝑚𝑊𝐹𝑟𝑒𝑞@𝑃𝐷
 ...(20) 
𝑚𝑊𝐹𝑟𝑒𝑞@𝑃𝐷
=
∆𝑉𝑠𝑤𝑒𝑝𝑡+𝑉𝐻𝐸 
𝜈3
  ...(21) 
It should be noted that this is only applicable to designs implementing an integrated heat exchanger as the 
entire mass of working fluid must be heated and cooled each cycle regardless of whether it is used during 
the expansion process or not. For systems employing external heat exchangers, only the required amount 
of working fluid is evaporated and then cooled, regardless of the total amount of working fluid present in 
the boiler. 
The specific volumes of the working fluid at either end of the stroke are calculated as follows: 
𝜈4 = 𝜈3 =
∆𝑉𝑠𝑤𝑒𝑝𝑡 + 𝑉𝐻𝐸 
𝑚𝑊𝐹𝑎𝑐𝑡𝑢𝑎𝑙
 ...(22) 
𝜈2 = 𝜈1 =
𝑉𝐻𝐸
𝑚𝑊𝐹𝑎𝑐𝑡𝑢𝑎𝑙
 ...(23) 
The quality of the mixture at each of these points, and hence the enthalpy, can therefore be obtained using 
equations (22-25) where the * is replaced by the number of the point in question, i.e. x* = x1 when finding 
values for point 1 and so on.  
𝑥∗ =
𝜈∗−𝜈𝑓∗
𝜈𝑓𝑔∗
  ...(24) 
ℎ∗ = ℎ𝑓∗ + 𝑥∗  ×  ℎ𝑓𝑔∗  ...(25) 
The total heat input can then be calculated using equation (8) substituting the values of h3 and h1 obtained 
from equation (25). 
The effects of excess working fluid and heat exchanger volume are explored independently in Figures (13-
16). Figure 13 shows efficiency vs heat source temperature, based on a constant heat sink temperature of 
15°C, for systems designed for a maximum heat source temperature of 80°C and 100°C. This is compared 
with the efficiency of the same system if the mass of working fluid was constantly adjusted for the current 
operating temperature. The ‘ideal charge’ efficiencies differ slightly since in both cases, the heat exchanger 
volume is fixed based on the maximum design temperature. The effect of this is explored further in Figure 
16. For a system with an integrated heat exchanger, operating at temperatures below the maximum heat 
source temperature has significant effects on the cycle efficiency. 
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Figure 13 Efficiency of TPP cycle vs heat source temperature: Mass of working fluid matched to heat source temperature 
compared to a fixed working fluid mass based on a maximum design heat source. Heat sink constant at 15°C. 
Figure 14 shows how the amount of excess working fluid increases as the difference between the operating 
temperature and the design temperature (TD-TDmax) increases. Figure 15 relates the amount of excess 
working fluid directly to efficiency. This can already be seen in Figure 13, however the trend highlighted 
in Figure 15 can also be applied to other potential reasons for having excess working fluid present e.g. over 
filling the system to avoid boiler dry out. It can be seen in Figure 15 that the reduction in efficiency with 
increasing mass is non-linear. This is due to the fact that the required heat input is dependent on both the 
mass of working fluid and the enthalpy at points 1 and 3 as shown in equation (8). In calculating this trend, 
it was assumed that the working fluid was always entirely in the saturated liquid state at point 1 hence h1 
remains constant. As excess working fluid mass is added, the quality at point 3 drops (For the ideal working 
fluid mass, i.e. 100% of ideal, the quality at point 3 is 1) which reduces the total enthalpy at point 3. This 
reduction in h3 is related to the square of the increase in mass. Hence the required heat input is defined by 
the combination of the linear increase in mass and the non-linear decrease in enthalpy change. Given that 
the work output is assumed to remain constant, the resulting effect on efficiency is as shown in Figure 15.    
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Figure 14 Effect on working fluid charge with respect to the ideal when operated below the maximum design temperature of 
100°C. The heat sink was held constant at 15°C. 
 
 
Figure 15 Efficiency vs excess working fluid. Heat source and sink constant at 80°C and 15°C respectively. 
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Figure 16 shows the impact of increasing the heat exchanger volume above the volume of the working 
fluid when in a fully saturated liquid state. It is clear that this modification has far less impact when 
compared to excess working fluid as a heat exchanger 10 times the liquid volume of working fluid only 
decreases the maximum efficiency to approximately 5.6%. It is noteworthy however that the effect is 
significantly greater at higher heat source temperatures/driving temperature differences which is important 
if higher delivery pressures are required. 
 
Figure 16 Effect of heat exchanger volume on efficiency. Working fluid is isopentane. Heat sink constant at 15°C. 
2.2 Experimental designs 
Three experimental designs are outlined in the following sections. The first is based on Figure 3(b), with 
an external boiler and condenser, and uses a piston-cylinder combination as the moving boundary. The 
second two are based on Figure 3(c) with one design utilising a piston and cylinder as the moving boundary 
while the other uses a diaphragm. A fourth design is also proposed in Chapter 5 based on the experimental 
results obtained from Designs I-III and the analysis of the numerical model which is outlined in Chapter 4. 
2.2.1 Design I: Piston-cylinder pump with external heat exchangers 
A piston-cylinder arrangement has the advantage of being a simple, robust and well tested method of 
creating a moving boundary with the capacity to do work. Disadvantages of such a system might include:  
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1. High friction due to the vapour tight, high pressure seals required to prevent working fluid loss and 
feedwater contamination.  
2. Compatibility of lubrication with the selected working fluid.  
3. Relatively high tolerances required for machined components.  
External heat exchanges, similar to those proposed by Date and Akbarzadeh in [113] were used in order 
to increase the available heat transfer surface area and avoid the effects of excess working fluid mass as 
discussed in section 2.1.3. A schematic of the first design is given in Figure 17 showing the key components. 
The boiler and condenser are of shell and tube design with hot and cold water flowing through the tubes in 
order to add and remove heat from the system. The tubes in the boiler are concentrated in the lower third 
as shown in Figure 17(b) to maintain consistent heat transfer area as the working fluid level drops due to 
evaporation of the working fluid during the delivery stroke. 
  
(a) (b) 
Figure 17 Design 1 (a) overview (b) section cut-out. 
2.2.1.1 Material considerations 
It was found that due to the variations in thermal expansion for different materials, the material used for 
both the piston and cylinder should be the same in order to prevent seizing. Additionally, the tight tolerances 
required between piston and cylinder in order to create a vapour tight seal demanded a highly dimensionally 
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stable material. The material used for these components also needed to be chemically compatible with both 
isopentane and saline water as well as resistant to temperatures up to 100°C.  
For the boiler and condenser, the key considerations were the thermal conductivity, chemical and thermal 
compatibility. 
Based on these considerations steel was used for both the piston and cylinder, while the boiler and 
condenser were constructed from copper. 
2.2.1.2 Operation 
The intended method of operation was based on the system schematic proposed by Date and Akbarzadeh 
[113] and is as follows:  
1. The condenser is isolated using valves B and C during the delivery stroke.  
2. The vapour line is then closed using valve A, and valve B is opened in order to start the suction 
stroke.  
3. Valve C is opened so as to return the condensed working fluid after several strokes have been 
completed. The liquid return pump used in [113] is in this case replaced by a combination of a 
gravity feed return line and additional latent heating to bring the condensed working fluid from the 
suction pressure back to the delivery pressure.  
Using this method however, working fluid pressure would not increase and would not expand into the 
cylinder during the delivery stroke. In order to achieve stable operation, all three valves needed to be open 
during the delivery stroke, creating a clear vertical path between the boiler and the cylinder. A similar effect 
was achieved by placing the boiler vapour line directly under the cylinder, however this resulted in the 
suction stroke failing in a similar way.  
Therefore, the pump was operated by opening all valves during the delivery stroke, then closing valves A 
and C to start the suction stroke. The downside of this approach was that the condenser was exposed to the 
working fluid vapour during both delivery and suction strokes which resulted in a significant amount of 
energy being used in the associated thermal cycling.  
There was insufficient data to draw any firm conclusions as to the cause of this behaviour, however it is 
assumed that it is related to the fact that the cycle operates entirely within the saturated mixture region, 
which intern means that any heat loss results in condensation. If the rate of heat input is greater than the net 
heat loss, the rate of vapour generation will be greater than the condensation and either the pressure and 
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temperature, of the volume will increase. However, if there is no path for this condensation to return to the 
boiler, it interferes with cycle, causing it to ‘stall’. 
2.2.2 Design II: Piston-cylinder pump with integrated heat exchangers 
The second prototype was developed based on the configuration shown in Figure 3(c), incorporating the 
heat exchangers into the base of the cylinder. The expected differences when compared with the system 
described in section 2.2.1 were as follows: 
1. Reduced heat transfer area resulting in reduced heat transfer rates but also in reduced thermal inertia 
associated with the heat exchangers. 
2. Reduced heat loss due to fewer exposed surfaces. 
3. Smaller overall footprint and more robust construction. 
4. Potentially lower efficiency depending on working fluid charge and operating pressure as discussed 
in section 2.1.3 
An overview of the design is given in Figure 18 while a detailed cross section of the system is shown in 
Figure 19.  
 
Figure 18 Design II: Piston-cylinder pump with integrated heat exchangers. 
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Figure 19 Cross-section of Design II. 
The system is comprised of a simple piston-cylinder combination with a heat exchanger (combined boiler 
and condenser) integrated into the base as shown in Figure 19. Check valves (component d) are used to 
control the direction of flow. Pressure and temperature are recorded on both the working fluid and delivery 
fluid sides of the piston (components e and f). A pressure relief valve (component g) is included to prevent 
excess pressure build-up within the system (i.e. a safety device). 
The heat exchanger (Figure 19, component c) is integrated into the base of the cylinder and consists of a 
flat plate condenser above a flat plate boiler. A cross-section of the heat exchanger, showing the operation 
of the boiler and condenser, is shown in Figure 20(a) along with an isometric overview of the heat 
exchanger module (Figure 20(b)). 
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(a) (b) 
Figure 20 Design II: (a) Cross-section of integrated heat exchanger (cross-sections through two different planes are provided to 
show inlet & outlet ports for both the boiler and condenser) (b) isometric view of heat exchanger. 
2.2.2.1 Material considerations 
For the most part, the material considerations were the same as for Design I with a few additions. As will 
be discussed further in Chapter 3, it was found that heat loss from the working fluid to the delivery fluid 
was a significant source of inefficiency in Design I. Therefore, in addition to the existing considerations for 
the choice of material used for the piston and cylinder, limiting the thermal conductivity of the piston was 
also considered a priority.  
As such, an insulated piston was designed (shown in Figure 18), consisting of a stainless steel shell to 
prevent seizing with the stainless steel cylinder, combined with a sealed polyurethane foam core to reduce 
the thermal conductivity. Polyurethane foam was used due to its high temperature resistance [117] and 
compatibility with isopentane [118].  
The base of the pump (heat exchanger housing) was made from PTFE in order to insulate the heat 
exchanger from the cylinder (i.e. limit losses via conduction from the heat exchanger to the cylinder). PTFE 
was chosen in this case because of its excellent chemical and thermal resistance [119].  
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2.2.2.2 Charging and operation 
The system is filled with working fluid via the charge valve (Figure 19, component h) by first drawing a 
vacuum on the working fluid side of the piston (using a vacuum pump) then immersing a short length of 
hose in a beaker of working fluid in such a way that there is no air in the hose. Working fluid is then allowed 
to flow into the system and the valve closed ensuring that any possibility of air entering the system is 
minimised.  
The cycling of the pump is controlled simply by alternately supplying hot or cold water to either the boiler 
or condenser respectively.  
2.2.3 Design III: Diaphragm pump with integrated heat exchanger 
A diaphragm based moving boundary presents a number of possible advantages over a piston-cylinder 
arrangement including:  
1. Reduced friction.  
2. No required lubrication of moving boundary. 
3. Reduced tolerance requirements.  
4. No chance of seizing.   
For the third design, an integrated heat exchanger that doubles as both boiler and condenser was once 
again used. A schematic of the diaphragm based thermal pump is given in Figure 21. The diaphragm is 
made from several formed sheets of nylon-polyurethane laminate either side of a layer of foam (to reduce 
heat loss) and is shaped to fit the upper dome as shown in Figure 21(b). 
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(a) (b) 
Figure 21 Schematic Design III (a) overview (b) cross-section. 
2.2.3.1 Material considerations 
The primary factors driving the selection of materials for Design III were the relevant chemical and 
thermal compatibilities (similar to Designs I-II) as well as the availability of, and ability to manufacture the 
proposed design in a given material. For example, the heat exchanger was constructed from aluminium 
rather than copper due to the greater availability of large stock required for machining the proposed design.   
The upper body of the pump is spin-formed from copper sheet with steel flanges to re-enforce the rim. 
The nylon sheets used to construct the diaphragm were chosen due to their compatibility with the working 
fluid and their ability to be thermoformed to fit the upper dome. They were laminated together using 
polyurethane in order to provide further chemical resistance [118]. 
2.2.3.2 Charging and operation 
Charging of the system is performed in a similar manner to Design II. The cycle is also controlled similarly 
to Design II, in that heat transfer fluid from either a heat source or sink is pumped through the heat 
exchanger in order to evaporate or condense the working fluid respectively. 
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Chapter 3 
Experimental results and discussion 
This chapter describes the experimental setup and methods used to investigate each of the three designs 
described in Chapter 2 (section 2.2). The performance of each of the systems is investigated during 
standalone operation as well as when coupled with a reverse osmosis membrane for brackish water 
desalination.  
3.1 Experimental setup and methods 
The following describes the experimental setup and methods used to test the three designs outlined in 
Chapter 2 The experimental setup for Design I was slightly different to that used for Designs II and III due 
to the difference in operation and control of the respective heat exchanger designs. 
3.1.1 Experimental setup for Design I 
 
Figure 22 Schematic of initial experimental setup. 
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A schematic of the experimental setup used to test Design I is shown in Figure 22. Water temperatures 
were recorded at the inlet and outlet of the boiler and condenser using T-type thermocouples in order to 
determine the heat transfer into and out of the system. The working fluid temperature was also recorded at 
the boiler outlet and condenser inlet, as well as the cylinder inlet. The TPP system was used to pump water 
from and to a single reservoir during operation and an additional temperature measurement of this reservoir 
was recorded in order to estimate the heat carried out of the system by the delivery fluid. Temperature data 
was recorded on a data logger, however pressures and volumes were observed and noted manually. For the 
delivery and suction volumes, the swept volume of the cylinder was measured. The flow rates through the 
heat exchangers were measured ahead of time and the recorded values used for calculations. The average 
pressures were noted on analogue gauges during operation and compared to pressures calculated from the 
working fluid temperature at the cylinder inlet.  
Suction pressure was set at a fixed height by the location of the feedwater reservoir while delivery pressure 
was regulated manually through the use of a throttling valve. The throttling valve was held closed for the 
start of the delivery stroke until a given pressure was reached, at which point it was adjusted in order to 
maintain that pressure. An electric urn supplied the thermal energy and the inbuilt thermostat was used to 
maintain a relatively constant temperature. An ice water reservoir was used to achieve a consistent and 
constant heat sink temperature. A summary of the instrumentation used is given in Table 2 including the 
TDS tester used for the desalination experiment. 
Table 2 Summary of experimental equipment: Initial setup. 
 Model Range Accuracy 
Data logger Yokogawa MV200   
Delivery/working fluid pressure gauges Robinair 11794 analogue pressure gauge 0-8 bar absolute ±0.05bar 
Temperature measurements T-type thermocouples -200-200°C ±0.5°C 
TDS tester EC 1385 TDS meter 10-19,990ppm ±2% F.S. 
3.1.1.1 Setup and method for desalination experiments – Design I 
A schematic of the experimental setup showing the alterations made for the addition of the RO membrane 
is shown in Figure 23, while an overview of the actual system is shown in Figure 24. The operation of the 
pump was the same as described in section 3.1.1 however, as can be seen in Figure 23, the throttling valve 
was relocated to the brine outlet of the RO membrane. The valve was manually adjusted to maintain a 
constant pressure that would result in similar flow rates through the product and brine lines. The saline 
feedwater was an artificial mixture created by dissolving sodium chloride (NaCl) into tap water until the 
desired TDS (~1,200ppm) was obtained. The brine and product were collected in graduated vessels and 
their volumes and TDS recorded at the end of each stroke. 
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Figure 23 Schematic of initial experimental setup: With RO membrane. 
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Figure 24 Initial experimental setup: With RO membrane. 
3.1.2 Experimental setup for Designs II and III 
The experiments for designs II and III were conducted on the experimental setup described below. A 
schematic of the revised experimental setup used is shown in Figure 25 with the actual setup (with Design 
II installed) shown in Figure 26. A summary of the sensor equipment used is given in Table 3 (The TDS 
tester used for measuring water salinity during desalination tests is also listed). It can be seen that 
schematically, the setup is very similar to that shown in Figure 22 and 23, however there are a few key 
differences. The analogue pressure gauges are replaced with digital pressure transduces and flow meters 
are installed at the heat exchanger inlets as well as the pump inlet and outlet. All the data required for 
calculating the energy input and work output is then recorded on the same data logger. Additionally, the 
applied backpressure (delivery pressure) is controlled with an adjustable, spring-based pressure regulator 
as shown in Figure 26 component g). 
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Figure 25 Schematic of revised experimental setup. 
As with the initial setup, an electric urn (hot reservoir) is used to supply heat at a constant temperature to 
the boiler during the delivery stroke, while heat is rejected to a cold reservoir during the suction stroke. 
Similarly, the temperature of the hot reservoir is again controlled by the inbuilt thermostat of the urn 
however the temperature of the cold reservoir is instead maintained by a small chiller (Figure 26 d)). The 
volume of the cold reservoir is also increased to help maintain a more consistent sink temperature. Both 
reservoirs are installed under the test bench to prevent any impact, specifically from the urn, on the ambient 
conditions surrounding the pump. 
The pressure and temperature on either side of the piston is measured using T-type thermocouple probes 
and Gems 3500 series pressure transducers. The T-type thermocouples at the inlet and outlet of the boiler 
and condenser used during initial tests were replaced with higher accuracy RTDs for the later tests.This 
was done as a result of the low temperature difference observed across the heat exchanger (<1°C) which 
resulted in relatively high uncertainty in the measured value when using T-type thermocouples in 
comparison to the RTDs. As shown in Figure 25 the surface temperature of the cylinder is also measured 
and recorded at three locations along the length of the stroke with T-type thermocouples, so that the heat 
transferred to the cylinder can be estimated. The flow rate of the delivery fluid during suction and delivery 
strokes is measured using ultrasonic flow meters with an accuracy of ±5% of reading for flow rates between 
0.1-0.4L/min and ±3% of reading for flow rates between 0.4-8L/min. The flow rates of the heat transfer 
fluid flowing through the boiler and condenser are measured using Grundfos vortex flow sensors with an 
accuracy of ±1.5% of the measured value for flow rates in the range of 1.3-20L/min with fluid temperatures 
from 0-100°C.   
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Figure 26 Revised experimental setup with Design II installed. 
The operation of the pump was monitored via the pressure and flow rate readings displayed on the data 
logger and controlled by switching the power to the heat exchanger circulation pumps as described below: 
1. Cold water is initially circulated to ensure that the cylinder is primed with delivery fluid and the 
piston is sitting on the bottom end stop.  
2. The boiler circulation pump is then turned on and the flow rate in the delivery line monitored and 
recorded. The delivery fluid starts to flow once its pressure reaches the pre-set back pressure.  
3. As soon as the piston reaches the top end stop, the delivery flow rate drops back to zero and power 
is switched from the boiler circulation pump to the condenser circulation pump.  
4. A similar procedure is then followed for the suction stroke, observing the flow rate in the suction 
line, and the power once again switched when the piston reaches the bottom end stop, thus 
completing a cycle. 
This process was controlled by an electronic control unit (shown in Figure 28 g)). 
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Table 3 Summary of experimental equipment: Revised setup. 
 Model Range Accuracy 
Data logger Yokogawa MV200   
Delivery fluid flow meters 
Cynergy3 UF08B ultrasonic 
flow meters  
0.1-0.4 L/min 
0.4-8 L/min. 
±5% 
±3% 
Heat exchanger flow meters 
Grundfos vortex flow 
sensors 
1.3-20 L/min 
(fluid temp 0-100°C) 
±1.5% 
Delivery/working fluid pressure transducers 
Gems 3500 series pressure 
transducers 
0-10 bar absolute ±0.25% 
DF/WF temperature probes T-type thermocouples -200-200°C ±0.5°C 
HE inlet/outlet temperature probes1 Pt100 RTD -20-100°C ±(0.15+0.002*|t|)°C 
TDS tester Primo TDS tester 1-1999ppm ±2% F.S. 
1 The tests for Design II were conducted with T-Type thermocouples at the heat exchanger inlet and outlet. These were then replaced with the 
RTDs for the tests on Design III. 
 
3.1.2.1 Setup and method for desalination experiments – Designs II and III 
Figure 27 and Figure 28 show the experimental setup used during the desalination experiments. The 
adjustable pressure regulator is relocated to the brine outlet of the RO membrane and used to set the 
backpressure acting on the RO unit. This in turn determines the flow rate through the membrane and the 
recovery ratio for a given feedwater salinity. As with the initial experimental setup, the saline feedwater is 
an artificial mixture of NaCl dissolved in tap water. The salinity was measured before, after and during 
each test using a Primo TDS tester to ensure it remained at a consistent salt concentration of approximately 
1,200ppm. The product water and rejected brine were collected in separate reservoirs and their final 
volumes and salinities recorded at the end of each test. 
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Figure 27 Schematic of revised experimental setup with RO membrane based on Design II. 
 
 
Figure 28 Revised experimental setup with RO: (a) Overview of experimental setup, (b) close up of TPP. 
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3.2 Experimental results 
The experimental results and analysis for Designs I-III are discussed in the following sections. The general 
performance parameters - work output, energy input, efficiency etc - were obtained from the measured data 
using the relevant theory outlined in Chapter 2 as well as equations (26-32) as follows: 
The overall efficiencies were calculated using equation (13) with ∑Wout and ∑Qin defined as follows: 
∑𝑊𝑜𝑢𝑡 = ∑𝑊𝐷 + ∑𝑊𝑆  ...(26) 
The work done during each sample interval was calculated as shown in equations (27-28) and then 
summed for the period of the delivery and suction strokes to give WD and WS respectively. The delivery 
and suction work for each stroke were then summed over the whole test period to give the total delivery 
and suction work outputs, ∑WD and ∑WS. The subscripts DF.D and DF.S refer to the delivery fluid during 
the delivery and suction strokes respectively. 
W𝐷 = (𝑃𝐷𝐹.𝐷 − 𝑃𝑎𝑡𝑚) × ?̇?𝐷𝐹.𝐷 × 𝑡𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  ...(27) 
W𝑆 = (𝑃𝑎𝑡𝑚 − 𝑃𝐷𝐹.𝑆) × ?̇?𝐷𝐹.𝑆 × 𝑡𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  ...(28) 
The energy input from the boiler for each sample interval was calculated as shown in equation (29) and 
then summed over the full test period to give ∑Qin. The energy removed by the condenser was calculated 
in a similar manner by substituting the temperature difference between the condenser inlet and outlet in 
place of the boiler inlet and outlet. 
Q𝑖𝑛 = (?̇?𝐻𝐸𝐶𝑝(𝑇𝐵_𝑖𝑛 − 𝑇𝐵_𝑜𝑢𝑡)) × 𝑡𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙   ...(29) 
The Data logger used for each of the experiments saved data for two second intervals, hence tinterval was 
set to 2s throughout the analysis. 
The mechanical efficiency of the pump was calculated using equation (30) Where PDF is the measured 
delivery fluid pressure, PWF is the measured working fluid pressure and V̇DF is the measured delivery fluid 
flow rate which is assumed to be equal to the rate of change of the working fluid volume (V̇WF).  
𝐴𝑐𝑡𝑢𝑎𝑙 𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 𝑤𝑜𝑟𝑘 
𝑊𝑜𝑟𝑘 𝑑𝑜𝑛𝑒 𝑏𝑦 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑓𝑙𝑢𝑖𝑑
= 
𝑃𝐷𝐹?̇?𝐷𝐹
𝑃𝑊𝐹?̇?𝑊𝐹
   ...(30) 
For the desalination tests, the specific energy consumption was calculated using equation (31) 
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𝑆. 𝐸. 𝐶 =
∑𝑄𝑖𝑛
𝑉𝑝𝑟𝑜𝑑𝑢𝑐𝑡
   ...(31) 
The recovery ratio for each test was also determined as per equation (32) 
𝑅𝑅 =
𝑉𝑝𝑟𝑜𝑑𝑢𝑐𝑡
𝑉𝑝𝑟𝑜𝑑𝑢𝑐𝑡+𝑉𝑏𝑟𝑖𝑛𝑒
   ...(32) 
Where Vproduct and Vbrine are the product (fresh water) and brine (reject) volumes respectively. 
3.2.1 Design I 
Design I was tested using the initial setup as discussed in section 3.1.1, hence the work output was 
determined as per equations (26) and (27) however equation (27) was modified to use the average values 
for pressure during the latent heating phase of the delivery and suction strokes, and the total change in 
volume per stroke as follows:  
W = 𝑃𝐷𝐹.𝑎𝑣𝑔 × ∆𝑉𝐷𝐹/𝑠𝑡𝑟𝑜𝑘𝑒 ...(33) 
For the tests without RO, the stroke volume was assumed to be the total swept volume of the cylinder. 
During the tests with RO, the total stroke volume was recorded (as the sum of the product and brine). The 
difference between the recorded and assumed volumes was found to be negligible, therefore validating the 
initial assumption.  
3.2.1.1 Investigation of Design I performance: TPP 
The experimental boundary conditions for Design I, operating without RO, are summarised in Table 4. 
There is a significant difference between the source temperature and the working fluid temperature during 
the delivery stroke (measured at both the boiler exit and cylinder inlet). This indicates potential for higher 
delivery pressures. However, beyond the delivery pressures shown in Table 4, the observed flow rates were 
significantly reduced. This can be seen when comparing the performance with and without RO as the 
pressure required for desalination was higher. This reduced the volume delivered over the course of an hour 
from approximately 20L down to 5.5L.  
Table 4 Measured experimental boundary conditions for Design I: TPP. 
Test PD PS Tsource Tsink TWF (delivery) Tboiler (WF) ΔTboiler (avg) Run time 
 kPa.abs kPa.abs °C °C °C °C °C min 
1 179.5 91.5 70.1 12.8 45.5 47.3 1.6 60:00 
2 178.9 91.5 68.9 10.6 45.4 47.4 1.0 60:00 
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Figure 29 Heat transfer distribution for Design I: Averaged values from first two tests.  
* Energy loss is made up of the heat transferred to atmosphere, removed by delivery fluid, and stored in the system, as well as the 
mechanical losses. 
The heat transfer, work output and efficiency are shown in Figure 29. The values shown are averaged 
values from the two tests summarised in Table 4. The average total volume delivered over the 60min test 
periods was 21L.  
It can be seen that thermal cycling of the system (heat removed by the condenser beyond what is needed 
to condense the working fluid) is a major cause of the inefficiency observed in Figure 29. It is likely that a 
large part of this thermal cycling is due to the method of operation (exposure of the condenser to the working 
fluid vapour during the delivery stroke) and hence if the system were re-designed to operate reliably with 
the boiler and condenser isolated as originally intended this could be reduced. 
There is also a significant amount of additional energy loss via other avenues (379.2kJ), for example heat 
transferred to the delivery fluid, to the atmosphere via the boundaries of the pump, and as frictional losses 
between the piston and cylinder. 
3.2.1.2 Investigation of Design I performance: TPP-RO 
The results of the desalination tests for Design I are summarised in Table 5. The increased delivery 
pressure required for desalination resulted in significantly slower delivery flow rates (only three strokes 
were completed over the 115min run time) and correspondingly reduced work output. The total heat input 
was also increased which resulted in the overall efficiency of the system being significantly reduced 
compared to the lower pressure tests without the RO membrane. 
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Table 5 Experimental results for Design I: TPP-RO. Feedwater salinity 1220ppm. 
PD Qin Wout ηo Vproduct Run time S.E.C Recovery ratio 
kPa.abs MJ kJ % m3 min MJ/m3 % 
250 1.36 ±12% 0.86 ±4% 0.10 ±12% 0.0021 ±0.5% 114:36 643 ±12% 36 
 
It is likely that at slightly lower feedwater salinities, the specific energy consumption would be noticeably 
lower due to the reduced pressure required. 
3.2.2 Design II 
Design II was significantly more reliable in its operation than Design I and was able to achieve higher 
delivery pressures and more consistent efficiencies. The used of the revised experimental setup also allowed 
for more consistent and reliable data collection which is reflected in the breadth of the analysis presented 
for both Designs II and III in the following sections. 
3.2.2.1 Investigation of Design II performance: TPP 
For the experiments described in this section, the hot water reservoir was maintained at a constant 
temperature of approximately 80°C. The back pressure was varied between approximately 50kPa.g and 
200kPa.g. The experimental boundary conditions are summarised in Table 6 and the corresponding results 
along with relative uncertainties are given in Table 7. 
Table 6 Measured experimental boundary conditions for Design II: TPP. 
Test PD PS Tsource Tsink TWF (delivery)1 Tamb Run time 
 kPa.abs kPa.abs °C °C °C °C min 
1 305.05 87.12 78.8 13.7 65.0 19.7 60:20 
2 301.36 82.39 77.6 8.7 64.9 18.3 62:40 
3 303.02 83.73 78.9 10.5 65.3 17.8 60:44 
4 215.74 84.96 77.0 13.5 53.3 20.6 62:32 
5 249.73 84.66 77.2 10.6 58.8 20.0 58:24 
6 156.49 84.60 78.0 10.8 43.4 16.6 60:20 
1The working fluid temperature is a ‘derived’ boundary condition as it is a result of the applied back pressure and the source temperature 
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Table 7 Experimental results for Design II: TPP. 
PD Qin Wout Qcond. Qloss1 ηo ηMechanical 
kPa.abs kJ kJ kJ kJ % % 
305.05 1037.9 ±3.4% 4.60 ±0.9% 489.3 ±7.9% 543.6 0.44 ±3.6% 91.4 ±1.3% 
301.36 1078.3 ±5.8% 4.17 ±0.9% 378.7 ±5.3% 695.0 0.39 ±5.9% 90.8 ±1.3% 
303.02 1133.0 ±4.9% 4.18 ±0.9% 398.5 ±5.8% 729.9 0.37 ±5.0% 90.4 ±1.3% 
215.74 1075.7 ±2.6% 4.52 ±0.9% 435.9 ±10.4% 634.4 0.42 ±2.7% 84.1 ±1.3% 
249.73 1002.0 ±4.1% 4.41 ±0.9% 540.4 ±6.7% 456.3 0.44 ±4.2% 84.0 ±1.3% 
156.49 862.4 ±2.6% 3.45 ±0.8% 742.8 ±7.5% 114.8 0.40 ±2.7% 72.1 ±1.2% 
1 Qloss includes mechanical losses (friction), heat loss to atmosphere and heat removed by delivery fluid 
 
As with the heat source and sink, the working fluid charge was kept constant throughout the tests. Unlike 
the theoretical analysis outlined in section 2.1.3, there is no distinct trend in overall efficiency at different 
delivery pressures. Part of this discrepancy is due to the other inefficiencies of the system (thermal mass, 
heat loss to delivery fluid etc.) outweighing the effect of the excess mass of working fluid. Another factor 
is the assumption made for the theoretical analysis that the working fluid temperature is the same as the 
heat source (or sink) temperature. Additionally, the time over which the cycle takes place was not 
considered. In the practical case of Design II, the back pressure, and hence the maximum temperature of 
the working fluid was varied, while the source temperature was kept constant. The result of this difference 
was that the rate of heat transfer into the system increased as the back pressure was decreased (due to the 
greater temperature difference between the heat source and the working fluid). Consequently, the volume 
flow rate during the delivery stroke increased in proportion to the increased heat transfer rate as the delivery 
head was decreased. This can be seen in Figure 30 which shows the delivery flow rate vs delivery pressure.  
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Figure 30 Experimental results for Design II: Pump head vs flow rate (operating between 80°C and 12°C). 
The effect this has on the efficiency can be seen when considering that the work output over a given period 
of time is given by W = (|PDF – Patm|*ΔVDF). It can be seen therefore that the trade-off between delivery 
pressure and volume delivered over the test period is such that the effect on the total work output is minimal. 
It should be noted however that the overall flow rate (total volume delivered ÷ total running time), doesn’t 
follow the same linear trend as the delivery stroke flow rate due to the fact that the heat sink was maintained 
at a relatively consistent temperature throughout all the tests. Thus, the suction stroke time did not vary 
significantly meaning that the faster the delivery stroke becomes, the higher the number of strokes in a 
given time and the greater the bottleneck created by the suction stroke on the overall flow rate.  
Following this line of reasoning further would suggest that as the back pressure (delivery pressure) is 
increased such that the maximum working fluid temperature approaches the temperature of the heat source, 
the flow rate of the delivery fluid during the delivery stroke would approach zero. The same would also be 
true with respect to the suction stroke flow rate and the sink temperature/minimum working fluid 
temperature. It could therefore be suggested that the maximum operating pressure indicated by the theory 
should be adjusted such that the desired flow rate can be achieved. As the exact relationship between 
pressure and flow rate is dependent on system design, further work would need to be completed in order to 
develop a means of determining these parameters for a given set of operating conditions. 
 
59 
 
 
The distribution of energy transfer for the high and low pressure tests is shown in Figure 31 and 32 
respectively. Once again there seems to be a trade off in the amount of energy transferred between different 
parts of the system depending on the operating conditions (high pressure-low flow rate or low pressure-
high flow rate). The amount of energy lost to friction as well as the amount of energy removed via the 
condenser is higher for the low-pressure case due to the higher number of strokes performed in a given 
period of time. In contrast, the lower working fluid temperatures during the low-pressure case decrease the 
amount of energy lost to the atmosphere and the delivery fluid via the system boundaries. 
 
Figure 31 Energy transfer distribution for Design II: TPP (301kPa.abs) 
* Energy loss is made up of the heat transferred to atmosphere, removed by delivery fluid, and stored in the system. 
 
Figure 32 Heat transfer distribution for Design II: TPP (157kPa.abs) 
* Energy loss is made up of the heat transferred to atmosphere, removed by delivery fluid, and stored in the system. 
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Table 8 Thermal mass of major components contributing to thermal cycling of Design II [114]. 
 Material Mass, kg Specific heat capacity, kJ/kg.°C Thermal mass, kJ/ °C 
Heat exchanger Copper 0.55 0.385 0.21 
Heat exchanger fluid Water 0.09 4.179 0.36 
Heat exchanger housing PTFE 0.52 0.970 0.50 
Base plate Steel 1.03 0.434 0.45 
Cylinder Stainless steel 3.71 0.468 1.74 
Piston Composite 1.24 0.591 0.73 
Fittings Brass 1.24 0.375 0.47 
   Total: 4.45 
 
The amount of heat removed via the condenser gives an indication of the amount of thermal cycling of 
the system components. One of the factors affecting the amount of heat that can be added and removed 
from the system is the heat capacity of each of the components in contact with the either the working fluid 
or the heat transfer fluid. These components and their associated thermal mass are summarised in Table 8. 
Figure 33 and 34 show the delivery pressure vs time for both high and low pressures tests respectively. It 
can be seen in that the system warm up effect is more pronounced for the higher-pressure case. However, 
rate of pressure change from -10kPa to 110kPa is similar in both cases. There are two major factors that 
give rise to this behaviour; the fact that the working fluid reaches a higher temperature (65°C compared to 
44°C) at higher back pressures, and the fact that the heat source temperature was kept constant regardless 
of applied back pressure. The rate of change in pressure of the working fluid is a function of the net rate of 
heat transferred to it. This is given by the difference between the heat transferred from the boiler to the 
working fluid, and the heat transferred from the working fluid to the other components of the system which 
are in direct contact with it. These components include the piston, cylinder and heat exchanger housing, as 
well as the condenser (which is approximately half the overall heat exchanger mass). From Table 8 it can 
be seen that the thermal mass of these components is approximately 3.07kJ/°C. 
The charging method used for Designs II and III results in some uncertainty regarding the exact mass of 
working fluid in the system. However, for the approximately 0.02kg based on the observed charge volume, 
the thermal mass of the working fluid in the system is 0.05kJ/°C [114]. Therefore, for a given amount of 
heat transferred, the temperature of the working fluid will change two orders of magnitude more in 
comparison to the surrounding components. This results in a greater temperature difference being 
developed between the working fluid and the other components of the system as the working fluid pressure 
increases, which in turn increases the rate of heat transfer out of the working fluid [120]. 
Additionally, as the temperature of the working fluid approaches the heat source temperature (which it 
does at higher pressures), the rate of heat transfer from the boiler to the working fluid is also reduced.  These 
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two effects have a compound impact on the net rate of heat transferred to the working fluid, resulting in the 
constantly decreasing gradient of the delivery fluid pressure during the warm up stroke shown in Figure 33. 
A sufficient amount of heat remains stored in the system after the first suction stroke to reduce the rate of 
heat transferred from the working fluid to the system, thereby reducing the time taken to reach the set 
delivery pressure and shortening the overall stroke time of successive strokes. 
 
Figure 33 Experimental results for Design II: Delivery pressure and swept volume vs time for back pressure of 200kPa.g 
1pressure fluctuations caused by interaction between piston-cylinder friction and pressure regulator. 
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Figure 34 Experimental results for Design II: Delivery pressure vs time for back pressure of 115kPa.g. 
The experimental P-V diagram for the high-pressure case is shown in Figure 35. There is very good 
agreement between the theoretical P-V diagram (Figure 11) and the experimental results, however it is clear 
from Figures (33-35) that the pressure during the expansion and condensation processes is not perfectly 
constant. Part of this is due to the fluctuations at the start of the delivery stroke which can be seen in Figure 
33 and 34. These fluctuations are significantly more pronounced at the lower back pressure. Additionally, 
it can be seen that the smaller variations during the suction stroke are much more consistent in both shape 
and magnitude than those during the delivery stroke. It is suggested that there are two major factors 
contributing to these fluctuations. The first being the pressure regulator used on the delivery line which was 
being operated at close to the lowest set pressure. This results in a relatively low resistance to flow which 
can cause a reduction in the stability of the pressure regulator [121]. This is supported by the fact that the 
magnitude of these oscillations is more pronounced during the lower back pressure tests. Additionally, the 
volume of the system is relatively small, which means that the small change in volume created by the 
pressure regulator opening, reduces the pressure in the system and causes the regulator to close again. This 
effect is again more pronounced for the low back pressure test due to the higher flow rates.  
The other potential contributing factor is the combination of high static friction (compared to the dynamic 
friction) between the piston and cylinder, and a slightly inconsistent surface finish along the length of the 
cylinder. If the static friction is significantly higher than the dynamic friction, there will be a decrease in 
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the pressure drop across the piston as it starts to move [120], which only occurs when the pressure regulator 
opens. This brings the delivery fluid pressure closer to the working fluid pressure, increasing the flow rate 
through the pressure regulator, which in turn lowers the working fluid (and hence delivery fluid) pressure 
due to the change in volume as discussed above. This potentially causes the pressure regulator to close 
again which then further decreases the delivery fluid pressure as the friction coefficient increases. A similar 
effect would also occur as the piston passes a tight spot (temporary increase in friction) due to 
inconsistencies in the cylinder diameter.  
It is suggested that it is these inconsistencies in the cylinder that create the smaller fluctuations during the 
suction stroke (which has no pressure regulator). Additionally, it can be seen in the results for Design III 
(section 3.2.3), that when a diaphragm (which has very low friction, and no difference between static and 
dynamic friction coefficients) is used in place of the piston-cylinder, there are no distinct spikes in pressure 
during either delivery or suction stroke despite using the same pressure regulator on the delivery line. This 
suggests that the pressure regulator is amplifying the fluctuations caused by the variation in friction between 
the piston and cylinder in proportion to volume flow rate. 
 
Figure 35 Experimental P-V diagram for Design II: TPP, Test 2. 
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3.2.2.2 Investigation of Design II performance: TPP-RO 
A summary of the experimental boundary conditions for the desalination tests using Design II is given in 
Table 9. The corresponding results (with relative uncertainties where applicable) are given in Table 10.  
The average total volume of 5.5L delivered to the RO membrane over the hour test period is 30% less than 
the delivery volume of the pump without RO at a similar pressure (Figure 31). Given that the temperature 
difference between the heat source and the working fluid during the delivery stroke is not sufficiently small 
to cause this effect, this would suggest that the desalination component of the system (the RO membrane) 
is creating a bottleneck in the flow rate and hence could be optimised in order to increase the performance 
both in specific energy consumption and fresh water production rate. In comparison to the approximately 
70% reduction in work output, the overall efficiency is only reduced by approximately 50%. This is due to 
the fact that the majority of the stroke time is spent at the maximum working fluid temperature which, once 
the system reaches equilibrium, minimises the amount of heat transfer from the working fluid to the various 
system components. The thermal cycling therefore becomes the major cause of the inefficiency. This can 
be seen when comparing Figure 36 and 31 which show the heat transfer to sink (an indication of the thermal 
cycling of the system) being a greater component of the total heat input for the desalination tests compared 
to the standalone operation for a similar pressure.  
 
Table 9 Summary of experimental boundary conditions for Design II: TPP-RO. 
 PD PS Tsource Tsink 
TWF 
(delivery) 
Feed water salinity Product water salinity 
Run 
time 
 kPa.abs kPa.abs °C °C °C ppm ppm min 
Test 1 297.3 85.8 85 11 65.1 1190 111 74:08 
Test 2 306.8 87.1 87 13 66.2 1163 115 66:30 
Test 3 317.3 87.3 87 13 67.4 1199 107 55:30 
         
Average 307.1 86.7 86 12 66.2 1184 111 65:23 
 
Table 10 Experimental results for Design II: TPP-RO. 
 Qin Wout ηo Vproduct Vfeedwater 
Production 
rate 
S.E.C 
Recovery 
ratio 
 kJ kJ  L L L/hr MJ/m3  
Test 1 715.1 ±8.9% 1.38 ±0.4% 0.19% ±8.9% 1.48 ±0.7% 6.57 ±0.7% 1.20 483 ±8.9% 23% 
Test 2 553.9 ±2.1% 1.22 ±0.4% 0.22% ±2.1% 1.50 ±0.7% 5.60 ±0.7% 1.34 369 ±2.2% 27% 
Test 3 526.6 ±1.8% 0.99 ±0.5% 0.19% ±1.9% 1.30 ±0.8% 4.33 ±0.7% 1.39 405 ±2.0% 30% 
               
Average 598.5 ±4.3% 1.20 ±0.4% 0.20% ±4.3% 1.43 ±0.7% 5.50 ±0.7% 1.31 419 ±4.4% 26% 
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The experimental P-V diagram for Design II operating with RO is shown in Figure 37. It can be seen that 
compared to the tests without RO, the experimental P-V with RO shows even better agreement with the 
theoretical P-V diagram shown in Figure 11. This is due to the lower delivery flow rates creating less 
oscillation in the pressure regulator. 
 
Figure 36 Heat transfer distribution for Design II: TPP-RO. 
* Energy loss is made up of the heat transferred to atmosphere, removed by delivery fluid, and stored in the system. 
 
Figure 37 Experimental P-V diagram for Design II: TPP-RO (back pressure 306.8kPa.abs). 
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3.2.3 Design III 
As discussed in section 2.2.3, Design III utilises a diaphragm as the moving boundary rather than a piston-
cylinder combination and, similarly to Design II, uses and integrated heat exchanger. The experimental 
results for this design are presented and discussed here. 
3.2.3.1 Investigation of design performance: TPP 
The boundary conditions for the experiments looking at the performance as a standalone pump are 
summarised in Table 11. Similar to the tests conducted on Design II, the back pressure was varied between 
approximately 180kPa.abs and 270kPa.abs. It can be seen that the maximum pressure at which reliable 
operation could be obtained was approximately 12.5% lower than for Design II which reached delivery 
pressures of ~300kPa.abs. This is likely a result of the insulated layer of the diaphragm being compressed 
as the pressure is increased, which, when combined with the greater temperature difference between the 
working fluid and delivery fluid, increases the rate at which heat is transferred out of the system [120].  
The experimental results are summarised in Table 12. As noted in Table 11, the lower pressure tests were 
conducted using T-type thermocouples at the heat exchanger inlets and outlets similarly to the tests for 
Design II. These were replaced by Pt100 RTD temperature sensors (see Table 3) in an effort to improve the 
accuracy of temperature measurements and reduce some of the noise observed when using T-type 
thermocouples. It can be seen in Table 12 that the effect on uncertainty in the heat input was minimal 
however the uncertainty associated with the heat removed by the condenser was marginally improved. 
Table 11 Measured experimental boundary conditions for Design III: TPP. 
PD PS Tsource Tsink TWF (delivery) Tamb Run time 
kPa.abs kPa.abs °C °C °C °C min 
268.2 84.6 81 7 60 29 91:36 
264.1 84.9 84 12 59 21 81:28 
263.6 84.1 84 11 59 22 44:40 
183.51 86.7 75 21 47 27 29:34 
177.61 85.7 74 20 46 25 26:30 
179.91 81.8 74 13 46 26 18:34 
1 Tests conducted using T-type thermocouples at heat exchanger inlets and outlets 
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Table 12 Experimental results for Design III: TPP. 
PD Qin Wout Qcond. Qloss* ηo ηMechanical 
kPa.abs kJ kJ kJ kJ   
268.2 922.46 ±3.0% 0.98 ±0.3% 538.01 ±1.4% 383.47 0.11% ±3.0% 98.8% ±0.5% 
264.1 603.37 ±9.0% 0.98 ±0.3% 231.61 ±1.6% 370.78 0.16% ±9.0% 97.8% ±0.4% 
263.6 395.30 ±4.8% 0.63 ±0.4% 230.74 ±1.4% 163.93 0.16% ±4.9% 98.3% ±0.5% 
179.9 411.95 ±3.6% 1.15 ±0.9% 389.64 ±3.6% 21.16 0.28% ±3.7% 97.7% ±1.2% 
 
 
Figure 38 Heat transfer distribution for Design III: Average values for high pressure tests.  
* Energy loss is made up of the heat transferred to atmosphere, removed by delivery fluid, and stored in the system. 
The heat transfer through the system for a back pressure of 264kPa.abs is shown in Figure 38. The heat 
lost through the boundaries of the system and taken up in the thermal cycling of the various components is 
significant and results in low overall efficiencies at higher pressures.  
The variation in delivery fluid pressure over time is shown in Figure 39 and 40 for average back pressures 
of 264kPa.abs and 180kPa.abs respectively. The experimental P-V diagram for Design III is shown in 
Figure 41. 
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Figure 39 Experimental results for Design III: Delivery fluid pressure vs time for average back pressure of 264.1kPa.abs. 
It can be seen in Figures (39-41) that the pressure does not remain constant throughout the delivery stroke 
but rather continues to increase towards the middle of the stroke before gradually decreasing as the stroke 
is completed creating an arched pressure profile rather than a flat profile. It is suggested that this is due to 
the non-constant nature of the relationship between the diaphragm the rest of the system as it moves between 
the limits of the stroke. This relationship results in a change in the rate of heat transfer between the working 
fluid and the rest of the system. For example, the walls of the lower pump body and the condenser surface 
are rapidly exposed as the diaphragm starts to expand, increasing the condensation heat transfer surface 
area, and hence the rate of heat removed from the working fluid. Additionally, the effective area of the 
diaphragm is affected by its position throughout the stroke, increasing as the delivery stroke progresses. 
This increases the rate of heat transfer to the delivery fluid which in turn decreases the pressure of the 
working fluid.  
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Figure 40 Experimental results for Design III: Delivery fluid pressure vs time for average back pressure of 179.9kPa.abs. 
 
 
Figure 41 Experimental P-V diagram for Design III: TPP (back pressure 264.1kPa.abs). 
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3.2.3.2 Investigation of design performance: TPP-RO 
The boundary conditions and experimental results for Design III combined with the RO membrane are 
given in Table 13 and 14 respectively.  
The efficiency and volume flow rates are consistent with the tests for a similar back pressure without the 
RO membrane. The flow rate is also consistent with that of Design II combined with RO, indicating that 
Design III is more closely matched to the characteristics of the membrane, resulting in less of a bottleneck 
in performance caused by the same. 
The specific energy consumption of 251MJ/m3 at a recovery ratio of 42% for the lower pressure test is 
very promising, being at the lower end of the range for MED systems and lower than achieved by MSF 
systems [122], however the maximum delivery pressure achieved of 315kPa.abs and product flow rate 
approximately 2.48L/hr is close to the maximum achievable with the current version of this design. This 
limits the feedwater salinity approximately 1,050ppm. 
Table 13 Experimental boundary conditions for Design III: TPP-RO. 
PD PS Tsource Tsink TWF (delivery) Feed water salinity Product water salinity Run time 
kPa.abs kPa.abs °C °C °C ppm ppm min 
255.6 88.7 83 17 58 1030 95 74:08 
315.0 84.6 86 17 66 1050 89 41:42 
 
Table 14 Experimental results for Design II: TPP-RO. 
PD Qin Wout ηo Vproduct Vfeedwater 
Production 
rate 
S.E.C 
Recovery 
ratio 
kPa.abs kJ kJ  L L L/hr MJ/m3  
255.6 415.24 ±9.2% 0.65 ±0.4% 0.16% ±9.2% 1.66 ±0.6% 3.92 ±0.3% 1.38 251 ±3.9% 42% 
315.0 619.65 ±3.6% 0.82 ±0.4% 0.13% ±3.6% 1.73 ±0.6% 3.55 ±0.3% 2.48 359 ±3.6% 48% 
3.2.4 Comparison of Designs I-III 
The results for Designs I-III are compared in Figures (42-44). Figure 42 shows the maximum delivery 
pressure obtained as well as the efficiency obtained at this pressure. The values for Designs II and III are 
averaged values from their respective high-pressure tests. The highest pressure for Design I and III was 
obtained during the desalination test. This was also true of Design II however the difference was slight and 
the effect of the RO membrane on flow rate and efficiency was significant. Design II was able to achieve 
the highest combination of delivery pressure and efficiency at 303kPa.abs and 0.4%. Both designs I and III 
were able to achieve efficiencies and/or pressures approaching these values, however neither design was 
able to achieve both at the same time. 
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(a) (b) 
Figure 42 Comparison of Designs I-III: (a) Maximum delivery pressure (b) Efficiency at max delivery pressure. 
The specific energy consumption and recovery ratios are compared in Figure 43. The recovery ratios were 
relatively consistent, with Design II being the lowest at 26%. The specific energy consumption of each of 
the designs varied significantly, more so than would be expected from the variation in feedwater salinities. 
The comparison between Designs II and III is the most interesting due to the fact that the trend is reversed 
(Design II outperforms Design III) if the RO membrane is removed from the system. As discussed in section 
3.2.2, the addition of the RO membrane to Design II has a significant impact on the achievable flow rates, 
despite similar operational boundary conditions to those without the RO membrane. This effect was not 
observed for Design III due to the flow rates without the RO membrane already being similar to that 
achievable with the RO membrane installed. This suggests that there was sufficient energy being transferred 
into the system for Design II to achieve significantly higher flow rates, however due to the bottleneck 
imposed by the RO membrane, this energy was being wasted and resulted in higher specific energy 
consumption than was necessary. It is likely therefore, that if either the RO membrane or the rate of heat 
input were to be better matched, the specific energy consumption would be more comparable or better than 
that obtained for Design III. 
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(a) (b) 
Figure 43 Comparison of Designs I-III: (a) Specific energy consumption (b) Recovery ratio 
Feed water salinities of 1223ppm, 1184ppm and 1030ppm for Designs I-III respectively. 
Attempts were made to calculate the heat transferred to the delivery fluid for each of the tests, however 
the temperature measurements taken were not sufficient to accurately determine the change in temperature 
of the entire volume of fluid with time, especially when also considering the changing mass of delivery 
fluid in the system at any given time. For designs II and III (which were tested using the revised 
experimental setup), the temperature of the delivery fluid at the entrance of the pump was recorded which 
allowed the difference between the fluid entering the system and the temperature as it left during the 
delivery stroke. As the pump volume of each design was different, the average temperature rise per stroke 
was divided by the total pump volume in order to draw comparisons between the two designs. This average 
delivery fluid temperature rise per stroke per unit pump volume is summarised in Figure 44 for each of the 
designs and gives an indication of the relative amount of heat transferred to the delivery fluid in each case.  
 
Figure 44 Delivery fluid temperature rise per stroke, normalised per unit stroke volume. 
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For Design II, this temperature rise was the same regardless of delivery pressure. However, there was a 
significant difference between the low and high pressure tests for Design III. It is clear that the effectiveness 
of the insulating layer in the diaphragm is highly dependent on pressure, the result being that the efficiency 
of Design III is greatly reduced at higher pressures due to this increase in heat loss from the system. 
Table 15 shows the performance range of the TPP-RO system obtained from the three experimental 
designs tested. This is compared to data for existing desalination technologies based on RO, as well as those 
using phase change processes such as MSF and MED [122, 123]. It should be noted that the current tests 
were done for low salinity feedwater (1,030-1,223 ppm NaCl) corresponding to what might be found in 
brackish ground-water sources [116, 124, 125]. The performance of phase-change systems such as MSF 
and MED does not change significantly with feedwater salinity [126], hence at low salinities there is an 
advantage in the TPP-RO system with respect to the recovery ratios obtained as well as the simplicity of 
the system and lack of multiple stages. Use of the TPP-RO system at higher salinities will need further 
investigation and would require either the use of alternative working fluids and higher source temperatures, 
or the use of a pressure boosting system such as that shown in Figure 45.  
Table 15 Performance range of TPP-RO systems compared to existing desalination technologies [122, 123]. 
Process / Technology Feed water type Specific energy consumption Main energy type Recovery ratio 
  MJ/m³ (kWh/m³)  % 
MSF Brackish water, Seawater 291-518 (80.8-143.9) Thermal 0.6-6 
MED Brackish water, Seawater 180-698 (50.0-193.9) Thermal 6-38 
Conventional RO Brackish water, Seawater 4.8-68 (1.2-18.9) Electrical 10-51 
ORC - RO Brackish water, Seawater 13-250 (3.6-69) Thermal 10-51 
TPP-RO1 Brackish water 251-643 (69.7-178.6) Thermal 26-42 
1 Ranges given are based on the results obtained from Designs I-III 
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Figure 45 Addition of pressure boosting stage to TPP-RO system for higher salinity desalination (a) single stage TPP (b) 
Pressure boosted TPP. 
The effect of pressure boosting using the method outlined in Figure 45, with all else being equal, results 
in a linear trade-off between feedwater volume flow rate and pressure i.e. doubling the feedwater pressure 
will halve the volume flow rate. Assuming no pressure recovery systems are implemented, this would in 
turn result in the S.E.C being doubled. Therefore, in order to operate at a recovery ratio of 30% with 
feedwater at 4,500ppm compared to 1,200ppm, a delivery pressure of approximately 550kPa.g would be 
required [116]. As the current system based on Design II obtained delivery pressures of approximately 
200kPa.g, assuming that the SEC for Design II could be brought down to that obtained by Design III, this 
would result in a S.E.C of approximately 700MJ/m3. As MED systems are capable of processing feedwater 
as high as 35,000ppm (seawater) and the maximum S.E.C of current MED systems approaches 700MJ/m3, 
it is clear that further improvements to the system would be required to operate competitively at salt 
concentrations higher than 5,000ppm.  
 
In order to further explore the aspects of the current experimental designs that contribute to the low overall 
efficiencies observed compared to the theoretical TPP cycle, a numerical model has been developed based 
on Design II. The development of the model and validation against the experimental results is covered in 
the following chapter (Chapter 4). The model is then used to explore the effect of changing various 
parameters of the design on the predicted performance in Chapter 5. 
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Chapter 4 
Numerical model development 
The development and validation of a numerical model is discussed in the following sections. The model 
was developed in MATLAB Simulink (R2017a) and validated against the experimental results discussed 
in Chapter 3 (section 3.2.2).  
4.1 Modelling approach 
A numerical model of the system described in section 2.2.2 (Experimental design II) was created in order 
to develop and validate a method for simulating the heat transfer and behaviour of similar systems as well 
as provide an opportunity to investigate various means of improving the system design. The modelling 
approach used for each aspect of the design is described in the following sections. The model was designed 
to simulate the dynamic behaviour of the system i.e. stroke length, pressure and temperature response, 
frictional pressure drop etc. This dynamic behaviour is required to investigate the effect of different 
materials and configurations (cylinder aspect ratios, stroke volumes etc). The steady state performance 
parameters obtained from these simulations (specifically thermal efficiency, delivery pressure and flow 
rates) can then be used for further steady state simulations. Temperatures and heat transfer rates throughout 
the system are calculated using an iterative approach as each depends on the other.  
4.1.1 Overview 
The general overview of the method used to construct the Simulink model is outlined in Figure 46. The 
working fluid is considered as a single body consisting of both liquid and vapour and with a uniform 
temperature and pressure. Heat transfer into and out of the working fluid is calculated at each time step and 
the net change in energy used to calculate the relevant change in either pressure or volume. 
The net change in energy is given by equation (34) where the sign of each of the heat transfer pathways 
(e.g. Q̇Boiler) indicates the direction of heat transfer i.e. positive values indicate heat transfer to the working 
fluid while negative values indicate heat removal. The heat transfer pathways from or to the working fluid 
are determined by which components of the system are in contact with the it. As can be seen in Figure 46, 
these components are the boiler, condenser, heat exchanger housing, the cylinder and the lower surface of 
the piston. 
76 
 
 
?̇?𝑁𝐸𝑇_𝑊𝐹 = ?̇?𝐵𝑜𝑖𝑙𝑒𝑟 + ?̇?𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 + ?̇?𝐻𝐸,ℎ𝑜𝑢𝑠𝑖𝑛𝑔 + ?̇?𝐶𝑦𝑙𝑖𝑛𝑑𝑒𝑟 + ?̇?𝑃𝑖𝑠𝑡𝑜𝑛   ...(34) 
The rate of change in working fluid temperature during the constant volume processes is given by: 
𝑑𝑇
𝑑𝑡
= 
?̇?𝑁𝐸𝑇_𝑊𝐹
𝑚𝑊𝐹 𝐶𝑃𝑊𝐹
   ...(35) 
Therefore, the instantaneous working fluid temperature can be obtained by integration as follows. 
𝑇𝑊𝐹 = ∫
𝑑𝑇𝑊𝐹
𝑑𝑡
   ...(36) 
Similarly, the rate of change in volume during constant pressure processes is given by: 
𝑑𝑉
𝑑𝑡
= 
?̇?𝑁𝐸𝑇_𝑊𝐹
ℎ𝑓𝑔 𝜌𝑔
   ...(37) 
And the instantaneous volume is given by: 
𝑉𝑊𝐹 = ∫
𝑑𝑉𝑊𝐹
𝑑𝑡
   ...(38) 
The working fluid pressure (as well as the other required fluid properties) is obtained from lookup tables 
based on the current temperature at a given timestep. 
The limits for temperature/pressure and volume are defined as inputs to the model, based on system 
dimensions and operating conditions, and used to control the switch from constant volume pressure change 
to constant pressure volume change. The method used to achieve this is discussed in greater detail in section 
4.1.8. 
Figure 46 gives an overview of the model, showing how each of the major components from the physical 
pump are represented and broken into elements based on the heat transfer pathways. The dimensions and 
materials for each component shown in Figure 46 are chosen to match those of Design II however they can 
be changed so as to investigate different configurations as long as they are made up of the same basic 
components and layout (this will be explored further in later sections). 
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 (a) (b) 
Figure 46 Simulink model overview (a) System components split into elements based in the points of contact with each other (b) 
heat transfer pathways between each of the elements. 
Rather than applying a uniform mesh to each of the components, each of the elements shown in Figure 
46(a) is considered as a separate, coarse heat transfer element which is further separated into (up to) four 
edge elements and a body element as shown in Figure 47 (the exception to this approach is the cylinder 
which will be discussed further in section 4.1.4). This was done in order to maintain reasonably accurate 
surface temperatures (which are important for boiling and condensation equations) while reducing the 
number of elements within the solid components (for which the exact internal temperature distribution is 
less important). This approach serves to reduce the number of calculations required with each simulation 
timestep while maintaining reasonably accuracy for surface-based heat transfer calculations.  
Each edge element is defined as being 1% of the total mass of the given element, and as such the thickness 
of these elements can be considered negligible when calculating the thermal resistance between the edge 
and centre of the element. If negligible thickness is assumed, the difference in temperature between two 
adjacent edge elements would also be negligible [120]. Therefore, each interface between solid elements is 
considered to only have a single edge element as shown in Figure 47(b). 
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(a) (b) 
Figure 47 (a) Heat transfer element (b) Two solid elements sharing a single edge element at the interface. 
4.1.1.1 Heat exchanger overview 
The heat exchanger is simplified as shown in Figure 48. In order to calculate the Reynolds number for 
both the boiler and condenser heat transfer fluid, the respective hydraulic diameters were assumed to be 
constant and were calculated based on a rectangular cross-section with dimensions as shown in Figure 
49(b). 
  
(a) (b) 
Figure 48 Heat exchanger model. (a) actual heat exchanger design. (b) Simplified representation. 
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(a) (b) 
 
 
Figure 49 Heat exchanger hydraulic diameter. 
4.1.2 Boiling heat transfer 
 
Figure 50 Boiling heat transfer block diagram. 
The boiling heat transfer is calculated as described in Figure 50 using equations (39-56). Heat transfer 
between solid elements (boiler plates) is by conduction and described in section 4.1.1. The surface 
temperatures are used to calculate convective and boiling heat transfer rates. It is assumed that heat transfer 
from the boiler, through the base to the atmosphere will always be slower than the boiling heat transfer, and 
that there is no other pathway by which heat is added to the system. Therefore, the upper surface of the 
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upper boiler plate will always be hotter than the working fluid and hence heat transfer from this surface will 
always be from the surface to the working fluid. As discussed in section 4.1.1, it is also assumed that heat 
transfer through the boiler is one-dimensional i.e. there is no heat transfer though the sides of the boiler, 
and that there is no direct heat transfer between the top and bottom plates. 
Tin and ṁin are inputs to the model however each of these also includes a short, sinusoidal ramp function 
when the boiler ‘switches on’. For the mass flowrate, the ramp function simply creates a smooth transition 
from zero to the set value. For the inlet temperature however, the ramp function transitions between the 
bulk temperature at the end of the preceding suction stroke and the set inlet temperature. This approximates 
the observed behaviour of the physical system during experiments and prevents large spikes in calculated 
heat transfer rates/temperatures due to instantaneous step changes in input values. 
4.1.2.1 Heat transfer fluid 
The heat transfer from the heat transfer fluid can be obtained from Newton’s law of cooling as follows: 
?̇?𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = h𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐴𝑠 ∆𝑇 ...(39) 
It is assumed that initially, as well as when the boiler is ‘off’, the inlet and outlet temperatures of the heat 
transfer fluid are equal. In this case, the temperature difference between the heat transfer fluid and boiler 
plate surfaces is given by: 
∆𝑇 = 𝑇𝑖𝑛 − 𝑇𝑠  ...(40) 
When the inlet and outlet temperatures are not equal, the temperature difference is taken as the log mean 
temperature difference between the fluid and the respective surface as follows: 
∆𝑇 = ∆𝑇𝑙𝑛 =
𝑇𝑖𝑛−𝑇𝑜𝑢𝑡
ln[(𝑇𝑠−𝑇𝑜𝑢𝑡) (𝑇𝑠−𝑇𝑖𝑛)⁄ ]
  ...(41) 
The heat transfer coefficient is determined using either forced or natural convection relationships 
depending on the stroke direction. 
4.1.2.2 Heat transfer fluid: Forced convective heat transfer (Delivery stroke) 
The Nusselt number for forced convection is given by: 
𝑁𝑢 =
h𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐷ℎ
𝑘𝐻𝑇𝐹
 ...(42) 
The value for Nu suggested by Çengel and Turner [120] for a constant surface temperature are: 
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𝑁𝑢 = 7.54  for laminar flow ...(43) 
and 
 𝑁𝑢 =
(𝑓 8⁄ ) (𝑅𝑒−1000)𝑃𝑟
1+12.7(𝑓 8⁄ )0.5(𝑃𝑟2 3⁄ −1)
 for turbulent flow (3x103 < Re < 5x106) ...(44) 
Where the Reynolds number and friction factor are given by:  
𝑅𝑒 =
𝑉𝑎𝑣𝑔 𝐷ℎ
𝜈
 ...(45) 
𝑓 = (0.79 ln𝑅𝑒 − 1.64)−2 ...(46) 
The average velocity and hydraulic diameter are calculated based on the simplified representation of the 
boiler geometry given in Figure 48 and Figure 49 
4.1.2.3 Heat transfer fluid: Natural convective heat transfer (Suction stroke) 
During the suction stroke, the heat transfer fluid remaining in the heat exchanger loses heat via natural 
convection currents as follows. 
In this case, the hydraulic diameter is replaced by the characteristic length, Lc, which for natural convection 
in enclosures is the distance between the upper and lower boiler plate. The Nusselt number is therefore 
given by: 
𝑁𝑢 =
h𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐿𝑐
𝑘𝐻𝑇𝐹
 ...(47) 
If the upper boiler plate is hotter than the lower plate, heat transfer is downwards via conduction i.e. Nu=1. 
If the lower plate is hotter, the Nusselt number is determined as follows: 
The Grashof and Rayleigh numbers are given by: 
𝐺𝑟 =
𝑔𝛽(𝑇𝑆1−𝑇𝑆2)𝐿𝑐
3
𝜈2
  ...(48) 
Where Ts1 and TS2 are the hot and cold surface temperatures respectively. 
𝑅𝑎 = 𝐺𝑟 𝑃𝑟 ...(49) 
Hollands et al., in Çengel and Turner [120] recommend the following correlation for horizontal enclosures 
for Pr < 105: 
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𝑁𝑢 = 1 + 1.44 [1 −
1708
𝑅𝑎
]
+
+ [
𝑅𝑎1 3⁄
18
− 1]
+
 ...(50) 
Where the [ ]+ notation indicates that if the value inside the brackets is negative it should be set to zero. 
When calculating steady state heat transfer through enclosures, it is generally assumed that the heat 
transfer into and out of the heat transfer fluid is equal as shown in Figure 51(a), and hence calculated based 
only on the difference in temperature between the two plates. 
In order to determine the temperature of the heat transfer fluid during this process, it is instead assumed 
that the natural convection coefficient for the top and bottom plates is equal as shown in Figure 51(b). 
 
(a) (b) 
Figure 51 Natural convection heat transfer in boiler. 
The heat transfer rates from/to each plate are then calculated independently based on the temperature 
difference between the plate surfaces and the heat transfer fluid. Any difference in these rates then results 
in an increase or decrease in energy of the heat transfer fluid and a corresponding change in temperature. 
The rate of heat transfer to or from the heat transfer fluid is given by equation (51), also shown in Figure 
51(b). 
?̇?𝐻𝑇𝐹 = ?̇?𝐶𝑜𝑛𝑣.𝑈 + ?̇?𝐶𝑜𝑛𝑣.𝐿 ...(51) 
where the heat transfer rates between the heat transfer fluid and the upper and lower surfaces of the boiler 
are given by equations (52-54) below. 
h𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = h𝑈 = h𝐿 ...(52) 
?̇?𝐶𝑜𝑛𝑣.𝑈 = h𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛𝐴𝑠(𝑇𝐵𝑈𝑠𝐿 − 𝑇𝐻𝑇𝐹) 
...(53) 
?̇?𝐶𝑜𝑛𝑣.𝐿 = h𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛𝐴𝑠(𝑇𝐵𝐿𝑠𝑈 − 𝑇𝐻𝑇𝐹) ...(54) 
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4.1.2.4 Working fluid: Boiling heat transfer 
Cooper, cited in [127], suggests the following relationship between heat transfer coefficient and heat flux 
for organic fluids based on the molecular weight, reduced pressure and surface roughness. 
h = 𝐴. 𝑃𝑅
(0.12−0.4343 ln ε). (−0.4343 ln𝑃𝑅)
−0.55.𝑀−0.5. 𝑞𝑤
0.67 ...(55) 
Where M is the molecular weight, 𝑃𝑅 = 𝑃 𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙⁄  is the reduced pressure and ε is the surface roughness 
of the heat transfer surface (1µm for copper). The recommended value for the constant A is given as 55 
[127]. 
The rate of boiling heat transfer, ?̇?𝐵𝑜𝑖𝑙𝑖𝑛𝑔, is related to the difference in temperature between the heat 
transfer surface and the liquid via the relationship [128]: 
?̇?𝐵𝑜𝑖𝑙𝑖𝑛𝑔 = h 𝐴𝐵𝑜𝑖𝑙𝑒𝑟  ∆𝑇𝑠𝑢𝑝𝑒𝑟ℎ𝑒𝑎𝑡 = h 𝐴𝐵𝑜𝑖𝑙𝑒𝑟  (𝑇𝑠 − 𝑇𝐿𝑖𝑞𝑢𝑖𝑑)  ...(56) 
It can be seen therefore (Figure 52) that the boiling heat transfer rate requires a feedback loop to calculate 
the heat flux based on the heat transfer rate from the previous timestep as well as the feedback loop between 
the working fluid temperature and boiling heat transfer rate. 
 
Figure 52 Boiling heat transfer feedback loops. 
4.1.3 Condenser heat transfer 
A similar approach to that used for the boiling heat transfer was taken with the condenser heat transfer, 
however in contrast to the boiler, the condenser has both an upper and lower surface in contact with the 
working fluid. As with the boiler, it was assumed that any heat transfer between the upper and lower surface 
via the condenser walls was negligible. A block diagram showing the major components, heat transfer 
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pathways and model inputs is shown in Figure 53. The convective heat transfer between the heat transfer 
fluid and the condenser plates, as well as the heat transfer within the plates (and the resulting surface 
temperatures) is determined in the same manner as for the boiler. The heat transfer between the condenser 
plates and the working fluid is either by condensation or convection depending on the direction of the 
temperature gradient and is described in the following sections.  
 
Figure 53 Condenser heat transfer. 
4.1.3.1 Condenser heat transfer: Upper plate 
As heat is never added to the system via the condenser, it is generally the case that the condenser plate 
surface is colder than the working fluid, and hence heat transfer is via condensation. Nimmo and Leppert, 
cited in [129], arrived at the following expression for the mean Nusselt number associated with laminar 
film condensation on an upward facing, finite horizontal surface where Lc is the diameter (in the case of a 
circular surface geometry): 
𝑁𝑢 =
h 𝐿𝑐
𝑘
= 0.82(
𝜌2𝑔 ℎ𝑓𝑔L𝑐
3
𝜇 ∆𝑇 𝑘
)
1 5⁄
 ...(57) 
As shown in Figure 48 and 49, the condenser used in prototype 2 is constructed as an annular disc with 
outer diameter DCo and inner diameter DCi. One of the driving forces determining the rate of condensation 
is the flow of condensed liquid over the edge of the plate, hence why the characteristic length used by 
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Nimmo and Leppert was the distance between the edges of the test plate [129]. As such the characteristic 
length used in the model is taken as the distance between the inner and outer edges or rCo-rCi. 
The condensation heat transfer associated with the upper surface is therefore: 
?̇?𝐶𝑜𝑛𝑑.𝑈𝑝𝑝𝑒𝑟 = h𝐴𝐶𝑜𝑛𝑑.𝑈𝑝𝑝𝑒𝑟 ∆𝑇𝑆𝑢𝑏𝑐𝑜𝑜𝑙 = h𝐴𝐶𝑜𝑛𝑑.𝑈𝑝𝑝𝑒𝑟  (𝑇𝑊𝐹 − 𝑇𝑠.𝑈) ...(58) 
If the case were to occur where the condenser surface was warmer than the working fluid, heat transfer 
would occur via convection. For an upward facing heated plate (plate hotter than surroundings), Goldstein 
and Sparrow [130] suggest the following Nusselt number correlations: 
𝑁𝑢 = {
0.96𝑅𝑎1 6⁄ 1 <  Ra <  200
0.59𝑅𝑎1 4⁄ 200 <  Ra <  1x104
 ...(59) 
While Lloyd and Moran [131] suggest that 
𝑁𝑢 = {
0.54𝑅𝑎1 4⁄ 2.2x104 < Ra < 8x106
0.15𝑅𝑎1 3⁄ 8x106 < Ra < 1.5x106
 ...(60) 
A generalised relationship encompassing equations (59) and (60) has been suggested by Jaffer [132] which 
shows good agreement over the range of Rayleigh numbers indicated. 
𝑁𝑢 = (0.65 + 0.36𝑅𝑎1 6⁄ )
2
1 < 𝑅𝑎 < 1𝑥109 ...(61) 
In this case the characteristic length is given by the area/perimeter. For a circular surface, this simplifies 
to D/4. Due to the unlikely occurrence of this being the dominant heat transfer mechanism for any length 
of time, it is assumed that the condenser plate can be simplified to a simple circular surface of D=DCo-DCi 
and hence the characteristic length is taken as (DCo-DCi)/4. 
4.1.3.2 Condenser heat transfer: Lower plate 
As with the upper condenser plate, heat transfer between the lower plate and the working fluid is primarily 
via condensation. Gerstmann and Griffith [133] proposed the following Nusselt number and Rayleigh 
number relationships for a face down, horizontal plate: 
𝑁𝑢 = {
0.69𝑅𝑎0.20 1𝑥106  < 𝑅𝑎 <  1𝑥108
0.81𝑅𝑎0.193 1𝑥108  < 𝑅𝑎 <  1𝑥1010
 ...(62) 
Where Nu and Ra are as follows: 
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𝑁𝑢 =
h
𝑘
(
𝜎
𝑔(𝜌𝑓 − 𝜌𝑔)
)
1 2⁄
 ...(63) 
𝑅𝑎 =
𝑔 𝜌𝑓 (𝜌𝑓 − 𝜌𝑔) ℎ𝑓𝑔
𝜇 𝑘 ∆𝑇
(
𝜎
𝑔(𝜌𝑓 − 𝜌𝑔)
)
3 2⁄
 ...(64) 
 
They also proposed the following expression for slightly inclined surfaces where the expressions for Nu 
and Ra in equations (63) and (64) were modified such that 𝑔 is replaced with 𝑔 cos 𝜃: 
𝑁𝑢 =
0.90𝑅𝑎1 6⁄
(1 + 1.1𝑅𝑎−1 6⁄ )
 ...(65) 
Chung and Kim [129] however, found that equation (65) gave better agreement with experimental results 
for horizontal flat plates when using θ ≈ 0, rather than the expressions given in equation (62) 
Equations (63-65) are therefore used to determine condensation heat transfer coefficient for the lower 
condenser plate. The rate of heat transfer and surface temperature for the lower condenser plate are therefore 
given by: 
?̇?𝐶𝑜𝑛𝑑.𝐿 = ℎ 𝐴𝐶𝑜𝑛𝑑.𝐿  ∆𝑇𝑆𝑢𝑏𝑐𝑜𝑜𝑙 = ℎ 𝐴𝐶𝑜𝑛𝑑.𝐿  (𝑇𝑊𝐹 − 𝑇𝑠.𝐿) ...(66) 
Again, as with the upper plate, allowance was made for heat to travel in the other direction via convection 
if the condenser plate surface becomes hotter than the working fluid. 
Schulenberg [134] gives the following expression for natural convection below a heated, circular plate 
with a specified surface temperature, where the characteristic length used in equation (57) is taken as the 
radius of the plate: 
𝑁𝑢 = 𝑅𝑎1 5⁄ (
0.705𝑃𝑟1 5⁄
(1 + 1.48𝑃𝑟3 5⁄ )1 3⁄
) ...(67) 
4.1.3.3 Correlation of condensation heat transfer with experimental results 
Initial comparisons of simulation results with experimental data showed that the condensation 
relationships discussed in section 4.1.3 do not adequately agree with the behaviour observed in the 
experiments discussed in section 3.2.2. They tended to significantly under-estimate the heat transfer during 
the final part of the constant volume pressure drop process as well as to a lesser extent during volume 
reduction process. The correlation at the start of the suction stroke however was almost 1:1. 
87 
 
 
 
In developing their correlations, Gerstman and Griffith [133] used an experimental apparatus in which the 
test fluid (Freon  113) was both boiled and condensed in the same chamber with an additional condensing 
chamber to maintain pressure just above atmospheric and remove any non-condensable gases. The test fluid 
was thus maintained in a saturated state with a relatively constant quality. The experimental apparatus used 
by Chung and Kim [129] to compare the correlations of Nimmo and Leppert, and Gerstman and Griffith 
used an air-steam mixture of different ratios in the dry saturated state. In both cases the correlation for 
inclined plates (with θ ≈ 0) showed good agreement however this agreement is not consistent between the 
two sets of data. It is suggested here that the quality of the mixture in the condensation chamber, or by 
extension the density of the vapour in contact with the condensing surface, might impact the heat transfer 
rates. 
In order to compare the experimental and simulated condensation behaviour, the overall condensation heat 
transfer coefficient was taken as: 
𝑈𝐶𝑜𝑛𝑑.𝑇𝑜𝑡𝑎𝑙 =
?̇?𝐶𝑜𝑛𝑑.𝑇𝑜𝑡𝑎𝑙
𝐴𝐶𝑜𝑛𝑑.𝑇𝑜𝑡𝑎𝑙 ∆𝑇𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟
 ...(68) 
Where 
∆𝑇𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 = 𝑇𝑊𝐹 − 𝑇𝐻𝑇𝐹.𝐵𝑢𝑙𝑘 ...(69) 
Given that the area in both cases is the same, U and A can be combined such that  
𝑈𝐴𝐶𝑜𝑛𝑑.𝑇𝑜𝑡𝑎𝑙 =
?̇?𝐶𝑜𝑛𝑑.𝑇𝑜𝑡𝑎𝑙
∆𝑇𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟
 ...(70) 
Plotting UAExp against working fluid quality shows a definite correlation between the two. However, due 
to the nature of the charging process described in section 2.2.2, there is a fair level of uncertainty in the 
exact volume of working fluid used in the experiments. Therefore, an estimated value was used for both 
the input to the simulation to determine UASim as well as to calculate UAExp. These values were then 
normalised between the maximum and minimum values and are plotted in Figure 54. The difference 
between the experimental and simulated results was calculated and is plotted against ‘normalised quality’ 
in Figure 55.  
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Figure 54 Condensation heat transfer coefficient vs normalised working fluid quality. 
 
Figure 55 Condensation correlation coefficient, αc, as a function of normalised working fluid quality. 
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A curve was fitted to the results and is shown in Figure 55. The equation is also given below: 
𝛼𝑐 = −79.8𝑥𝑛
4 +  145𝑥𝑛
3 −  83𝑥𝑛
2 + 15𝑥𝑛 + 3.2  ...(71) 
As the correlation coefficient was determined based on the temperature difference between the heat 
transfer fluid and the working fluid, it was applied to the heat transfer coefficients on both sides of the 
condenser plates. The simulated results with the condensation behaviour modified by the correlation 
coefficient 𝛼𝑐 is shown in Figure 56. It is clear that the match between simulated and experimentally 
observed behaviour is significantly closer, however it should be noted that this correlation may not apply 
if the operating parameters (condenser flow rate, working fluid, operating pressure/temperature etc) or heat 
exchanger dimensions are changed significantly. Hence, if the model were to be used significantly outside 
the range of parameters encompassed by the experimental conditions, further research would likely be 
required to determine the validity of condensation heat transfer coefficients. 
 
Figure 56 Condensation vs normalised working fluid quality - after correlation. 
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4.1.4 Cylinder wall heat transfer 
As with the other solid components of the system, the heat transfer through the cylinder wall was modelled 
using a finite element method, however in comparison to the other components, a more traditional fine 
mesh was used as shown in Figure 57.  
 
Figure 57 Cylinder heat transfer mesh. 
This allowed for the number of elements exposed to the working fluid and delivery fluid at a given point 
in time to be defined as an integer based on the instantaneous heights of working and delivery fluids, without 
introducing a significant difference between this number and the actual exposed areas. 
The heat transfer pathways are by condensation or convection between the working fluid and the cylinder 
wall, conduction through the wall, convection from the wall to the delivery fluid, and conduction through 
the insulation to the environment. It is assumed that there is no heat transfer from the cylinder to the piston 
and that the heat transfer to the atmosphere is dominated by the rate of conduction through the insulation 
as shown in Figure 58. 
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.  
Figure 58 Cylinder wall heat transfer block diagram. 
Heat transfer between the cylinder and either the delivery or working fluids is likely at some points to 
occur via natural convection. As long as the relationship between cylinder height and diameter given in 
equation (72) holds true, natural convection relationships for vertical flat plates can be used [120]. 
𝐷 ≥
35𝐻
𝐺𝑟1/4
 ...(72) 
If it is assumed that the heat transfer fluid used will always be liquid water at atmospheric pressure, it can 
be assumed that the inner surface of the cylinder will not go above 95°C and the delivery and working fluids 
will not drop below 5°C. For cylinder heights up to 0.5m, minimum diameters for which the flat plate 
assumption is valid are given in Figure 59 and 60 for delivery fluid (water) and working fluid (isopentane) 
respectively. 
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Figure 59 Minimum cylinder diameter for vertical flat plate natural convection assumption: Delivery fluid (water). 
 
 
Figure 60 Minimum cylinder diameter for vertical flat plate natural convection assumption: Working fluid (isopentane). 
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It can be seen that for the working fluid, this assumption will be valid down to diameters of 25mm and 
hence is not likely to be an issue. For the delivery fluid, the largest minimum diameter of approximately 
107mm occurs for a cylinder height of 500mm at the maximum temperature difference of 95°C. It is 
unlikely however, that there will be temperature differences greater than 80°C and could therefore be safely 
assumed that flat plate natural convection relationships can be used for cylinder heights up to 500mm, and 
diameters down to 60mm. If different delivery or working fluids, or cylinder dimension outside this range 
were to be used, attention would need to be paid to ensure this assumption remained valid. 
4.1.4.1 Heat transfer within the cylinder 
A temperature matrix, TCyl, is defined as an input to the model based on the number of elements in the 
cylinder mesh and initialised to the set initial temperature (e.g. Tamb). As shown in Figure 57, the 
temperature matrix is defined as an m×n matrix where m is the height of the cylinder in mm and n=4 (giving 
an element height of 1mm regardless of the height specified). A heat capacity matrix, CCyl, the same 
dimensions as the temperature matrix is also created. These are simplified to 5×3 matrices for the purpose 
of discussion as shown below. 
 
T𝐶𝑦𝑙 =
[
 
 
 
 
𝑇1 𝑇6 𝑇11
𝑇2 𝑇7 𝑇12
𝑇3 𝑇8 𝑇13
𝑇4 𝑇9 𝑇14
𝑇5 𝑇10 𝑇15]
 
 
 
 
   C𝐶𝑦𝑙 =
[
 
 
 
 
𝐶1 𝐶6 𝐶11
𝐶2 𝐶7 𝐶12
𝐶3 𝐶8 𝐶13
𝐶4 𝐶9 𝐶14
𝐶5 𝐶10 𝐶15]
 
 
 
 
 
 
Two additional matrices are also defined and filled with the calculated thermal resistances between each 
element in both the axial and radial directions. The dimensions of these matrices are defined as m×(n-1) 
and (m-1)×n for the radial and axial directions respectively. 
R𝑟𝑎𝑑𝑖𝑎𝑙 =
[
 
 
 
 
𝑅6−1 𝑅11−6
𝑅7−2 𝑅12−7
𝑅8−3 𝑅13−8
𝑅9−4 𝑅14−9
𝑅10−5 𝑅15−10]
 
 
 
 
   R𝑎𝑥𝑖𝑎𝑙 = [
𝑅2−1 𝑅7−6 𝑅12−11
𝑅3−2 𝑅8−7 𝑅13−12
𝑅4−3 𝑅9−8 𝑅14−13
𝑅5−4 𝑅10−9 𝑅15−14
] 
The relationship between the temperature and heat capacity matrices (which correspond to the individual 
elements of the cylinder) and the thermal resistance matrices (which define the heat transfer properties 
between the elements) is shown in Figure 61. 
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(a) 
 
(b) 
Figure 61 Relationship between temperature, heat capacity and thermal resistance matrices (a) Radial thermal resistance (b) 
Axial thermal resistance. 
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The conductive heat transfer between elements at each timestep is then calculated as follows: 
The difference in temperature between each of the elements is calculated in both directions. This gives two 
matrices, ΔTaxial and ΔTradial, the same dimensions as the axial and radial thermal resistance matrices 
respectively. The heat transfer between elements is then calculated as  
 
?̇?𝑎𝑥𝑖𝑎𝑙 = [
∆𝑇2−1 ∆𝑇7−6 ∆𝑇12−11
∆𝑇3−2 ∆𝑇8−7 ∆𝑇13−12
∆𝑇4−3 ∆𝑇9−8 ∆𝑇14−13
∆𝑇5−4 ∆𝑇10−9 ∆𝑇15−14
] °
[
 
 
 
 
 
 
1
𝑅2−1
1
𝑅7−6
1
𝑅12−11
1
𝑅3−2
1
𝑅8−7
1
𝑅13−12
1
𝑅4−3
1
𝑅9−8
1
𝑅14−13
1
𝑅5−4
1
𝑅10−9
1
𝑅15−14]
 
 
 
 
 
 
  
And 
?̇?𝑟𝑎𝑑𝑖𝑎𝑙 =
[
 
 
 
 
∆𝑇6−1 ∆𝑇11−6
∆𝑇7−2 ∆𝑇12−7
∆𝑇8−3 ∆𝑇13−8
∆𝑇9−4 ∆𝑇14−9
∆𝑇10−5 ∆𝑇15−10]
 
 
 
 
°
[
 
 
 
 
 
 
 
 
1
𝑅6−1
1
𝑅11−6
1
𝑅7−2
1
𝑅12−7
1
𝑅8−3
1
𝑅13−8
1
𝑅9−4
1
𝑅14−9
1
𝑅10−5
1
𝑅15−10]
 
 
 
 
 
 
 
 
  
 
The matrix multiplication above (and in the following equations) is element by element multiplication 
where each element in the first matrix is multiplied with the element in the same location in the second 
matrix. If the axial heat transfer from element 1-2 is given by Q̇1-2, this represents heat leaving element one 
and entering element 2. The net conductive heat transfer is therefore given by: 
?̇?𝑁𝐸𝑇.𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 = ?̇?𝑁𝐸𝑇.𝑎𝑥𝑖𝑎𝑙 + ?̇?𝑁𝐸𝑇.𝑟𝑎𝑑𝑖𝑎𝑙 ...(73) 
where 
 
?̇?𝑁𝐸𝑇.𝑎𝑥𝑖𝑎𝑙 =
[
 
 
 
 
 
?̇?2−1 ?̇?7−6 ?̇?12−11
?̇?3−2 ?̇?8−7 ?̇?13−12
?̇?4−3 ?̇?9−8 ?̇?14−13
?̇?5−4 ?̇?10−9 ?̇?15−14
0 0 0 ]
 
 
 
 
 
+
[
 
 
 
 
 
0 0 0
−?̇?2−1 −?̇?7−6 −?̇?12−11
−?̇?3−2 −?̇?8−7 −?̇?13−12
−?̇?4−3 −?̇?9−8 −?̇?14−13
−?̇?5−4 −?̇?10−9 −?̇?15−14]
 
 
 
 
 
 
and 
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?̇?𝑁𝐸𝑇.𝑟𝑎𝑑𝑖𝑎𝑙 =
[
 
 
 
 
 
?̇?6−1 ?̇?11−6 0
?̇?7−2 ?̇?12−7 0
?̇?8−3 ?̇?13−8 0
?̇?9−4 ?̇?14−9 0
?̇?10−5 ?̇?15−10 0]
 
 
 
 
 
+
[
 
 
 
 
 
0 −?̇?6−1 −?̇?11−6
0 −?̇?7−2 −?̇?12−7
0 −?̇?8−3 −?̇?13−8
0 −?̇?9−4 −?̇?14−9
0 −?̇?10−5 −?̇?15−10]
 
 
 
 
 
 
 
The heat transfer from/to each of the surfaces is calculated as described in the following sections. 
4.1.4.2 Working fluid side 
As show in Figure 57, at each timestep of the simulation, the number of elements exposed to the working 
fluid, nWF, is determined by rounding the current height of the working fluid within the cylinder, HWF, up 
to the nearest millimetre. This is then used to define a boundary matrix. Assuming a working fluid height 
of 2mm, based on the example 5×4 element matrices used above (and an element height of 1mm), this 
would give the following matrix: 
 
𝐵𝑊𝐹 =
[
 
 
 
 
0 0 0
0 0 0
0 0 0
1 0 0
1 0 0]
 
 
 
 
 
 
It is assumed that the temperature of the cylinder exposed to the working fluid will be maintained at 
approximately the same temperature due to the effectiveness of the condensation heat transfer. It therefore 
follows that the heat transfer coefficient for each of the elements will be the same. In order to calculate this 
heat transfer coefficient, the surface temperature is required and is taken as the average temperature of the 
exposed surface elements. This is calculated as follows: 
 
T𝐶𝑦𝑙.𝑊𝐹 = T𝐶𝑦𝑙°𝐵𝑊𝐹 =
[
 
 
 
 
𝑇1 𝑇6 𝑇11
𝑇2 𝑇7 𝑇12
𝑇3 𝑇8 𝑇13
𝑇4 𝑇9 𝑇14
𝑇5 𝑇10 𝑇15]
 
 
 
 
°
[
 
 
 
 
0 0 0
0 0 0
0 0 0
1 0 0
1 0 0]
 
 
 
 
=
[
 
 
 
 
0 0 0
0 0 0
0 0 0
𝑇4 0 0
𝑇5 0 0]
 
 
 
 
 
 
𝑇𝑠𝑊𝐹.𝑎𝑣𝑔 = ∑T𝐶𝑦𝑙.𝑊𝐹 /𝑛𝑊𝐹 ...(74) 
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When the working fluid temperature is greater than the cylinder wall temperature it is assumed that heat 
transfer is by film condensation. If it is also assumed that condensate film is laminar, the Nusselt film theory 
of condensation can be used as described in [127] which gives the average heat transfer coefficient as: 
h𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 = 0.943(
ℎ𝑓𝑔𝑔𝜌𝑓
2𝑘𝑓
3
𝜇𝑓 (𝑇𝑊𝐹 − 𝑇𝑠𝑊𝐹.𝑎𝑣𝑔)𝐻𝑊𝐹
)
1 4⁄
 ...(75) 
Sundén also presents improvements to this theory however, as well as a means of accounting for 
subcooling of the liquid film (i.e. tf < tg) [127]. These modifications give the following equation for the 
condensation heat transfer coefficient. 
ℎ𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 = 1.13(
ℎ′𝑓𝑔𝑔𝜌𝑓
2𝑘𝑓
3
𝜇𝑓 (𝑇𝑊𝐹 − 𝑇𝑠𝑊𝐹.𝑎𝑣𝑔)𝐻𝑊𝐹
)
1 4⁄
 ...(76) 
Where h'fg is determined as follows: 
ℎ′𝑓𝑔 = ℎ𝑓𝑔(1 + 0.68𝐽𝑎) ...(77) 
𝐽𝑎 =
𝐶𝑃𝑓 (𝑡𝑊𝐹 − 𝑡𝑆𝑊𝐹.𝑎𝑣𝑔)
ℎ𝑓𝑔
 
...(78) 
The condensation heat transfer is therefore calculated using equations (76-78). 
In the case where the cylinder wall is at a higher temperature than the working fluid, as would occur during 
the suction stroke, it is assumed that heat transfer will be dominated by convective heat transfer. For 
convective heat transfer over a vertical flat plate, Churchill and Chu [135] suggest that the following 
relationship between Grashof and Prandtl numbers can be used in order to determine the average Nusselt 
number, for all Rayleigh numbers, assuming an isothermal surface (it is also valid for uniform heat flux): 
𝑁𝑢 = (0.825 +
0.387(𝐺𝑟𝑃𝑟)1 6⁄
(1 + (0.492 𝑃𝑟⁄ )6 16⁄ )8 27⁄
)
2
 ...(79) 
The convective heat transfer coefficient is therefore: 
h𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 =
𝑁𝑢 𝑘
𝐻𝑊𝐹
 ...(80) 
The rate of heat transfer between a given element “i” and the working fluid is therefore given by either 
equation (81) or (82) for condensation of convection heat transfer conditions respectively. 
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?̇?𝐶𝑦𝑙.𝑊𝐹𝑖 = h𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 𝐴𝑠𝑖(T𝑊𝐹 − 𝑇𝑖) ...(81) 
?̇?𝐶𝑦𝑙.𝑊𝐹𝑖 = h𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐴𝑠𝑖(T𝑊𝐹 − 𝑇𝑖) 
...(82) 
The heat transfer matrix for the working fluid boundary is therefore  
 
?̇?𝐵.𝑊𝐹 =
[
 
 
 
 
 
0 0 0
0 0 0
0 0 0
?̇?𝐶𝑦𝑙.𝑊𝐹4 0 0
?̇?𝐶𝑦𝑙.𝑊𝐹5 0 0]
 
 
 
 
 
 
 
4.1.4.3 Delivery fluid side 
A similar approach is taken for the boundary conditions of the surface exposed to the delivery fluid. Taking 
a similar example case of the delivery fluid height being 2mm (i.e. 2 elements, each 1mm height) the 
boundary matrix would be given by 
 
𝐵𝐷𝐹 =
[
 
 
 
 
1 0 0
1 0 0
0 0 0
0 0 0
0 0 0]
 
 
 
 
 
 
Again, the heat transfer coefficient is assumed to be the same for each element and is calculated based on 
the average element temperature of those elements in contact with the delivery fluid at a given timestep. 
 
The heat transfer on the delivery fluid side is assumed to be by either forced or natural convection. Çengel 
and Turner [120] give the following relationships to determine the dominant heat transfer mechanism: 
𝐺𝑟/𝑅𝑒2 ≪ 1 - Forced convection dominates 
𝐺𝑟/𝑅𝑒2 ≈ 1 - Both effects are significant 
𝐺𝑟/𝑅𝑒2 ≫ 1 - Natural convection dominates 
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It is assumed initially that extended operation in the region Gr/Re2≈1 would be unlikely and hence natural 
convection was assumed for Gr/Re2 ≥ 1 and forced convection for Gr/Re2<1. This was confirmed to be 
the case on observation of the simulated results. 
For the case of natural convection heat transfer being the dominant effect, the relationships given in 
equations (79), (80) and (82) are used with properties for the delivery fluid rather than working fluid.  
For forced convection, the relationships given in section 4.1.2.2, equations (42-46), are used. In this case 
the hydraulic diameter is taken as the cylinder diameter.  
The heat transfer for each element is then calculated with the heat transfer coefficient obtained from the 
above relationships and the difference between the element temperature and the delivery fluid temperature. 
The resulting (example) heat transfer matrix is therefore given by 
 
?̇?𝐵.𝐷𝐹 =
[
 
 
 
 
 
?̇?𝐶𝑦𝑙.𝐷𝐹1 0 0
?̇?𝐶𝑦𝑙.𝐷𝐹2 0 0
0 0 0
0 0 0
0 0 0]
 
 
 
 
 
 
 
4.1.4.4 Heat transfer to connected components 
 
Figure 62 Cylinder heat transfer: Axial boundary conditions. 
The axial boundary conditions are given by the heat transfer between the ends of the cylinder and the 
connected components (heat exchanger base and pump top). Due to the mesh for these components being 
simplified as described in section 4.1.1, there is a single larger element in contact with the four elements at 
the axial boundary of the cylinder. The thermal resistance is therefore calculated from the interface to the 
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centre of the bordering elements (as shown in Figure 62) and is used to determine the heat transfer for each 
cylinder element based on the individual temperature differences.  
As shown in Figure 62, the temperature along the centre line of the bordering element is assumed to be 
constant. The thermal resistance is calculated based on the cross-sectional area of the bordering element. It 
is assumed that the cross-sectional area of each element can be approximated as being ¼ of the contact area 
with the bordering element and hence the thermal resistance from each element to the centre line can be 
approximated as 4x the calculated resistance from the edge to the centre of the bordering element. For a 
thin cylinder, this approximation as reasonably accurate, however for thicker cylinders, the difference 
between the width of the cylinder elements will increase and this assumption will result in heat transfer 
from the outer cylinder elements being over estimated while the heat transfer from the inner two elements 
will be under-estimated. It is assumed that even under these circumstances, the overall effect on the 
simulated performance of the system will be negligible. 
The example axial boundary heat transfer matrix obtained is shown below. 
 
?̇?𝐵.𝑎𝑥𝑖𝑎𝑙 =
[
 
 
 
 
 
?̇?𝑡𝑜𝑝1 ?̇?𝑡𝑜𝑝6 ?̇?𝑡𝑜𝑝11
0 0 0
0 0 0
0 0 0
?̇?𝑏𝑎𝑠𝑒5 ?̇?𝑏𝑎𝑠𝑒10 ?̇?𝑏𝑎𝑠𝑒15]
 
 
 
 
 
 
 
4.1.4.5 Heat transfer through insulation 
As shown in Figure 58, it is assumed that the outer surface of the insulation is fixed at the ambient 
temperature and that heat transfer from the cylinder wall to the atmosphere is dominated by conduction (i.e. 
convection at the outer edge of the insulation is not considered). It is also assumed that there is a negligible 
amount of heat stored in the insulation, hence the heat transfer can be approximated using steady state 
relationships and the temperature difference between the inner and outer surfaces. 
The thermal resistance is calculated for an element of insulation the same height as the cylinder elements 
and used to calculate the heat transfer from a given surface element as: 
?̇?𝐵.𝑖𝑛𝑠𝑖 =
𝑇𝑎𝑚𝑏 − 𝑇𝑖
𝑅𝑖𝑛𝑠
 ...(83) 
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The boundary matrix is therefore 
 
?̇?𝐵.𝑖𝑛𝑠 =
[
 
 
 
 
 
 
0 0 ?̇?𝐵.𝑖𝑛𝑠11
0 0 ?̇?𝐵.𝑖𝑛𝑠12
0 0 ?̇?𝐵.𝑖𝑛𝑠13
0 0 ?̇?𝐵.𝑖𝑛𝑠14
0 0 ?̇?𝐵.𝑖𝑛𝑠15]
 
 
 
 
 
 
 
 
4.1.4.6 Cylinder element temperature change 
The change in temperature of each element at a given timestep can now be calculated from the net rate of 
change in energy of each element and their respective heat capacities as follows: 
?̇?𝑁𝐸𝑇 = ?̇?𝑁𝐸𝑇.𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 + ?̇?𝐵.𝑊𝐹 + ?̇?𝐵.𝐷𝐹 + ?̇?𝐵.𝑎𝑥𝑖𝑎𝑙 + ?̇?𝐵.𝑖𝑛𝑠 ...(84) 
𝑑𝑇
𝑑𝑡
= ?̇?𝑁𝐸𝑇  ° C𝐶𝑦𝑙 ...(85) 
T𝐶𝑦𝑙 = ∫
𝑑𝑇
𝑑𝑡
 ...(86) 
The matrix given by equation (86) is then used in the following timestep to repeat the process. 
4.1.5 Heat exchanger housing and pump base 
The heat transfer block diagram for the heat exchanger housing and base is shown in Figure 63. The heat 
transfer is predominantly via conduction except where shown otherwise. The convection heat transfer 
coefficient from the lower surface of the pump base to the atmosphere was calculated based on the average 
temperature of all the lower surfaces, weighted by their respective surface areas. This average coefficient 
was then used to determine the heat transfer from each of the surface elements based on the respective 
temperature differences. 
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Figure 63 Heat exchanger/Pump base heat transfer block diagram. 
4.1.6 Piston heat transfer 
 
Figure 64 Piston heat transfer elements. 
The piston is divided into elements as shown in Figure 64. The heat transfer pathways are shown in Figure 
65. The heat transfer between the lower surface of the piston and the working fluid is either by conduction 
(Nu = 1) or condensation depending on the direction of the temperature gradient. The condensation heat 
transfer is calculated as described in section 4.1.3 for the lower condenser surface. 
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Figure 65 Piston heat transfer block diagram. 
For the upper surface, it was assumed that the primary mode of heat transfer would be natural convection. 
The Nusselt number in this case is determined using equation (61) from section 4.1.3.1. However, it should 
be noted that this does not account for any turbulence or mixing that might occur as the piston moves down 
during the suction stroke.  
4.1.7 Pressure drop across piston 
For an ideal system, there would be no friction or weight in the piston and the delivery fluid pressure 
would be equal to the working fluid pressure. For a real system however, this is not the case - There will 
be a force acting down due to the weight of the piston, WP, as well as a frictional force, Fr, opposing the 
direction of travel as shown in Figure 66. 
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(a) (b) 
Figure 66 Piston weight and frictional forces. 
The weight force is simply given by WP=mPg and always acts in the same direction. The frictional force 
is calculated assuming a piston with two O-rings as the contact point between piston and cylinder. A 
relationship for the frictional force, Fr, due to a compressed O-ring is given by Al-Ghathian et. al. [136] as 
follows: 
𝐹𝑟 = 𝜇𝜋𝐷𝑐𝑦𝑙𝐹𝑛 ...(87) 
Where µ is the friction coefficient and the normal force, Fn, is given by: 
𝐹𝑛 = 2𝑟 (1 −
𝐷 − 𝑑
4𝑟
)√1 −
(𝐷 − 𝑑)2
16𝑟2
 ...(88) 
The dimensions used in equations (87) and (88) are given in Figure 67.  
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Figure 67 Dimensions for O-ring normal force calculations. 
 
Figure 68 O-ring radius vs cylinder diameter. 
As the cylinder diameter is a variable model input, the dimensions required by equations (87) and (88) are 
obtained by fitting a linear correlation to O-ring catalogue data between the required dimensions and the 
cylinder inner diameter as shown for the O-ring cross-section radius in Figure 68. The seals used in 
prototype 2 are composed of a piston ring and an energising O-ring. The seal dimensions are dependent on 
the cylinder diameter and are then used to define the required O-ring size, and hence the normal force and 
resulting frictional force. This does not give a true representation of reality, as it assumes a continuous scale 
of O-ring and seal dimensions as opposed to the discreet sizes actually available, but it does allow an 
approximation of the frictional forces for any cylinder diameter used.  
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Figure 69 Cross section of piston showing seals and guide rings used in Design II. 
The frictional force obtained from equation (87) is for a single O-ring. The piston used in Design II utilised 
one energised Teflon piston ring and two Teflon guide rings as shown in Figure 69. While the force acting 
on the guide strips will not be the same as that provided by the energising O-ring for the piston rings, for 
simplicities sake, the total frictional force is assumed to be three times the force calculated from equation 
(87). This provides a passable estimation for the forces resulting from the use of different diameters and 
seal materials. The actual frictional force acting on the piston in the model can then be further manipulated 
by altering the friction coefficients used in order to simulate different configurations.  
The magnitude of the net force acting against the pressure applied by the working fluid is given by: 
|𝐹𝑃| = 3𝐹𝑟 + 𝑊𝑃 - During delivery stroke ...(89) 
|𝐹𝑃| = 3𝐹𝑟 − 𝑊𝑃 - During suction stroke ...(90) 
The resulting pressure drop is therefore given by: 
𝑃𝑑𝑟𝑜𝑝 =
|𝐹𝑃|
𝐴𝑠
 ...(91) 
And hence the delivery fluid pressure can be calculated as follows: 
𝑃𝐷𝐹 = 𝑃𝑊𝐹 − 𝑃𝑑𝑟𝑜𝑝 - During delivery stroke ...(92) 
𝑃𝐷𝐹 = 𝑃𝑊𝐹 + 𝑃𝑑𝑟𝑜𝑝 - During suction stroke ...(93) 
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4.1.8 Working fluid behaviour: Pressure and volume change 
The working fluid responds to heat input/removal differently depending on where it is in the cycle. At the 
start of the delivery and suction strokes, the volume of the system is held constant until the pressure goes 
above or below the delivery or suction pressure respectively. Taking the delivery stroke as an example, 
once the externally set delivery pressure is reached (if it can be reached) the working fluid is able to expand. 
While this is happening, the pressure remains constant and the heat input goes into converting liquid to 
vapour. In order to replicate this behaviour in the model, a proportional control system was implemented 
to control the distribution of energy input/removal between pressure/temperature change and volume 
change. Figure 70 shows a representative change between constant volume and constant pressure processes 
on a pressure-time curve. In a perfect system, the transition from increasing pressure to increasing volume 
would be smooth as shown in Figure 70(a). Most real systems however will display some degree of 
oscillation around the set delivery pressure as shown in Figure 70(b). 
  
(a) (b) 
Figure 70 Pressure-volume control response. 
Figure 71 shows the control logic used during the delivery stroke (a similar approach is also used for the 
suction stroke). As soon as the delivery fluid pressure increases beyond the set pressure, as shown in Figure 
70(b), a portion of the input energy, proportional to the difference between PDF and Pset, is used to change 
the volume of the working fluid. A corresponding amount is removed from the energy going towards 
changing the working fluid pressure/temperature so that the total energy input remains unchanged. It can 
be seen that if the amount of energy diverted to volume change is less than Q̇in, some energy will continue 
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to be used to increase the working fluid pressure, further increasing the difference between PDF and Pset and 
hence increasing the proportion of energy directed to volume change. This will continue until all the input 
energy is being used to change the volume of the working fluid and the pressure will remain constant. There 
is the potential with this control system for Q̇volume change to be increased beyond Q̇in. If this happens, 
Q̇pressure change becomes negative, reducing the pressure of the working fluid and maintaining the energy 
balance. Following this logic, it is clear that the proportional controller also needs to respond to negative 
control signals (PDF < Pset) in order to correct for oscillations around the set pressure. If this is unrestricted 
however, the controller would artificially affect the system in order to bring PDF up to the set pressure. The 
control signal is therefore limited to very small negative values as indicated by the shaded areas in Figure 
70. 
 
Figure 71 Pressure-volume control block diagram. 
The proportional controller used includes proportional and integral actions and was tuned in order to 
switch between 100% pressure change and 100% volume change with as smooth and fast a response as 
possible in order to minimise any artificial oscillations or behaviours. 
This system also allows for simulation of effects caused by higher static than dynamic friction coefficients 
between piston and cylinder. In such a case, the pressure-drop across the piston changes once it starts to 
move. If this results in a reduced pressure drop, the output of the proportional controller will go above 1. 
As the sum of heat transfer going towards volume change and pressure change will always equal the net 
heat input, a control output greater than 1 will result in an increased rate of volume change, however it will 
also result in a reduction in pressure and temperature. This will continue until the system stabilises at the 
new equilibrium point. 
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4.1.9 Pump top 
The heat transfer block diagram for the top of the pump and the re-enforcing plate is shown in Figure 72. 
Heat transfer between the elements is via conduction while the convective heat transfer pathways are as 
shown. The convective heat transfer equations used are the same as those described in previous sections. 
 
Figure 72 Pump top heat transfer block diagram. Heat transfer is via conduction except where marked otherwise. 
4.1.10 Delivery fluid 
The representation of the delivery fluid is simplified in that it is considered as always being at a uniform 
temperature. In addition to the heat transfer between the various pump components and the delivery fluid 
calculated in the previous sections, the effect of fluid entering and leaving the system was also considered 
as follows. 
The fluid leaving the system during the delivery stroke has no impact on the temperature of the fluid 
remaining. During the suction stroke however, the fluid entering the system is at ambient temperature and 
therefore will tend towards cooling the fluid already in the system until the temperature becomes uniform. 
The amount of cooling this creates is calculated by assuming that the temperature of the mass of delivery 
fluid entering the system at a given time step is equalised with the bulk temperature of the delivery fluid 
already in the system. The energy required to create this change in temperature, given by equation (94), is 
then removed from the delivery fluid in the system. 
?̇?𝐷𝐹.𝑖𝑛 = ?̇?𝐷𝐹.𝑖𝑛𝐶𝑃(𝑇𝐷𝐹.𝑖𝑛 − 𝑇𝐷𝐹) ...(94) 
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4.2 Model validation 
The Simulink model inputs were initially set to emulate the experimental boundary conditions from 
Design II, Test 2 (section 3.2.2.1). The validity of the simulated results was primarily judged against the 
pressure-time response of the system (Figure 73). Additionally, the variation in the external surface 
temperature of the cylinder wall (Figure 74) was used to determine the accuracy of the simulated heat 
transfer to and from the cylinder. The rate of heat transfer into the boiler was also compared. The main 
characteristic of the pressure-time response used to judge the simulated results was the length of the first 
two strokes, both in absolute terms as well as the difference between the two as shown in Figure 73. The 
difference between the first two strokes is representative of the amount of heat stored and removed from 
the system between cycles. In broad terms, the length of any given stroke is a result of the rate of heat input, 
the rate of heat removal and the mass contained in the system. 
 
Figure 73 Working fluid pressure from Design II, Test 2 (Experimental). 
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Figure 74 Cylinder wall temperatures recorded during Design II, Test 2 (Experimental). 
The cylinder wall temperature was measured at three points along its length during the experiments. The 
results for Design II, Test 2 are shown in Figure 74. The temperature of these points was recorded during 
the simulations for comparison and used to ensure that the heat transfer coefficients into and out of the 
cylinder and the properties of the insulation resulted in behaviour consistent with the experimental 
observations. It was found that the condensation heat transfer coefficient calculated in 4.1.4.2 had to be 
multiplied by a 0.25 while the convection coefficient on the delivery fluid side was multiplied by 0.6.  
Initially, the agreement between simulated and experimental results was close in some respects but poor 
in others. This was expected due to the uncertainties in a number of the aspects of the physical system, as 
well as some of the assumptions made in the model. For example, the exact properties of both the external 
insulation and the insulating foam-resin composite used to fill the piston were unknown and had to be 
assumed. 
The mode of heat transfer from the piston to the working fluid during the suction stroke was assumed to 
be via natural convection. However, this assumption results in heat transfer effectively being via conduction 
due to the direction of temperature gradient. In reality, there are likely currents created due to condensation 
in the heat exchanger, and convection from other surfaces, which would increase the rate of heat transfer 
beyond what is calculated in the model.  
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The simulation was run multiple times, adjusting the various heat transfer coefficients and uncertain 
material properties. It was found that there was no combination of adjustments (including taking heat 
transfer rates beyond what could be considered possible) that could account for the experimental behaviour 
observed. The only explanation that would allow for the observed behaviour was that there was additional 
mass in the system during the experiments that was not accounted for in the model. 
It was noted on disassembling the experimental design that a small volume of water (approximately 50ml) 
had leaked into the working fluid side. The water and working fluid were observed to remain separate from 
one another, however there was also discolouration observed in the working fluid which was assumed to 
be the result of mixing with the grease used to lubricate the components during assembly.  
  
Figure 75 Temporary modification to account for water contamination. 
The model was temporarily modified to include this extra mass by placing an additional ‘solid’ element 
with the thermal properties of water between the boiler upper plate and the working fluid as shown in Figure 
75. The exact mass of this element, as well as the heat transfer resistance between the boiler and the water, 
and the boiling heat transfer coefficient between the water and the working fluid, were adjusted empirically 
to determine whether the inclusion of this contamination could account for the difference in behaviour 
between the simulation and experiments. The heat transfer between the boiler and the water was initially 
calculated as shown in equation (95) by assuming simple conduction resistance from the surface to the 
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centre of the water ‘element’ as a starting point (this is the highest possible heat transfer resistance). This 
resistance was then multiplied by an empirically determined factor, C, so that the rate of heat input to the 
boiler matched that observed during the experiments. It was determined that C should be approximately 
equal to 0.018.  
?̇?𝑤𝑎𝑡𝑒𝑟 =
𝑇𝑏𝑜𝑖𝑙𝑒𝑟 − 𝑇𝑤𝑎𝑡𝑒𝑟
𝐶 × 𝑅𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛
 ...(95) 
Additionally, the boiling heat transfer was modified in relation to the height of the working fluid liquid at 
a given timestep, as it was assumed that the liquid-liquid contact would be enhanced as the volume of liquid 
working fluid was reduced. This function was adjusted in tandem with the constant factor C. The final 
function used is given in equation (96) and resulted in the boiling heat transfer being multiplied by between 
2 and 4 depending on the height of the working fluid liquid.  
𝑓(𝐻𝑊𝐹.𝐿𝑖𝑞) = 4 − (
𝐻𝑊𝐹.𝐿𝑖𝑞
0.00369
)
3
 ...(96) 
The mass of water required to replicate the experimentally observed behaviour was found to be 72.13g. 
This is close enough to the 50ml (~50g) observed that it can be assumed that this contamination could 
indeed be the cause of the observed behaviour. 
Clearly this approach is not based on the physical systems governing the heat transfer between immiscible 
fluids, however as the model is not intended to actually simulate this behaviour, the empirical approach just 
described was assumed to be sufficient to show that the behaviour observed during the experiments was 
likely a result of this extra liquid. 
The result of these final calibrations is shown in Figures (76-78) showing close agreement between the 
working fluid and delivery fluid pressures, cylinder wall temperatures and heat input rate. 
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Figure 76 Simulation vs Experiments: Pressure vs time, boundary conditions based on Design II, Test 2. 
 
Figure 77 Simulation vs Experiments: Cylinder wall temperature vs time, boundary conditions based on Design II, Test 2. 
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Figure 78 Simulation Vs Experiments: Heat input rate vs time, boundary conditions based on Design II, Test 2. 
 
Figure 79 System boundaries for energy balance. 
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Considering the boundaries of the system as shown in Figure 79, the expected energy balance for the 
model is given by equation (97) where ΔQnet.system is the net change in internal energy of the system over the 
period in question, which also encompasses any work done by the system.  
𝑄𝑖𝑛 − 𝑄𝐷𝐹 − 𝑄𝑎𝑡𝑚 − 𝑄𝑐𝑜𝑛𝑑. − ∆𝑄𝑛𝑒𝑡.𝑠𝑦𝑠𝑡𝑒𝑚 = 0 ...(97) 
The energy balance for the simulation that generated Figures (76-78) is given below.  
904.99 − 266.95 − 88.74 − 383.87 − 165.44 = 0.00001 ≈ 0 ...(98) 
Note that using the rounded values shown results in a difference between energy in and energy out of -
0.01kJ, however for the exact values from the simulation (to 12 decimal places) the difference is the 
0.00001kJ as shown in equation (98). 
The simulated and experimental working fluid and delivery fluid pressures for the boundary conditions 
used in Tests 3 and 4 are plotted in Figure 80 and 81 respectively. It is clear that the adjustments made to 
the model hold under different boundary conditions, however the irregularities in the response of the 
pressure regulator during the experiments are not reflected perfectly by the model resulting in the 
desynchronization between the observed and predicted strokes as seen in Figure 80.  
 
Figure 80 Simulation vs Experiments: Pressure vs time, boundary conditions based on Design II, Test 3. 
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Figure 81 Simulation vs Experiments: Pressure vs time, boundary conditions based on Design II, Test 4. 
 
Figure 82 Simulation vs Experiments: Efficiency vs time, boundary conditions based on Design II, Tests 2-4. 
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This desynchronization is more pronounced for the lower pressure boundary conditions shown in Figure 
81 due to the greater fluctuations caused by the pressure regulator and cylinder friction as discussed in 
section 3.2.2. The static and dynamic friction coefficients for the simulation were adjusted for this case in 
order to simulate the fluctuations observed in the experiments. Despite the simulation of Tests 3 and 4 not 
matching the timing as closely as for Test 2, it can be seen in Figure 82 that the overall efficiency obtained 
in all cases is a close match with the experimental results. 
 
Figure 83 Simulation vs Experiments: WF pressure vs time, boundary conditions based on Design II, Test 2, with constant heat 
source and sink temperatures. 
The simulated results presented in Figures (76-82) were obtained using the recorded heat source and sink 
temperatures from the associated experiments (recorded at the inlet to the boiler and condenser). Figure 83 
shows the simulated working fluid pressure-time response using the boundary conditions from Test 2, 
however with a constant heat source and sink temperature based on the average of the recorded values from 
the tests. In this case, there is a definite difference in the length of the warm-up stroke between simulated 
and experimental results. It is clear however when considering Figure 84 that this is almost certainly due to 
the average heat source temperature of 78°C being higher than the recorded heat source temperature during 
this stroke. It is also likely that the peak in the heat source temperature between 40:00 and 50:00 is the 
cause of the shorter delivery stroke at this point observed in Figure 76. It can be seen in Figure 85 that the 
steady state efficiency using either a constant or variable heat source/sink temperature results in similar 
simulated efficiencies. 
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Figure 84 Recorded heat source temperature for Design II, Test 2. 
 
Figure 85 Simulated Efficiency for constant and recorded heat source/sink temperatures. 
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Table 16 summarises the simulated results for system and boundary conditions based on experimental 
tests 2-4 for Design II. It can be seen that the major sources of inefficiency are the heat transferred to the 
delivery fluid and the heat being removed via the condenser. The heat removed via the condenser is heat 
removed from the working fluid. However, given that the heat removed is significantly more than would 
be required to cool and condense the mass of working fluid in the system, this suggests a significant amount 
of heat being removed from the other components of the system that are in contact with the working fluid. 
In each case, there is also a significant amount of heat that is stored in the system. 
Figure 86 shows a summary of the difference between simulated and experimental results for Tests 2-4. 
It can be seen that the efficiency in all cases is predicted to within 5-11%. The major source of this difference 
is due to the heat input which is underestimated by approximately 17%. Unfortunately, due to the method 
used to estimate the effect of water contamination on the working fluid side, it is unclear how much of this 
error is associated with this method and how much is due to other components of the model. 
Table 16 Summary of simulated results for experimental boundary conditions. 
 ηo QDF Qatm Qin Qout.cond Wout ηmechanical Qstored 
 % kJ kJ kJ kJ kJ % kJ 
Test 2 0.41 267 89 905 384 4.02 92.3 161 
Test 3 0.40 256 89 920 413 4.04 92.3 158 
Test 4 0.47 149 59 899 561 4.69 89.7 125 
 
Figure 86 Summary of comparison between simulations and experimental results. 
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The results presented in this section suggest that the numerical model can predict the behaviour and 
thermal performance of a system based on the same basic components and layout as Design II with 
reasonable accuracy. In the following chapter, the modifications made to account for the presence of water 
on the working fluid side will be removed and the model used to explore the effect of different design 
parameters (dimensions, materials etc) on the performance of the system. The simulations will be limited 
to boundary conditions in which the heat source temperature and operating pressure are closely matched 
(as in Test 2 and 3) in order to avoid the greater uncertainty observed in the comparison with Test 4. 
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Chapter 5 
Numerical model simulation 
The results shown in Figure 87 and 88 are for the same boundary conditions used in Figure 83 (constant 
heat source and sink temperature based on Design II, Test 2) however with the additional water removed 
from the working fluid side. It is clear that improving the piston seals so that such contamination of the 
working fluid is avoided would result in a significant increase in performance, almost doubling the 
efficiency and increasing the overall flow rate from 17L/hr to 43L/hr at a delivery pressure of approximately 
200kPa.g. Given the already high friction observed as a result of the seals used in Design II, it may be 
difficult to completely avoid such contamination in a standard piston cylinder design. Figure 88 also shows 
the efficiency for the same boundary conditions with the static and dynamic friction coefficients both set to 
0.3 for suction and delivery strokes (as opposed to different coefficients which results in the spikes at the 
start of the delivery stroke and the variation in delivery fluid pressure during the suction stroke).  
 
Figure 87 Simulated performance: Pressure vs time without water contamination. Boundary conditions from Design II, Test 2. 
 
123 
 
 
 
Figure 88 Simulated performance: Efficiency without water contamination. Boundary conditions from Design II, Test 2. 
It can be seen that the stroke time is increased slightly with this change, however the overall efficiency is 
not significantly affected. Constant and equal friction coefficients will therefore be used in all the following 
simulations as this reduces the calculation load. 
The two major sources of inefficiency highlighted in Table 16 are the thermal cycling of components due 
to the temperature cycling of the working fluid (indicated by the high amount of heat removed from the 
system via the condenser) as well as the heat transferred to the delivery fluid which primarily occurs via 
the cylinder wall due to the alternating contact with the working fluid and delivery fluid.  
Being made of highly conductive material, and directly exposed to the working fluid during both delivery 
and suction strokes, the heat exchanger (boiler and condenser) likely contributes a significant amount to the 
total amount energy consumed in the thermal cycling of the system. The temperature of the boiler and 
condenser plates is shown in Figure 89 for the boundary conditions used in Figure 88 with constant friction 
coefficients.  
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(a) (b) 
Figure 89 Heat exchanger plate temperature cycling: (a) boiler upper and lower plate (b) condenser upper and lower plate. 
If each plate is taken as 0.15kg and 0.13kg for the boiler and condenser plates respectively (which is the 
case for the given system dimensions), it can be seen that the heat used in thermally cycling these 
components each stroke can be obtained as follows. The heat capacity of each plate is given by: 
𝐶𝑏𝑜𝑖𝑙𝑒𝑟.𝑝 = 0.15 × 0.385 = 0.058𝑘𝐽/°𝐶 ...(99) 
and 
𝐶𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟.𝑝 = 0.13 × 0.385 = 0.05𝑘𝐽/°𝐶 ...(100) 
It can be seen in Figure 89 that the condenser plates both cycle by approximately 53°C and the top and 
bottom boiler plates vary by 48°C and 23°C respectively. The heat required to create this change in 
temperature every stroke is therefore: 
𝑄𝐻𝐸.𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑦𝑐𝑙𝑖𝑛𝑔 = (2 × 0.05 × 53) + (0.058 × 48) + (0.058 × 23) = 9.5𝑘𝐽/𝑠𝑡𝑟𝑜𝑘𝑒 ...(101) 
The total amount of heat consumed in the thermal cycling of the heat exchanger over an hour is therefore 
180kJ (base on 19 strokes per hour as obtained from Figure 89). As the total heat removed via the condenser 
was 503kJ (given in Table 17), it is clear that the heat exchanger accounts for approximately 36% of this 
energy. The results summarised in Table 17 will be used as a base line for comparison of the effect of the 
changes to the system discussed in this chapter. 
Table 17 Simulated results: Water contamination removed and coefficient of friction constant at 0.3.  
Stroke volume ηo QDF Qatm Qin Qout.cond Wout ηmechanical Qstored HE thermal cycling 
L % kJ kJ kJ kJ kJ % kJ kJ 
1.92 0.78 397 86 1201 503 9 91.4 204 180 
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Increasing the stroke volume should reduce the effect of thermal cycling in the heat exchanger by allowing 
the same volume to be delivered with fewer strokes, thereby reducing the number of times the heat 
exchanger temperature is cycled. This can be achieved by either increasing the height or diameter of the 
cylinder. The inputs to the model were altered in order to approximately double the stroke volume, both by 
increasing the height or diameter as shown in Figure 90. The dimensions of the heat exchanger, thickness 
of the cylinder etc were kept constant while the working fluid charge was increased to account for the 
increased delivery volume. A similar ratio of actual charge to ideal was used in order to remove the potential 
for this to impact the results. The results of these simulations are shown in Table 18 and Figure 91. 
   
(a) (b) (c) 
Figure 90 Increasing Design II stroke volume: (a) original dimensions (b) increased height (c) increased diameter. 
While it can be seen that the amount of energy consumed in thermally cycling the heat exchanger is 
reduced in both cases (33% reduction for increased diameter and 45% reduction for increased height), the 
overall efficiency is actually reduced from 0.78% to 0.65% in the case of increased height due to the 
increased losses to the delivery fluid and atmosphere (46% increase and 31% increase respectively). The 
overall efficiency does increase slightly in the case of increased diameter (from 0.78% to 0.81%). However 
once again, the increased losses in other areas of the system offset the gains due to reduced thermal cycling 
of the heat exchanger. 
Table 18 Simulated results: Stroke volume increased to 3.86L via increasing diameter or height. 
 ηo QDF Qatm Qin Qout.cond Wout ηmechanical Qstored HE thermal cycling 
 % kJ kJ kJ kJ kJ % kJ kJ 
Increased diameter 0.81 469 98 1251 420 10 93.1 253 121 
Increased height 0.65 579 113 1280 299 8 91.6 280 99 
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The cylinder surface area is increased from 0.091m2 for the base line dimensions (same as Design II) to 
0.126m2 in the case of increased diameter and 0.169m2 in the case of increased height. The increased surface 
area of the system in both cases results in increased losses to the environment [120]. The heat transferred 
to the delivery fluid is also significantly increased due to the greater surface area being alternately exposed 
to the working fluid and delivery fluid each stroke. It is clear therefore that reducing the effect of thermal 
cycling in the heat exchanger by increasing the stroke volume will not result in any great overall 
improvement unless one or more of the other causes of inefficiency are also addressed. 
 
Figure 91 Overall efficiency for increased stroke volume based on diameter and height (Volume increased to 3.86L). 
The heat transfer to the delivery fluid should be the simplest to remove. From observations of the model, 
the majority of the heat transferred to the delivery fluid occurs via the cylinder wall. Minimising this heat 
transfer should be able to be achieved by extending the length of the piston so that there is no overlap 
between the ends of the cylinder exposed to the working fluid and delivery fluid as shown in Figure 92. In 
order to test this, the system dimensions for the model were altered to maintain a similar stroke volume to  
the experimental dimensions used in the baseline system (Table 17), extending the cylinder and piston to 
400mm and 200mm respectively (giving a stroke volume of 1.9L). Additionally, the insulation material 
within the piston was changed to a lighter weight material to offset the increased size (and hence weight) 
of the piston. The properties of the insulation were assumed to be the same as the felt insulation used around 
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the outside of the cylinder. A summary of the material properties used throughout all the simulations is 
given in the Appendix (Table 29). The top surface of the piston was also changed to steel as would be 
required in order to maintain a sealed, rigid structure with the new insulation. The static and dynamic 
friction coefficients were both set to 0.3.  
 
Figure 92 Schematic of TPP with an extended piston. 
The simulated results are shown in Table 19 and Figures 93-95. Figure 93 shows that the variation in 
temperature in the cylinder is greatly reduced in this design with the working fluid end being maintained at 
close to the maximum working fluid temperature during the delivery stroke while the delivery fluid end is 
maintained close to ambient. This is supported by Table 19 where it can be seen that the heat transferred to 
the delivery fluid is reduced from 397kJ to 38kJ. By limiting the transfer of heat to the delivery fluid, the 
cylinder is able to be maintained at a higher temperature at the working fluid end. This reduces the 
temperature difference between the cylinder and the working fluid during the delivery stroke, resulting in 
reduced heat transfer rates between the two and increasing the overall efficiency of the system is to 1.2%. 
As a result of the increased efficiency, the overall flow rate is also increased to 63L/hr at 200kPa.g 
Table 19 Simulated results: Extended piston. 
Stroke volume ηo QDF Qatm Qin Qout.cond Wout ηmechanical Qstored 
L % kJ kJ kJ kJ kJ % kJ 
1.9 1.21 38 93 1123 716 14 91.4 261 
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Figure 93 Cylinder temperatures with extended piston. Temperatures from the middle of the cylinder and 60mm from either end. 
 
Figure 94 Simulated performance: Pressure vs time with extended piston. Boundary conditions from Design II, Test 2. 
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Figure 95 Simulated performance: Overall efficiency vs time with extended piston. Boundary conditions from Design II, Test 2. 
Another method of reducing the overall heat transfer throughout the system would be to change the 
materials used to one with reduced thermal conductivity. This would suggest the use of a polymer rather 
than the stainless steel, however the choice of materials is limited by the operating temperature and required 
chemical compatibility with isopentane. As PTFE is already used for the heat exchanger housing and has 
been shown to be a good fit for the above requirements, the model was run with all the steel components 
replaced with PTFE. The dimensions were the same as for Design II although altered slightly where 
appropriate to account for the reduced strength of the material, specifically the thickness of the cylinder and 
base plate were increased to 15mm. This change showed the greatest increase in performance so far, as can 
be seen in Table 20 and Figure 96.  
While the heat transfer to the delivery fluid is reduced by approximately 70%, it is still high relative to the 
system with the extended piston (which achieved a 90% reduction). The efficiency is improved beyond that 
obtained by just extending the piston (from 0.78% to 1.52% in comparison to 1.21%). This is due to 
improvements in the other sources of inefficiency and can be explained by considering the differences in 
the material properties of PTFE compared to stainless steel. 
Table 20 Simulated results: All PTFE construction. 
Stroke volume ηo QDF Qatm Qin Qout.cond Wout ηmechanical Qstored 
L % kJ kJ kJ kJ kJ % kJ 
1.92 1.52 117 46 1126 702 17 91.4 242 
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The density, specific heat capacity and thermal conductivity for both stainless steel and PTFE are given 
in Table 21. The higher specific heat capacity of PTFE in comparison to stainless steel is effectively offset 
by the reduced density, hence these properties will have a negligible effect on the system performance. The 
thermal conductivity of PTFE however is approximately 2% of the thermal conductivity of stainless steel 
which causes the heat transferred from the working fluid to the cylinder to be more effectively stored at the 
inner surface [120]. This in turn reduces the average temperature difference between the cylinder wall and 
the working fluid during the delivery stroke. Similar to the effect observed with the extended piston, this 
reduces the rate of heat transfer between the two. The net reduction in heat transferred from the working 
fluid to the cylinder each stroke is sufficient to create a 95% increase in overall efficiency. However, as 
there is still alternating contact between the cylinder, working fluid and delivery fluid, heat is still 
transferred to the delivery fluid more effectively than for the extended piston setup where it is limited by 
the rate of conduction along the length of the cylinder. 
Table 21 Material properties for stainless steel and PTFE [120, 137, 138]. 
 Density* Specific heat capacity Thermal conductivity 
 kg/m3 kJ/kg.K W/m.K 
Stainless steel 8042 0.47 13.4 
PTFE 934 1.17 0.25 
*calculated from measured mass and volume of actual components 
 
Figure 96 Simulated performance: Overall efficiency vs time with all PTFE components. Boundary conditions from Design II, 
Test 2. 
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The obvious next step would be to combine these two improvements, however given the difficulties 
encountered in sealing the system with a stainless steel (which is highly dimensionally stable) piston and 
cylinder, a solution to this problem is also required. An alternative design which addresses this issue as well 
as implementing the above improvements is presented in the following section. 
5.1 Design IV: Proposed new design based on simulation results 
Rolling diaphragms, developed by Bellofram (Figure 97), have been around since 1955 [139]. They allow 
the sealing benefits of a diaphragm combined with the longer stroke lengths and rigid structure associated 
with a piston cylinder system. Additionally, the rolling action of the diaphragm between the piston and 
cylinder wall almost eliminates friction from the system. The draw back to the design for many applications 
is the length of the piston required (piston height must be at least equal to SA), and the fact that the internal 
side of the diaphragm convolution must always be at a positive pressure with respect to the outside (as 
shown in Figure 97) in order to prevent collapse of the diaphragm and binding of the system. 
 
Figure 97 Bellofram rolling diaphragm: SB = stroke below neutral plane, SA = stroke above neutral plane [139]. 
Ingersol et al. [140] describe a method of using two rolling seals (or a specially designed seal with 
equivalent function) in opposition to one another as shown in Figure 98. This configuration allows the space 
between the cylinder and the internal side of the diaphragm convolutions to be filled with an incompressible 
fluid, or any fluid at higher pressure than the operating pressure, in order to prevent the diaphragm from 
collapsing. This design further increases the required length of the piston for a given stroke length, however 
in the case of the proposed TPP design, this is an advantage as it inherently implements the extension of 
the piston required to limit heat transfer to the delivery fluid. A schematic of the proposed new design is 
shown in Figure 99. 
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Figure 98 Compressor/expander with rolling seal [140]. 
 
Figure 99 Schematic of proposed new TPP design (Design IV). 
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The model inputs were altered to reflect the proposed system dimensions. The coefficient of friction was 
reduced to 0.1 to account for the rolling seal and the insulation thickness was increased to 30mm. Initially, 
the boundary conditions used were the same as for the previous section (based on the experiments using 
Design II). The model was run with the construction material set to both steel and PTFE and the results are 
summarised in Table 22 and Figure 100. 
Table 22 Simulated results for Design IV: Stainless steel or PTFE. Stroke volume 2.18L. 
 Overall flow rate ηo QDF Qatm Qin Qout.cond Wout ηmechanical Qstored 
 L/hr % kJ kJ kJ kJ kJ % kJ 
Stainless steel 72 1.31 10 81 1191 771 16 97.5 312 
PTFE 109 1.92 0.023 40 1204 808 23 97.5 331 
 
Figure 100 Simulated results: Overall efficiency for Design IV using stainless steel or PTFE. 
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Figure 101 Simulated results: Pressure vs temperature for Design IV operating at maximum practical delivery pressure. 
 
Figure 102 Simulated results: Overall efficiency for Design IV operating at maximum practical delivery pressure. 
The results for this system constructed with PTFE and operating at the maximum practical delivery 
pressure are shown in Figure 101 and 102. Beyond this delivery pressure, the temperature difference 
between the heat source and the maximum working fluid temperature becomes such that the rate of heat 
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input is not able to overcome the heat loss and the delivery pressure cannot be reached (or the stroke length 
becomes impractically long).  
It can be seen that even at this pressure, there is a substantial warm up period required before the system 
begins operating at a reasonable flow rate and efficiency. It should be noted that while the overall efficiency 
for the hour (total work output/total heat input) is reduced in comparison to the lower delivery pressure in 
Figure 100, the per-stroke efficiency reaches 2.1% by the end of the hour, hence it can be expected that an 
overall efficiency of approximately 2% would be reached if run for long enough to reduce the effect of the 
warm up stroke. 
Finally, the system was modelled using the boundary conditions given in Table 23 in order to estimate the 
‘real world’ performance under conditions appropriate for desalination. The assumptions made in 
determining the boundary conditions were that minimal suction work is required, a constant heat sink 
temperature of 20°C is available, the heat source includes some method of storage and regulation such that 
it can be maintained between 80°C and 85°C.  
The results of the simulations over the range of heat source temperatures is summarised in Table 24. The 
average continuous heat input is calculated from the work output and the efficiency and represents the 
equivalent constant rate of heat input required to achieve the same result as the discontinuous heat supply 
actually required by the system. It can be seen that for a similar recovery ratio to that obtained in the 
experiments for Designs I-III, the expected improvement in performance for Design IV results in a 
significantly lower specific energy consumption. Additionally, the delivery pressure obtained is higher than 
that achieved by Designs I-III allowing a higher level of feedwater salinity for a given recovery ratio. 
Table 23 Boundary conditions for Design IV. 
TSource TSink Tamb PD PS Boiler flow rate Condenser flow rate Friction coeff. WF Charge 
oC oC oC kPa.abs kPa.abs L/min L/min  ml 
80-85 20 20 370 95 6 6 0.10 42 
 
Table 24 Average steady state performance based on heat source temperature. Recovery ratio of 30% used to calculate fresh 
water production rate and S.E.C. 
TSource 
Overall steady state flow 
rate 
ηsteady state 
Average continuous heat 
supply 
Fresh water production 
rate 
SEC 
°C L/hr % kW L/hr MJ/m3 
80.0 37 1.87 0.151 11 48.9 
81.6 43 1.97 0.168 13 46.6 
83.4 49 2.04 0.184 15 44.9 
85.0 54 2.09 0.198 16 43.9 
    Average: 46.1 
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Chapter 6 
Preliminary case studies 
The predicted performance of Design IV discussed in Chapter 5 shows significant improvement over the 
experimental results for Designs I-III presented in Chapter 3. This design will therefore be used to explore 
the potential of the TPP and TPP-RO systems under real world conditions. 
Using the performance predictions for Design IV discussed in Chapter 5 (section 5.1), the performance 
over the course of one year has been modelled in two locations in southern Australia. The first case is the 
Yarra valley in southern Victoria which is a significant food production region, with a large number of 
wineries, farms and orchards. There is significant potential for sustainable technologies to be utilised in the 
irrigation and water supply for such producers. The second case is that of the Barossa valley in South 
Australia. Being a significant region for the wine and citrus industries, combined with access to saline 
groundwater sources, the potential for localised small-scale desalination systems to supplement water 
supplied by rain, or schemes such as BIL (Barossa infrastructure ltd), is high. Such a system could provide 
an extra layer of security to the water supply for many producers in the region. 
In both cases, the TPP system is combined with evacuated tube solar collectors and a thermal storage tank. 
It is assumed that access to a ground source (or similar) constant heat sink temperature of around 20°C is 
available. The solar collectors used in the simulation are Kinspan Thermomax HP400, evacuated tube 
collectors. The physical specifications of Design IV are summarised in Table 25 and the specifications of 
the collectors are given in Table 26. 
Table 25 Physical specifications of Design IV. 
Overall dimensions: 440.4x220x220 mm 
Stroke volume: 2.18 L 
Boiler heat transfer area: 0.007 m2 
Condenser heat transfer area: 0.008 m2 
Heat exchanger flow rate: 6 L/min 
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Table 26 Thermomax HP400 evacuated tube collector. 
Number of tubes: 20  
Overall dimensions: 1952x1418x93 mm 
Aperture area: 2.13 m2 
η0: 0.75  
a1: 1.18 W/m2K 
a2: 0.0095 W/m2K2 
 
As per EN 12975-2 [141] the efficiency, and therefore useful heat of the collectors under given operating 
conditions can be calculated using equations (102) and (103), where Tm is the mean temperature of the 
collector and GT is the irradiance incident on the collector. 
𝜂𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟 = 𝜂0 − 𝑎1 (
𝑇𝑚 − 𝑇𝑎𝑚𝑏
𝐺𝑇
) − 𝑎2𝐺𝑇 (
𝑇𝑚 − 𝑇𝑎𝑚𝑏
𝐺𝑇
)
2
 ...(102) 
?̇?𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟 = 𝐴𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟𝐺𝑇𝜂0 ...(103) 
The thermal storage is assumed to be an insulated tank with water as the thermal storage medium. Figure 
103 shows the relationship between surface area and aspect ratio for both a cubic and cylindrical vessel of 
4m3 (assuming that the cubic vessel has a square footprint). For the same volume and aspect ratio, a 
cylindrical vessel will have lower surface area which should lead to reduced heat loss through the walls. 
Additionally, in both cases the lowest surface area is obtained at an aspect ratio of 1. Therefore, a cylindrical 
tank with equal diameter and height is assumed for the thermal storage vessel. This is a potentially useful 
relationship for the design of thermal storage systems in general, as this minimum surface area condition 
will also correspond to the minimum vessel mass (and hence cost) as well as minimising the insulation 
thickness required for a given set of design conditions. 
The heat loss through the walls was calculated using steady state equations and assuming an insulation 
conductivity of 0.04W/m.K. In both cases it was assumed that the TPP system would be operating at the 
maximum pressure of 270kPa.g obtained in Chapter 5 (section 5.1). 
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Figure 103 Surface area vs aspect ratio for cubic and cylindrical vessels.  
V=4m3, aspect ratio is height/width and height/diameter respectively.  
6.1 Solar thermal irrigation-Yarra Valley, Victoria 
As mentioned at the start of the chapter, the Yarra valley region has a large number of wineries, farms, 
and orchards. Many of these producers rely on onsite rainwater catchments, with some also being 
supplemented by external sources such as the Yarra river. This access is limited to the winter months 
however and is based on current water levels. The growing season for grapes is concentrated in the summer 
months and accounts for the majority of the yearly water usage. This water requirement averages 1.5-
2ML/Ha per year (M Griffith 2018, pers. comm., 17 Jul). The water requirements for different applications 
will vary. However, for the purpose of this preliminary case study, a small producer with onsite catchment, 
restricted river water access and up to 25m total delivery head is assumed. 
The environmental conditions for the Yarra valley (located to the east of Melbourne) from 2018 are given 
in Figures (104-106). The average global irradiance given in Figure 105 was calculated from average daily 
solar exposure data [142] from the same location, and the average daily sunshine hours [143] given in 
Figure 104.  
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Figure 104 Average daily sunshine hours for the Yarra valley [143]. 
Equation (104) can be used to calculate the average incident irradiance on the solar collectors, GT, where, 
GZ is the global irradiance on a horizontal surface [142], β is the tilt angle (taken as being equal to the local 
latitude, φ) and α is the elevation angle. 
𝐺𝑇 =
𝐺𝑍 sin(𝛼 + 𝛽)
sin(𝛼)
 ...(104) 
The elevation angle α can be calculated using equation (105) and knowledge of the local latitude, φ, and 
the declination angle, δ, which is determined based on the day of year. 
𝛼 = 90 − φ + δ ...(105) 
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Figure 105 Average daily irradiance for 2018: Yarra valley, VIC. Lat: 37.72° S, Lon: 145.41° E, Elevation 83m. Based on data 
from [142]. 
 
Figure 106 Average daily temperatures for 2018: Yarra valley, VIC. Lat: 37.72° S, Lon: 145.41° E, Elevation 83m. Max and min 
temperatures from [142]. 
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The mean daily temperature used to calculate the heat loss from the thermal storage and the efficiency of 
the solar collectors was taken as the average of the maximum and minimum temperatures given in Figure 
106. System component performance was calculated on an hourly basis for one year from Jan 1, 2018 to 
Dec 31, 2018. This included the heat gain in solar collectors, heat loss from the thermal storage and the 
heat consumption by the TPP. The control scheme used was such that the TPP system would run 
continuously, day and night, and only turn off if the temperature of the thermal storage dropped below 
80°C. This lower limit of temperature was set by the maximum operating pressure of Design IV and the 
working fluid (isopentane) considered for the TPP system.  
The calculated solar thermal collector efficiency is given in Figure 107. It can be seen that except for the 
occasional days of low solar irradiance, the efficiency ranges from 70% in the warmer months to 50% in 
winter. It was found that a thermal storage volume of 2m3 with 300mm thick insulation was sufficient to 
maintain 24hr operation of a single TPP system. 
 
Figure 107 Simulated solar collector efficiency: TPP Design IV. Yarra valley, VIC. 
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Figure 108 Simulated thermal storage temperature: TPP Design IV. Yarra valley, VIC. 
The calculated thermal storage temperature over the course of a year (based on a 2m3 volume) is shown 
in Figure 108. During the warmer months, the temperature can be maintained between 82°C and 85°C fairly 
comfortably, regardless of the number of collectors used. If operation is to be maintained during the cooler 
months (Apr-Sep) at least two collectors (A=4.26m2) are required and three (A=6.39m2) will give almost 
uninterrupted operation throughout the entire year.  
As shown in Figure 109, the pump operates at a fairly constant flow rate (approximately 50L/hr) as long 
as the thermal storage remains above 80°C and is assumed to turn off whenever the temperature drops 
below this value. As mentioned above, a single solar collector (Thermomax HP400) is capable of 
maintaining the thermal storage above this cut-off temperature for all but the winter months, while two or 
three collectors allow almost continuous operation. This results in a total yearly volume delivered of 285m3, 
386m3 and 428m3 for 1, 2 and 3 collectors respectively.  
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Figure 109 Total volume delivered for 1, 2 and 3 solar thermal collectors: TPP Design IV. Yarra valley, VIC. 
6.1.1 Summary of the Yarra Valley Solar-TPP system  
Based on the simulated yearly performance for a single stage, Design IV solar TPP system, there are two 
key methods of implementation that could be considered. The first is the direct use of the solar TPP system 
for irrigation, in which case it would only be required to operate during the warmer growing season. In this 
case, a single evacuated tube solar thermal collector (as well as the thermal storage) would be required per 
TPP module. If this single collector system is operated continuously while the thermal storage is at a 
sufficient temperature, a total of 0.285ML could be delivered. Therefore, assuming a water requirement of 
1.5ML/Ha per year, 5 such modules (total collector area of 10.65m2) could supply the irrigation 
requirements for one hectare of grape vines. 
The second method of implementation would be to utilise the solar TPP system as a transfer pump to 
transfer water from a lower reservoir/water source to an upper reservoir. The upper reservoir would then 
provide the head required for a gravity-based irrigation system. The solar TPP system would operate 
continuously to maintain the level in the upper reservoir, while allowing greater flow rates for irrigation 
than can be provided directly by the pump itself. In this case, 3 TPP modules would transfer 85% of the 
required yearly volume of water for one hectare of grapes. However, in order to achieve continuous 
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operation for each TPP module, 3 solar thermal collectors would be required giving a total collector area 
of 19.17m2. 
Both of these scenarios are highly simplified and are intended only as an illustration of the potential 
methods of implementation for the solar TPP system as part of an irrigation system. Additionally, the flow 
rate of the Design IV TPP system is limited by the small heat exchanger area used. It is assumed therefore, 
that there is still significant scope for improvement in this regard. 
6.2 Small scale desalination system-Barossa Valley, South Australia 
For the case of the Barossa valley, the TPP system was considered as part of a small-scale desalination 
system. At present the ground water at this site is saline with a TDS of 2,200ppm. Based on the maximum 
operating pressure of 270kPa.g for Design IV (at a heat source temperature of 80°C) and assuming that the 
TPP system is matched to an appropriate commercial RO membrane (e.g. DOW FILMTEC BW30-4040 
brackish water membrane), a 30% recovery ratio could be achieved. This salinity (2,200ppm) is typical for 
the majority of the groundwater sources in the region [144]. The recovery ratio could potentially be 
increased by blending some of the brine back into the product water depending on the end application (and 
associated permissible TDS), however the simulated performance presented here assumes a single 
desalination stage with no pressure recovery or mixing of product and brine streams.  
The water usage requirements for vineyards in the Barossa varies significantly, with some relying solely 
on rainwater and others requiring irrigation with 6-8ML/Ha per year. Most vineyards however require 0.5-
1ML/Ha per year (J Zerk 2018, pers. comm., 17 Jul). 
The environmental conditions (daily sunshine hours, irradiance and temperature) are given in Figures  
(110-112). It should be noted that the temperature data was obtained from a different (albeit nearby) location 
[142]. 
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Figure 110 Average sunshine hours: Barossa valley, SA [143]. 
 
 
Figure 111 Average daily solar irradiance for 2018: Barossa valley, SA. Lat: 34.51° S, Lon: 138.96° E, Elevation 249m. Based 
on data from [142]. 
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Figure 112 Daily mean temperature for 2018: Barossa valley, SA. Lat: 34.55° S, Lon: 138.83° E, Elevation 116m. Max and min 
temperatures from [142]. 
It can be seen in Figure 111 that the maximum irradiance at a given time of year is similar to that observed 
in the Yarra valley, however it is more consistently high at this location. Despite this consistency, the 
average daily irradiance incident on the collectors still drops below approximately 1.25kW/m2 between 
April and August which results in a similar trend in thermal storage temperature and resulting TPP 
operation. It can be seen in Figures 113 and 114 that there are a significant number of on/off cycles 
occurring during the months where the thermal storage consistently drops below 80°C. It may therefore be 
possible to improve the performance when using few collectors by adjusting the operating conditions of the 
TPP system. For example, reducing the flow rate through the heat exchanger or only operating during 
sunshine hours, however such optimisation is beyond the scope of this study. 
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Figure 113 Simulated thermal storage temperature: TPP Design IV. Barossa valley, SA. 
 
Figure 114 Simulated product water flow rate: TPP Design IV. Barossa valley, SA. 
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Figure 115 Simulated specific energy consumption: TPP Design IV. Barossa valley, SA. 
 
Figure 116 Total fresh water produced for 1, 2 and 3 solar thermal collectors: TPP Design IV. Barossa valley, SA. 
It can be seen that the specific energy consumption remains fairly constant at 44.5MJ/m3, only climbing 
to 49MJ/m3 during winter. The fresh water produced over the course of the year, using a single pump and 
membrane stage, is given in Figure 116 and totals 93m3, 120m3 and 130m3 for 1, 2 and 3 solar thermal 
collectors (Thermomax HP400) respectively. Using three collectors (total area = 6.39m2), an additional 
TPP-RO module could be added to increase the yield to 231m3 fresh water per year. 
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6.2.1 Summary of the Barossa Valley Solar TPP-RO system  
In contrast to the Yarra valley case (where the solar TPP system was used solely as a water pump for 
irrigation), the goal for the solar TPP-RO desalination system would be to maximise the production of fresh 
water from on-site groundwater. As such, continuous year-round operation would be required. Based on a 
water requirement of 0.5-1ML/Ha per year, 4-8 Design IV TPP-RO modules would be required (with three 
solar collectors per module) to provide the total yearly water requirements for one hectare of vines. The 
total collector area in this case would be 8.5-17m2. 
Due to the requirement for continuous operation in order to achieve this production volume however, 
additional storage for the product water would also be required to ensure it is available when needed. 
As with the first case study (section 6.1), this is a simplification of both the application requirements and 
the size of the solar TPP-RO system needed to meet these requirements. It does however serve to illustrate 
the dependence of the yearly fresh water production volume on the solar thermal collector area, suggesting 
that this requirement will likely be a limiting factor in the total production capacity for a given installation. 
As mentioned in section 6.1.1, it is expected that the flow rate of the TPP system could be significantly 
improved with further development of the design. Additionally, there are means by which the desalination 
performance could also be improved (e.g. by the inclusion of a pressure recovery system) which would 
further increase the fresh water yield per m2 of collector area. 
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Chapter 7 
Conclusions and recommendations 
The analytical model of the ideal TPP cycle was explored in section 2.1.2 using isopentane as the working 
fluid and it was shown that a maximum theoretical efficiency of 6.6% could be obtained for a driving 
temperature difference between 60°C and 70°C. The theoretical performance was compared both to the 
Carnot cycle and the trilateral cycle. It was shown that the efficiency of the TPP cycle surpassed the trilateral 
cycle at driving temperature differences below 37°C, achieving approximately 52% of Carnot efficiency. 
The fraction of Carnot continued to increase with decreasing driving temperature difference, achieving 74% 
of Carnot at a temperature difference of 15°C. This theoretical analysis indicates the potential of the TPP 
cycle for low temperature heat to work conversion (where the difference between available heat source and 
sink temperatures is generally low), addressing one of the key research gaps highlighted in section 1.3. The 
analytical model was expanded in section 2.1.3 and the effect of the potential imperfections in the system 
were explored. One such imperfection was the inclusion of ‘dead space’ due to increasing the size of the 
heat exchanger beyond the required liquid volume of working fluid. The other was the inclusion of excess 
working fluid in the system - as would be the case if the system was operated at a temperature below the 
maximum design temperature. It was shown that the addition of ‘dead space’ to the system had a relatively 
minor impact on efficiency when compared to the introduction of excess working fluid as follows: 
Increasing the heat exchanger to ten times the ‘ideal’ volume resulted in a 15% reduction in efficiency, 
while doubling the required working fluid (which would occur if the system was operated at a heat source 
temperature 30°C below the maximum design temperature) resulted in a 48% reduction in efficiency.  
 
The experimental investigations covered in Chapter 3 showed three separate designs that each operated 
on the TPP cycle. Each design demonstrated significant sources of inefficiency and achieved performances 
an order of magnitude lower than the theoretical TPP cycle that was outlined in Chapter 2 (section 2.1). 
The performance of each system was also tested coupled to a reverse osmosis membrane. Designs II and 
III showed similar performance when coupled with RO membranes, with the diaphragm system (Design 
III) slightly outperforming Design II. It was shown however that the efficiency of Design II was consistently 
higher across the range of delivery pressures tested without the RO membrane than Design III, and that the 
desalination performance (S.E.C and recovery ratio) was likely affected by a mismatch between the 
potential flow rate supplied by the pump and the optimum flux through the RO membrane. The efficiency 
of Design III was greatly affected by the applied back pressure, which corresponds to the maximum working 
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fluid temperature. This was linked to the heat transfer across the diaphragm which suggests that such a 
design would require significant modification in order to achieve any greater efficiency than obtained here. 
The behaviour of Design II highlights the need for the desalination and TPP system flow rate to be properly 
matched. The experimental efficiencies obtained varied from 0.1% for Design I to 0.4% for Design II. The 
specific energy consumptions obtained varied between 251MJ/m3 and 643MJ/m3 placing the experimental 
TPP-RO systems on par with commercial MSF and MED systems [122] with respect to S.E.C. The 
maximum salinity of the feedwater however was around 1220ppm, 1184ppm and 1040ppm for Designs I-
III respectively. 
 
The numerical model described in Chapter 4 (based on Design II) suggests that a significant cause of the 
inefficiency observed in the experiments for this design were due to contamination of the working fluid 
with water. This was supported by observations made during disassembly of the system. Simulations of the 
system without the influence of this contamination suggest that the design should be able to achieve 
efficiencies of 0.78% and overall flow rates of 43L/hr. Assuming the RO membrane was matched to the 
improved flow rate, this would equate to a specific energy consumption of 93MJ/m3 for a recovery ratio of 
30% and the same test conditions as was used for the Design II experiments. The model highlighted heat 
transfer to the delivery fluid and thermal cycling of system components in contact with the working fluid 
as the major sources of inefficiency. These observations were also supported by the experimental results.  
Further investigation using the numerical model showed that the design parameter with the greatest impact 
on the performance was the material used – A material with a lower thermal conductivity, e.g. PTFE instead 
of stainless steel, could improve the efficiency by 95%. The second greatest impact was obtained by 
increasing the ratio of the piston thickness to the cylinder length. Increasing this to 50% so that the working 
fluid and delivery fluid ends of the cylinder remain isolated from one another could result in a 55% 
improvement in efficiency. An improved design based on these findings was proposed which could 
potentially achieve a 144% increase in efficiency compared to the predicted performance of Design II 
without working fluid contamination. This design, outlined in Chapter 5 (section 5.1), would utilise a rolling 
diaphragm to support and seal an extended piston. These modifications would overcome a number of the 
issues encountered with both Designs II and III. The rolling diaphragm provides the advantages in regard 
to sealing and reduced friction of a standard diaphragm based moving boundary, while also greatly reducing 
the heat transfer to the delivery fluid by isolating the delivery and working fluid sides of the system. The 
dimensions for Design IV were based on available rolling diaphragm sizes, which gave a stroke volume of 
2.18L. The heat exchanger dimensions used were the same as for Design II. The results obtained from the 
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numerical model for Design IV predicted efficiencies of 1.9% (approximately 20-30% of theory) and flow 
rates of 109L/hr for the first hour of operation. For a feedwater salinity of approximately 1200ppm and a 
recovery ratio of 30% this design could obtain a specific energy consumption of 37MJ/m3. The maximum 
pressure achievable for Design IV at the average heat source temperature of 78°C (based on experimental 
boundary conditions), and with isopentane as the working fluid was found to be approximately 370kPa.abs 
(270kPa.g). 
 
Design IV was simulated at this maximum pressure for heat source temperatures ranging from 80°C to 
85°C. The results were then used to simulate performance of the system over the course of a year for two 
locations in southern Australia. For these two preliminary case studies, a single stage, Design IV TPP and 
TPP-RO system was combined with a variable number of evacuated tube solar thermal collectors and a 
thermal storage tank. Using the same heat exchanger for the TPP system as was used in Design II (Boiler 
area of 0.007m2 and condenser area of 0.008m2), the Design IV TPP system was simulated as a standalone 
pump and as a small-scale desalination system. The single stage pump was able to operate continuously for 
most of the year with a thermal storage tank of 2m3 and three solar thermal collectors (total collector area 
of 6.39m2). The maximum yearly volume of water delivered for the case of just pumping for irrigation, 
without RO, was 428m3. When combined with RO, the specific energy consumption was approximately 
44.5MJ/m3 for most of the year, climbing to 49MJ/m3 during winter. The maximum amount of fresh water 
produced over a year, for a feedwater salinity of approximately 2,200ppm and recovery ratio of 30%, was 
predicted to be 130m3/year.  
 
Table 15 from Chapter 3 (section 3.2.4) has been updated to include results from the numerical model and 
is shown in Table 27 below. If the performance predicted by the model can be achieved in practice, the 
TPP-RO system would be able to achieve specific energy consumption on par with mid-range conventional 
RO systems for brackish water with salinity up to 2200ppm. The primary advantage of a TPP-RO system 
over conventional RO for such brackish water applications is the use of low-grade thermal energy rather 
than high grade electrical energy. Additionally, compared to alternative thermal desalination systems, 
S.E.C, recovery ratio and system complexity all favour a TPP-RO system. 
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Table 27 Performance of TPP-RO (experimental and simulated) compared to existing desalination technologies [122, 123]. 
Process / Technology Feed water type 
Specific energy 
consumption 
Main energy type 
Recovery 
ratio 
  MJ/m³ (kWh/m³)  % 
MSF Brackish water, Seawater 291-518 (80.8-143.9) Thermal 0.6-6 
MED Brackish water, Seawater 180-698 (50.0-193.9) Thermal 6-38 
Conventional RO Brackish water, Seawater 4.8-68 (1.2-18.9) Electrical 10-51 
ORC - RO Brackish water, Seawater 13-250 (3.6-69) Thermal 10-51 
TPP-RO (experimental) Brackish water (1146ppm) 251-643 (69.7-178.6) Thermal 26-42 
Solar TPP-RO (model)1 Brackish water (2500ppm) 37-49 (10.3-13.6) Thermal 30 
1 Based on Design IV 
 
The focus of this wok has been the design and development of a practical system for the conversion of 
low temperature thermal energy to work, and an exploration of the potential of such a system for single 
phase desalination via reverse osmosis. It has been shown that the major constraint in implementing a 
practical solution is the thermal cycling of system components which can be minimised by ensuring that 
the surfaces in contact with the working fluid are maintained as close to the maximum working fluid 
temperature as possible (e.g. by minimising the thermal conductivity and mass of any component in contact 
with the working fluid and not exposing these components to potential heat sinks such as the delivery fluid). 
It has also been shown that for a practical TPP system using an integrated heat exchanger, the performance 
of the system is highly dependent on how close the maximum operating temperature is to the maximum 
design temperature, with operation at lower than the design temperature having a negative impact on the 
thermal efficiency.  
7.1 Recommendations for further development 
A number of recommendations for further development of a practical TPP system are outlined in the 
following sub-sections. The two priorities being the validation of the numerical predictions regarding 
Design IV and the development of an improved heat exchanger design. 
7.1.1 Development of an experimental system based on Design IV.  
The performance predicted by the numerical model for Design IV is a significant improvement on the 
experimental systems tested (Designs I-III). However, a practical system based on these changes will be 
required to validate the expected improvements. The following activities would be required in order to 
achieve this: 
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1. Detailed component design based on the schematic shown in Figure 99 and the dimensions in 
Table 25. The initial design should use the same heat exchanger as Design II in order to validate 
the numerical predictions. 
2. Experimental analysis of the above system using a similar method as that used for Designs II and 
III. 
7.1.2 Further development and improvement of Design IV. 
The numerical simulations discussed in Chapter 5 focused on the exploration of potential improvements 
to the moving boundary component of the TPP system while both the heat exchanger design and size 
remained fixed (the same as was used for Design II). Therefore, the potential improvements indicated by 
the numerical analysis of Design IV are only part of the picture. Further development of the heat exchanger 
design is therefore recommended in order to achieve additional improvements in both efficiency and overall 
flow rate. The heat exchanger used in Design II was shown to be more reliable than the separate boiler and 
condenser used in Design I. It was also small enough that the effect of thermal cycling was not as great as 
for the heat exchanger used in Design III. However, the theory outlined in Chapter 2 (section 2.1) indicates 
that there are significant disadvantages to using an integrated boiler and condenser. It was also shown that 
the major source of inefficiency not addressed by Design IV was the thermal cycling of the heat exchanger. 
It is therefore recommended that a separate boiler and condenser design be revisited, and attempts made to 
overcome the issues displayed in the experimental operation of Design I. As such, the following research 
activities are recommended: 
1. As the behaviour of Design I seemed to be related to whether or not the working fluid had a direct 
vertical path from the cylinder to both the boiler or condenser. It is suggested that an experiment 
be designed to examine the behaviour of saturated isopentane vapour in various flow paths during 
both evaporation and condensation processes. 
2. Design and testing of a number of heat exchanger configurations with respect to maximising heat 
transfer and minimising thermal cycling. 
7.1.3 Optimisation of solar thermal TPP/TPP-RO system 
Once operational data for the improved design is available, optimisation of the larger system (TPP, RO, 
solar thermal collector and thermal storage) should be performed. This will allow a pilot scale 
demonstration with extended operation and provide information regarding the scalability of the system. 
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Appendix 
 
Table 28 Saturation properties for Isopentane (Note: reference temperature is 27.82°C and pressure 101.325kPa.abs) [114]. 
T, °C P, kPa (abs) ρf, kg/m3 ρg, kg/m3 hf, kJ/kg hg, kJ/kg hfg, kJ/kg Cp, kJ/kg.°C 
10 52.307 629.98 1.65 -40.02 316.54 356.57 2.20 
15 63.568 625.03 1.98 -28.96 323.97 352.93 2.22 
20 76.665 620.03 2.35 -17.77 331.46 349.23 2.25 
25 91.795 614.97 2.79 -6.46 339.00 345.45 2.27 
27.83* 101.325 612.08 3.06 0.00 343.29 343.29 2.29 
30 109.166 609.84 3.28 4.99 346.59 341.60 2.30 
35 128.995 604.65 3.83 16.58 354.24 337.66 2.33 
40 151.506 599.39 4.46 28.30 361.93 333.63 2.35 
45 176.932 594.04 5.16 40.16 369.66 329.50 2.38 
50 205.511 588.61 5.95 52.17 377.42 325.25 2.41 
55 237.492 583.10 6.82 64.32 385.21 320.90 2.44 
60 273.125 577.48 7.80 76.62 393.03 316.41 2.47 
65 312.672 571.76 8.88 89.07 400.87 311.80 2.50 
70 356.398 565.92 10.08 101.68 408.72 307.04 2.53 
75 404.574 559.96 11.40 114.45 416.57 302.12 2.57 
80 457.477 553.87 12.86 127.38 424.43 297.04 2.60 
85 515.392 547.64 14.46 140.49 432.27 291.78 2.63 
90 578.608 541.25 16.23 153.77 440.10 286.33 2.67 
95 647.421 534.68 18.17 167.22 447.89 280.67 2.71 
100 722.136 527.93 20.31 180.87 455.65 274.78 2.75 
*normal boiling point  
 
Table 29 Material properties used in simulations [120, 137, 138]. 
Material: Density Specific heat Thermal conductivity 
 kg/m3 kJ/kg.°C W/m.°C 
Copper 8933 0.385 401 
Felt insulation   0.04 
PTFE* 934 1.17 0.25 
PU + Polystyrene (Piston insulation)*† 535 1.26 0.08 
Stainless steel* 8042 0.468 13.4 
* Density calculated from measured weight and volume of experimental components 
† Specific heat and thermal conductivity estimated based on PU and polystyrene properties 
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Figure 117 United nations sustainable development goals [2] showing goals that are impacted by access to clean water. 
 
 
Figure 118 Model interface: System dimensions. 
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Figure 119 Model interface: Fluid selection and properties. 
 
 
Figure 120 Top level of Simulink model. 
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(a) (b) 
Figure 121 Conceptual rendering of future TPP system: (a) Design IV constructed in PTFE (b) Double acting TPP-RO system. 
 
 
