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resUmo
Estudos sobre o reconhecimento visual de palavras têm mostrado resultados convergentes para 
um estágio de decomposição inicial equivalente para palavras transparentes (SAILBOAT) 
e opacas (BOOTLEG). Considerando que tanto palavras transparentes quanto opacas são 
deocompostas, deve haver um estágio posterior de recomposição que daria conta da diferença 
entre os mecanismos de ativação do sentido de SAILBOAT e de BOOTLEG. Este estudo 
tem como objetivo apresentar o estado da arte com relação ao processamento de palavras, 
GHVWDFDQGRRVHVWiJLRVDWpDJRUDLGHQWLÀFDGRVTXHSUHFHGHPHTXHVHJXHPRDFHVVROH[LFDOH
apontando o papel crucial dos morfemas nesse processo.
abstraCt
Studies of  word recognition show convergent evidence for an indistinguishable initial 
decomposition stage for transparent (SAILBOAT) and opaque (BOOTLEG) words, as 
predicted by full-decomposition models. Considering that both transparent and opaque words 
are decomposed, there should be a later stage of  recomposition that would account for the 
difference between the meaning retrieval mechanisms of  SAILBOAT and BOOTLEG. 
This study aims at presenting the state of  the art concerning word processing, highlighting 
WKHVWDJHVWKDWSUHFHGHDQGIROORZOH[LFDODFFHVVDVZHOODVWKHFUXFLDOUROHRI PRUSKHPHVLQ
the process.
1 este artigo resume uma parte da tese de doutorado da autora (Programa de Pós-graduação 
em Linguística da UFrJ/apoio CaPes e Comissão Fulbright, sob orientação de aniela França 
e marcus maia). o experimento reportado (GarCia, 2013) foi realizado no Laboratório 
de Neurolinguística da Universidade de Nova York, em parceria com teon brooks, e teve a 
supervisão de Liina Pylkkanen e alec marantz.
Decomposição e Recomposição no Processamento Lexical: uma Revisão dos Estágios do 
Reconhecimento visual de palavras complexas
264
PaLavras-Chave
PRUIRORJLDFRPSRVLFLRQDOLGDGHVHPkQWLFDDFHVVROH[LFDO0(*
KeYworDs
PRUSKRORJ\VHPDQWLFFRPSRVLWLRQDOLW\OH[LFDODFFHVV0(*
o papel da morfologia no processamento de palavras
entender o papel dos morfemas na arquitetura e no processamento 
GDOLQJXDJHPpXPGHVDÀRUHOHYDQWHWDQWRSDUDDOLQJXtVWLFDWHyULFDTXDQWR
para a Psicolinguística. No escopo da teoria da Gramática Gerativa, 
HOD VH WUDGX] SULPHLUR HP GHÀQLU TXDLV VmR RV iWRPRVPHPRUL]DGRV
que entram na numeração para então serem operados pela sintaxe. 
Para suas vertentes lexicalistas – que incluem a versão mais recente da 
Gramática Gerativa, o minimalismo (ChomsKY, 1995) –, as palavras 
estão armazenadas em sua forma plena no léxico e a computação se 
dá, portanto, no nível supralexical. há, por outro lado, propostas 
não-lexicalistas, que argumentam que a noção intuitiva de palavra 
não corresponde necessariamente às unidades mentais das operações 
OLQJXtVWLFDVXPDYH]TXHQmRSDUHFHVH MXVWLÀFDUXPGRPtQLRHVSHFLDO
de associação entre som e sentido no nível lexical (maraNtZ, 1997a; 
1997b). a proposta não-lexicalista da morfologia Distribuída (haLLe 
& maraNtZ, 1993; borer, 2000; harLeY & NoYer, 1998a; 
1998b) prevê que a computação ocorra em múltiplas fases, distribuída 
em diferentes camadas funcionais. a sintaxe operaria, portanto, também 
no interior da palavra, fazendo a concatenação entre raiz e morfemas 
categorizadores. 
Dentro do escopo da Psicolinguística, estudar essas questões 
envolve também compreender as etapas perceptuais envolvidas no 
reconhecimento lexical, que devem culminar na seleção da representação 
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relevante para a computação linguística. essas etapas devem variar 
dependendo da modalidade – auditiva ou visual. em estímulos 
auditivos, por exemplo, é natural que haja uma ativação incremental à 
medida em que os fones vão sendo percebidos no tempo. sendo assim, 
deve existir um momento de composição fonética na etapa inicial do 
reconhecimento de uma palavra, de modo que ele envolva a ativação 
de várias outras palavras a partir da semelhança fonológica com cada 
segmento desvelado no curso da fala (cf. modelo Cohort – marsLeN-
wiLsoN & weLsh, 1978). À medida que cada novo som da palavra 
é percebido, algumas palavras são desativadas e outras, com semelhança 
pelo meio, são ativadas. estímulos visuais, por sua vez, devem prescindir 
dessa primeira etapa composicional, considerando-se que a leitura se dê 
por reconhecimento paralelo das letras (DaheaNe, 2009; raYNer 
& PoLLatseK, 1987). 
após essa ativação inicial de nível mais baixo, a informação perceptual 
deve ser segmentada nas partes que servirão como as unidades mínimas 
da computação linguística. Determinar o tamanho e a natureza dessas 
unidades implica entender como o léxico mental é organizado. estudos 
em processamento da linguagem têm se dedicado há pelo menos quatro 
décadas à investigação do papel da morfologia no reconhecimento de 
palavras. inaugurados por taFt & Forster (1975), esses estudos 
podem ser organizados em grupos distintos, de acordo com o que 
cada um deles postula com relação à decomponibilidade morfológica. 
os modelos decomposicionais defendem que a palavra deve ser 
armazenada e acessada por meio de seus constituintes mínimos, os 
morfemas (taFt & Forster, 1975; stoCKaLL & maraNtZ, 
2006). Por outro lado, modelos não-decomposicionais argumentam que 
a palavra esteja representada e seja acessada inteira (seiDeNberG & 
GoNNermaN, 2000). 
modelos decomposicionais tardios postulam que a decomposição 
de palavras em seus constituintes pode ocorrer após o acesso lexical 
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à palavra inteira (GiraUDo & GraiNer, 2000; mariNKoviC, 
2004). modelos decomposicionais iniciais, por outro lado, defendem 
que os morfemas são acessados automaticamente logo no início do 
processamento da palavra complexa. os modelos de decomposição 
inicial podem ainda ser divididos entre os que preveem um mecanismo 
de dupla rota (marsLeN-wiLsoN et al., 1994; shreUDer & 
baaYeN, 1995; CaramaZZa et al., 1998; PiNKer, 2000; haY & 
baaYeN, 2005) e os que defendem a decomposição plena da palavra 
em morfemas durante seu reconhecimento (taFt, 2004; stoCKaLL 
& maraNtZ, 2006).
modelos não-decomposicionais consideram que palavras se 
relacionam no léxico mental por meio de conexões fonológicas e 
semânticas. Para esses modelos, portanto, não há um nível morfológico 
de representação, e efeitos de priming entre palavras relacionadas são 
explicados em termos de coincidência de traços fonológicos e de sentido. 
(VVDDERUGDJHPWHPVLGRGHVDÀDGDSRUHVWXGRVTXHXWLOL]DPDWpFQLFD
de priming encoberto (Forster, 1998)2. Nesses estudos, palavras 
morfologicamente relacionadas têm efeito diferenciado de palavras com 
semelhança fonológica ou semântica (LoNGtiN et aL., 2003; rastLe 
et al., 2004; GarCia, 2009). os resultados têm mais recentemente se 
direcionado em favor dos modelos decomposicionais (GarCia, 2009; 
rastLe et al., 2004; LoNGtiN et al., 2003; ZwitserLooD, 1994; 
stoCKaLL & maraNtZ, 2006; FioreNtiNo & PoePPeL, 
2007a).
Um fator importante que parece condicionar o modo como palavras 
complexas são acessadas é a transparência semântica, ou seja, o quão 
recuperável é a relação entre o sentido dos morfemas constituintes e o 
sentido da palavra inteira. Palavras semanticamente transparentes como 
saiLboat (barco a vela) e teaCher (professor) têm sua ativação 
2 “Nessa técnica, o prime é apresentado muito rapidamente, de modo que não seja conscientemente 
SHUFHELGR6HQGRDVVLPDYLVXDOL]DomRpVXÀFLHQWHSDUDDWLYDUHWDSDVLQLFLDLVGRUHFRQKHFLPHQWR
lexical, e essa ativação afeta o reconhecimento da palavra alvo.” (GarCia, 2013)
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facilitada pelo sentido de seus constituintes (saiL=vela, boat=barco, 
teaCh=ensinar). essa facilitação parece, por outro lado, ser afetada 
pelo tipo de tarefa quando a relação entre os constituintes e o todo é 
RSDFD %227/(* IDOVLÀFDGR PDV %227 ERWD H /(* SHUQD
estudos com priming encoberto indicam haver um momento inicial do 
reconhecimento da palavra em que os constituintes são ativados, uma 
vez que há facilitação entre constituintes e a palavra inteira independente 
da transparência semântica (rastLe et al., 2004; LoNGtiN et al., 
2003; GarCia, 2009). Quando o prime é apresentado por um tempo 
mais longo, no entanto, essa facilitação ocorre apenas para palavras 
semanticamente transparentes. isso indica a existência de uma fase no 
reconhecimento da palavra, anterior ao pareamento semântico, em que 
VHULDPDFLRQDGDVDSHQDVFDUDFWHUtVWLFDVPRUIRRUWRJUiÀFDVGDSDODYUD
Palavras como brother (irmão), que podem ser “pseudo-segmentadas” 
HPXPD UDL] H XP VXÀ[R VHULDPGHFRPSRVWDV WDQWR TXDQWRSDODYUDV
como teacher, em que a segmentação é relevante para o reconhecimento. 
Porém, ainda que essa decomposição ocorra independentemente das 
entradas lexicais, existiria sensibilidade visual para fatores de nível 
mais elevado como o reconhecimento de morfemas, de modo que 
palavras como brothel (bordel) não são segmentadas. Nesse caso, ainda 
que uma “pseudo-raiz” broth- (caldo) possa ser reconhecida, o material 
reminiscente -elQmRpXPVXÀ[RH[LVWHQWHQDOtQJXD(IHLWRVGHVVHWLSRVH
diferenciam do modelo de decomposição plena proposto originalmente 
por taFt & Forster (1975), o $IÀ[ 6WULSSLQJ, para o qual a 
decomposição da palavra passa primeiramente por um momento de 
UHPRomRREULJDWyULDGRVDÀ[RVDQWHULRUDRDFHVVROH[LFDO(VVDUHPRomR
ocorreria independentemente de o material reminiscente existir ou não. 
Para taFt & Forster (1975), portanto, palavras como winter (vento) 
seriam decompostas. Palavras como brothel, por outro lado, não seriam 
(GarCia, 2013).
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Utilizando também a técnica de priming encoberto e trabalhando 
com palavras compostas, shooLmaN & aNDrews (2003), 
FioreNtiNo (2006) e FioreNtiNo & PoePPeL (2007b) 
encontram resultados semelhantes aos de rastLe et al. (2004). 
ZwitserLooD (2004) reporta efeitos de decomposição independente 
de transparência semântica em um teste de priming parcial não encoberto. 
1mR KRXYH HIHLWR VLJQLÀFDWLYR SDUD UHODomR PHUDPHQWH RUWRJUiÀFD
nesses estudos. 
o uso da técnica de rastreamento ocular apresenta um ganho 
importante por possibilitar que as medidas sejam feitas durante o 
processo de leitura, podendo ser útil para caracterizar diferentes estágios 
do processamento morfológico a partir do movimento dos olhos. maia 
et al. (2007) apresentam resultados associando a técnica de rastreamento 
ocular com o efeito stroop (strooP, 1935). o estudo revela maior 
atividade ocular em condições com morfemas transparentes do que nas 
com palavras opacas e pseudo-derivadas, o que os autores interpretaram 
como indicativo em favor de modelos de dupla rota. resultados nessa 
mesma direção foram encontrados por aNDrews et al. (2004) e 
JUhasZ et al. (2003), que obtiveram efeitos de frequência para primeira 
À[DomR ÀUVW À[DWLRQ) no primeiro constituinte de palavras compostas, 
H WDPEpP HIHLWRV QD PDQXWHQomR GD À[DomR gaze duration) para os 
segundos constituintes. esses estudos também encontraram efeitos que 
indicam representação no nível da palavra inteira, tanto em manutenção 
GDÀ[DomRTXDQWRQRVWHPSRVWRWDLVGHOHLWXUD7RGRVHVVHVUHVXOWDGRV
indicam que exista representação no nível sublexical, o que não pode ser 
explicado por modelos não-decomposiconais.
se os resultados desses estudos mencionados acima apontam 
consistentemente para a existência de um estágio de decomposição 
inicial que parece não ser semanticamente condicionado, deve existir um 
momento posterior em que o sentido complexo da palavra é ativado. 
essa ativação deve se dar por meio da combinação entre os sentidos dos 
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morfemas resultantes da decomposição inicial. Garcia (2013) teve como 
foco de análise exatamente esse estágio mais tardio do reconhecimento 
lexical. De modo a manipular esses efeitos posteriores ao acesso aos 
morfemas, a autora estabeleceu o Campo medial anterior (amF) como 
medida dependente para essa atividade combinatória. o amF é um 
componente de meG que ocorre entre 350 e 450 milissegundos após 
o início da apresentação de um elemento crítico ligado a algum tipo de 
computação semântica (bemis & PYLKKÄNeN, 2011).
o processamento lexical no tempo e no espaço3
,QYHVWLJDo}HVXWLOL]DQGRDV WpFQLFDVGHHOHWURHQFHIDORJUDÀD ((*
H PDJQHWRHQFHIDORJUDÀD 0(* WrP VH PRVWUDGR FRQYHQLHQWHV
como forma de mapeamento online das computações envolvidas no 
processamento lexical. essas técnicas têm a vantagem de acompanhar 
essas computações com uma resolução temporal de milissegundos. No 
entanto, para que se possam formular hipóteses testáveis, é necessário 
que se tenha uma ideia clara de como componentes relacionados à 
DWLYLGDGH FHUHEUDO SRGHPHVWDU DVVRFLDGRV jV FRPSXWDo}HV HVSHFtÀFDV
que queremos examinar. estudos realizados recentemente com a técnica 
GH PDJQHWRHQFHIDORJUDÀD WrP LGHQWLÀFDGR DOJXQV FRPSRQHQWHV QD
forma da onda obtida ao se medir a atividade eletromagnética associada 
ao reconhecimento visual de palavras (tarKiaiNeN et al., 1999; 
embiCK et al., 2001; haLGreN et al., 2002; PYLKKÄNeN  et 
al., 2002; CorNeLisseN et al., 2003). esses componentes estão 
relacionados a diferentes estágios desse processo, e são sensíveis a 
IDWRUHV HVSHFtÀFRV UHODFLRQDGRV DR HVWtPXOR 'H DFRUGR FRP HVVHV
trabalhos, a rota para o acesso lexical aconteceria em pelo menos quatro 
estágios, durante 400 ms após o início da visualização da palavra. abaixo 
apresentam-se os estágios relacionados à percepção visual em meG, 
3 seção adaptada de Garcia (2013)
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mas a sequência é qualitativamente semelhante para estímulos visuais e 
auditivos (saLmeLiN, 2010). esses diferentes componentes atuam de 
forma equivalente aos estágios do reconhecimento visual postulados por 
modelos de decomposição inicial. sendo assim, eles têm se mostrado 
como importantes ferramentas para mapear as computações associadas 
a esses diferentes estágios, podendo ajudar a resolver, no tempo e no 
HVSDoR RV GDGRV FRQÁLWDQWHV GRV HVWXGRV EDVHDGRV HP WHPSRV GH
resposta.
2SULPHLURFRPSRQHQWHLGHQWLÀFDGRRULJLQDOPHQWHSRU7DUNLDLQHQ
et al. (1999), ocorre em torno de 100-150 ms após o início da apresentação 
da palavra e está associado a características visuais mais concretas, como 
tamanho e luminância (Type I response). esse componente tem origem na 
UHJLmRRFFLSLWDOHDSUHVHQWDVHQVLELOLGDGHSDUDSURSULHGDGHVRUWRJUiÀFDV
estudos mais recentes realizados por Dikker e Pylkkänen revelam ainda 
que pistas sintáticas e léxico-semânticas do estímulo já afetam esse 
componente (DiKKer & PYLKKÄNeN, 2011; DiKKer et al., 2010).
após esse estágio, há um momento em que as palavras são 
decompostas em seus morfemas constituintes, caracterizada pelo 
componente m170. essa decomposição, que é pré-lexical e tem origem 
no córtex temporal inferior, ocorre entre 150 e 200 ms e é sensível 
a sequências de letras (Type II response tarKiaiNeN et al., 1999). 
estudos com ressonância magnética funcional (fmri) localizam uma 
região no córtex visual que estaria consistentemente implicada com a 
LGHQWLÀFDomRGHSDODYUDVHTXHÀFRXFRQKHFLGDFRPRDÉUHDGD)RUPD
visual da Palavra (Visual Word Form Area – vwFa). essa área seria 
resultado de uma reorganização funcional associando a capacidade da 
leitura com restrições estruturais do sistema visual (DehaeNe et 
al., 2002; mcCaNDLiss et al., 2003; FraNÇa et al., 2013). Lewis 
HWDO DUJXPHQWDPDLQGDTXHDiUHDSRGHULDVHFKDPDUÉUHDGD
Forma visual de morfemas, já que, nesse estágio do reconhecimento, 
RFRUUHGHFRPSRVLomRGDSDODYUDEDVHDGDQD IRUPDGH UDt]HV H DÀ[RV
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(VVDDÀUPDomRVHEDVHLDHPUHVXOWDGRVGHXPDVpULHGHHVWXGRVFRP
meG que trouxeram uma caracterização temporal mais precisa para as 
SURSULHGDGHVLGHQWLÀFDGDVQRVHVWXGRVFRPQHXURLPDJHPVREUHHVVDiUHD
(saLmeLiN, 2007; ZweiG & PYLKKÄNeN, 2009; soLomYaK & 
maraNtZ, 2009; 2010; Lewis et al., 2011).
Zweig & Pylkkänen (2009) comparam diretamente palavras 
morfologicamente complexas e simples, dialogando com a literatura 
de priming encoberto (LoNGtiN et al., 2003; rastLe et al., 2004), 
H LGHQWLÀFDP R 0 FRPR D SULPHLUD UHVSRVWD YLVXDO VHQVtYHO j
complexidade morfológica. soLomYaK & maraNtZ (2009, 2010) e 
Lewis et al. (2011) apresentam resultados que corroboram a existência 
de decomposição obrigatória baseada em relações de frequência entre 
UDt]HVHDÀ[RV+$<DSDUWLUGHPRGXODo}HVQDVDPSOLWXGHVGR
m170. Lewis et al. (2011) encontram ainda evidências de que possa haver 
representação da palavra inteira já disponível nos estágios mais iniciais 
do reconhecimento lexical – apenas para palavras cuja decomposição 
não é determinante para o acesso lexical –, indicando que exista uma rota 
dupla de acesso atuando desde o início do reconhecimento da palavra. 
há ainda um terceiro componente, o m250, que ocorre entre 200 
e 300 ms após o início da apresentação da palavra e parece ter origem 
na parte posterior do hemisfério esquerdo. Não há consenso quanto 
às possíveis computações associadas a esse componente, mas ele 
parece ter relação com certas propriedades fonológicas do estímulo 
(PYLKKÄNeN et al., 2002).
todos esses estágios até aqui estão envolvidos com processamentos 
pré-lexicais, ou seja, eles antecedem o pareamento arbitrário entre forma 
e sentido que caracteriza o acesso lexical (haLLe & maraNtZ, 1993). 
esse pareamento, por sua vez, parece ser captado por um componente 
mais tardio, em torno de 350 ms após a apresentação visual da palavra. 
esse componente, sensível à frequência e à repetição (PYLKKÄNeN 
et aL., 2002) – mas não à competição entre as representações ativadas 
SHORHVWtPXOR²WHPVLGRLGHQWLÀFDGRFRPRFRUUHODWRGRDFHVVROH[LFDO 
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FioreNtiNo & PoePPeL (2007) utilizam esse componente 
para mapear estágios do curso temporal da decomposição em palavras 
compostas do inglês, manipulando as propriedades tidas como envolvidas 
no acesso lexical – e captadas pelo m350 – para comparar diretamente 
palavras compostas com palavras simples. assumindo que o m350 é 
sensível a fatores relacionados ao acesso lexical, itens mais curtos e com 
maior frequência deveriam apresentar ativação mais rápida do m350 (peak 
latency). sendo assim, os autores previram que, se houvesse ativação dos 
constituintes das palavras compostas, eles teriam latências menores do 
que as palavras simples – maiores e menos frequentes – com que foram 
comparadas. Como previsto, as latências do m350 associadas às palavras 
compostas foram mesmo menores, indicando ativação dos constituintes 
em estágios iniciais do reconhecimento de palavras complexas. isso 
aponta para a existência de representações no nível sublexical. aqui, é 
UHOHYDQWH REVHUYDU TXH R FRPSRQHQWH QHXURÀVLROyJLFR XWLOL]DGR SDUD
caracterizar a decomposição não foi necessariamente o mesmo em 
palavras derivadas e palavras compostas. Nas palavras derivadas, essa 
constatação foi feita 1) comparando diretamente palavras derivadas com 
palavras simples (ZweiG & PYLKKÄNeN, 2009), 2) comparando 
efeitos relacionados à forma visual da palavra com efeitos relacionados 
ao sentido (soLomYaK & maraNtZ, 2009), ou, ainda, 3) 
FRPSDUDQGRIUHTXrQFLDVGHVHTXrQFLDVRUWRJUiÀFDVHPÀQDOGHSDODYUD
FRP VHTXrQFLDV FRUUHVSRQGHQWHV D DÀ[RV GD OtQJXD 62/20<$.	
maraNtZ, 2010). 
Cada tipo de manipulação teve efeitos marcados em diferentes 
FRPSRQHQWHV QD IRUPD GD RQGD 0DQLSXODo}HV RUWRJUiÀFDV
obtiveram resposta associada ao m100, ao passo que manipulações 
de morfemas e de sentido obtiveram resposta associada ao m170 e 
ao m350, respectivamente. em palavras compostas, a decomposição 
foi constatada pela ativação lexical dos constituintes, indicada pelas 
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latências de pico do m350 mais rápidas que as latências associadas às 
palavras monomorfêmicas de mesmo tamanho e frequência. Não foram 
encontrados efeitos no componente m170, o que indica que houve acesso 
ao sentido dos constituintes, e não apenas um desmembramento pré-
lexical baseado na forma visual das raízes. stoCKaLL & maraNtZ 
(2006) também utilizam o m350 como índice de acesso lexical (ativação da 
UDL]SDUDPRVWUDUTXHRUHFRQKHFLPHQWRGHSDODYUDVÁH[LRQDGDVHQYROYH
sua decomposição em morfemas lexicais e funcionais, independente da 
regularidade.
5HVXPLQGRYiULDV IRUPDV Mi IRUDPXVDGDVSDUDYHULÀFDUDVHWDSDV
do reconhecimento visual de palavras. independente da metodologia 
utilizada, existe um consenso sobre o fato de haver um momento do 
reconhecimento que envolve a ativação de constituintes. basicamente, 
essa decomposição é constatada a partir de diferentes vias, utilizando 
GLIHUHQWHVPHWRGRORJLDV5HFHQWHPHQWH HVWXGRV HOHWURÀVLROyJLFRV WrP
procurado localizar no tempo as etapas envolvidas no reconhecimento 
lexical. 
em palavras derivadas, essa decomposição parece mais bem 
caracterizada, envolvendo uma distinção mais clara entre o momento em 
que as palavras são decompostas com base na forma visual dos morfemas 
(captada por experimentos utilizando priming encoberto e detectável pelo 
componente m170) e o momento posterior em que se dá o acesso à raiz, 
com o pareamento entre forma e sentido (detectável pelo componente 
m350). Levando-se em consideração os resultados desses estudos, todas 
as palavras que podem ser segmentadas em morfemas existentes são 
segmentadas (teacher ݲ; brother ݲ; brothel ݴ), nos momentos mais 
iniciais do reconhecimento.  
Palavras compostas, por outro lado, não podem ser decompostas 
FRPEDVH HPXPD UHODomR HQWUH DÀ[RV H UDt]HV&RQIRUPH UHFRQKHFH
Libben (1994), é mais difícil conceber uma heurística sistemática para 
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a segmentação de palavras compostas em seus morfemas constituintes. 
Por serem constituídos apenas por morfemas de classe aberta, a 
decomposição não pode ocorrer checando-se uma lista relativamente 
SHTXHQD FRPR QR FDVR GRV DÀ[RV $OpP GLVVR SDODYUDV FRPSRVWDV
possuem mais chance de serem segmentáveis em diferentes pontos, 
gerando múltiplos constituintes possíveis (clamprod pode ser segmentado 
em clamp-rod e em clam-prod – cf. LibbeN et al., 1999). De qualquer 
forma, é praticamente consensual, entre os estudos realizados com 
palavras compostas, que existe acesso aos constituintes durante o curso 
temporal do reconhecimento. essa decomposição, assim como ocorre 
para as palavras derivadas, acontece independente da transparência 
semântica (ZwitserLooD, 1994; FioreNtiNo & PoePPeL, 
2007b). ou seja, se as palavras compostas são segmentáveis, elas devem 
ser segmentadas (teacup ݲ; hogwash ݲ; penguin ݴ).
sendo assim, se todas as palavras com alguma estrutura interna 
possível são decompostas (teacup, hogwash, carpet / teacher, apartment, 
FRUQHUXPDTXHVWmRTXHVHFRQÀJXUDPDLVUHFHQWHPHQWHGL]UHVSHLWR
a quais seriam as computações subsequentes que dariam conta da 
interpretação correta das palavras complexas. entender quais são as 
subrotinas do processamento lexical e quando elas ocorrem no curso 
temporal do reconhecimento – e apontar quais medidas dependentes 
captam essas diferentes subrotinas – é um trabalho ainda em progresso, 
HXPGHVDÀRSDUDSHVTXLVDVVREUHRDFHVVROH[LFDO
Pressupondo a ativação sublexical durante o processamento de 
palavras, GarCia (2013) examinou a atividade neuronal associada a 
efeitos combinatórios pós-lexicais que devem ocorrer entre os morfemas 
DWLYDGRV LGHQWLÀFDQGR XPSRVVtYHO FRPSRQHQWH TXH SRVVD VHU XVDGR
para testar futuras hipóteses sobre processos combinatórios no curso do 
reconhecimento de palavras compostas. 
&RPRDÀUPDGarCia (2013),
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a composicionalidade em palavras ou expressões 
linguísticas não é sempre indiscutível. Uma questão 
importante para o estudo da linguagem em uma 
perspectiva biolinguística deve ser, portanto, que tipo de 
composicionalidade faz parte do inventário de operações 
da linguagem natural. (GarCia, 2013)
estudos recentes têm se dedicado a isolar algumas operações 
combinatórias básicas. manipulando a composicionalidade semântica 
em sintagmas adjetivais e em sentenças envolvendo coerção e violações 
semânticas, esses estudos têm encontrado atividade aumentada do amF 
DVVRFLDGD j FRPSRVLomR GH VLJQLÀFDGRV FRPSOH[RV 3</..b1(1
& mceLree, 2007; PYLKKÄNeN, martiN, mceLree & 
smart, 2009; breNNaN & PYLKKÄNeN, 2008; breNNaN 
& PYLKKÄNeN, 2010; PYLKKÄNeN, oLiveri & smart, 
2009; bemis & PYLKKÄNeN, 2011). GarCia (2013) se soma a 
HVVD VpULH GH WUDEDOKRV YHULÀFDQGR TXH HVVHVPHVPRV HIHLWRV SRGHP
ser reproduzidos por processos de composição semântica entre os 
morfemas constituintes de palavras compostas.
tomando como base bemis e PYLKKÄNeN (2011), em que 
a correlação entre o amF e processos combinatórios foi encontrada 
em sintagmas adjetivais envolvendo a combinação entre um nome 
e um adjetivo (red boat = barco vermelho), esse mesmo tipo de efeito 
foi investigado por GarCia (2013) no âmbito de palavras compostas, 
como saiLboat. 
Como essas palavras são constituídas pela 
concatenação de dois morfemas lexicais, analogamente 
DRTXHRFRUUHFRPDPRGLÀFDomRHPVLQWDJPDVFRPR
red boat, consideramos que seria o tipo de estímulo mais 
adequado a um primeiro teste que busca encontrar esses 
efeitos em palavras. (GarCia, 2013)
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Uma questão em aberto com relação ao processamento de palavras 
FRPSRVWDVpTXDQWRDVHH[LVWHXPtQGLFHQHXURÀVLROyJLFRLQGHSHQGHQWH
para a composição entre seus morfemas constituintes. existem estudos 
que apontam o papel da composição para dar conta, sobretudo, do 
processamento de palavras novas (sChreUDer & baaYeN, 1995; 
GaGNé, 2002; Ji et al., 2011). Levando-se em consideração o curso 
da rota visual do reconhecimento de palavras (PYLKKÄNeN & 
maraNtZ, 2003), é possível pensar que exista algum índice, em torno 
do 400 ms, que possa estar envolvido com as operações combinatórias 
pós-lexicais.
Uma característica particular das palavras compostas é o fato de que 
seus dois constituintes são associados por uma relação gramatical não 
expressa (bisetto & sCaLise, 2005). Por exemplo, a palavra teacup 
poderia ser associada à expressão cup for tea, caracterizando uma relação de 
subordinação entre seus constituintes. os constituintes dos compostos 
podem ainda estar relacionados por uma relação de coordenação, como 
no caso do adjetivo bittersweet, não se esgotando nesses dois tipos as 
relações possíveis. bisetto e sCaLiseFODVVLÀFDPDVSDODYUDV
compostas como sendo de diferentes tipos, baseando-se nos tipos de 
UHODo}HVHQWUHVHXVFRQVWLWXLQWHV$FODVVLÀFDomRFRPRHQGRFrQWULFDVRX
exocêntricas está relacionada com o núcleo da palavra composta, isto é, 
com o fato de o sentido da palavra inteira ser ou não um hiperônimo 
GRVHXQ~FOHR(VVDFODVVLÀFDomRSDUHFHVHUHTXLYDOHQWHDRTXHLibbeN 
(1998) chama de componencial e não-componencial, respectivamente. a 
FODVVLÀFDomRHPVXERUGLQDGDVDWULEXWLYDVRXFRRUGHQDGDVGL]UHVSHLWRj
relação sintática entre seus constituintes. 
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FiGUra 1 &ODVVLÀFDomRGDVSDODYUDVFRPSRVWDV%,6(772	
sCaLise, 2005; p. 9)
outro fator complicador para o entendimento de como as palavras 
compostas são processadas é a transparência semântica. Libben 
(1995) propõe um modelo em que a ativação das palavras compostas 
é separada em três níveis: (1) o nível do estímulo, para dar conta da 
habilidade que temos de interpretar palavras compostas novas; (2) o 
nível lexical, que daria conta do fato de sabermos que “palavras como 
strawberry (=morango) contêm o item lexical straw (=canudo), mas não o 
VLJQLÀFDGRGHVVHLWHPµ/,%%(1SHRQtYHOFRQFHSWXDO
para dar conta do fator componencialidade. Nesse modelo, as diferenças 
em termos de transparência semântica são caracterizadas a partir de 
uma ação combinada de ligações facilitatórias e inibitórias entre o nível 
lexical e o nível conceptual. Considerando que palavras complexas sejam 
representadas e acessadas por meio de seus constituintes, as palavras 
compostas podem ser abordadas como sendo o resultado de uma 
simples concatenação entre dois elementos lexicais. No entanto, a exata 
relação que pode existir entre esses dois elementos é bastante variável 
(JaCKeNDoFF, 2002; DressLer, 2006; Jarema, 2006; bisetto 
& sCaLise, 2005). De acordo com LibbeN (2006), palavras compostas 
devem ser facilmente segmentáveis entre seus morfemas constituintes. 
Caso contrário, palavras compostas novas não seriam interpretáveis. 
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Por outro lado, existe um domínio idiossincrático que coloca essas 
SDODYUDV´HPXPDLQWHUVHomRHQWUHLWHQVOH[LFDLVHVHQWHQoDVUHÁHWLQGR
as propriedades tanto das representações linguísticas na mente, quanto 
do processamento gramatical” (LibbeN, 2006)40RGHORVHÀFLHQWHVGH
processamento lexical devem ser capazes de dar conta dessas diferenças.
ainda que as relações entre os constituintes das palavras compostas 
SRVVDP VHU GH GLIHUHQWHV QDWXUH]DV SRGHVH DÀUPDU TXH DV SDODYUDV
compostas, em geral, são o resultado do processo de composição 
HQWUHRVLJQLÀFDGRGHVHXVFRQVWLWXLQWHV,VVRGHYHVHUQHFHVVDULDPHQWH
verdadeiro pelo menos para palavras novas, já que elas, em princípio, 
não devem ter seu sentido idiossincrático representado no léxico mental. 
GarCia (2013) realizou um teste de nomeação em que foram 
comparadas palavras compostas e palavras-controle simples da língua 
inglesa (e.g. saiLboat=barco a vela vs. sPiNaCh=espinafre). o 
tarefa foi realizada enquanto se monitorava a atividade eletromagmética 
cortical dos participantes. Considerando que o esforço computacional é 
maior em palavras compostas, uma vez que envolve a combinação dos 
sentidos dos constituintes, a amplitude do amF deve ser aumentada 
durante o reconhecimento dessas palavras, em comparação com as 
palavras simples.
Conforme mostrado acima, outros estudos já utilizaram a técnica 
GD PDJQHWRHQFHIDORJUDÀD SDUD HQWHQGHU RV PHFDQLVPRV HQYROYLGRV
no reconhecimento de uma palavra. o componente m350, sensível a 
fatores como frequência e repetição, foi relacionado ao momento em 
que ocorre o acesso lexical, ou seja, em que ocorre o pareamento entre 
forma e sentido. Durante o reconhecimento da palavra saiLboat, 
então, ocorre a ativação da raiz saiL e a ativação da raiz boat, 
indicadas pelo componente m350. Nesse estágio, o reconhecimento 
de palavras como saiLboat não é diferente do reconhecimento de 
4 “compound words are structures at the cross-roads between words and 
VHQWHQFHV UHÁHFWLQJ ERWK WKH SURSHUWLHV RI  OLQJXLVWLF UHSUHVHQWDWLRQ LQ WKH
mind and grammatical processing.” (LibbeN, 2006; p. 3)
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palavras como bootLeG. sendo assim, ainda que em tese não exista 
relação semântica entre boot e bootLeG, a palavra é decomposta 
nos estágios mais iniciais do reconhecimento – como indicado por 
experimentos com priming encoberto e com meG. 
“o que diferencia a natureza dessas duas categorias de palavras 
(transparentes e opacas) deve ocorrer, portanto, em algum momento de 
composição semântica posterior ao acesso às raízes” (GarCia, 2013). 
olhado para esses momentos que seguem o acesso às raízes, o estudo 
aqui reportado buscou indícios da recombinação entre os morfemas 
ativados, que culminaria na ativação do sentido da palavra composta.
$RSomRSRUSDODYUDVFRPSRVWDVIRLIHLWDSDUDÀQVGHSDUDOHOLVPR
com o trabalho de bemis e PYLKKÄNeN (2011), trazendo o foco 
para o contexto intralexical. o processo de formação da palavra, no 
entanto, pode ser relevante na segmentação e recomposição do estímulo 
e na ativação do sentido da palavra. Por exemplo, “palavras derivadas (e 
ÁH[LRQDGDVVmRIRUPDGDVSRUXPDUDt]HSRUXPPRUIHPDFDWHJRUL]DGRU
(e.g. [teaCh]er] ou [ParK]eD]), ao passo que palavras compostas 
são formadas por pelo menos duas raízes” (GarCia, 2013). 
Considerando uma proposta não-lexicalista como a da morfologia 
Distribuída (haLLe & maraNtZ, 1993), cada uma dessas raízes 
lexicais – que pode se relacionar com a palavra inteira de forma 
transparente, como em saiLboat, ou de forma opaca, como em 
bootLeG – deve ser concatenada a um morfema categorizador 
(e.g. [saiL]]N e [boat]]NHRVLJQLÀFDGRGHVVDVGXDVUDt]HVGHYH
DLQGD VHU FRPELQDGR SDUD IRUPDU R VLJQLÀFDGR GD SDODYUD FRPSRVWD
saiLboat. essa combinação pode ser por uma relação hierárquica de 
subordinação (saiLboat – [barco] [com vela]) ou por coordenação 
(bittersweet – [amargo] e [doce]). a composição pode ainda ter 
palavras com a mesma categoria formal, como em saiLboat (nome-
nome), ou com categorias diferentes, como em reDNeCK (adjetivo-
nome – red=vermelho; neck= pescoço; redneck=caipira). 
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FraNÇa et al. (2008) notam que há uma “invisibilidade das 
computações composicionais que se estabelecem a partir do ponto 
da arbitrariedade saussureana” (p.47), quando se utiliza a técnica de 
erP. esse trabalho compara palavras monomorfêmicas com palavras 
polimorfêmicas. os resultados obtidos indicaram que, em um paradigma 
de priming auditivo com aferição da atividade elétrica relacionada à leitura 
dos alvos, a quantidade de camadas morfológicas não produz uma 
JUDGDomRQDGLÀFXOGDGHGHDWLYDomRGDSDODYUD6HQGRDVVLPDIDFLOLWDomR
de centralização em relação a centro é equivalente à facilitação de 
pureza em relação a puro, havendo indicação de que o aumento das 
camadas morfológias não acarretaria maior custo de ativação. Por outro 
lado, maia, LemLe & FraNÇa (2007) reportam experimentos 
que investigam a decomposição morfológica na leitura de palavras 
isoladas, utilizando a técnica de rastreamento ocular. esse trabalho 
UHYHOD PDLRU DWLYLGDGH RFXODU À[Do}HV H PRYLPHQWRV VDFiGLFRV QD
leitura de palavras morfologicamente complexas, o que revelaria maior 
custo de processamento para palavras morfologicamente complexas. a 
sensibilidade do rastreador ocular para essas camadas composicionais 
pós-lexicais revela que há um custo de processamento para a soma das 
camadas funcionais após o acesso lexical. essa composicionalidade, no 
entanto, deve ser de uma natureza diferente da encontrada em palavras 
compostas e captadas pelo amF.
 Como são constituídas por morfemas livres, as palavras compostas 
lidam com um inventário mais aberto de possibilidades. as palavras 
GHULYDGDVHÁH[LRQDGDVSRUVXDYH]SRGHPFRQWDUFRPXPDKHXUtVWLFD
mais sistemática na computação de cada nova camada funcional ($IÀ[
Stripping: taFt & Forster, 1975). 
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FiGUra 2:  Composicionalidade em palavras derivadas e compostas 
(in: GarCia, 2013)
estudar os diferentes níveis de complexidade lexical, assim como 
suas diferentes naturezas, pode contribuir com um maior entendimento 
sobre os mecanismos envolvidos no reconhecimento de palavras e, 
em maior escala, fornecer peças importantes para uma caracterização 
explicativa da dinâmica espaço-temporal do circuito cerebral de 
construção de sentido (cf. GarCia, 2013).
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