Abstract. We consider the fifth order Kadomtsev-Petviashvili I (KP-I) equation as
Introduction
We consider the initial value problem (IVP) of the fifth order Kadomtsev-Petviashvili (KP) equation 
Here α, β ∈ R and β = 0. If β > 0 the equation (1) is called the fifth order KP-I and if β < 0 it takes the name the fifth order KP-II. This equation occurs naturally in the modeling of a long dispersive wave. Kawahara [14] introduced the fifth order Korteweg-de Vries equation
which models the wave propagation in one direction. While the KP equation models the propagation along the x-axis of a nonlinear dispersive long wave on the surface of a fluid with a slow variation along the y-axis (see [5, 15, 21, 22] and the references therein). We begin with a few facts about KP equations. The Fourier transform of a Schwarz function f (x, y) is defined bŷ f (ξ, µ) = 1 2π R 2 f (x, y)e −i(xξ+yµ) dxdy.
The dispersive function associating to the KP equation is ω(ξ, µ) = βξ
The analysis of the IVP of the KP equation depends crucially on the sign of α and β. We take a glance on the case β = 0. In this case, equation (1) 
For the third order KP-II equation, we have
In [5] , Colliander, Kenig and Staffilani recovered a full derivative smoothness along the x direction by (5), but only a half derivative smoothness along the x direction by (4) . Since the nonlinear term in the third order KP equation presents a full derivative along the x direction, this explains partially to get the well-posedness for the IVP of KP-I is much more difficult than that of KP-II. Another important concept in the analysis of dispersive equation is the resonance function. Still considering the third order KP equation, the resonance function is defined by R(ξ 1 , ξ 2 , µ 1 , µ 2 ) = ω(ξ 1 + ξ 2 , µ 1 + µ 2 ) − ω(ξ 1 , µ 1 ) − ω(ξ 2 , µ 2 )
Thus for the third order KP-II equation, we always have the following inequality |R(ξ 1 , ξ 2 , µ 1 , µ 2 )| ≥ C|ξ 1 ||ξ 2 ||ξ 1 + ξ 2 |.
But for the third order KP-I equation, the inequality (6) is not true all the time. In this case, resonant interaction happens frequently. The resonant interaction means the resonance function is zero or close to zero. When the zero set of R is sufficiently simple, the problem is easy to dispose. When the zero set of R is more complicated, the problem will be harder. A natural function space to consider the well-posedness of the IVP of the KP equation is the non-isotropic Sobolev space:
where < ξ >= (1 + |ξ|). Keep in mind that we are still in the case of β = 0. A scaling argument (e.g. see [21] ) shows that s 1 + 2s 2 > − 1 2 is expected for the local well-posedness of the IVP of the KP equations in H s1,s2 . As we pointed out, the third order KP-II equation has better dispersive effect than the third order KP-I equation. The results about the third order KP-II equation are very close to the expected indices. In [1] , Bourgain showed the global well-posedness of the third order KP-II equation in L 2 , i.e. s 1 = s 2 = 0. This result had been improved by Takaoka and Tzvetkov [25] and Isaza and Mejía [13] Recently, Hadac [10] removed the additional condition on the initial value above. While for the third order KP-I equation, the situation is more delicate. By compactness method, Iório and Nunes [12] obtained the local well-posednes of the IVP of the third KP-I equation for data in the normal Sobolev space H s (R 2 ), s > 2 and satisfying a "zero-mass" condition. They used only the divergence form of the nonlinearity and the skew-adjointness of the (linear) dispersion operator. The condition on s is needed to control the gradient of the solution in the L ∞ . Another natural space to consider the well-posedness of the IVP of the KP-I equation is the Energy space. We first notice that the KP equation (1) satisfies the following two conversations.
Hamiltonian
x ∂ y u) 2 dxdy + 1 6 u 3 dxdy = H(u 0 ).
Combining the above two conversations together, we can define the Energy space for the fifth order KP-I equation (β = 1) by
For the third order KP-I equation (β = 0, α = −1), the Energy space can be defined by
On these function spaces, we can prove that for β = 1,
and for
for any sufficiently smooth solution u of KP-I equation, uniformly in time (see also [3, 22] ). Thus it would be desired to obtain local well-posedness in this kind of spaces. But the recent results of Molinet, Saut and Tzvetkov [19, 20] showed that, for the third order KP-I (β = 0, α < 0), one cannot prove local well-posedness in any type of non-isotropic L 2 −based Sobolev space H s1,s2 , or in the energy space (see also [18] ), by applying Picard iteration to the integral equation formulation of the third order KP-I equation. To avoid the difficulty, one must abandon Picard iteration or find out an alternative space with similar regularity with H s1,s2 or energy space. In [4, 5] , Colliander, Kenig and Staffilani chose the weighted spaces. More recently, Colliander, Ionescu, Kenig and Staffilani [6] set up the local well-posedness of the IVP of the third order KP-I equation with small data in the intersection of energy space E and weighted space P defined by
The global well-posedness for the IVP of the third order KP-I equation was considered in [16] by using the classical energy method. There Kenig established the global wellposedness in the following function space
For the E(3th) space, the problem is still open. We now turn our attention back to the fifth order KP-I equation. Without loss of the generality, we may assume that β = 1 from now on. The fifth order equation has a higher dispersive term which helps us to obtain some better results than the third order KP equation. Firstly, we consider the dispersive function of the fifth order KP equation. Since there is an interaction between the third order dispersive term and the fifth order dispersive term, we can not get a dispersive smoothing effect as (4) or(5) for all (ξ, µ) ∈ R 2 , but we still have
This inequality can help us to recover a full derivative which is important in the analysis of the fifth order KP-I equation. We also consider the resonance function
The first result of the fifth order KP-I equation in the context of energy space is due to Saut and Tzvetkov [22] . They obtained the locall well-posedness for the fifth order KP-I equation with data satisfying
Here |D x | s u 0 = (|ξ| sû 0 ) ∨ . They also set up the global well-posedness for the data satisfies u 0 ∈ L 2 and H(u 0 ) < ∞. Recently, Ionescu and Kenig [12] got the global well-posedness for the IVP of the fifth order periodic KP-I equation without the third order dispersive term with the initial data in E(5th). For the IVP of the fifth order KP-II equation, Saut and Tzvetkov [22] also obtained the global well-posedness for the initial data in L 2 . And they put forward an open problem whether one can get the local and global well-posedness of the IVP of the fifth order KP-I equation with the initial data in L 2 . In this paper, motivated by [5] , we introduce the following Besov space.
, and χ 2 (ξ, µ) = χ |ξ| 2 ≤ 
To run the Picard argument, Bourgain type space is needed. Below, we also usef to denote the Fourier transform of a function of (x, y, t). One may figure it out in the context.
we define the space X s,b through the following norm:
We now state the well-posedness result in X s,b with initial data in B To connect the already known results with the conjecture, we introduce the function space E s consisting of all the functions satisfying
It is easy to see when s = 0, E 0 = L 2 , when s = 1, E 1 = E(5th). The relation between B 2,1 s and E s is:
s−ε ⊂ E s−ε for any ε > 0. Thus, we have [22] ) Assume that β = 1, α ∈ R, s = 1. For any u 0 ∈ E 1 , there exists a unique solution of the IVP of the fifth order KP-I equation [6] , a weighted space is also used to dispose the case when the very high and very low frequency interact. In our paper, we can overcome this difficulty by the high smoothing effect and the sharp Strichartz estimate.
In the rest of the paper we would like to use the notation A B if there exists a constant C > 0 which does not depend on B such that A ≤ CB. If C < 1 100 , we would like to use A ≪ B. If there exist c and C which are 1 100 < c < C < 100, such that cA ≤ B ≤ CB, the notationA ∼ B will be used. And the constants c and C will be possibly different from line to line. For any a ∈ R, a+ denotes a number is larger than and as close as possible to a.
This paper is organized as follows. In Section 2, we present some results on linear KP equation and some useful estimates. In Section 3, we present the bilinear estimate which is the crucial estimate to set up our locall well-posedness. In Section 4, we finish our proof of Theorem 1.2 and 1.1.
The Linear Estimates
We begin with the IVP of linear KP equation
By Fourier transform, the solution of (19) can be defined as,
By Duhamel's formula, (1) can be reduced to the integral formulation.
Indeed, to get the local existence result, we apply the fixed point argument to the nonlinear map defined as the right hand side of the following integral equation.
where t ∈ R and, ψ is a time cut-off function satisfying
, and ψ T (·) = ψ(·/T ). A small modification of Proposition 1 and Proposition 2 of [5] can bring us the following two estimates on the integral equation (20) .
∞ as above and s ∈ R,
Here
Since we are working in the Besov space, we need to recur to the dyadic decomposed Strichartz estimates as following:
∨ . For any 0 < T < 1, we have
For the sake of convenience, we would like to state the following special cases.
For 0 < δ < 1 2
and
Proof : We first note that
By a simple change of variables we can write
Here f λ (ξ, µ) = |f |(ξ, µ, λ+ω). Then (25) follows from Minkowski's inequality, Strichartz estimate (24) and Cauchy-Schwarz inequality.
To set up the bilinear estimate in the next section, we will encounter the interaction between high frequency and very low frequency. Then the following maximal estimate will be useful when we dispose the very low frequency.
Proposition 2.4 [5](Maximal estimate) Let T m be the operator such that
To run the fixed point argument, we would like to set up the following proposition, whose idea comes from Lemma 3.1 of [9] Proposition 2. 
Proof We first show that
We rewrite
Since S(t) is a unit operator in L 2 space and preserves the support properties in time, we have
. We now turn to show (31) by (32). By the definition of X 0,b , we have
3 The Bilinear Estimates [17] and [24] . In [17] We use the duality to prove the bilinear estimate (34). It means that we need to estimate, for g j ≥ 0,
where A * is the set
It is clear that by symmetry one can always assume that |ξ 1 | ≥ |ξ 2 |. The KP-I problem is difficult because resonant set is complicated. We will decompose A * into several domains. In each domain, we decompose the domain into some tiny sets, and use the estimates in Section 2 on these tiny sets. For instance, when the resonant happens, we will consult to the maximum estimates and the dyadic decomposed Strichartz estimates. We start by subdividing A * into three domains of integration by Low-Low interaction domain
High-High interaction domain
High-Low interaction domain
Proof of Theorem 3.1. Denote
Then we need to prove, there exists σ > 0 such that
By Proposition 2.5, it suffer to show
We now control the following two terms by the right hand side of (37).
Another assumption is that function
has compact support in time (supporting in the set [−T, T ]) for i = 1, 2, j ∈ N. In fact, if we denote
s (x, y, t), for i = 1, 2, the integral in (38) and (39) can be written as a inner product < G i,j , Φ 1 Φ 2 >. Since u and v have compact support with respect to t ∈ [−T, T ], then Φ 1 Φ 2 has the same compact support in time with u and v. Thus the inner product < G i,j , Φ 1 Φ 2 > can be restricted on the interval [−T, T ] according to the time axis. It means we can assume that G i,j has the same compact support in time. We also need some other notations.
Some times, we may use g j instead of g j (ξ, µ, τ )χ j (τ − ω(ξ, µ)), one can figure out it in the context. Then we can decompose (38) and (39) by j1,j2≥0 j≥0
and j1,j2≥0 j≥0
Low-Low interaction.
Case A:
In this case, we have |ξ 1 + ξ 2 | |ξ 1 | max(1, |α|). This implies the sum on m is finite. And we also have 
Here m(ξ, µ) = χ |ξ| max(1,|α|
, which belongs to L 2 (R × R).
We first note that if |µ1+µ2| |ξ1+ξ2| ≤ 1, then argument above can also bring us the same estimate. We need only to consider the case |µ1+µ2| |ξ1+ξ2| ≥ 1.
We then consider two subcases.
2 ). Again, the sum on n reduces to a finite sum.
Here m(ξ, µ) = χ |ξ| max(1,|α| . If 
Thus (41)
j1,j2,j≥0 n2>0 n2+1≥r≥0
j1,j2,j≥0 n2>0 r≥0
If j ≤ j 2 , by Hölder's inequality and (27), we get (41) j1,j2,n2≥0 j2≥j≥0
If j ≥ j 2 , by Hölder's inequality and (28) and (29), we obtain (41) j,j1,n2≥0 j≥j2≥0
If |µ| |ξ| ≫ |µ2| |ξ2| and 0 < s ≤ 1 2 , the proof above can also work. We only need to estimate the case 1 2 < s ≤ 1. We also decompose 1 + |µ 1 | ∼ 2 n1 for n 1 > 0.
j1,j2,j≥0 n2≥n1>0 n2+1≥r≥0
Thus (41) j1,j2≥0 j≥0 n1,n2≥0
j1,j2≥0 j≥0 n1,n2≥0
Here we used the fact that |ξ 1 | max(1, |α|) and |µ 1 | 2 n1 with Proposition 2.4 and (26).
Of course, we need to perform a dyadic decomposition with respect to |µ 1 | ∼ 2 n1 with n 1 ≥ 0. If |µ 2 | < 1, we obtain (41) j,j1,j2,n1≥0
Here m(ξ 2 , µ 2 ) denotes the characteristic function of the set {(ξ 2 , µ 2 ); |ξ 2 | max(1, |α| 1 2 ), |µ 2 | < 1}. Thus, we need only to consider the case |µ 2 | ≥ 1. The rest estimates are similar to the argument in the Subcase B1. We omit the details.
High-High interaction
We can also assume that |ξ 1 + ξ 2 | max(1, |α| 1/2 ). Otherwise we go back to (42). We now run dyadic decomposition with respect to |ξ 1 | ∼ 2 m1 (hence |ξ 2 | ∼ 2 m1 ). Thus
j1,j2≥0 j≥0 m1+1≥m≥0
We now consider two subcases.
If j ≤ j 2 , we obtain
j1,j2≥0 j2≥j≥0 m1>0
If j > j 2 , we also have
Subcase A2: max(j, j 2 ) ≤ 2m 1 .
Subsubcase 1:
In this case, the resonant interaction does not happen. By the definition of resonance function, we can get a useful estimate. Writing
. It is clear that we have j 1 = max(j, j 1 , j 2 ) ≥ 4m 1 . Thus |ξ 1 + ξ 2 | 2 j1−4m1 . We now obtain that there exist min( 
In this case, the resonant interaction may happen. We have to do some delicate estimates. Let θ 1 = (τ 1 − ω(ξ 1 , µ 1 )) and θ 2 = (τ 2 − ω(ξ 2 , µ 2 )), we can control (40) by j1,m1≥0 2m1>j,j2≥0
We divide above quantity into two cases.
We change the variables by
The determinant of the Jacobian associating to this change of variables is 
Thus |J µ | > 1. We have (40) j1,m1≥0 2m1>j,j2≥0
Here H(u, v, w, µ 2 , θ 1 , θ 2 ) denotes the transformation of φ 1,j1,m1 φ 2,j2,m1 . For fixed θ 1 , θ 2 , ξ 1 , ξ 2 , µ 1 , we calculate the set length where the free variable µ 2 can range. More precisely, we denote this length by ∆ µ2 . Let
Since
This means that we have ∆ µ2 ≤ 2 j−2m1 . By Cauchy-Schwarz and the inverse change of variables we have
It follows from (48) that (40)
m1,j1≥0 2m1>j2,j≥0
In this case the change of variables above cannot be used because the determinant of Jacobian may become zero. We consider the change of variables instead:
In this case the determinant of Jacobian J ξ is given by
An easy calculation shows that |J ξ | |ξ 1 |. In this time, we fixed θ 1 , θ 2 , ξ 2 , µ 1 , µ 2 , and calculate the interval length ∆ ξ1 of the free variable ξ 1 . Set
We compute
Since now h ′ (ξ 1 ) has the same sign as ξ 1 , we have |h
Again denote by H(u, v, w, ξ 1 , θ 1 , θ 2 ) the transformation of i=1,2 φ i,ji ,m1 under the change of variables (50).
Thus (40)
Case B:
1, this case can also be proved by (42). Thus we need only to consider the case |µ1+µ2| |ξ1+ξ2|
1.
Subsubcase B1a:
In this case, |µ 2 | ≤ |ξ 2 | 3 and |µ 1 + µ 2 | ≤ 2|ξ 2 | 3 . We now decompose |ξ 1 | ∼ |ξ 2 | ∼ 2 m2 . According to this decomposition, we can rearrange 1 + |µ 1 + µ 2 | ∼ 2 3m2+1−r for 0 ≤ r ≤ 3m 2 + 1. Then in this case we bound (41) by j1,j2,j≥0 m2≥0 0≤r≤3m2+1
We first consider the case that two high frequency waves interaction forms a very low wave i.e. |ξ 1 + ξ 2 | < 1.
(41) j,m2≥0 4m2≥j1,j2≥0
For not very low frequency case, i.e. |ξ 1 + ξ 2 | > 1, one can use the argument in case A again to obtain
Subsubcase B1b:
We introduce a dyadic decomposition with respect to |µ 2 | ∼ 2 n2 . Then |µ 1 + µ 2 | 2 n2+1 and we can write 1 + |µ 1 + µ 2 | ∼ 2 n2+1−r for 0 ≤ r ≤ n 2 + 1. We then bound (41) by j1,j2,j≥0 n2≥0 0≤r≤n2+1
Of course a dyadic decomposition with respect to ξ 1 also will be needed. Let |ξ 1 | ∼ 2 m1 , we now decompose 1 + |ξ 1 + ξ 2 | ∼ 2 m1+1−l for 0 ≤ l ≤ m 1 + 1. We bound (41) by j1,j2,j≥0 n2,m1≥0 0≤l≤m1+1
Then one can also run the above argument by considering two cases: |ξ 1 + ξ 2 | ≤ 1 and |ξ 1 + ξ 2 | ≥ 1. We now give some details in the case |ξ 1 + ξ 2 | ≥ 1.
If j ≤ j 2 and 0 < s ≤ (41) j1,j2,n2≥0 j2≥j,2m1≥0
If j ≤ j 2 and 1 4 < s ≤ 1, we bound (41) by j1,j2,n2≥0 j2≥j,2m1≥0
j1,j2,n2≥0 j2≥j,2m1≥0
If j > j 2 , we also have (41) j,j1,n2≥0 j>j2,2m1≥0
Subsubsubcase 2: max(j, j 2 ) < 2m 1 . In this case, the argument in case A can still work by replacing the Subcase B2: |µ 1 | ≥ |µ 2 |. One can use the same argument presented in Case B1 by inverting the role of (ξ 1 , µ 1 ) and (ξ 2 , µ 2 ).
High-Low interaction
In this domain, the estimates will be more complicated. Roughly speaking, we will consider the term Region I:
|ξ1+ξ2| .
|ξ1| .
We apply the dyadic decomposition with respect to |ξ| ∼ |ξ 1 | ∼ 2 m1 to bound (40) by j1,j2,j≥0 m1≥0
Subsubcase A1a: |ξ 2 | ≥ 1 and max(j, j 2 ) ≥ 3 2 m 1 .
We first notice that
j1,j≥0 j≥j2,
j1,j2≥0 j2≥ 3 2 m1,j≥0
Subsubcase A1b: |ξ 2 | ≥ 1 and max(j, j 2 ) ≤ 3 2 m 1 .
As in the estimates in the high frequency interaction domain, it is necessary to consider more cases.
In this case, the resonant interaction does not happen. By inequality (44) and |ξ 2 | > 1, we get that j 1 = max(j, j 1 , j 2 ) ≥ 4m 1 . We now bound (40) by j1≥0 j1≥4m1≥0 3 2 m1≥max(j,j2)≥0
Subsubsubcase 2:
We need to divide the estimate into two cases:
As we known, the first inequality means the determinant of the Jacobian of the change of variables (46) |J µ | ≥ 1. So we get that there exist ε > 0,
m1,j1≥0 3 2 m1>j2,j≥0
For the second inequality, we recur to the change of variables (50). In the same way, we get (40) m1,j1≥0 2m1>j2,j≥0
If |µ 2 | 1, since |µ2| |ξ2|
Thus we bound (40) by j,j1,j2≥0 m1≥0
Here m(ξ 2 , µ 2 ) denotes the characteristic function of set {|ξ 2 | 2 −2m1 , |µ 2 | < 1}. If |µ 2 | 1 and max(j, j 2 ) ≥ m 1 , when j = max(j, j 2 ), we choose 
While for the case j 2 = max(j, j 2 ), we bound (40) by j1,j2≥0 0≤j,m1≤j2
If |µ 2 | 1 and max(j, j 2 ) < m 1 , we have to divided two subcases to estimate (40).
Subsubsubcase a:
As we know, the estimate on the resonance function can be used now. We have |ξ 1 | 4 |ξ 2 | 2 max(j,j1,j2) . Unfortunately, since |ξ 2 | < 1, the element inequality is not as good as we have used. We claim that |ξ 2 
ξ2 |, since we are in subcase a:
These conflict with the assumption |µ 2 | 1. Thus we have 2 2m1 ≤ 2 max(j,j1,j2) . It is clear that j 1 = max(j, j 1 , j 2 ). We bound (40) with j1≥j,j2≥0 0≤2m1≤j1
Subsubsubcase b:
In this case, one can run the same argument in the case A1b.
The argument in Subsubcase A1 above can also help us to get the same estimates. We would like to show the different point when we encounter the case |µ 2 | 1, 
Then the estimate in case A above works. 
If |µ 2 | < 1, then we also have |ξ 2 | ≤ |ξ 1 | −2 . By the same argument in case A1c, we bound (41) by
If |µ 2 | ≥ 1, the estimates in case A above can also work until we come to the case
Of course, in this case, the estimate on resonance function can also bring us
But this estimate can not help us to get any benefit since |ξ 2 | < |ξ 1 | −2 . Fortunately, in this case, for fixed µ 1 , ξ 1 , ξ 2 , the variable µ 2 can range in two symmetry intervals with length ∆ µ2 |ξ 1 | 2 |ξ 2 | 1. Represent the change of variables (45) here, j1,m1,n2≥0 2m1>j,j2≥0
By Cauchy-Schwarz inequality, we control the integral (45) by
. Now we put this estimate into the summation above to obtain
Region II:
If |µ 2 | < 1 and |ξ 2 | < |ξ 1 | −2 , we bound (40) by j,j1,j2≥0 m1≥0
Here we used Proposition 2.4 with m(ξ 2 , µ 2 ) denoting the characteristic function of the set
In the same way, we bound (40) by j,j1,j2≥0 m1≥0 −2m1<m2<m1
Here we also used Proposition 2.4 with m m2 denoting a class of multipliers which are the characteristic functions of the sets {|ξ 2 | ∼ 2 2m2 , |µ 2 | < 1}. If j 1 = max(j, j 1 , j 2 ) or j 2 = max(j, j 1 , j 2 ) is the maximal value, similarly we have
If |µ 2 | ≥ 1 and max(j, j 2 ) ≥ 2m 1 , let j = max(j, j 2 ), there exists min( 
For the case j 2 = max(j, j 2 ), we bound (40) by j1,j2≥0 0≤j,2m1≤j2
If|µ 2 | ≥ 1 and max(j, j 2 ) < 2m 1 , we would like to perform a dyadic decomposition by setting |ξ i | ∼ 2 mi with i = 1, 2 and m 1 ≥ 0, m 2 ∈ Z. The dyadic decomposition with respect to |µ 2 | ∼ 2 n2 , n 2 ≥ 0 will be useful. Another useful note is that m * 2 = max(n 2 − m 2 , 2m 2 ).
We perform the change of variables (46). It is easy to see that
j1,m1,n2≥0 m2 2m1>j,j2,j≥0
If m 2 ≥ 0 and n 2 − m 2 < 0, we bound (40) with j1,m1≥0 0≤n2≤m2<m1 2m1≥j2,j≥0
If m 2 ≥ 0 and n 2 − m 2 ≥ 0 and j > m 2 , we have the same estimate. If m 2 < 0, we have (40) j1,m1≥0 n2≥0 m2≤0 2m1≥j2,j≥0
, we have (n 2 − m 2 ) ≤ 2m 1 . Thus we bound (40) by j1,m1≥0 m2<0 2m1≥n2−m2≥0 2m1≥j2,j≥0
We now consider the case 0 ≤ max(j, j 2 ) ≤ m 1 , 0 ≤ j < m 2 and n 2 − m 2 > 0. It is clear that j 1 = max(j, j 1 , j 2 ) and |ξ 1 | 
There exists min( m1,m2≥0 n2−m2≥0 j1≥4m1≥0 2m1≥j2≥0,m2≥j≥0 
j1,m1≥0 2m1>j2,j≥0 , we also have |µ 1 + µ 2 | ∼ |µ 1 |. In this case, the resonant interaction will happen. We bound (40) and (41) by j1,j2≥0 j≥0 A3 g j (ξ, µ, τ )χ j (ξ, µ, τ ) × |ξ 1 + ξ 2 |φ 1,j1 (ξ 1 , µ 1 , τ 1 ), φ 2,j2 (ξ 2 , µ 2 , τ 2 ) 1 + |ξ 2 | 2 + |µ2| |ξ2|
s .
We decompose |ξ 1 | ∼ 2 m1 , m 1 ≥ 0, and first consider a special case |µ 2 | < 1 and |ξ 2 | ≤ |ξ 1 | −2 . In this case, we can use Proposition 2.4. (40) and (41) can be bounded by j,j1,j2≥0 m1≥0
j,j1,j2≥0 m1≥0
In the remaining estimates, we always have |ξ 2 | > |ξ 1 | −2 . In fact, |µ 2 | > 1 implies |ξ 2 | > |ξ 1 | −2 , since |µ 2 | ≪ |ξ 1 | 2 |ξ 2 |. Now we consider the case max(j, j 2 ) ≥ 2m 1 . When j = max(j, j 2 ), there exists min( When j 2 = max(j, j 2 ),
, (41) j1,j2≥0 j2≥2m1,j≥0
j1,j2≥0 j2≥j,2m1≥0
At last, we consider the case max(j, j 2 ) < 2m 1 .
Subcase 1: Since now the resonant interaction does not happen, we have |ξ 1 | 4 |ξ 2 | ≤ 2 max(j,j1,j2) . And because |ξ 2 | > |ξ 1 | −2 , we get that j 1 = max(j, j 1 , j 2 ) ≥ 2m 1 . By choosing min( As we know, we also need to consider two cases. 
5(ξ
and 5(ξ When (58) occurs, we recur to the change of variables (50). By the argument in (53) and (52), for fixed θ 1 , θ 2 , ξ 2 , µ 1 , µ 2 , the length of the interval where ξ 1 ranges is |ξ 1 | < 2 is a smooth sequence that approximates u 0 in E 1 , then the associated solution sequence {u k (t)} is smooth and it approximates to u(t) in C([−T, T ]; E 1−ε ). On the other hand, by (12) , we have u k L ∞ T (E1) ≤ C u 0 E1 , uniformly with respect to k. Thus, {u k } has a subsequence which has a weak star limit u ∈ L ∞ T (E 1 ) and satisfies
uniformly with respect to t. The limitũ must coincide with u almost every t. Then
Again, by (64), we can extend T to infinity. Thus we finish the proof of Theorem 1.3.
