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We obtain explicit expressions for the distribution of the maximum of particular two-parameter 
random fields related to the one-parameter Wiener and Slepian processes. The latter expression 
provides a lower bound to the probability that the maximum exceeds a level for the standard 
two-parameter Slepian field. 
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1. Introduction 
A problem of some interest is to find the distribution of the maximum of particular 
random fields over the unit square or bounds on these distributions. To date, 
asymptotically tight bounds on the Brownian sheet maximum distribution are known 
[5], and lower and upper bounds, the upper known to be of the wrong order of 
magnitude, on the two-parameter Slepian process maximum distribution are known 
[l, 2,3]. Some work has also been done on the pinned Brownian sheet [4,5] and 
the Brownian sheet with ramp mean [7]. Here we point out a simple class of random 
fields for which the maximum distribution can be obtained explicitly based on 
known one-parameter random process maximum distribution results and use this 
approach to provide a lower bound, asymptotically of the right order of magnitude, 
on the maximum distribution previously studied for the two-parameter Slepian 
process. 
2. The Slepian sum field 
Let X(t) denote the standardized Slepian process [8], the zero mean Gaussian 
process with correlation function R( 7) = EX( t)X( t + 7) = (1 - 1~1)‘. Write M for 
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max{X( t): t E [0, 11) and fM (m) for the corresponding density function. It is known 
that 
./L(m) = F(m)_/-(m)+ m’f(m)F(m)+ 4*(m) 
for f( m) = (1/427r) exp( -m*/2) and 
I 
m 
F(m) = J(x) dx 
[l]. The zero mean Gaussian random field X,( t, s) with correlation function 
Rp( T, g) = EX,( t, s)X,( t + T, s + CT) = (1 - lrl)+( 1 - la])+ has been studied previously 
[l, 2, 31, and we will use the subscript p for the Slepian product field. Write Mp 
for max{X,( f, s): t E [0, 11, s E [0, l]}. Upper bounds of the wrong order on P{ M, > 
u} are given in [2, 31, and lower bounds in [l, 21. We consider here the zero 
mean Gaussian random field X,( t, s) with correlation function Rs(r, o) = 
EX,(t,s)X,(t+~,s+cr)=((l-\rl)++(l-]a()+)/2 and use the subscript s for the 
Slepian sum field. Because X,( t, s) =(X,(t) +X,(s))/42 where Xi and X, are 
independent Slepian processes, it is straightforward to find P{M, > u} where MS = 
max{X.,(t, s): t E [0, 11, s E [0, 11). We have 
_L(u)=d/du(l-P{M,>u])=J2(f&J2)*f~(uJ2)) 
[* denotes convolution] and then 
P{M,>u}= aj&z)da 
I u 
=42(fM(uJ2) * [l -F2(uJ2)+f2(uJ2)/2 
+uJ2F(uJ2)f(uJ2)+f(2u)/2J2~]). 
SinceR,(~,~)~R~(~,(+)andR,(O,O)=~~(0,O),thenP{M,~u}~P{M,~u}[3,9]. 
This bound will be of the correct order of magnitude as u + a because it is obtained 
as an explicit maximum distribution [6], although it is not apparent how this bound 
compares with those given previously [l, 21. 
3. The Wiener sum field 
It is clear that any one-dimensional processes for which maximum distributions 
are available can be used to construct fields whose maximum distributions can be 
obtained by convolution in this way. For example, if W( f, s) = ( W,(t) + W,(s))/J2 
where W, and W, are independent standardized Wiener processes, then 
EW( t, s) W( t’, s’) = (min( t, t’) + min(s, s’))/2, and, since the maximum of the Wiener 
process is half normal, the density function of max{ W( f, s): t E [0, T], s E [0, T]} 
becomes 
J2 
( 
Xexp[-(uJ2)*]/2T * $& exp[-(uJ2)*]/2T 
> 
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4. Remark 
Although these sum fields are fairly degenerate, their maximum distributions are 
the only available explicit maximum distributions over the interior of the unit square 
for any fields at the present time. To the extent that their sample path behavior 
resembles that of other fields, these distributions provide insight concerning the 
statistics of global maxima. 
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