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GROWTH ESTIMATES FOR ORBITS OF SELF ADJOINT GROUPS
PATRICK EBERLEIN
Abstract
Let G denote a closed, connected, self adjoint, noncompact subgroup of GL(n,R), and let dR
and dL denote respectively the right and left invariant Riemannian metrics defined by the canonical
inner product on M(n,R) = TIGL(n,R). Let v be a nonzero vector of Rn such that the orbit G(v)
is unbounded in Rn. Then the function g → dR(g,Gv) is unbounded, where Gv = {g(v) = v},
and we obtain algebraically defined upper and lower bounds λ+(v) and λ−(v) for the asymptotic
behavior of the function log|g(v)|
dR(g,Gv)
as dR(g,Gv) → ∞. The upper bound λ+(v) is at most 1. The
orbit G(v) is closed in Rn ⇔ λ−(w) is positive for some w ∈ G(v). If Gv is compact, then g →
|dR(g, I) − dL(g, I)| is uniformly bounded in G, and the exponents λ+(v) and λ−(v) are sharp
upper and lower asymptotic bounds for the functions log|g(v)|
dR(g,I)
and log|g(v)|
dL(g,I)
as dR(g, I) → ∞ or as
dL(g, I) → ∞. However, we show by example that if Gv is noncompact, then there need not exist
asymptotic upper and lower bounds for the function log|g(v)|
dL(g,Gv)
as dL(g,Gv)→∞. The results apply
to representations of noncompact semisimple Lie groups G on finite dimensional real vector spaces.
1. BASIC OBJECTS AND NOTATION
Self adjoint subgroups of GL(n,R)
Let M(n,R) denote the n x n real matrices, and let GL(n,R) denote the group of invertible
matrices in M(n,R). Let G denote a closed, connected subgroup of GL(n,R). The Lie algebra G
of G in M(n,R) is given by G = {X ∈ M(n,R) : exp(tX) ∈ G for all t ∈ R }, where exp :
M(n,R)→ GL(n,R) denotes the matrix exponential map. It is known that every closed subgroup
of GL(n,R) is a Lie group with the subspace topology. Let O(n,R) = {g ∈ GL(n,R) : ggt =
gtg = I}, where I is the identity matrix, and let so(n,R) = {X ∈ M(n,R) : Xt = −X}, the Lie
algebra of O(n,R).
A subgroup G of GL(n,R) is said to be self adjoint if gt ∈ G whenever g ∈ G. . In this paper
G will typically denote a connected, closed, self adjoint, noncompact subgroup of GL(n,R) unless
stated otherwise. We defineK = G ∩O(n,R). The corresponding Lie algebra is K = G∩ so(n,R).
Let P = {X ∈ G : Xt = X}. If G is self adjoint, then G = K⊕P.
Remark Let G be a connected, noncompact, semisimple Lie group, and let V be a finite dimen-
sional real vector space. Let ρ : G → GL(V ) be a C∞ homomorphism. Then there exists an inner
product 〈, 〉 on V such that ρ(G) is self adjoint on V relative to 〈, 〉. Hence the results of this paper
can be applied to ρ(G). See (10.3) for details.
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Left and right invariant Riemannian metrics
Let 〈, 〉 denote the canonical inner product on M(n,R) ≈ TIGL(n,R) given by 〈A,B〉 =
trace ABt. For a closed, connected subgroup G of GL(n,R) the inner product 〈, 〉 defines an inner
product on TIG and a right invariant Riemannian structure, also denoted 〈, 〉, on G. Let dR denote
the corresponding right invariant Riemannian metric on G. Similarly, the canonical inner product 〈, 〉
on TIG defines a left invariant Riemannian metric dL on G. We call dR and dL the canonical right
and left invariant Riemannian metrics on G.
Stabilizer subgroups and associated objects
For each nonzero vector v of Rn let Gv = {g ∈ G : g(v) = v}, and let Gv = {X ∈ G : X(v) =
0} denote the Lie algebra of Gv . Let Kv = so(n,R) ∩ Gv = {X ∈ Gv : Xt = −X}, and let
Pv = {X ∈ Gv : X
t = X}. Let P˜v = (K +Gv)⊥ = {ζ ∈ G : 〈ζ, η〉 = 0 for all η ∈ K +Gv}.
Note that P˜v is orthogonal to Pv, and P˜v ⊂ P since 〈K,P〉 = 0 (cf. (4.2)).
The growth exponents λ−(v) , λ+(v) and minimal vectors
For each X ∈ P,Rn is an orthogonal direct sum of the eigenspaces of X. For a nonzero element v
in Rn and a nonzero element X of P we define λX(v) to be the largest eigenvalue λ of X for which
v has a nonzero component in Vλ = {w ∈ Rn : X(w) = λw}.
For a nonzero vector v of Rn we define
λ−(v) = inf {λX(v) : X ∈ P˜v and |X| = 1}
λ+(v) = sup {λX(v) : X ∈ P˜v and |X| = 1}
A vector v in Rn is said to be minimal (for the action of G) if |g(v)| ≥ |v| for all g ∈ G. If v
∈ Rn is minimal, then Gv = Kv ⊕Pv, orthogonal direct sum (section 6). It is known (cf. Theorem
4.4 of [RS]) that G(v) is closed in Rn if v is minimal, and conversely, if G(v) is closed in Rn, then it
is easy to show that G(v) contains a minimal vector w.
Remark
If X ∈ Pv, then it follows from the definitions that X(v) = 0 and λX(v) = 0. By definition P˜v
is orthogonal to Pv. Hence, in the definition of λ−(v), when we restrict consideration to unit vectors
X in P˜v we allow the possibility that λ−(v) > 0. If this happens then the orbit G(v) is closed in Rn
as we shall see in (10.2).
2. THE MAIN RESULT AND ITS CONSEQUENCES
Define lim dR(g,Gv)→∞
log|g(v)|
dR(g,Gv)
(respectively lim dR(g,Gv)→∞ log|g(v)|dR(g,Gv) ) to be the smallest
(respectively largest) limit of a sequence log|gk(v)|
dR(gk,Gv)
, where {gk} is any sequence in G such that
dR(gk, Gv)→∞.
The main result of this paper is the following
Theorem 2.1. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
dR denote the canonical right invariant Riemannian metric on G. Let v be a nonzero vector in Rn
such that the orbit G(v) is unbounded. Then
1) The function g → dR(g,Gv) is unbounded on G.
2) If v is minimal, then λ−(v) > 0. For arbitrary nonzero v we have −1 ≤ λ−(v) ≤ λ+(v) ≤ 1.
3) λ−(v) ≤ lim dR(g,Gv)→∞ log|g(v)|dR(g,Gv) ≤ lim dR(g,Gv)→∞
log|g(v)|
dR(g,Gv)
≤ λ+(v)
GROWTH ESTIMATES FOR ORBITS OF SELF ADJOINT GROUPS 3
Remarks
1) Let c be a positive constant such that dR(k, I) ≤ c for all k ∈ K, where I denotes the identity
matrix. The triangle inequality implies that |dR(g,Gv) − dR(g,K · Gv| ≤ c for all g ∈ G. Hence
we could replace dR(g,Gv) by dR(g,K ·Gv in the statement of the result above. This replacement
is convenient for the proof of (2.1). In section 5 we show that if v is a nonzero minimal vector, then
K ·Gv is the minimum set and also the set of critical points for the function Fv : G → R given by
Fv(g) = |g(v)|
2
.
2) A sharper version of the inequality for λ−(v) in assertion 3) is obtained in (8.2), but the
statement of that result involves a quantity that is more difficult to define and compute than λ−(v).
It may be the case that the bounds λ−(v) and λ+(v) are sharp in the main result, but we are only
able to prove this in the case that Gv is compact.
3) The set of vectors v in V for which dim Gv ≤ dim Gv′ for all v′ ∈ V is a nonempty G-
invariant Zariski open subset O. The function λ− is lower semicontinuous on O (cf. (9.1)) and by 2)
of (2.1) λ− is positive on the set of minimal vectors in V whose G-orbits in V are unbounded. By
(7.3) λ− is K-invariant, but it is unclear if λ− is G-invariant.
4) If M denotes the set of minimal vectors in Rn, then for a compact subset C of M ∩ O and v
∈ C the functions g → log|g(v)|
dR(g,Gv)
have a uniform lower bound. See (9.4) for a precise statement.
Closed orbits
5) If G(v) is closed in Rn for some nonzero vector v, then G(v) contains a minimal vector w by
(6.3) and λ−(w) > 0 by (7.6). Conversely, if λ−(w) > 0 for some nonzero vector w, then G(w) is
closed in Rn by (2.2) and (2.5). Hence G has a nontrivial closed orbit in Rn ⇔ λ−(w) > 0 for some
nonzero vector w of Rn. If G does not have a nontrivial closed orbit in Rn, then the zero vector lies
in G(v) for every v ∈ Rn by Lemma 3.3 of [RS].
6) Let O be the nonempty G-invariant Zariski open subset ofRn that is defined above in 3). Under
either of the following hypotheses there exists a nonempty G-invariant Zariski open subset U of Rn
such that U ⊂ O and G(w) is closed in Rn for every w ∈ U. The second hypothesis appears in the
statement of (2.3) below.
a) λ−(v) > 0 for some v ∈ O.
b) Gv is compact for some nonzero vector v ∈ Rn.
In case a) the orbit G(v) is closed in Rn by (2.2) and (2.5), and it has maximal dimension among
the G-orbits by the definition of O. The assertion of 6) in case a) is now well known in the complex
case where G ⊂ GL(n,C) acts on Cn. For a proof in the real case see, for example, Proposition 2.1
of [EJ]. The assertion of 6) in case b) is proved in Proposition 2.6 of [EJ].
The next result, which we prove in (6.4), proves the first statement of (2.1) and also shows that
an orbit G(v) is bounded in Rn ⇔ G(v) is compact.
Proposition 2.2. Let G denote a closed, connected, noncompact subgroup of GL(n,R), and let v
be a nonzero vector of Rn. Then the following are equivalent.
1) The orbit G(v) is bounded in Rn.
2) The function g → dR(g,Gv) is bounded on G.
3) G = K ·Gv
4) X(v) = 0 for any X ∈ P.
If G has no nontrivial compact, connected, normal subgroups, then G fixes v if any of the conditions
above hold.
If Gv is compact, then we may sharpen (2.1) to obtain something valid for both dR and dL.
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Corollary 2.3. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
dR and dL denote respectively the canonical right invariant and left invariant Riemannian metrics
on G. Let I denote the identity matrix in GL(n,R). Let v be a nonzero vector such that the orbit G(v)
is unbounded and Gv is compact. Then
λ−(v) = lim dR(g,I)→∞
log|g(v)|
dR(g,I)
= lim dL(g,I)→∞
log|g(v)|
dL(g,I)
≤ lim dR(g,I)→∞
log|g(v)|
dR(g,I)
=
lim dL(g,I)→∞
log|g(v)|
dL(g,I)
= λ+(v)
Remarks
1) The replacement of dR(g,Gv) by dL(g,Gv) in the statement of (2.1) does not always hold if
Gv is noncompact. See Appendix I for an example. Note that G acts on Rn on the left, and this may
be relevant to the asymmetry of dR and dL in (2.1).
2) Even in the case that Gv is compact the quantities in the main result involving dR(g, I) cannot
be replaced conveniently by estimates involving |g|, where |A|2 = trace AAt for A ∈ M(n,R).
This may reflect the fact that g → dR(g, I) and g → |g| are the distances between g and the identity
in the typically nonabelian group (G, dR) and the abelian group M(n,R) with the Euclidean dis-
tance. See the end of section 5 for details.
The main tools needed for the proof of the main result are the KP decomposition of G, (5.4), and
the following generalization of it that is proved in (5.6).
Lemma 2.4. Let G,v and dR be as in (2.1). For every g ∈ G there exist elements k ∈ K, h ∈ Gv
and X ∈ P˜v such that g = k exp(X) h and |X | = dR(g,K · Gv) = dR(exp(X),K · Gv) =
dR(exp(X), Id).
From (2.1) we obtain the following consequence (cf. (10.2)).
Proposition 2.5. Let G be a closed, self adjoint, noncompact subgroup of GL(n,R) with finitely
many connected components, and let G0 denote the connected component that contains the identity.
Let v be a nonzero vector ofRn such that the orbit G(v) is unbounded. Then the following assertions
are equivalent.
1) G(v) is closed in Rn.
2) λ−(w) > 0 for some w ∈ G0(v), where λ− : Rn → R is defined by the connected group G0.
3) G0(v) is closed in Rn.
4) G(v) contains an element w that is minimal with respect to both G0 and G.
Remarks
1) If G(v) is bounded, then G0(v) is also bounded. By 3) of (2.2) G0(v) = K(v), where K =
G0 ∩O(n,R). In particular every element of G0(v) is minimal with respect to G0.
2) The equivalence of 1) and 4) in (2.5) is Theorem 4.4 of [RS]), but the proof here is different
and more elementary. Although we are guided by the logical development of [RS], especially in
section 6, the arguments used here are differential geometric in nature. In addition they require some
knowledge of Lie groups but no knowledge of algebraic groups or algebraic geometry.
Comparison between λ−(v) and the Hilbert −Mumford function M (v)
In [KN] G. Kempf and L. Ness introduced a Hilbert- Mumford function M : V → C defined on
the orbits of a reductive complex algebraic group G acting on a complex finite dimensional vector
space V. Later, A. Marian extended some of this work to the real setting in [M]. This function was
studied further in [EJ], where it was shown, for example, that M(v) < 0 ⇔ the orbit G(v) is closed
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and Gv is compact.
Let v be a nonzero element of Rn, and let X be a nonzero element of P. We define µX(v) to be
the smallest of the eigenvalues λ of X such that v has a nonzero component in the eigenspace Vλ
corresponding to λ. Define M(v) = sup{µX(v) : X ∈ P, |X | = 1}.
From the definitions we obtain immediately that λX(v) = −µ−X(v) for all nonzero X in P and
all nonzero v ∈ Rn.
In (7.9) we show
Proposition 2.6. Let v be a nonzero vector of Rn. Then λ−(v) ≥ −M(v).
Remark The function M : V → R is constant on G-orbits, but we are only able to prove in (7.3)
that the function λ− : V → R is constant on K-orbits. This is consistent with the fact that M(v) is
defined by unit vectors in P while λ−(v) is defined by unit vectors in P˜v. There is no clear relation
between P˜v and P˜g(v) for g ∈ G.
However, the function λ− : V → R is better at detecting closed orbits than M : V → R. By (2.5)
an orbit G(v) is closed ⇔ λ−(w) > 0 for some w ∈ G(v). In particular, by (7.6) λ−(v) > 0 if G(v)
is unbounded and v is minimal. By contrast there may be nonclosed orbits G(v) on which M(v) ≡ 0
and closed orbits G(v) on which M(v)≡ 0.
3. LEFT AND RIGHT INVARIANT GEOMETRY IN LIE GROUPS
Later we will consider primarily the canonical right invariant geometry of a closed subgroup G
of GL(n,R), but the results of this section are valid for both left and right invariant Riemannian
metrics on a connected Lie group G. We omit the proofs of these results, which are well known. Let
e denote the identity of G.
Let GR (respectively GL ) denote the real vector space of right invariant (respectively left invari-
ant) vector fields on a connected Lie group G. The vector space GR (respectively GL ) is closed
under the usual Lie bracket of vector fields on G. Note that dim GR = dim GL = dim TeG since
the map X → X(e) is a linear isomorphism of GR ( respectively GL ) onto TeG.
Properties of left and right invariant Riemannian metrics
If 〈, 〉 is an inner product on TeG, then 〈, 〉 extends uniquely to an inner product 〈, 〉g on TgG for
each g ∈ G by defining 〈X(g), Y (g)〉g = 〈X(e), Y (e)〉 for all right invariant vector fields X,Y on
G. This also defines an inner product 〈, 〉 on the vector space GR of right invariant vector fields on
G. Let dR denote the Riemannian metric on G determined by {〈, 〉g : g ∈ G}. The right translations
Rg : h → hg are isometries of (G, dR). Similarly, the left translations Lg : h → gh are isometries
of (G, dL) for all g ∈ G.
Proposition 3.1. Let 〈, 〉 denote a left or right invariant Riemannian structure on a connected Lie
group G, and let d denote the corresponding Riemannian metric. Then (G,d) is complete as a metric
space.
The Levi − Civita connection on GR
For a proof of the next result see for example Proposition 3.18 of [CE].
Proposition 3.2. Let 〈, 〉 denote a left or right invariant Riemannian structure on a connected Lie
group G, and let 〈, 〉 also denote the corresponding inner product on GR or GL . Let ∇ denote the
Levi-Civita connection on TG determined by 〈, 〉. Let X,Y ∈ GR. Then
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∇XY =
1
2{[X,Y ]− (ad X)
∗(Y )− (ad Y )∗(X)}
Remarks
1) (ad X)∗ and (ad Y)∗ denote the metric adjoints of the linear maps ad X, ad Y : GR → GR that
are determined by the inner product 〈, 〉 on GR. Define the metric adjoint (ad X)* analogously in
GL.
2) The assertion of the proposition also shows that ∇XY ∈ GR (respectively GL) if X,Y ∈ GR
(respectively GL).
4. LEFT AND RIGHT INVARIANT GEOMETRY IN GL(n,R)
Let exp : M(n,R)→ GL(n,R) be the matrix exponential map given by exp(X) =
∑∞
n=0 X
n/n!.
Let 〈, 〉 denote the canonical positive definite inner product onM(n,R) given by 〈A,B〉 = trace(ABt)
=
∑n
i,j=1 AijBij . Note that M(n,R) is the Lie algebra of GL(n,R) with the bracket [ , ] given by
[A,B] = AB −BA.
Let G be a closed, connected self adjoint subgroup of GL(n,R) and let dL and dR denote the
canonical left invariant and right invariant Riemannian metrics on G.
Left and right invariant vector fields in GL(n,R)
Let I denote the identity in M(n,R). For A ∈ M(n,R) let AI ∈ TIGL(n,R) denote the initial
velocity of the curve α(t) = I + tA. We identify M(n,R) with TIGL(n,R) by means of the linear
isomorphism A→ AI , and we let 〈, 〉 also denote the canonical inner product on TIGL(n,R).
For A ∈ M(n,R) let AR denote the right invariant vector field on GL(n,R) that satisfies the
initial condition AR(I) = AI . Define the left invariant vector field AL in similar fashion.
Proposition 4.1. If T : G→G is the diffeomorphism given by T(g)= gt, then T : (G, dL)→ (G, dR)
is an isometry.
Proof. Observe that if ηI ∈ TIG, then T∗(ηI) = (ηt)I , and it follows that |ηI |L = |T∗(ηI)|R =
(trace η ηt)
1
2
. In general if ζ ∈ TgG for some g ∈ G, then ζ = (Lg)∗(ηI) for a unique ηI ∈ TIG.
Hence |ζ|L = |ηI |L = |T∗(ηI)|R = |T∗(ζ)|R since T∗(ζ) = (T ◦ Lg)∗(ηI) = (Rgt ◦ T )∗(ηI) =
(Rgt)∗(T∗(ηI)). 
The next result follows from routine computations, which we omit.
Proposition 4.2. Let 〈, 〉 denote the positive definite inner product on M(n,R) defined above. Then
1) 〈, 〉 is invariant under Ad k for all k ∈ O(n,R), where Ad k(X) = kXk−1 for X ∈M(n,R).
2) 〈X,Y 〉 = 0 if X,Y ∈M(n,R) are elements with Xt = −X and Y t = Y .
3) Let (ad A)∗ denote the metric adjoint of ad A : M(n,R) → M(n,R) relative to the inner
product 〈, 〉. Then (ad A)∗ = ad At for all A ∈M(n,R).
Proposition 4.3. For A,B ∈M(n,R) let [A,B] = AB−BA and let [AL, BL] and [AR, BR] denote
the usual Lie brackets of vector fields in GL(n,R). Then
1) [A,B]R = −[AR, BR].
2) [A,B]L = [AL, BL].
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Proof. Let {xij : 1 ≤ i, j ≤ n} denote the standard coordinate functions of M(n,R), restricted
now to GL(n,R). If A = (Aij) ∈ M(n,R), then routine computations show that AR(xij) =∑n
k=1 Aikxkj and AL(xij) =
∑n
k=1 xikAkj . The statements 1) and 2) now follow immediately
since both sides of the equality assertions have the same values on the coordinate functions {xij} 
The Lie algebra of G in M (n,R)
Let G = {A ∈M(n,R) : AI ∈ TIG}. One calls G the Lie algebra of G in M(n,R).
Proposition 4.4. Let G be a closed, connected subgroup of GL(n,R), and let G denote the Lie
algebra of G in M(n,R). Let A,B ∈ G. Then
1) The vector fields AR and AL are tangent to G at every point of G.
2) exp(tA) ∈ G for all t ∈ R and t → exp(tA) is the integral curve starting at I for the vector
fields AR and AL restricted to G.
3) [A,B] = AB −BA ∈ G.
Proof. Assertions 1) and 2) follow from routine arguments that we omit. Assertion 3) follows from
1) and (4.3). 
Corollary 4.5. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
G denote the Lie algebra of G, and let dR denote the canonical right invariant Riemannian metric
on G. Then
1) G = K ⊕P, orthogonal direct sum, where K = {X ∈ G : Xt = −X} and P = {X ∈ G :
Xt = X}
2) If A ∈ G, then (ad AR)∗ = (ad AtR).
3) If A ∈ G, then γ(t) = exp(tA) is a geodesic of (G, dR)⇔ AAt = AtA.
4) If K = G ∩ O(n,R), then the left translation Lk is an isometry of (G, dR) for all k ∈ K.
Remark The statements corresponding to 2), 3) and 4) for the canonical left invariant Riemannian
metric dL on G are also true, and the proofs are essentially the same.
Proof. 1) It follows from (4.4) that Gt = G since Gt = G. If X ∈ G, then X = K + P ∈ K ⊕P,
whereK = 12 (X−X
t) and P = 12 (X+X
t). The subspaces K and P are orthogonal by 2) of (4.2).
2) This follows immediately from 3) of (4.2), (4.3) and the fact that 〈AR, BR〉 = 〈A,B〉 for all
A,B ∈M(n,R).
3) For A ∈ G the curve γ(t) = exp(tA) is an integral curve of the vector field AR on G
by (4.4), and it follows that γ is a geodesic of G ⇔ ∇ARAR ≡ 0. It follows that ∇ARAR =
−(ad AR)
∗(AR) = −ad A
t
R(AR) = [A
t, A] by (3.2), assertion 2) above and 1) of (4.3). Assertion
3) now follows immediately.
4) For k ∈ K, A ∈M(n,R) and C ∈ GL(n,R) it is easy to show that (Lk)∗AR(C) =
(kAk−1)R(kC). Hence for k ∈ K, A,B ∈M(n,R) and C ∈ GL(n,R) we have
〈(Lk)∗AR(C), (Lk)∗BR(C)〉 = 〈(kAk
−1)R(kC), (kBk
−1)R(kC)〉 = 〈kAk
−1, kBk−1〉 =
〈A,B〉 = 〈AR(C), BR(C)〉. We use 1) of (4.2) and the fact that 〈AR, BR〉 ≡ 〈A,B〉 on GL(n,R).

5. SELF ADJOINT SUBGROUPS OF GL(n,R) AND THE KP DECOMPOSITION
In this section let G be a closed, connected subgroup of GL(n,R). The group G is a Lie group in
the subspace topology of GL(n,R).
Structure of self adjoint subalgebras of M (n,R)
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A subalgebra G of M(n,R) is self adjoint if Xt ∈ G whenever X ∈ G. If G is a closed,
connected subgroup of GL(n,R), then it follows from (4.4) that G is self adjoint ⇔ G is self
adjoint. A subalgebra G of M(n,R) is semisimple if the Killing form B : G × G → R given by
B(X,Y) = trace ad X ◦ ad Y is nondegenerate.
Proposition 5.1. Let G be a self adjoint Lie subalgebra of M(n,R). Let Z(G) denote the center
of G, and let G0 denote the orthogonal complement of Z(G) in G relative to the canonical inner
product 〈, 〉. Then
1) G = Z(G)⊕G0.
2) Z(G) and G0 are self adjoint ideals of G.
3) G0 is semisimple.
See Appendix II for the proof.
The case of an irreducible action
Let G be a self adjoint subgroup of GL(n,R) and let V be a G-invariant subspace of Rn. If
V ⊥ = {w ∈ Rn : 〈v, w〉 = 0 for all v ∈ V}, then V ⊥ is invariant under Gt = G. It follows that
Rn is an orthogonal direct sum of irreducible G invariant subspaces, and the restriction of G to each
such subspace V is a self adjoint subgroup of GL(V) relative to the restriction of the canonical inner
product 〈, 〉 to V. We investigate the structure of G and G restricted to V ≈ Rk, keeping in mind the
fact that some normal subgroup of G may be zero when restricted to V. Note that if G is connected,
then G acts irreducibly on Rn ⇔ its Lie algebra G acts irreducibly on Rn.
Proposition 5.2. Let G be a self adjoint Lie subalgebra of M(n,R) that acts irreducibly on Rn,
and let Z(G) denote the center of G. Then
1) Z(G) = (Z(G) ∩ P)⊕ (Z(G) ∩ K)
2) If Z(G) ∩ P 6= {0}, then Z(G) ∩ P = R Id.
3) If Z(G) ∩ K 6= {0}, then Z(G) ∩ K = R J , where J2 = − Id.
Proof. Assertion 1) follows immediately from 2) of (5.1). To prove 2) and 3) we consider the
connected Lie subgroup G of GL(n,R) whose Lie algebra is G. Suppose that Z(G) ∩ P 6= {0}
and let X be a nonzero element of Z(G) ∩ P. The connected group G is generated by exp(G) and
hence G commutes with X. It follows that G leaves invariant every eigenspace of X, and we conclude
that X = λ I for some nonzero real number λ since G acts irreducibly on Rn. This proves 2).
We prove 3). Suppose that Z(G) ∩ K 6= {0} and let A be a nonzero element of Z(G) ∩ K. Then
A2 is symmetric and negative semidefinite, and G commutes with A2 since G commutes with A by
the argument used in the proof of 2). This argument also shows that A2 = λ I for some nonzero
real number λ. To show that dim Z(G) ∩ K = 1 it suffices to prove that if A2 = B2 for elements
A,B of Z(G) ∩ K, then either A = B or A = −B. If 0 = A2 − B2 = (A − B)(A + B), then
0 = (A − B)2(A + B)2 = λ1λ2 I , where (A − B)2 = λ1 I and (A + B)2 = λ2 I . Hence either
λ1 = 0 and A = B or λ2 = 0 and A = − B.
If J is a nonzero element of Z(G) ∩ K, then by the discussion above we may assume that
J2 = − I , multiplying J by a suitable constant. This proves 3). 
Proposition 5.3. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R) that
acts irreducibly on Rn. Let G denote the Lie algebra of G, and suppose that G is not semisimple.
Then at least one of the following holds.
1) 0 ∈ G(v) for all v ∈ Rn.
2) a) There exists J ∈ so(n,R) such that J2 = −I and Z(G) = R− span {J}.
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b) G = Z · G0, where G0 is a connected, normal, semisimple subgroup of G and Z ≈ S1 is a
compact, connected, central subgroup of G that lies in O(n,R).
Moreover, if v is any vector in Rn, then G(v) is closed in Rn ⇔ G0(v) is closed in Rn.
Remark
If condition 2) holds, then n is even and Rn has a complex structure given by (a + ib)v =
av+ i(Jv). The group G becomes a group of complex linear maps of Rn since G commutes with J.
Proof. If G is not semisimple, then 0 6= Z(G) = {Z(G) ∩ K)}⊕ {Z(G) ∩ P)} by (5.2). We show
that Z(G) ∩ P 6= {0} implies 1) while Z(G) ∩ P = {0} implies 2).
Suppose first that Z(G) ∩ P 6= {0}, and let X ∈ Z(G) ∩ P. By 2) of (5.2) X = λ I for some
nonzero real number λ. If v is any vector in Rn, then exp(tX)(v) = exp(tλ)v → 0 as t→ +∞ or
as t→ −∞. It follows that 0 ∈ G(v) for all v ∈ Rn.
Next suppose that Z(G) ∩ P = {0}, which implies that Z(G) ⊂ K ⊂ so(n,R). Assertion 2a) is
assertion 3) of (5.2).
Let Z = exp(Z(G)) and let G0 be the connected Lie subgroup of GL(n,R) with Lie algebra
G0 in the notation of (5.1). Since J2 = −I it follows that exp(tJ) = (cos t) I + (sin t) J for all
t ∈ R. Hence Z = exp(RJ) is a compact, connected 1-dimensional subgroup of O(n,R) by 2a).
The group G0 is a normal subgroup of G since G0 is an ideal of G by 2) of (5.1). The groups G and
Z · G0 are equal since both are connected subgroups of GL(n,R) with Lie algebra G. This proves
2b) and the remark that follows it. 
The KP decomposition
We are now ready to prove the main result of this section, the KP decomposition of G. This result
is well known in the context of algebraic groups, not necessarily connected, but the proof is different
from that given here. See for example Lemma 1.7 of [B-HC]. Let P = exp(P) ⊂ G.
Proposition 5.4. Let G be a connected, closed, self adjoint, noncompact subgroup of GL(n,R),
and let G = K⊕P denote the Lie algebra of G. Let K = G ∩ O(n,R). Then for every g ∈ G there
exist unique elements k ∈ K and X ∈ P such that g = k exp(X) and |X | = dL(g,K).
Proof. We prove uniqueness first. Let g = kp, where k ∈ K and p = exp(X) ∈ P for some X ∈ P.
Then gtg = ptktkp = p2. The elements of P are symmetric since the elements of P are symmetric,
and they are positive definite since the eigenvalues of exp(X) are the exponentials of the eigenvalues
of X for all X ∈ P. Hence p is the unique positive definite square root of gtg. The element k is also
uniquely determined since k = gp−1.
We prove the existence of the decomposition g = kp. Naively, we could try using the idea of the
uniqueness proof and define p to be the positive definite square root of gtg and k to be gp−1. It is
easy to check that k ∈ O(n,R), but it is not clear that p ∈ G and k ∈ G. We must proceed more
indirectly.
Let dL denote the canonical left invariant Riemannian metric on G. Let g ∈ G be given. The
subgroup K is a compact submanifold of G, and hence there exists a point k ∈K such that dL(g, k) ≤
dL(g, k
′) for all k′ ∈ K. Since dL is left invariant it follows that dL(k−1g, I) ≤ dL(k−1g, k′) for
all k′ ∈ K. Since (G,dL) is complete by (3.1) the theorem of Hopf-Rinow states that there exists a
geodesic γ : [0, 1] → G such that γ(0) = I, γ(1) = k−1g and dL(I, k−1g) is the length of γ. If X
= γ′(0) ∈ TIG ≈ G, then X is orthogonal to TIK ≈ K since I is the point in K closest to k−1g
(cf. Proposition 1.5 of [CE]). Hence X ∈ P by 2) of (4.2) and 1) of (4.5). By 3) of (4.5) the curve
σ(s) = exp(sX) is also a geodesic of G since Xt = X . Hence γ(s) = σ(s) = exp(sX) for all s
since γ′(0) = σ′(0) = X . It follows that exp(X) = γ(1) = k−1g, or equivalently, g = kexp(X).
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Finally, it was shown above that |X | = length of γ = dL(k−1g,K) = dL(g,K). 
Corollary 5.5. Let G be as in (5.4), and let dL denote the canonical left invariant Riemannian metric
on G. Let X ∈ P with |X | = 1, and let γX(s) = exp(sX) for s ∈ R. Then γX(s) is a minimizing
geodesic of (G, dL) ; that is dL(γX(s), γX(t)) = |t− s|, the length of γX on [s,t], for all s ≤ t ∈ R.
Remark The same result holds for (G, dR) since by (4.1)we have dR(γX(s), γX(s′)) =
dL(γX(s)
t, γX(s
′)t) = dL(γX(s), γX(s
′)) = |s− s′| for all s ≤ s′ ∈ R.
Proof. We now prove (5.5). For a fixed real number s write γX(s) = kexp(Y ), where k = I
and Y = sX . The uniqueness part of the KP decomposition and the proof of (5.4) show that
|s| = |Y | = dL(k
−1γX(s), I) = dL(exp(sX), I). The curve γX(s) is a geodesic of G by 3)
of (4.5), and the left invariance of dL shows that dL(γX(s), γX(t)) = dL(exp(sX), exp(tX)) =
dL(I, exp((t− s)X)) = |s− t|. 
The next result is an extension of the KP decomposition that is used in the proof of the main
result, (8.1). It also has some interest in its own right. It is unclear if the elements k, X and h that
appear in the statement of this result are unique.
For the next result we define P˜v = (K +Gv)⊥ = {ζ ∈ G : 〈ζ, η〉 = 0} for every η ∈ K +Gv .
Note that P˜v ⊂ P since 〈K,P〉 = 0 by (4.2).
Proposition 5.6. Let G be as in (5.4), and let v ∈ Rn, v 6= 0. For every g ∈ G there exist elements k
∈ K, h ∈ Gv and X ∈ P˜v such that g = k exp(X) h and |X | = dR(g,K ·Gv) =
dR(exp(X),K ·Gv) = dR(exp(X), I)
Proof. The set K ·Gv is closed in G, and hence by the completeness of dR there exist elements k ∈
K and h ∈ Gv such that dR(g, kh) = dR(g,K ·Gv). If g′ = k−1gh−1, then by 4) of (4.5) we have
dR(g
′, I) = dR(g, kh) = dR(g,K · Gv) = dR(g
′,K · Gv). Let γ : [0, 1] → G be a geodesic from
I = γ(0) to g′ = γ(1) whose length is dR(g′, I).
Let X = γ′(0) ∈ TIG ≈ G. We show first that X ∈ P˜v . If k ∈ K ⊂ K ·Gv , then by the previous
paragraph dR(g′, I) ≤ dR(g′, k). Hence X is orthogonal to TIK since K is a closed submanifold
of G. Identifying TIG with G = K ⊕ P and TIK with K it follows from 2) of (4.2) that X ∈ P.
Similarly, Gv is a closed submanifold of G, and the argument above shows that X is orthogonal to
TIGv . Identifying TIGv with Gv we conclude that X ∈ P˜v = (K+Gv)⊥.
Now let σ(s) = exp(sX), where X is as above. The curve σ(s) is a geodesic of G by 3) of (4.5)
since Xt = X . Hence γ(s) = σ(s) for all s ∈ R since both geodesics have the same initial velocity
X. It follows that g′ = σ(1) = exp(X) and hence g = kg′h = k exp(X) h, where X ∈ P˜v, k ∈ K
and h ∈ Gv . From the work above and (5.5) we obtain |X | = dR(exp(X), Id) = dR(g′, I) =
dR(g
′,K ·Gv) = dR(g,K ·Gv) = dR(exp(X),K ·Gv). In the final two equalities we also use 4)
of (4.5).

Comparison of dR(g, I ) and |g|
Proposition 5.7. Let G be a connected, closed, self adjoint, noncompact subgroup of GL(n,R). Let
dR denote the canonical right invariant Riemannian metric on G. Let c be a positive constant such
that dR(k, I) ≤ c for all k ∈ K. Let g ∈ G and write g = k exp(X), where k ∈ K and X ∈ P. Let
λmax denote the largest eigenvalue of X. Then
n−
1
2 exp(−c) exp(|X | − λmax) ≤
exp(dR(g,I))
|g| ≤ exp(c) exp(|X | − λmax)
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Remark The quantity |X | − λmax is always nonnegative and examples show that it may be
unbounded as |X | → ∞, even if λmax > 0. Hence the inequalities above, although close to
optimal, don’t give a satisfactory relationship between d(g,I) and |g| for g ∈ G.
Proof. The assertion is an immediate consequence of the following statements :
(1) |X | − c ≤ dR(g, I) ≤ |X |+ c
(2) exp(λmax) ≤ |g| ≤ n 12 exp(λmax)
Note that dR(g, I) ≤ dR(k exp(X), k) + dR(k, I) ≤ dR(exp(X), I) + c = |X | + c by 4) of
(4.5) and (5.5). This proves the second inequality of (1), and the first inequality of (1) has a similar
proof. Let λ1, ... , λn be the eigenvalues of X. Since g = k exp(X) we have |g|2 = trace gtg =
trace exp(2X) =
∑n
i=1 exp(2λi). Assertion (2) now follows immediately. 
6. MINIMAL VECTORS
For a more complete discussion of the material in this section, see section 4 of [RS].
A vector v ∈ Rn is minimal for the G action if |g(v)| ≥ |v| for all g ∈ G. Let M denote the
set of vectors in Rn that are minimal for G. Note that 0 is always minimal and M is invariant under
K = G ∩ O(n,R) since |v| = |k(v)| for all v ∈ Rn and all k ∈ K.
Lemma 6.1. Let G be a connected, closed, self adjoint, noncompact subgroup of GL(n,R). Let v
be a nonzero minimal vector. Let Gv = {g ∈ G : g(v) = v}, and let Gv denote the Lie algebra of
Gv. Then
1) Gtv = Gv.
2) Gv = Kv ⊕Pv, where Kv = K ∩ Gv and Pv = P ∩ Gv .
Proof. 1) Let g ∈ Gv be given, and write g = kexp(X), where k ∈ K and X ∈ P. If fX(t) =
|exp(tX)(v)|2, then fX(0) = |v|2 = |g(v)|2 = |exp(X)(v)|2 = fX(1). Now f ′X(0) = 0 since v is
minimal, and f ′′X(t) = 4|Xexp(tX)(v)|2 ≥ 0 for all t∈ R. Since fX(1) = fX(0) it follows that 0 =
f ′′X(0) = 4|X(v)|
2
. This proves that exp(X)(v)= v, and it follows that k(v) = g exp(X)−1(v) = v.
Hence gt = exp(X)tkt = exp(X)k−1 ∈ Gv .
2) Note that Gtv = Gv by 1). The assertion now follows as in the proof of 1) of (4.5). 
Moment map
For a fixed nonzero vector v of Rn the map X → 〈X(v), v〉 is a linear functional on G, and
hence there exists a unique vector m(v) ∈ G such that 〈m(v), X〉 = 〈X(v), v〉 for all X ∈ G. Here
〈m(v), X〉 = trace m(v)Xt as usual. The map m : V → G is called the moment map determined
by G. Note that m takes its values in P by 1) of (4.5) ; 〈m(v), X〉 = 〈X(v), v〉 = 0 if X ∈ K since
X is skew symmetric.
The next result follows immediately from (4.3) iii) of [RS].
Proposition 6.2. Let G be a connected, closed, self adjoint, noncompact subgroup of GL(n,R).
Then
1) A nonzero vector v of Rn is minimal ⇔ m(v) = 0.
2) If a nonzero vector v of Rn is minimal, then G(v) ∩ M = K(v).
We now relate minimal vectors to closed orbits of G in the next result and its converse in (10.2).
Proposition 6.3. Let G denote a closed, noncompact subgroup of GL(n,R), and let v ∈ Rn. If the
orbit G(v) is closed in Rn, then G(v) contains a minimal vector.
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Proof. Let c = inf{|g(v)| : g ∈ G}, and let {gk} be a sequence in G such that |gk(v)| → c as
k →∞. Since the sequence {gk(v)} is bounded there exists a vector w ∈ Rn such that gk(v)→ w,
passing to a subsequence if necessary. By continuity |w| = c, and w ∈ G(v) since G(v) is closed.
Hence w is a minimal vector in G(v). 
Remark In the proof of the main result (8.1) the function g → dR(g,K ·Gv) plays a major role.
The next result shows the geometric significance of the set K ·Gv .
Proposition 6.4. Let v be a nonzero minimal vector, and let Fv : G → R be the function given by
Fv(g) = |g(v)|
2
. The minimum locus for Fv is the set K ·Gv , which is also the set of critical points
for Fv .
Proof. Equip G with the canonical right invariant Riemannian structure 〈, 〉. A routine computation
shows that grad Fv(g) = 2 (Rg)∗ m(g(v)), where m : Rn → G ≈ TIG is the moment map. By 1)
of (6.2) g is a critical point of Fv ⇔ g(v) is a minimal vector. By 2) of (6.2) g(v) is a minimal vector
⇔ g ∈ K ·Gv , which by inspection is contained in the minimum locus of Fv . 
The next result is a useful companion to the main result, (8.1).
Proposition 6.5. Let G denote a closed, connected, noncompact subgroup of GL(n,R), and let v
be a nonzero vector of Rn. Then the following are equivalent.
1) The orbit G(v) is bounded in Rn.
2) The function g → dR(g,K ·Gv) is bounded on G.
3) G = K ·Gv
4) X(v) = 0 for any X ∈ P.
5) G = K+Gv .
If G has no nontrivial compact, connected, normal subgroups, then G fixes v if any one of the
conditions above holds.
See Appendix II for the proof of (6.5).
Next we investigate the growth functions λ−(v) and λ+(v) that appear in the statement of the
main result, (8.1).
7. THE GROWTH EXPONENTS λ−(v) AND λ+(v)
In this section let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R)
For each X ∈ P,Rn is an orthogonal direct sum of the eigenspaces of X. For a nonzero element v
of Rn and a nonzero element X of P we define λX(v) to be the largest eigenvalue λ of X for which
v has a nonzero component in Vλ = {w ∈ Rn : X(w) = λw}.
For a nonzero element v of Rn we define
λ−(v) = inf {λX(v) : X ∈ P˜v and |X| = 1}
λ+(v) = sup {λX(v) : X ∈ P˜v and |X| = 1}
where P˜v = (K+Gv)⊥ ⊂ P.
Remark
If G(v) is unbounded, then P˜v 6= 0 by 5) of (6.5). It follows by continuity that P˜w 6= 0 for all w
in some neighborhood O of v in Rn, and hence G(w) is unbounded for all w ∈ O by (6.5).
The next result gives a dynamical definition of λX(v), and it suggests why the main result could
be true.
GROWTH ESTIMATES FOR ORBITS OF SELF ADJOINT GROUPS 13
Proposition 7.1. Let X and v be nonzero elements of P and Rn respectively. Then λX(v) =
lim t→∞
log |exp(tX)(v)|
t
.
Proof. Write v = ∑Ni=1 vi, where X(vi) = λivi for some real numbers {λ1, ..., λN}. Choose
i so that vi 6= 0 and λi = λX(v). Then exp(tX)(v) =
∑N
k=1 exp(tλk)(vk), and it follows
that |exp(tX)(v)|2 =
∑N
k=1 exp(2tλk)|vk|
2
. Hence exp(2tλX(v))|vi|2 ≤ |exp(tX)(v)|2 ≤
exp(2tλX(v)|v|
2
, and the assertion now follows immediately. 
Proposition 7.2. Let X and v be nonzero elements of P and Rn respectively, and let g ∈ GL(n,R)
be an element such that gX = Xg. Then λX(v) = λX(g(v)).
Proof. Write v = ∑Ni=1 vi, where X(vi) = λivi for some real numbers {λ1, ..., λN}. If g ∈
GL(n,R) is an element such that gX = Xg, then X(g(vi)) = g(X(vi)) = λig(vi) for 1 ≤ i ≤ N .
The assertion of the lemma now follows since g(v) =
∑N
i=1 g(vi). 
Proposition 7.3. Let v be a nonzero vector of Rn. Then λ−(v) = λ−(k(v)) for every k ∈ K =
G ∩O(n,R).
For k ∈ K the map X → kXk−1 is a linear isometry of G by 1) of (4.2). Moreover, K+Gk(v) =
k(K + Gv)k
−1
, and this implies that P˜k(v) = k(P˜v)k−1. The assertion now follows immediately
from the next result
Lemma 7.4. λX(v) = λkXk−1 (k(v)) for all k ∈ K, all nonzero X ∈ P and all nonzero v ∈ Rn.
Proof. Given X ∈ P, v ∈ Rn and k ∈ K we write v =∑Ni=1 vi, where X(vi) = λivi for some real
numbers {λ1, ..., λN}. Then k(v) =
∑N
i=1 k(vi) and (kXk−1)(k(vi)) = λik(vi) for 1 ≤ i ≤ N .
The assertion of the lemma now follows from the definitions of λX(v) and λkXk−1 (k(v)). 
Corollary 7.5. Let v be a nonzero element of Rn such that G(v) is unbounded. Then λ−(g(v)) ≤
λ+(v) for all g ∈ G.
Proof. Let g ∈ G be given. By (5.6) we may write g = kexp(X)h, where k ∈ K, h ∈ Gv and X
∈ P˜v. Then g(v) = kexp(X)(v), and by (7.3) λ−(g(v)) = λ−(exp(X)(v)). From (7.2) it follows
that λ−(exp(X)(v)) ≤ λX(exp(X)(v)) = λX(v) ≤ λ+(v). 
Proposition 7.6. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R),
and let v ∈ Rn be a nonzero minimal vector such that G(v) is unbounded. Then
0 < λX(v) ≤ 1 for all X ∈ P˜v with |X | = 1.
Proof. Let X ∈ P˜v with |X | = 1 be given. Since v is minimal we have 0 = X(|v|2) = 2〈X(v), v〉.
Let λ1, ..., λN be the distinct eigenvalues of X and write v =
∑N
i=1 vi, where X(vi) = λivi for
1 ≤ i ≤ N . Then 0 = 〈X(v), v〉 =
∑N
i=1 λi|vi|
2
. Observe that X(v) 6= 0 since X ∈ P˜v ⊂ P⊥v . It
follows that λi > 0 for some i with vi 6= 0, and hence λX(v) ≥ λi > 0.
Let X ∈ P with |X | = 1, and let {λ1, ..., λn} be the eigenvalues of X. It follows that λ2i ≤∑n
k=1 λ
2
k = |X |
2 = 1 for any i with 1 ≤ i ≤ n. In particular λX(v) ≤ 1. 
Proposition 7.7. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R),
and let v ∈ Rn be a nonzero vector with G(v) unbounded.
1) Let X be a nonzero element of P. Then for every ǫ > 0 there exist neighborhoods U ⊂ Rn of v
and O ⊂ P of X such that if (X ′, v′) ∈ O × U , then λX′(v′) ≥ λX(v) − ǫ.
2) There exists X ∈ P˜v with |X | = 1 such that λ−(v) = λX(v).
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Proof. We prove 1). Let a nonzero element X of P be given. We suppose that the assertion fails for
some ǫ > 0. Then there exist sequences {Xk} ⊂ P and {vk} ⊂ Rn such that vk → v,Xk → X
and λXk (vk) < λX(v) − ǫ for all k. Passing to a subsequence we obtain the following properties
simultaneously :
a) There exists a positive integer N such that each Xk has N distinct eigenvalues {λ(k)1 , ..., λ(k)N }.
b) There exist real numbers {λ1, ..., λN} such that λ(k)i → λi as k →∞ for 1 ≤ i ≤ N .
c) There exist positive integers {m1, ...,mN} and subspaces {V (k)1 , ..., V (k)N } of Rn such that
i) dim V (k)i = mi for all k and for 1 ≤ i ≤ N .
ii) Xk = λ(k)i Id on V ki for all k and for 1 ≤ i ≤ N .
iii) Rn = V (k)1 ⊕ ...⊕ V (k)N , orthogonal direct sum, for all k.
The existence of {λ1, ..., λN} in b) follows from the fact that for 1 ≤ i ≤ N we have |λ(k)i | ≤
|Xk| → |X | as k →∞.
Passing to a further subsequence there exist subspaces {Vi} ∈ G(mi, n), the (compact) Grass-
mannian of mi dimensional subspaces of Rn, such that
d) V (k)i → Vi as k →∞ for 1 ≤ i ≤ N .
From c) and d) we obtain
e) Rn = V1 ⊕ ...⊕ VN , orthogonal direct sum, and X = λi Id on Vi for 1 ≤ i ≤ N .
Note that the eigenvalues {λ1, ..., λN} for X may not all be distinct.
By e) we may write v = ∑Ni=1 vi, where vi ∈ Vi for 1 ≤ i ≤ N . Choose β, 1 ≤ β ≤ N such that
λβ = λX(v). The choice of β ∈ {1, ..., N} may not be unique, but we show next that β may be
chosen so that v has a nonzero component in Vβ . Define Sβ = {α : 1 ≤ α ≤ N and λα = λβ}.
Then V ′β = ⊕α∈SβVλα is the λβ - eigenspace for X. By the definition of λβ = λX(v) the vector
v has a nonzero component in V ′β , and hence v has a nonzero component in Vλα for some α ∈ Sβ .
Replacing the original β by this α we may now assume that β has been chosen so that v has a
nonzero component in Vβ .
Since vk → v as k→∞ it follows from d) that there exists a positive integerK0 such that vk has
a nonzero component in V (k)β for all k ≥ K0. By c), ii) we know that Xk = λ(k)β Id on V (k)β , and
hence λXk(vk) ≥ λ
(k)
β for all k ≥ K0. It follows that λ
(k)
β ≤ λXk(vk) < λX(v)− ǫ for all k ≥ K0.
From b) we obtain λβ ≤ λX(v) − ǫ, but this contradicts the fact that λβ = λX(v). This completes
the proof of 1) of (7.7).
We prove 2) of (7.7). Let {Xk} be a sequence in P˜v such that |Xk| = 1 for all k, and λXk (v)→
λ−(v) as k → ∞. Passing to a subsequence if necessary, there exists X ∈ P˜v with |X | = 1 such
that Xk → X as k → ∞. Let ǫ > 0 be given. By 1) of (7.7) there exists a positive integer K0 such
that λXk(v) ≥ λX(v)− ǫ for all k ≥ K0. It follows that λ−(v) ≥ λX(v) since ǫ > 0 was arbitrary.
On the other hand λX(v) ≥ λ−(v) by the definition of λ−(v). 
Corollary 7.8. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R), and
let v ∈ Rn be a nonzero vector with G(v) unbounded. If λ−(v) < 0, then G(v) contains the zero
vector.
Proof. By 2) of (7.7) there exists X ∈ P˜v such that |X | = 1 and λX(v) = λ−(v) < 0. Then
exp(tX)(v)→ 0 by (7.1) or the proof of (7.1). 
Comparison between λ−(v) and the Hilbert −Mumford function M (v)
We prove (2.6). Recall that from the definitions in section 2 that we have λX(v) = −µ−X(v) for
all nonzero X in P and all nonzero v ∈ Rn.
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Proposition 7.9. Let v be a nonzero vector of Rn. Then λ−(v) ≥ −M(v).
Proof. By 2) of (7.7) we may choose X ∈ P˜v such that |X | = 1 and λ−(v) = λX(v). Then
−λ−(v) = −λX(v) = µ−X(v) ≤M(v). 
8. PROOF OF THE MAIN RESULT
We now reach the main result, whose proof will be completed after the proof of (8.6).
Theorem 8.1. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
dR denote the canonical right invariant Riemannian metric on G. Let v be a nonzero vector such
that the orbit G(v) is unbounded. Then
1) The function g → dR(g,Gv) is unbounded on G.
2) If v is minimal, then λ−(v) > 0. For arbitrary nonzero v we have −1 ≤ λ−(v) ≤ λ+(v) ≤ 1.
3) λ−(v) ≤ lim dR(g,Gv)→∞ log|g(v)|dR(g,Gv) ≤ lim dR(g,Gv)→∞
log|g(v)|
dR(g,Gv)
≤ λ+(v)
The first assertion follows from (6.4) while the second assertion follows from (7.6) and the defi-
nitions of λ−(v) and λ+(v). Assertion 3) will follow from (8.3) and (8.6).
We begin the proof of 3). We recall from the first remark after the statement of (2.1) that we can
replace dR(g,Gv) by dR(g,K · Gv) in the statement of (8.1). For the remainder of the proof of 3)
we make this replacement.
The subset Qv in P˜v
For a nonzero element v of Rn let Qv = {X ∈ P˜v : |X | = 1 and dR(exp(sX), Id) =
dR(exp(sX),K · Gv) for all s ≥ 0}. In words, a unit vector X in P˜v lies in Qv ⇔ the identity
is the point on K ·Gv closest to exp(X)(s) for all s > 0.
Proposition 8.2. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
v be a nonzero vector such that G(v) is unbounded. Then
1) Qv is nonempty.
2) lim dR(g,K·Gv)→∞ log|g(v)|dR(g,K·Gv) ≤ λX(v) for all X ∈ Qv, with equality for some X ∈ Qv.
As an immediate consequence we obtain
Corollary 8.3. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
v be a nonzero vector such that G(v) is unbounded. Then λ−(v) ≤ lim dR(g,K·Gv)→∞ log|g(v)|dR(g,K·Gv) .
We now begin the proof of (8.2). Assertion 1) will follow from the next result.
Lemma 8.4. lim dR(g,K·Gv)→∞
log|g(v)|
dR(g,K·Gv)
≥ inf{λX(v) : X ∈ Qv}
Proof. Let {gr} be any sequence in G such that dR(gr,K ·Gv)→∞ as r→∞. It suffices to prove
that A = lim r→∞ log|gr(v)|dR(gr ,K·Gv) ≥ inf{λX(v) : X ∈ Qv}. If A = ∞ there is nothing to prove,
so we assume that A is finite. Passing to a subsequence we may assume that log|gr(v)|
dR(gr ,K·Gv)
→ A as r
→∞.
By (5.6) we may write gr = krexp(Xr)hr for each r, where kr ∈ K,hr ∈ Gv and Xr ∈ P˜v
with |Xr| = dR(gr,K · Gv) = dR(exp(X),K · Gv) = dR(exp(X), I). Write Xr = trYr, where
Yr =
Xr
|Xr |
and tr = |Xr| → ∞ as r → ∞. Passing to a further subsequence there exists Y ∈ P˜v
with |Y | = 1 such that Yr → Y as r →∞.
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Let N, {λ(r)1 , ..., λ
(r)
N }, {λ1, ..., λN}, {V
(r)
1 , ..., V
(r)
N } and {V1, ..., VN} have the same definition
and properties of a), b), c) d) and e) of the proof of 1) of (7.7), with Yr replacing Xk and vr = v
for all r. Write v =
∑N
i=1 vi, where Y (vi) = λivi for 1 ≤ i ≤ N . Choose i such that vi 6= 0
and λi = λY (v). Then by d) there exists a positive integer R0 such that v has a nonzero com-
ponent v(r)i in V
(r)
i for all r ≥ R0. By c) we have for each r the expression v =
∑N
j=1 v
(r)
j ,
where Yr(v(r)j ) = λ
(r)
j v
(r)
j for 1 ≤ j ≤ N and all r. Hence |gr)v)|2 = |exp(Xr)(v)|2 =
|exp(trYr)(v)|
2 =
∑N
j=1 exp(2trλ
(r)
j )|v
(r)
j |
2 ≥ exp(2trλ
(r)
i )|v
(r)
i |
2
. It follows that log|gr(v)|
dR(gr ,K·Gv)
=
log|gr(v)|
tr
≥ λ
(r)
i +
log|v
(r)
i
|
tr
. Since v(r)i → vi 6= 0 and λ
(r)
i → λi = λY (v) as r → ∞ we obtain
A = lim r→∞
log|gr(v)|
dR(gr ,K·Gv)
≥ λY (v).
To complete the proof of (8.4) it remains only to prove that Y ∈ Qv. By construction |Y | = 1. It
will be useful to note the following consequence of the triangle inequality : Let γ(t) be a unit speed
geodesic of (G, dR) such that γ(0) = Id and dR(γ(t0), Id) = dR(γ(t0),K ·GV ) for some t0 > 0.
Then dR(γ(s), Id) = dR(γ(s),K ·Gv) for 0 ≤ s ≤ t0.
From the discussion above we recall that Xr = trYr, where tr = |Xr|. By the remark follow-
ing (5.5) and the definition of Xr we know that tr = dR(exp(trYr), Id) = dR(exp(Xr), Id) =
dR(exp(Xr),K · Gv) = dR(exp(trYr),K · Gv). Applying the observation of the previous para-
graph to the unit speed geodesics γr(s) = exp(sYr) we find that dR(exp(sYr), Id) =
dR(exp(sYr),K · Gv) for all r and 0 ≤ s ≤ tr. Now Yr → Y and tr → ∞ as r → ∞, and we
conclude that dR(exp(sY ), Id) = dR(exp(sY ),K ·GV ) for all s ≥ 0. Hence Y ∈ Qv. 
For the proof of (8.2) it remains to prove assertion 2).
Lemma 8.5. For every X ∈ Qv , λX(v) ≥ lim dR(g,K·Gv)→∞
log|g(v)|
dR(g,K·Gv)
.
Proof. Let X ∈ Qv be arbitrary. Since |X | = 1 it follows from the remark following (5.5) and the
definition ofQv that dR(exp(tX),K ·Gv) = dR(exp(tX), Id) = t for all t > 0. By (7.1) it follows
that lim dR(g,K·Gv)→∞
log|g(v)|
dR(g,K·Gv)
≤ lim t→∞
log|exp(tX)(v)|
dR(exp(tX),K·Gv)
= lim t→∞
log|exp(tX)(v)|
t
=
λX(v). 
We complete the proof of assertion 2) of (8.2). From (8.4) and (8.5) it follows that
lim dR(g,K·Gv)→∞
log|g(v)|
dR(g,K·Gv)
= inf{λX(v) : X ∈ Qv}. Let {Xr} be a sequence in Qv such
that λXr (v)→ lim dR(g,K·Gv)→∞
log|g(v)|
dR(g,K·Gv)
as r →∞. Passing to a further subsequence we may
assume that Xr → X as r →∞. Note that |X | = 1 and X ∈ Qv since Qv is closed in P˜v . By 1) of
(7.7) it follows that lim dR(g,K·Gv)→∞ log|g(v)|dR(g,K·Gv) = lim r→∞ λXr (v) ≥ λX(v). Equality follows
by (8.5).
Proposition 8.6. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
v be a nonzero vector such that G(v) is unbounded. Then lim dR(g,K·Gv)→∞ log|g(v)|dR(g,K·Gv) ≤ λ+(v).
Proof. Let {gr} be a sequence in G such that dR(gr,K · Gv) → ∞ as r → ∞. It suffices to prove
that lim r→∞ log|gr(v)|dR(gr ,K·Gv) ≤ λ
+(v). As in the proof of (8.4) we may write gr = krexp(trYr)hr,
where kr ∈ K,hr ∈ Gv, Yr ∈ P˜v with |Yr| = 1 and tr = dR(gr,K · Gv) → ∞ as r → ∞. For
each r we write v =
∑Nr
i=1 v
(r)
i , where Yr(v
(r)
i ) = λ
(r)
i v
(r)
i for some real numbers {λ
(r)
1 , ..., λ
(r)
Nr
}.
Then |gr(v)|2 = |exp(trYr)(v)|2 =
∑Nr
i=1 exp(2trλ
(r)
i )|v
(r)
i |
2 ≤ exp(2trλ
+(v))|v|2. It follows
that lim r→∞ log|gr(v)|dR(gr ,K·Gv) = lim r→∞
log|gr(v)|
tr
≤ λ+(v). 
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As we observed earlier, the proof of 3) of (8.1) now follows from (8.3) and (8.6). The proof of
(8.1) ia complete.
The case that Gv is compact
Corollary 8.7. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R). Let
dR and dL denote respectively the canonical right invariant and left invariant Riemannian metrics
on G. Let v be a nonzero vector such that the orbit G(v) is unbounded and Gv is compact. Let I
denote the identity matrix in GL(n,R). Then
λ−(v) = lim dR(g,I)→∞
log|g(v)|
dR(g,I)
= lim dL(g,I)→∞
log|g(v)|
dL(g,I)
≤ lim dL(g,I)→∞
log|g(v)|
dL(g,I)
=
lim dR(g,I)→∞
log|g(v)|
dR(g,I)
= λ+(v)
Proof. We first prove the following weak inequalities for λ−(v) and λ+(v).
(*) λ−(v) ≤ lim dR(g,I)→∞ log|g(v)|dR(g,I) = lim dL(g,I)→∞
log|g(v)|
dL(g,I)
≤ lim dL(g,I)→∞
log|g(v)|
dL(g,I)
=
lim dR(g,I)→∞
log|g(v)|
dR(g,I)
≤ λ+(v)
Observe thatK ·Gv is compact, and hence there exists a positive constant c such that dR(I, ξ) ≤ c
and dL(I, ξ) ≤ c for all ξ ∈ K ·Gv. A routine argument with the triangle inequality yields
a) |dR(g,K ·Gv)− dR(g, I)| ≤ c for all g ∈ G.
Let g ∈ G be given. By the KP decomposition of G there exist unique elements k ∈ K and p
∈ P = exp(P) such that g = kp. We assert
b) |dR(g, I)− dR(p, I)| ≤ c and |dL(g, I)− dL(p, I)| ≤ c
It will then follow immediately that
c) |dR(g, I)−dL(g, I)| ≤ |dR(g, I)−dR(p, I)|+|dR(p, I)−dL(p, I)|+|dL(p, I)−dL(g, I)| ≤ 2c
since dR(p, I) = dL(pt, It) = dL(p, I) by (4.1). From a), c) and (8.1) the assertion (*) will follow
immediately.
To complete the proof of (*) it remains only to prove b). Note that dR(p, I) ≤ dR(p, kp) +
dR(g, I) = dR(I, k) + dR(g, I) ≤ c + dR(g, I). Similarly, dR(p, I) ≥ −dR(p, kp) + dR(g, I) =
−dR(I, k) + dR(g, I) ≥ −c + dR(g, I). This proves the first inequality in b). To prove the sec-
ond inequality in b) observe that dL(g, I) ≤ dL(k, I) + dL(k, kp) ≤ c + dL(I, p) and dL(g, I) ≥
−dL(k, I) + dL(k, kp) ≥ −c+ dL(I, p)
We complete the proof of (8.7) by showing that the inequalities in (*) for λ−(v) and λ+(v)
are actually equalities. By 2) of (7.7) we may choose an element X of P˜v such that |X | = 1
and λ−(v) = λX(v). Let gr = exp(rX). Then dL(gr, I) = r for every integer r by (5.5).
Moreover, log|gr(v)|
dL(gr ,I)
= log|exp(rX)(v)|
r
→ λX(v)) = λ
−(v) by (7.1). This proves that λ−(v) =
lim dL(g,I)→∞
log|g(v)|
dL(g,I)
.
We prove that the inequality for λ+(v) in (*) is sharp. Let X in P˜v with |X | = 1 be given, and de-
fine gr = exp(rX) for every positive integer r. The argument above shows that lim r→∞ log|gr(v)|dL(gr ,I) =
λX(v). Since λ+(v) = sup{λX(v) : X ∈ P˜v, |X | = 1} it follows that λ+(v) =
lim dL(g,I)→∞
log|g(v)|
dL(g,I)
. 
9. UNIFORM GROWTH ON COMPACT SUBSETS OF M′
Let O = {v ∈ Rn : dim Gv ≤ dim Gw for all w ∈ Rn}. It is well known that O is a nonempty
G-invariant Zariski open subset O of Rn.
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Proposition 9.1. Let v ∈ O be given. For every number ǫ > 0 there exists an open set U ⊂ Rn such
that if v′ ∈ U then λ−(v′) ≥ λ−(v) − ǫ.
Lemma 9.2. Let v ∈ O be given and let {vr} ⊂ O be a sequence converging to v. Let {Yr} be a
sequence in P converging to a vector Y ∈ P such that Yr ∈ P˜vr for every r. Then Y ∈ P˜v.
Proof. Let ζ ∈ K+Gv be given and write ζ = K+H , where K ∈ K and H ∈ Gv . By the definition
of O we know that dim Gvr = dim Gv for all r, and hence there exists a sequence {Hr} such that
Hr ∈ Gvr for every r and Hr → H as r →∞. Let ζr = K +Hr ∈ K+Gvr for all r. By definition
0 = 〈ζr, Yr〉 for all r since Yr ∈ P˜vr . Hence 〈ζ, Y 〉 = limr→∞〈ζr, Yr〉 = 0, which proves that
Y ∈ P˜v. 
We now complete the proof of (9.1). Suppose that this is false for some ǫ > 0. Then there exists
a sequence {vr} ⊂ O such that vr → v and λ−(vr) < λ−(v) − ǫ for all r. By 2) of (7.7) we may
choose Yr ∈ P˜vr with |Yr| = 1 such that λ−(vr) = λYr (vr) for all r. Let Yr → Y ∈ P, passing
to a subsequence if necessary. Then |Y | = 1 by continuity, and Y ∈ P˜v by (9.2). From 1) of
(7.7) we obtain λ−(v) ≤ λY (v) ≤ lim r→∞λYr (vr) = lim r→∞λ−(vr) ≤ λ−(v) − ǫ, which is a
contradiction.
Corollary 9.3. Let C be a compact subset of O. Then λ− has a minimum value on C.
Proof. Let c = inf {λ−(v′) : v′ ∈ C}, and let {vk} ⊂ C be a sequence such that λ−(vk) → c as
k →∞. By the compactness of C we may assume, passing to a subsequence if necessary, that there
exists a vector v ∈ C such that vk → v as k → ∞. Then c = lim k→∞ λ−(vk) ≥ λ−(v) by (9.1).
Equality must hold by the definition of c. 
Let M′ denote the set of minimal vectors in O.
Proposition 9.4. Let C be a compact subset of M′, and let c > 0 be the minimum value of λ− on C.
Then for every real number c′ with 0 < c′ < c there exists a positive number R0 such that if v ∈ C,
g ∈ G and dR(g,Gv) > R0, then log|g(v)|dR(g,Gv) > c
′
.
Proof. By the first remark following (2.1) we may replace dR(g,Gv) by dR(g,K ·Gv) in the state-
ment of (9.4). We make this replacement in the remainder of the proof of (9.4).
We first reduce to the case that every vector in C has length 1. Let C1 = { v|v| : v ∈ C}. Note that
λX(rv) = λX(v), λ
−(rv) = λ−(v) and Grv = Gv for every nonzero X ∈ P, r ∈ R, and v ∈ Rn.
By the compactness of C there exists b > 0 such that if |rv| = 1 for some r ∈ R and some v ∈ C,
then |r| ≤ b.
Let c′ be a positive number with c′ < c and choose ǫ > 0 such that c′ + ǫ < c. If (9.4) is true
for the compact subset C1 ⊂ M′, then there exists R0 > 0 such that if dR(g,K · Gv1) ≥ R0, then
log|g(v1)|
dR(g,K·Gv1)
≥ c′ + ǫ for every v1 ∈ C1. Make R0 larger if necessary so that | log(b)R0 | < ǫ.
Now let v ∈ C and g ∈ G be given so that R0 ≤ dR(g,K · Gv) = dR(g,K · Gv1), where
v1 = rv ∈ C1 and r = 1|v| > 0. Then c
′ + ǫ ≤ log|g(v1)|
dR(g,K·Gv1)
= log|r|
dR(g,K·Gv)
+ log|g(v)|
dR(g,K·Gv)
≤ log(b)
R0
+
log|g(v)|
dR(g,K·Gv)
< ǫ+ log|g(v)|
dR(g,K·Gv)
. Hence (9.4) holds for all v ∈ C if it holds for all unit vectors v1 ∈ C1.
Henceforth we assume that all vectors v in C have length 1.
Lemma 9.5. Let v ∈ M′ with |v| = 1, and let X be an element of P with X(v) 6= 0. Let ϕX(s) =
log|exp(sX)(v)|
s
. Then ϕ′X(s) ≥ 0 for s > 0.
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Proof. Let fX(s) = |exp(sX)(v)|2. Then ϕX(s) = 12 log(fX )(s)s and ϕ′X(s) = ( 12s2 ) (s f
′
X (s)
fX (s)
−
log fX(s)). If λX(s) = s f
′
X (s)
fX (s)
− log fX(s), then it suffices to show that λX(s) > 0 for s > 0.
Note that λX(0) = −log(|v|2) = 0, so it suffices to show that λ′X(s) ≥ 0 for all s > 0. We calculate
λ′X(s) = s ·
d
ds
(
f ′X (s)
fX (s)
) = s ·
fX (s) f
′′
X (s)−f
′
X (s)
2
fX (s)2
=
4s · |exp(sX)(v)|
2 |Xexp(sX)(v)|2−〈Xexp(sX)(v),exp(sX)(v)〉2
|exp(sX)(v)|4 ≥ 0 for s > 0. 
We now complete the proof of (9.4). Suppose that the assertion of (9.4) is false for some positive
number c′ < c. Then there exist sequences {vr} ⊂ C and {gr} ⊂ G such that |vr| = 1 for all
r, dR(gr,K · Gvr ) → ∞ as r → ∞ and
log|gr(vr)|
dR(g,K·Gvr )
≤ c′ for all r. By (5.6) there exist elements
kr ∈ K,hr ∈ Gvr , tr ∈ R and Yr ∈ P˜vr such that gr = krexp(trYr)hr, where |Yr| = 1 and
tr = dR(gr,K · Gvr ) for all r. Let Yr → Y ∈ P, passing to a subsequence. Then |Y | = 1 by
continuity, and Y ∈ P˜v by (9.2). By the compactness of C there exists v ∈ C such that vr → v as
r→∞, passing to a further subsequence if necessary.
Fix a positive number s. Then s ≤ tr for large r since tr = dR(gr,K · Gvr ) → ∞ as r → ∞.
By applying (9.5) to the functions ϕYr (s) we obtain log|exp(sY )(v)|s = lim r→∞ log|exp(sYr)(vr)|s ≤
lim r→∞
log|exp(trYr)(vr)|
tr
= lim r→∞
log|gr(vr)|
dR(gr ,K·Gvr )
≤ c′. Since this inequality is true for all s > 0
we see from (7.1) that λY (s) = lim s→∞ log|exp(sY )(v)|s ≤ c′. We conclude that λ−(v) ≤ λY (v) ≤
c′, which contradicts the fact that λ−(v) ≥ c > c′ by the definition of c. 
Proposition 9.6. Let O be the nonempty Zariski open subset of Rn on which dim Gv takes its
minimum value. Let M′ denote the set of minimal vectors in O. Let C be a compact subset of M′.
1) The set G(C) is closed in V.
2) For A > 0 define BA = {v ∈ Rn : |v| ≤ A} and XA = BA ∩ G(C). Then XA is compact,
and there exists a compact set YA ⊂ G such that XA ⊂ YA(C).
Remarks
1) Both parts of this result fail if C is a single point {v}, where the orbit G(v) is not closed in V.
Part 1) clearly fails in this case, so we address part 2). Let w be a vector in G(v) − G(v) and let
{gr} ⊂ G be a sequence such that gr(v) → w as r → ∞. If A > |w|, then gr(v) ∈ BA for large
r, but since w ∈ G(v) −G(v) it is easy to see that we can’t write gr(v) = g′r(v) for some sequence
{g′r} in a compact subset of G. To prove a result of the type of (9.6) we are thus forced to consider
only vectors whose G-orbits are closed in Rn. All closed G-orbits must intersect M and considering
only vectors in M′ seems to be a reasonable normalizing hypothesis.
2) In general, part 1) of (9.6) is false for the set G(M′). For example, let G = GL(n,R) act by
conjugation on M(n,R). Then G(M′) contains a nonempty Zariski open subset of M(n,R), but
G(M′) 6= M(n,R) since G has nonclosed orbits in M(n,R). Hence G(M′) cannot be closed in
M(n,R).
We now begin the proof of (9.6).
1) Let {gr} ⊂ G and {vr} ⊂ C be sequences such that gr(vr) → w ∈ G(C) as r → ∞. If
dR(gr, Gvr ) → ∞, passing to a subsequence, then |gr(vr)| → ∞ as r → ∞ by (9.4). Therefore
since {|gr(vr)|} is bounded there exists B > 0 such that dR(gr, Gvr ) ≤ B for all r.
Choose hr ∈ Gvr such that dR(gr, hr) = dR(gr, Gvr ) ≤ B for all r. If ζr = grh−1r , then
dR(ζr , I) = dR(gr, hr) ≤ B. By the completeness of (G, dR) and the Hopf-Rinow theorem the
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set C = {g ∈ G : dR(g, I) ≤ B} is compact in G. Let ζr → ζ ∈ C as r → ∞, passing to a
subsequence. Finally, w = lim r→∞ gr(vr) = lim r→∞ (ζrhr)(vr) = ζ(v) ∈ G(v) ⊂ G(C).
2) By 1) XA is a closed subset of BA, and hence XA is compact. By (9.3) there exists c1 > 0
such that λ−(v) ≥ c1 for all v ∈ C. Choose R1 > 0 such that exp(R1c12 ) > A. By making R1
still larger we may assume by (9.4) that if v ∈ C, g ∈ G are elements such that dR(g,Gv) > R1,
then log|g(v)|
dR(g,Gv)
≥ c12 . Let YA = {g ∈ G : dR(g, I) ≤ R1}. The set YA is compact in G by the
Hopf-Rinow theorem.
We assert that XA ⊂ YA(C). Let w ∈ XA be given. Then there exists v ∈ C and g ∈ G such that
w = g(v), and moreover |g(v)| ≤ A by the definition of XA. We show first that dR(g,Gv) ≤ R1.
If this were not the case, then by the choice of R1 we would have |g(v)| ≥ exp( c12 dR(g,Gv)) >
exp( c1R12 ) > A. This contradiction shows that dR(g,Gv) ≤ R1.
The remainder of the proof is similar to the proof of 1), and we omit some details. Choose h ∈ Gv
such that dR(g, h) = dR(g,Gv) ≤ R1. If ζ = gh−1, then dR(ζ, I) ≤ R1 and ζ ∈ YA. Finally,
w = g(v) = (ζh)(v) = ζ(v) ∈ YA(C).
10. APPLICATIONS
Criteria for detecting closed orbits
Proposition 10.1. Let G be a closed, connected, self adjoint, noncompact subgroup of GL(n,R),
and let v be a nonzero vector such that λ−(v) > 0. Then G(v) is a closed subset of Rn.
Proof. The proof here is also similar to the proof of 1) and 2) in (9.6) and we omit some details.
Let {gr} be a sequence in G such that gr(v) → w ∈ G(v) as r → ∞. If dR(gr, Gv) → ∞,
passing to a subsequence, then |gr(v)| → ∞ by 2) and 3) of (8.1) since lim inf r→∞ log |gr(v)|dR(gr ,Gv) ≥
λ−(v) > 0. Since the sequence {gr(v)} is bounded in V there exists a positive constant c1 such that
dR(gr, Gv) ≤ c1 for r ≥ N.
Let hr ∈ Gv be an element such that dR(gr, hr) ≤ c1 for all r. If ζr = grh−1r , then dR(ζr, I) ≤
c1. Let ζr → ζ ∈ G, passing to a subsequence if necessary. Finally, gr(v) = (ζrhr)(v) = ζr(v)→
ζ(v) ∈ G(v). 
Proposition 10.2. Let G be a closed, self adjoint, noncompact subgroup of GL(n,R) with finitely
many connected components, and let G0 denote the connected component that contains the identity.
Let v be a nonzero vector ofRn such that the orbit G(v) is unbounded. Then the following assertions
are equivalent.
1) G(v) is closed in Rn.
2) λ−(w) > 0 for some w ∈ G0(v), where λ− : Rn → R is defined by the connected group G0.
3) G0(v) is closed in Rn.
4) G(v) contains an element w that is minimal with respect to both G0 and G.
Proof. We prove the result in the cyclic order 1) ⇒ 4), 4) ⇒ 3), 3) ⇒ 2) and 2) ⇒ 1).
1)⇒ 4). If 1) holds, then G(v) contains a minimal vector w by (6.2). The vector w is also minimal
for G0 since G0(w) ⊂ G(w) = G(v).
4) ⇒ 3). Let w ∈ G(v) be an element that is minimal for both G0 and G. Then λ−(w) > 0
by 2) of (8.1) applied to G0, and G0(w) is closed in Rn by (10.1). If w = g(v) for g ∈ G, then
G0(v) = (g
−1G0g)(v) = g
−1G0(w) is closed in Rn.
3)⇒ 2). If G0(v) is closed in Rn, then G0 contains a minimal vector w by (6.2), and λ−(w) > 0
by 2) of (8.1).
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2) ⇒ 1). If λ−(w) > 0 for some w ∈ G0(v), then G0(v) = G0(w) is closed in Rn by (10.1).
Since G has finitely many connected components we may write G =
⋃n
i=1 giG0 for suitable ele-
ments {g1, ..., gN}. It follows that G(v) =
⋃N
i=1 gi G0(v) is closed in Rn. 
An application to representation theory
A more general version of the next result is known (see for example (2.1) in [RS]), but the state-
ment is more complicated and the proof is less elementary.
Theorem 10.3. Let V be a finite dimensional vector space over R. Let G be a connected, noncom-
pact, semisimple Lie group, and let ρ : G→ GL(V ) be a C∞ homomorphism. Then there exists an
inner product 〈, 〉 on V such that ρ(G) is invariant under the involutive automorphism θ : GL(V )→
GL(V) given by θ(g) = (gt)−1.
Remark As usual, gt : V → V denotes the metric transpose of g : V → V relative to the inner
product 〈, 〉. It is well known that homomorphic images of semisimple groups are also semisimple,
and hence the groupH = ρ(G) is a connected, semisimple subgroup of GL(V). If we fix an orthonor-
mal basis {v1, ... , vn} of V relative to 〈, 〉, then we obtain a C∞ homomorphism ρ′ : G→ GL(n,R)
given by ρ′(g)ij = 〈ρ(g)(vj), vi〉 for 1 ≤ i, j ≤ n. The subgroup H ′ = ρ′(G) of GL(n,R) is self
adjoint and semisimple, and the semisimplicity implies that H′ is a closed subgroup of GL(n,R)
by the main theorem in section 6 of [M1]. Hence we may apply the results above to the subgroup
H ′ = ρ′(G) of GL(n,R)
Proof. The semisimplicity of H = dρ(G) implies that H = [H,H], the derived algebra of H. By
Theorem 15, section 14 of [C] the group H = ρ(G) is algebraic (see also Corollary 7.9, chapter II
of [B]). The assertion of the theorem now follows from the main result of [M2]. 
11. APPENDIX I
The asymmetry of dr and dL in the main result
We first obtain necessary conditions for the main result to hold if dR(g,Gv) is replaced by
dL(g,Gv). More precisely we show
Lemma 11.1.
Let v be a nonzero vector in Rn such that λ−(v) > 0. Suppose there exist positive constants a,b
so that 3) of (8.1) holds if a replaces λ−(v), b replaces λ+(v) and dL(g,Gv) replaces dR(g,Gv).
Then there exist positive constants A,C such that if dR(g,Gv) ≥ A and dL(g,Gv) ≥ A, then
(a) 1
C
≤ dR(g,Gv)
dL(g,Gv)
≤ C
(b) 1
C
≤ log|g
t(v)|
log|g(v)| ≤ C
Remark The proof of the lemma will show that the conditions (a) and (b) of the lemma are also
sufficient for the replacement of dR by dL to hold in the statement of (8.1).
Proof. By 3) of (8.1) and the hypothesis of the lemma there exist positive constants a1, b1, a2, b2
and A such that
(1) a1 ≤ log |g(v)|dR(g,Gv) ≤ b1 if dR(g,Gv) ≥ A
(2) a2 ≤ log |g(v)|dL(g,Gv) ≤ b2 if dL(g,Gv) ≥ A
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From (1) and (2) we obtain
(3) a2
b1
≤ dR(g,Gv)
dL(g,Gv)
≤ b2
a1
if dR(g,Gv) ≥ A and dL(g,Gv) ≥ A
From (3) we obtain assertion (a).
To prove assertion (b) we recall from (4.1) that dR(g, h) = dL(gt, ht) for all g,h ∈ G and recall
from (1) of (6.1) that Gv = Gtv. If dR(g,Gv) ≥ A and dL(g,Gv) ≥ A, then dR(gt, Gv) =
dL(g,G
t
v) = dL(g,Gv) ≥ A and similarly dL(gt, Gv) = dR(g,Gv) ≥ A. From (1) and (2) we
obtain
(4) a1 ≤ log |g
t(v)|
dR(gt,Gv)
= log |g
t(v)|
dL(g,Gv)
≤ b1 if dR(g,Gv) ≥ A and dL(g,Gv) ≥ A
From (2) and (4) we obtain
a1
b2
≤ log|g
t(v)|
log|g(v)| ≤
b1
a2
if dL(g,Gv) ≥ A and dR(g,Gv) ≥ A.
This proves assertion (b) and completes the proof of (11.1). 
Next we show that the second condition of (11.1) fails for a certain vector v ∈ M(3,R) ≈ R9 if
G = GL(3,R) acts onM(3,R) by conjugation. A similar argument shows that the second condition
of (11.1) fails for any n ≥ 3 for the action of GL(n,R) on M(n,R) by conjugation.
Let v =

 0 0 00 0 1
0 −1 0

, and let k =

 0 1 01 0 0
0 0 −1

 ∈ SO(3,R).
For each positive integer N let BN = diag(N + 2, 2, 1) =

 N + 2 0 00 2 0
0 0 1


. Let gN(s) =
k exp(sBN ). We will show
(i) λ−(v) > 0.
(ii) log|gN (s)t(v)|
log|gN (s)(v)|
→ N + 1 as s →∞.
(iii) dR(gN (s), Gv)→∞ and dR(gN (s)t, Gv)→∞ as s →∞
Since N is arbitrary we will obtain a contradiction to the uniform boundedness condition (b) of
(11.1).
We prove (i). The Lie algebra G = M(3,R) acts on M(3,R) by the adjoint action ; i.e. if A,B
∈ M(3,R), then A(B) = AB − BA. By example 3 in section 1 of [EJ] a vector Z ∈ M(3,R) is
minimal for the G action above⇔ ZZt = ZtZ . In particular the skew symmetric matrix v above is
minimal, and λ−(v) > 0 by (7.6).
We prove (ii). If A = diag(λ1, λ2, λ3), then A(Eij) = AEij −EijA = (λi − λj)Eij for all i 6=
j , where Eij is the matrix with 1 in position ij and zeros elsewhere. Observe that the only nonzero
components of v lie in the 23 and 32 positions. Hence by inspection and the definition of λBN (v)
we obtain
(a) λBN (v) = (λ2 − λ3) = 1.
The elements k of SO(3,R) preserve the lengths of vectors in M(3,R), and hence we have
(b) |gN(s)(v)| = |exp(sBN )(v)| for all s
If B′N = diag(2, N + 2, 1) = k BN k−1, then we have
(c) λB′
N
(v) = (λ2 − λ3) = N + 1
(d) |gN (s)t(v)| = |exp(sBN ) k−1(v)| = |k−1{k exp(sBN ) k−1)}(v) = |exp(sB′N )(v)| for all
s.
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Finally log|gN (s)
t(v)|
log|gN (s)(v)|
=
log|exp(sB′N )(v)|
s
s
log|exp(sBN (v)|
→
λB′
N
(v)
λBN (v)
= N + 1 as s → ∞ by (a),
(b), (c), (d) and (7.1). This completes the proof of (ii).
We prove (iii). We shall need a preliminary result.
Lemma 11.2. Let v be a nonzero minimal vector in Rn, and let X ∈ P be an element such that
X(v) 6= 0. Then
a) dR(exp(sX), Gv)→∞ as s →∞
b) | exp(sX)(v)| → ∞ as s →∞.
Proof. Proof of a). We suppose that the assertion of a) is false for some nonzero minimal vector v
and some X ∈ P with X(v) 6= 0. Then there exist sequences gk ⊂ G, ζk ⊂ Gv and {sk} ⊂ R
and a positive number A such that sk → ∞ as k → ∞ and dR(exp(skX), ζk) ≤ A for all k. If
ϕk = exp(skX)ζ
−1
k , then dR(ϕk, Id) = dR(exp(skX), ζk) ≤ A for all k. Let C = {ϕ ∈ G :
dR(ϕ, Id) ≤ A}. Then C is compact by the completeness of (G, dR), and there exists a positive
number c such that |ϕ(v)| ≤ c for all ϕ ∈ C. Since {ϕk} ⊂ C we obtain |exp(skX)(v)| =
|ϕkζk(v)| = |ϕk(v)| ≤ c for all k.
The function fX(s) = |exp(sX)(v)|2 satisfies f ′X(0) = 2〈X(v), v〉 = 0 since v is minimal.
Moreover, f ′′X(s) = 4|Xexp(sX)(v)|2 ≥ 0, and in particular f ′′X(0) = 4|X(v)| > 0 since X(v) 6=
0 by hypothesis. It follows from the convexity of fX that fX(s)→∞ as s →∞, which contradicts
the fact that fX(sk) ≤ c2 for all k. This completes the proof of a).
Proof of b). This is contained in the last paragraph of the proof of a). 
We now complete the proof of (iii). Recall that BN = diag(N +2, 2, 1) and B′N = diag(2, N +
2, 1). Hence BN (v) = BN (E23)−BN (E32) = (λ2−λ3)E23− (λ3−λ2)(E32) = E23+E32 6= 0.
Similarly, B′n(v) = (N + 1)(E23 + E32) 6= 0.
Using 4) of (4.5), the triangle inequality and the lemma above we obtain dR(gN(s), Gv) =
dR(k exp(sBN ), Gv) = dR(exp(sBN ), k
−1 · Gv) ≥ dR(exp(sBN ), Gv) − dR(k
−1, Id) → ∞
as s → ∞. Similarly dR(gN (s)t, Gv) = dR(exp(sBN ) k−1, Gv) = dR(k−1 exp(sB′n), Gv) =
dR(exp(sB
′
N ), k · Gv) ≥ dR(exp(sB
′
N ), Gv) − dR(k, Id) → ∞ as s → ∞. This completes the
proof of (iii).
12. APPENDIX II
We give here the proofs of Propositions 5.1 and 6.5.
Proof of Proposition 5 .1
Assertion 1) of Proposition 5.1 is obvious and the remaining assertions are an immediate conse-
quence of the next two results.
Lemma 5.1A Z(G) and G0 are self adjoint ideals, and G0 has trivial center.
Lemma 5.1B Let G be a self adjoint subalgebra of M(n,R) that has trivial center. Then G is
semisimple.
We prove Lemma 5.1A. Let X ∈ G and Z ∈ Z(G) be given. Then [Zt, X ] = [Xt, Z]t = 0
since Xt ∈ G. Hence Z(G) is self adjoint. Let Z ∈ Z(G) and X ∈ G0 be given. Then 〈Z,Xt〉 =
〈Zt, X〉 = 0 since Zt ∈ Z(G). Hence G0 is self adjoint.
Clearly Z(G) is an ideal. Let X ∈ G, Y ∈ G0 and Z ∈ Z(G) be given. Then using 3) of (4.2) we
obtain 〈[X,Y ], Z〉 = 〈ad X(Y ), Z〉 = 〈Y, (ad X)∗(Z)〉 = 〈Y, (ad Xt)(Z)〉 = 0 since Xt ∈ G.
Hence G0 is an ideal of G. It follows from 1) of (5.1) that G0 has trivial center, which completes the
proof of Lemma 5.1A.
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We prove Lemma 5.1B. Since G is self adjoint we may write G = K⊕P, where K = {X ∈ G :
Xt = −X} and P = {X ∈ G : Xt = X}. Let B denote the Killing form of G. It suffices to prove
a) B(K,P) = {0} b) B is negative definite on K and c) B is positive definite on P.
a) Let X ∈ K and Y ∈ P be given. Then (ad X ◦ ad Y )(P) ⊂ K and (ad X ◦ ad Y )(K) ⊂ P
since [K,K] ⊂ K, [K,P] ⊂ P and [P,P] ⊂ K. Compute the matrix of ad X ◦ ad Y relative to a
basis of G that is a union of bases of K and P. The diagonal elements of the matrix are all zero, and
it follows that B(X,Y) = trace ad X ◦ ad Y = 0.
b) IfX ∈ K, then by 3) of (4.2) we obtain B(X,X) = trace ad X ◦ ad X = − trace adX◦(adX)∗ ≤
0 with equality ⇔ ad X ≡ 0⇔ X = 0 since G has trivial center. This proves b) and the proof of c)
is similar. This completes the proof of Lemma 5.1B.
Proof of Proposition 6 .5
We prove the result in two cycles : 1)⇒ 4) ⇒ 3) ⇒ 2) ⇒ 1) and 4)⇒ 5)⇒ 4).
1) ⇒ 4) Since 1) holds there exists a positive constant c such that |g(v)| ≤ c for all g ∈
G. Let X be any nonzero element of P and define fX(t) = |exp(tX)(v)|2. Then f ′′X(t) =
4|Xexp(tX)(v)|2 ≥ 0 for all t ∈ R. By hypothesis fX(t) ≤ c for all t ∈ R, and hence fX(t) ≡
constant by the convexity of fX . It follows that 0 = f ′′X(0) = 4|X(v)|2.
4) ⇒ 3) Let g ∈ G be given. By the KP decomposition there exist elements k ∈ K and X ∈ P
such that g = kexp(X). The hypothesis 4) implies that exp(X) ∈ Gv for all X ∈ P, and it follows
immediately that G = K ·Gv .
The assertion 3)⇒ 2) is obvious. We prove that 2)⇒ 1). Let A be a positive constant such that
dR(g,K ·Gv) ≤ A for all g ∈ G. It suffices to show that |g(v)| ≤ exp(A)|v| for all g ∈ G.
Let g ∈ G be given. By (5.6) there exist elements k ∈ K, h ∈ Gv and X ∈ P⊥v such that
g = kexp(X)h and |X | = dR(g,K · Gv) ≤ A. Hence |λ| ≤ |X | ≤ A if λ is any eigen-
value of X. Write v =
∑N
i=1 vi, where X(vi) = λivi for some eigenvalues λi, 1 ≤ i ≤ N .
Then exp(X)(v) =
∑N
i=1 exp(λi)vi and |g(v)|2 = |exp(X)(v)|2 =
∑N
i=1 exp(2λi)|vi|
2 ≤∑N
i=1 exp(2A)|vi|
2 = exp(2A)|v|2. It follows that |g(v)| ≤ exp(A)|v| for all g ∈ G. Hence 2)
⇒ 1).
We next show that 4) ⇒ 5) ⇒ 4). If 4) holds then P ⊂ Gv and G = K ⊕P ⊂ K + Gv ⊂ G,
and equality must hold everywhere. Hence 4) ⇒ 5).
Now suppose that 5) holds. It suffices to show that v is a minimal vector. Then Gv = Kv ⊕Pv
by 2) of (6.1), and it follows that G = K + Gv = K ⊕ Pv ⊂ K ⊕ P = G. Equality must hold
everywhere, and this implies that P = Pv, which is 4).
We show that v is minimal if 5) holds. Let X ∈ G be given, and write X = K + H , where
K ∈ K and H ∈ Gv. Then 〈m(v), X〉 = 〈X(v), v〉 = 〈K(v), v〉 = 0 since K is skew symmetric
and H(v) = 0. Hence m(v) = 0 since X ∈ G was arbitrary, and v is minimal by 1) of (6.2).
To complete the proof of (6.5) it remains only to prove that if G has no nontrivial compact, normal
subgroups, then G fixes v if any of the conditions above is satisfied. Let these conditions be satisfied.
Then X(v) = 0 for all X ∈ P, and it follows immediately that X(v) = 0 for all X ∈ [P,P] ⊂ K. It
suffices to prove that [P,P] = K, for then X(v) = 0 for all X ∈ G = K ⊕P. This is an immediate
consequence of the next result.
Lemma Let K1 = {X ∈ K : 〈X, [Y, Z]〉 = 0 for all Y,Z ∈ P}. Let K1 be the connected
Lie subgroup of K whose Lie algebra is K1. Then K1, the closure of K1 in G, is a compact normal
subgroup of G.
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Proof. It suffices to prove that K1 is an ideal of G = K ⊕ P, or equivalently, that ad ξ(K1) ⊂ K1
for ξ ∈ K ∪ P. Let ξ ∈ K, X ∈ K1 and Y, Z ∈ P. Then ad ξ(X) ∈ [K,K] ⊂ K. By 3) of (4.2)
we obtain 〈ad ξ(X), [Y, Z]〉 = −〈X, ad ξ([Y, Z])〉 = −〈X, [ad ξ(Y ), Z]〉 − 〈X, [Y, ad ξ(Z)]〉 = 0
since X ∈ K1 and ad ξ(P) ⊂ [K,P] ⊂ P. Hence ad ξ(K1) ⊂ K1 if ξ ∈ K.
Let ξ, Y ∈ P and X ∈ K1. Then 〈ad ξ(X), Y 〉 = 〈X, ad ξ(Y )〉 = 0 by 3) of (4.2) and the
definition of K1. This proves that ad ξ(K1) = {0} if ξ ∈ P since ad ξ(X) ∈ [P,K] ⊆ P and
Y ∈ P was arbitrary. 
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