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A bstract
Recently, facial expression recognition has attracted much attention due to its potential 
for applications in the area of human computer interaction. This thesis investigates the 
effects of features and pose on facial expressions recognition. Several different features 
are evaluated to investigate how temporal, orientation and multi scale information 
effects facial expression recognition accuracy. Also in this thesis, the effects of pose on 
facial expression recognition is investigated by classifying expressions over a range of 
poses from frontal to profile view.
An efficient edge based approach which builds strong classifiers from boosting is pre­
sented. Small coherent edge fragments are extracted from the area in and around the 
face. A classifier bank is then assembled from candidate edge fragments from all the 
training examples. Boosting is used to choose an optimal subset of features from the 
classifier bank to form a strong discriminatory classifier. The final boosted classifier 
provides a binary decision for object recognition. An investigation of different fusion 
methodologies for a multi-class ensemble is also presented. This approach is extended 
into the temporal domain using a temporalboost algorithm which allows weak classifier 
to incorporate previous frames responses when evaluating the current weak classifier.
Research into facial expression recognition has predominantly been applied to face 
images at frontal view only. Some attempts have been made to produce pose invariant 
facial expression classifiers. However, most of these attempts have only considered yaw 
variations of up to 45°, where all of the face is visible. Little work has been carried out 
to investigate the intrinsic potential of different poses for facial expression recognition. 
A sequential 2 stage approach is taken for pose classification and view dependent facial 
expression classification to investigate the effects of yaw variations from frontal to 
profile views. Recent databases, BU3DFE and multi-pie, allows empirical investigation 
of facial expression recognition for different viewing angles. Local binary patterns 
{LBPs) and variations of L B P s  as texture descriptors are investigated. Such features 
allow investigation of the influence of orientation and multi-resolution analysis for multi­
view facial expression recognition.
The main contributions of the work presented in this thesis are the following: fast effi­
cient edge features for static facial expression recognition are introduced. This approach 
is extended into the temporal domain using temporalboost. Variations of LBP features 
are compared and contrasted to investigate the influence of orientation and multi-scale 
information on recognition results. A novel feature for facial expression recognition 
is introduced Local Gabor Binary Patterns. The effects of pose on facial expression 
recognition are also investigated on the BU3DFE and multi-pie databases. Experiments 
analyse how pose effects overall expression recognition as well as individual expression 
recognition.
K ey words: Facial Expression Recognition, Multi view Expression Recognition, Local 
Binary Patterns, Local Gabor Binary Patterns, Head Pose estimation
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FACS Facial action coding system
AU Action unit
L B P Local binary pattern
Uniform rotation invariant local binary patterns
LBP^i Rotation invariant local binary patterns
L B P S^ Local uniform gradient magnitude binary patterns
LBP^^ Local uniform binary patterns
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pdf Probability Distribution Function
Pp Positive class pdf
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I Image
* Convolution operation
h Vertical Sobel Kernel
ly Horizontal Sobel Kernel
Igm Gradient magnitude image
9^ Gradient direction
G Standard Deviation
E Set of all Edges
e Edge
DTe Chamfer Image
t Contour fragment
T Set of all contour fragments
dcham Chamfer score
hj Adaboost weak classifier
h f Temporalboost weak classifier
dj Weak classifier thresholdc SVM penalty factor
p LBP neighborhood
R LBP radius
U number of bitwise binary transitions
B O R Circular bitwise right shift
H G Concatenation of local histograms
Hr Local spatial histogram
hi bin of histogram h
I N I Norm operator
h Scale of gabor filter
V Orientation of gabor filter
G Gabor map
7(z) LBP Indexing function
Weak classifier error (Temporalboost)
< Temporalboost weights
Temporalboost frame index
Temporalboost class label
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Chapter 1
Introduction
1.1 Human Face and Facial expressions
The human face is very complicated and changeable. Humans can interpret informa­
tion about identify, understand what has been said through lip-reading and interpret 
emotional states and intensions from the human face.
Four kinds of signals can be conveyed by the human face [30]:
• Static facial signals: represent relatively permanent features of the face, due to the 
shape of the bones of the skull, muscles, and their effect on facial features. These 
signals form the appearance of the face from which humans interpret identity.
• Slow facial signals: correspond to changes in the appearance of the face. These 
changes occur gradually over time, such as the wrinkles and changes in skin due 
to age.
• Artificial signals: signify changes having an external origin to features of the face, 
such as glasses and makeup.
• Rapid facial signals: represent temporal changes in muscular activity that may 
lead to changes in facial appearance.
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All four signals play a part in facial recognition. The primary focus of this thesis 
is with rapid signals which form facial expressions. These movements of the facial 
muscles result in temporally deformed facial features such as eye lids, eye brows, nose, 
lips and skin texture (wrinkles and furrows). Changes in facial muscle activity are brief. 
Typically these changes last up to five seconds or less than 250 ms.
Research in psychology has shown that facial expressions play an important role in 
social interactions [85]. Three main effects upon content in social exchanges have been 
shown to be influenced by facial expressions:
• encourages spontaneity
• more wide-ranging discussion
• adoption of conventional role relationships by the participants
Mehrabian established the following statistics for the effectiveness of communications 
of feelings [60]. 7% of meaning is in the words that are spoken. 38% of meaning 
is paralinguistic (the way that the words are said) and 55% of meaning is in facial 
expression. This suggests that facial expressions form the most significant modality in 
human conversations.
Visually one distinguishes expressions based upon anatomical analysis of face. From 
research, it has been proposed that facial expression processing is similar to identity 
recognition by utilizing configurai processing mechanisms that rely on the relative po­
sition of face components [9].
1.2 M otivation
Over the last 20 years there has been a growing interest in improving the interaction 
between humans and computers. As computing becomes more ubiquitous, human com­
puter interaction will become increasingly important. It can be argued that for a truly 
effective human computer interface computers should be able to interact naturally with 
the user, as humans interact with other humans. The recognition of facial expressions 
therefor provides a basis for computers to interact with humans more naturally.
1.3. Challenges
Extracting an efficient representation of the face from images is an important step for 
successful facial expression recognition. The motivation for this thesis is to investi­
gate different feature representations and the effects of pose on these representations. 
Throughout this thesis a range of different representations are evaluated and their 
effects on facial expression recognition investigated.
Frequently used databases for facial expression recognition typically capture data at 
near frontal view [44, 55]. Pose is one constraint that has largely been unexplored. This 
is mainly due to a lack of suitable data. Research in psychology has shown how pose 
can effect a humans, ability to perceive facial expressions [56, 63]. Experiments using 
a Japanese noh mask, show that slight variations in pitch angle changes the perceived 
location of salient facial features which viewers misinterpret as non-ridged changes due 
to muscle action [56]. Experiments have shown that even a 15° yaw head pose change, 
results in statistically significant changes in how humans perceive emotion [63].
It is natural to assume that frontal pose is optimal for facial expression recognition, 
as at this view the whole face is visible. However, experiments in psychology show 
the optimal view for face recognition is 45°. While, computer vision experiments have 
shown similar findings for face recognition [52]. Little work has been carried out to 
investigate the intrinsic potential of different poses for facial expression recognition. In 
this thesis the effects of pose on facial expression recognition are investigated.
1.3 Challenges
Automatic facial expression recognition is a difficult task due to the natural variation 
in appearance between individuals. Face shape, texture and facial hair can vary with 
sex, age, and ethnicity. Infants tend to have smooth skin, less textured faces with little 
hair. Older people have wrinkles and thus different skin texture. Also, face shape and 
facial features vary significantly due to ethnicity. For example, the different shape of 
the eyes between northern Europeans and Asians. Difference in skin color and lip color 
between Europeans and African Americans is another example of the variation that 
facial expression systems must overcome. Occlusion of face features may also occur
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due to beards, glasses, makeup and jewelry. Also, pose and illumination changes are 
problematic for automatic detection.
Some facial expressions are closely coupled and disambiguating between them can be 
challenging. Also, variation between individuals must be addressed as facial expres­
sions can be performed at different intensities and individual differences in how facial 
expressions are performed are an important aspect of identity. Some research has been 
carried out to investigate these differences as a biometric, to improve accuracy of facial 
recognition algorithms [18]. As an example, different types of smiles have been investi­
gated by Duchenne [26]. A Duchenne smile occurs when the corners of the mouth are 
raised which causes wrinkles around the eyes. Researchers hypothesize that Duchenne 
smiles correspond to spontaneous emotions, since contracting the outer portion of the 
orbicularis oculi muscle (which forms the wrinkles around the eyes) is not voluntar­
ily [31].
Faces can be falsely classified as displaying a particular facial expression, even when 
they are neutral, because their proportions naturally resemble those of another expres­
sion. Another important distinction to be considered is the difference between posed 
and spontaneous facial expressions. Posed expressions can differ in appearance and 
timing from spontaneously occurring facial expressions [17]. This is due to different 
pathways in the brain controlling the mental states [71]. An example of the difference 
between posed and spontaneous face movement is the ability of a person to raise their 
outer brows spontaneously while not moving their inner brow. Most people can only 
perform this action spontaneously. However, despite these differences, most databases 
capture posed data as spontaneous behavior is difficult to obtain. Also the use of pop­
ular databases containing posed expression allows a direct comparison between results 
presented in this thesis and other research.
1.4 Contributions
The contributions of this thesis to the methodology of facial expression recognition are 
summarised as follows;
1.4. Contributions
This thesis presents a fast efficient approach to facial expression recognition by learning 
discriminatory contour fragments for distinguishing intra class variance. A classifier 
bank is assembled from candidate edge fragments from all the training examples. A 
weak classifier is formed by assembling an edge fragment combined with a chamfer 
score. Boosting is then used to choose an optimal subset of features from the classifier 
bank to form a strong discriminatory classifier. The final boosted classifier provides a 
binary decision for expression recognition. To build an n-class discriminatory classifier, 
probability distributions are built from classifier responses to allow likelihood ratios 
to be used to compare across different classifiers. Also, an investigation of fusion 
methodologies, a one-against-many classifier and an ensemble classifier are presented. 
For a real time implementation an O T  classifier which allows for automatic parameter 
selection to adapt to changing illumination conditions. This approach is extended 
into the temporal domain by utilizing temporalboost which allows weak classifiers use 
temporal information to disambiguate between training examples. This approach is 
compared to other state of the art approaches tested on the Cohn-Kanade database.
This thesis also presents an investigation of multi-view facial expression recognition. 
Multi-view facial expression recognition is important, as frontal view images are not 
always available. Typically, approaches to facial expression recognition have been ap­
plied to frontal view only because databases only capture frontal view face images. 
This thesis investigates the effect of pose on facial expression recognition. Experiments 
are carried out over several different yaw angles from frontal to profile view on the 
BU3DFE and multi-pie databases. The influence of pose on different feature sets is 
also investigated for facial expression recognition. L B P s  and variations of L B P s  as 
texture descriptors are investigated. A novel feature for facial expression recognition 
is introduced, Local Gabor Binary Pattern {LGBP). Such features allow investigation 
of the influence of multi-orientation and multi-resolution analysis for facial expression 
recognition. An appearance based approach is adopted by dividing images into sub 
blocks coarsely aligned over the face. Feature vectors contain concatenated feature his­
tograms built from each sub block. Also, a global versus local approach is investigated 
by comparing histograms of the whole face to histograms built from different sampling 
grids.
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1.5 Outline of Thesis
The thesis is arranged as follows;
• Overview of Facial Expression Recognition
Chapter 2 looks at the different stages of a facial expression recognition system. 
It introduces the general recognition framework and state of the art approaches to 
facial expression recognition are reviewed from the relevant literature. Two promi­
nent approaches to facial expression classification are introduced; Message judg­
ment approaches and sign judgment approaches. Message judgment approaches 
are focused on the messages conveyed by facial expressions. Sign judgment ap­
proaches attempt to distinguish facial motion and deformation based on visual 
classes.
• D atabases
Several databases are used for facial expression analysis. In Chapter 3, popular 
databases used in the field are compared and the advantages and disadvantages 
associated with each database are highlighted. The Cohn-Kanade facial expres­
sion database is perhaps the most widely used. However, this database contains 
frontal view face images. Databases that allow investigation of multi-view facial 
expression recognition are presented.
• Contour features for B oosted Classifiers
Chapter 4 introduces a novel approach to facial expression recognition by assem­
bling contour fragments as discriminatory classifiers and boosting them to form a 
strong accurate classifier. Low cost contour features are formulated to effectively 
describe the salient features of the face. Detection is fast as features are evaluated 
using an efficient lookup to a chamfer image, which weights the response of the 
feature. An ensemble classification technique is presented using a voting scheme 
based on classifier responses. Adaboost is used to train expression classifiers and 
several different classifier architectures are evaluated. Also, it is demonstrated
1.5. Outline o f Thesis
how a dedicated classifier can be constructed to give optimal automatic param­
eter selection of the detector, allowing real time operation on unconstrained video.
• Tem poralboost for Facial Expression R ecognition
Temporal information can improve the accuracy of facial expression systems. 
Chapter 5 extends the work of Chapter 4 to include temporal information. Tem­
poralboost is used to build classifiers which allow temporal information to be 
utilized for more robust recognition. Weak classifiers are formed by assembling 
edge fragments with chamfer scores. An ensemble framework is presented with 
all-pairs binary classifiers. An error correcting SVM is utilized for final classifi­
cation. Extensive experiments on the Cohn-Kanade database illustrate that this 
approach is effective for facial expression recognition.
Effects o f Pose
Research into facial expression recognition has predominantly been based upon 
near frontal view data. However, a recent database BU3DFE has allowed em­
pirical investigation of facial expression recognition across pose. In Chapter 6, 
the effects of pose from frontal to profile view on facial expression recognition 
is investigated. Experiments are carried out on 100 subjects over 5 yaw angles 
for 6 prototypical expressions. Expressions have 4 levels of intensity from subtle 
to exaggerated. Features such as LBPs as well as various extensions of LBPs 
are evaluated. In addition, a novel approach to facial expression recognition is 
proposed using LGBPs. Multi class Support Vector Machines (SVMs) are used 
for classification. The effects of image resolution and pose on facial expression 
classification are investigated using a variety of different features.
• M ulti-V iew  Facial Expression Recognition
Chapter 7 builds on the previous chapter by taking the best practices and vali­
dating results on live captured data. A recent database ’multi-pie’, is explored 
for different yaw variations. Limited research has investigated multi view facial
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expression recognition on live captured data. This dataset allows an investigate 
of the accuracy of facial expression recognition at large head poses, with the 
presence of variations such as occlusion from glasses and hair.
• Closing Discussion
This thesis is drawn to conclusion in chapter 8. Results are summarized and 
future work is discussed.
Chapter 2
Overview of Facial Expression  
R ecognition
Facial expression recognition systems have many practical applications. This fact has 
attracted researchers from both a computer science and behavioral science background. 
Although humans can recognize facial expression easily, developing an automatic facial 
expression recognition systems is a challenging task. This chapter reviews the problems 
associated with such a system. Different stages of automatic facial expression recogni­
tion systems are examined in detail. The different approaches that have been presented 
are outlined below.
Facial expression recognition is difficult due to the variations in appearance between 
individuals such as ethnicity, age, facial hair and occlusion (glasses and makeup) and the 
effects of pose, lighting and other environmental factors (Section 1.3). Variations such as 
these have to be addressed at different stages of an optimal automatic facial expression 
analysis system. In this section the different stages of such a system (Figure 2.1) are 
described. Generally, the approach to automatic facial expression analysis consists 
of three steps: face acquisition, facial data extraction and finally facial expression 
classification.
This thesis investigates how features and pose effect facial expression recognition us­
ing message judgment approaches. Relevant background for message judgment ap­
10 Chapter 2. Overview o f Facial Expression Recognition
proaches are discussed for different approaches to feature extraction and tolerance to 
pose changes. The relevant literature is divided into three sections that relate to this 
thesis. Firstly, frame based approaches are reviewed, where a single frame is used (a 
reference image like neutral may also be used). Secondly, temporal sequence based 
approaches utilizing one or more frames are reviewed. Finally, literature that has 
investigated recognizing facial expressions with head poses other than full frontal is 
reviewed.
2.1 Face Acquisition
The first stage of a facial expression recognition system is to locate the face region 
on an image. Many problems such as varying head pose, different lighting conditions 
and occlusion must be considered for accurate face detection. Also, faces contain many 
within class variances including facial expressions, varying face size, different skin colour 
and different ages.
Many different approaches have been developed to detect faces in an arbitrary scene [89, 
72, 90]. Most of these approaches can only detect frontal or near frontal faces. Turk 
and Pentland [89] used Principal Component Analysis (PGA) on training face images 
to extract eigenvectors, also called eigen faces, as a face template. A candidate sub­
window region is classified according to the distance computed in the PGA subspace 
after projection. Conversely, Rowley et al. [72] trained an ensemble of Neural Networks 
with pixel intensities from candidate regions. Separate neural networks had different 
structures with retinal connections to capture the spatial relationships of pixels (facial 
features). Detections from individual networks are then joined to provide the final 
classification decision.
In 2001, Viola and Jones [90] introduced one of the first real-time face detection sys­
tems, and is arguably the most commonly used detector in the literature. Rectangular 
features are used, with an integral image making feature calculation very efficient and 
allowing for real time face detection. Classifier training and feature selection was eval­
uated using adaboost. This face detector is employed in several chapters of this thesis.
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Figure 2.1: Basis Structure of a facial expression analysis system.
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Figure 2.2: Example of Viola and Jones frontal face detector.
Figure 2.2 shows an example of the area returned by the Viola and Jones face de­
tector. A similar approach to Viola and Jones [90] was extended for multi-view face 
detection [48].
2.2 Facial Expression Classification
Emotions and expressions are concepts that are not universally defined by psycholo­
gists. The label ‘expression’ implies that something is expressed. Some psychologists 
deny any link between facial expression and emotions [43]. Others think that facial 
expressions reflect behaviors and are part of an emotional response, and therefore the 
term ” expression” captures these emotions [28]. There are two main approaches pro­
posed to measure facial expressions from psychological research; message judgment 
and sign judgment approaches [29]. Message judgment infers mental states from fa­
cial expressions. The aim of sign judgment is to describe the facial expression in a 
coded way leaving interpretation of conveyed message to a higher level decision. These 
two approaches have both been adopted by researchers in the field of automatic facial 
expression recognition and are discussed below.
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2.2.1 Message Judgment
Message judgment approaches focus on the messages conveyed by facial expressions. 
Most research into facial expression recognition has used message judgment based ap­
proaches by attempting to recognize the six basic expressions of emotion. This follows 
work initially carried out by Darwin [22]. Darwin claimed that humans can express 
emotions through their faces in a similar way regardless of race or culture. Ekman 
and Friesen continued this work and elaborated Darwin’s claims [28]. They carried out 
studies across western cultures and isolated tribes in New Guinea to associate emotions 
with facial expression. Ekman and Friesen showed that some emotions are universally 
displayed and recognized from facial expressions. These are called the universal emo­
tions of expression (or basic expressions; joy, fear, surprise, anger, disgust and sadness) 
shown in Figure 2.3. Using the basic emotions as categories is intuitive and matches 
peoples experiences in every day life. However, these categories fall short of the range of 
emotions that occur in human to human interaction. Current popular facial expression 
databases provide examples of these universal categories [44, 96, 55, 58].
2.2.2 Sign Judgment
Sign judgment approaches attempt to distinguish facial motion and deformation based 
on visual classes. Thus, a system that can measure facial behavior reliably is impor­
tant. The Facial Action Coding System (FACS) is widely acknowledged to be the most 
comprehensive system available [27]. FACS is an anatomically-based system for mea­
suring facial behavior. FACS provides a prototype of the basic human expressions and 
allows researchers to study facial expression based on an anatomical analysis of facial 
movement. A movement of one or more muscles in the face is called an action unit 
(AU), and all expressions can then be described by a combination of one or more of 
44 AU’s. FACS also provides rules for recognition of temporal parameters of AU’s. 
FACS presents behavioral scientists with a powerful tool to describe facial expressions. 
Although FACS is a promising approach, a major impediment to its widespread use is 
the time required to train human experts. Thousands of possible combinations of AU’s 
are possible, which makes learning a comprehensive system based on individual AU’s
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Figure 2.3; Universal emotions of expression (basic expressions). Top row left to right: 
Joy, Sadness and Surprise. Bottom row left to right: Fear, Anger and Disgust.
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difficult.
It is an open question whether a message or sign based approach should be used in the 
field of automatic facial expression recognition. Once a database has been captured 
for particular mental states, computer vision techniques can be applied directly using 
data driven approaches. The need for an intermediate representation such as FACS for 
automatic facial expression recognition, is debatable. In this thesis message judgment 
approaches (data driven approaches) are used to analyse facial expression recognition. 
The advantage of using a categorical representation is that the categories are common 
in everyday life and are intuitive.
2.3 Facial Feature Extraction
Once the face region has been identified the next task is to extract facial features. There 
are two common approaches to this; geometric feature based methods and appearance 
based methods [97]. Ceometric based approaches make explicit use of face knowledge. 
They are more robust to illumination conditions and deal with the shape and location 
of specific facial components. Appearance based features utilize the appearance change 
of the face (including wrinkles, bulges and furrows) and are extracted by image filters 
applied to the face or sub regions of the face. Ceometric features are sensitive to 
noise and usually require reliable and accurate facial feature detection and tracking. 
However, appearance based features are less reliant on initialization, do not suffer from 
tracking errors, and can encode changes in skin texture that are important for facial 
expression recognition. However, appearance based features do not generalize well 
across individuals as they encode appearance information specific to individuals as well 
as expressions.
Tian et al. investigated combining these two approaches [88]. The geometric facial 
features including the mouth, eyes and eyebrows were extracted. Regional facial ap­
pearance features were also extracted using multi-scale and multi-orientation Cabor 
wavelet filters at specific locations. Best results were achieved when the geometric 
and appearance features were combined for action unit (AU) recognition. Zhang et al. 
compared geometric and appearance based features [100]. The geometric positions of
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34 fiducial points and the Gabor wavelet coefficients extracted from the area around 
each fiducial point were compared. The recognition rates for the six basic expressions 
were significantly higher when the Gabor wavelet features were utilized.
2.4 Frame Based Facial Expression Recognition
The majority of facial expression classifiers concentrate on frame based facial expres­
sion recognition [5, 24, 1, 98, 102]. Usually extracted facial features are geometric 
or appearance based methods. Viola and Jones [90] introduced the concept of inte­
gral images using Harr-like features for a real time face detection system. Wang et 
al. [92] extended this technique to facial expression recognition by training classifiers 
for different facial expressions using boosting. Shan and Gong [8] also applied boosting 
to facial expression recognition. L B P  features were learned using conditional mutual 
information based boosting (CMIB). CMIB learns a sequence of weak classifiers that 
maximize their mutual information. Experiments on the Cohn-Kanade database [44] 
yielded results of 86.4% accuracy for the six basic expressions. Feng et al. [34] recently 
presented an approach for facial expression recognition that uses LBP features with 
a linear programming technique, and demonstrated its effectiveness on the JAFFE 
database [55].
Lyons and Akamatsur processed facial expression images using multi-orientation and 
multi-resolution set of Gabor filters [54]. A 34 node grid is used to represent facial 
geometry. More recently Bartlett et al. [5] introduced a novel combination of adaboost 
and SVMs called AdaSVM to achieve state of the art results. Gabor features were 
chosen by adaboost as a feature selection stage and used for training SVMs for each 
expression. A generalization accuracy of 93% to new subjects was achieved on the 
Gohn-Kanade database. Deng et al. also used Gabor features and a dimensionality 
reduction step. Features are extracted using Gabor filter banks and are compressed 
by a two stage PGA and Linear Discriminant Analysis (LDA) method [24]. Results of 
97.33% were recorded on the JAFFE database.
L B P 8 have been shown to be a powerful texture descriptor for face recognition [1, 98]. 
Hence, many authors have investigated L B P s  for facial expression analysis. Shan
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et al. [76] produced a comprehensive study on L B P s  for facial expression recognition. 
Best results were achieved by learning LBP features using AdaSVM as described above. 
Comparable results to [5] were reported on the Cohn-Kanade database. Zhao et al. 
combined local statistic features of Gabor wavelets with the LBP features and using 
fusion features for facial expression recognition [102]. OLPP (Orthogonal Locality 
Preserving Projections) were applied to a concatenated feature vector of local Gabor 
and LBP histograms. An over all recognition rate of 94.05% is achieved on the TFEID 
database. Bai also combined LBPs and Gabor features, but weighed and combined the 
features to get complex vectors, and the LDA algorithm is applied to extract features [3]. 
Nearest neighbor classification achieved 92.38% accuracy on the JAFFE database. Liao 
et al. also used LBP features combined with LDA to achieve 94.59% on the JAFFE 
database [49]. Other features like Histogram of Oriented Gradients (HOGs) and Scale 
Invariant Feature Transform (SIFT) have also been applied to facial expression analysis 
but have not achieved the same level of accuracy as the Gabor and LBP features [68, 41].
Active Appearance Models (AAMs) were first introduced by Cootes [19]. Tang and 
Deng used AAMs to extract facial feature points [86]. To enhance the AAM, adaboost 
classifiers were trained to locate eye positions and thus initialize the AAM. Simple 
thresholds based on heuristics of each expression were used to distinguish expressions. 
Feng et al modified an AAM to locate facial feature points of facial expressions auto­
matically [33]. Local, global and shape information were combined to form the feature 
vector and SVMs were trained to classify different facial expressions. However, results 
on the JAFFE database were considerably lower at 69.9%.
2.5 Sequence Based Facial Expression Recognition
Facial expression recognition can be performed by using features from one image or by 
considering information from an image sequence. Research in psychology has shown 
image sequences provide more information than single frames. Bassili [7] conducted 
experiments showing that human facial expression recognition is superior when dy­
namic images are available. Some faces are often falsely read as expressing a particular 
emotion, even if their expression is neutral, because their proportions are naturally
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similar to those that another face would temporarily assume when emoting. Temporal 
information can overcome this problem by modeling the motion of the face. Utilizing 
temporal information can translate to more robust and accurate classification when 
compared with static classifiers.
A face image with N  pixels can be considered as a point in the AT-dimensional image 
space. Usually N  is large enough to cause problems associated with the curse of dimen­
sionality at the learning stage. However, the variations of face images can be represented 
as low dimensional manifolds embedded in the high dimensional space. Arandjelovic ef 
al. utilized this concept to model face manifolds successfully [2]. Other authors have 
extended this concept to facial expression manifolds. Chang et al investigated using 
manifolds with two types of embedding. Locally Linear and Lipschitz embedding to 
learn the structure of the expression manifold [13]. They learned the manifold in the 
feature space described by a set of facial landmarks (58 facial points). [14] extended 
this approach to a probabilistic video based facial expression recognition approach us­
ing manifolds. Both of these approaches create manifolds from sparse 2D points of the 
face. Shan et al investigated using Locality Preserving Projections (LPP) to learn 
facial expression appearance manifolds [77]. Two different feature spaces; raw image 
data and L B P s  were used. A large number of subjects were aligned to a generalized 
expression manifold. The k-nearest neighbor method is used to classify facial expres­
sions. Results on the Cohn-Kanade database of over 90% show the powerful nature of 
this appraoch. Shan et al [79] also used local binary pattern features for the whole 
face to create manifolds of facial expressions and used a bayesian temporal model to 
model the dynamics for facial expression recognition.
Motion extraction approaches analyse the facial changes due to facial expressions. 
Deformation-based approaches rely on face models to extract facial features that are 
important for facial action and not attributed to within class variance. However, de­
formation based features extractors miss low-level motion information. Many motion 
extracted approaches have been applied to extract facial movement due to facial ex­
pressions [93, 15, 32]. Yacoob and Davis present an algorithm that utilizes optical flow 
to identify the direction of rigid and non-rigid motions [93]. Choudhury and Pentland 
incorporated motion information into histograms by using difference images as opposed
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to raw images [15]. Essa and Pentland [32] combined similar approaches and demon­
strated accurate recognition using optic flow with deformable models. They align a 
mesh over the face, then track its vertices using optical flow throughout the sequence. 
This work also introduced FACS-1-, an extension of FACS into the temporal domain. 
However flow estimates are easily disturbed by changes in illumination and non-rigid 
motion.
Hidden Markov Models (HMM) are frequently applied to spatio temporal facial expres­
sion recognition as they model the dynamics of expressions. Oliver et al. introduced 
two dimensional blob features to track mouth motion and used HMMs to classify fa­
cial expressions [66]. Cohen et al. proposed a multilevel HMM that uses the state 
sequence of independent HMMs to segment and recognize facial expressions [16]. Ma 
et al. proposed a hierarchical approach to facial expression recognition [57]. They used 
both spatial and temporal features with hierarchical HMMs. Yeasin et al. used HMMs 
to learn models for each of the basic expressions using optical flow computed from 
sequences of images [95].
Dynamic texture recognition has recently gained much attention. It can be described as 
an extension of texture into the temporal domain, where features are spatially repetitive 
and vary over time. Zhao and Pietikainen introduced a novel approach for recognizing 
dynamic texture for classifying facial expressions [101]. Volume local binary patterns 
were proposed to capture appearance and motion. Petridis and Pantic investigated 
audio and visual temporal features for laughter detection [69]. Features were extracted 
for each frame in a temporal window. Mean, standard deviation and polynomials were 
calculated over the temporal window. Sheerman-Chase et al. used similar temporal 
features for detection of non verbal facial displays [80]. Yang et al. introduced dy­
namic binary patterns based on harr like features to represent the dynamics of facial 
expressions [94].
2.6 Facial Expression Recognition across Pose
Research into facial expression recognition has predominantly been applied to face 
images at frontal view only. This is largely due to the databases available, which
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typically capture frontal view face images only. Research in psychology has shown 
how pose can effect a humans ability to perceive facial expressions [56, 63]. Statistics 
show that 75% of faces in home photos are non frontal [46]. Also Kraut and Johnson 
found that smiling typically occurs while turning to another person [45]. Large head 
pose changes is a problem for facial expressions recognition systems, because perceived 
facial expressions are distorted in comparison to frontal face displays or may even 
become partly invisible for large pose change. Thus, pose is one contraint that merits 
investigation.
Other approaches attempt to classify pose invariant facial expressions by learning mod­
els of the whole face. These approaches typically do not consider views greater than 
40°, when part of the face is occluded [75, 59]. Kumano et al. investigated pose in­
variant facial expressions using a particle filter framework [75]. Intensity templates of 
points around salient features of the face describe different facial expressions. However, 
only head poses of up to 40 ° are tested. McCall and Trivedi classify facial expressions 
by extracting a feature vector that is invariant to head movements [59]. This feature 
vector is generated using thin-plate splines. Affine transformations can be extracted 
independently from feature vectors and information for expression is preserved. Yaw 
variations of up to 30 ° are tested.
More recently three studies have explored facial expression recognition with varying 
yaw angles on the BU-3DEF database [42, 41, 103]. Hu et al. [41] focus on facial 
expression recognition using LBPs, Histograms of Oriented Gradients (HOGs) and the 
Scale Invariant Feature Transform (SIFT) to characterize facial expressions over 5 yaw 
rotation angles from frontal to profile views. Other contributions of this work are 
the strong performance increase when features are combined with Locality Preserving 
Projection (LPP). In [42], Hu et al. utilize the geometric 2D displacement of manually 
labeled facial points, and concatenate them together to form a feature vector as input to 
a SVM classifier. The main conclusion of [42] is that non-frontal views are better than 
frontal view for a computer to recognize facial expressions. An interesting question 
is, if this conclusion is related to the geometric features used. In this thesis, this 
question using an appearance based approach is explored. Zheng et al. [103] also used 
similar data as described in [42, 41]. They formulated multi-view facial expression
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recognition as an optimization problem of minimizing an upper bound of bayes error. 
Best results were achieved when the facial views were between 30 ° and 60°. Noticeable 
limitations in the work of [42, 41, 103] are that features were extracted using a set 
of sparse, manually labeled feature points. Even when the feature points are out of 
view, they were still used to extract features (the feature points are labeled in a 3D 
environment). Some work has investigated facial expression recognition for large head 
pose changes [87], but no quantitative results were given.
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Chapter 3
D atabases
Popular facial expression databases capture posed and sometimes exaggerated expres­
sions. These systems may fail to generalize to the complexity of expressive behavior 
found in real-world settings. There is evidence that people perform facial expressions 
differently when posing versus during a spontaneous experience [20]. However given the 
lack of databases that capture spontaneous facial displays, posed databases are utilized 
for comparison with existing facial expression recognition systems. In the field of facial 
expression analysis it is difficult to compare approaches because they are often tested 
on different datasets. Perhaps the most widely used databases are the JAFFE [55] and 
Cohn-Kanade [44]. However, these databases only capture frontal facial expressions. 
Recently, two more databases have become available the BU3DFE [96] and Multi-pie 
databases [39]. This chapter introduces these databases and reviews the advantages 
and disadvantages of each.
3.1 JAFFE
The JAFFE database contains 213 images of seven facial expressions (six basic facial 
expressions and neutral) posed by ten Japanese female models. Disadvantages of this 
database are the small number of subjects and the limited variability of the data. 
Subjects are all the same gender and the same ethnicity, thus reducing the complexity
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of the problem. Results of up to 95% have been reported for this database [49]. This 
dataset contains no pose variations or temporal images.
3.2 Cohn-Kanade
The Cohn-Kanade database [44] is the most popular database used for facial expression 
recognition. Subjects consisted of 100 university students ranging in age from 18 - 
30 years old. 65% were female, 15% were African American, and 3% were Asian or 
Latino. Thus, this database has sufhcent variability with different subjects, genders 
and ethnicities to evaluate facial expression recognition approaches. The camera was 
located directly in front of the subject. The expressions were captured as 640 x 480 png 
images. However, not all subjects performed all the basic expressions. Thus, person 
independent training and testing is not feasable as this would reduce significantly the 
number of subjects used for experiments. Consequently, most experiments on this 
database are not person independent. Results of up to 93% have been achieved using 
gabor features [51] and Multi-scale Local Binary Patterns [78]. This database
is FACS encoded which provides ground tru th  for experiments. Each image has a 
FACS code and from this code, images are grouped into different expression categories. 
Ground tru th  for any database is important. Asking a subject to perform a particular 
expression is no guarantee they will perform it correctly. However, using a trained 
FACS encoder assures reliable ground tru th  on the data. Figure 2.3 shows an example 
of some of the images available in the Cohn-Kanade database. A sequence of images 
from the neutral to the peak of the expression are captured. Thus, temporal analysis 
can be performed on this database.
3.3 BU 3D FE
The above mentioned databases do not allow investigation of how different view points 
affect facial expression recognition. The BU3DFE database [96] provides 3D textured 
models of different facial expressions. An interesting characteristic of this database is 
that facial expressions are captured at different intensities. This allows an investigation
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into how different intensities effect recognition accuracy. Experiments in Chapter 6 use 
images from the BU3DFE database to evaluate the effect of pose on facial expression 
recognition. In the BU3DFE database, there are 100 subjects, including undergradu­
ates, graduates and faculty from the State University of New York Binghamton. Age 
of the subjects ranges from 18 years to 70 years old. The database consists of 60% 
female and 40% male with a variety of ethnicities (White, Black, East-Asian, Middle- 
east Asian, Indian, and Hispanic Latino). Subjects perform facial expressions in front 
of a 3D face scanner. Every subject performs each of the six prototypical expressions 
as well as neutral. Each expression is captured at four different intensity levels (see 
Figure 3.3).
3.4 M ulti-Pie
The multi-pie database [39] contains images from 337 subjects. Subjects are predomi­
nantly male (70%). 60% of subjects were Americans, 35% Asian and 3% Afican Amer­
icans. The mean age of the subjects was 28 years old. Data was captured during four 
sessions over a six month period. In each session, subjects were instructed to display 
various facial expressions (neutral, joy, surprise, squint, disgust and scream), shown 
in Figure 3.2. Before each session subjects were shown examples of the particular fa­
cial expression from the Cohn-Kanade database [44]. Thirteen cameras were located 
at head height in 15° intervals. One problem presented by using different recording 
sessions is that not all subjects appear in all recordings. Thus, for person independent 
experiments only subjects which appear at all sessions can be included for datasets. 
This ensures person independent experiments, as different expressions are captured at 
different sessions.
Another issue with the aforementioned databases, is the lack of real world variabilities 
such as facial hair (beards and mustaches) and glasses. Figure 3.3 shows examples of 
these variations in the multi-pie dataset. The top row of Figure 3.3 shows examples of 
facial hair present in the multi-pie dataset. According to the vision council of America, 
About 64% of Americans wear glasses. However, little research has been carried out for 
facial expression analysis with significant data for subjects wearing glasses, particularly
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Joy
Surprise
Fear
Sad
Anger
Disgust
Intensity of Expression 
1 2  3 4
Figure 3.1: Examples of the different intensities for each facial expression in the 
BU3DFE database.
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Figure 3.2: Example of facial expressions from multi-pie database. Top row =  neutral 
and joy. Middle row =  surprise and squint. Bottom row =  disgust and scream.
for multi view facial expression recognition. An open question is how glasses effect 
multi-view facial expression recognition. The second column of Figure 3.3 highlights 
some problems introduced by subjects wearing glasses. Picture D shows how glasses 
can occlude the shape of the eyebrows. Specular reflection can occur when subjects 
wear glasses (picture E). Also, at some angles, glasses can occlude important facial 
features like the eyes as seen in picture E of Figure 3.3.
3.5 Discussion
In this Chapter, advantages and disadvantages of popular facial expression databases 
have been presented. Other facial expression databases such as the MMI database [58] 
and CMU PIE database [83] have a limited number of subjects. In this thesis, appear­
ance based features are investigated. These features require significant data to test
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Figure 3.3: Example of variations present in the multi-pie database. Top row: subjects 
with facial hair. Bottom row: Occlusion due to subjects wearing glasses.
generalization performance as appearance based features capture identity information. 
Validating experiments on the Cohn-Kanade database allows an investigation of tem­
poral information and also to compare results against other state of the art approaches. 
The BU3DFE and multi-pie allows for an study of how pose effects facial expression 
recognition. The BU3DFE database allows an investigation of how different intensities 
affect recognition performance. This is an important feature of the database, as posed 
expressions are sometimes exaggerated and thus recognition results can be artificially 
high. The multi-pie database contains subjects with lots of variations which provide a 
challenge which can test the robustness of approaches to such variations.
Chapter 4
Contour Features for B oosted  
Classifiers
Humans have the ability to recognize facial expressions from a simplified line drawing 
or cartoon of the face. Sufficient information must therefore be present in this simpli­
fied representation for a computer to recognize facial expressions. Using only contour 
information provides important advantages as it offers some invariance to lighting and 
reduces the complexity of the problem by reducing variation in appearance.
In this chapter, training and test sets of images are extracted from a FACS encoded 
database [44]. Images are annotated (eyes and tip of the nose) so that features can 
be transformed to a reference co-ordinate system. Each image then undergoes edge 
detection. From each edge image, small coherent edge fragments are extracted from 
the area in and around the face. A classifier bank is then assembled from candidate edge 
fragments from all the training examples. A weak classifier is formed by assembling 
an edge fragment combined with a chamfer score. Boosting is then used to choose 
an optimal subset of features from the classifier bank to form a strong discriminatory 
classifier. The final boosted classifier provides a binary decision for object recognition. 
To build an n-class discriminatory classifier, probability distributions are built from 
classifier responses to allow likelihood ratios to be used to compare across different 
classifiers. Also, an investigation of fusion methodologies, a one-against-many classifier 
and an ensemble classifier are presented. Shotton and Blake [81] presented a categorical
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object detection scheme based upon boosted local contour fragments.
4.1 Edge D etectors
Edge detection is a fundamental tool in computer vision allowing detection of sharp 
changes in image intensity. The goal of utilizing an edge detector is to find a set of 
surface boundaries that represent discontinuities in texture. Thus, only using edges 
reduces the complexity of the problem by maintaining only the structural properties of 
the image. However, edge extraction is often vulnerable to edges that are not connected, 
missing edge fragments and false edges, making the interpretation of image data more 
problematic. In face images, edges characterize the boundaries of salient facial features 
as well as facial deformation (wrinkles and bulges) due to facial expressions.
4 .1 .1  G rad ien t O perators
An edge detection operator is one that highlights differences between pixels. An edge 
operator calculates a response for a given pixel by computing a kernel with the center 
and surrounding pixels. If the response is above a given threshold, then the center 
pixel is classified as an edge. Popular edge detector methods include Prewitt and Sobel 
methods, which are first order derivative approximations. The gradient of the image 
intensity at each point is calculated. From the gradient the orientation of the largest 
difference in intensity can be calculated. Results show the likelihood that an edge is 
represented and the direction for the gradient. Kernels for the Sobel edge operator are 
given below:
+1 0 - 1 - 1 - 2 - 1
Ix  = +2 0 - 2 * J l y  ~ 0 0 0
+1 0 - 1 +1 +2 +1 _
(4.1)
Where * is the convolution operation and I  is the source image. The above kernels 
respond maximally to vertical and horizontal edges. Each kernel is applied to the input 
image J, which produces Ix and l y .  These can then be combined together to calculate
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the magnitude of the gradient for each point and the orientation of that gradient. The 
gradient magnitude Igm is given by:
I g m  —  y l i  +  l y  (4-2)
From this information, the gradient’s direction Q g  can be calculated:
Qg = arctan (4.3)
A threshold is then used to decide if a pixel is considered an edge or not. A disadvantage 
of using a first derivative operator is its sensitivity to noise.
4 .1 .2  C anny E d ge D e te c to r
The Canny edge detection algorithm is arguably the best edge detector [10]. The 
algorithm is based on a set of criteria which include:
• good detection: maximize the probability of detecting true positives, while mini­
mizing the probability of detection false positives
• good localization: detected edges should be located on the edge map as close as 
possible to the real edge.
• minimal response: an edge in the image should only be marked once.
The Canny edge algorithm has 5 steps:
1 Smoothing: blurring of the image to remove noise.
2 Detecting gradients: edges are marked where the gradients of the image achieve large
magnitudes.
3 Non-maximum suppression: local maxima are marked as edges.
4 Thresholding: potential edges are determined by thresholding.
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5 Edge tracking by hysteresis: suppressing edges that are not connected to strong 
edges, and mark final edges.
Each step is explained in the following sections.
Sm oothing
First, the detector smoothes the image to eliminate noise as all images inevitably con­
tain some noise. In order to prevent false detections from noise, the image is smoothed 
by applying a Gaussian filter. Equation 4.4 shows the kernel of a Gaussian filter with 
a standard deviation (<j) of 1.4. The larger the width of this mask, the less sensitive 
the detector is. However, a large mask will remove subtle edge information. Smaller 
filters cause less blurring, but allows for the detection of small, sharp edges.
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Gradient D etection
Next the Sobel operator calculates the gradient maps (see Equation 4.1 and 4.2). Edges 
returned by the Sobel operator are usually broad and thus the direction of the edges 
must be determined as shown in equation 4.3.
N on M axim um  Suppression
Non-maximum suppression is then applied to convert blurred edges in the image of gra­
dient magnitude map to sharp edges. A 3x3 grid is passed over the gradient magnitude 
map so local maximums are preserved. For each pixel the following steps are taken:
1 . The edge orientation Qg has to be calculated for four directions depending on 
which direction it is closest to (0°, 45°, 90°, 135°).
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Figure 4.1: Illustration of non-maximum suppression. The colours and numbers indi­
cate the edge strength of the pixels and the gradient direction are represented by arrows. 
The pixels with white borders are the results of using non-maximum suppression.
2 . The strength of the current pixel is compared to the pixel in the positive and
negative directions.
3 . Preserve the value of the most significant pixels if the edge strength is largest.
Figure 4.1 shows an example of non-maximum suppression. The pixels with white 
borders are maintained and all other pixels are suppressed.
T hresho ld ing
The remanding edge pixels after applying non-maximum suppression will likely repre­
sent true edges in the image. However, some edges may be caused by noise. Thus, the 
canny algorithm uses double thresholding to distinguish between these.
Using two thresholds offers more fiexibility than a single threshold. Problems associated 
with thresholds are still applicable using double thresholding. If a threshold is too high 
then important information may be lost. A threshold that is too low will mark false 
edges as true edges and is affected by noise. Edge pixels that are stronger than the high
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threshold are marked as strong edges. Edges between the high and low threshold are 
marked as weak edges and edges lower than the low threshold are suppressed completely. 
These thresholds are selected manually for the dataset such that salient features of the 
face are visually coherent in the edge maps. In Section 4.7, it is shown how these 
threshold can be set automatically.
Edge Tracking by H ysteresis
Strong edges have a high probability of representing true edges in the original image 
and thus are included in the final edge image. Weak edges are only included if they 
are connected to strong edges. Weak edges are either true edges or edges due to noise. 
If weak edges are due to noise it is more probable that they will be independent of 
strong edges. Edge tracking is implemented by using BLOB (Binary Large Object) 
analysis. A BLOB is a collection of binary data stored as a single entity. The edge 
pixels are separated into connected BLOB’s using 8 connected neighborhood analysis. 
BLOB’s containing at least one strong edge pixels are preserved and other BLOB’s 
are suppressed. The final edge map is produced with edges e where e e E , the edge 
map. Figure 4.2 shows a comparison of the different edge detection methods. As can 
be seen, the canny edge detector produces better quality edge information and thus is 
adopted for the research in this chapter.
4.2 Classifier Bank
Expressions are based on the movement of the muscles, but visually one distinguishes 
expressions by how these features of the face deform. Thus the edges which represent 
the facial features are accumulated into classifier banks. The contour fragments are 
considered from the area around the face based on heuristics of the golden ratio of the 
face. The distance between the center of the eyes is approximately half the width of 
the face and one third of the height. This identifies the Region Of Interest (ROI) from 
which contours will be considered. Following the Canny edge detection, connected com­
ponent analysis is performed and from each resulting component (contour fragment),
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Figure 4.2: Comparison of different edge algorithms. From the above edge maps it can 
be seen that the canny algorithm produces a more coherent map.
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Figure 4.3: Short connected contour fragments from the ROI are extracted
the contour is sampled randomly to form short connected edge features t. Figure 4.3 
shows how one edge component is sampled to create many features.
Images are manually annotated to identify the two eyes and the tip of the nose, to form 
a 3 point basis. A 3 point basis is sufficient to align examples as only frontal faces are 
considered. Most approaches to frontal facial expression recognition only consider a 2 
point basis (the two eyes), however head movements are influenced by our emotions [61] 
so a 3 point basis as a reference co-ordinate frame is more tolerant to variations in head 
pose. Figure 4.4 shows an example of classifier banks for each expression built from a 
training set of faces.
4.3 Chamfer Image
To measure support for any single edge feature over a training set, some method for 
measuring the edge strength along that feature in an image is needed. This can be 
computed efficiently using Chamfer matching. Chamfer matching was first introduced 
by Barrow et al. [4]. It is a registration technique whereby a drawing consisting of a
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Figure 4.4: Examples of different classifier banks. Edges from training sets are aligned 
on a reference co-ordinate frame to form a classifier bank. A: Joy, B: Surprise, C: Fear, 
D: Sadness, E: Disgust and F: Anger. The black circles represent the 3 point basis 
(manually labeled eyes and nose)
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Figure 4.5; Operators used to calculate the chamfer image. A) Forward mask and B) 
the backward mask
binary set of features (contour segments) is matched to an image. Distance transform 
operators convert a binary image, which consists of feature and non-feature pixels, into 
a chamfer image where each pixel value denotes the distance to the nearest feature 
pixel. Thus, similarity between two shapes can be measured using simple reference to 
the chamfer distance. Utilizing the chamfer metric over the raw edge information gives 
an advantage, as the chamfer distance will be “smoother as a function of the template 
transformation parameters” [36]. All images in the training set undergo edge detection 
with the Canny edge detector to produce an edge map E. Then a chamfer image [DTe ) 
is produced, using a distance transform. Each pixel value (g) is proportional to the 
distance to its nearest edge point in E\
D T siq ) = mirieEE \\q ~  ejja
Two sequential operators are passed over the image:
(4.5)
• First, a forward pass, which goes from the upper left-hand corner to the bottom 
right-hand corner (mask A in Figure 4.5).
• Second, a backwards pass, from the bottom right-hand corner to the top left-hand 
corner (mask B in Figure 4.5).
Figure 4.6 shows an example of computing the chamfer image from an edge map using 
the masks shown in Figure 4.5, where d l = d2 = 1. Values for d l and d2, are added to 
the pixel values in the chamfer map and the new value of the zero pixel is the minimum 
of the five sums.
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Figure 4.6: Illustration of using the sequential operators on a small edge map to produce 
a chamfer image. A) the edge image. B) the results of using the forward mask. C) the 
final results after applying the final backward mask to B.
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Figure 4.7: Example of a chamfer image. A) original image. B) edge map of A. C) 
chamfer image computer from edge map B.
A chamfer score is evaluated for each contour fragment t, where T = {t}:
N
(4.6)
teT
where N  is the number of edge points in t. This gives the Chamfer score as a mean 
distance between contour fragment t and the chamfer image DTe - The function 
is an efficient lookup to the chamfer image for all classifiers. An example 
of a chamfer image is shown in Figure 4.7.
4.4 Adaboost
Boosting is a machine learning algorithm for supervised learning. Boosting produces 
a very accurate strong classifier, by combining weak classifiers in a linear combina­
tion. Adaboost (adaptive boosting) was introduced by Freund and Schapire [35] and 
has been successfully used in many problems such as face detection [91] and object 
detection [81]. Adaboost is described in Algorithm 1. Adaboost can be described 
as a greedy feature selection process where a distribution of weights w are maintained 
and associated with training examples. At each iteration, a weak classifier hj {t) which 
minimizes the weighted error rate is selected and the distribution is updated to increase 
the weights of the misclassified samples and reduce the weights of correctly classified 
examples. The adaboost algorithm tries to separate training examples by selecting the
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best weak classifier hj (t) that distinguishes between the positive and negative training 
examples. A weak classifier thus consists of a feature chamfer score ( /j), a threshold 
ûj and a parity (pj) indicating the direction of the inequality sign. The parity allows 
weak classifiers to be selected from negative training examples.
" ' " - { ' . m l : : " ' '  " 'I
Where
f j  =  < i 1 j O T E )  (4 ,8)
ôj is the weak classifier threshold. Since setting a fixed threshold requires apriori knowl­
edge of the feature space, an optimal 6j  is found through an exhaustive search for each 
weak classifier. 9j  varies from 0 to 255, which is the output range for a chamfer score. 
An image can have up to 1,000 features, thus over the training set, many thousands 
of features are evaluated during the learning algorithm. This allows the learning algo­
rithm to select a set of weak classifiers with low thresholds that are extremely precise, 
permitting little deviation and weak classifiers with high thresholds which allows con­
sistent deformation of the facial features. This increases the performance but as will 
be shown, does not result in over fitting to the data.
Positive training examples are taken from the target expression and negative examples 
from all other expressions. The final strong classifier consists of weak classifiers, which 
can be visualized. Figure 4.8 shows the classifiers for joy, surprise and anger trained 
against neutral expressions, where the circles depict the position of the 3 point basis. 
Note, that these visualizations reflect what one assumes about expressions e.g. surprise 
involves the raising of the eyebrows and anger involves deformation around the nose. 
However, perhaps surprisingly, the mouth does not play an important role in the joy 
classifier, which is both counter intuitive and contradictory to AU approaches (see 
Figure 4.8). This is partly due to higher variability of features from the center of the 
three point basis but more importantly, the variability across subjects. People smile 
with their mouth open or closed and boosting decides that the lines on the cheeks are 
therefor more consistent features than those of the mouth. W hat boosting is doing is 
deciding its own optimal set of AUs based upon the data.
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A lgo rithm  1 Adaboost
• Given example images { x i , y i ) , ...,{xn,yn) where yi = 0 , 1  for negative and 
positive examples respectively
• Initialize weigths ujij =  ^  for =  0,1 respectively, where m  and I are the 
numbers of negative and positive examples respectively.
For t =  1,...,T:
1. Normalize weights.
so that CxJt is a probability distribution
2. For each feature, j ,  train a classifier hj which uses one feature. The error 
is evaluated with respect to ujt,
Gj =  \ ^ j  i^i) ~  Vi\
3. Choose the classifier, ht, with the lowest error e*.
4. Update the weights:
where =  0 if example X{ is classified correctly, Ci — 1 otherwise, and
• The final strong classifier is:
hx =
where at = log
'£t=iO‘tht{x)>^Ylt=i 
0 otherwise
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Surprise Disgust
Figure 4.8: Strong classifier visualization for facial expression joy, surprise and disgust.
Training expressions against only neutral images results in a classifier that learns all the 
deformation for that expression. While this is beneficial for visualization or single class 
detection it presents problems to multi class detection as many positive expressions will 
be confused by the classifiers. Training against all other expressions forms classifiers 
that only learn the deformation that is unique to that expression, which reduces the 
number of false positives.
4.5 N-Class Discrim inatory Classifier
The following section is an investigation into different classifier approaches. In this 
section, using the threshold response from the strong classifier, likelihoods and ensemble 
methods for classification are investigated.
If an n-class classifier is to be built from binary classifiers, a method of combining 
classifiers responses is required in order to disambiguate between expressions. The un- 
thresholded classifier response cannot be used because each classifier has a different 
number of positive and negative weak classifiers, different thresholds and therefore 
different responses and ranges.
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Figure 4.9: ROC curve of the different approaches for building training sets.
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Figure 4.10: Positive Probability Distribution.
A more principled way to compare responses is to use likelihoods. Positive and negative 
probability distribution functions (PDF’s) were constructed for each classifier, using a 
validation set. Noise in terms of x ,y  translation was added to the validation set to 
artificially increase the size of the set. Due to the extra validation step and the small 
ammount of data available in the database, artifically increaasing the training sets 
will lead to better generalization performance of the classifier. Positive and negative 
responses from the validation set were then used to build histograms (Figure 4.10 and 
Figure 4.11). Parzen windowing was used to populate these histograms. To calculate 
the likelihoods, a comparison is made between the response of the positive PD F’s for 
each classifier. The PD F’s can turn the classifier response into a likelihood.
The likelihood ratio was evaluated for each classifier by dividing the response of the 
positive PDF by the response of the negative PDF for each classifier (4.9). Where LR 
is the likelihood ratio, L is the likelihood and the positive and negative PD F’s are Pp 
and Pn respectively.
=  (4.9)
Dietterich [25] hypothesizes that ensemble methods can often perform better than a
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Figure 4.11; Negative Probability Distribution.
single classifier. Dietterich argues that for statistical reasons, better results with ensem­
ble classifiers are based on the learning algorithm choosing a non-optimal hypothesis, 
given insufficient training data. By constructing an ensemble from accurate classifiers, 
the response can be averaged over many classifiers and this reduces the risk of mis- 
classification. There are several ways to partition the classification task into binary 
decisions. The simplest way is to train one-against-all. Another approach is to train all 
possible combinations of classes called “all pairs”. For an n-class classifier system, this
can be broken into binary classifiers, allowing each expression to be exclusively 
boosted against every other expression. Positive and negative PD F’s are built for each 
classifier and the LR is calculated for the final output.
4.6 Experim ents
The Cohn-Kanade facial expression database [44] was used in the following experi­
ments. In total 365 images were chosen from the database. The only criteria was that 
the image represented one of the prototypical expressions. Initial experiments were 
carried out by training each expression against 1) neutral expressions only, 2) against 
all other expressions, selecting candidate features from positives training examples only
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and 3) against all other expressions, selecting negative and positive features from all 
images in the training set. Training expressions against only neutral images results in 
a classifier with the poorest performance as there is little variance in the negative ex­
amples and many other expressions are misclassified by the detector. Training against 
all other expressions improves performance as the classifier learns what deformation is 
unique to that expression. The best classifier is the one that selects negative features 
to reduce false detections. This classifier outperforms the other two methods as each 
expression has unique distinguishing features which act as negative features (see Fig­
ure 4.9). Figure 4.12 illustrates Receiver Operating Characteristic (ROC) curves for 
each of the expression classifiers. Expressions were boosted using all other expressions 
as negative examples and over 1000 rounds of boosting. To give a crude baseline the 
classifier responses are normalized into the range 0-1 and the highest classifier response 
wins, likelihoods outperforms the classifier response, but with marginal performance 
gains. Moreover, using the Likelihood ratio gives a significant performance boost. Us­
ing five-fold cross validation on the six-basis expressions and seven-class (neutral class 
included) a recognition rate of 67.69% and 57.46% is achieved.
The recognition results were poor when compared to the ROC curves (Figure 4.12) 
for the classifiers. This is because when confusion between classifiers occurs, examples 
are misclassified. To overcome this confusion several more principled approaches were 
evaluated. Table 4.1 and Table 4.2 show results using likelihoods and likelihood ratios. 
All results presented in Table 4.1 and Table 4.2 are obtained using 5-fold cross validation 
with training and test sets divided 80-20% respectively. As expected, likelihood ratios 
outperform likelihoods yielding a 5% increase in performance. From the results it is 
apparent that the more subtle expressions {disgust, fear and sad) are outperformed by 
expressions with a large amount of deformation {joy, surprise, anger). Subtle changes 
in appearance are difficult to distinguish when using one reference co-ordinate frame 
due to the variability across subjects.
In this research a six-class and seven-class classifier system is presented. The number 
of classes can be broken down into 15 and 21 binary classes respectively, allowing 
each expression to be exclusively boosted against every other expression. For each 
ensemble classifier, a positive PDF is built for the positive expression of that classifier.
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Figure 4.12: ROC curves for each expression trained one against many.
M  ethod Jm/ S u r Sad F ea r D isg u s t A nger Overall
C.R. 78.67 81.43 55.72 38 77.14 40 6L83
Likelihood 78.67 82.86 57.14 56 60 40 62.45
Likelihood R. 90.67 91.43 51.43 36 88ffi7 48 67.69
Ensemble 96 95.72 82.86 72 91.43 72 85
Table 4.1; Recognition results for five fold cross validation with seven classes on Cohn- 
Kanade dataset.
Afe thod Jo?/ S u r Sad F ea r D isg u s t A nger N e u tra l Overall
C.R 78.67 68.57 <ffi.57 50 65.71 12 46 52.78
Likelihood 70.69 71.43 25.71 44 71.43 20 64 52.47
Likelihood R. 73.35 68.57 31.43 50 82.85 32 64 57.46
Ensemble 95.99 92.86 65.71 58 92.28 84 76 8R69
Table 4.2; Recognition results for five fold cross validation with seven classes on Cohn- 
Kanade dataset.
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Methods Results
Local Binary Patterns with Adaboost [8] 84.6%
Gabor wavelets with AdaBoost [5] 85%
Edge/chamfer features with Adaboost 85%
Table 4.3: Comparisons between the approach presented in this chapter and other facial 
expression classifiers using adaboost with experiments on the Cohn-Kanade database.
A negative PDF is built from all other expressions. Using the LR with the ensemble 
classifier scheme gives an increase of up to 27% in recognition accuracy.
Table 4.3 compares this work with other facial expression classifiers. For a direct com­
parison results are compared to other methods that use adaboost and the Cohn-Kanade 
database. Bartlett et al. [5] performed similar experiments on the same database using 
adaboost to learn gabor wavelet features and achieved 85% accuracy. Furthermore, 
Shan and Gong [8] learnt LBP features using adaboost and reported 84.6% accuracy. 
Table 4.3 shows that using contour fragments as a discriminatory classifier is compara­
ble to gabor filters and L B P  features.
4.7 Real Time Im plem entation
For real time detection in video sequences this work has been implemented with the 
Viola-Jones [91] face detector from the openCV libraries [67]. The initial experiments 
above required annotating the 3 point basis. For real-time implementation, a 2 point 
basis from the bounding box returning by the face detector is utilized. Figure 4.13 
shows the comparison of the three point basis (two eyes and nose) and the two point 
basis (points returning by face detector). Interestingly only a small performance drop 
is seen going from a three point basis to two.
Detection is reliant upon a good edge detection. However, edge information varies with 
lighting conditions, scale and subject. For reliable recognition, a suitable edge threshold 
is required for the given subject. An Optimal Threshold (OT) classifier was therefore 
constructed in a similar way to the previous classifiers. The OT classifier is then used
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to alter the edge threshold at run time. This allows continuous parameter selection and 
thus the approach is more robust to subject change and lighting conditions. The OT 
classifier is built using positive examples from different expressions with an optimal 
threshold selected manually. The negative examples are the same expressions with 
extremely low (high noise ratio) and extremely high (only strongest edges are detected) 
edge thresholds. This allows boosting to select features which are consistent across 
all expressions at an optimal edge threshold and more importantly, negative features 
consistent across expressions at low edge thresholds. Since the features of the face 
provide strong edge information across a range of edge thresholds, the OT classifier 
was predominantly constructed from negative features which are consistent only at 
low edge thresholds. At runtime, the response of the OT classifier will peak at a 
suitable threshold which can then be used with the other classifiers. Some of the more 
subtle expressions like anger and sadness were not classified consistently due the noise 
introduced by the face detector. Expressions with lots of deformation like joy, surprise 
and disgust were classified more consistently.
4.8 Conclusions
In this chapter a novel automatic facial expression classifier is presented. Unlike other 
popular methods using Gabor wavelets, this chapter present a real time system. For a 
six class {Joy, Surprise, Sadness, Fear, Disgust and Anger) system, a recognition rate 
of 85% was achieved. Recognition is carried out on a frame by frame basis. Different 
methods were used for building training sets. It was found that training each expression 
class against all others and allowing the boosting algorithm to select features from 
negative examples proved the best method. LR responses were shown to outperform 
using a binary threshold for boosted classifiers, yielding a 5% increase in performance. 
As suggested in the literature [25], ensemble methods can often outperform single 
classifiers. In experiments, the ensemble classifier approach provided an increase of up 
to 27% in recognition rates.
Bassili [6] demonstrated how temporal information can improve facial expression recog­
nition rates for humans. Some faces are often falsely read as expressing a particular
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Figure 4.13: ROC curves, comparison between two and three point basis.
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emotion, even if their expression is neutral, because their proportions are naturally 
similar to those that another face would temporarily assume when emoting. Temporal 
information can overcome this problem by modeling the motion of the facial features. 
The next chapter attempts to incorporate temporal information into a similar frame­
work as presented in this chapter.
Chapter 5
Tem poralboost for Facial 
Expression R ecognition
Many systems developed for facial expression recognition use only static information. 
Research in cognitive science has shown that humans recognize facial expression with 
higher accuracy in the presence of temporal information [6, 23, 73]. Bassili [6] car­
ried out experiments using point light studies that show that movement of the face 
increases the accuracy of a humans ability to recognize facial expression recognitions. 
Williams [23] also showed the importance of temporal dynamics for categorizing com­
plex mental states such as pain and mood. This chapter presents an extension of the 
previous chapter’s work into the temporal domain. Low cost contour features intro­
duced in chapter 4 are used. Temporalboost is used to build classifiers which allow 
temporal information to be utilized for more robust recognition. When evaluating the 
current frames response to a weak classifier, the temporalboost algorithm allows the 
previous frames response to influence classification. An ensemble framework is pre­
sented with all-pairs binary classifiers and an error correcting Support Vector Machine 
(SVM) for classification. An over view of the approach presented in this chapter is 
shown in Figure 5.1.
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Figure 5.1: An overview of the approach presented in this chapter.
5.1 Temporalboost
Smith et al. [84] introduced temporalboost, which is a boosting algorithm that in­
troduces temporal consistency, by averaging weak classifiers sequentially. This allows 
weak classifiers to utilize information from previous frames when evaluating the cur­
rent frame. Temporalboost is an extension of adaboost and is described in Algorithm 2. 
Similar to adaboost, a distribution of weights (w) are maintained and associated with 
training examples. During each iteration, a weak classifier which minimizes the
weighted error rate is selected and the distribution is updated to increase the weights of 
the misclassified samples and reduce the weights of correctly classified examples. The 
weak classifier is calculated in the same way as in Chapter 4, using a weak classifier 
threshold 6j. However, temporalboost modifies adaboost by allowing the weak classi­
fier to use responses from previous frames if the overall classification error is decreased. 
This is achieved by using an OR operation (ceiling) and an AND operation (floor) for 
the previous t responses (steps 2(c)and 2(d) in algorithm 2). The OR operation will 
respond positively if any of the previous t frames are classified as positive. This can 
allow for more true positives at the cost of false positives [84]. The AND operation will
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respond positively if all the previous t frames are classified as positive. This operation 
will decrease the number of false positives at the cost of true positives. For example, 
if a feature classifies an event correctly for the previous t frames, but misclassihes the 
current frame, then temporalboost allows the current frame to be classified correctly 
by using the previous t responses if the overall classification error is decreased. Both 
operations are performed for each iteration and the operation with the minimum clas­
sification error is selected. These operations allow temporal smoothing to be part of 
the boosting framework. The temporal window t starts at 0 and is expanded as long 
as the overall classification error for the current weights is decreased (steps 2(b) to 2(e) 
in algorithm 2). The temporalboost algorithm tries to separate training examples by 
selecting the best weak classifier that distinguishes between the positive and negative 
training examples.
where
[q = Zi-k] (5.1)
Equation 5.1 is a 1/0 binary predicate which limits learning of weak classifiers by the 
boundaries of training examples, where z is the video label and k the current frame. 
An optimal 9j is found through an exhaustive search for each weak classifier as in the 
previous chapter. An image can have up to 1,000 features, and up to 30 images are 
present in image sequences. Thus, over the training set, many hundreds of thousands 
of features are evaluated during the learning algorithm.
5.2 Classification Architecture
Taking best practice from Chapter 4, an all-pairs ensemble classifier architecture is 
adopted. Temporalboost like adaboost is a binary classifier. Results from Chapter 
4 showed an all pairs ensemble (one against one) outperformed the one-against-all 
method. An all pairs ensemble framework is utilized, which for n classes can be broken 
into binary classifiers. The output of the binary classifiers are concatenated into
a vector for input to an SVM (shown in Figure 5.1). The SVM can be seen as an error 
correcting stage of the approach presented in this chapter. The SVM can compensate
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A lgo rithm  2 Temporal Boost (Feature Selection)
Given example images label identifiers for video, frame number and label for 
positive or negative example, z,x,y respectively
Initialize weights ^  for =  0,1 respectively, where m and I are the
numbers of negative and positive examples respectively.
For e =  1,...,E;
1. Normalize weights, so that u)t is a probability distribution
2. For each feature, j ,  train a classifier
(a) Choose the classifier, with the lowest error, using single feature.
Set T=0 (temporal parameter)
(b) While the error of the distribution is minimised evaluate classifier
over previous T frames,
T  — T+1 (each time the temporal window in increased my 1 frame)
(c) Evaluate ceiling operation for feature over previous T frames:
. a,t
(d) Evaluate floor operation for feature over previous T frames:
- V i
(e) Select min error of floor and ceiling operations
3. end while
4. Update the weights
end for
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for individual classifier error be combining all classifiers responses to produce a more 
accurate result.
5 .2 .1  S up port V ector  M ach in es
An SVM is adopted for this work because it is a well understood classification technique 
that has been demonstrated to be effective for solving problems in pattern recognition. 
An SVM aims to find a decision boundary that optimally separates the feature space 
of two classes. An SVM takes a feature vector as input in an n-dimensional space 
and constructs a separating hyperplane in that space, one which will maximize the 
margin between the positive and negative sets. The optimal hyperplane is one that 
maximizes the distance from the separating hyperplane to the nearest neighboring 
points from both classes (Figure 5.2). In general, the larger the margin, the lower the 
generalization error of the classifier. SVMs are usually binary classifiers, here a multi 
class SVM [21] is employed, which uses a one-against-all approach to solve the six class 
problem. A “winner takes all” strategy is used for classification of new instances using 
the one-against-all approach. The classifier with the highest output function (all output 
functions are calibrated to output comparable scores) labels the class. Throughout this 
thesis when using SVMs a linear kernel is utilized. One important SVM parameter is 
the penalty factor (C) for misclassification. An optimal penalty parameter is found by 
using a range of values and comparing the results. A small value for C will increase 
the number of training errors, while a large C will lead to a behavior similar to that of 
a hard-margin SVM. The hard margin approach assumes your data is separable. If the 
data is not separable a high value of C will lead to an intractable optimization problem 
and hence training times become indefinite.
5.3 Results
The Cohn-Kanade facial expression database [44] was used in the following experiments. 
In total 365 video sequences were chosen from the database (over 4,000 images). The 
Criteria for selection were that the video sequence represented one of the prototypical
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Class - 1 = 1  
Class +1 = ©
Seperating Hyperplane
^ Support Vectors
Margin
Figure 5.2: Example of a Support Vector Machine separating hyperplane.
expressions. Sequences of expressions are grouped into different expression categories. 
Experiments were carried out using five-fold cross validation with training and test sets 
divided 80-20% respectively. Due to the large number of features and training images 
the number of boosting iterations was limited to 500. fn general, about 15-30% of the 
weak classifiers selected have temporal parameters. Of the temporal weak classifiers 
selected, the majority use the OR operation. This reflects the fact that the data are not 
very temporally consistent and thus features using the AND operation don’t minimize 
the classification error.
Figures 5.3, 5.4, 5.5, 5.6 and 5.7 are a sub-set of the ROC curves. These figures show 
how other expression were classified against the joy expression. These highlight that 
the fear expression is often confused with the joy expression. The fear expression 
performs poorest in each of the figures with the exception of the joy against fear 
classifier, the disgust expression also performs poorly. In general, the best performing 
expressions for a given ensemble joy classifier other than the explicit negative expression 
are the surprise and sadness expression. This could be due to the deformation of these 
expression occurring at different areas of the face to the joy classifier.
Figure 5.8 visualizes the features which contribute to the classification of expressions. 
In general, it is shown that the contour around the edge of the mouth and the contour 
around the cheek are used to classify the joy expression. However, as can be seen.
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Figure 5.3: ROC curves for joy against surprise ensemble classifier.
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Figure 5.4: RoC curves for joy against fear ensemble classifier
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Figure 5.5; ROC curves for joy against sad ensemble classifier.
ROC Joy against D isgust
Surprise
D isgust
0 0.1 0.2  0.3  0.4  0.5  0.6 0.7  0.8  0.9  1
F a lse  P ositives
Figure 5.6: ROC curves for joy against disgust ensemble classifier.
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Figure 5.7: R.OC curves for joy against anger ensemble classifier.
Figure 5.8: Visualization of weak classifiers which contributed to classification. Phoni 
left to right images represent: A) joy against surprise, B) joy against fear, C) joy against 
sad, D) joy against disgust and E) joy against anger.
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depending on the negative expression, different areas of the month and cheek contribute 
more to classification. For example in Figure 5.8 images A,C  and E  show features from 
the corners of the mouth and the cheeks are prominent. Expressions surprise, sad and 
anger deform the face very differently to joy  and thus all the deformation of the joy 
expression is captured in these classifiers. While images B  and D show the importance 
of the corners of the mouth and not the deformation around the cheek. This is because 
the expressions fear and disgust deform the area around the cheek in a similar fashion 
to the joy  expression. Another interesting observation in image B  the amount of noise 
is significant. This finding can be explained by the confusion between expressions joy 
and fear.
Table 5.1 shows the confusion matrix for 5 fold cross validation on the Cohn-Kanade 
database. An overall recognition rate of 86.1% was achieved. Prom the results it is 
apparent that the more subtle expressions {anger, fear and sadness) are outperformed 
by expressions with a large deformation {joy, surprise, disgust). Subtle changes in 
appearance are difficult to distinguish when using one reference co-ordinate frame due 
to the variability across subjects. Also it must be noted that the combination of contour 
and chamfer matching is variant to scale and rotation. Thus, subtle expressions are 
harder to disambiguate using these features.
The lowest recognition rate was for the fear classifier. Most confusion occurs between 
expressions disgust and anger due to similar deformation around the eyebrows. Large 
confusion occurs between fear and sad and between sad and anger classes respectively. 
In particular sadness and anger expressions have little deformation when compared to 
expressions surprise or joy. This in itself could contribute to the confusion as a lack 
of distinct features makes the learning of strong classifiers more difficult. Also, when 
posing a sad expression, subjects can exaggerate the expression and the mouth can 
have a similar appearance to that of fear.
Overall results of 86.1% were observed. When comparing results to the static approach 
used in chapter 4, recognition accuracy did not significantly improve with temporal 
information included. To further investigate this finding, the above experiments were 
re-run using only the peak four frames of each video sequence. Results can be seen
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Jo y S urp rise Fear Sad D isgust A nger
Jo y 93.92 0 2.94 1.67 1.47 0
S urp rise 0 95.09 0 1.79 3.12 0
Fear 5.63 0 75.55 9.34 3.71 5.77
Sad 0 0 85.36 0 8 j#
D isgust 0 0 2.78 0 91.32 5.9
A nger 0 0 0 9.32 15.1 75.58
Table 5.1: Confusion matrix for 5-fold cross validation using temporalboost on Cohn- 
Kanade database for full sequences.
Jo y S urp rise Fear Sad A nger D isgust
Jo y 92.25 0 3.14 1.67 2.94 0
S urp rise 0 95.09 0 1.79 3.12 0
Fear 5.63 0 73.63 9.34 3.71 7.69
Sad 0 0 8 j^ 85.44 0 6 j#
D isgust 0 1.99 4.78 0 90.44 2.78
A nger 2.27 0 0 9.32 15.1 73.31
Table 5.2: Confusion matrix for 5-fold cross validation using temporalboost on Cohn- 
Kanade database using peak four frames.
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in Table 5.2. In general, results indicate that providing the whole sequence to the 
temporalboost does not significantly improve performance. One explanation for these 
results is the inability of the edge features to discriminate against subtle movements. 
This could be attributed to the lack of orientation analysis encoded in the features using 
the chamfer distance method. Another issue with the above approach is the length in 
training times. Because temporalboost iterates through each weak classifier extracted 
from every frame for all sequences, hundreds of thousands of features are evaluated and 
thus, training times increase significantly.
5.4 Conclusions
This chapter presents a novel approach to frontal facial expression recognition in video 
sequences. Unlike other popular methods such as Gabor wavelets, a fast efficient system 
that yields a recognition rate of 86.1% on video sequences from the Cohn-Kanade 
database is presented. Recognition is achieved on a frame by frame basis but classifiers 
use feature responses from previous frames to evaluate the current frame. An ensemble 
framework is presented which includes an all-pairs architecture with an error correcting 
SVM for final classification. Competitive results were achieved on the Cohn-Kanade 
database for the six basic expressions. Expressions with large deformation of the face 
achieved the best results with surprise achieving over 95% accuracy.
Comparing results from Chapter 4 to Table 5.1, no significant performance increase is 
observed. This may well be attributed to the lack or orientation sensitivity inherent in 
the contour features used. The contour features used in this chapter are variant to scale 
and rotation changes. This encourages an investigation of orientation and multi-scale 
analysis and how they effect facial expression recognition. In the next chapter these 
questions are addressed.
Chapter 6
Effects of Pose
High recognition rates have been achieved for facial expression recognition in con­
strained settings [51, 78]. One constraint that has not received much attention is pose. 
It is natural to assume that frontal pose is optimal for facial expression recognition 
as at this view the whole face is visible. However, experiments in psychology show 
the optimal view for face recognition is 45° [53]. While, computer vision experiments 
have shown similar findings for face recognition [52], little work has been carried out 
to investigate the optimal view for facial expression recognition. Some attempts have 
been made to investigate pose invariant facial expressions. However, typically these 
approaches cannot handle more than 40° yaw head pose variation [75, 59]. The highly 
non-linear effect on face appearance due to large head rotations is still a problem for 
most facial expression recognition systems. Although some research has achieved pose 
robust facial expression recognition, little work has focused on the intrinsic effect of 
different poses on facial expression recognition.
Most approaches to facial expression recognition have been applied to frontal view 
only. This is largely due to the databases available which typically capture frontal view 
face images only, A recent database, BU3DFE [96], allows empirical investigation of 
facial expression recognition for different viewing angles. This database provides 3D 
textured models of different facial expressions. Face images are re-projected from the 
textured models for different yaw angles. To deal with the complexity due to multi­
view, a intuitive approach is to divide face images into different subsets according to
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pose and model each view respectively. This avoids explicit computationally expensive 
3D modeling.
In this chapter, L B P s  and variations of L B P s  as texture descriptors are investigated. 
A novel feature. Local Gabor Binary Pattern (LGBP) is introduced for facial expres­
sion recognition. Such features allow investigation of the influence of multi-orientation 
and multi-resolution analysis for facial expression recognition. The influence of pose on 
different feature sets is also investigated for facial expression recognition. An appear­
ance based approach is adopted by dividing images into 64 sub blocks coarsely aligned 
over the face. Feature vectors contain concatenated feature histograms built from each 
sub block. Multi-class support vector machines are then adopted to learn pose and 
pose dependent facial expression classifiers.
6.1 Local Binary Patterns
The L B P  operator was first introduced by Ojala et al [64]. The operator labels the 
pixels fp {P  =  0,..., 7) of an image by thresholding a 3x3 neighborhood of each pixel
with the value of the center pixel fc and considering the result as a binary number
S{fp  — /c). An example of the L B P  operator is shown in Figure 6.1.
S ( f p - f c )  =  {  ^  (6 .1 )
0 otherwise
Then, by assigning a binomial factor 2^ for each S{fp — fc) the L B P  is computed as 
follows
7
LBP = J2Sifp-fc)2” (6.2)
p=0
L B P s  have proven to be very effective for image representation having been applied 
to many machine vision problems. The most important properties of L B P  features 
are their tolerance against monotonie illumination changes and their computational 
simplicity. The L B P  operator detects many different texture primitives (spot, line
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Figure 6.1: The basic LBP operator. First the values in each pixel around the centre 
pixel are thresholded with the centre pixel. A binary number is extracted and a decimal 
value is calculated.
end, edge, corner), typically accumulated into a histogram over a region to capture 
local texture information.
Ojala et al. [65] extended this operator to use neighborhoods of different sizes, to capture 
dominant features at different scales. Notation LBP{P, R) denotes a neighborhood of 
P equally spaced sampling points on a circle of radius R. Figure 6.1 shows a basic L B P  
where P  = 8 and R  = 1. Ojala et al. [65] also showed that a small subset of the 2  ^
patterns accounted for the majority of the texture variations in images, over 90% of all 
patterns for L B P {8,1). These patterns, called uniform patterns, contain at most two 
bitwise transitions from 0 to 1 or vice versa for a circular binary string. For example 
01100000 and 11011111 are uniform patterns. These binary patterns, can be used to 
represent texture primitives such as spot, flat area, edge and corner. The uniform 
patterns contain in total (P  — 1)P +  2 binary patterns. Where (P  — 1)P are rotational 
patterns, including edges and two non-rotational patterns, spot and flat area. Patterns 
where U (a;) > 2, are defined as non-uniform patterns:
T -D-DU2 _  ) ^ ^  2, LBPp^R =  Iz, Iz E In, where |/„| =  (P -  1)P +  1
L B P pR  —
(P-l)P-b2 otherwise
(6.3)
where,
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p
U(LBP p r^ ) =  | | S ( / p _ i  -  fc) -  S ( / o  -  /c ) l l  +  ^ 1 1 %  -  / c )  -  S ( j p - i  -  / c ) | |  ( 6 .4 )
p=0
Uniform patterns with a U value of at most 2 are defined by superscript u2 shown is 
equation 6.3. If U{x) is less than or equal to 2, the pixel is labeled using an index 
function I{z).  Otherwise, it is labeled as non-uniform and assigned a value of (P  -  
1)P -f 2. I{z) the indexing function, contains (P  - l ) P  +  2 indices to assign to each 
uniform pattern. Using uniform patterns for a neighborhood where P  =  8, reduces the 
histogram from 256 to 59 bins (58 bins for uniform patterns and 1 bin for non uniform 
patterns). Figure 6.2 shows a visualization of the uniform binary patterns for feature 
P P P ^ 2 Figure 6.3 shows the PPP^^ maps for each of the basic facial expressions from 
the multi-pie database. Experiments carried out by [78] show that the performance of 
standard L B P s  are similar to that of L B P ^‘^ for frontal facial expression recognition.
6.1.1 Rotation Invariant LBP
Other extensions of the L B P  operator used in this chapter are rotation invariant L B P  
(PBP^) and rotation invariant uniform L B P  (PPP""^) [65]. To remove the effect of 
rotation i.e. to assign a unique identifier to each rotationally invariant LBP:
P P P %  =  { P O P ( P P P f , R ,  i ) }  ( 6 .5 )
Where R O R{x,i) performs a circular bit-wise right shift on the P-bit number x, i 
times. This operation further reduces the histogram, e.g. P  =  8 T P P ^  has 36 unique 
rotational invariant patterns. The concept of uniform patterns can be extended to this 
feature, also reducing the number of bins from 36 to 9. This provides uniform rotational 
invariant local binary patterns L P P ’’*^ .^
6.1.2 Magnitude LBP
To further characterize the image information, the L B P  operator is applied to the 
gradient magnitude image to create an image {LBP ^^). To produce the gradient
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Figure 6.2: Visualization of uniform patterns used for feature L B P ^ ‘^ (with permission 
from [12]).
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Figure 6.3: Visualization of LBP^'^ images for the 6 different facial expressions. Top 
row left to right: joy, surprise and fear. Bottom row left to right: sadness , disgust 
and anger.(white =  dark spot, black =  bright spot, gray =  non uniform patterns and 
other colors represent uniform patterns for different rotational angles).
magnitude image, the image gradient for both x  and y directions must be calculated. 
This can be achieved by using a first order derivative such as the Sobel operator. 
The Sobel operator calculates the gradient of the image intensity at each point. The 
resulting map shows how smooth or sudden the image intensity changes at that point. 
The operator uses two 3z3 kernels which are convolved with the original image to 
calculate approximations of the derivatives. These kernels are shown is Equation 4.1.
Igm the gradient magnitude image is formulated in equation 4.2. LBP^'^ is applied 
to Igm to create the L B P ^^  feature map. This approach is a derivative based L B P  
which encodes the magnitude of local variation. Similar features have been successfully 
applied to frontal facial expressions recognition [49]. Figure 6.4 shows the different 
steps for creating a L B P ^^  feature map.
Over a region, L B P s  are accumulated in a histogram and the concatenation of these 
neighborhoods are then used as a descriptor. This characterizes the spatial structure 
of the local image texture.
All features mentioned above can be concatenated into a single feature vector HG for
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Figure 6.4: A) original image,B) horizontal gradient image, C) vertical gradient image, 
D)gradient magnitude image and E) L B P ^ ‘^ map of gradient magnitude image.
image LBP^^^, with n sub blocks:
(6 .6)
where the histogram of the sub block of LBP^^^ is computed by:
H j .  — (hr,Oj f ir , l î  " , h r^ u —1 . (6.7)
here u is the total number of bins for feature LBP^^^  and h is defined as:
(6 .8)
where i is the bin of histogram h, hi is the number of patterns in the image with 
LBP^^x  pattern i and
7(A)
1 i f  A  is true 
0 otherwise
(6.9)
6 .1 .3  M u lt i  S cale  L B P
Multi resolution analysis can be achieved by using different values of P and R. The 
LB P ^^  has been proven to outperform standard L B P  for face recognition [11] and 
frontal view facial expression recognition [78]. The first parameter for L B P ^^  to be
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considered is the neighborhood size, P. A large neighborhood increases the size of the 
feature histogram and increases the computational cost of each L B P  image, while a 
small neighborhood could result in loss of important information. The second parameter 
considered is the number of multi scale operators. A small number of operators might 
not provide sufficient information for accurate facial expression recognition, where as a 
large radius operator can decrease the number of uniform patterns which can effect the 
accuracy of the approach. Here L B P ^^  is LRP^^(8,R), where R =  (1,...,8) is applied 
to face images to extract the L B P ^^  histogram.
Liao et al. [50] introduce a different approach to multi scale analysis using L B P s. 
This approach replaces the comparison between single pixels to average gray-values of 
subregions. Liao et al. argue that this approach is more robust to noise, however it also 
loses sensitivity and can be distorted by illumination differences. L B P ^^  as defined 
below is more robust because the L B P s  are calculated for single pixels.
Features calculated over a local 3x3 area cannot encode the larger structures of the 
face. Thus, LBP'^^ is more robust, it encodes the micro structures of the face but also 
the macro structures which provide a more extensive description than the basic L B P  
operator. Figure 6.5 shows the different LBP^"^ that contribute to L B P ^^. This figure 
show that for a smaller R, L B P ^ ‘^ {S,R) captures more detail at the micro scale and 
for larger values of R a more structural representation of the face.
L B P ^^  is formulated in the same way as other features in Section 6.1. However, the 
final vector will concatenate histograms from each sub block from 8 different LBP^"^ 
maps.
6 .1 .4  L ocal G abor B in ary  P a tte r n s
Gabor wavelets have been shown to be suitable for image decomposition and represen­
tation when the task is the derivation of local and discriminative features. Gabor filters 
have been successfully applied to facial expression recognition [51]. Gabor wavelet ker­
nels are similar to the receptive field profiles of the mammalian cortical simple cells. 
These kernels are popular for vision processing as they display desirable characteristics 
of spatial locality and orientation selectivity.
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Figure 6.5: Different LBP^"^ maps used for L B P ^ ^ . Top row left to right, original face 
image and LRP^^(8,1..4) and on the bottom row LBP'^‘^ {8,5..8).
The combination of Gabor and L B P  features further enhances the power of the spatial 
histogram, and exploits multi-resolution and multi-orientation Gabor decomposition. 
LG B P  8 were initially used for face recognition [99]. LG BPs  are impressively insensi­
tive to appearance variations due to lighting and misalignment [99].
To extract LG BPs, the images are convolved with the Gabor filters as follows:
(6 .10)
where:
with
e (6 .11)
(6 .12)
where p and u define the orientation and scale of the Gabor filters, z =  {x,y)  and ||-|| 
denote the norm operator. Five scales are used v e (0, ...,4} and eight orientations 
p G (0,..., 7}. These Gabor kernels form a bank of 40 different filters (see Figure 6.6).
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Figure 6.6: Gabor filters utilized to create Gabor images used for LG BP.
In order to reduce the dimension of the LG B P  feature vector, L B P ^‘^ are applied to 
the Gabor maps. The LG B P  feature vector is formed from 40 Gabor magnitude maps 
(see Figure 6.7), where each map is divided into 64 sub blocks. The feature vector for 
the LG B P  feature is created by concatenating the histograms from every sub block in 
each of the Gabor magnitude maps. Table 6.1 summaries the features formulated in 
this section.
6.2 Feature Extraction
Appearance based methods for frontal facial expression recognition are highly variant 
to pose change. The main reason being that changes in pose significantly alter the 
extracted feature vector.
Psychophysical studies in saccadic eye movements indicate that local appearance is 
important for classification [62]. People can recognize objects when they seek regions 
where discriminating information is located [62]. LB P s  computed over the whole 
face represent only the micro patterns without any information about their locations. 
Keeping the information about the spatial relationship is very important for facial
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Figure 6.7: Examples of the 40 different Gabor images produced by convolving a face 
images with each Gabor filter.
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Feature Description Properties Dimensions
Uniform rotation invariant 
local binary patterns
Feature offers rotation in­
variance, but poor descrip­
tive abilities
640
LBP^^ Rotation invariant local bi­
nary patterns
Feature offers rotation in­
variance, but poor descrip­
tive abilities
2304
L B P 9^ Uniform local binary pat­
terns obtained from gradi­
ent magnitude image
Features encode the mag­
nitude of local variation
3776
LBPwS Standard local uniform bi­
nary patterns with a neigh­
borhood of 8 pixels and a 
radius of 1 pixel
Offers illumination invari­
ance and is computation­
ally efficient
3776
L B P ^^ Multi-scale local binary 
patterns where radius 
varies from 1 to 8 pixels
Multi scale analysis can en­
code the micro features of 
the face plus features at the 
structural level
30,208
L G B P Local binary patterns are 
extracted from Gabor im­
ages, where 40 different 
Gabor images are com­
posed from applying Gabor 
kernels at different scales 
and orientations
Gabor filters offer strong 
illumination invariance as 
well as powerful descriptive 
features. However, the fea­
ture vector has high dimen­
sionality
151,040
Table 6.1; Summary of different features formulated in Section 6.1.
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Figure 6.8: Feature vectors are built by concatenating feature histograms from each 
sub block of the grid.
expression recognition. The approach presented in this chapter utilizes this finding by 
dividing face images into sub blocks and comparing the similarities between these sub 
blocks. The face image is divided into 64 sub blocks for feature extraction. This is a 
proven method for accurate facial expression recognition [79, 78]. This representation 
captures local texture and global shape of face images. Figure 6.8 shows how the face 
images are partitioned by an 8x8 grid into 64 sub bloeks. Then, a histogram of L B P  
features are accumulated and each histogram is concatenated to form a feature vector.
6.3 Experim ents
The BU3DFE database [96] provides 3D textured models of six prototypical facial ex­
pressions, from which the effects of pose can be investigated by extracting projected 
2D images at different yaw angles. When using the BU3DFE database, images are 
re-projected from a 3D textured model in opengl, resulting in 5 different poses cor­
responding to 0°, 30°, 45°, 60° and 90° yaw angles (see Figure 6.9). Pose variation 
typically occurs in human to human interaction by changes in yaw angle. In this section 
experiments are carried out to classify each of the prototypical expressions at 5 different 
yaw angles, this is the same data used in [42] allowing for the comparison of results. 
All results on the BU3DFE database are presented using 10 fold multi-pass holdout to 
test the generalization performance of this approach. Training sets of 90 subjects and
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Figure 6.9: Data from BU3DFE database showing the different yaw angles used for each 
facial expression. The textured 3D models were re-projected at different yaw angles to 
create the 2D images.
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test sets of 10 subjects were randomly selected. In total 48,000 images were used for 
experiments in this chapter. In an attempt to classify pose and expression, a sequen­
tial approach is used. First a pose classifier is trained on 5 different views, secondly a 
view dependent facial expression classifier is trained. Experiments for pose estimation 
achieve 100% success rate over the 5 yaw angles for all features. This is due to the 
difference in yaw angle being significant (between 15 ° and 30 °) and the relatively clean 
nature of the synthetic data. In Chapter 7 this issue is addressed by performing similar 
experiments using live data. However, the aim of these experiments was primarily to 
look at the effect of pose and features type on recognition accuracy. Multi-class SVMs 
are used for pose and facial expression classifiers. SVMs are particularly suited to the 
approach presented in this chapter, as some features have high dimensionality. SVMs 
are less susceptible to the curse of dimensionality. SVMs use margin based bounds 
(hyperplanes) and thus are independent of the dimensionality of the feature space.
6 .3 .1  E ffects o f D ifferent F eatures and R eso lu tio n
Table 6.2 shows the overall recognition results for the features formulated in Section 6.1 
over 4 different resolutions. Interestingly, there is no significant performance increase 
for higher resolutions, as in general it is the face’s micro features which represent 
deformation. The performance difference of classifiers for different resolutions is less 
than 3%. This shows the power of L B P  features to capture important information for 
facial expression recognition at low resolutions.
Features LBP^^ and LPB^^^"^ perform poorly on facial expressions. This is most likely 
because the histograms are not descriptive enough to disambiguate facial expressions 
correctly. Interestingly, over all resolutions there is less than 1% difference in perfor­
mance between these features. Thus, proving that the uniform patterns for features 
provide as much discrimination ability as LBP^^ features.
Another interesting observation is L B P ^^  performed worse than LBP^^. Thus, the 
derivative based L B P ^^ , which encodes velocity of local variation is outperformed by 
the standard L B P ^“^ on raw image data for classifying facial expressions. L B P ^^  out­
performs standard LBP'^'^ by up to 8%, utilizing the multi scale analysis. This result
80 Chapter 6. Effects o f Pose
Feature 32x44 44x62 64d8 80x110
^^priu2 47.28 46.12 46.31 46.32
L B pri 47.53 45.93 46.56
L B P 3^ 52.91 51.49 5&2 53.29
58.44 57.33 57.12 56.24
62.41 6^9 64.98 65.02
LG B P 66.76 67.84 67.96 66.79
Table 6.2; Overall performance of features for 4 different resolutions.
is interesting as it highlights the importance of multi-scale analysis for facial expression 
recognition. LG BPs  outperform all other features because of multi-scale analysis com­
bined with multi-orientation analysis. Although L B P ^^  combines multi-scale analysis 
with multi-orientation analysis, the Gabor representation proves more powerful as a 
texture descriptor. However the L G B P  representation is more computationally expen­
sive.
Tables 6.3, 6.4, 6.5, 6.6, 6.7 and 6.8 show the confusion matrices for features formulated 
in Section 5.1. Some general trends can be observed that are common to all features. 
The best performing expressions are surprise followed by joy. The high recognition rate 
of expression surprise and joy  can be attributed to the large amount of deformation 
of the face for these expressions. Fear consistently has the lowest recognition rate. A 
contributing factor to the poor performance of the fear expression is its confusion with 
the joy expression. Similar deformation around the mouth occurs for both expressions. 
Another common result for all features is the high confusion between the expressions 
anger and sadness. These two expressions have the least amount of facial movement 
and thus are difficult to distinguish from each other. From Figure 3.3, it can been seen 
how difficult it is to distinguish the expressions sadness and anger particularly for the 
lower intensities. This is a common problem in facial expression recognition as both 
expressions are subtle and hard to distinguish. Figures 6.10, 6.11, 6.12, 6.13, 6.14 and 
6.15 show the ROC curves for the different features formulated in Section 5.1. The 
same trends as observed from the confusion matrices are evident from the ROC curves.
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Surprise and joy  are consistently the best performing expressions, while fear performs 
poorest.
Tables 6.7 and 6.8 for features LBP^^ and LBP^^^^ have very similar results. The 
performance of expressions surprise and joy  are high, 74% and 81% respectively. These 
results are impressive given the reduced capacity of the histograms. However results 
for expressions anger, disgust and fear are poor, with particularly poor results (13%) 
for the fear expression.
Focusing on Table 6.5 and 6.7, the influence of orientation analysis for facial expression 
recognition can be quantified. From Table 6.5, feature LBP^"^ outperforms feature 
LBP^^ by about 10%. Looking at the confusion matries for both features, it can be 
observed that the influence of orientation analysis effects all expressions recognition 
accuracy with the largest performance increase for the expression disgust. This could 
be attributed to the importance of the orientation of the eyebrows for the disgust 
expression. The recognition rate for sadness only increases by about 5%. This indicates 
that the sadness expression does not rely on orientation analysis to the same degree as 
other expressions.
Table 6.3 and Table 6.4 show confusion matrices for the best performing features, 
LG B P s  and L B P ^^  respectively. L G B P s  outperform L B P ^^  for all expressions ex­
cept disgust, where results are similar. The largest confusion occurs between expressions 
anger and sadness for both sets of features. Confusion for expressions disgust and anger 
is also evident in both Table 6.3 and Table 6.4.
The relative performance of classifiers systems can be assessed via tests of statistical 
significance. A result is called statistically significant if it is unlikely to have occurred 
by chance. McNemars test of statistical significance [38] may be stated as follows: Let b 
be the number of patterns classified correctly by classifier A and incorrectly by classifier 
B, and similarly c be the number of patterns incorrectly classified by A but classified 
correctly by B. The test statistic is calculated as follows:,
T  =  (6.13)
b-\- c
If the value of the test statistic exceeds 3.84 (this corresponds to a 95% confdence test) 
then the null hypothesis, that no difference exists in the performance of the classifiers.
82 Chapter 6. Effects o f Pose
Feature Anger Disgust Fear Joy Sadness Surprise
Anger 63.06 8.81 3.50 L88 19.62 3.13
Disgust 14.75 63.25 6.63 5.75 6.44 3.19
Fear 6.12 50.94 14.06 10.19 9.31
Joy 2.56 4.81 10.37 79 1.69 1.56
Sadness 17.56 2 jd 5.88 1.44 68.13 4.19
Surprise 1.31 4.69 5.50 1.56 3.56 83.37
Table 6.3: Confusion matrix for LG BP.
Feature Anger Disgust Fear Joy Sadness Surprise
Anger 55.31 15.31 4.94 1.31 19.87 3j&
Disgust 12 63.31 7.06 4.50 7.56 5.56
Fear 6.50 9j& 49 12.19 11.06 12
Joy 3.37 6 j# 9.31 76.94 1.06 3.06
Sadness 15.75 7.37 6.31 3.13 63.38 4.06
Surprise 2.81 5.63 3.38 2.50 3.50 82.19
Table 6.4: Confusion matrix for LBP^
Feature Anger Disgust Fear Joy Sadness Surprise
Anger 30.12 16.56 1.81 8.93 27.50 15.06
Disgust 5.87 55.75 2.37 13.43 8.68 13.87
Fear 3.75 10.25 18.50 30.56 12.50 24.43
Joy 2.37 2TK 1.87 84.31 1.56 7.81
Sadness 10.25 7.00 2.37 6.25 60.56 13.56
Surprise 1.75 2.43 0.62 3.50 3.50 88.18
Table 6.5: Confusion matrix for L B P u2
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Feature Anger Disgust Fear Joy Sadness Surprise
Anger 30.31 12.50 2.12 10.93 29.93 14.18
Disgust 5.81 39.31 3.62 19.87 11.00 20.37
Fear 4.75 9 j# 16.62 2&25 13.81 27.31
Joy 2.3125 1.93 2.75 81.31 2.62 9.06
Sadness 8.06 4.56 1.93 6.31 64.50 14.62
Surprise 1.68 1.81 1.43 3.12 4.25 87.68
Table 6.6: Confusion matrix for L B P ^^ .
Feature Anger Disgust Fear Joy Sadness Surprise
Anger 23.44 11.81 3.81 11.06 31.62 18.25
Disgust 9.31 29.87 3 j# 23^8 11.68 21.81
Fear 5.25 8.68 13.18 34.62 16.43 21.81
Joy 2.87 4.50 3.31 73.87 3T8 12.25
Sadness 8.75 3.93 5.56 10.12 58.12 13.50
Surprise 2.62 3T8 1.62 7.06 4.62 80.87
Table 6.7: Confusion matrix for LBP^^.
Feature Anger Disgust Fear Joy Sadness Surprise
Anger 21.31 13.12 4.06 11.00 31.87 18.62
Disgust 9.00 30.18 3.93 23.43 11.31 22.12
Fear 4.87 9.06 13.37 34.87 15.87 21.93
Joy 2.43 3.93 4.12 73.81 3.50 12.18
Sadness 9.12 4.00 5.18 9.62 58.56 13.50
Surprise 2.68 3.75 1.43 6.87 4.56 80.68
Table 6.8: Confusion matrix for LBP^'^'^^.
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Figure 6.10: ROC curves for LG B P  feature.
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Figure 6.11: ROC curves for LB P ^^  feature.
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Figure 6.12: ROC curves for LBP'^^ feature.
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Figure 6.13; ROC curves for feature.
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Figure 6.14: ROC curves for L R P ”  feature.
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Figure 6.15: ROC curves for feature
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Feature LBP^i L B P a^ LBP^^ L B P ^^ L G B P
- L B pri L B P a^ L G B P
LBP^^ 0.17 - L B P S^ TBP™ L G B P
L B P S^ 16.82 16.98 - LBP^^ BBP™* L G B P
LBP^^ 27.24 29.25 1.48 - BBP™a L G B P
L B P ^^ 37.04 39.13 7.44 5.02 - L G B P
LG B P 38.76 37.21 9.21 8 j# 4.17 -
Table 6.9: Statistical significance of different features classifiers. The upper right tri­
angle gives the superior classifier in a pair-wise comparison. Statistically superior ap­
proaches are underlined. The lower triangle gives the corresponding level of statistical 
significance for a pair-wise comparison.
is rejected and thus stonrg evidence exists that there is statistical difference between 
the classifiers. Table 6.9 shows the results of McNemars test of statistical significance 
on the different methods presented in this chapter.
6 .3 .2  E ffects o f  P o se
In the following section, an investigation into which pose is optimal for facial expres­
sion recognition and how pose variations effect particular facial expressions is presented. 
Figure 6.16 shows the overall recognition rate for each yaw angle for each feature and 
resolution. Frontal pose is the optimal view over all resolutions for features L G B P , 
LBP'^^ and LBP^"^. These features are the 3 best performing features for facial ex­
pression classification (see Table 6.2). However, from Figure 6.16, it is also evident that 
performance does not decrease significantly due to yaw variation. L G B P  achieved im­
pressive results at large yaw angles. The performance for LG B P  from frontal to profile 
is relatively uniform. Whereas L B P ^^  performance drops significantly for yaw angles 
60° and 90°. In general this trend is also evident for features LBP^"^ and L B P ^^ . 
Figure 6.16 also shows that weaker features, in particular LBP^^ and LBP'^'^'^^, some­
times perform better at non frontal views. Even in this scenario, the optimal yaw angle 
varies. This provides evidence that selection of features, plays an important role in
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answering the question which view is optimal for facial expression recognition. Weaker 
features might not be efficient enough to utilize the discriminatory information available 
at frontal pose.
Another important question is to what extent yaw variation effects individual expres­
sion recognition performance. Figure 6.17 shows the performance of each expression 
for 5 yaw angles for L B P ^^  and L G B P  over 4 resolutions. It does not follow
that because frontal view is optimal for overall expression recognition, that individual 
expressions are optimal at frontal view. This is confirmed by Figure 6.17. Sadness 
performs remarkably well at profile view (yaw 90°) over all three features, often out­
performing other views. For the L G B P  feature, considering all 4 resolutions, sadness is 
consistently classified best at non frontal view. This is most likely due to the lip move­
ment which protrudes from the face for this expression and is more evident at larger 
yaw angles. Anger is also classified best at non-frontal view for LG BP, though not for 
other features. Another interesting finding is the performance drop of the expression 
joy  as the yaw angles increases for the LG B P  feature. This suggests that important 
discriminatory information is lost as the yaw angle increases for the joy expression. 
This finding is only evident for L G B P  and not the other features, suggesting that 
complementary information between different features exists. Also, from these results 
it is clear that PPP "^ suffers because of its inability to classify the expressions anger 
and /ear particularly at larger yaw angles. For features L B P  and L B P ^^ , performance 
generally degrades with larger yaw angles with the exception of the sadness expression. 
This is also true for LG BP, with the exception of anger, which is recognized best at 
non-frontal view. This suggests that L G B P  is exploiting different multi-orientated fil­
ters at different angles. Observations in this section are drawn from Figure 6.17 which 
appear for the 4 different resolutions.
6.4 Discussion
Previous studies employing geometric features on the BU3DFE database are [41, 42, 
103]. Hu et al. [42] presented evidence that non-frontal views are best for automatic 
recognition of facial expressions over varying yaw angles. Geometric points around
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Figure 6.16: Recognition rate of view independent classifiers for all expressions.
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the salient features of the face were used. The 2D displacement of each feature point 
for a expression against the same point for the neutral expression of that subject is 
calculated and normalized. Utilizing an SVM for classification suggested that 45 ° yaw 
angle performed the best [42]. Hu et al [41] also report results for similar experiments 
to Section 6.3. Features are extracted from an area around facial feature points using 
SIFT, HoG and L B P  features. Results show optimal performance at 30°. Zheng 
et al. [103] using the same experiments as above and similar features to [41], show 
best performance occurs at 60°. The main conclusion of [42, 41, 103] is that non- 
frontal views are better than frontal view for a computer to recognize facial expressions. 
However, as can be seen. Figure 6.16 shows conflicting results. This could be attributed 
to the different types of features used. The disparity between results could indicate that 
features play an important part in answering the question as to which view is optimal.
Results using LG B P  show that actual performance is relatively consistent across yaw 
angles. Also from other research mentioned in this section the performance difference 
across yaw angles is marginal [42, 41, 103]. Head pose recognition achieved 100% in 
experiments. The problem of head pose classification is simplified by the cropped 3D 
models and the large interval in yaw angles (up to 30°, see Figure 6.9).
The BU3DFE database captured each facial expression at 4 different intensities. Other 
popular facial expression databases do not include such variety. This allows analysis of 
how intensity effects the performance of the methods. Table 6.10 shows the performance 
of features for the different intensities of expressions. As expected, higher intensity leads 
to higher recognition rates. L G B P  performs consistently best with intensity level 4 
achieving an average recognition rate of 77.67%. Using the BU3DFE database offers 
a more realistic evaluation because of the challenge of facial expression recognition at 
different intensities.
Another interesting observation from results presented in Section 6.3 is the performance 
of uniform patterns for facial expression recognition. The use of uniform patterns has 
been justified by the results. Results in Section 6.3 show no significant difference 
between features LBP^^ and LBP^'^^'^. Similar observations have been found for L B P  
and LBP^"^ for frontal facial expression recognition in [78]. The advantage of using
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Intensity
Features 1 2 3 4
38.33 46.67 48.50 51.79
L B pri 3&96 46.54 48.71 52.04
L B P 3^ 4158 53.21 56.75 58.63
46.08 57.46 58.75 62.67
L B P ^^ &192 64.46 6&25 72.46
LG B P 56.83 68.63 73.04 77.67
Table 6.10; Performance of features for 4 different intensities.
Feature method Results
L B P ^^
Geometric based [42] 
L G B P
L G B P /L B P ^^
65.02
66.50
67.96
71.10
Table 6.11; Comparison of features methods on the BU3DFE database for 5 yaw angles.
uniform patterns is the reduction in the size of the feature histogram without significant 
loss of accuracy.
It is evident from Figure 6.17 that complimentary information is present in both LG B P  
and L B P ^^  due to dissimilar performance at different yaw angles. Combining the 
feature vectors together as input to an SVM allows the performance of both features 
to be captured. An overall performance of 71.1% was achieved for a combined feature 
vector of L G B P  and L B P ^^  and gives a performance increase of 3% over the LG B P  
features alone. Table 6.11 shows a comparison of geometric and appearance based 
feature approaches. All approaches use SVMs as the classifier and are tested on similar 
yaw variations. However, the geometric based method [42] requires manually labeled 
feature points of the mouth, eyes and eyebrows.
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6.5 Conclusion
The effects of pose on facial expression recognition is a largely unexplored area. Ro­
bust facial expression recognition systems must have the ability to classify expressions 
at different poses. This chapter investigated the effects of pose on facial expression 
recognition using variations of L B P s  at different resolutions. Results in this chapter 
have shown that LG B P s  outperform other features. LG B P s  utilize multi-resolution 
spatial histograms combined with local intensity distributions and spatial information. 
LG B P s  perform particularly well at larger yaw angles compared with other features. 
An overall recognition rate of 67.96% was achieved for six expressions over five yaw 
angles for four different intensity levels.
L B P ^^  also showed good performance compared with more basic features like LBP'^^ 
and others. By comparing different features, it allowed for the evaluation of the influ­
ence of orientation analysis and multi-scale analysis on facial expression recognition. 
Results show L B P ^^  outperforms standard LBP^"^ by up to 8% utilizing the multi­
scale analysis. Also, feature LBP^^  outperforms feature LBP^^ by about 10%, showing 
the importance of multi-orientation analysis for facial expression recognition. Observing 
the overall results in Table 6.2, higher recognition results correspond to the complexity 
of feature histograms.
Results show the strong performance of L B P ^^  and when combined with LG B P s, a 
recognition rate of 71.1% was achieved. Results also show that frontal pose is optimal 
for facial expression recognition, however this is dependent on feature selection. Some 
weaker features performed better at non-frontal poses with optimal views at 45° or 60°. 
However, as can be seen from Figure 6.16, performance is relatively consistent across 
pose. This chapter also investigated how individual expressions performed over a range 
of poses. It was found that some expressions performed better at non-frontal views. 
Results also showed for some facial expressions the optimal view is feature dependent. 
In the experiments presented in this section synthetic data was used. The face models 
were cropped (as can be seen in Figure 6.9) and because images are re-projected from a 
3D textured model, there is less variability in the synthesized dataset. The next section 
introduces experiments on a live dataset.
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Chapter 7
M ulti-V iew  Facial Expression  
R ecognition
Multi-view facial expression recognition is important in many scenarios, as frontal view 
images are not always available. The work of Chapter 6 and [41, 42, 103] on the 
BU3DFE database has investigated multi-view facial expression recognition. One crit­
icism of these approaches is the use of synthetic data. When using the BU3DFE 
database, images are re-projected from a 3D textured model for different yaw angles 
and thus there is less variability in the synthesized dataset than in a live captured 
dataset. Also the 3D models used in the BU3DFE dataset are cropped models. In 
this chapter experiments presented in Chapter 6 are validated on live captured data 
for different yaw angles.
A recent database, multi-pie [39], is explored for different yaw variations. This dataset 
allows an investigate of how feasible facial expression recognition is at significant head 
poses with the presence of variations such as occlusion from glasses and hair. Best 
practice is taken from Chapter 6, LG B P s  and L B P ^^  are utilized and were applied 
to the multi-pie database [39]. Six facial expressions {joy, surprise, scream, squint, 
disgust and neutral) at seven different poses were investigated using a multi-class SVM 
for classification. Also, a global versus local approach was investigated by comparing 
histograms of the whole face to histograms built from different sampling grids. Location 
of the face region is established using frontal and profile face detectors.
95
96 Chapter 7. Multi-View Facial Expression Recognition
7.1 Face detection
The Viola and Jones face detector [90] is used to extract the face region for all poses. 
This is available from the opencv library [67]. The frontal detector was used for poses 
at 0°, 15° and 30°. The profile detector was used for poses at 45°, 60°, 75° and 90°. 
The performance of the frontal detector was superior to the profile detector. Some false 
positives and missed detections were observed for the profile detector mainly at 75 ° 
and 90°. A large proportion of the missed detections occurred when part of the face 
was occluded by facial hair. Images that were incorrectly classified were corrected and 
labeled manually. False positives were removed manually. Figure 7.1 shows the results 
of using detector on the multi-pie database.
7.2 Features
The best performing features in Chapter 6 were LG B P s  and L B P ^^. A difference 
of around 3% in recognition rate was observed between LG B P s  and L B P ^^  on the 
BU3DFE database. These features are therefor applied to the multi-pie database. 
Experiments presented in Chapter 6 used 3D models which were centred so faces images 
were aligned. In this chapter a more automated approach is presented. The variations in 
the face detector will test the ability of these features to discriminate facial expressions 
in the presence of misalignment errors.
7.3 Experim ents
For the experiments presented in this chapter, seven different poses (0°, 15°, 30°, 
45°, 60°, 75° and 90° yaw angles) are considered (see Figure 7.1). 100 subjects were 
selected so that all subjects were present at all four sessions and thus for each subject 
all expressions were available. In total 4,200 images were used for experiments. Images 
were resized to 320 x 240 pixels, where the typical face detection size was around 100 
X  100 pixels. To test the algorithms generalization performance, all experiments in 
the following sections are based on ten fold multi-pass holdout. Training and test sets
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Figure 7.1: Opencv frontal and profile face detector results.
were divided 80-20% respectively. This 20% testing data was taken from subjects that 
were not present in the training data. This ensures that any features extracted for 
classification provide person independent facial expression recognition. Features were 
extracted using a grid with 64 sub blocks (similar to Figure 6.8).
7.3.1 H ead P o se  and E xp ression  C lassification
To classify pose and expression, a cascade approach was adopted where the classifica­
tion task was divided into two steps. First, a pose classifier was trained over 7 views 
from frontal to profile view in 15° increments. Secondly, a pose dependent expression
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classifier was trained to classify expressions. When training the pose classifieis, all ex­
pressions for each pose were included in the training sets. Thus, the difference between 
expressions was regarded as within-class variance. Expression classifiers weie trained 
for each pose. In total 42 expression classifiers were trained (7 different poses with 6 
pose specific expression classifiers at each pose). Expressions contained in the multi-pie 
database arc smt/e, swrpnse, agwnf, and scream. A multi-claas SVM
was used for final classification (one-against-all approach).
Figure 7.1 illustrates, how, for some poses, part of the background is present in the 
area returned by the face detectors. This is most evident at frontal view. However, 
Figure 7.2 shows other subjects where the background is different due to clothes, hair 
and position of the subjects head. Thus, enough variability exists in the dataset to 
suggest that background features are not a contributing factor to training the head 
pose classifiers. Given that view specific classifiers were trained, the background is the 
same for all expressions and will not effect the training of facial expression classifiers.
Figure 7.2: Examples of background variation present in the multi-pie database.
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7.4 R esults
Table 7.1 shows the overall results for head pose and facial expression classification. 
As expected, LGBP outperformed L B P ^^  for both head pose and facial expressions. 
Both features achieved head pose recognition results of over 99% averaged over 7 poses. 
LGBP significantly outperforms L B P ^^  by over 6% for facial expressions over all 
poses. This performance difference is further evidence of the capabilities of the multi­
orientation multi-resoloution analysis present in the LGBP features. Table 7.2 shows 
results of both features for each head pose. Surprisingly, results at angles 15 ° and 60 ° 
outperform frontal view. View 15 ° achieves the best results for both features. Another 
interesting finding for both features is that profile view outperform other views, where 
more of the face is visible. Given some of the problems with occlusion for profile view 
(discussed in the Section 7.6), this result is interesting.
Features Pose Expressions
L B P ^^
LGBP
99.13
99.45
73.98
80.17
Table 7.1: Recognition rates for head pose and overall facial expression recognition on 
the multi-pie database.
0° 15° 30° 45° 60° 75° 90°
LBP^^ 76.7 80.5 70.3 69 7&6 63 7&8
LGBP 82.1 87.3 75.6 77.8 85 71 75.9
Table 7.2: Facial expression recognition results for each yaw angle tested.
Tables 7.3 and 7.4 show the confusion matrices for L B P ^^  and L G B P  respectively. In 
general, the same patterns can be seen for both sets of features. The most confusion 
occurs between expressions squint and disgust, due to the expressions having similar 
deformation around the eyes. In fact, the squint expression has some confusion with 
other expressions including neutral and joy. This is most likely due to the fact that 
squint is a relatively subtle expression and thus is hard to disambiguate between other 
expressions. Subtle expressions are hard to distinguish because of the variability across
100 Chapter 7. Multi-View Facial Expression Recognition
subjects. More confusion is present between expressions scream and surprise, this can 
be attributed to the similar deformation of the mouth. Surprise usually is associated 
with raised eyebrows, but for some subjects in this database no noticeable deforma­
tion occurs around the eyebrows. This could contribute to the confusion. Figures 7.3 
and 7.4 show the ROC curves for L B P ^^  and L G B P  respectively. The best performing 
expressions for both features are surprise and scream. These expressions have lots of 
deformation and thus are easier to distinguish than more subtle expressions. Recogni­
tion results for the squint expression are poor for both features due to the subtle nature 
of the expression. To find any statistisal difference between the LG B P  and L B P ^^  
McNemer’s test was carried out (see Section 6.3.1). A result of 8.32 was observed. 
This shows the difference in performance is statistically significant (a value i  3.84 is 
considered statistically significant for a 95% confidence test), with the classifier trained 
using L G B P  features outperforming the classifier trained with L B P ^^.
Neu joy Sur Squ Dis Scr
Neu 73.92 11.57 2.98 8.91 3.41 0.66
Joy 9.21 78.04 4.04 4.79 3.62 1.74
Sur 3.41 3.40 81.01 2.54 1.89 9.21
Squ 9.28 8.84 2.90 60.11 18.71 1.60
Dis 5.51 4.85 1.74 14.87 69.21 5.27
Scr 0.15 1.15 12.95 0.94 3.48 81.57
Table 7.3: Confusion matrix for facial expressions for all yaw angles for L B P ^^  features.
7.5 Local versus Global Feature Representation
To investigate the arbitrary nature of using 8x8 subregions, different grid sizes were 
tested from a global representation (1x1) up to a 64 (8x8) sub block representation. 
Having a large number of sub blocks can degrade the accuracy in the presence of 
localization errors and also increases the computation cost. A small number of sub 
blocks increases the loss of spatial information. For the experiments in this section.
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Figure 7.3; ROC curves for LG B P  feature.
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Figure 7.4: ROC curves for L B P ^^  feature.
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Neu Joy Sur Squ Dis Scr
Neu 80.55 8.02 2.75 6.87 2.67 0.58
Joy 7.54 82.74 2.61 5.07 2.62 O j^
Sur 1.03 3.55 88.67 0.87 1.81 5.52
Squ 8.61 7.45 1.37 66.26 16.89 0.87
Dis 4.12 3.55 1.02 14.70 74.81
Scr 0.14 0.94 8.52 0.36 2.18 88
Table 7.4: Confusion matrix for facial expressions for all yaw angles for LGBP features.
Grid Size
1 2 3 4 5 6 7 8
M ulti-sca le  LB P 
L G B P
96.94
9 8 j#
98.64
99.17
99.05
99.51
99.30
99.45
99.03
99.60
99.01
SW.52
99.09
99.48
99.13
99.45
Table 7.5: Table showing results for pose estimation (averaged over all poses) for dif­
ferent sampling grids. Where grid 1 is a global histogram and grid 8 being a 8x8 grid 
(64 sub blocks) over the face (see Figure 7.5).
eight different grids are applied to sample feature histograms. Figure 7.5 shows these 
grids for three poses.
Table 7.5 shows the overall performance of L B F ^^  and L G B P  for head pose recogni­
tion over the 7 different yaw angles. The performance of both features is consistently 
over 99% for most grid sizes. These results indicate that the complexity of head pose 
estimation is significantly reduced by only classifying head pose at 15 ° intervals. Also, 
the results show that there is no significant performance difference for a global or a 
local histogram approach. This reflects that the nature of the problem of head pose 
estimation, which unlike facial expression recognition, does not discriminate based on 
local variations of the face but at a structural level.
Tables 7.6 and 7.7 show the results for each yaw variation for the different grids used 
to extract the feature vectors. In general, the trend is, the finer the grid the more 
accurate the results. The lack of spatial information for the global approach reduces the
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Yaw angle 
45 90
Grid
1
V  - V
Figure 7.5: Examples of different grids applied to the face region to extract histograms 
of features.
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Pose
Gridsize 0 15 30 45 60 75 90 A vg
1 57.58 60.75 54.17 50.42 61.25 52.75 63.00 57.13
2 66.58 73.75 65.08 67.08 72.25 61.17 73.92 68.55
3 73.33 76.67 (#.50 67.67 77.50 66J# 75.33 72.18
4 73.00 77.83 71.42 70.00 78.67 66.67 7L83 73.20
5 73.75 79.00 68.42 70.75 7ff58 65.58 76.33 72.92
6 76.37 79.45 69.62 71.62 77.37 68.53 74.78
7 76.42 79.92 68.33 69.08 7&33 66.25 73.33 73.09
8 ima7 80.90 71.83 69.70 79.78 (MjW 73.75 7%#6
Table 7.6: Facial expression recognition results for L B P ^^  features on pose dependent 
data. Rows correspond to different sampling grids and columns correspond to different 
poses.
Pose
Gridsize 0 15 30 45 60 75 90 A vg
1 60.75 63.50 57.50 51.58 61.83 51.50 66.50 59.02
2 72.25 76.42 69#3 64^# 73.92 62.00 74.25 70.46
3 8WT# 82.08 73.00 72.58 8R92 (# j^ 77.75 76.44
4 7%#3 82.08 75.92 76.83 84.92 71.92 7&58 7#.58
5 81.33 83.33 76.67 79.33 87.17 72.17 75.33 79.33
6 84.00 85.50 80.33 87.58 74.00 76.17 80.40
7 82.08 85.67 76.33 7%#3 89.08 76.50
8 82.58 87.85 <m.58 7#.95 85.00 72.50 77.92 80.19
Table 7.7: Facial expression recognition results for LGBP features on pose dependent 
data. Rows correspond to different sampling grids and columns correspond to different 
poses.
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accuracy. For grid sizes 1-3 the difference between LBP'^^ and LG B P s  is insignificant, 
but as the number of sub blocks increases the performance of LG B P s  also increases 
up to 7% higher. For the LG B P  feature, the best performance was a grid size of six 
(36 sub blocks) and grid size eight (64 sub blocks) for feature L B P ^^ . In general, 
for both features, head poses 15° and 60° performed the best. The highest result for 
any particular yaw angle was achieved at 60° for grid size seven, with a very high 
recognition rate of over 89% for the L G B P  feature.
Figure 7.6 shows the individual performance of each facial expression for each yaw 
angle. Comparing the features L B P ^^  and L G B P  Figure 7.6 shows that LG B P  
outperforms L B P ^^  for all expressions. However, squint performs significantly better 
for LG B P  than L B P ^^. This again highlights the importance of gabor features for the 
more subtle expressions. The scream expression’s performance is particularly high and 
consistent across different poses. This is evident in particular for the L G B P  features, 
this could be explained by the exaggerated nature of the scream expression in the 
database and correlates with previous experiments. Squint and disgust expressions 
perform surprisingly well at profile view and outperform other views. However as with 
experiments on the BU3DFE dataset performance is relatively consistent over pose.
7.6 Discussions
The multi-pie database is a very challenging dataset. Figures 7.7 and 3.3 show examples 
of some of these difficulties. Of the 100 subjects used for experiments in this chapter, 
49 subjects wore glasses in some or all recording sessions. The implications of this 
are significant, given that at different head poses glasses can occlude parts of the eyes 
and eyebrows, where subtle information can be lost. Other challenging aspects of this 
database include hair covering the eyes and eyebrows for some subjects. Figure 7.7 
shows how hair can occlude facial features for views 0°, 75° and 90° amongst others. 
This database also has subjects with beards and mustaches. Other popular databases 
including JAFFE [55] and Cohn-Kanade database [44] do not have the same level of 
variability. Another variable to consider when evaluating the above results is the noise 
included by the face detector. This noise is more apparent for the profile detector.
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Figure 7.6: Performance of individual facial expressions for different yaw angles for 
features IBP'"'' and LG BP.
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Figure 7.7: Examples of occlusion from facial hair present in the multi-pie database for 
different head poses.
particularly at 75° and 90° views. Some missed detections occurs at these poses due 
to the occlusion from facial hair.
The above variations in the database are probably a contributing factor as to why re­
sults for the multi-pie database are not as high as results reported for other databases 
such as JAFFE and Cohn-Kanade (Sec section 3.4). However, given the complexity of 
the dataset, the results are surprisingly good. Gross et al. evaluated facial expression 
recognition for frontal view on the multi-pic database, with results of under 50% [39]. 
To compare these results to work presented in this chapter is unfair as the number of 
subjects used for training and testing was small. It should also bo noted that these 
experiments were carried out to evaluate the effect of illumination on expression recog­
nition and not to find peak expression recognition performance. Even so, results as
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high as 89% on this challenging dataset are impressive.
The results in Section 7.4 show the tolerance of this approach to noise introduced by the 
face detector (localization errors), but also to different variations in head pitch and roll 
angles. Psychological studies [61] have shown that head tilt (pitch angle of the head) 
is associated with certain groups of expressions. Pitch angles are more prominent at 
large yaw angles and thus may help classification of facial expressions at these angles. 
This could, in part, explain the strong performance of particular expressions at profile 
view over other poses.
7.7 Conclusions
This chapter presented an investigation into head pose and multi-view facial expression 
recognition on a live captured dataset. In this dataset occlusion of some facial features 
of subjects occur, presenting a challenging dataset. Previous work on multi-view facial 
expression recognition had been carried out on a synthetic dataset. This chapter inves­
tigates a more automated approach on live captured data. Face detection for head poses 
from frontal to profile view was performed using an opencv implementation of the Viola 
and Jones face detector. Local spatial histograms of L B P ^^  and LG B P  features were 
evaluated. A multi-class SVM was used to train head pose and view dependent facial 
expressions classifiers. Results of over 99% were achieved for head pose classification. 
L G B P  consistenly outperformed L B P ^^  by over 6% for facial expression recognition 
over all poses. Facial Expressions surprise and scream achieved over 88% recognition 
accuracy using LG B P  features. Different grid sizes were investigated for extracting 
the features. It was shown that the local histograms outperformed a global histogram 
of the area returned by the face detectors.
Experiments carried out on the BU3DFE (Chapter 6) have suggested that frontal view 
was optimal for recognition. Further still, other studies have suggested that 45 ° is the 
optimal view for facial expression recognition [42]. In summary and observing results 
in Table 7.2 and Figure 6.16, experiments on both synthetic and real data suggest that 
facial expression recognition is largely consistent across all poses, but the optimal view 
is subject to the data and features used. This is also highlighted in Tables 7.6 and 7.7
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where the optimal angle can also be dependent on the grid size used to extract feature 
vectors.
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Chapter 8
Closing D iscussion
This thesis investigated the effects of different features and pose on facial expression 
recognition. A novel approach using low cost contour features and chamfer distances 
as weak classifiers was evaluated. Adaboost was used to learn facial expression clas­
sifiers and several different classifier fusion methods were investigated. This approach 
was extended into the temporal domain using temporalboost. Results show that the 
low cost contour features provide sufficient discriminatory power for facial expression 
classification. However, results also suggest that the lack of specific orientation analysis 
was a limiting factor for exploiting temporal information. Thus, in order to investigate 
the effects of orientation analysis and multi-scale analysis, variants of the LBP opera­
tor were explored in Chapter 6 and Chapter 7 and a novel feature for facial expression 
recognition was introduced, LG BP. Experiments were carried out not only for frontal 
view expression recognition but also for different yaw angles in order to investigate the 
influence of pose on facial expression recognition. Experiments were carried out on 
the BU3DFE database. Images from the BU3DFE database are re-projected from a 
3D textured model thus, there is less variability in the synthesized dataset. To val­
idate experiments and findings, further experiments were performed on the multi-pie 
database.
I l l
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8.1 Summary of Thesis Findings
8.1.1 Facial Expression Recognition
Throughout most of this thesis the six basic facial expressions were classified, corre­
sponding to Ekman’s work [28]. These expressions are common in human to human 
interaction and are universally recognized. A common observation from experiments 
in this thesis is the correlation between the amount of deformation and recognition 
accuracy. In general expressions Joy and Surprise outperform other expressions. The 
recognition accuracy of the more subtle expressions like anger and sadness was, in 
general, lower. Subtle changes in appearance are difficult to distinguish when using 
one reference co-ordinate frame due to the variability across subjects such as gender, 
ethnicity and age. Confusion between expressions with similar deformation is also a 
consistent finding in this thesis. In particular, expressions joy and fear were often 
confused due to the similar deformation around the cheeks. The fear expression per­
forms poor compared to other expressions. Figure 8.1 shows some of the variations in 
subjects for the fear expression. The eyebrow and mouth shape differ significantly in 
all three subjects. Confusion is common between expressions anger and disgust due 
to the similar deformation of the eyebrows. Confusion also occurs between expressions 
anger and sadness due to the subtle nature of these expressions.
Experiments in Chapter 4, found that some features selected by boosting were not 
intuitive. For example, the joy classifier selected features corresponding to the defor­
mation around the cheeks and not the mouth. People smile with their mouths open 
or closed but the deformation around the checks is more consistent. Another finding 
of interest were that the features around the eyes contributed to the joy  classifier. In 
psychology, these wrinkles (also know as crows feet) are an indication of a Duchenne 
smile which corresponds to a spontaneous emotion of joy. These findings highlight the 
importance of using appearance based features and allowing the classifier to choose 
whichever features generalize well. Other approaches which adopt geometric features 
ignore this important information.
One criticism of using databases with posed facial expressions is that expressions are
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Figure 8.1: Examples of different variations for the fear expression.
exaggerated and thus recognition performance is not a true measure of the accuracy 
of real world facial expression recognition. This is a valid criticism and our findings 
reinforce this criticism. Experiments in Chapter 6 on the BU3DFE database show 
that performance decreases for expressions with lower intensities. The best performing 
feature LG B P  had a recognition accuracy of 77% for the highest intensity and only 
57% for the lowest intensity. Facial expression recognition has achieved relatively high 
accuracy in constrained settings for posed exaggerated facial expressions, however, an 
effective real world facial expression system must have the ability to classify subtle ex­
pressions. Experiments were also carried out on the multi-pie database. This database 
is a challenging database as many of the subjects have eye glasses and facial hair which 
can occlude facial features, important for facial expression recognition. Other databases 
do not include such variations in their data. Results show the tolerance of the LBP 
features presented in Chapter 7 to these variations.
8.1 .2  E ffects o f  F eatures
Extracting a descriptive representation of the face from images is a vital step for suc­
cessful facial expression classification. This thesis investigated using several different 
features for the purposes of extracting relevant information for facial expression clas­
sification. Chapter 4 introduces edge based features. Utilizing edge features has some 
advantages in that it reduces the complexity of the problem. Edge features are efficient, 
edges capture the structural representation of the face and the salient features that arc 
important for facial expression recognition. Results were comparable to other methods
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for experiments on the Cohn-Kanade database. In Chapter 5, temporalboost was used 
to build temporal classifiers for facial expression recognition from image sequences. 
Results highlighted the edge based features could not fully capitalize on the temporal 
information. The lack of explicit orientation information was one possible explanation 
for this observation.
In Chapter 6, LBPs were utilized to investigate how orientation and multi-scale analysis 
effect recognition performance of facial expressions. LBPs are computationally efficient 
but also offer illumination invariance, whereas edge information is variant to illumina­
tion conditions. Several different variations of L B P s  were used in experiments. Using 
rotation invariant LBPs allows quantitative analysis of how orientation effects facial 
expression recognition. Results showed features LBP^^ outperform features L B P "  
by about 10%, showing the importance of orientation analysis for facial expression 
recognition. Results also show orientation analysis is more important for some expres­
sions than for others. In particular, the recognition accuracy of the disgust expression 
increases by over 20% with the inclusion of orientation information.
State of the art results on the Cohn-Kanade database were reported using features 
which encoded multi-scale analysis [5, 76]. Chapter 6 and 7 investigated features which 
utilize multi-scale analysis. Best results on the BU3DFE and multi-pie database are 
achieved using L B P ^^  and L G B P  features. Results in Chapter 6 show L B P ^^  out­
performs standard LPP^^ up to 8% by utilizing multi scale analysis. Thus L B P ^^  is 
more robust, it encodes the micro structures of the face but also the macro structures 
which provide a more extensive description by utilizing multi scale analysis. Inter­
estingly, there is no significant performance difference for higher resolutions images. 
Experiments presented in Chapter 6 show the power of L B P  features to capture im­
portant information for facial expression recognition at low resolutions. Less than 3% 
difference in performance was observed for features over the 4 different resolutions.
Feature registration is another important issue associated with facial expression recog­
nition. In Chapters 4 and 5 features were accumulated into classifier banks by using 
one reference coordinate frame. The centre of the eyes and tip of the nose ware manu­
ally labeled to give a three point basis. For the real-time implementation presented in
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Section 4.7, the face region returned by the Viola and Jones face detector was used as 
the two point basis. Due to significant noise introduced by the face detector the more 
subtle expressions such as sad and anger were not recognized consistently. However in 
Chapter 7, results show using spatial histograms of features built from a grid of the face 
region is tolerant to the misalignment errors inherent in the face detector. Experiments 
in Chapter 7 also investigated using a global and local histogram approach. Different 
grid sizes were investigated for extracting the feature histograms and it was shown that 
the local histograms outperforms a global histogram. Results show a 20% performance 
increase for a grid size of 6x6 (36 sub blocks) over a global histogram.
8.1.3 Effects of Pose
The effects of pose on facial expression recognition is a largely unexplored area. Robust 
facial expression recognition systems must have the ability to classify expressions at 
different poses. Little work has been carried out to investigate the intrinsic potential 
of different head poses for facial expression recognition. Psychology experiments have 
shown that even a 15° yaw head pose change, results in statistically significant changes 
in how humans perceive emotion [63]. These experiments suggest that yaw change has 
a negative effect on how humans perceive facial expressions. A possible explanation for 
this finding is that humans overwhelmingly communicate face to face, at frontal view. 
Thus, a non-uniform distribution of training samples is present for human learning 
of facial expressions. This could result in a human perception bias, where humans 
are better at recognizing facial expressions at frontal view. However, for automatic 
computer facial expression recognition, experiments can be carried out having the same 
number of training examples for each pose. Thus, results can be evaluated without any 
bias.
Previous research carried out similar experiments to those outlined in Chapter 6, using 
the BU3DFE database [42, 41, 103]. However a major limitation of these approaches 
is the use of manually labeled features points in a 3D environment. When features are 
occluded due to large head pose change, the 3D location of the feature is projected into 
2D and used for feature extraction. Chapters 6 and 7 presents an investigation into head
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pose and multi view facial expression recognition. Experiments were carried out on the 
BU3DFE and multi-pie databases. The effects of pose on facial expression recognition 
using variations of L B P s  over different yaw angles was investigated. For the BU3DFE 
database an overall recognition rate of 67.96% was achieved for six expressions, over five 
yaw angles at four different intensity levels, for the L G B P  feature. LG B P s  achieve an 
overall recognition rate of 80.60% for 6 expressions over 7 yaw angles on the multi-pie 
dataset. L B P ^^  performed well on both databases with recognition rates of 65.02% 
and 73.26% respectively. Experiments carried out on the BU3DFE dataset suggest 
that frontal view was optimal for facial expression recognition. Results on the multi­
ple dataset show that 15° and 60° outperform other views. In summary and observing 
results in Table 7.2 and Figure 6.16, experiments on both synthetic and real data 
suggest that facial expression recognition is largely consistent across all poses, but 
the optimal view is subject to the data and features used. This is also highlighted 
in Tables 7.6 and 7.7 where the optimal view can also be dependent on the grid size 
used to extract feature vectors. Other experiments using the BU3DFE database show 
similar findings, that the optimal view is dependant on the features and classifiers 
used for experiments [42]. More variation between recognition rates for different poses 
was observed on the multi-pie data than the BU3DFE database. This could be due 
to the challenging nature of the data, with glasses and facial hair occulding salient 
facial features at different poses. Another explanation for this observation is that noise 
from the face detector may not be uniform across different poses. Also, this thesis 
investigated how individual expressions performed over a range of poses. It was found 
that some expressions performed better at non-frontal views. In particular, sadness was 
found to achieve better results at large yaw angles due to the nature of the deformation 
associated with the expression.
8.1.4 Learning
Several different machine learning algorithms were adopted throughout this thesis. In 
Chapter 4, adaboost was used to build classifiers.
When using adaboost, it was found that using a parity with weak classifiers allowed
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negative weak classifiers to be used for discrimination of classes. When using adaboost, 
best results were obtained when including weak classifiers from negative examples. 
This highlights the importance of giving the learning algorithm good negative examples. 
Once a strong classifier is built it was found that using probability distribution functions 
gives a significant performance increase over using the strong classifier response. Also it 
was found that using an all-pairs ensemble architecture gives a significant performance 
increase. This allows each expression to be exclusively boosted against each other 
expression. The breaking down of the problem into binary classifiers and thus spreading 
the risk of misclassification over many classifier gives better recognition accuracy.
In Chapter 5 temporalboost was utilized to extend the approach presented in Chapter 4 
into the temporal domain. Results presented in Chapter 5, indicate that the approach 
did not fully incorporate the temporal information available in the image sequences. 
Several factors can explain this finding. The temporal aspect of the boosting approach 
was to use logical OR and AND operations to incorporate previous frames responses to 
a weak classifier. It was found that the majority of temporal features selected during 
the boosting process used the OR operation. Image sequences in the Cohn-Kanade 
database vary in length significantly, some sequences have as little as 5 images and 
some have up to 30. Thus, if the data is not temporally consistent the AND operator 
will give a poor response. One draw back of using temporalboost is the long training 
time. Features from each frame in the sequences are iterated through to see which 
features minimize the error on the distribution of weights for positive and negative 
examples. Consequently, hundreds of thousands of features are considered leading to 
considerable training times.
An SVM classifier is used in several chapters since it is a well understood classification 
technique that has been demonstrated to be effective for facial expression recognition. 
SVMs are largely immune to the curse of dimensionality. This occurs when the di­
mensionality of the input data space is large it becomes more difficult to find a global 
solution to the problem. In Chapter 6 and 7, experiments with LG B P s  have feature 
vectors as large as 150,000 dimensions. However, training times are fast using a multi­
class SVM. Silapachote et al. [82] compared SVMs and adaboost for facial expression 
recognition. Results showed little difference in recognition accuracy. However, Silapa-
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chote did point out one advantage of using adaboost was the ability to visualize the 
selected weak classifiers as was shown in Chapters 4 and 5.
8.2 Future Work
The variation across subjects due to age, gender and ethnicity is difficult to model. 
When comparing the recognition accuracy of results in this thesis against other work 
some general observations can be made. Recognition accuracy on the JAFFE database 
achieves higher results than the Cohn-Kanade, BU3DFE and multi-pie database. This 
difference in results can be attributed to the amount of variation seen in these databases. 
The JAFFE database contains subjects of the same gender and same ethnicity and re­
sults of up to 95% have been reported [49]. An interesting study would be to carry out 
experiments to measure the effect of gender, age and ethnicity. This would have the 
consequence of reducing the amount of intra-class variability associated with the prob­
lem of facial expression recognition. However, such experiments with current databases 
could reduce the positive effect of having less intra-class variance. This is due to the fact 
that training sets for different genders, age and ethnicity would be greatly reduced. If a 
suitable database became available then empirical experiments would be more feasible.
Research in cognition explores the idea that biological vision systems are ordered in a 
hierarchical manner allowing reciprocal feedback amongst different levels [40]. Yunus 
and Town suggest that the brain likely performs facial expression recognition and gen­
der recognition at different levels and thus a feedback loop between different levels 
could exist [74]. From that hypothesis, Yunus and Town carried out experiments using 
gender specific expression classification cascades [74]. Results show that performance 
of facial expression recognition can be improved by combining both gender and ex­
pression classification. There are some basic differences between male and female faces 
that increase the intra-class variability that facial expression classifiers must overcome. 
Below are some of the differences:
• Eyebrows: Male eyebrows usually are straight and thick where as female eyebrows 
generally sit higher and can be more arched.
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• Nose: The female nose is often smaller. The bridge is commonly narrower.
• Cheeks: Cheekbones on female faces are generally higher than the male face where 
they can appear hollow due to flatter cheekbones.
• Lips: The distance between the top of the lip and the base of the nose is longer 
in males than females.
• Chin: Male chins are wider, more flat, form a square shape and are likely to have 
a split in the middle, where as female chins are rounder.
Similar experiments could be proposed for training facial expression classifiers that are 
age dependent. The appearance of facial expressions on older people form different 
texture features, particularly around the cheeks and eyes (due to wrinkles) and thus 
increase the amount of intra-class variance. Facial change due to age is also influenced 
by individual specific attributes such as gender and ethnicity [70]. Geng et al. carried 
out experiments to learn facial aging patterns for age estimation [37]. Another variation 
for facial expression recognition systems to consider is ethnicity. Research has shown 
some subtle structural differences in faces across different ethnicities [47]. For example 
in Asians the eyes have the effect of been elongated where as for Caucasians the eyes 
appear higher due to the variation in the skull.
The above mention variations of the human face all constitute intra-class variance for 
facial expression recognition systems. These variations are particularly important when 
using appearance based features as these variations are encoded. If a databases were 
captured with sufficient number of subjects for different ages, genders and ethnicities, 
experiments could empirically evaluate the effect each variation has on facial expression 
recognition accuracy.
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