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Abstract
In this paper we study the matrix completion problem: Suppose X ∈ Rnr×nc is unknown
except for a known upper bound r on its rank. By measuring a small number m ≪ nrnc of
elements of X , is it possible to recover X exactly with noise-free measurements, or to construct
a good approximation of X with noisy measurements? Existing solutions to these problems
involve sampling the elements uniformly and at random, and can guarantee exact recovery
of the unknown matrix only with high probability. In this paper, we present a deterministic
sampling method for matrix completion. We achieve this by choosing the sampling set as the
edge set of an asymmetric Ramanujan bigraph, and constrained nuclear norm minimization
is the recovery method. Specifically, we derive sufficient conditions under which the unknown
matrix is completed exactly with noise-free measurements, and is approximately completed
with noisy measurements, which we call “stable” completion. This is in contrast to “robust”
completion where it is assumed that measurement errors occur only in a few locations. We show
that the same conditions that suffice for exact completion under noise-free measurements also
suffice to permit an accurate, though not exact, reconstruction with noisy measurements.
The conditions derived here are only sufficient and more restrictive than random sampling.
To study how close they are to being necessary, we conducted numerical simulations on randomly
generated low rank matrices, using the LPS families of Ramanujan graphs. These simulations
demonstrate two facts: (i) In order to achieve exact completion, it appears sufficient to choose
the degree d of the Ramanujan graph to be ≥ 3r. (ii) There is a “phase transition,” whereby
the likelihood of success suddenly drops from 100% to 0% if the rank is increased by just one or
two beyond a critical value. The phase transition phenomenon is well-known and well-studied
in vector recovery using ℓ1-norm minimization. However, it is less studied in matrix completion
and nuclear norm minimization, and not much understood.
1 Introduction
1.1 General Statement
Compressed sensing refers to the recovery of high-dimensional but low-complexity objects from a
small number of linear measurements. Recovery of sparse (or nearly sparse) vectors, and recovery
of high-dimensional but low-rank matrices are the two most popular applications of compressed
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sensing. The object of study in the present paper is the matrix completion problem, which is a spe-
cial case of low-rank matrix recovery. The matrix completion problem has been receiving attention
due to its application to different areas such as rating systems or recommendation engines (also
known as the “Netflix problem” [1], sensor localization, structure from motion [2], and quantum
tomography [3, 4, 5, 6, 7, 8, 9]. In recommendation engines, the rows represent the products, rang-
ing from the hundreds to the thousands, while the columns represent customers, ranging into the
millions. In the community working on recommendation engines, it is believed, rightly or wrongly,
that each customer uses no more than ten to fifteen features to make a selection; consequently, the
matrix with all entries of customer preferences has rank no more than fifteen. In sensor localization,
the idea is to infer the pairwise 3-D distance between l different points, from measuring only a few
pairwise distances. It can be shown that, no matter how large the number l of points is, this matrix
has rank no more than five. In quantum tomography, the dimensions can be huge, 22
n
where n is
the number of qubits, but the matrix often has rank one or two. An excellent survey of the matrix
completion problem can be found in [10].
1.2 Problem Definition
The matrix completion problem can be stated formally as follows: Suppose X ∈ Rnr×nc is an
unknown matrix that we wish to recover whose rank is bounded by a known integer r. Let [n]
denote the set {1, . . . , n} for each integer n. In the matrix completion problem, a set Ω ⊆ [nr] ×
[nc] is specified, known as the sample set or measurement set. To be specific, suppose Ω =
{(i1, j1), . . . , (im, jm)}, where |Ω| = m is the total number of samples. We are able to observe the
values of the unknown matrix X at the locations in the set Ω, either with or without noise. In
the noise-free case, the measurements consist of Xi,j for all (i, j) ∈ Ω. Equivalently, the measured
matrix S can be expressed as the Hadamard product1 EΩ ◦X where EΩ ∈ {0, 1}nr×nc is defined
by
(EΩ)ij =
{
1 if (i, j) ∈ Ω,
0 if (i, j) 6∈ Ω.
Note that if Xij happens to equal zero at some sampled location (i, j) ∈ Ω, then the measured
matrix S := EΩ ◦X will also equal zero at the same location. However, at the unsampled locations,
S = EΩ ◦X will always equal zero. In the exact matrix completion problem, the objective is to
recover the unknown matrix X exactly from EΩ ◦X. In the case of noisy measurements, the data
available to the learner consists of EΩ ◦X +W, where W is the measurement noise. In this case it
is possible to make a distinction between two cases. In the robust matrix completion problem,
it is assumed that the noise matrix W is sparse, that is, Wij = 0 for all but a small number of pairs
(i, j). The objective is still to recover X exactly. In the stable matrix completion problem, there
are no assumptions on the number of nonzero elements of W, but there is a known upper bound ǫ
on the Frobenius norm of W. In this case, exact recovery of X may not be possible. Therefore, in
stable matrix completion, the aim is to construct an accurate approximation to X.
In the case of noise-free measurements, one possible approach to the matrix completion problem
is to set
Xˆ = argmin
Z∈Rnr×nc
rank(Z) s.t. EΩ ◦ Z = EΩ ◦X. (1)
The above problem is a special case of minimizing the rank of an unknown matrix subject to linear
constraints, and is therefore NP-hard [11]. Since the problem is NP-hard, a logical approach is to
1Recall that the Hadamard product C of two matrices A,B of equal dimensions is defined by cij = aijbij for all
i, j.
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replace the rank function by its convex relaxation, which is the nuclear norm, or the sum of the
singular values of a matrix, as shown in [12]. Therefore the convex relaxation of (1) is
Xˆ := argmin
Z∈Rnr×nc
‖Z‖N s.t. EΩ ◦ Z = EΩ ◦X. (2)
In the case of sparse noisy measurements, the above formulation can be still used (more in the
section on literature review below). In the case of unstructured noisy measurements, let us define
XW = X+W, so that the noise-corrupted measurement consists of the Hadamard product EΩ◦XW .
In this case, as suggested in [13], (2) can be modified to
Xˆ := argmin
Z∈Rnr×nc
‖Z‖N s.t. ‖EΩ ◦ Z − EΩ ◦XW‖F ≤ ǫ (3)
where ǫ is a known upper bound on the Frobenius norm of the measurement error matrix W. For
instance, ifW represents Gaussian noise with known characteristics, a bound on its Frobenius norm
can be derived with a specified prior probability.
1.3 Contributions of the Present Paper
In the literature to date, most of the papers assume that the sample set Ω is chosen at random
from [nr] × [nc], either without replacement as in [1, 14], or with replacement [15]. The authors
are aware of only a handful of papers [16, 17, 18, 19, 20] in which a deterministic procedure is
suggested for choosing the sample set Ω. In [16, 17], the sample set Ω is chosen as the edge set
of a Ramanujan graph. (This concept is defined below). Other references such as [19] suggest
that the sample set Ω can be viewed as the edge set of a bipartite graph, but do not explicitly
take advantage of this. In [17], the authors use nuclear norm minimization as in (2), and claim
to derive some sufficient conditions. However, as shown in the Appendix, there is an error in that
paper. In contrast, we present a correct sufficient condition for exact matrix completion. Moreover,
our method of proof carries over seamlessly to stable matrix completion, which is not studied in
[17]. In [16], the approach is max-norm minimization. The results there are “universal” in that
they do not involve the coherence parameter of the unknown matrix X (defined below), and also
apply to the case where the elements are sampled with a nonuniform probability. The present
authors have improved upon those bounds by a factor of two; see [21]. These improvements are
achieved through modifying the so-called “expander mixing lemma” for bipartite graphs, which is
independent interest. However, due to space limitations, the max norm minimization approach to
exact matrix completion is not discussed in this paper.
2 Literature Review
There are two approaches to choosing the sample set Ω, namely probabilistic and deterministic. In
the probabilistic approach the elements of Ω are chosen at random from [nr]× [nc], usually, though
not always, with a uniform distribution. In this setting one can further distinguish between two
distinct situations, namely sampling from [nr]× [nc] with replacement or without replacement. In
the deterministic setting, the sample set Ω is interpreted as the edge set of a bipartite graph.
2.1 Probabilistic Sampling
We begin by reviewing the results with probabilistic sampling. In [1], the authors point out that
the formulations (1) or (2) do not always recover an unknown matrix. They illustrate this by taking
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X as the matrix with a 1 in the (1, 1) position and zeros elsewhere. In this case, unless (1, 1) ∈ Ω,
the solution to both (1) and (2) is the zero matrix, which does not equal X. The difficulty in this
case is that the matrix has high “coherence,” as defined next.
Definition 1. Suppose X ∈ Rnr×nc has rank r and the reduced singular value decomposition
X = UΓV ⊤, where U ∈ Rnr×r, V ∈ Rnc×r, and Γ ∈ Rr×r is the diagonal matrix of the nonzero
singular values of X. Let PU = UU
⊤ ∈ Rnr×nr denote the orthogonal projection of Rnr onto URnr .
Finally, let ei ∈ Rnr denote the i-th canonical basis vector. Then we define
µ0(U) :=
nr
r
max
i∈[nr]
‖PUei‖22 =
nr
r
max
i∈[nr]
‖ui‖22, (4)
where ui is the i-th row of U . The quantity µ0(V ) is defined analogously, and
µ0(X) := max{µ0(U), µ0(V )}. (5)
Next, define
µ1(X) :=
√
nrnc
r
‖UV ⊤‖∞, (6)
It is shown in [1] that 1 ≤ µ0(U) ≤ nrr . The upper bound is achieved if any canonical basis
vector is a column of U . (This is what happens with the matrix with all but one element equalling
zero.) The lower bound is achieved if every element of U has the same magnitude of 1/
√
n, that
is, a submatrix of a Walsh-Hadamard matrix.
If one were to sample m out of the nrnc elements of the unknown matrix X without replace-
ment, then one is guaranteed that exactly m distinct elements of X are measured. This is the
approach adopted in [1]. However, the disadvantage is that the locations of the m samples are
not independent, because once the first element has been selected, there are only nrnc − 1 choices
for the second sample, and so on. Thus sampling without replacement requires quite advanced
probabilistic analysis.
Theorem 1. (See [1, Theorem 1.1].) Suppose there is a known constant µ such that µ ≥ max{µ0(X), µ1(X)}.
Draw
m ≥ Cn5/4r log(n) (7)
samples from [nr] × [nc] without replacement, with a uniform distribution. Then with probability
atleast 1− ζ where
ζ = cn−3 (8)
the recovered matrix Xˆ using (2) is the unique solution. Here C, c are some universal constants
that depend on µ, and n = max(nr, nc).
An alternative is to sample the elements of X with replacement. In this case the locations
of the m samples are indeed independent. However, the price to be paid is that, with some
small probability, there would be duplicate samples, so that after m random draws, the number of
elements of X that are measured could be smaller than m. This is the approach adopted in [15].
On balance, the approach of sampling with replacement is easier to analyze.
Theorem 2. (See [15, Theorem 2].) Assume without loss of generality that nr ≤ nc. Choose some
constant β > 1, and draw
m ≥ 32max{µ21, µ0}r(nr + nc)β log2(2nc) (9)
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samples from [nr]× [nc] with replacement. Define Xˆ as in (2). Then, with probability at least equal
to 1− ζ where
ζ = 6 log(nc)(nr + nc)
2−2β + n2−2
√
β
c , (10)
the true matrix X is the unique solution to the optimization problem, so that Xˆ = X.
A recent result published in [14] gives an improved sufficient condition that involves only the
coherence parameter µ0(X), but not µ1(X), as in Theorems 2. This approach reduces the number
of measurements m by a factor of r, but adds a factor of log n. Therefore, whenever r > log n, the
approach of [14] is an improvement.
Theorem 3. (See [14, Theorem 1]) Draw
m ≥ Cµ0rn log2(nr + nc) (11)
samples from [nr]× [nc] uniformly at random, with replacement. Then with probability at least 1−ζ
where
ζ = c1(nr + nc)
−c2 (12)
the recovered matrix Xˆ using (2) is the unique solution. Here n = max(nr, nc) and C, c1, c2 are
some constants greater than zero.
Theorems 1-2 gives conditions of exact recovery using the probabilistic method when there are
no measurement errors involved. For the case of unstructured noisy measurements (that is, stable
matrix completion), the following result is relevant.
Theorem 4. (See [13, Theorem 7].) Draw samples uniformly from [nr]× [nc] without replacement.
Then with probability atleast 1− ζ where
ζ = cn−3 (13)
the recovered matrix Xˆ using (3) satisfies
‖Xˆ −X‖F ≤
[
2
√
Cmin(n)
p
+ 1
]
2ǫ. (14)
Here c, C are constants dependent on µ.
2.2 Robust Matrix Completion
In this subsection we present a very brief review of robust matrix completion. The interested
reader is directed to the references of the papers discussed here for more information.
In [22], the authors analyze the case of noise-free measurements. They begin by observing that
X has rank r, then the columns of X span an r-dimensional subspace, call it S. Each measurement
leads to some constraints on S. By analyzing the structure of the measurements, it may be possible
to determine the subspace S uniquely. The following result gives the flavor of the results in [22].2
Theorem 5. (See [22, Theorem 3]. Suppose X ∈ Rd×N and has rank r or less. Suppose r ≤ d/r,
and that each column of X is observed in at least l rows, distributed uniformly and independently
across columns, where
l ≥ max
{
12
(
log
d
ǫ
+ 1
)
, 2r
}
. (15)
Then with probability at least 1− ǫ, the matrix X can be exactly completed.
2For the convenience of the reader, we use the notation in that paper as opposed to the current notation.
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The “completion algorithm” is not nuclear norm minimization as in earlier papers. Rather, one
has to solve a set of polynomial equations; see [22, Section IV-B]. Thus, while the sample complexity
of the number of measurements grows slowly, the computational complexity of implementing the
recovery algorithm is higher than with nuclear norm minimization.
Note that there is no measurement noise in the formulation of [22]. Since the results in [22]
depend on determining which r-dimensional subspaces are compatible with the observations, in
principle it is possible for the recovery algorithm to be robust against a limited number of erroneous
measurements. This is the problem of robust matix completion. One of the recent contributions on
this topic is [20], which also contains a wealth of references. The key results are [20, Theorem 4]
and [20, Theorem 5]. We do not state those theorems here because of the need to introduce a great
deal of notation and background material; instead we refer the reader to the original source.
Another direction of research is tensor completion instead of matrix completion. At a very
basic level, one can think of a tensor as a real number indexed by more than two integer indices.
However, tensor analysis is far more intricate compared to matrix analysis, in terms of canonical
forms, representation, rank factorization etc. The notion of “rank” extends to tensors. Therefore
it is reasonable to pose the tensor completion problem as that of reconstructing a tensor from
measuring some of its components. A recent paper [18] builds on the general approach proposed
in [22] by examining which set of tensors is compatible with a particular set of measurements, and
then enlarging the set of measurements until only the true but unknown tensor is compatible with
the measurements.
We conclude this brief review by mentioning [19], which introduces the notion of reconstructing
a single element of the unknown matrix, and then building on that. One noteworthy feature of this
paper is the explicit recognition of the sample set Ω as the edge set of a bipartite graph. However,
unlike with Ramanujan graphs, the approach does not take into account the spectral properties of
this bipartite graph.
2.3 Alternatives to Nuclear Norm Minimization
While nuclear norm minimization is the most popular approach to matrix completion, there are
other approaches, of which just a few are reviewed here.
In [23], the matrix completion problem is solved via an algorithm called “OptSpace,” which
incorporates three steps: Trimming, projecting, and cleaning. The algorithm can be viewed as op-
timization on the Grassmanian manifold of subspaces. In [24], the OptSpace algorithm is extended
to encompass measurement noise.
One approach, inspired by [25], is to enforce the constraint that rank(X) ≤ r by factoring X as
GH⊤, where G ∈ Rnr×r,H ∈ Rnc×r. Let S = EΩ ◦X denote the measured matrix as above. Then
(1) can be reformulated as
min
G∈Rnr×r ,H∈Rnc×r
‖GH⊤ − S‖2F + λ(‖G‖2F + ‖H‖2F ), (16)
where ‖ · ‖F denotes the Frobenius norm of a matrix, that is, the ℓ2-norm of its vector singular
values, and λ is an adjustable weight. See [10, Eq. (10)] for more explanation. The potential
difficulty with (16) is that it is no longer a convex optimization problem, and thus could have
spurious local minima. Over the years, several papers, including the recent paper [26], show that
there are no spurious local minima. Moreover, this statement is true for more general problems
than (16), when the quadratic cost function is replaced by more general cost functions.
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In [27], the authors first convert the constrained optimization problem (2) to the regularized
problem
min
Z∈Rnr×nc
‖Z − S‖2F + λ‖Z‖1,
where, as before S = EΩ ◦ X is the measured matrix. Then they replace the term ‖Z − S‖2F by
what they call a correntropy term, as follows:
Lσ(Z) :=
σ2
2
∑
(i,j)∈Ω
[1− exp(−(Zij − Sij)2/σ2)],
where σ is an adjustable parameter.
In cases where there is more structure to the unknown matrix X, other approaches are possible.
In [28], the authors study the problem of robust compressed sensing, and formulate it as a structured
matrix completion problem. The problem is then solved via a new algorithm called Enhanced
Matrix Completion. In [29], the objective is to estimate an unknown covariance matrix using rank
one measurements. Thus X is assumed to be symmetric and positive definite, which is then probed
via measurements of the form
yl = a
⊤
l Xal + ηl = 〈X, ala⊤l 〉F + ηl, l ∈ [m], (17)
where al is the probing vector, ηl is measurement noise, and m is the number of measurements.
Note that for an arbitrary X ∈ Rnr×nc , i ∈ [nr] and j ∈ [nc], we can write
Xij = 〈X, eie⊤j 〉F ,
where e denotes an elementary unit vector. Thus (17) can be viewed as probing X by a more
general rank one matrix. Earlier, in [30], it is proposed to use rank one measurements of the form
yl = 〈X, alb⊤l 〉F , l ∈ [m],
where al, bl are random Gaussian vectors, and X is a low-rank matrix. Again, (17) can be viewed as
a specialization of the general rank one probe to the case of symmetric (and positive semidefinite)
matrices. Note that, in the numerical examples in [28], the vectors al are random Gaussian or
Bernoulli vectors. Finally, in [31], the unknown matrix X is either a single-channel or a multi-
channel Hankel matrix.
2.4 Basic Concepts from Graph Theory
The results presented here make use of the concept of Ramanujan graphs. Hence we introduce this
concept using a bare minimum of graph theory. Further details about Ramanujan graphs can be
found in [32, 33].
Suppose a graph has n vertices, so that its adjacency matrix A belongs to {0, 1}n×n. Such a
graph is said to be d-regular if every vertex has degree d. Clearly, this is equivalent to saying that
every row of A contains precisely d ones (and also every column, because A is symmetric). It is
easy to show that λ1 = d is the largest eigenvalue of A. The graph is said to be a Ramanujan
graph if the second largest eigenvalue λ2 satisfies the bound
|λ2| ≤ 2
√
d− 1. (18)
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The significance of the bound in (18) arises from the so-called Alon-Boppana bound [34, 35], which
states the following: If d is kept fixed and n is increased, then the right side of (18) is the best
possible bound for |λ2|.
Suppose B ∈ {0, 1}nr×nc . Then B can be interpreted as the biadjacency matrix of a bipartite
graph with nr vertices on one side and nc vertices on the other. If nr = nc, then the bipartite graph
is said to be balanced, and is said to be unbalanced if nr 6= nc. The prevailing convention is to
refer to the side with the larger (nc) vertices as the “left” side and the other as the “right” side.
A bipartite graph is said to be left-regular with degree dc if every left vertex has degree dc, and
right-regular with degree dr if every right vertex has degree dr. It is said to be (dr, dc)-biregular
if it is both left- and right-regular with row-degree dr and column-degree dc. Obviously, in this
case we must have that nrdr = ncdc. It is convenient to say that a matrix B ∈ {0, 1}nr×nc is
“(dr, dc)-biregular” to mean that the associated bipartite graph is (dr, dc)-biregular.
If B is the biadjacency matrix of a bipartite graph with nr ≤ nc, then the full adjacency matrix
of the graph with nr + nc vertices looks like
A =
[
0 B
B⊤ 0
]
.
It is easy to verify that the eigenvalues of A are ±σ1, . . . ,±σnr together with an appropriate number
of zeros, where σ1, . . . , σnr are the singular values of B (some of which could be zero). Moreover,
it is easy to show that σ1 =
√
drdc. Now, The bipartite graph corresponding to B is defined to be
an asymmetric Ramanujan graph if
|σ2| ≤
√
dr − 1 +
√
dc − 1, (19)
where σ2 represents second largest singular value of the matrix B. As with the bound in (18), it
can be shown [36] that the right side of (19) is the best possible bound for σ2. Throughout this
paper we will represent σ1 as the largest singular value and σ2 as the second largest singular value
of the measurement matrix EΩ.
There are relatively few explicit constructions of Ramanujan graphs. The present authors have
given a new construction in [37]. Note that, according to [38], Ramanujan graphs of all degrees d
and all vertex set sizes n exist, though as yet there are no efficient algorithms for finding them. See
[39] for some preliminary results in this direction.
2.5 A Claimed Previous Result
In this section we present a claimed result from [17] on matrix completion using a Ramanujan
graph to generate the sampling set. To facilitate the statement of these results, we reproduce
two standard coherence assumptions on the unknown matrix X = UΓV ⊤. As is standard, we use
Ai, Aj , Aij to denote the i-th row, the j-th column, and the (i, j)-th element of a matrix A. We
also use ‖A‖S to denote the spectral or operator norm of the matrix A, that is, the largest singular
value of A.
(A1). There is a known upper bounds µ0(X) on µ0(U) and µ0(V ) respectively. Hereafter simply
write µ0 for µ0(X).
(A2). There is a constant θ such that∥∥∥∥∥
∑
k∈S
nr
dc
(Uk⊤Uk)− Ir
∥∥∥∥∥
S
≤ θ, ∀S ⊆ [nr], |S| = dc, (20)
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∥∥∥∥∥
∑
k∈S
nc
dr
(V k⊤V k)− Ir
∥∥∥∥∥
S
≤ θ, ∀S ⊆ [nc], |S| = dr, (21)
where Uk⊤ is shorthand for (Uk)⊤, V k⊤ is shorthand for (V k)⊤ and dr, dc are the degrees of
the Ramanujan bigraph Ω. If Ramanujan graph is a balanced graph, then nr = nc = n and
dr = dc = d.
The following result is claimed in [17].
Theorem 6. (See [17, Theorem 4.2].) Suppose Assumptions (A1) and (A2) hold. Choose EΩ to
be the adjacency matrix of d regular graph such that σ2(EΩ) ≤ C
√
d, and θ < 1/6. Define Xˆ as in
(2). With these assumptions, if
d ≥ 36C2µ20r2, (22)
Then the true matrix X is the unique solution to the optimization problem (2). In particular, if
the graph is a Ramanujan graph, then C = 2, so that (22) becomes
d ≥ 144µ20r2. (23)
However, there is one step in the proffered proof of the above theorem that does not appear to
be justified. More details are given in the Appendix.
3 New Results
3.1 Theorem Statement
In this section we state, without proof, the main result of the paper, and discuss its implications.
The proof of the theorem makes use of some preliminary results, which are stated and proved in
Section 4. The proof of the main theorem is given in Section 5.
To avoid repeating the same text over and over, we introduce the following standing notation:
Suppose X ∈ Rnr×nc is a matrix of rank r or less, and satisfies the incoherence assumptions A1
and A2 with constants µ0 and θ.
3 Suppose EΩ ∈ {0, 1}nr×nc a biadjacency matrix of a (dr, dc)
biregular graph Ω, and let σ1, σ2 denote the first and second largest singular value of the matrix
EΩ. Next, define
α =
dc
nr
=
dr
nc
=
√
drdc
nrnc
, (24)
and note that α is the fraction of elements of X that are being sampled. Finally, define
φ :=
σ2
σ1
µ0r, (25)
and observe that φ depends on two distinct pieces of information: The ratio σ2/σ1 which depends
on the sampling matrix EΩ, and the quantity µ0 which depends on the unknown matrix X.
Theorem 7. With the standing notation, suppose without loss of generality that nr ≤ nc. Suppose
that θ + φ < 1, and that
α >
r(θ2 + φ2)
(1− (θ + φ))(1 − φ2) . (26)
3Note that, unlike [1, 15], we do not require the constant µ1.
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Define constants c, γ as
c := (1− φ)− [rα(1− (θ + φ))(θ2 + φ2)]1/2, (27)
γ := 2
[
1 +
nr
c2
(
1 +
1
α(1− (θ + φ))
)]1/2
, (28)
and note that c > 0 as a consequence of (26). Then every solution Xˆ of (3) satisfies, for every
δ > 0, the bound
‖Xˆ −X‖F ≤ (γ + δ)ǫ. (29)
Corollary 1. If the hypotheses of Theorem 7 hold, then Xˆ = is the unique solution of (2).
Proof. Substitute ǫ = 0 in (29).
Now we compare Theorem 7 with the prior literature discussed in Section 2.
1. Compared to Theorems 1, 2 and 3, the conclusions of Theorem 7 always hold, and not just
with high probability.
2. Unlike Theorems 1 and 2 (but like Theorem 3), our result makes use of only the coherence
constant µ0, but not µ1.
3. So far as the authors are aware, the only other result that applies to the case of non-sparse
noisy measurements is Theorem 4. That is also a probabilistic result, while Theorem 7 is
deterministic.
3.2 Sample Complexity Analysis
Now we attempt to compare the number of measurements required by our approach with the
number required by earlier theorems in Section 2. A direct comparison is difficult due to the
following factors. Theorems 1 and 3 are stated in terms of universal constants that are not explicitly
computable. Therefore these two theorems can be used only to bound the rate of growth of the
number of measurements m. In Theorem 2, the bound for m is quite explicit. However, it involves
both coherence constants µ0 and µ1, while our bound (as also those in Theorems 3 and 6) do not
involve the coherence parameter θ1.
Note that, in Theorem 7, α is the fraction of elements of X that are measured, so that the total
number of measurements is αnrnc. Clearly the smaller the value of α given by (26), the fewer the
number of measurements. Therefore, for a like to like comparison, we compare (26) with that in
(23), even though the proof of Theorem 6 contains a gap, as shown in the Appendix.
To facilitate the comparison, let us restrict to square matrices, so that dr = dc = d, and
nr = nc = n. Choose the coherence parameter µ0 as 1.5, which is only slightly larger than the
theoretical minimum value of 1. It is always the case that σ1 = d. If the graph is a Ramanujan
graph, it can be assumed that σ2 = 2
√
d after neglecting the −1 term. Therefore the ratio σ2/σ1
equals 2/
√
d. Finally let r = 2, which is very small (but comparable to the range of values for
which Theorems 1 and 2 apply). With these numbers, we have that µ0r = 3. Hence (23) gives
d ≥ 144 × 32 = 1, 296.
Therefore, by applying Theorem 6, one would have to measure 1, 296 elements of X in each row
and each column. Clearly the degree d cannot exceed the number of vertices n. Therefore (leaving
aside the validity of (23)), Theorem 6 does not apply unless n ≥ 1, 296.
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Now let us apply Theorem 7. By definition
φ = (σ2/σ1)µ0r =
6√
d
.
Let us choose θ = 0.1. If we set d = 800 which is lower than the number from Theorem 6, then
the lower bound in (26) becomes
d = 800 =⇒ φ = 0.2121 =⇒ α > 0.2575.
However, if we decrease d to 500, then we get
d = 500 =⇒ φ = 0.2683 =⇒ α > 0.4850.
In either case α < 1. Therefore Theorem 7 is applicable with fewer measurements per row and
column than the claimed Theorem 6.
Note that the size of the matrix n does not enter the bound (26). It is easy to see that the total
number of measurements is
m = max{dn, αn2},
or exactly max{d, αn} measurements per row. So if n = 2, 000, both numbers of roughly equal. If
the matrix size becomes larger, then α is the decisive factor and not d.
4 Preliminary Results
In this section we state and prove various preliminary results that are used in the proof of Theorem
7, which is given Section 5.
The result below is used repeatedly to analyze triple products.
Lemma 1. Suppose M ∈ Rnr×nc, A ∈ Rnr×r, and B ∈ Rnc×r. Suppose further that x ∈ Rnr , y ∈
R
nc. Then
x⊤(M ◦ (AB⊤))y =
∑
k∈[r]
(x ◦Ak)⊤M(Bk ◦ y). (30)
Proof. The proof follows readily by expanding the triple product. Note that
(AB⊤)ij =
∑
k∈[r]
AikBjk.
Therefore
x⊤(M ◦ (AB⊤))y =
∑
i∈[nr]
∑
j∈[nc]
xi

Mij ∑
k∈[r]
AikBjk

 yj
=
∑
k∈[r]
∑
i∈[nr]
∑
j∈[nc]
xiAikMijBjkyj
=
∑
k∈[r]
(x ◦ Ak)⊤M(Bk ◦ y),
as desired.
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Lemma 2. Suppose A ∈ Rnr×r, z ∈ Rnr , and suppose further that
‖Ai‖2 ≤ a, ∀i ∈ [nr]. (31)
Then ∑
k∈[r]
‖Ak ◦ z‖22 ≤ a2‖z‖22. (32)
Proof. By definition ∑
k∈[r]
‖Ak ◦ z‖22 =
∑
k∈[r]
∑
l∈[nr]
A2lkz
2
l
=
∑
l∈[nr]
z2l

∑
k∈[r]
A2lk


≤ a2‖z‖22,
as desired.
Lemma 3. Suppose M,A,B are as in Lemma 1. Suppose further that
‖Ai‖22 ≤ a2, ‖Bi‖22 ≤ b2. (33)
Then
‖M ◦ (AB⊤)‖S ≤ ab‖M‖S . (34)
Proof. Recall that, for any matrix X, we have that
‖X‖S = max‖x‖2=1,‖y‖2=1x
⊤Xy.
In particular
‖M ◦ (AB⊤)‖S = max‖x‖2=1,‖y‖2=1 x
⊤(M ◦ (AB⊤))y
= max
‖x‖2=1,‖y‖2=1
∑
k∈[r]
(x ◦Ak)⊤M(Bk ◦ y),
where the last step follows from Lemma 1. Now fix x, y such that ‖x‖2 = 1, ‖y‖2 = 1. Then
x⊤(M ◦ (AB⊤))y ≤ ‖M‖S
∑
k∈[r]
‖x ◦Ak‖2‖Bk ◦ y‖2. (35)
Next, apply Schwarz’s inequality to deduce that
∑
k∈[r]
‖x ◦ Ak‖2‖Bk ◦ y‖2 ≤

∑
k∈[r]
‖x ◦Ak‖22


1/2
·

∑
k∈[r]
‖Bk ◦ y‖22


1/2
≤ ab, (36)
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where the last step follows from applying Lemma 2 twice, and observing that ‖x‖2 = 1, ‖y‖2 = 1.
Substituting this bound in (35) shows that
x⊤(M ◦ (AB⊤))y ≤ ab‖M‖S
whenever ‖x‖2 = 1, ‖y‖2 = 1, which is the desired result.
Now we introduce a special matrixM , which plays a central role in solving the matrix completion
problem.
Lemma 4. Define
M := (1/α)EΩ − 1nr×nc . (37)
Then ‖M‖S = σ2/α.
Proof. Because EΩ is biregular, it follows that σ1 =
√
drdc is the largest singular value of EΩ.
Moreover, (1/
√
nr)1
⊤
nr is a row singular vector of EΩ, and (1/
√
nc)1nc is a column singular vector.
Therefore a SVD of EΩ looks like
EΩ =
√
drdc
nrnc
1nr×nc +B = α1nr×nc +B,
where the largest singular value of B is σ2. The desired bound follows by observing that M =
(1/α)B.
Theorem 8. Subject to the standing notation, we have that
‖M ◦X‖S ≤ φ‖X‖S , (38)
where φ is defined in (25), and ‖ · ‖S denotes the spectral norm (largest singular value) of a matrix.
Remark:
• Note that Lemma 1 is essentially the same as [17, Theorem 4.1]. However, our proof is much
simpler.
• Observe that 1nr×nc ◦X = X for all X. Therefore
M ◦X = 1
α
EΩ ◦X −X.
Therefore Theorem 8 states that the sampled matrix EΩ ◦X, normalized by the factor 1/α
for the fraction of elements sampled, can provide an approximation to X. The smaller the
constant φ, the better the approximation.
Proof. Now supposeX = UΓV ⊤ is a singular value decomposition ofX, where Γ = Diag(γ1, . . . , γr).
Define A = UΓ, B = V . Then X = AB⊤. Moreover∑
k∈[r]
A2ik =
∑
k∈[r]
U2ikγ
2
k ≤ γ21
∑
k∈[r]
U2ik
≤ ‖X‖2S
µ0r
nr
,
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because ‖X‖S = γ1, and the definition of the coherence µ0. Similarly∑
k∈[r]
B2ik =
∑
k∈[r]
B2ik ≤
µ0r
nc
.
Now apply Lemma 3 with
a = ‖X‖S
√
µ0r
nr
, b =
√
µ0r
nc
,
and note that α
√
nrnc =
√
drdc = σ1. Then (34) becomes
‖M ◦X‖S ≤ σ2
σ1
µ0r‖X‖S = φ‖X‖S ,
as desired.
Lemma 5. Suppose EΩ ∈ {0, 1}nr×nc is a (dr, dc)-biregular sampling matrix, and let U, V, θ be as
before.
1. For arbitrary B ∈ Rnc×r, define
F⊤ = U⊤M ◦ (UB⊤). (39)
Then
‖F i‖2 ≤ θ‖Bi‖2, ∀i ∈ [nc], (40)
‖F‖F ≤ θ‖B‖F . (41)
2. For arbitrary C ∈ Rnr×r, define
G =M ◦ (CV ⊤)V. (42)
Then
‖Gj‖2 ≤ θ‖Cj‖2, ∀j ∈ [r], (43)
‖G‖F ≤ θ‖C‖F . (44)
Proof. We begin by proving (40). Equation (41) is a direct consequence of (40)
In view of the definition of the matrix M , (39) can be rewritten as
F⊤ := (1/α)U⊤EΩ ◦ (UB⊤)−B⊤.
Fix i ∈ [r], j ∈ [nc]. Then
Fji = (F
⊤)ij = e⊤i F
⊤ej
= (1/α)e⊤i U
⊤EΩ ◦ (UB⊤)ej −Bji.
Let us focus on the first term after ignoring the factor of 1/α. From Lemma 1, specifically (30),
we get
e⊤i U
⊤EΩ ◦ (UB⊤)ej = U⊤i EΩ ◦ (UB⊤)ej
=
∑
k∈[r]
(Ui ◦ Uk)⊤EΩ(Bk ◦ ej).
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Now observe that Bk ◦ ej = Bjkej, so that EΩ(Bk ◦ ej) = (EΩ)jBjkej . Therefore
e⊤i U
⊤EΩ ◦ (UB⊤)ej =
∑
k∈[r]
(Ui ◦ Uk)⊤(EΩ)jBjk.
For this fixed j, define
N (j) = {l ∈ [nr] : (EΩ)lj = 1},
and note that |N (j)| = dc due to regularity. Then, for fixed k ∈ [r], we have
(Ui ◦ Uk)⊤(EΩ)j =
∑
l∈N (j)
UliUlk
=

 ∑
l∈N (j)
U l⊤Uk⊤


ik
.
Therefore
(F⊤)ij = (1/α)e⊤i U
⊤EΩ ◦ (UB⊤)ej −Bji
= (1/α)
∑
k∈[r]

 ∑
l∈N (j)
U l⊤Uk⊤


ik
Bjk −Bji
=



(1/α) ∑
l∈N (j)
U l⊤U l − Ir

B⊤


ij
.
By (20), the matrix inside the square brackets has spectral norm ≤ θ. Therefore
‖(F⊤)j‖2 ≤ θ‖(B⊤)j‖2, ∀j ∈ [nc],
which is (40). Taking the norm squared and summing over all j proves (41), after noting that a
matrix and its transpose have the same Frobenius norm. This establishes Item (1).
To prove Item (2), we use Item (1). Note that (X ◦ Y )⊤ = X⊤ ◦ Y ⊤. So (42) is equivalent to
G⊤ = (1/α)V ⊤E⊤Ω ◦ (V C⊤)− C⊤.
Now every column of E⊤Ω (or every row of EΩ) contains dr ones. Therefore (43) follows from (40),
and (44) follows from (41).
Next, define T ⊆ Rnr×nc to be the subspace spanned by all matrices of the form UB⊤ and
CV ⊤. It is easy to show that the projection operator PT equals
PT Z = UU⊤Z + ZV V ⊤ − UU⊤ZV V ⊤
= UU⊤Z + U⊥U⊤⊥ZV V
⊤
= UU⊤ZV⊥V ⊤⊥ + ZV V
⊤,
where U⊥, V⊥ are chosen such that such that [U U⊥] and [V V⊥] are square and orthogonal. This
ensures that U⊥U⊤⊥ = Inr − UU⊤ and V⊥V ⊤⊥ = Inc − V V ⊤.
The next two lemmas characterize the map T → T defined by Z 7→ (1/α)PT EΩ ◦Z −Z. Note
that this is not quite the map M ◦ Z, because of the presence of the term PT .
15
Lemma 6. Suppose EΩ ∈ {0, 1}nr×nc is a (dr, dc)-biregular sampling matrix, and that Z ∈ T .
Define
B⊤ = U⊤Z,C = U⊥U⊤⊥ZV, (45)
so that Z = UB⊤ + CV ⊤. Next, define
Z¯ := (1/α)PT EΩ ◦ Z − Z, (46)
B¯⊤ = U⊤Z¯, C¯ = U⊥U⊤⊥ Z¯V. (47)
Then
‖B¯‖F ≤ θ‖B‖F + φ‖C‖F , (48)
‖C¯‖F ≤ φ‖B‖F + θ‖C‖F . (49)
Remark: The above two relations can be expressed compactly as[ ‖B¯‖F
‖C¯‖F
]
≤
[
θ φ
φ θ
] [ ‖B‖F
‖C‖F
]
. (50)
Proof. We establish (48), and the proof of (49) is entirely similar.
The definition of PT makes it clear that
U⊤PT Y = U⊤Y,U⊥U⊤⊥PT Y = U⊥U⊤⊥Y, ∀Y ∈ Rnr×nc .
Therefore
B¯⊤ = U⊤((1/α)EΩ ◦ (UB⊤)− UB⊤)
+U⊤(1/α)EΩ ◦ (CV ⊤)− U⊤CV ⊤
= U⊤M ◦ (UB⊤) + U⊤M ◦ (CV ⊤).
Define B¯⊤ = B¯⊤1 + B¯
⊤
2 , where
B¯⊤1 = U
⊤M ◦ (UB⊤), B¯⊤2 = U⊤M ◦ (CV ⊤).
Then it follows from Lemma 5 that
‖B¯1‖F ≤ θ‖B‖F . (51)
To estimate ‖B¯2‖F = ‖B¯⊤2 ‖F , we proceed as follows:
(B¯⊤2 )
i = e⊤i B¯
⊤
2 = e
⊤
i U
⊤M ◦ (CV ⊤) = U⊤i M ◦ (CV ⊤).
‖(B¯⊤2 )i‖22 = max
y∈Rnc ,‖y‖2=1
(B¯⊤2 )
iy
= max
‖y‖2=1
U⊤i M ◦ (CV ⊤)y.
Fix a y ∈ Rnc such that ‖y‖2 = 1 but otherwise arbitrary, and define
ψi = U
⊤
i M ◦ (CV ⊤)y.
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Then it follows by Lemma 1 that
ψi =
∑
k∈[r]
(Ui ◦ Ck)⊤M(Vk ◦ y)
≤ σ2
α
∑
k∈[r]
‖Ui ◦ Ck‖2‖Vk ◦ y‖2
≤ σ2
α

∑
k∈[r]
‖Ui ◦ Ck‖22


1/2
·

∑
k∈[r]
‖Vk ◦ y‖22


1/2
, (52)
where we use Schwarz’s inequality in the last step. Now observe that, by the definition of the
coherence µ0, we have
‖V k‖22 ≤
µ0r
nc
, ∀k ∈ [r].
Therefore it follows from Lemma 2 that∑
k∈[r]
‖Vk ◦ y‖22 ≤
µ0r
nc
because ‖y‖22 = 1. Next, from Lemma 2 and
‖Uk‖22 ≤
µ0r
nr
, ∀k ∈ [r],
it follows that ∑
i∈[r]
∑
k∈[r]
‖Ui ◦ Ck‖22 =
∑
k∈[r]
∑
i∈[r]
‖Ui ◦ Ck‖22
≤ µ0r
nr
∑
k∈[r]
‖Ck‖22
=
µ0r
nr
‖C‖2F .
Combining both bounds gives
‖B¯2‖2F ≤
σ22
α2
(µ0r)
2
nrnc
‖C‖2F =
(
σ2
σ1
µ0r
)2
‖C‖2F = φ2‖C‖2F ,
after noting that α
√
nrnc = σ1. Taking square roots of both sides gives
‖B¯2‖F ≤ φ‖C‖F .
Finally
‖B¯‖F ≤ ‖B¯1‖F + ‖B¯2‖F ≤ θ‖B‖F + φ‖C‖F .
which is (48). The proof of (49) is entirely similar.
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Lemma 7. Suppose EΩ ∈ {0, 1}nr×nc is a (dr, dc)-biregular sampling matrix, that Z ∈ T , and as
in (46), define
Z¯ := (1/α)PT EΩ ◦ Z − Z, (53)
Then
‖Z¯‖F ≤ (θ + φ)‖Z‖F , (54)
where θ, φ are defined in (48) and (49) respectively.
Remark: The above lemma can be stated as follows: The map Z 7→ (1/α)PT EΩ ◦Z−Z, when
restricted to T , has an operator norm ≤ θ + φ.
Proof. Define, as before,
B⊤ = U⊤Z,C = U⊥U⊤⊥ZV,
B¯⊤ = U⊤Z¯, C¯ = U⊥U⊤⊥ Z¯V,
so that Z = UB⊤ + CV ⊤, Z¯ = UB¯⊤ + C¯V ⊤. Note that
〈UB⊤, CV ⊤〉F = tr(BU⊤CV ⊤) = 0,
because U⊤C = 0. Therefore
‖Z‖2F = ‖UB⊤‖2F + ‖CV ⊤‖2F + 2〈UB⊤, CV ⊤〉F
= ‖UB⊤‖2F + ‖CV ⊤‖2F = ‖B‖2F + ‖C‖2F ,
because left multiplication by U and right multiplication by V ⊤ preserve the Frobenius norm.
Similarly
‖Z¯‖2F = ‖B¯‖2F + ‖C¯‖2F .
Now it is easy to verify that the spectral norm of the matrix in (50) is θ + φ. Therefore
‖Z¯‖2F = ‖B¯‖2F + ‖C¯‖2F ≤ (θ + φ)2(‖B‖2F + ‖C‖2F )
= (θ + φ)2‖Z‖2F .
This is the desired conclusion.
5 Proof of Theorem 7
The proof of Theorem 7 depends on the following auxiliary lemma, which is reminiscent of the “dual
certificate” condition that is widely used in solving the matrix completion problem; see for example
[15, Theorem 2]. It should be noted that Lemma 8 provides a framework for a solution, which we
then specialize, somewhat inefficiently, in Theorem 7. Finding better ways to apply Lemma 8 is a
problem for future research.
Let X = UΓV ⊤ be a reduced SVD of X. Throughout, we use the symbols T ,PT ,PT ⊥ , U⊥, V⊥
introduced in the previous section.
Lemma 8. Suppose there exists a matrix Y ∈ Rnr×nc such that EΩ ◦ Y = Y , and constants
k1, k2 ∈ (0, 1), k3 > 0 such that
‖PT ⊥(Y )‖S ≤ k1, (55)
‖(1/α)PT EΩ ◦ Z − Z‖F ≤ k2‖Z‖F , ∀Z ∈ T , (56)
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‖UV T − PT (Y )‖F ≤ k3, (57)
and
k3 < (1− k1)(α(1 − k2))1/2. (58)
Define the constant
c := (1− k1)− (α(1 − k2))−1/2k3. (59)
Then every solution Xˆ of (3) satisfies the bound
‖Xˆ −X‖F ≤ 2
[
1 +
nr
c2
(
1 +
1
α(1− k2)
)]1/2
ǫ. (60)
Proof. (Of Lemma 8.) Observe that
〈X,UV ⊤〉F = ‖X‖N .
Define H = Xˆ −X, so that Xˆ = X +H. Also, it can be assumed without loss of generality that
W is supported on Ω, so that EΩ ◦ W =W and EΩc ◦W = 0. Now we can write
‖EΩ ◦H‖F = ‖EΩ ◦ (Xˆ −X −W) + EΩ ◦ W‖F
≤ ‖EΩ ◦ (Xˆ −X −W)‖F + ‖EΩ ◦W‖F
≤ 2ǫ, (61)
because (i) Xˆ is feasible for (3), and thus ‖EΩ ◦ (Xˆ − X −W)‖F ≤ ǫ (see (3)), and ‖W‖F ≤ ǫ.
Next,
‖H‖2F = ‖EΩ ◦H‖2F + ‖EΩc ◦H‖2F
≤ 4ǫ2 + ‖EΩc ◦H‖2F . (62)
Therefore, once we are able to find an upper bound for ‖EΩc ◦H‖F , the above relationship leads
to an upper bound for ‖H‖F = ‖Xˆ −X‖F .
Define HΩ = EΩ ◦H and HΩc = EΩc ◦H. Then
‖Xˆ‖N = ‖X +H‖N
= ‖X +HΩc +HΩ‖N
≥ ‖X +HΩc‖N − ‖HΩ‖N (63)
Next, write HΩc = PT (HΩc) +PT ⊥(HΩc), and note that 〈Y,HΩc〉F = 0 because Y is supported on
Ω and HΩc is supported on Ω
c. Now observe that, for any matrix B ∈ Rnr×nc , we have that
‖B‖N = max‖A‖S≤1〈A,B〉F , |〈A,B〉F | ≤ ‖A‖S‖B‖N . (64)
Therefore
‖X +HΩc‖N
≥ 〈UV T + U⊥V ⊤⊥ ,X +HΩc〉F
=(a) ‖X‖N + 〈UV T + U⊥V ⊤⊥ ,HΩc〉F − 〈Y,HΩc〉F
= ‖X‖N + 〈UV T − PT (Y ),PT (HΩc)〉F
+ 〈U⊥V ⊤⊥ − PT ⊥(Y ),PT ⊥(HΩc)〉F
≥(b) ‖X‖N − ‖UV T − PT (Y )‖F ‖PT (HΩc)‖F
+ (1− ‖PT ⊥(Y )‖S)‖PT ⊥(HΩc)‖N
(65)
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where (a) follows from 〈Y,HΩc〉F = 0, and (b) follows from (64). Using (63) and (65) together we
get
‖Xˆ‖N ≥ ‖X‖N − ‖UV T − PT (Y )‖F ‖PT (HΩc)‖F
+ (1− ‖PT ⊥(Y )‖S)‖PT ⊥(HΩc)‖N
− ‖HΩ‖N . (66)
On the other hand, ‖Xˆ‖N ≤ ‖X‖N because X is feasible for the problem in (3), and Xˆ is a solution
of (3). Substituting this into (66), cancelling ‖X‖N from both sides, and rearranging terms, gives
‖HΩ‖N ≥ (1− ‖PT ⊥(Y )‖S)‖PT ⊥(HΩc)‖N
−‖UV T − PT (Y )‖F ‖PT (HΩc)‖F (67)
Now,
‖EΩ ◦ PT (HΩc)‖2F
= 〈EΩ ◦ PT (HΩc),PT (HΩc)〉F
= 〈PT EΩ ◦ PT (HΩc)− αPT (HΩc),PT (HΩc)〉F
+ α〈PT (HΩc),PT (HΩc)〉F
≥(a) α‖PT (HΩc)‖2F
− ‖PT (EΩ ◦ PT (HΩc)− αPT (HΩc))‖F ‖PT (HΩc)‖F
≥(b) α‖PT (HΩc)‖2F − αk2‖PT (HΩc)‖2F
= α(1 − k2)‖PT (HΩc)‖2F , (68)
where (a) follows from P2T = PT , and (b) follows from assumption (56). Next, note that EΩ◦HΩc =
0, which in turn implies that
EΩ ◦ PTHΩc = −EΩ ◦ PT ⊥HΩc,
so that
‖EΩPTHΩc‖F = ‖EΩPT ⊥HΩc‖F ,
Therefore
‖PT ⊥(HΩc)‖N ≥ ‖PT ⊥(HΩc)‖F
≥ ‖EΩ ◦ PT ⊥(HΩc)‖F
= ‖EΩ ◦ PT (HΩc)‖F
≥ (α(1 − k2))1/2‖PT (HΩc)‖F (69)
where the last step follows from (68). Now using (69) in (67) gives us
‖HΩ‖N ≥ (1− ‖PT ⊥(Y )‖S)‖PT ⊥(HΩc)‖N
− (α(1 − k2))−1/2‖UV T − PT (Y )‖F ‖PT ⊥(HΩc)‖N
≥ [(1− k1)− (α(1 − k2))−1/2k3]‖PT ⊥(HΩc)‖N
= c‖PT ⊥(HΩc)‖N , (70)
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where we use the assumptions (55) and (58), together with (69). Next
‖PT ⊥(HΩc)‖F ≤ ‖PT ⊥(HΩc)‖N ≤(a) (1/c)‖HΩ‖N
≤(b) (√nr/c)‖HΩ‖F ≤(c) 2(√nr/c)ǫ, (71)
where (a) follows from (70), (b) follows from the fact that HΩ ∈ Rnr×nc and thus has rank no more
than min{nr, nc} = nr, and (c) follows from (61). Using (68) we get
‖PT (HΩc)‖F ≤ (α(1 − k2))−1/2‖EΩ ◦ PT (HΩc)‖F
=(a) (α(1 − k2))−1/2‖EΩ ◦ PT ⊥(HΩc)‖F
≤ (α(1 − k2))−1/2‖PT ⊥(HΩc)‖F
(72)
where, as above, (a) follows from the fact EΩ ◦HΩc = 0. Now (62) can be written as
‖H‖2F ≤ 4ǫ2 + ‖HΩc‖2F
= 4ǫ2 + ‖PT (HΩc)‖2F + ‖PT ⊥(HΩc)‖2F
≤(a) 4ǫ2 +
(
1 +
1
α(1 − k2)
)
‖PT ⊥(HΩc)‖2F
≤(b) 4ǫ2 +
(
1 +
1
α(1 − k2)
)
4nr
c2
ǫ2, (73)
where (a) follows from (72) and (b) follows from (71). It now follows that
‖H‖F ≤ 2
[
1 +
nr
c2
(
1 +
1
α(1 − k2)
)]1/2
ǫ,
which is (60).
Proof. (Of Theorem 7) At last we come to the proof of the main theorem. Suppose θ + φ < 1
(which automatically implies that φ < 1), and define
k1 = φ, k2 = θ + φ, k3 =
√
r(θ2 + φ2).
The proof consists of showing that, under the stated hypotheses, there exists a matrix Y ∈ Rnr×nc
that satisfies the hypotheses of Lemma 8.
We start with (56). Lemma 7 states the following: If Z ∈ T and Z¯ := (1/α)PTEΩ ◦Z−Z, then
‖Z¯‖F ≤ (θ + φ)‖Z‖F . (74)
where θ is defined in (20) and φ is defined in (25). Therefore (56) is satisfied with k2 = θ + φ.
Next, let W0 := UV
⊤ ∈ T , and define
Y = (1/α)EΩ ◦W0.
Then
PT (Y )− UV ⊤ = (1/α)PT EΩ ◦W0 −W0.
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Now we can write W0 = UB
⊤ where B = V , and apply Lemma 6. This gives
‖PT (Y )−W0‖F ≤
√
r(θ2 + φ2) = k3.
Finally, observe that, because W0 ∈ T , we can reason as follows:
‖PT ⊥Y ‖S = ‖PT ⊥(Y −W0)‖S
≤ ‖Y −W0‖S = ‖M ◦W0‖S .
Now we can apply Lemma 3, with
a =
√
µ0r
nr
, b =
√
µ0r
nc
, ‖M‖S = σ2
α
.
This gives
‖PT ⊥Y ‖S ≤
σ2
α
µ0r√
nrnc
= φ.
Hence we can choose k1. The theorem now follows from applying Lemma 8
There is considerable scope for improving Theorem 7. As shown earlier, we can take k2 = θ+φ.
Define W0 = UV
T as before, and define Wi as
Wi =Wi−1 − (1/α)PT (EΩ ◦Wi−1) (75)
Yp =
p−1∑
i=0
(1/α)EΩ ◦Wi (76)
Then EΩ ◦ Yp = Yp for every integer p. To establish (57), note that
(1/α)PT EΩ ◦Wi =Wi −Wi+1.
So
PT Yp =
p−1∑
i=0
(Wi −Wi+1) =W0 −Wp.
Therefore
‖PT Yp −W0‖F = ‖Wp‖F ≤ (θ + φ)p‖W0‖F .
If θ + φ < 1, then (57) holds for p sufficiently large, no matter what k3 is. The difficulty however
is to find a constant k1 such that (55) is satisfied. This is an object of ongoing research by the
authors.
6 Phase Transition Studies
The bounds in Theorem 7 provide sufficient conditions for matrix completion using nuclear norm
minimization, when the sample set is chosen as the edge set of a Ramanujan graph or a Ramanujan
bigraph. These results are only sufficient conditions. It is possible to determine how close these
sufficient conditions are to being necessary via numerical simulations. That is the objective of the
present section. Our simulations show that choosing d ≈ 3r seems to suffice to recover randomly
generated matrices of rank r. Thus r0 ≈ d/3 is the critical value below which the success ratio is
100% for recovering randomly generated matrices of rank r ≤ r0. Moreover, the simulations show
the presence of a “phase transition,” whereby the likelihood of success falls sharply from 100% to
0% as r is increased by just 2 or 3 above the critical value r0. These observations are consistent
with previous numerical studies on phase transition. Our numerical results are presented next, and
they are placed in context against earlier results in the subsequent subsection.
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d r¯ r¯/d
198 62 0.3147
230 75 0.3275
294 102 0.3481
Table 1: Degree vs. critical rank in high degree LPS Ramanujan graphs
6.1 Numerical Experiments
We carried out some numerical experiments on the behavior of nuclear norm minimization for
matrix completion, on randomly generated low rank matrices. To construct Ramanujan graphs
to choose the sample matrices, we used the so-called LPS construction proposed in [40]. This
construction is based on choosing two prime numbers p, q both congruent to 1 mod 4. The resulting
graph has (q(q2 − 1))/2 vertices and degree p+ 1. In the original construction, p < q. However, it
is possible to choose p > q provided some consistency conditions are satisfied. The authors have
written Matlab code that implements the LPS construction; this code is available from the authors
upon request.
For illustrative purposes, we chose q = 13, which leads to graphs with n = 1, 092 vertices. By
varying the prime number p, we could generate Ramanujan graphs with varying degrees. Every
prime number equal to 1 mod 4 between 5 and 157 results in a Ramanujan graph using the LPS
construction. However, still larger choices of p are permissible, such as 197, 229 and 293. However,
for some intermediate values of p between 157 and 197, the resulting LPS construction would have
multiple edges between some pairs of vertices.
For each choice of p, (that is, each choice of the degree d), we varied the rank r from 1 upwards,
and for each r generated 100 random matrices of dimensions 1092 × 1092 and rank r. Then we
applied nuclear norm minimization, and examined what fraction of the 100 rank r matrices were
correctly recovered. The criterion for correct recovery was that the normalized Frobenius norm
‖Xˆ − X‖F /‖X‖F was less than 10−6. However, the results are quite insensitive to this number.
The objective was to determine how the critical value of the rank r¯, defined as the value below
which 100% recovery takes place, depends on d = p + 1. The results are shown in Figure 1.
It can be observed from this figure that r¯ ≈ d/3 = (p + 1)/3 over the entire range of p. For
comparison purposes, we repeated the study, with the Ramanjuan graph sample set replaced by
randomly chosen samples. There is very little difference between the two curves. In a sense
this is not surprising, because Ramanujan graphs replicate many of the desirable properties of
random graphs, including expansion properties. However, the Ramanujan construction provides a
systematic method for selecting the sample set.
More interesting was the fact that, if r was increased by just one two above the critical value r¯,
the percentage of accurately recovered matrices fell sharply from 100% to 0%. This is illustrated in
Figure 2 for p = 197 or d = 198, in Figure 3 for p = 229 of d = 230, and in Figure 4 for p = 293 or
d = 294. This phenomenon is known as “phase transition,” and is well-known for vector recovery
using ℓ1-norm minimization. However, so far as we are aware, a similar phenomenon has not been
reported for matrix completion using nuclear norm minimization.
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Figure 1: Critical value of rank versus the degree of the LPS Ramanujan graph with 1,092 vertices
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Figure 2: Phase transition behavior in LPS graph with 1,092 vertices with p = 197
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Figure 3: Phase transition behavior in LPS graph with 1,092 vertices with p = 229
100 101 102 103 104 105 106 107 108 109 110
Rank
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
R
el
at
iv
e 
er
ro
r &
 P
er
ce
nt
ag
e 
re
co
ve
ry
Ramanujan
Random
Figure 4: Phase transition behavior in LPS graph with 1,092 vertices with p = 293
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6.2 Comparison with Previous Studies
The phenomenon of phase transition is well-known in the case of vector recovery using ℓ1-norm
minimization. It is also well-understood, and is discussed in several papers by David Donoho, such
as [41, 42, 43, 44, 45, 46, 47, 48]. A very general theory of the behavior of convex optimization on
randomly generated data is given in [49]. A concept called the “statistical dimension” is introduced,
and it is established that convex optimization exhibits “phase transition,” whereby the success rate
of the optimization algorithm goes from 100% to 0% very quickly as the input to the algorithm
is changed. The width of the transition region is linear in the statistical dimension. In contrast,
there are relatively fewer papers that have studied phase transition in matrix completion, and a
proper theory is not yet available. In principle, the theory in [49] applies also to matrix completion
using nuclear norm minimization. However, it is not easy to work out the appropriate statistical
dimension in this case. In [22], the behaviour of the manifold approach to recovering randomly
generated matrices is studied. A related paper is [50], which studies matrix recovery, and not
matrix completion. In that paper, the measurements consist of taking the Frobenius inner product
of the unknown matrix with randomly generated Gaussian matrices.
Now we describe some of the prior work on phase transition in matrix completion via nuclear
norm minimization. In all the studies described below, the unknown matrix X is assumed to be
square, so we use the neutral symbol n = nc = nc to denote its size. Throughout, r denotes
its rank, and m denotes the number of measurements, that is, |Ω|. This is consistent with the
notation in the present paper, though the notation in the papers discussed below is in general
different. Note that in some papers, X satisfies additional constraints such as symmetry, positive
semidefiniteness, Hankel or Toeplitz structure, etc. In [1], which first introduced this approach,
there are some examples based on randomly generated low-rank matrices with n = 40 or n = 50.
In [23], n = 500, and r ∈ {10, 20, 40}. In [28], n = 11 or n = 15. In [29], n = 50. In [31], n = 300.
Finally, in [27], n = 1, 000, and r/n ∈ [0.04, 0.4]. In all cases, it is observed that the critical rank r0
at which the recovery ratio drops sharply from 100% to 0% is essentially linear in m, the number
of measurements. In our setting, since m = dn where d is the degree of the Ramanujan graph,
this translates to r0 being linear in d, as observed in the next subsection. Thus, to summarize,
available numerical studies (including ours), indicate the presence of a phase transition, and a linear
relationship between the critical rank r0 and the number of measurements m.
7 Conclusions and Future Work
In this paper we have studied the matrix completion problem with emphasis on choosing the
elements to be sampled in a deterministic fashion. We do this by choosing the sample matrix to
equal the biadjacency matrix of an asymmetric Ramanujan graph, or Ramanujan bigraph. We
have derived a sufficient condition that guarantees exact recovery of the unknown matrix with
noise-free measurements using nuclear norm minimization, and stable recovery under non-sparse
noisy measurements. We believe that we are presenting the very first correct result on exact
recovery using nuclear norm minimization and a deterministic sampling pattern. An earlier paper
[17, Theorem 4.2] claims a similar result, but there is one step in the proof that we believe is not
justified. This is elaborated in the Appendix.
The sufficient condition given here is very conservative. It requires that the degree of the
Ramanujan graph should be Ω(r3) where r is the rank of the matrix to be recovered. Turning
this around, our result implies that given a Ramanujan graph of degree d, we can guarantee exact
recovery only when r = O(d1/3). This naturally raises the question as to how close is the sufficient
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condition derived here to being necessary? Our numerical simulations have shown that d ≈ 3r
seems to be sufficient to recover randomly generated matrices of rank r. More interesting, if r
is increased by just two or three above this critical value of d/3, the percentage of the randomly
generated matrices that are recovered falls from 100% to 0%, a phenomenon known as “phase
transition.”
One of the advantages of the random sampling approach is that it is relatively easy to account
for “missing” measurements, by ensuring that the missing location is never sampled. In the present
approach, this leads to a very interesting problem in graph theory, namely the construction of
Ramanujan graphs when there is a “bar” on having edges between specified pairs of vertices. The
authors are exploring this question, which would be of considerable interest to graph theorists,
quite apart from the matrix completion researchers.
Appendix
In this appendix we point out an error in the proof of [17, Theorem 4.2], which is based on a
recursion lemma [17, Lemma 7.3]. However, the proof of the recursion lemma is not given in [17],
but is found in the longer version of the paper in [51]. On page 19 of [51], the third displayed (but
unnumbered) equation is as follows:4
r∑
k=1
‖uˆ.Uk‖22 =
r∑
k=1
n∑
l=1
〈U i⊥, U l⊥〉2U2lk
=
n∑
l=1
〈U i⊥, U l⊥〉2‖U l‖22
=(a)
n∑
l=1
〈U i, U l〉2‖U l‖22
≤ (µ0r/n)2, (77)
where uˆ = U⊥U i⊥.
Let us focus on the claimed equality highlighted by us as (a). This equation is incorrect. If we
represent U⊥U⊤⊥ as (Inr − UU⊤), then by orthogonality we have
〈U i, U j〉+ 〈U i⊥, U j⊥〉 = 0 ∀i 6= j,
which in turn implies that
|〈U i, U j〉| = |〈U i⊥, U j⊥〉| ∀i 6= j. (78)
However, when i = j, we have that
‖U i‖22 + ‖U i⊥‖22 = 1 =⇒ 〈U i⊥, U i⊥〉 = 1− 〈U i, U i〉
for all i. Therefore
‖U i⊥‖22 = ‖U i‖22 =⇒ ‖U i⊥‖22 = ‖U i‖22 = 1/2.
4For the convenience of the reader, we use the notation in [51], as opposed to the current notation. Also, while the
equation in question is shown on a single line in [51], it is broken into several lines here to fit into the double-column
format.
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More elaborately
n∑
l=1
〈U i⊥, U l⊥〉2‖U l‖22 = ‖U i⊥‖42‖U i‖22
+
∑
l 6=i
〈U i⊥, U l⊥〉2‖U l‖22
= (1− ‖U i‖22)2‖U i‖22
+
∑
l 6=i
〈U i, U l〉2‖U l‖22
=
n∑
l=1
〈U i, U l〉2‖U l‖22
+ (1− 2‖U i‖22)‖U i‖22.
Therefore, unless ‖U i‖22 = 1/2 or zero, the step highlighted as (a) in (77) is false for that value of
i. The conclusion is that, in order for (77) to hold, every row of U must either be identically zero,
or have Euclidean norm of 1/2. A row of U being identically zero makes the corresponding row
of the unknown matrix X also identically zero. In short, (78) cannot hold except under extremely
restrictive and unrealistic conditions. Similar reasoning is used for V which is also not correct.
Hence using this Lemma 7.3 in bounding ‖PT ⊥(Y )‖S on page 12 of [51] makes the proof of the
Theorem 4.2 incorrect. However, it is of course possible that the theorem itself is correct.
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