ABSTRACT This paper divides antennas at the transmitter into several transmit antenna groups (TAGs) and extends the generalized spatial modulation (GSM) idea to a new precoding-aided multiple-input multiple-output system, which is referred to as precoding-aided GSM (PGSM) system. To mitigate the influence caused by correlated channels, we consider the interleaved grouping scheme which leads to a minimum antenna correlation within the same TAG. To select the receive antenna subset with low complexity, we propose an iterative greedy (IG) algorithm that contributes to a maximum equivalent channel gain with low-computational complexity. To reduce the complexity of maximum likelihood (ML) detector, a low complexity IG algorithm-based ML (IG-ML) detector is also derived. Simulation results show that the bit error rate (BER) performance gain up to 3.5 dB is obtained by the proposed PGSM with IG-ML detector over the PGSM with an ordered block minimum mean-squared error detector at a given BER of 10 −4 . It is also shown that the proposed PGSM with the IG-ML detector achieves a similar BER performance in a high signal-to-noise power ratio region compared with that of an ideal precoding for the GSM with an optimal ML detector.
I. INTRODUCTION
Spatial modulation is an attractive spatial multiplexing multiple-input multiple-output (SM-MIMO) technique which is proposed to achieve flexible trade-off between spectral efficiency and energy efficiency compared with that of the conventional MIMO systems [1] - [4] . Due to the fact that SM-MIMO technology activates only one active transmit antenna at each time slot and the data sent depends on the incoming random data bits, the special structure of SM-MIMO is capable of offering an increased spectral efficiency and inherent robustness to interchannel interference (ICI). However, to achieve a logarithmic increase in the spectral efficiency, the number of transmit antennas must be a power of two, which would require a large number of transmit antennas.
Recently, a lot of efforts have been put into investigating the precoding aided spatial modulation (PSM). In [5] - [7] , the authors designed the PSM only for the symmetric and underdetermined MIMO systems, where the number of transmit antennas N t is equal to or larger than that of receive antennas N r , i.e., N t ≥ N r , which limits the applicability of PSM. To overcome the performance degradation in SM by correlated channels, an effective generalized spatial modulation (GSM) scheme with transmit antenna grouping was proposed in [8] - [13] . To achieve a trade-off between performance and complexity, an efficient signal detection algorithm termed ordered block minimum mean-squared error (OBMMSE) was proposed in [14] . It is capable of achieving an improved data rate from the multiple data flows transmitted by the additional active antennas via employing the former strategies. However, the system suffers from severe ICI particularly when the channels are strongly correlated.
The greedy algorithm has a wide usage in applications [15] . Such as, it can be used to select relevant features [16] or improve an arbitrary prediction method [17] . Although there are lots of variations of the greedy algorithm, they all share the basic form of offering an optimal solution to a problem by making a sequence of choices to aggressively reduce the squared error [16] - [18] . As PSM could provide a simple receiver design [6] , [19] , it is capable enough to be practical for downlink transmission.
In this paper, we first design a novel precoding aided GSM (PGSM) system with K transmit antenna groups (TAGs), and then investigate the bit error rate (BER) performance of the PGSM based on the interleaved grouping (PGSM-ILG) scheme for correlated channels. Note that the strategy of enlarging the Euclidean distance among different modulated symbols by using interleaving has been applied to an orthogonal frequency division multiplexing with index modulation (OFDM-IM) [13] . However, it has not been applied to the GSM. Next, to enhance the BER performance and maximize the equivalent channel gain of the PGSM system, we propose an efficient receive antenna subset selection (RAS) algorithm. As a further improvement upon the receive antenna selection, we devise the receive antenna subset selection with an iterative greedy (IG) algorithm based on the RAS algorithm. Specifically, by implementing the proposed IG algorithm, the receive antenna subset is selected greedily one by one with a significantly reduced search size, by which the matrix inverse can be computed iteratively with low complexity. Note that the main contributions of this paper are demonstrated as follows.
• A novel PGSM system is proposed, in which the distributed antennas are divided into K TAGs. In this paper, we minimize the antenna correlation within K TAGs by developing a PGSM-ILG scheme which is specially designed for correlated channels. Furthermore, the antennas in the same TAG are remapped to have a maximum average distance among each other based on the PGSM-ILG scheme.
• By applying the IG algorithm, our proposed PGSM system can optimize the receive antenna subset selection with a significant reduction in computational complexity. Moreover, by employing the IG algorithm based maximum likelihood (IG-ML) detector, our proposed PGSM system is capable of reducing the detection complexity.
• For the PSM systems [5] - [7] , the transmit antennas N t and the receive antennas N r are assumed to satisfy N t ≥ N r . However, in our work, by applying the RAS algorithm and the IG algorithm to PSM system, our PGSM is applicable even under the circumstance of N r > N t , i.e., our precoding scheme is applicable in general systems with an arbitrary number of N t and N r . The remainder of this paper is organized as follows. Section II presents the system model of the proposed PGSM system. The interleaved grouping scheme, the efficient RAS algorithm and the IG algorithm are introduced in Section III. Section IV analyzes and compares the complexity of the IG-ML detector with that of the OBMMSE detector and the ML detector with RAS search method. Section V shows the BER 
In each time slot, the source binary stream is arranged into blocks of log 2 L + K i=1 n i log 2 M bits, where M denotes the modulation order. We then describe the modulation process as follows. Firstly, log 2 L bits are fed to K PGSM modulators to determine the antenna combination I . Then, K i=1 n i log 2 M bits are used to map the K constellation symbol vectors for K TAGs, respectively. Thus, the transmitted signal subvector x i from the i-th TAG can be formulated as
where the symbols s 1 , s 2 , · · · , s n i are selected from M -ary quadrature-amplitude modulation (M -QAM) or M -ary phase shift keying (M -PSK) constellation symbol subvector s i in form of s i = s 1 , s 2 , · · · , s n i T ∈ S and S denotes the M -QAM or M -PSK constellation symbol set. Moreover, there are n i non-zero terms described by the subscripts 1, 2, · · · , n i with arrows in (1) . Finally, the transmitted vector
T is formed. The channel matrix is denoted as H ∈ C N r ×N t , where the superscript N t represents the total transmit antennas given by
Assume perfect channel state information (CSI) at the transmitter. With zero-forcing (ZF) precoding, it is straightforward that the precoding matrix P ∈ C N t ×N t does not exist when N r > N t due to the structure characteristics of PSM [19] . Towards this problem, an efficient method is to employ the RAS algorithm and an IG algorithm, i.e., N t out of N r receive antennas are selected and used (the details of RAS algorithm and IG algorithm will be discussed in Section III).
Denote the channel matrix after performing the receive antenna selection as H I ∈ C N t ×N t , which consists of N t rows of H. Then, the corresponding precoding matrix is
To normalize the mean symbol power during the precoding, it requires that E Px 2 = 1, thus η 72450 VOLUME 6, 2018 can be formulated as
(2)
B. DETECTION
Considering that the performance of the proposed scheme is influenced by correlation at both the transmitter-side and receiver-side, our work analyzes that correlation at both sides. Let R t i ∈ C N t i ×N t i denote the transmitter-side correlation submatrix in the i-th TAG, which can be formulated as [20] 1
Similarly, let R r ∈ C N t ×N t denote the receiver-side correlation matrix, which can also be formulated as [20] 2
In this paper, we design the correlated channels between transmit antennas and receive antennas based on the Kronecker model [20] . Then, the correlated channel submatrix H I i ∈ C N t ×N t i between the i-th TAG and the receive antennas [20] , where G i ∈ C N t ×N t i denotes the uncorrelated channel submatrix in the i-th TAG, whose entries follow an independent complex Gaussian distribution with zero mean and unit variance. Therefore, the correlated channel matrix
Thus, the signal vector y ∈ C N t ×1 is received from the K TAGs and then can be formulated as
where z ∈ C N t ×1 is the additive white Gaussian noise (AWGN) vector with covariance matrix σ 2 I N t and σ 2 is the variance of z. At the receiver, the ML detector [21] - [24] is given by
where
III. INTERLEAVED GROUPING SCHEME AND PROPOSED RAS ALGORITHM, IG ALGORITHM FOR THE PGSM
In this section, we first present the interleaved grouping scheme among the K TAGs. Then, we propose an efficient RAS algorithm and an IG algorithm to optimize the receive antenna subset selection and reduce the corresponding computational complexity, respectively. Finally, we derive an IG-ML detector used for reducing the detection complexity.
A. INTERLEAVED GROUPING SCHEME
To mitigate the influence of transmit antenna correlation, we improve the PGSM system with transmit antenna grouping [8] . To further enhance the performance of block grouping and make progress towards addressing the problem of suffering from severe ICI caused by correlated channels in [5] - [8] , we employ the interleaved grouping scheme for the PGSM system, which is also referred to as the PGSM-ILG scheme in this paper. In addition, since the channel correlation is usually relevant to the average distance between two transmit antennas distributed in the same TAG, the interleaved grouping scheme is able to minimize the antenna correlation within TAGs by grouping the transmit antennas of each TAG with a maximum average distance, which has been proved in [25] . The transmit antennas of each TAG are gathered based on the criterion of maximizing the average distance among each other. Specifically, the j-th TAG consists of N j , N j+K , · · · , N j+(N t j −1)×K , where N j+γ represents the index of γ -th transmit antenna in the j-th TAG, in which the subscript
For the block grouping scheme, the j-th TAG consists of
where N (j−1)×N t j +λ denotes the index of λ-th transmit antenna in the j-th TAG, in which the subscript λ ∈ 1, 2, · · · , N t j . Note that both the interleaved grouping and the block grouping are suitable for linear antenna arrays at the transmitters. Next, we will illustrate the effectiveness of the PGSM-ILG scheme by using an enumeration method. We first discuss the case of N t = 4, N t 1 = N t 2 = 2 and n 1 = n 2 = 1 as shown in Fig. 1 , in which the block grouping method gathers {N 1 , N 2 } to the TAG 1 and {N 3 , N 4 } to the TAG 2, however the interleaved grouping scheme takes {N 1 , N 3 } to form TAG 1 and {N 2 , N 4 } for TAG 2. From this simple case, we can see that the antennas in the same TAG are remapped with a maximum distance among each other, which means that the antennas of each group are distributed in the whole linear array evenly. Meanwhile, it is worthwhile noting that the proposed PGSM-ILG scheme is applicable in the case of N t > 4, N t j > 2 and n j > 1, where the subscript j = 1, 2, · · · , K and K ≥ 2.
Remark 1: Based on the interleaved grouping scheme, our proposed PGSM system can minimize the antenna correlation within K TAGs and maximize the average distance among the transmit antennas distributed in the same TAG. Note that numerical simulation results are provided to evaluate the interleaved grouping scheme as shown in Section V.
B. RAS ALGORITHM
Although the interleaved grouping based scheme can minimize the antenna correlation within K TAGs, it is impossible to achieve an improved performance of the PGSM system with using the small η given by (2) . Hence, we propose an efficient RAS algorithm which offers a maximum η.
We first let w = w 1 , w 2 , · · · , w N t denote the candidate of selected receive antenna subset, where w 1 , w 2 , · · · , w N t represent the candidate of selected receive antennas, respectively. Then, we let w I denote the N t indices of the selected receive antenna subset. Therefore, there are = N r N t receive antenna combinations. We define the cor-
] T , in which h w l ∈ C N t ×1 denotes the w l -th row of H and the subscript l = 1, 2, · · · , N t .
Substituting the channel matrix H w ∈ C N t ×N t into (2) results with
Based on (6), it is easy to see that minimizing the BER of the PGSM system is equivalent to maximizing the term η [26] . Hence, we can obtain the maximum η I by selecting the receive antenna subset w according to
where w j is the j-th enumeration of the set of all = N r N t possible receive antenna subsets w. From (7), it is easy to see that the term η I varies according to the combination of the selected receive antennas w j , where j = 1, 2, · · · , . Therefore, by selecting the receive antenna subset w according to (8) , we can obtain the selected receive antenna subset w I , which will eventually result in a maximum η I and an improved BER of the PGSM system. Remark 2: After selecting the receive antenna subset, we can use the selected receive antenna subset w I to design the channel matrix H w I to ensure that η I is maximized. As a result, the BER of the PGSM system will be enhanced.
C. IG ALGORITHM
It is obvious that maximizing the term η I in (7) We first let h j denote the j-th row of H and define the receive antenna set as w 0 = {1, 2, · · · , N r }. Then, we assume that k − 1 (k = 2, 3, · · · , N t ) receive antennas have been selected whose index set denoted asŵ k−1 = ŵ 1 ,ŵ 2 , · · · ,ŵ k−1 and formed the channel submatrix Hŵ k−1 , whereŵ i (i = 1, 2, · · · , k − 1) denotes the i-th selected receive antenna.
Theorem 1: Based on the effective RAS algorithm, we can achieve the maximum η I by selecting the k-th receive antennâ w k iteratively according tô 
where the subscript j ∈ {w 0 −ŵ k−1 }. According to (7) , it is easy to see that maximizing the term η I is equivalent to minimizing Tr[(H w H H w ) −1 ]. Therefore, (8) can be rewritten asŵ
This completes the proof. To be brief, the derivation of the k-th selected receive antennaŵ k according to the proposed IG algorithm is given in Appendix. Furthermore, the so-called IG algorithm is described in Algorithm 1.
Remark 3: When comparing with the RAS algorithm, the proposed IG algorithm can select the optimal receive antenna subsetŵ I = ŵ 1 ,ŵ 2 , · · · ,ŵ N t by (9) with a much lower computational complexity, as shown in Section IV. Update the set w 0 and substitute w 0 into (9) 6:
Computeŵ k iteratively by (9) in Theorem III.1 7: w 0 = w 0 − {ŵ k } 8: end for After selecting the receive antenna subsetŵ I with a significant reduction in computational complexity, we can use the subsetŵ I = ŵ 1 ,ŵ 2 , · · · ,ŵ N t to design the channel matrix Hŵ I ∈ C N t ×N t , which consists of N t rows of H. Then, by employing the ZF precoding, the corresponding precoding matrixP ∈ C N t ×N t can be obtained. Finally, based on (5), the signal vectorŷ ∈ C N t ×1 can be rewritten aŝ
whereẑ ∈ C N t ×1 is the AWGN vector with covariance matrix σ 2 I N t . Following (6), the IG-ML detector [21] , [24] is given by
We then can eventually obtain the correspondingÎ andŝ. Remark 4: By applying the IG algorithm to the ML detection, we derive the IG-ML detector which leads to a reduced detection complexity for the PGSM system as shown in Section IV. More specially, from (13) we see that the PGSM system with IG-ML detector is influenced by the term η I (7), which is also referred to as the equivalent channel gain.
IV. COMPLEXITY ANALYSIS
In this section, we analyze the complexity of the proposed IG-ML detection in detail. We compare the computational complexity for each symbol vector detection in terms of the average number of floating point operations (flops) [27] .
We note that the number of nonzero elements in each GSM codeword x i (1 ≤ i ≤ K ) (1) offers a trade-off between the precoding gain and the detection complexity, and then imposes an impact upon the performance of PGSM, compared to the conventional GSM system or PGSM system [28] . Let N u be the total number of active antennas at each time slot. Then, we obtain that N u = K i=1 n i . When applying the ML detector [21] to the PGSM system, the ML detector applies the exhaustive search and the number of flops is counted as (14) where Lemma 1: Let C IG denote the total number of flops when applying the proposed IG-ML detector to the PGSM system. Then, based on the IG-ML detector, the overall number of complexity computations can be obtained by (15) , shown at the bottom of next page, in which the term β i = n i log 2 ML i .
Proof: The complexity of the IG-ML detector consists of two parts which are denoted by C IG 1 and C IG 2 , respectively. The first part C IG 1 is the complexity of the ML detection used to detectÎ andŝ in (6) for K TAGs, which is equal to
where β i = n i log 2 ML i . The second part C IG 2 is the complexity of the IG algorithm computations. From the Algorithm 1, it is easy to see that it needs 2N r − 1 additions and 2 N r multiplications to computeŵ 1 . Let C AD and C MU denote the total number of additions and multiplications to computeŵ j for j ∈ {2, 3, · · · , N t } in Algorithm 1, respectively. Hence, C AD and C MU , respectively, are
and
Accordingly, the number of flops corresponding to the computations upon the real additions and real multiplications for each k-th iteration, 2 ≤ k ≤ N t , is derived in Table 1 . As a result, the overall number of complexity computations is C IG = C IG 1 + C AD + C MU + 4N r − 1. This completes the proof.
Next (7) and then obtain the maximum η I in (7), there needs a search to find the optimal receive antenna subset w I for each of the active antenna combinations. Therefore, it requires L = K i=1 L i matrix inverse operations to obtain the optimal receive antenna subset w I according to (8) . Hence, the complexity of the RAS search method C RAS is given by
We now display the number of real flops of the IG-ML detector, the OBMMSE detector and the ML detector applies the RAS search method in Fig. 2 . To be brief, we focus on the PGSM systems with N r = 12, n 1 = 1 and n 2 = 2, respectively, employing binary phase shift keying (BPSK) (M = 2). From Fig. 2 , we can see that the complexity of the IG-ML detector is much lower than that of the ML detector with RAS search method, and it is also lower than that of the OBMMSE detector when N t is large for the PGSM system.
V. SIMULATION RESULTS
In this section, we evaluate the BER performance of the proposed PGSM system with IG-ML detector in comparison with that of the PGSM system with OBMMSE detector [14] , the GSM system with ML detector [21] and an ideal precoding for the conventional GSM (IP-GSM) with ML detector. The Quadrature Phase Shift Keying (QPSK) modulation (M = 4) is employed for all the schemes.
For N t = N r = 8, n 1 = n 2 = 2, N t 1 = N t 2 = 4 and different transmitter-side and receiver-side exponential correlation parameter combinations {ρ 1 , ρ 2 }, the numerical results are given in Fig. 3 . From Fig. 3 , it is easy to see that the BER performance of the IG-ML detector outperforms that of the OBMMSE detector when considering the same correlation parameter {ρ 1 , ρ 2 } for the PGSM system. It is also shown that the gap of the BER performance between the PGSM with IG-ML detector and the PGSM with OBMMSE detector is enlarged along with the increase of the signal-tonoise power ratio (SNR) value. Due to the benefits brought by the IG algorithm introduced in Theorem III.1, essentially coming from the maximum equivalent channel gain in (7), the PGSM with IG-ML detector performs well even under different exponential correlation parameter combinations. Fig. 4 compares the BER performance simulation results between the conventional GSM [21] , the IP-GSM and the proposed PGSM systems with the detections of ML, OBMMSE and IG-ML for the scenario of N t = N r = 8, n 1 = n 2 = 2, N t 1 = N t 2 = 4 and ρ 1 = ρ 2 = 0. Due to the benefits brought by the term of the maximum η I in (7), the BER performance
FIGURE 4. BER comparisons of the PGSM system with different detection algorithms, the GSM system with ML detection and the IP-GSM system with ML detection.
FIGURE 5.
BER performance versus the different transmitter-side exponential correlation parameter ρ 1 for the GSM system with ML detector, the PGSM system with OBMMSE detector and the PGSM system with IG-ML detector.
of the PGSM with IG-ML detector outperforms that of the PGSM with OBMMSE detector by 3.5 dB at the given BER of 10 −4 as shown in Fig. 4 . Moreover, it is shown that due to the benefits coming from the iteratively selected receive antenna subsetŵ I by (9), our proposed PGSM with IG-ML detector achieves a similar BER performance in high SNR region compared to that of the IP-GSM with optimal ML detector. Fig. 5 depicts the influence of the transmitter-side exponential correlation parameter ρ 1 over the BER performance for the scenario of N t = N r = 8, n 1 = 2, n 2 = 3, N t 1 = N t 2 = 4 and with given SNR values of 5 dB and 10 dB, respectively. Noting that the performance of the PGSM system is mainly influenced by the transmitter-side correlation, we then decide to ignore the correlation caused by the receiver-side exponential correlation by simple setting ρ 2 = 0. As shown in Fig. 5 , the BER performances with the application of three detectors all degrade along with the increase of ρ 1 . Due to the benefits brought by interleaved grouping, essentially benefiting from the reduced correlation within K TAGs, the improvement in terms of BER brought by the PGSM schemes with IG-ML detector remains constant at the given SNR for a wide range of ρ 1 . Specifically, for the scenario of small value of ρ 1 , i.e., the channel correlation is moderate, a constant gain is able to be achieved by the interleaved grouping. In addition, as the BER performances of the three schemes are all vulnerable to the increased ρ 1 , the BER brought by the PGSM with IG-ML detector degrades rapidly when ρ 1 closes to its upper bound, while performs better than that of the GSM with ML detector.
VI. CONCLUSION
In this paper, we have proposed a novel PGSM system and investigated the BER performance of the PGSM-ILG scheme for correlated channels. Then, we have proposed an IG algorithm which led to the maximum η I by (7) and the optimal receive antenna subsetŵ I by (9) with low computational complexity. Finally, we have derived the IG-ML detector used for reducing the detection complexity. Simulation results have shown that the complexity of the proposed IG-ML detector is much lower than that of the ML detector applies the RAS search method and also lower than that of the OBMMSE detector when N t is large for the PGSM system. It was also shown that the PGSM with IG-ML detector could achieve a similar BER performance in high SNR region compared to that of the IP-GSM with optimal ML detector.
APPENDIX IG ALGORITHM AND DERIVATION FOR THE K-TH SELECTED RECEIVE ANTENNA
For the sake of convenience, we define k−1
where the submatrices A (1) k,j , A (2) k,j , A (3) k,j and A (4) k,j are the component parts among the the right hand side of (20) 
where the subscripts k = 2, 3, · · · , N t , j ∈ {w 0 −ŵ k−1 }. Then, according to (21) , the submatrix A (2) k,j on the right hand side of (20) can be formulated as . (22) VOLUME 6, 2018
