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ABSTRACT (ENGLISH) 
Full Name               :  [Mohammed Riaz Ahmed] 
Thesis Title             :  [Modeling Simulation and Control of Photovoltaic Reverse Osmosis  
                                     Desalination System]     
Major Field             :  [SYSTEMS ENGINEERING] 
Desalination is the process of removal of salts from seawater or brackish water to produce fresh 
water. There are various desalination techniques that are available but the most popular is the 
reverse osmosis desalination which is based on membrane separation.  This work presents the 
performance evaluation, system identification and control of a small-scale reverse osmosis 
desalination system which is intended to be used with solar panels but the solar energy is utilized 
to charge the batteries with MPPT (Maximum power point tracking). The RO system then 
operates on batteries at night, at steady pressure to ensure smooth and trouble-free operation of 
the system which is not guaranteed when the system is operated on solar energy. For the purpose 
of performance evaluation, the system is run at steady state for certain duration of time and 
corresponding current and voltage is measured every second. Other performance evaluation 
parameters namely the salt rejection, the recovery ratio and the specific energy consumption in 
kWh/m3 are also studied. Three discrete time models namely ARX, ARMAX and Output Error 
model are estimated using system identification and compared against each other. The data for 
identification is collected for the product water flow rate considering the pump motor control 
voltage as the manipulated variable. The models are also validated with a separate experimental 
dataset. Two state-space models are also developed using subspace identification and prediction 
error method and their performance is evaluated using optimal linear quadratic regulator. The 
best model was further investigated for different control penalties. Model predictive controller is 
also evaluated for the state-space model obtained from subspace identification. The model 
predictive control was investigated for the unconstrained and the constrained case and the 
robustness was also studied by considering disturbance in the input variable. Simulation results 
show that the constrained model predictive control is more suited for the given system. The 
optimal and model predictive control algorithms were developed and simulated using MATLAB.  
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ذخرٍف عٍّياخ اٌرحٍيح في . ذعشف عٍّيح إصاٌح الأِلاح ِٓ ِياٖ اٌثحش أٚ اٌّياٖ اٌّاٌحٗ عِّٛا لإٔراج اٌّاء اٌعزب تاٌرحٍيح
أشىاٌٙا ٚ طشلٙا غيش أْ أشٙش٘ا ذٍه اٌري ذعرّذ عٍٝ اٌخاصيح الإسّٛصيح اٌعىسيح اٌّعرّذج عٍٝ أخرلاف اٌرشويض عٍٝ جأثي 
يرٍخص اٌعًّ في ٘زٖ اٌشساٌح ترمييُ وفاءج ٚحذج ذحٍيح صغيشج، ذعًّ عٍٝ اٌطالح اٌشّسيح أعرّادا عٍٝ اٌخاصيح .اٌغشاء إٌّفز
يرُ إسرخذاَ اٌخلايا اٌشّسيح ٚفك . الإسّٛصيح اٌعىسيح ، إٌٝ جأة ذحذيذ اٌعلالاخ اٌشياضيح اٌري ذخضع ٌٙا ِٓ أجً اٌرحىُ تٙا
لأْٛ ذرثع اٌطالح اٌمصٜٛ ٌرٛفيش أوثش وّيح ِٓ اٌطالح اٌضٛئيح اٌّراحح في صِاْ ٚ ِىاْ ِعيٕيٓ حيث ذسرخذَ ٘زٖ اٌطالح 
ٌشحٓ اٌثطاسياخ اٌّسرخذِح في ٘زٖ اٌٛحذج اٌصغيشج حرٝ يرسٕٝ ذشغيٍٙا ٌيلا ذحد ضغظ ِسرمش ٌرجٕة اٌّشاوً اٌّرشذثح عٍٝ 
  .أسرخذاِٙا ٔٙاسا تاسرخذاَ طالح اٌشّس اٌّثاششج
يرُ ذشغيً ٘زا إٌظاَ تشىً ِسرمش ٌٛلد ِحذد ٚ يرُ في أثٕائٗ أخز لشاءاخ وً ِٓ اٌرياس ٚ فشق اٌجٙذ في وً ثأيح ِٓ اٌضِٓ  
ٚرٌه ٌرسٙيً ذحذيذ وفاءج ٘زا إٌظاَ ٚ اٌري يّىٓ إجّاٌٙا في إيجاد ٔسثح اٌرخٍص ِٓ الأِلاح  ٚ سشعح اٌرعافي ٚ وّيح اٌطالح 
  .3m/hWKإٌٛعيح اٌّسرٍٙىح تٛحذج 
 ٚ  XRA :أِا تإٌسثح ٌرحذيذ اٌعلالاخ اٌشياضيح اٌري ذخضع ٌٙا ٘زٖ اٌٛحذج، فمذ ذُ ٘زا تاسرخذاَ ثلاثح ّٔارج ٚ ٘ي
 حيث ذّد ِماسٔح ٔرائجٙا جّيعا تعضٙا تثعض، حيث ذُ ذذٚيٓ  ِعذي ذذفك اٌّاء  rorrE tuptuO ٚ ّٔٛرج  XAMRA
ٚأيضا ذّد ِماسٔح ٘زٖ إٌرائج تّجّٛعح . اٌعزب ٚ جعً ِمذاس فشق اٌجٙذ اٌىٙشتائي عٍٝ ِحشن اٌّضخح ٘ٛ اٌّرغيش الأساسي
 ٚ  sledoM ecapS-etatS إضافح إٌٝ إٌّارج اٌساتمح، فمذ ذُ تٕاء ّٔٛرجيٓ إضافييٓ إعرّادا عٍٝ . ِٓ اٌثيأاخ اٌرجشيثيح
 ٚ ذّد ِماسٔح أدائّٙا تاسرخذاَ  dohteM rorrE noitciderP ٚ  noitacifitnedI ecapsbuSإسرخذاِّٙا في طشيمري  
 حيث  rellortnoC evitciderP ledoM ِٚٓ ثُ فحص الأفضً ِّٕٙا ذحد ظشٚف ذحىُ ِخرٍفح ٚ اسرخذاِٗ ٌعًّ  RQL
ذُ فحص الأخيش ٌرعشف عٍٝ وفائرٗ ذحد ظشٚف ِحذدج ٚ غيش ِحذدج حيث تيٕد ٔرائج اٌّحاواج أْ اسرخذاَ  ٘زا اٌّرحىُ في 
  .اٌظشٚف اٌّحذدج ٘ٛ الأٔسة ٌٙزا إٌظاَ
 evitciderP ledoM ٚ  rellortnoC lamitpO ٌىً ِٓ  BALTAMٚ أخيشا ، فمذ ذُ عًّ ِحاواج تاسرخذاَ تشٔاِج 
  . ٚ جّع إٌرائج ٚ عشضٙا  rellortnoC
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Chapter 1  
INTRODUCTION 
1.1 Water Scarcity around the World 
Water is a priceless commodity for human beings for their day-to-day use.  It is highly important 
to provide safe drinkable water to the growing population and also for agricultural and industrial 
growth. It is a known fact that ninety-seven percent of all water is in the form of oceans, two-
percent is in the form of ice mass, and the rivers and lakes form the remaining percentage. 
However the ever-increasing need for safe drinking water and low-saline water for the industries 
cannot just be fulfilled by these water sources. It is a known fact that there are many regions in 
the world which are facing enormous water shortages especially the Arab world, the North 
African countries and those located in deserts [1]. Lack of good use of water resources leading to 
water scarcity is one of the most crucial challenges faced by the world in 21st century. The latest 
UN analysis states that almost 25,000 people die each day due to starvation, and more than700 
million are malnourished. Hence the need to increase food production will obviously mean an 
increase in water demand, as additional water supply would be needed for irrigation, to meet the 
challenge of more food production. The degradation in water quality has also contributed 
significantly to a number of problems of global concern, like humans consuming contaminated 
water, which often causes disease and can lead to early deaths. As per the latest UN analysis, 
around 1 billion human populations do not have access to clean drinking water, and 2.5 billion 
do not have basic sanitation services. Every day, almost 2 million tons of human waste is 
disposed of in rivers and streams which leads to serious degradation in the quality of water. This 
has pushed the humans to search for alternate fresh water source to avoid this grave condition of 
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water scarcity. Some of the other reasons that contribute to water scarcity, which cannot be 
ignored, are the ever-growing population around the world and the increasing water demands for 
industry and tourism lead to further water shortages. Pollution as well as the exploitation of 
natural sources of freshwater is equally responsible for the significant decrease in the quality and 
the quantity of available clean drinking water, worldwide [2].  
But the most obvious reason for the deterioration in water-quality is the salinization of water 
resources. Salinization is a serious issue and is the sole reason for many water bodies across the 
world becoming unsuitable for drinking purpose because of the high amounts of salinity present 
in them. The salinity problem has had some serious negative consequences on the political and 
socio-economical relations of the countries that are sharing the cross-boundary basins [3]. 
As illustrated in Fig.1.1, the Middle East, North African countries (MENA), the southern 
European Mediterranean Islands (SEMI) are the areas facing the physical and economic water 
scarcity. The physical water scarcity refers to the condition when more than 75% of a region‟s 
river flows are used for agriculture, domestic or industrial purposes. Economic water scarcity is 
when human and financial uses limit the access to water, even where water is locally available. 
 
Figure 1.1: Areas of physical and economic water scarcity [4] 
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There are many countries around the world that are facing huge shortages in the supply of fresh 
and potable water and definitely Arab world is also a representative of such countries. The 
interest in water resources is highest for the Arab since they are situated in the driest part of the 
world and also obviously due to the increasing demand for water to be used for agricultural, 
industrial and house purposes. As a result we see the Arab countries making continuous efforts 
for improving their water resources so that they can supply fresh and usable water to villages for 
agriculture and also to the urban centers to fulfill their water demands.  However, the scarcity of 
water resources has created an imbalance between the water resources that are available and the 
fresh water demand. Hence in today‟s times, the fresh water has also become a very critical 
commodity for the Arab countries, just like electricity. As evident from the projections in 
Fig.1.2, Middle East is likely to face the problem of water scarcity even in 2025. 
 
Figure 1.2: Projected Water Scarcity in 2025 [4] 
Certainly, the Middle-East is facing the most difficult challenge to fulfill the demand of its 
communities to supply fresh and potable water. It represents ten-percent of the world‟s 
geographical area and five-percent of the world‟s fresh water consumption and the scenario gets 
even harder with the ever-increasing population growth which in turn calls for higher amounts of 
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fresh-water consumption. Hence,  the need of the hour is  to  increase  the  number of  water  
resources, not just in  the  Arab countries but in all the developing countries, in general. 
1.2 Salinity, Water Classification & Health Guidelines 
Salinity, defined as the total dissolved salt content in water, is expressed in terms of the chloride 
content i.e. mg/L or ppm or total dissolved solids content (TDS). Based  on  salinity,  water  can  
be  classified  into  three  groups:   0 to 500 mg/L(ppm) is generally considered as Fresh  Water. 
Brackish Water has salinity between 500 and 30,000 mg/L(ppm) and Seawater has salinity 
greater than 30,000 mg/L, normally, in the  range  of  30,000- 50,000  ppm  in  the  form  of  total  
dissolved  salts whereas majority of the water available on earth has salinity up to 9,000 ppm. 
Figure 1.3gives a pictorial representation of classification of water based on salinity.   World  
Health Organization (WHO) standard is that, water is suitable for drinking when the  TDS  level  
is  less  than500  ppm  and  up  to 1000  ppm based  on  taste consideration (special 
cases).However, no specific health guideline has been proposed due to the fact that there is no 
data available that one can rely on in order to identify the possible deteriorating effects on health 
related to the intake of Total Dissolved Solids (TDS) in drinking water. 
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Figure 1.3: Water Classification based on Salinity [5] 
However, the intake of brackish water has been associated with health diseases, including 
diarrhea, diabetes, kidney and gastric disorders. The other pollutants of water that cause salinity 
are sulphate, fluoride, sodium, selenium etc. In China, Africa and India, for example, high 
quantity of fluoride in ground water has been the reason for causing a lot of dental problems. 
1.3 Desalination- The Answer to Water Scarcity 
Approximately, 97% of water on earth is in the form of oceans and therefore qualified as 
seawater. Of the 3% of planets fresh water, close to 70% is in the form of snow and ice and 30% 
is in the form of rivers, lakes and ground water. So even though the volume of water available on 
earth is large, less than 1% of it is suitable for drinking only after using the conventional water 
treatment only. This is where desalination comes into picture by providing means of utilizing the 
world‟s main water resource – the ocean, to obtain fresh water [6]. Hence today, we see that the 
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use of desalination techniques have increased leaps and bounds around the world especially in 
Middle East, to reduce the problem of water scarcity.  
Desalination, is a natural process which has come about on earth since thousands of years. One 
such phenomenon is when the sea water freezes near the polar region where the pure water is 
formed in the form of ice crystals without any salt content. The other phenomenon is the 
evaporation of water from sea which condenses to form pure water in the form of rain. 
But the last two to three decades, have seen immense growth and development in desalination 
technology which has improved leaps and bounds especially in driest parts of the globe like the 
Arab world and the Mediterranean. As a result, we see the installation of desalination plants in 
more than hundred countries around the globe. According to International Desalination 
Association, till 2009, there were about 14,000 desalination plants worldwide with production 
capacity of 16,000 million gallons per day. 
Today, we have a number of desalination techniques that are available and are accepted as the 
source that provides fresh water by removing salts from saline water. However, on the flip side, 
the costs for these desalination techniques can be relatively high because of its rigorous use of 
energy, but still the cost is less than other alternative energy resources that are available. Hence, 
we see a widespread increase in the use of desalination processes around the world, to obtain 
fresh quality of water which is suited for human consumption and for other purposes and this 
trend is expected to increase continuously in the coming years especially in the Arabian countries 
and parts of Africa. A visual depiction of the desalination plants installed all over the world is 
shown in Fig. 1.4. 
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Figure 1.4: Global Desalination capacities in cubic meter per day [7] 
 
As evident in Fig. 1.4, the installed capacity in Middle East is 19,360,853 m3/day. The figure 
also includes the various source water types as seawater, brackish water and waste water 
respectively with seawater indicated by color blue. Seawater desalination accounts for majority 
of water production in Middle East, followed by brackish water and waste water plays a very 
minor role. The percentage figures given inside the pie diagrams indicate the contribution to the 
water production globally. Hence the seawater desalination capacity in Middle East represents a 
whopping 61.4% of the total seawater desalination capacity across the globe.  The brackish water 
capacity represents 21.1% of the worldwide brackish water desalination capacity [7]. 
Fig.1.5 shows the installed desalination capacity related to the various sources of feed water that 
are available. The seawater desalination is the most popular, being applied at63% of all the 
installed desalination units‟ worldwide and brackish water accounting for 19% of all the installed 
desalination capacity globally. 
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Figure 1.5: Globally installed desalination capacity by feed water sources [8] 
 
1.4 Desalination Techniques 
Desalination means producing fresh water from saline water. For this, many methods have been 
proposed. Fig.1.6 shows the various desalination techniques that are available which have been 
divided into two main types namely the phase-change which is based on thermal and membrane 
separation which is based on filtration. Multi-stage flash (MSF), Multiple effect distillation 
(MED) etc fall under phase-change category whereas Reverse osmosis (RO), Membrane 
distillation (MD) and Electro dialysis fall under membrane separation desalination techniques. 
The main desalination processes are shown in Figure.6 and are explained in detail in Chapter .2. 
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Figure 1.6: Types of desalination processes [9] 
Based  on  installed  capacity  for  all  source  water  types  included,  more  than  80%  of  the  
world's desalination capacity is provided by two technologies: Multi-stage flash (MSF), and 
Reverse Osmosis(RO) (Fig.1.7). The MSF process represents more than 93% of the thermal 
process production while RO process represents more than 88% of membrane processes 
production [2]. 
 
Figure 1.7: Globally installed desalting capacity by process [9] 
1.5 Reverse Osmosis – The Most Popular in Desalination 
It is a known fact that desalination by reverse osmosis has turned out to be the leader amongst 
the desalination types mentioned above, mainly because it is available in a range of sizes and has 
low specific energy consumption (SEC), about 3-8 kWh of electric energy per m3 of freshwater 
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produced from seawater, as compared to multi-effect distillation and vapor compression 
techniques. Other advantages of RO systems include low maintenance costs and investment costs 
and the flexibility of the location of site make it the best alternative amongst the other 
desalination techniques, especially for applications in remote areas with small and medium local 
water demand. 
1.6 Reverse Osmosis – The Principle 
To understand the principle of reverse osmosis, it is important to understand the principle behind 
osmosis. Osmosis is a natural flow through a semi-permeable membrane. The direction of flow 
through the membrane is determined by the chemical potential of the solvent, which is a function 
of pressure, temperature, and concentration of dissolved solids. If there is pure water on either 
sides of an ideal semi-permeable membrane at equal pressure and temperature, then no flow 
occurs through the membrane because of the equal chemical potential on both sides. If we add 
salt to one of the sides of the semi-permeable membrane, then its chemical potential will reduce. 
As water flows from higher potential to lower potential, there is flow of water from the pure 
water side (permeate) to the saltwater side (concentrate). This is known as osmotic flow, as 
depicted in Fig.1.8, and will continue to happen until the chemical potential on both sides is 
equal again. In order to explain the principle of reverse osmosis, we consider the application of 
an external pressure to the salt solution side, greater than the osmotic pressure. This causes flow 
of solvent from the salt water side (concentrate) to the pure water side (permeate), because the 
pure water now has lower chemical potential. This phenomenon is known as Reverse Osmosis, 
better depicted in Fig. 1.8. 
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Figure 1.8: Osmosis and Reverse Osmosis Principle [10] 
 
1.7 Energy recovery devices for Reverse Osmosis& their Importance 
As mentioned earlier, the disadvantage associated with the reverse osmosis desalination is the 
high operating costs because of its rigorous use of energy. However, a very important point to be 
noted is that, once the desalination takes place, along with the fresh water that is produced, a 
large quantity of brine discharge (wastewater) also takes place. The notable point here is that the 
pressure drop across the feed-brine channel is 1-2 bar. As a result, the discharged brine carries 
large part of the energy in the feed water and can be recovered, and reused to minimize the 
overall energy cost for seawater desalination.  
There have been vast improvements in developing the energy recovery equipments to utilize the 
high-pressure brine in order to reduce the use of power to desalinate water, thereby improving 
the overall efficiency of the desalination system. However amongst all the desalination 
technologies, reverse osmosis desalination has the lowest energy requirements per unit of 
permeate that is produced. Proper term for this energy is the Specific Energy Consumption 
(SEC) measured in kWh/m3 and is used to determine the overall efficiency of the reverse 
osmosis desalination system. Correct implementation of the energy recovery systems can reduce 
the power consumption from 100kWh per 1000 gallons in 1980 to 10kWh per 1000 gallons of 
fresh water today.  
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And in today‟s times, when energy is also a big problem that the world is facing, utilizing the 
energy recovery systems to bring down the total energy consumption of desalination system by 
almost 10 times is a very productive step. Considering the fact that that the cost of power 
consumption is typically 20 to 30 percent of the total cost of desalinated water, these 
technological innovations contribute greatly to the reduction of the overall cost of seawater 
desalination. Novel energy recovery systems that work based on the pressure exchange principle 
are currently available in the market and use of these technologies is expected to further reduce 
the desalination power costs with 10 to 15 %.  
Hence in view of this major advantage that the energy recovery systems provide, we see that the 
usage of these systems in large-scale reverse osmosis desalination plants is a common practice 
but sadly the energy recovery systems are ignored when it comes to small-scale RO systems. 
Instead, they have needle valves that dissipate the energy in the concentrate and provide the 
necessary backpressure for the process. But such systems have a lot of wastage of energy and are 
pretty expensive to run. 
The main reason for the energy recovery devices not being used for small-scale applications is 
because the energy recovery practices are neglected at this level. Scaling down devices that are 
successful at the large scale does not work because clearances, tolerances and losses become 
more significant in smaller devices. Hence, positive displacement devices, pumps with built-in 
energy recovery system and Clark Pump, a pressure intensifying device, were used for the small-
scale RO systems.  
Researchers at Fraunhofer ISE, Germany developed a tool to analyze and compare the 
performance of various energy-recovery options in small-scale RO systems. Their results, 
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illustrated in Fig.1.9, clearly indicate how less the specific energy consumptions are when energy 
recovery devices are used in small-scale systems as compared to the case when the energy 
recovery devices are not implemented in RO systems. An example of energy conversion device 
would be a device that uses shaft like a hydraulic motor, pressure exchanger refers to devices 
like PX Pressure Exchanger and DWEER, pressure intensifiers refers to devices with pistons 
with variable effective areas, like a Clark Pump. 
 
Figure 1.9: Specific Energy Consumption for various energy recovery options [11] 
 
1.8 The Clark Pump 
The energy recovery device used in this work is Clark pump from Spectra Water makers, which 
is basically a pressure intensifying device. It is powered by a flow of relatively low-pressure 
water from a separate pump (well or feed-water pump).Fig. 1.10 gives a schematic of the Clark 
Pump.  
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Figure 1.10: Clark Pump Schematic [12] 
It uses the reciprocating motion of two pistons connected by a rod inside a cylindrical housing, to 
recover energy from brine (wastewater). The water from the feed water pump reaches the driving 
cylinder and pushes the rod to go through the pressurizing cylinder, which has the driven piston. 
As the rod pushes the driven piston, it circulates water on top of it, through the reverse osmosis 
membrane. The high energy-brine that is produced is fed back to the same cylinder where the rod 
is entering, thereby providing additional energy to push the rod through the cylinder.This way, 
the high-energy present in the brine is utilized to increase the pressure of feed water.A more 
detailed explanation of the working of Clark Pump in reverse osmosis desalination is given in 
Chapter .2, along with a real time picture of the Clark Pump that is used in this work. 
1.9 Reverse Osmosis Desalination Experimental Set-up 
 
Figure 1.11: Process flow diagram of Reverse Osmosis Desalination System 
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Fig.1.11 shows the process flow diagram of reverse osmosis desalination system. The process of 
water desalination is composed of several stages as shown in the figure. The two pumps (primary 
and secondary) suck water from the source into the system. Water, first passes through a pre-
filter which removes large particles from the feed water before it is circulated through the 
system. It is then distributed into two branches to be pressurized by the two pumps. After being 
pressurized by the pumps, water is passed to water accumulator which supplies high-pressure 
water as per the system‟s demand. From the accumulator, the water goes to the pressure 
intensifying device called Clark Pump which pumps it across the reverse osmosis module. The 
module desalinates the feed water thereby producing fresh water. The brine(waste water)  
produced is of very high pressure and is therefore pumped back to the Clark Pump to utilize the 
high energy of the brine, before pumping it out of the system. The pure water produced is stored 
in product tank and its conductivity is measured using a TDS meter.  Fig.1.12 shows the small-
scale experimental RO setup at KFUPM.  More detailed explanation of all the individual 
components is done in Chapter .3. 
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Figure 1.12: The small scale experimental RO setup at KFUPM 
Another important aspect of the experimental setup is that the motors driving the two feed 
pumps, have their voltages being controlled by a device called motor driver which enables us to 
vary the motor voltage on a scale of 0 to 5 volts, means that the 5v on the motor driver 
corresponds to maximum voltage on the driven motor and hence maximum pump speed. Motor 
Driver details and specifications are also explained in Chapter .3. 
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Chapter 2  
TECHNOLOGY AND LITERATURE REVIEW 
2.1Seawater desalination technologies 
There are basically two ways to achieve seawater desalination, either through thermal methods or 
by the use of membranes.  However, the industry  saw the  development  of  thermal desalination 
first,  followed  by  the  development  of  membrane  desalination  in  the second half of the last 
century. Fig.2.1 shows the relative growth of thermal and membrane desalination plants 
worldwide, in terms of the installed capacity, since the 80s and results clearly show that even 
though membrane technologies came after thermal technologies, the former has clearly 
overtaken  the  thermal methods and the trend is expected to remain the same in the near future.   
 
Figure 2.1: Membrane and thermal desalination - Installed capacity worldwide. [13] 
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2.1.1 Desalination by Evaporation 
Evaporation is the easiest method of desalination. In this process, heat is supplied to seawater to 
produce water vapor which is later condensed and collected in the form of fresh water leaving 
behind concentrated brine, similar to the natural water cycle.  The heat that is required for water 
evaporation is close to 600 kWh per cubic meter of freshwater produced [14].However, the 
disadvantage associated with this method of desalination was, the inability to recover heat as the 
heat required to condense water vapor was being transferred to a cooling medium. Industry was 
quick to identify this and later developed methods to recover heat, resulting in the technologies 
presented below.   
2.1.2 Multi-effect Distillation 
Multi-effect (ME) distillation, as compared to vapor compression has the advantage that it 
produces large quantity of fresh water from sea. This process makes use of series of vessels and 
decreasing the pressure of the complete setup is the principle used. The heat is provided to the 
initial stage only and the heating that takes place in the following stages is without any additional 
heating that is provided to the stages after the initial stage. Fig. 2.2 shows the schematic of Multi-
effect distillation. The vapor formed in the first effect transfers heat to the next stage where 
condensation as well as evaporation takes place inside the tubes and the procedure remains the 
same for the subsequent stages. 
For quick evaporation and boiling, water is sprinkled on the evaporator. The larger the stages of 
evaporation the lesser the heat needed. The main advantage of MED is the energy recuperation 
which makes it a better option as compared to evaporation. 
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Figure 2.2: Schematic of Multi-effect Desalination Plant (Khan, 1986) [14] 
 
2.1.3 Multi-stage Flash Distillation (MSF) 
This process also involves evaporation but the evaporation will occur only when the feed water 
passing through the first stage of evaporation has pressure which is smaller compared to the 
pressure needed for saturation. MSF  also  consists  of  a  number  of  cascading  stages  at 
progressively  lower  pressure,  but  energy  recovery is done in a different way compared to 
MED. 
In  MSF,  the  seawater  is  heated  up to the saturation level  and  then  enters  the  first  stage 
through a valve, where its pressure reduces below the saturation pressure. This results in rapid 
boiling (flashing) of seawater without any additional supply of heat, unlike MED.  The brine 
produced in the first stage is passed on to the next stage via another valve, resulting in further 
flashing and so on. The steam is condensed in the same stage where it was produced using the 
incoming seawater before it enters the first stage. Since no heat is exchanged with the brine, 
scale formation is reduced. In this way, condensation of seawater takes place  
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Desalination plants using Multi-stage flash technology have the highest percentage of thermal 
desalination plants installed globally and are the second biggest of all desalination technologies 
after reverse osmosis (RO). 
2.1.4 Vapor Compression 
Vapor-compression desalination method makes use of mechanical energy instead of thermal 
energy. The basic principle involved is that the saline water is sprayed on the outside of an 
evaporator tube bundle. This leads to the formation of vapor which is passed through compressor 
for required amount of compression, leading to an increase in the temperature of condensation 
and also the pressure which leads to decrease in volume. The compressed vapor is then passed 
through the evaporator bundle, where it undergoes condensation leading to the formation of 
distilled water. The condensed heat can also be used to evaporate more brine. 
This desalination process has very low specific energy consumption due to which the overall 
costs associated is also on the lower side. However, the disadvantage is that its size is very small, 
and also the quality of water that is produced is of lower quality compared to the other 
distillation processes. 
The other classification of Desalination techniques is based on membrane separation which has 
two sub-types namely Electro dialysis and Reverse Osmosis. 
2.1.5 Electro dialysis 
This technique makes use of two cases of membranes are used namely, the action membrane 
allows only positive ions and the second type of membrane which is anion allows negative ions. 
Both these membranes are held parallel to each other in the sea water with the sea water being 
subjected to current flow. This leads to the cations being attracted to the cathode, and the anions 
to the anode. And the water that passes between these two membranes is split into two flows first 
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being the fresh water and the second is waste water also known as the brine. This process is 
considered to be better at desalinating brackish water. Fig. 2.3 illustrates the electro dialysis 
principle. 
 
Figure 2.3: Electro dialysis Principle [14] 
2.1.6 Reverse Osmosis 
Reverse Osmosis is the process where water consisting of inorganic salts, suspended particles, 
soluble and insoluble solvents, aquatic organisms and other water contaminants are forced under 
pressure through a semi permeable membrane.  
A membrane is in essence a selective barrier. When two water solutions of different 
concentration such as pure water and saltwater are separated by a semi permeable membrane 
which allows the water to pass through at a very high rate, but opposes the flow of other 
constituents of water like salt. Water flows through the membrane naturally from the pure 
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waterside (high water concentration) to the saltwater side because the latter is at lower water 
concentration. This phenomenon is Osmosis. 
When water flows through the semi permeable membrane, naturally, the volumes of the two 
solutions change too and there is a hydrostatic pressure difference that develops. Water continues 
to flow until the equilibrium state is achieved. Whatever the pressure difference is, when the 
process reaches equilibrium, is known as Osmotic Pressure. At this point the  net  flow  of  water  
through  the semi permeable membrane is zero. 
If pressure is applied on the saltwater side greater than the osmotic pressure that develops due to 
osmosis, the direction of the natural osmosis  flow,  through  the  membrane, is reversed  and  
water  starts flowing  from  the  saltwater side to  the pure water side.  This phenomenon is 
Reverse Osmosis which enables the separation of salts from salt water to produce fresh water. 
When seawater is used as the feed water, the osmotic pressure difference of 25 bar and above is 
found. Hence, this is the minimum pressure that must be applied to the seawater for reverse 
osmosis to take place [15]. 
Conventional v Cross-flow Filtration 
In conventional filtration techniques, the feed water flow is perpendicular to the surface of the 
semi permeable membrane as shown in Fig. 2.4. This perpendicular flow causes quick build up 
of solids on the membrane surface leading to a decrease in permeate flux. To overcome this 
drawback, modern reverse osmosis processes use a cross-flow approach, also shown in Fig. 2.4, 
wherein the feed water is pushed along the membrane surface in a sweeping type of action. This 
type of cross flow reduces the buildup of suspended solids on the membrane surface enabling 
large water flux and improves the overall membrane efficiency. Only a small portion of the feed 
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water goes through the membrane as freshwater.  The rest of the feed water flows along the 
membrane surface along the feed-brine channel, flushing the salts out of the membrane. This 
flow is referred to as the brine or reject. 
 
Figure 2.4: Cross flow filtration [15] 
Hence, the process requires a reverse osmosis membrane for separation of salts and a high-
pressure pump to raise the pressure of the feed water to typically 50 bar or higher. The complete 
schematic of Reverse Osmosis process depicting the cross-flow as well is shown in Fig. 2.5. 
 
Figure 2.5: Schematic diagram of Reverse Osmosis Process [15] 
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2.2 Performance Evaluation Parameters 
The various performance evaluation parameters for Reverse Osmosis system is the Osmotic 
Pressure, Net-driving pressure required for reverse osmosis to take place, Permeate Recovery 
Ratio and the Salt rejection ratio. 
2.2.1 Water flow through Reverse Osmosis Membranes 
Ideally the water flow through the reverse osmosis membrane should be free and should 
completely stop the salts from passing through. However, in practical, the reverse osmosis 
membranes are not so perfect and offer some resistance to the flow of water through them. This 
implies that in addition to the minimum energy  that is required for the separation  of  salts from 
water, an additional amount of energy  is  required i.e. pressure,  to  push the  water through  the  
membrane.  Hence, the flow of product water through the membrane is proportional to the net 
pressure that is applied, which should be above the osmotic pressure. Eqn.1 represents the 
relationship between product flow rate and the net driving pressure across the reverse osmosis 
membrane. 
Product flow  Qp =  ∆P −  ∆π ∗ K ∗ A                                                                                    (1) 
Where, Qp – Product water flow rate, K – water permeability coefficient, A- Membrane area, ∆𝜋 
is the differential osmotic pressure across the membrane, ∆𝑃 is the difference of feed water and 
permeate (product water) pressures.   ∆𝑃 −  ∆𝜋  represents the net driving pressure required for 
reverse osmosis to occur. 
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2.2.2 Permeate Recovery Rate 
Another very important performance evaluation factor for a reverse osmosis desalination system 
is the recovery ratio, which is given by the ratio of product flow and the feed water flow. It is 
expressed in terms of percentage. 
Recovery Ratio = 100%  
Product  flowrate
Feedwater  flowrate
                                                                            (2) 
For seawater, the plant recovery ratio is in the range of 30-45%.It is the selection  of  an  
appropriate  recovery  ratio  which is a criteria since it involves  a  compromise between the 
amount of water to be produced, the salinity, energy consumption and life of the system 
especially the reverse osmosis membranes. 
From Eqn. 1, it can be seen that an increase in the feed water pressure would result in an increase 
in product water flow (Qp) and hence, high recovery ratio as per Eqn. 2.  However,  the 
relationship  between  the  applied  pressure  and  the  recovery  ratio  is  not that simple since 
increasing the recovery ratio means decreasing the feed water flow rate which implies an 
increase in the salt concentration on  the  feed-brine side and thereby increase in the salt flow 
across the membrane. This increase in salt concentration on feed brine side results in an increase 
in the osmotic pressure,which reduces  ∆𝑃 −  ∆𝜋  term in Eqn.1 reducing the net driving 
pressure across the membrane and decreases the product flow rate. 
2.2.3 Salt passage in Reverse Osmosis 
Ideally the RO membranes should completely stop the passage of salts through them but in 
reality they do not completely stop the passage of salt.  However, the data  sheets  of  modern  
seawater  membranes shows  salt  rejection  in  excess  of  99% . [16,17,18,19] 
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The rate of flow of salt through the membrane is driven by the concentration gradient across the 
RO membrane and is given by Eqn. 3. 
Qs = Ks ∗ A ∗ (Cavg − Cp )                                                                                                           (3) 
Where, Qs is the salt flow through the membrane, Ks is the salt permeability coefficient of the 
membrane, Cavg is the average salt concentration in feed-brine, Cp is the product concentration. 
Therefore, the final salt concentration in the product water or permeate is the ratio of salt flow 
and the water flow through the membrane given by Eqn.4. 
Salinity of product water =  
Qs
Qp
                                                                                            (4) 
Another important performance evaluation parameter, apart from Recovery Rate is the Salt 
Rejection ratio which is calculated using the salinity of product water and the salinity of feed 
water. It is given by the expression given in Eqn.5. 
Salt Rejection = 100%  1 −
Xp
Xf                                                                                       (5) 
Where Xp represents the product water salinity and Xf represents the feed water salinity. Salt 
rejection is usually expressed in terms of percentage. 
2.3 Review & Evolution of Reverse Osmosis 
The  evolution  of  reverse  osmosis  started  in  late-1950s  when  Reid et al., (1959) 
[20]showcased the compressed  membranes made of cellulose  acetate  to  decelerate  the   
dispersion  of salts  through  the  membranes  while allowing the dispersion of water. Based on 
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this, Loeb et al.,  in 1960s worked towards building the first cellulose acetate membrane which is 
asymmetric, for reverse osmosis [21]. Then the evolution of reverse osmosis saw polyamide 
composite membranes being developed during the 70s and 80s [14][22].In terms of the source 
water that reverse osmosis was tested on, it was the brackish water and later was used for the 
treatment of sea water in the late 1970s when for the first time, the commercial RO membranes 
were presented [21][23].It was in mid 1980s that Reverse osmosis started becoming increasingly 
popular and was a tough competition to the thermal desalination [24]. 
Since its beginning, reverse osmosis of both sea water and brackish water has seen giant strides 
in terms of its development, in the form of higher product flux, better salt rejection, less energy 
consumption and reduction in overall costs associated with RO desalination. Fig. 2.6 shows how 
product flux and salt rejection varied from 1978 to until 2004. The product water flux was more 
than double in 2004 compared to 1978. Salt passage continuously decreased and was found to be 
just 20% in 2004 of the value in 1978. 
 
Figure 2.6:  Specific flux and salt passage for seawater membranes.[22] 
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There has been significant reduction in the net driving pressure that is required for reverse 
osmosis as presented in Fig. 2.7 which shows the evolution of net driving pressure from 1969 to 
2004.From Fig.2.6 and 2.7, it is clear that polyamide membranes have had a significant role in 
the evolution and development of reverse osmosis. 
Apart from the developments discussed, advanced engineering of RO membranes has improved 
the membrane‟s resistance to fouling (fouling is discussed later), which naturally increases the 
life time of a membrane and at the same time reduces the maintenance costs related to its 
cleaning and replacement [25]. 
 
Figure 2.7: Net driving pressure – evolution - for brackish water membranes [22] 
Altogether, the advantages and the evolution of membrane technology and the development of 
other important reverse osmosis desalination components such as the energy recovery devices 
(Clark Pump, being used in this work), have led to significant reduction in the total energy 
consumption of reverse osmosis desalination system, which is extremely important since 
electricity is costly and as scarce as the water around the world. Hence, we see today that large 
volumes of high-quality pure water can be produced with very less specific energy consumption. 
Fig. 2.8 shows the evolution or the decrease in specific energy consumption of reverse osmosis 
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systems from 1980 to 2005. It can be seen that, the reverse osmosis used in 2005 consumes a 
quarter of the energy consumed in 1980 [26][27].   
 
Figure 2.8: Evolution of Specific Energy Consumption [26] 
 
2.4 RO Membrane Materials 
2.4.1 Cross-flow filtration 
 As mentioned earlier, the first reverse osmosis membranes that were used were made of 
cellulose acetate. Later on, since 1980s polyamide membranes dominated the desalination 
industry. In order to withstand high pressures that are needed in desalination, the membranes 
should have high physical strength and should have rigid supporting structure too. 
2.4.2 Cellulose Acetate Membranes 
As mentioned earlier, the first cellulose acetate membranes were developed in the late 1950's by 
Loeb and Sourajan. It was made from the polymer of cellulose diacetate. The latest CA 
membranes are a mixture of cellulose diacetate and triacetate. The method followed for 
construction of the membranes is a complex process which includes casting which is responsible 
for the partial removal of solvent by the process of evaporation, cold bathing is responsible for 
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removal of whatever solvent that is left after casting and lastly, annealing, at very high 
temperatures in the range of 70-100°C, is done to better the semi-permeability of the membrane, 
bringing about a substantial improvement in the ability of the membrane to reject the salt flow.  
As far as the structure of the CA membranes goes, it is very asymmetric and the rest of the 
membrane is highly porous due to which the water permeability is higher. Better salt rejection 
results can be obtained by increasing the length (time) of annealing. 
2.4.3 Polyamide Membranes 
Polyamide membranes are supported on a polysulfone layer which is highly porous. The 
thickness of these assemblies is about 0.2 mm, wherein the polyamide membrane skin thickness 
is of the order of hundred nanometers and the polysulfone supporting layer has thickness 
between 0.03-0.045 mm. The remainder of the polyamide membrane is polyester whose main 
purpose is to improve the mechanical properties of the membrane [22].  Fig. 2.9 illustrates the 
schematic of polyamide membranes. 
 
Figure 2.9: Schematic of Polyamide Membrane [22] 
Since the membrane skin thickness is small compared to the support layer, the resistance offered 
is less and higher water flow is expected because of this reason, compared to CA membranes. 
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2.4.4 Comparison of Membrane Materials 
1) The salt rejection capability and the water flow through a polyamide membrane is much better 
than cellulose acetate membrane, which means low working pressure and less specific energy 
consumption. 
2) The disadvantage associated with polyamide membranes is that they are prone to degradation 
by the presence of chlorine whereas the cellulose acetate membranes can withstand chlorine up 
to certain level.  
3) The cellulose acetate membrane has a polished surface as compared to polyamide membrane. 
Hence, CA membranes perform better than polyamide membranes in cases where the feed water 
has high chlorine content and has high fouling rate such as the surface water whereas polyamide 
is more suited for applications where regular disinfection is done, like food industry. 
2.5 Membrane Modules 
There are basically four membrane configurations that are available namely, tubular, plate type, 
hollow fiber and spiral wound. The spiral wound and hollow-fiber configurations are the most 
popular whereas the tubular and plate-type are mostly used in food industries. 
2.5.1 Plate-type membrane configuration 
The most important part of the plate-frame module is the supporting plate that is sandwiched 
between two flat sheet membranes. The membranes are sealed to the plate, to make it rigid and 
to have high resistance, through the use of locking devices, glue or directly bonded. The plate is 
porous from inside and provides a channel for the flow of permeate which is picked up from a 
tube on the side of the plate. The grooves present on the surface of the plate are to provide a side 
flow channel for the feed water. The height of the feed channel varies from 0.31 to 0.8 mm. 
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However, such type of an arrangement would result in low area-to-volume ratios, making the 
configuration very bulky. Hence, these membranes are mostly used in industrial applications 
[28]. The advantage associated is that they are easy to dismantle for proper inspection and 
maintenance. Fig. 2.10 shows the plate-frame type membrane configuration. 
 
Figure 2.10: Plate-frame membrane configuration [28] 
2.5.2 Tubular Membranes 
These modules go a step ahead of the plate-frame module configuration by increasing the surface 
are of the membrane along with all the advantages associated with plate-frame type. In this 
configuration, many tubular membranes are packed inside a tube of larger diameter which is 
porous. Such a structure is to withstand high pressures of the feed water. These membranes allow 
tangential, or cross-flow, where in the feed water is pushed along the membrane surface in a 
sweeping type action. These cross flow operate at velocities around 6-7m/sec and reduces the 
shaping of a concentration polarization layer on the membrane surface, enabling large water flux 
and easy maintenance. The tubular membrane configuration has many advantages, apart from 
their rigid construction; they have the advantage of processing suspended particles, without 
plugging. Some tubular membranes can be cleaned with the help of sponge balls which provide 
good level of cleaning and takes very less time. The typical applications where these types of 
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membrane configurations are used are the pulp and paper industry waste, waste water treatment, 
waste from oil industry etc. The life time of the tubular membranes, range from 3 up to 10 years. 
Fig. 2.11 shows few tubular membranes. 
 
Figure 2.11: Tubular membrane pictures [29] 
The above two configurations where used when reverse osmosis was in its early stages. They are 
not used much in today‟s‟ time except for the food industry and waste water treatment which 
have high membrane fouling potential.  These membranes have become obsolete because of their 
high costs and are replaced by the hollow-fiber and spiral wound membrane configurations. 
2.5.3 Hollow-fiber Module 
The hollow fiber module is made up of millions of hollow fibers (in a tubular module 
configuration), as thin as 100micrometers and as long as 2.4meters, are kept in a large pipe. The 
membrane skin which is responsible for salt-rejection is on the outside of the fiber and the feed 
water flows in radial direction through the walls of the tubes to the inside which is hollow. The 
major difference between the hollow-fiber configuration and the other two configurations 
discussed before it is that the hollow-fiber module does not need any supporting structure 
because the fibers itself are so strong that they can easily tolerate the high pressure of the feed 
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water that is required for reverse osmosis to take place. The reason for such ruggedness of the 
fibers is because their outside diameter is large (90 – 150 micrometer) compared to the inside 
diameter (30 – 70 micrometer) [22][28].  
To obtain the module configuration, the fiber bundle is folded to half its original length and a 
feed water plastic tube with holes on its surface is inserted in between the folded bundle of 
fibers, thereby increasing the length of the whole bundle.  To firmly hold the fiber bundle, it is 
sealed at both its ends in an epoxy cap. The caps at one of the two ends of the fiber bundle is cut 
perpendicularly to the fibers to allow the product water that permeates through the walls of the 
fibers, to flow out of the fibers. Finally the whole arrangement (fiber bundle with its end caps 
and the water plastic tube (distributor tube)) is put inside a cylindrical housing.  Appropriate 
external connections to the cylindrical housing are fitted to collect the product water (permeate), 
the waste water (brine) and to supply the feed water toplastic tube. Fig.2.12 shows assembly. 
 
Figure 2.12: Hollow-fiber flow pattern and assembly [29][30] 
The various advantages associated with such membrane configurations is that it occupies less 
space because of its compact design, less man-power required, high quality fresh water is 
produced and the benefits of hollow fiber membranes include the tangential flow along the 
surface of the membrane which reduces the chances of membrane fouling, membrane back-
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flushing can be done to remove suspended solids from the inside of the membrane, high amount 
of fresh water production because of the compact structure. Fig. 2.13 shows the pictures of 
hollow-fiber module with end-caps. 
 
Figure 2.13: Hollow-fiber modules with end caps [29] 
2.5.4 Spiral-wound Module 
To create a standard spiral wound membrane, we construct the flat sheet membrane using 
automated casting equipment. The process begins with polyester fabric support base and coated 
with micro-porous polysulfone layer. This provides additional support for the top 0.2 micron 
thick membrane skin (membrane barrier layer). This top barrier layer makes the actual separation 
to purify the feed water. The semi-permeable polyamide membrane consists of thin film of 
polymeric material formed on porous supporting material. The semi-permeable membrane skin is 
formed on the polysulfone substrate by interfacial polymerization of molecules containing amine 
and carboxylic acid chloride functional groups. The combination of these three layers makes a 
durable membrane flat sheet that is used in each spiral wound element.  
The membrane flat sheet is folded into half and then combined with the sheet of feed channel 
spacer. This provides turbulence and creates space between the membrane sheets to allow 
uniform flow of the water to the entire membrane surface. The leaves of membrane and feed 
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channel spacer are then combined with a sheet of permeate spacer which provides open-flow 
channels for permeate even at high pressures. The leaves are glued along each of the three 
exposed sides and then rolled around the core tube connected on the fourth side for permeate 
exit. 
With the back of the membrane completely sealed to the edges of the permeate spacer, the feed 
water is forced through the feed channel spacer contacting the barrier layer (front) of the 
membrane. Clean water or permeate passes through the membrane surface into the membrane 
channel and then flows in a spiral direction to the center of the element and is collected in the 
core tube. The spiral wound membranes are then loaded into pressure vessels and interconnected 
with additional membrane elements to fulfill any number of design specifications. Once the 
pressure vessels are sealed, the feed water can be introduced and treated. The feed water that 
does not permeate becomes enriched in salts as it travels through the feed channel spacer due to 
permeate water being removed. The permeate water flows at the end of the vessel and is 
collected as the product.  Fig. 2.14 gives a detailed illustration of the spiral wound membrane 
configuration and it‟s working.  
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Figure 2.14: Spiral wound membrane construction and working principle [31] 
Spiral wound membranes occupy large membrane area packed in a small volume which enables 
higher permeate flux and low costs. The two major reasons why the spiral wound configuration 
is not prone to membrane fouling are that it works at lower operating pressures and secondly, 
there is enough space between the membrane sheets. Due to this reason, the spiral wound can 
easily handle feed water of very poor quality. 
Spiral wound membrane is currently the most popular of all the membrane configurations and is 
dominating the reverse osmosis desalination industry and would continue to do so in the near 
future as well.   
2.6 Concentration polarization 
Whenever reverse osmosis takes place, the freshwater permeates through the membrane but the 
salt is rejected due to which a boundary layer of high salt concentration develops adjacent to the 
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membrane surface. This phenomenon is known as concentration polarization and understandably 
has a number of serious effects on the desalination process [22][28]. 
The major disadvantages associated with concentration polarization are as follows: 
1) Due to the development of salt boundary layer near the membrane surface, the osmotic 
pressure at the membrane surface increases, decreasing the net driving pressure  ∆𝑷 −  ∆𝝅  
across the membrane. 
2) Due to the decrease in Net Driving Pressure (NDP), the product water flow through the 
membrane decreases as per the product flow equation given in Equation .1. 
Product flow  Qp =  ∆P −  ∆π ∗ K ∗ A                                                            (Eqn. 1, Page .41) 
3) The concentration gradient across the membrane, which is the difference of the average salt 
concentration (Cavg) in feed-brine channel and product concentration (Cp), increases with 
concentration polarization. Hence the salt flow through the membrane which is dependent on 
concentration gradient also increases as per the equation, 
Qs = Ks ∗ A ∗ (Cavg − Cp )                                                                                   (Eqn. 3, Page .42) 
The salinity of product water which is the ratio of salt flow and water flow through the 
membrane also increases due to increase in salt flow and decrease in water flow through the 
membrane. 
4) High level of concentration polarization can reduce the life of the membrane by causing 
membrane fouling discussed in next segment. 
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2.7 Membrane Fouling 
The main reason that contributes to the decrease in membrane performance and its life is the 
membrane fouling. Hence when designing the RO system, the various ways and techniques for 
avoiding or at least good efficient management of fouling, is considered, since this determines 
how frequently the membranes need cleaning or replacement if possible. Fouling mainly occurs 
due to poor feed water quality and poor pre-treatment. 
Fouling is of many types like particle fouling, organic and inorganic fouling and scaling (soluble 
salts get deposited on the membrane surface). The various negative effects caused by membrane 
fouling is the decrease in performance and life of membrane, decrease in net driving pressure due 
to various particles getting deposited on the membrane surface, decrease in product flow, 
increase in salt flow through the membrane, increase in product water salinity, high specific 
energy consumption and high operating costs. Hence to overcome membrane fouling, good and 
efficient membrane pre-treatment should be considered which is explained in next segment. 
2.8 Reverse Osmosis Membrane Pretreatment 
Reverse Osmosis membranes are designed to remove compounds that are soluble like the 
mineral ions. The membrane structure is such that they cannot remove the large amount of 
suspended particles or solids that accumulate on its surface. If the membrane is kept in the feed 
water with these suspended particles on its surface, it will cause membrane fouling i.e. blocking 
the membrane surface, leading to a discontinuous and unsteady desalination process. Hence it is 
very important to remove these suspended solids before they reach the RO membranes. Hence 
this process of removal of suspended particles before the feed water reaches the membrane is 
known as pretreatment. The various membrane pretreatment techniques used today include 
40 
 
granular media filtration and membrane ultra filtration and micro filtration. Granular media 
filtration is basically used for small to medium sized desalination plants and ultra and micro 
filtration is mostly used in large desalination plants. Fig. 2.15 shows the pretreatment that is done 
before the feed water is passed through the membrane for reverse osmosis to take place. 
 
Figure 2.15: RO Membrane Pretreatment [6] 
The feed water has various types of suspended particles, bacteria, viruses, colloids, dissolved 
ions, organic and inorganic molecules, metals, salts etc before it goes through the pretreatment 
where large amount of suspended particles and solids are removed before it is passed to the 
reverse osmosis membrane where desalination takes place to produce fresh water as the product. 
2.9 Brine stream energy recovery and its types 
As discussed earlier, the disadvantage associated with the reverse osmosis desalination is the 
high operating costs because of its rigorous use of energy. This is overcome by utilizing the high 
energy present in brine water, for pushing the water through RO membrane, thereby minimizing 
the energy consumption of RO system.  This utilization of brine-energy is done with the help of 
an energy recovery device. The use of a proper energy recovery device can bring down the 
energy consumption by 10 times simultaneously improving system‟s efficiency.  
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Apart from improving the overall system‟s efficiency, brine-stream energy recovery systems 
have a major effect on the economics related to reverse osmosis process. While it reduces the 
specific energy consumption and therefore, the running costs of the RO plant, it also increases 
the set-up costs as well. The trade-off between these two important points is dependent on 
various factors like type and the size of the application; it is used for, the amount of energy that 
is needed, the overall cost of the system and the energy. For large RO plants, for their long-term 
running operations, the energy recovery is critical and is therefore used as it reduces the specific 
energy consumption and improves the overall efficiency of the plant. On the contrary, small RO 
systems are purchased based on the available capital costs and therefore they rarely use the 
energy recovery device. 
The first energy recovery systems were developed for large-scale desalination plants. Devices 
like the Pelton wheel and hydraulic pressure booster were used as energy-recovery devices. 
These devices use a rotating shaft for the transfer of energy from brine to the feed water. Later 
on, devices that use pistons for the transfer of energy like DWEER (Dual work exchanger energy 
recovery), Clark pump, both using two pistons and Pressure Exchangers using three pistons 
respectively, came into existence and were also very successful. Some of these devices are 
explained next. 
2.9.1 Pelton Wheel 
Pelton wheel energy recovery devices are mostly used in large RO plants. They are simple, easy 
to understand and reliable but imperfect. They make use of the high-pressure brine by feeding it 
to the pelton wheel‟s turbine. The turbine has a wheel with cup-shaped blades fixed on its 
perimeter. When the brine is directed towards pelton wheel, it hits the cups which in turn rotate 
the wheel. This rotation of wheel/turbine (coupled to the feed pump‟s shaft) produces rotating 
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power output, which is used to serve the main electric motor in driving the high-pressure feed 
pump to pressurize the feed water. There are basically two energy conversions taking place in 
Pelton: first, the hydraulic energy associated with brine to kinetic energy of the rotating shaft and 
second, from this kinetic energy of the shaft back to the hydraulic energy in feed water pump. 
Pelton wheels are generally considered to be simple and robust. They were first used for energy 
recovery in RO systems in the late 1980s but in spite of it having high efficiency in hydroelectric 
generation plants, they turned out to be inefficient in RO plants mainly because of the high 
speeds of the pump shaft that they are coupled to and the poor quality of the cups on the wheel, 
in a bid to reduce the set-up costs [33]. 
 
Figure 2.16: Pelton wheel energy recovery schematic [34] 
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2.9.2 Hydraulic turbo booster 
 
Figure 2.17: Hydraulic turbo booster Schematic [34] 
Oklejas and Oklejas [35] in the year 1990 patented the use of the turbocharger in Reverse 
Osmosis applications, for energy recovery from brine. The various commercially available 
hydraulic turbo boosters are the ones manufactured by Fluid Equipment Development Company 
(http://www.fedco-usa.com, accessed 11August 2013) and by Pump Engineering 
(http://www.pumpengineering.com, accessed 11August 2013).  The hydraulic turbo booster, as 
the name suggests makes use of hydraulic energy and transfers it from the high pressure brine to 
the feed water in RO applications. It basically consists of a turbine to be driven by the high 
pressure brine and a centrifugal pump impeller mounted on the same shaft without any motor. 
This unit is totally free from the feed water motor driven medium pressure pump as evident in 
Fig. 2.17. The concentrate stream, known as the brine, is directed to the turbine and produces a 
rotating power output which is used to drive the centrifugal pump, mounted on the same shaft, to 
increase the medium-pressure of the seawater to high pressure prior to entering the RO 
membranes.  
The turbo charger also has a bypass around it which allows the user to control the flow. This 
comes in very handy when the required brine pressure is more than what is required to boost the 
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feed water pressure.  However the disadvantage associated is that the efficiency is the product of 
efficiencies of turbine and the centrifugal pump. Hence the device operates only at peak 
efficiency when pressure and flow is less. Fig. 2.18 shows real-time picture of turbo booster. 
 
Figure 2.18: Turbo Booster Unit [34] 
 
2.9.3 DWEER Pressure Exchanger Energy Recovery 
DWEER makes use of the principle of positive displacement for the energy recovery in RO 
systems.  It makes use of two cylinders, each with a piston inside them. The use of DWEER in 
RO process is shown in Fig. 2.19. 
 
Figure 2.19: RO system with DWEER [34] 
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During one stroke, the high-pressure concentrate from RO membrane is fed to one of the two 
cylinders, where it pushes the cylinder‟s piston due to which the pressure of the feed water 
present on the other side of the piston increases. At the same time, the feed water is fed to the 
other cylinder where it pushes the cylinder‟s piston due to which the old brine (from the previous 
stroke) present on the other side of the piston is ejected out of the system. The pistons reverse 
roles on the next stroke, with the help of valves which are used to coordinate the flow of water in 
the two cylinders. A more detailed representation of DWEER is shown in Fig. 2.20. 
 
Figure 2.20: DWEER Unit Schematic [34] 
The advantage associated with the DWEER Pressure exchanger is that it transfers the pressure in 
brine (concentrate) to feed water pressure, through a piston, where the chances of the brine and 
feed waters getting mixed is very minimum. Hence the energy transfer is almost 100% in this 
scheme. Hence, such devices are considered to be much more efficient than centrifugal devices 
like the pelton wheel and turbo booster which rely on shaft for the transfer of power. 
In RO systems, there is a pressure drop between the feed water entering the RO membrane and 
the brine exiting the membrane and entering the DWEER.  Because of this pressure drop, the 
exhaust from the DWEER cannot flow to the feed water.  Another notable feature of DWEER, is 
the requirement of a booster pump, driven by a separate motor (indicated in Fig. 2.19), to boost 
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the feed water from the DWEER to match the discharge pressure of the high-pressure feed water 
pump [36]. 
2.9.4 PX Pressure Exchanger 
This device uses twelve cylinders located around the circumference of a ceramic rotor, with no 
pistons in them. The arrangement of these cylinders is like the bullet holes in a revolver. The 
ceramic rotor is the only moving part in this device.  Surrounding the rotor are two end covers 
fitted firmly to form a tight seal preventing the pressure from escaping. The rotation of the 
ceramic rotor is due to the flow of water through the device, spinning at about 1200 rotations per 
minute. The use of PX Pressure Exchanger in RO process is shown in Fig. 2.21 where the low 
pressure feed water enters the PX and gets exposed to high-pressure concentrate entering from 
the opposite end of the device, leading to transfer of pressure from concentrate to feed water. The 
used concentrate then leaves the rotor at low pressure, pushed out by fresh feed water [37]. 
 
Figure 2.21: RO Process with PX Pressure Exchanger [37] 
The absence of piston in this device may lead to slight mixing of concentrate and feed water 
which in turn might increase the feed water concentration but this is minor and can be managed. 
However, this mixing can further be reduced by increasing the speed of rotation of the ceramic 
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rotor. Like DWEER, a booster pump is used in PX too, to boost the feed water from RX to match 
the pressure of the feed water coming from high pressure pump. 
 
Figure 2.22: PX S Series Cutaway View [37] 
The cross-sectional view of a PX S Series pressure exchanger is shown in Fig. 2.22 wherein the 
water inlets and outlets and the ceramic rotor are clearly indicated. A very illustrative animation 
video showing the working of PX Pressure Exchanger is given under PX Pressure Exchanger 
Devices in [37]. 
2.9.5 Energy recovery devices for small-scale RO plants 
It is a known fact that energy recovery systems play a very important role in reducing the 
specific energy consumption of Reverse Osmosis process thereby reducing the overall costs of 
the system. Hence in view of this, we see that the implementation of energy recovery devices in 
large RO plants is a common practice. The problem is with small-scale RO systems as they do 
not have energy recovery systems. They use needle valves that provide the required back 
pressure for the RO process but it involves huge wastage of energy and thus is very expensive. 
Scaling down the large-scale energy recovery systems to make them suitable for small-scale RO 
process does not really work because of the clearances and the tolerances that are involved.  The 
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energy recovery incorporation (ERI) that manufactures large-scale pressure exchangers did 
produce small-scale pressure exchangers but found them to be prone to fouling because of lesser 
clearances. This led to the development of pumps with built-in energy recovery systems, by 
Bowie Keefer in 1980s, for use with small-scale RO systems. However, due to excessively high 
manufacturing costs, this promising idea was discontinued 
2.9.6 Hydraulic motor 
Hydraulic  motors  devices  that  transfer  energy  from  high-pressure oil  to  rotary  motion and  
are  considered to be very efficient. Apart from the oil-driven hydraulic motors, the water-driven 
hydraulic motors are also used especially in food industry where a small leakage of oil can prove 
to be extremely harmful. Danfoss (accessed Aug 12 2013) manufactured high-pressure water-
hydraulic pumps for various industrial applications like reverse osmosis, fire fighting and wood 
processing.  The hydraulic motors are used for brine-stream energy recovery to drive the electric 
motor of high-pressure pump similar to the Pelton wheel arrangement shown in Fig. 2.16 . 
2.9.7 Clark Pump 
The Clark Pump is very similar to the dual work exchanger explained in section 2.9.3, except 
that the two cylinders are next to each other (inline) and their respective pistons are connected by 
a single rod. The rod and therefore the pistons reciprocate inside the cylinders as one unit as 
shown in Fig. 2.23 by the bi-directional arrow. It is also known as the pressure intensifying 
device, manufactured by Spectra Water makers. The working mechanism is explained with the 
help of an animation in [12].  
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Figure 2.23: Clark Pump unit - Schematic 
It was Clark Permar who developed the Clark Pump, named after him, working in collaboration 
with a company called Spectra Water makers. He then gave the license to the company to 
manufacture the Clark Pump for onboard yachts and the late 1990s saw the first implementation 
of Clark Pump. 
Working Principle 
The Clark pump is powered by a flow of relatively low-pressure water from a separate pump 
(well or feed-water pump). It uses the reciprocating motion of two pistons connected by a rod 
inside a cylindrical housing as shown in Fig. 2.23, to recover energy from brine (wastewater). 
During a stroke, one cylinder functions as driving cylinder and the other functions as 
pressurizing cylinder and on the next stroke, the cylinders switch roles. Both the strokes are 
depicted in Fig. 2.24 
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Figure 2.24: Clark Pump & Stages of compression [11] 
 First, the water from the feed water pump reaches the driving cylinder and pushes its piston. 
This driving piston in turn pushes the rod to go through the center block into the pressurizing 
cylinder, which has the driven piston. As the rod pushes the driven piston, it circulates water on 
top of it, through the reverse osmosis membrane. The high energy-brine that is produced is fed 
back to the reversing valve which directs it to the same cylinder where the rod is entering, 
thereby providing additional energy to push the rod through the cylinder. As the rod enters the 
pressurizing cylinder, it pushes the water on top of the piston and since this water has no place to 
go, this leads to rise in pressure to the point where reverse osmosis can take place in the 
membrane to produce fresh water. The amount of fresh water that is produced is proportional to 
the volume of the rod entering the pressurizing cylinder. When the driven piston touches the base 
of its cylinder, the process is instantly reversed by the reversing valve, with pressurizing cylinder 
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now working as the driving cylinder and vice-versa.  The brine water under the driving piston, 
which had entered its cylinder on the previous stroke, is ejected out. This brine water ejection 
and both the stages of compression are shown in Fig. 2.24 
This way, the high-energy present in the brine is utilized to increase the pressure of feed water, 
reducing the workload on the feed pumps, to meet the desired pressure requirements, on its own. 
This improves the feed pumps‟ durability, reduces the specific energy consumption and increases 
the overall efficiency of the RO process. 
Configuration of Clark pump in Reverse Osmosis Desalination System 
The simple configuration of Clark pump used in Reverse Osmosis Desalination System is shown 
in Fig. 2.25 wherein the feed water is pumped through the system by the medium-pressure pump. 
The water is then fed to the pressure intensifying device called Clark pump which utilizes the 
high-pressure brine to further increase the feed water pressure before supplying it through the 
reverse osmosis membrane which produces fresh water and brine (waste water) as the by-
product.  The brine produced is of high-pressure and is again fed back to the Clark pump which 
again makes use of the high-pressure brine and then pumps it out of the system. 
As a result, we see that there is considerable improvement in the overall efficiency of the system 
and reduction in specific energy consumption as the feed water pump does not have to do all the 
workload in supplying the required pressure to the feed water. 
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Figure 2.25: Configuration of Clark pump in RO Desalination Systems [34] 
Qiblawey et al. [38] presented reverse-osmosis desalination technique which is powered by solar 
energy for electricity, as part of a project called ADIRA, which is funded by the European Union 
to promote a common interest called Reverse-Osmosis Desalination using Solar Energy in 
various rural areas, in accordance with various countries. The two main components are Reverse 
Osmosis System, to desalinate the water, which is able to produce 500 L of fresh water on a daily 
basis and the second being, the Photovoltaic Solar panels of 433Wp to provide electricity to run 
the RO system. As explained in the paper, the system was successful in providing clean 
drinkable water from salty water which has salt content up to 1700mg/L. The components of the 
system  are PV-Modules (as many as 8) , a solar charge regulator , RO-Membrane (as many as 4, 
working in parallel) of thin-film type made of polyamide in a spiral wound configuration, High-
Pressure Pump with open flow of 89 L/h, Feed-pump (centrifugal type) with output power of 
60W and operating flow of 35 L/min, a softener unit, two batteries each of 12V, sensors like 
feed-pressure sensor, ambient temperature sensor, water temperature sensor, pyranometer sensor 
and flow meters for measuring the permeate and feed flow.  The various parameters which were 
measured were incident solar radiation (insolation), irradiation, the peak sunshine hours, ambient 
temperature etc., and various observations were made  like the solar radiation and its influence 
on current and voltage of solar PV modules, the effect of the number of working hours of the 
system on daily production of fresh water, the effect of temperature of feed water on the salt 
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rejection (percentage) and permeate recovery keeping the operating pressure constant. The 
authors have also shown that the specific energy that is consumed decreases with an increase in 
recovery percentage, keeping the operating pressure. The performance of the system was also 
studied based on parameters like feed flow, the total dissolved solids in feed flow, the permeate 
flow and its corresponding dissolved solids.  In the end, to sum it up, what the authors have tried 
to present is to evaluate the performance of PV-RO system wherein the reverse-osmosis system 
is powered by PV panels and batteries were used to store the extra power that is produced and 
run the system at night. The system worked fine thereby achieving the goal of providing the 
supply of usable drinking water to rural areas. The permeate that was produced was in the range 
of  9.3L/h to 53L/h, based on the operating pressure and water recovery percentage. Based on the 
performance, the efficiency was calculated to be 12% with permeate being produced is of low 
TDS, around 30mg/L. 
Sobana and Panda [39] presented the literature review on the identification, modeling and the 
control aspect of Reverse Osmosis Desalination systems and presented a refined paper in 2011, 
based on their study. They started out by defining desalination as an efficient separation process 
used for removal of dissolved salts from salty or brackish water to make it usable for household 
purposes or for drinking. They described Reverse Osmosis as the best technique to achieve the 
desalination of water not because it is an efficient technique but also because it is very cost 
effective. The authors have also highlighted the fact that the performance of Reverse Osmosis 
system depends on various parameters like feed-water temperature and pressure, the amount of 
dissolved solids in the feed water and also the strength of the RO membrane to withstand the 
high feed pressure. Next, the authors have discussed the outcomes of the literature survey by 
throwing light on the parametric identification, the dynamic modeling and the control based on 
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the obtained models. Most of the dynamic models of Reverse Osmosis systems that are presented 
are in the form of transfer function matrix and also a dynamic MIMO model based on lumped 
parameter distribution by Gambier explained below. The various control techniques discussed in 
this literature survey are either PID controllers or Model Predictive Control. In the end, the 
authors have mentioned that the main reason behind the extensive research that is been done in 
Reverse-Osmosis desalination is due to the scarcity of fresh water due to factors like global-
warming and deterioration in the quality of underground water. The authors have also mentioned 
that there are basically three types of mechanistic models of membrane transport process namely 
porous, non-porous and irreversible thermodynamic models. Membrane fouling is another area 
that needs to be worked on by improving its maintenance. Also, in order to improve or increase 
the production of fresh water, the RO system needs to have a good control of the concerned 
control variables. In the end, this work enables one to understand the reverse osmosis process 
well and also the modeling and control of it in an easy and unobtrusive manner. 
Gambier et al.[40]presented a dynamic model of a reverse-osmosis desalination system for the 
purpose of control. Since reverse-osmosis is considered a very powerful tool for desalination, it 
requires an equally good control system to manage the costs. In order to achieve this, modeling 
of the RO system is very critical. There are various models that one can find related to Reverse 
Osmosis Desalination based on an identification method called parameter identification but this 
paper presents lumped dynamic modeling based on certain laws of physics. The model 
developed is implemented using MATLAB/Simulink so as to try out different plant 
configurations and test the control that is applied. Various experiments were conducted, first of 
which was, studying the permeate flow rate and the concentration for a given (constant) feed 
water temperature but at various valve openings (in percentage). It was observed that as valve 
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opening is reduced, the permeate flow rate increases thereby decreasing the salt concentration 
and improving the quality of water. Next experiment involves keeping the valve opening at a 
constant value and varying the feed temperature. It has been observed that as the temperature of 
feed water increases, the concentration of permeates first increases but decreases later since more 
permeate is being produced. Next, both valve opening and feed water temperature are varied 
simultaneously and the corresponding effects showed the salt concentration of permeate 
increasing exponentially with the increase of feed water temperature. 
Gambier [41] presented a robust PID controller based on multi-objective optimization for the 
control of desalination plant. Generally, the PID controllers that are used for desalination 
systems are not well tuned because the system parameters change every time thereby changing 
the model of RO plant. In this paper, a PID controller for permeate flow rate control is developed 
using multi-objective optimization so that this control is not very sensitive to changes in plant. 
The RO plant considered here is a small plant used for purifying the tap water. Therefore, no 
brine energy recovery device is used and neither is there a need for post-treatment of the 
permeate. For the study, the plant is considered as a Single-Input-Single-Output system with 
Brine Valve position as the Input and permeate flow rate as the output. Subspace Identification 
was carried out to obtain different models of the plant and a random model was also obtained for 
the purpose of studying the plant. The simulation that was carried out showed that the method 
gives good performance for long operating conditions. 
Chaaben et al.[42] presented a Multi-Input-Multi-Output Model for  Solar powered Reverse 
Osmosis Desalination System. The authors stressed on how important a process reverse-osmosis 
desalination is, in converting brackish water into pure water by removing the salt through 
membrane separation and also stressed on the need of a good control system to efficiently 
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control the plant. Even though there are many models that are presented related to the PV-RO 
system, this paper presents a new modeling approach by treating the plant as a Multi-Input-
Multi-Output System. The system has got two inputs namely, the angular speed of the motor 
pump and the opening of the reject valve (brine valve) and two outputs namely, the product flow 
and the salinity in the product flow. Also the salinity in the feed water is considered as a 
disturbance. The reason why the above-mentioned parameters were selected as inputs and 
outputs was because the quality of the product (pure water) is highly dependent on these 
parameters. The models presented are transfer function matrix model and the state-space model 
of 4th order. Also for validation of the selected models, some experiments were also performed 
in which one of the two inputs were varied keeping the other input constant. Validation of the 
models was done by applying the step signal to the inputs and measuring the output variables. 
This validation proved that the models can very well be used for implementation in process 
control industry for efficient run and to minimize the operating costs. 
Thomson [43] presented an extensive work on Reverse-Osmosis desalination powered by solar 
but without any batteries, as part of PhD thesis in 2003. The author worked extensively towards 
the design, construction as well as the testing of PV-RO system. The system basically works 
towards desalinating the seawater. As mentioned earlier this is a system which does not use 
batteries, hence the operation of the plant is done only during day and the quantity of fresh water 
produced varies depending upon the solar radiation on the given day.  Another notable aspect 
here is the use of Clark pump to obtain high pressure of brine stream (concentrated salt solution) 
to increase the overall efficiency of the system. Other general requirements are the same as in 
other PV-RO systems like motors, pumps, inverter etc. Maximum Power Point Tracking, 
abbreviated as MPPT, is also used to obtain the maximum power from the array of solar panels 
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that are connected. Since the amount of irradiation as well as the temperature varies throughout 
the day, the power produced by the PV panels also varies, implying that the MPP is not 
stationary. This controlling of current or voltage to make sure that the system operates at 
maximum power is what is known as MPPT. The Instrumentation involved is explain in a user-
friendly software called Lab VIEW and the modeling and testing part is done using Mat 
lab/Simulink which was done keeping in mind the basic goal of minimizing the cost of fresh 
water that is produced. To sum it up, the author was successful in developing a model for the 
battery less PV-RO system which would help in further enhancing or extending the work done in 
this thesis. Like for instance, the MPPT algorithm developed could be refined further to be used 
with other PV-RO systems. 
Palacin et al., [44] presented a paper on the initial validation of Reverse Osmosis Simulator. The 
reverse osmosis desalination plants usually have short operating times and a good control 
strategy would help to reduce this operating times even further and lowering the costs as well. 
This paper presents the validation of a simulator (dynamic) of reverse osmosis desalination 
plants which was developed earlier and this validation is based on the real-time data obtained 
from a real desalination plant. First, a brief introduction of Reverse Osmosis plant and its various 
components is given, based on which a simulator of RO plant is designed. Although there are 
various parameters of the plant that are measured like flow, pressure, pH, temperature, salt 
concentration etc, for the validation part, only pressure and flow are considered. Comparison of 
the calculated values and the real-time measured values for different flows like feed flow and 
permeate flow and different pressures like inlet pressure and outlet pressure, is done for the sake 
of validation. Hence, this paper actually highlights the importance of having a simulator for 
58 
 
Reverse Osmosis plant and validation of a part of this simulator was done by comparing 
parameters related to pressure and flow. 
Bilton et al., [45] presented a paper on PV-RO systems based on their research, which focused 
on evaluating and improving the feasibility of PV-RO systems. The authors emphasized that 
even a small-scale reverse osmosis desalination system can provide fresh water to communities 
that are deprived of natural resources like water. But for the system to be practically 
implemented, the economic as well as the technical feasibility is a criteria. Hence the authors did 
a research to evaluate and improve the feasibility of PV-RO plants. First, the authors through 
extensive research developed a method to evaluate the feasibility first and then work on it to 
improve it. They found that location is a very important factor related to feasibility of the PV-RO 
system. Research also showed that improving the overall efficiency of the system can make it 
even more feasible. PV-RO system models developed in this paper have also been validated 
using experimental data. Hence this paper serves as a motivation for the control research work 
that is being done related to PV-RO. It was concluded that geographic location is an important 
criteria for PV-RO systems to be feasible which can further be improved by improving the 
overall system efficiency. 
Joyce et al., [46] presented a small-scale reverse osmosis desalination system powered by solar 
to provide pure water to rural areas. The authors start out by highlighting the large-scale 
desalination systems and how they are used extensively all around the world to produce several 
cubic meters of fresh water everyday which requires high amount of energy to run pumps. But 
what they are presenting here is a small-scale PV-RO system which might prove to be really 
helpful to provide water to remote areas or during catastrophes when drinking water is not 
readily available. These systems can be made by employing the commercially available small 
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RO units which produce fresh water in the range of 100-500 Liters per day with pressures as low 
as 5 bars. These units can work on brackish water with salt concentration of up to 5000ppm. A 
series of experiments have been performed on this setup and a key conclusion that was made was 
that the energy consumption decreases with increase in feed pressure and feed water recovery. 
The results were used for developing a mathematical model of the system using the current-
voltage characteristics of PV-modules. And this model will also be used for estimating the 
amount of water that will be produced on yearly basis and the related cost.  
Suleimani and Nair [47] presented a reverse-osmosis desalination system powered by solar in 
Oman. The experiment was done to desalinate the brackish water (underground) at a remote 
location in Oman. The PV-RO system comprises of a pump used for pumping the well-water and 
pre-treating it to remove hydrogen sulphide, cartridge for filtering, reverse-osmosis unit and 
waste-water pond along with necessary control and instrumentation. The results related to the 
amount of water-production, the amount of energy utilized and the operating cost, proved that 
reverse osmosis desalination systems (solar driven) are highly useful in inaccessible areas that 
have scarce supply of fresh water. Also the components used in the system are easy to maintain 
and are very user-friendly. A comparison was also made between the solar energy and diesel 
alternative and it was observed that in terms of the overall costs, the solar is reasonable 
compared to diesel alternative and the overall costs of PV-RO is expected to decrease since the 
costs of PV modules would possible decline in future. To sum it up, it can be concluded that for 
remote areas PV-RO is a very good and feasible option to provide drinking water.  
Abbas [48] presented a paper on Reverse Osmosis Desalination System and its control by a 
method called Model Predictive Control, abbreviated as MPC, based on Dynamic Matrix 
Control. It‟s an advanced method of control, which is very popular in process industry. There are 
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many strategies that one can apply in MPC but the one used in this paper is Dynamic Matrix 
Control (DMC). There were two cases that were considered, first was a Single-Input-Single-
Output system with feed pressure as the input and permeate flux as the output. And in the second 
case, the feed pressure and pH were considered as inputs and permeate flow rate and 
conductivity, were considered as outputs. Also the performance of MPC was evaluated based on 
its comparison with standard PI controller, besides investigating the sensitivity of MPC to 
changes in plant parameters. Results proved that MPC is better than PI controller in terms of the 
performance and robustness. 
Alatiqi et al., [49] presented a paper on Identification and Control of a Reverse Osmosis 
Desalination system in Kuwait. They started out by highlighting the importance of having an 
efficient control system not just for Reverse Osmosis desalination but for any other plant to have 
a long-term and successful operation. In this paper, the control parameters are the permeate flux 
and its conductivity. The input parameters are the feed pressure and pH of feed pressure. 
Considering the inputs and outputs, all transfer functions seemed to have dominating first order 
response with permeates flux response being quicker than the response of conductivity. The 
membrane configuration used is that of hollow fine fiber. The control techniques used are system 
identification, Zeigler-Nichols setting and for multivariable case, log modulus tuning technique 
is used. Upon applying the control techniques, satisfactory results were obtained for set-point 
tracking. 
Greenlee et al., [50] presented the research work on Reverse Osmosis desalination, its 
technology and the challenges it faces. It‟s a known fact that RO technology has grown leaps and 
bounds since last 40 years evident from the fact that close to 80% of the shares of desalination 
plants come from reverse osmosis membrane technology. Today, we have tailored membrane 
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systems and pretreatment systems for the application of RO systems. RO desalination is basically 
done for two types of water sources namely, salt water and brackish water. The basic difference 
between the two is related to the salinity, brine concentration, membrane fouling, waste-water 
disposal options and also the location of the plant. However, the options that are available for 
pre-treatment are more or less the same for both the water sources. Also the recent advances in 
the renewable energy will allow reverse osmosis desalination to be used in remote rural areas as 
well. Also the article, presents some of the key parameters related to the two water sources like 
the contaminants  that are present, the membrane fouling and its cleaning, the system design, 
post-treatment of the product (permeate), disposal of the waste-water, the alternate energy-
sources and more importantly the costs related to the two water sources. The authors concluded 
saying that, though salt and brackish water are heavily used in large-scale plants, several 
challenges still remain which calls for further improvement in membrane technology, the use of 
energy and the treatment of the concentrate. 
Ghermandi and Messalem [51] discussed reverse osmosis desalination powered by solar, its 
current state of the art. They start out by saying that solar-driven RO-based desalination systems 
have the potential to overtake desalination that is done using fossil fuels thereby reducing the 
overall operational costs and improve the environmental sustainability. The research on solar-
powered desalination was done by analyzing 79 experimental design systems related to PV-RO, 
worldwide.  It was proven that it was cost-competitive related to other energy sources that are 
available, to be employed on a small-scale basis in remote communities. Given any favorable 
conditions a hybrid system with an additional power source works better or at least as good as a 
solar-power desalination system. Like for instance, for small-scale applications, solar energy 
combined with wind energy can achieve lower costs by deriving the best from both the 
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renewable energy sources. For large scale applications, solar along with fuel-firing can stabilize 
the overall desalination system especially during nights or when the irradiation is low. Based on 
their research, the authors conclude that solar-based desalination systems are mature enough and 
have the potential to see huge advancements in future to be applied to large-scale solar 
desalination system and also to be able to serve remote areas on a small-scale basis. 
Al-Atiqi et al., [52] presented an overview of the process control that is used in the desalination 
plants. The desalination techniques used were multi-stage flash and reverse osmosis. They 
explained that currently the classical controls used are the conventional PID and PI controllers. 
The instrumentation, the indicators and alarms formed the crux of the control system that is used. 
They concluded that in order to have good control system in place, there should be good co-
operation between the desalination industry and research centers. 
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Chapter 3  
THE EXPERIMENTAL SETUP 
3.1 The Reverse Osmosis Unit 
The battery-powered reverse osmosis desalination system at KFUPM is manufactured by Spectra 
Water makers and comprises of the following components: 
1) Spectra Clark Pump Pressure Intensifier, with a 40-inch spiral wound membrane. 
2) Primary feed pump module with fresh water flush valve. 
3) Secondary feed pump. 
4) Pre-filter. 
4) Water Accumulator. 
5) Remote Monitoring Panel. 
3.1.1 Clark pump- RO membrane module 
The Clark pump along with the spiral wound membrane is shown in Fig. 3.1. 
 
Figure 3.1: Clark Pump with RO Membrane 
As mentioned in Section 2.9.7, the Clark pump is a two-stage pressure intensifying device which 
makes use of the high pressure brine in increasing the feed water pressure to a point where 
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reverse osmosis can take place, thereby decreasing the specific energy consumption of the 
system by 75% as compared to other conventional systems. It is made up of composite materials 
and engineered plastics and is considered to be highly efficient and durable. The Clark pump 
pumps the feed water to the reverse osmosis membrane which has a spiral wound configuration 
and is 40-inch in length. The membrane produces the fresh water and feeds the waste water 
(brine) back to the Clark pump for utilization of its energy in increasing the feed water pressure.    
The Clark pump holds proper membrane pressure for a wide range of water temperatures and 
water quality without any effect on the quantity and quality of product water that is produced. 
The rugged construction of the Clark pump is to resist any kind of corrosion and requires low 
maintenance and hence considered to be highly reliable.  
For the purpose of easy servicing, the Clark pump is equipped with an easy-to-disconnect fitting 
on the brine discharge line. 
3.1.2 Feed water pumps 
The primary feed pump module fitted with fresh water flush valve and the secondary feed pump-
pre filter assembly is shown in Fig. 3.2. 
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Figure 3.2: Feed water pumps & pre-filter assembly [53] 
The two feed pumps are very efficient and at the same time very rugged and cannot be damaged 
if they are running dry or by feed water intake aeration. The system is so versatile that it can 
have both pumps to run simultaneously to obtain high quantity of product water and can also run 
on  a  single  feed  pump  for obtaining  high  efficiency. Another advantage of having two 
pumps is the redundancy factor wherein if one of the two feed pumps goes bad, the unit can still 
function perfectly on the other pump to produce fresh water. The system has got simple, easy to 
understand mechanical controls and gauges and there are no complex electronics that are 
involved. The  connections are also straightforward , with basic digital switching  and  there  are  
only  three  modules  to be mounted namely the  two feed water pumps and the Clark pump with 
the reverse osmosis membrane. Both the pumps are equipped with cooling fans to ease down the 
heating of the pumps especially during longer runs to improve the efficiency and reliability. 
The fresh water production is 7 gallons/31 liters per hour when the system is running on one 
pump and14 gallons/53 Liters an hour when the system is running on both the feed pumps. The 
power consumption in the first case is just 120W and 280W in the second case. The complete 
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unit is capable of running both on 12V and 24V.For effortless servicing and maintenance of the 
primary feed pump, it has a freshwater flush valve to enable easy flushing of fresh water.  
3.1.3 Pre-filter 
The reverse osmosis membranes are designed to remove compounds that are soluble like the 
mineral ions. However, they cannot remove the large amount of suspended particles or solids 
that are normally present in feed water. If the membrane is kept in the feed water with these 
suspended particles, then it leads to accumulation of these particles on the membrane surface, 
leading to membrane fouling i.e. blocking the membrane surface, leading to a discontinuous and 
unsteady desalination process. Hence, these suspended particles should be removed before the 
feed water reaches the membrane. For this purpose, a five-micron pre-filter is used to remove 
large particles like seaweed and debris from the feed water before it is fed to both the feed pumps 
which help in increasing the efficiency and life span of reverse osmosis systems. The pre-filter is 
shown in Fig. 3.2. 
3.1.4 Water Accumulator & Remote Monitoring Panel 
The water accumulator manufactured by SHURflo [54] is a bladder-type pressure storage 
vessel designed to hold water under high pressure. It is used just before the water is supplied to 
the Clark pump, to enable trouble-free and smooth running of Clark pump. It stores certain 
quantity of water under high pressure and supplies it only when the system demands thereby 
improving the system efficiency. 
The main use of accumulator is the energy conservation. It basically helps in assisting the output 
flow from the pumps and supplying only when the system demands. This way, it reduces the 
running time of the pumps and conserves energy. 
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It is very effective in reduction of noise caused by piston pumps in hydraulic systems. Noise 
reduction up to 90% can be achieved too in some systems. 
The electrical failure can lead to severe damages to the system. Using a fully charged water 
accumulator can supply the required amount of flow needed for the process to run smoothly. 
The remote monitoring panel indicates the feed water pressure (bar and psi) and the product 
water flow (gallon/hour and liter per hour) for continuous monitoring. The water accumulator 
and the remote monitoring panel are shown in Fig. 3.3. 
 
Figure 3.3: Water Accumulator & Remote Monitoring Panel [53] 
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Figure 3.4: Reverse Osmosis Unit at KFUPM 
The complete reverse osmosis system, manufactured by Spectra Water makers and assembled at 
KFUPM is shown in Fig. 3.4. Some of the other specifications of the reverse osmosis system 
manufactured by Spectra Water makers are given in Table 3-1. 
 
Table 3-1: Specifications of Reverse Osmosis system by Spectra Water makers [53] 
WATER PRODUCTION Gallons per day /  hour 
Output at 25
o
C Feed water 
(Rated at 35000 ppm) 
336 / 14 
(1272 Liters per day / 53 hours) 
POWER REQUIREMENTS  
Pump Horsepower 1/8 Each 
Watt/Hour per gallon 16 
Amp/Hour per gallon (12V) 1.3 
Current Draw 18Amps (12V) , 9Amps  (24V) 
TOTAL SYSTEM WEIGHT 65lbs (29.5kg) 
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3.2 Instrumentation & Data Acquisition 
The purpose of the instrumentation system is to monitor and control the important variables of 
the process. In order to determine the efficiency of the process and evaluate the quality of the 
outlet water, one needs to measure some parameters such as the flow rates and salt concentration 
for inlet and outlet water, water pressure and temperature. In addition, the instrumentation 
system is necessary to control the water pumps and apply a closed loop control for obtaining the 
desired flow rates. 
3.2.1 Data Acquisition Software -Lab VIEW 
LabVIEW software from National Instruments is perhaps the industry standard data acquisition 
package. There are many other data acquisition softwares available, but LabVIEW was found to 
be very simple, easy to understand and extremely user-friendly and provides various data 
acquisition, data analysis and data visualization tools for the user and hence was selected. Based 
on working experience in using LabVIEW, the choice still seems good.  
LabVIEW is a graphical programming language, very different from the text-based languages 
that most programmers are familiar with. It relies on graphical symbols rather than textual 
language to describe programming actions [55]. The principle of dataflow, in which functions 
execute only after receiving the necessary data, governs execution in a straightforward manner. 
The data appears to flow simultaneously through different parts of the application program, and 
this, coupled with the fact that data-acquisition is inherently time-critical, can be off-putting, 
even to well experienced text-based programmers. Data types (integers, real, Booleans, arrays 
and so on) are represented by line colors and thicknesses, and can seem awkward to 
programmers used to less strongly-typed languages such as Mat lab, Basic or Perl. As with all 
programming languages, there are innumerable ways of tackling a particular problem.  
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Used elegantly, LabVIEW can deliver impressive functionality with minimal programming. 
Conversely, using LabVIEW as if it were text-based language leads to very clumsy and limited 
programs. National Instruments provide excellent documentation both for LabVIEW itself and 
for data acquisition in general. 
The programs written in Lab VIEW are known as Virtual Instruments or VIs because visually 
they mimic the real-time physical instruments such as the knobs, gauges, multi meters etc. In 
LabVIEW, there are two important screens namely the front panel and its corresponding block 
diagram.  The front panel is built with the help of in-built tools in Lab VIEW. The front panel 
contains various controls like the dials, toggle switch, slide switch, start and stop buttons etc and 
indicators like numeric indicators, LEDs, charts and other types of displays. The function of the 
controls is to give the user-specified input to the instrument and provide the data to the block 
diagram. The function of indicators is to display the output data from the instruments which are 
the output devices. 
Whenever an object is added to the front panel, its terminus is automatically created on the block 
diagram window. Hence, if there is an object that is to be deleted, it should be done from the 
front panel and its terminus on the block diagram will automatically get deleted. However, the 
vice-versa is not true. 
An example of front panel and its corresponding block diagram is shown in Fig. 3.5. 
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Figure 3.5: Front panel (left) & its block diagram (right) in LabVIEW [55] 
3.2.2 Data Acquisition Hardware – NI USB 6009 
The data acquisition hardware used is USB-6009 [56] which is a very simple and low-cost multi-
functional I/O device from National Instruments. It is considered to be the best I/O device for 
educational purposes because of its simple structure, the ease it offers to connect devices to its 
various Analog and Digital I/O ports, its compact size and USB Plug-n-play connection.The 
device is shown in Fig. 3.6. 
 
Figure 3.6: NI USB-6009 I/O Device [56] 
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The various options the device offers are shown in Table 3-2, where its specifications are listed. 
The USB-6009 provides eight analog input channels (single-ended), two analog output channels, 
twelve digital input/output channels and USB interface with the data acquisition software. 
Table 3-2: NI USB-6009 Specifications [56] 
  NI USB-6009 Specifications 
Analog Inputs 8 
Analog Outputs 2 
Digital Inputs/Outputs 12 
Power supply through USB connection, no additional supply needed 
Provides +5V Power Supply Output 
Provides 32-bit Counter 
Compatible with Data Acquisition software Lab VIEW  
 
Figure 3.7 shows the pin diagram of USB-6009 I/O Device. The Analog input channels offer two 
configurations, single-ended analog input and differential analog input. The digital ports can be 
configured both as input as well as output. 
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Figure 3.7: USB-6009 Pin Diagram [56] 
GND represents the ground for each of the eight single-ended analog input channels, the two 
analog output channels, the digital I/Os and also the +5V & +2.5V power supply. 
AI 0-AI 7 represents the eight single-ended analog input channels with respect to ground. For 
differential measurement, two AIs combine to form one differential analog input. For eg, AI 0 & 
AI 4 combine to form one differential analog input channel 0 i.e. AI 0+, AI 0-. Similarly, the 
other differential analog input pairs are AI 1&5, AI 2&6, AI 3&7. Hence there are four 
differential analog input channels available in USB-6009. 
The analog input voltage range in single-ended configuration is +/-10V and in differential mode 
it has various ranges like +/-20V, +/-10V, +/-5V, +/-4V, +/-2.5V, +/-2V, +/-1.25V and +/-1V. 
However, for e.g. +/-20V means that  (𝑨𝑰+) −  (𝑨𝑰−) ≤ 𝟐𝟎𝑽. But individually both AI+ and 
AI- should be within +/-10V. 
AO 0-1 represents the two analog output channels and gives the analog output voltage with 
respect to the ground terminal. The analog output voltage range is 0-5V.  
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P0.0-7 & P1.0-3 represents the twelve digital input/output channels. They can be used both as 
digital input as well as digital output channels with respect to ground as the reference. 
PFI 0 represents a trigger input or a counter input with respect to the ground. 
+5V & 2.5V represent the power supply sources and serve as the output terminals. 
3.2.3Acquiring data using NI USB-6009 in Lab VIEW 
In order to use NI USB-6009 in Lab VIEW, we need to use a function called NI-DAQmx which 
is known as Data Acquisition palette, found under the Measurement I/O palette. Fig. 3.8 shows a 
screenshot wherein the Measurement I/O is highlighted and NI-DAQmx is indicated in a red 
rounded rectangular box. 
 
Figure 3.8: NI-DAQmx in Lab VIEW [57] 
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Inside the Data Acquisition palette i.e. DAQmx, there are various data acquisition functions that 
are available like read, write, triggering etc as shown in Fig. 3.9. But the easiest of all is the 
„DAQ Assistant‟ function indicated in a black rectangular box in the same figure. 
 
Figure 3.9: DAQ Assistant In Lab VIEW [57] 
For each operation, we use a separate DAQ Assistant i.e. for analog input we use one and for 
analog output we use another. If in case there are two analog inputs, they can be indicated in a 
single DAQ Assistant. Same is the case for multiple analog output signals. 
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Once we drag and drop the DAQ Assistant icon on the Block Diagram window, another pop-up 
screen appears, snapshot of which is shown in Fig. 3.10, wherein we need to mention whether we 
wish to acquire signals (analog/digital input) or generate signals (analog/digital output). 
 
Figure 3.10: DAQ Assistant - Measurement type selection [57] 
As seen in Fig. 3.10, we can either acquire analog input, counter input or digital input. The 
various analog input parameters are voltage, temperature, current etc. In this work, voltage is 
measured. 
For the sake of explanation, consider that we want to acquire analog voltage signal. Therefore, 
we first click on Acquire Signals ->Analog Input -> Voltage. When we click on voltage, another 
window appears, wherein we need to mention the analog input channel that is being used for 
measurement. The analog input channel selection window is shown in Fig. 3.11 where ai0-7 
indicate the eight available analog input channels.  
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For example, if the measurement device is connected to AI 0 with respect to ground (single-
ended mode), then ai0 is selected as shown in Fig. 3.11. Suppose if the analog voltage 
measurement is in differential mode i.e. if the measurement device is connected to AI 0 & 4, then 
ai0 is selected in the window shown in Fig. 3.11. Similarly, if the measurement device is 
connected to AI 1&5, for its voltage to be measured in differential mode, then ai1 is selected. 
 
Figure 3.11: Analog Input - Channel selection window [57] 
Suppose we have connected the measurement device to analog input channel 0, we select „ai0‟ 
and click on Finish. Another window appears, snapshot of which is shown in Fig. 3.12, wherein 
we get all the details related to the voltage measurement like the maximum and minimum value 
within which the voltage is to be measured, the terminal configuration i.e. single-ended or 
differential mode, the data sampling time and a provision to add more analog input voltage 
channels. All these important details are indicated in red rounded rectangles in Fig. 3.12. 
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Figure 3.12: Voltage Measurement -Configuration window [57] 
The sampling rate was selected as one second for this project work. This concludes the 
configuration of DAQ Assistant for acquiring of analog input signals. DAQ Assistants for other 
type of measurements can be configured in the same way. This is how NI USB-6009 is used for 
data-acquisition in this project. 
3.2.4 Logging measurement data to file 
It is very important to log the measurement data to a file for further investigation about the 
system,  understand the system better and in this case, the measurement data is logged to an 
excel file in Lab VIEW, for developing various polynomial models of reverse osmosis 
desalination system using system identification techniques. 
Lab VIEW provides us options to write the measurement data to a file and also read from the 
measurement file. These functions are „Write to Measurement File‟ and „Read from 
Measurement File‟ [58]. The location of these functions in Lab VIEW is as follows: 
 
79 
 
Functions -> Programming -> File I/O -> Write to Measurement file (For writing data to file) 
Functions ->Programming ->File I/O ->Read from Measurement file (For reading data from file) 
 
Figure 3.13: Data logging functions in Lab VIEW [57] 
The snapshot of Lab VIEW indicating the location of „Write to Measurement File‟ function and 
„Read from Measurement file‟ function under File I/O palette is shown in Fig. 3.13 indicated by 
red rounded rectangular box.  
Writing data to measurement file 
In order to write data to a file, we drag the „Write to Measurement File‟ function and drop it onto 
the Block Diagram window in Lab VIEW. We get another pop-up window known as the 
configuration screen, wherein we give all the details like the location of the file (on the hard-
drive) to which we intend to write the data to, the filename, the file format (LVM, TDMS) and 
other options as indicated in Fig. 3.14. Selecting LVM data format will write the data to a 
notepad file whereas selecting TDMS format will write it to an excel file. Likewise, there are 
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other options that are available like overwriting an already existing file or to append the data to 
the existing file keeping the previous data intact.  For our project work, we have selected TDMS 
as the file format. 
 
Figure 3.14: Write to Measurement File - Configuration Screen [57] 
Reading data from Measurement file 
In order to read the measurement data from an existing file, we drag the „Read from 
Measurement file‟ function and drop it onto the block diagram window. We get another pop-up 
window known as the configuration screen for reading data from measurement file as shown in 
Fig. 3.15. Since the data writing is done in TDMS file format, we select the same format when 
reading the data form measurement file, as shown in Fig. 3.15. 
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Figure 3.15: Read from Measurement file - Configuration Screen [57] 
3.2.5 Flow Measurement 
There are two types of flow meters used in this project, but both work on the same principle. One 
is the impeller type flow meter and the other is turbine flow rate sensor. Both give output in 
terms of electrical pulses based on which flow rate is determined. 
3.2.5.1 Impeller-type flow meter 
The flow meters used for the measurement of input flow rate are impeller or paddle-wheel type 
flow meters manufactured by OMEGA Engineering [59].These types of flow meters consist of a 
rotor with multiple-blades on its circumference, kept in the direction of liquid-flow. The wheel or 
the rotor starts spinning as the liquid hits the blade and sets the rotor spinning.The mechanism of 
these flow meters is such that as the rotor starts spinning, the flow meter gives the electrical 
pulses as the output. The higher the rotation of the wheel, the greater the number of pulses 
generated by the flow meter which indicates higher flow-rate.  
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Fig. 3.16 shows the impeller-type flow meter used in this project. 
 
Figure 3.16: FPR-301 Series Low Flow Meter [59] 
The maximum pressure that this particular type of flow meter can withstand is 150psi / 10 bar.  
The accuracy is also very good and is in the range of +/-1% of full scale. The other specifications 
like the maximum temperature, the material it is made of, the power requirement and the output 
signal type are listed in Table 3-3. Another important note about these flow meters is that they 
are factory calibrated and each meter will have its distinct K-factor, which is a numerical value 
that indicates the number of pulses per gallon flow of water through the meter. 
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Table 3-3: Specifications of FPR-301 Flow meter [59] 
Specifications of FPR-301 Series Flow Meter 
Material 
Body Polypropylene 
Rotor Polyvinylidene difluoride 
Cover Acrylic 
Maximum Pressure 150psi (10 bar) 
Maximum Temperature 160
0
F (70
0
C) 
Power 5-24Vdc, 2mA min 
Output Current sinking pulses 
 
The flow meters are connected to the analog input channels of USB-6009 Data acquisition 
device as per the connection diagram shown in Fig. 3.17.The red wire is connected to +5V dc 
voltage supplied by the data acquisition device (USB-6009) and the black wire is connected to 
the ground terminal of the same device. The white wire which carries the signal can be 
connected to any one of the analog input channels of the DAQ device.  
 
Figure 3.17: Flow meter connections [59] 
The analog channel that the flow meter is connected to is then configured in Lab VIEW using the 
„DAQ Assistant‟ function.  Another important note is to configure the analog input channel in 
single-ended mode since the signal is measured with respect to ground. A snapshot of the pulses 
generated by the two flow meters is shown in Fig. 3.18. 
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Figure 3.18: Pulses generated by the flow meters in Seconds 
3.2.5.2 Turbine Flow rate Sensor 
Another type of flow rate sensor called turbine flow rate sensor is used for measuring the product 
water flow rate. It is also manufactured by OMEGA Engineering and works on the same 
principle as the impeller-type explained earlier.  The picture and the wiring diagram of this flow 
sensor is shown in Fig. 3.19.The connections are same as impeller flow meter except that an 
external resistor is connected to ensure open collector current sink is less than 50mA. 
 
Figure 3.19: Turbine flow rate sensor and its wiring diagram [60] 
The analog channel that the flow rate sensor is connected to is configured in the same „DAQ 
Assistant‟ function box as the impeller type flow meters. The pulses generated by the product 
flow sensor are shown in Fig. 3.20. 
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Figure 3.20: Turbine flow rate sensor pulses 
3.2.5.3 Flow rate calculation 
To measure the actual flow-rate on the basis of number of electrical pulses that are being 
produced by the flow meters, a code was developed in Lab VIEW, wherein we calculate the 
number of pulses generated by the flow meters in a second and divide it by the industry-
calibrated k-factor of the respective flow meters, which is a numerical value and indicates pulses 
per gallon.  
For the flow meters used in this project, the k-factors are 1385 and 1409 Pulses per Gallon 
respectively for the two inlet flow sensors (impeller-type). These values are modified to get k-
factor in terms of Pulses per liter. For the product flow rate sensor (turbine-type), the k-factor is 
3300 Pulses per liter. These k-factors are used in the Lab VIEW code and together with a count 
of number of pulses generated per second we get an account of the flow rates of the inlet and the 
product water in liter/second. A snapshot of the code developed to calculate the flow rate based 
on pulses generated by the flow meters is shown in Fig. 3.21. 
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Figure 3.21: Block diagram for flow rate calculation 
The DAQ Assistant block is to configure analog input channels the flow meters are connected to. 
This is connected to a dedicated Lab VIEW in-built function called Threshold Detector (shown 
in Fig. 3.21) which analyzes the pulse sequence generated by the flow meters, compares it to a 
threshold value given by the user and keeps a count of peaks that exceed the threshold value. The 
sampling time is set to one second, therefore, the number of peaks or pulses generated by the 
flow meter are calculated every second. This is also indicated in Fig. 3.21. This count of pulses 
per second is divided by the K-factor given in pulses/liter, indicated on the flow meter.This gives 
the flow rate in liters per second. The value obtained can be modified to get the flow rate in liters 
per minute, as shown in Fig. 3.21. 
Another useful function in Lab VIEW is the Collector Signal, which collects all the pulses 
generated every second, and gives the volumetric flow passing through the flow meter in Liters 
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which gives us an indication of the amount of water that has passed through the flow meter. This 
is also shown in Fig. 3.21. 
3.2.6 Pressure Measurement 
The pressure sensor used for pressure measurement is MSP 300 Pressure Transducer 
manufactured by Microfused
TM
 is highly popular device because its cost is on the lower side, and 
is an ideal choice for processes involving polluted water such as reverse osmosis process. The 
main advantage of this type of pressure transducer is that there is no welding involved and hence 
is considered to be highly durable. The pressure transducer is shown in Fig. 3.22. 
 
Figure 3.22: MSP 300- Pressure Transducer [61] 
Some of the main features of MSP 300 Pressure transducer are listed in Table3-4. 
Table 3-4: Specifications of FPR-301 Flow meter [59] 
Features of MSP 300 Pressure Transducer 
1) Construction Solid and Rugged Stainless Steel 
2) Pressure Range Up to 10000 psi or 700 bars 
3) Accuracy Excellent 
4) Output mV or Amplified Output 
Apart from its top-notch accuracy and wide pressure ranges, it has also got a wide range of 
operating temperatures, no leakages, no O-Rings involved and no silicon oil involved too. The 
dimension diagram of the pressure transducer used in this project is shown in Fig. 3.23. 
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Figure 3.23: Pressure Transducer Dimensions [61] 
These pressure transducers have got different output ranges based on different codes. Also the 
wiring connections vary according to these codes. Hence the output ranges and the wiring 
connections for these codes are listed in Table 3-5. 
In our case, the pressure transducer used is of code 3. 
Table 3-5: MSP-300 - Output range & wiring connections [61] 
Output Options 
Code Output Supply (Min) Supply (Typ) Supply (Max) 
2 0 – 100mV 2.5 5 12 
3 0.5 – 4.5V 4.75 5 5.25 
4 1 – 5V 8  30 
5 4 – 20 mA 9  30 
Wiring Color Code 
Code +Supply -Supply +Output -Output 
2 Red Black  Green White 
3 Red Black White N/A 
4 Red Black White N/A 
5 Red Black N/A N/A 
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3.2.7 Temperature Measurement 
The temperature measurement is done with the help of surface-mount thermistor sensor 
manufactured by OMEGA Engineering. The surface mount or stick-on thermistor sensor used in 
this project for the measurement of water temperature is shown in Fig. 3.24. 
 
 
Figure 3.24: Thermistor Sensor [62] 
As seen in Fig. 3.24, the sensor has an adhesive material on the bottom of its surface. For the 
temperature measurement, the peel strip should be removed and the sensor should be pasted to 
any surface for measurement purpose. 
These sensors are very easy-to-use, simple in design and easy to install. Hence they are the best 
choice for temporary measurements. Because of its small-size, it has an advantage of measuring 
temperature at points which are out of reach of other conventional temperature measuring 
devices. The features of this type of temperature sensor are listed in Table 3-6. 
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Table 3-6: Features of surface-mount temperature sensor [62] 
Features of Surface-Mount Temperature Sensor 
1) Available in five different designs each with a different resistor value. 
2) Can easily be applied to surfaces that are flat or curved. 
3) Operating temperature range of -80 to 120
o
C 
4) 1 meter of 26 AWG Standard insulated and jacketed cable with stripped leads  
5) Phone plug connector – Optional 
 
The various models of this thermistor sensor based on resistance values, maximum working 
temperatures and the preferred storage temperatures are shown in Table 3-7. 
Table 3-7: Temperature Sensor - Various models [62] 
Model 
Number 
Resistance  
(at 25
o
C) 
Maximum 
Working 
Temperature 
Interchangeability 
@ 0 to 70
o
C 
Storage and 
Working 
Temperature  
SA1-TH-
44004-40-T 
2252 Ω 150oC +/- 0.2oC -80 to 120oC 
SA1-TH-
44005-40-T 
3000 Ω 150oC +/- 0.2oC -80 to 120oC 
SA1-TH-
44007-40-T 
5000 Ω 150oC +/- 0.2oC -80 to 120oC 
SA1-TH-
44006-40-T 
10000 Ω 150oC +/- 0.2oC -80 to 120oC 
SA1-TH-
44008-40-T 
30000 Ω 150oC +/- 0.2oC -80 to 120oC 
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The third and fourth model (resistance 5000 Ω and 10000 Ω) are the most popular. Another point 
to be noted is that since the thermistor gives the output in terms of voltages, it should later be 
converted to the corresponding temperature value based on specifications in the data sheet. 
3.2.8 Conductivity Measurement 
Conductivity is defined as the ability of a solution to conduct current. The amount of 
conductivity of a solution is proportional to the amount of dissolved salts in water. In other 
words, higher the amount of dissolved salts, higher would be the conductivity of water. Hence, 
the amount of dissolved salts would give us an idea about conductivity. Based on this theory, one 
can say that clean water is not a good conductor of electricity. 
The amount of salts dissolved in water is known as Total Dissolved Solids (TDS) and is usually 
measured in terms of parts per million (ppm) which gives an indication of the mount of 
impurities that are present in one million unit of water.  
In this project, the TDS in water is measured with the help of a digital handheld TDS meter from 
Spectra shown in Fig. 3.25. The meter comes with a separate carrying case shown in Fig. 3.25 
and also a belt clip making it extremely useful to carry in pockets at all times and for checking 
the salinity of water on the spot.  The TDS meter is considered to be the ideal choice for a 
process like reverse osmosis and other consumer or commercial applications and hence was 
selected for this project too for monitoring the salinities of feed water and the product water.  
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Figure 3.25: TDS Meter [63] 
The main features of this hand-held TDS Meter are [63]: 
 1) Considered to be highly-efficient and accurate. 
2)  Has a built-in thermometer too for measuring the liquid temperature. 
3)  Large LCD Display makes it easier to read. 
4)  PPM Measurement range is 0 to 9990ppm. Since the digital display has three digits, 0 to 999 
ppm is indicated with resolution of 1ppm and 1000 to 9990 the resolution is in steps of 10ppm. 
5) Has the option of holding the measurement value even after taking the meter out of the 
solution,to make it easy for recording purpose. 
6) The meter also has the option of auto turn off if it is kept idle for 10 minutes or more thereby 
preserving and increasing the life of the batteries. 
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7) Meter is factory calibrated and hence can readily be used for measurements. 
8) Because of all these advantages, it is highly preferred for consumer as well as commercial 
applications. 
The specifications of the TDS Meter are listed in Table 3-8. 
Table 3-8: TDS Meter Specifications [63] 
Specifications of hand-held TDS Meter 
TDS Range  0 to 9990 ppm 
TDS Resolution 1ppm (0 to 999), 10ppm (1000 to 9990) 
Temperature Range 0 to 80
o
C 
Temperature Resolution 0.1
o
C 
Power Button cell batteries (2 x 1.5V) 
Battery life 1000 hours 
Accuracy +/-2% 
Dimensions 15.5 x 3.1 x 2.3 cm 
Weight  76.5gms (with case), 56.7gms( without) 
 
However, when the measurements are made, the meter would show different readings for the 
same water. This is attributed to various reasons such as: 
1) The TDS meter would measure the ions that conduct electricity. However these ions are 
constantly on the move. Due to this reason, there would always be variations in the reading. 
2) Even a slightest change in water temperature would bring in changes in the conductivity. 
3) The air bubbles that have held on to the meter sensor can also vary the TDS reading. 
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4) The material holding the water can also vary the conductivity. For example, a plastic cup can 
hold the electric charges even after removal of water. Hence, if the sensor touches the walls of 
the plastic cup, it would pick these electric charges bringing about a change in conductivity. 
5) Same water with different quantities will have different conductivity readings. Water that is 
displaced or moved will also alter the reading. 
Following are the steps one needs to follow to get perfect measurements: 
1) Before measuring the TDS of a new sample, it is good to remove the excess water that has 
stayed on the meter probe. 
2) The air bubbles can vary the reading too as explained above, hence it is better to stir the TDS 
meter in the sample gently and tap it on the containers‟ walls to make sure there are no bubbles 
on the sensor. 
3) It is advisable to keep the sensor immersed in the sample for a longer time as it gives us the 
accurate reading. 
4) If one is to test the high TDS and low TDS waters one after the other, it is suggested that we 
wash off the sensor with pure water in between the two measurements to get the accurate 
readings of both the samples. 
5) To get the accurate readings, the measurements should be done at room temperature or 25
o
C is 
preferred. 
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3.2.9 Motor Driver 
The two feed water pumps have their voltages being controlled by a single 24Volts 20Amps H-
bridge Motor Driver manufactured by Devantech. The motor driver and its corresponding 
connection diagram are shown in Fig. 3.26. 
 
Figure 3.26: MD03 Motor Driver and Connection Diagram [64] 
The motor driver has four mode switches (ON/OFF) installed on the board which enables the 
motor driver to operate in different modes. Since we are using the motor driver for 0 – 5V analog 
supply mode, the four switches have the following configuration: Switches 1&4 are OFF and 
Switches 2&3 are ON. For other modes available and their corresponding switch positions, the 
motor driver datasheet can be referred. 
For the analog supply mode, the motor connected to motor terminals is controlled by 0 to 5V 
supply, with zero corresponding to motor being OFF and 5V corresponds to motor running at full 
speed. Pin SDA (data line) is connected to the analog output channel of DAQ USB-6009. We 
configure this analog output channel in Lab VIEW, to control the motor voltages from 0 to 5V. 
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Pin SCL (dock line) represents the motor direction. Since our motors run in forward direction, it 
is connected to +5V supply on the motor driver itself. The 0V Logic ground and ground of motor 
battery are internally connected as indicated by the dotted lines in Fig. 3.26. 
3.3 Measurements, Results & Discussion 
The circuit diagram implemented for the calculation of current and voltage measurements for the 
reverse osmosis desalination system is shown in Fig. 3.27. 
 
Figure 3.27: Current and Voltage Measurements Circuitry 
The two pumps, namely the primary feed pump and secondary feed pump are connected together 
across the terminals marked “MOT” on the motor driver. The power supply for the motors i.e. 
the 24Vdc battery is connected across the terminals marked +V and 0V on the motor driver. A 
standard 5V supply, required for the control logic, is provided by USB-6009 which has separate 
terminals that provide +5V supply. SDA is the I2C bus data line and is connected to the Analog 
Output port of the USB-6009.  SCL is the I2C bus dock line and decides the running direction of 
the motor. Since in this case, the motors are operated in forward direction, they are connected to 
logic 1 (+5V). 
The USB-6009 DAQ Device measures the differential voltage across the shunt resistor of value 
0.1Ohms, which enables us to measure the current taken by the setup. Similarly the voltage 
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across the motor terminals of the motor driver is also measured using a voltage divider circuit 
because the USB-6009 cannot measure voltages in excess of 20V. Hence 1.2kOhm and 
3.6KOhm resistors form the voltage divider circuit and voltage across 1.2kOhm resistor is used 
for measuring the motor voltage. Using the current and voltage measurements, the Specific 
Energy Consumption is calculated in kWh/m3. 
A snapshot of the Front panel of the LabVIEW file for the reverse osmosis desalination system, 
is shown in Fig. 3.28. Motor Voltage control on the extreme left of the front panel enables us to 
vary the pump motor voltages. The flow sensors are not designed to directly measure flow rate 
and it only gives output in the form of pulses. The numbers of pulses generated are calculated 
every second and using the flow sensors‟ K-factor given in datasheet, the flow-rate is calculated 
and simultaneously the total volumetric flow through each flow sensor. Hence for each flow 
sensor, three details are indicated namely, the flow rate in liters/min, the volumetric flow through 
the flow sensor, increasing with each passing second  and the pulses generated by the flow 
sensor every second. The operating temperature and pressure are also indicated. The total inlet 
flow, the total outlet flow and the brine flow is also indicated numerically on the front panel.  As 
explained earlier, for the current measurements, the voltage across the shunt resistor is measured, 
based on which the current taken by the setup is calculated. Hence, both, these values are 
indicated as well on the front panel. For measuring the voltage across the motors, as explained 
earlier, we use a voltage divider circuit. Hence the voltage across the 1.2kOhm resistor of the 
voltage divider circuit and the motor voltage are also indicated on the front panel. The specific 
energy consumption, measured every second, in kWh/m3 is also indicated numerically.  
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Figure 3.28: RO Process - Front panel in LabVIEW 
With the feed water salinity at 2130 ppm and the feed water temperature at 28.6degC, the setup 
is run at maximum motor control voltage of 5V and the corresponding values of current through 
the setup, the voltage across the motor, the product water flow rate and the specific energy 
consumption are monitored and recorded every second from the Lab View‟s front panel. Also 
monitored, is the product water salinity using a TDS meter. 
The variation of all the recorded parameters is shown in Fig. 3.29 through 3.33. As seen from the 
graphs, a lot of noise was encountered in the voltage across the motors, the current and the 
product flow rate due to the inherent characteristics of the system. Hence for this reason, data 
smoothing was done using a 5-point moving average filter. Hence, we see both the raw data and 
their filtered versions in the graphs. 
99 
 
 
Figure 3.29: Voltage and its smoothed version 
 
Figure 3.30: Current and its smoothed version 
However at the sampling time of one second, the exact current pattern is not observed. Hence, 
upon changing the sampling time to 1milli second, and collecting the data for duration of 32 
seconds we obtain a definite and clear pattern of the current taken by the setup. As seen in Fig. 
3.31, the current taken by the setup follows a definite pattern which can be explained by 
understanding the working principle of Clark pump explained in detail in Section 2.9.7.1. In 
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short, the Clark pump has two reciprocating cylinders which switch between driving and 
pressurizing as shown in Fig. 2.24. The switching occurs with the help of a reversing valve. The 
peaks obtained in the current amplitude graph indicate the activation of reversing valve in the 
Clark pump to allow the cylinders to switch roles.  
 
Figure 3.31: Current Amplitude at millisecond sampling 
 
Figure 3.32: Specific Energy Consumption (kWh/m3) 
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Figure 3.33: Product Flow rate (lit/min) 
Observing the graphs, it can be concluded that the average current taken by the setup was found 
to be 7.022Amps, the average voltage across the motors was 21.481V, the average Specific 
Energy Consumption was 2.585kWh/m
3
, and the average product flow rate was 1.03lit/min.  The 
product water salinity was 106 ppm, 30seconds after the start of the experiment and later settled 
at 25 ppm till the end of the experimental run. 
The salt rejection is calculated using the product water salinity and the feed water salinity as: 
𝑆𝑎𝑙𝑡 𝑅𝑒𝑗𝑒𝑐𝑡𝑖𝑜𝑛 = 100%  1 −
𝑃𝑟𝑜𝑑𝑢𝑐𝑡  𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦
𝐹𝑒𝑒𝑑𝑤𝑎𝑡𝑒𝑟  𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦
 = 100%  1 −
25
2130
 =  98.8%                     (6) 
Similarly, using the feed water flow rate, obtained by adding the flow rates at the primary and 
the secondary feed pumps respectively and the product water flow rate, one can calculate the 
Recovery or Conversion ratio of feed water to product water, as  
𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑅𝑎𝑡𝑖𝑜 = 100%  
𝑃𝑟𝑜𝑑𝑢𝑐𝑡  𝑓𝑙𝑜𝑤𝑟 𝑎𝑡𝑒
𝐹𝑒𝑒𝑑𝑤𝑎𝑡𝑒𝑟  𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒
 =  100%  
1.03
4.84+4.92
 = 10.55%                      (7) 
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For the performance evaluation done by Qiblawey et al., [38], the recovery ratio is 9% for salt 
rejection rate of 98%. The results obtained for our system is better because the recovery ratio is 
10.55% for salt rejection rate of 98.8%. Also the specific energy consumption for the 
desalination system given in [38] was 45kWh/m3 for recovery ratio of 14% and would be even 
higher if recovery ratio of 10% were to be considered. For the system presented in this work, the 
specific energy consumption is only 2.585kWh/m3 for recovery ratio of 10.55%. The reason for 
the specific energy consumption being so low for our system is because of the energy recovery 
device called Clark pump which makes use of the high-pressure brine in improving the overall 
efficiency of the system by decreasing the specific energy consumption. Hence the Clark pump 
is considered to be the main feature of the desalination system considered in this work. Also, the 
specific energy consumption of 2.585 kWh/m3 hold good in accordance with the desalination 
system given in [45] where the specific energy consumption with Clark pump was found to be 
between 2.5 and 4 kWh/m3.   
Advantage of Clark pump (Energy recovery device) 
Let power supplied by the two feed pumps is given by Pf*Qf where Pf is the feed pressure and Qf 
is the feed flow rate. Let Pm be the membrane pressure (pressure across the membrane). Let 
power lost in brine flow be denoted by Eb and given as Pb*Qb where Pb is the brine pressure and 
Qb is the brine flow rate. 
When Clark pump is used, it utilizes the high energy of the brine by pumping it back into the 
system to boost the feed pressure across the membrane. In other words, the brine water pressure 
adds to the feed pressure provided by the two pumps thereby increasing the pressure of feed 
water across the membrane. 
Power lost in brine (Eb) = Pb*Qb  = (Pm - Pf)*Qf                                                                          (a) 
Since the recovery ratio was found to be 10.5%, the brine flow rate will be 89.5% of feed flow 
rate i.e. Qb = 0.895 * Qf . Substituting the value of Qb in above equation we get, 
(Pm - Pf)*Qf  = Pb*0.895Qf                                                                                                           (b) 
Pm  = Pf + 0.895*Pb                                                                                                                      (c)                                                                                                                                                                   
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In ideal case scenario, the membrane pressure Pm is roughly equal to the brine pressure Pb.  
It follows that, 
Pm (1 – 0.895)  = Pf 
Membrane pressure (Pm) = 9.52 * Pf (Feed pressure)                                                                  (d) 
Equation. (d) shows that the membrane pressure increases by 9.52 times the feed pressure 
provided by the pumps, with the help of the high energy of brine using the Clark pump.  
During the steady-state run of the experimental setup, the feed water pressure provided by the 
two inlet pumps, indicated on the remote monitoring panel shown in Fig. 3.3 was 5 bar. With the 
help of Clark pump, we reuse the high energy of brine in increasing the feed water pressure to 
approximately 48bar using Eqn. (d). Because majority of the feed water pressure is provided by 
brine, the specific energy consumption of the desalination system is significantly less as 
compared to the case where the energy recovery device such as Clark pump is not used. 
Suppose Em is the power required to produce certain quantity of water say „W‟ m
3
, with Clark 
pump. Let Eb be the power going to the brine water which is reused in the system because of 
Clark pump. If there is no Clark pump, then the power going to the brine (Eb) is lost. Therefore 
to produce the same quantity of water i.e. W m
3
, without the Clark pump, the total power 
required would be Em + Eb. 
Therefore the Specific Energy Consumption (SEC) (Without Clark pump) = (Em + Eb) / W.     (e) 
And the Specific Energy Consumption (SEC) (With Clark pump) = (Em) / W.                           (f) 
Comparing Eqns (e) & (f), we see that the Energy Consumption with Clark pump is substantially 
less compared to the case where Clark pump is not used because the value of „Eb‟ is very large. 
Also, the performance evaluation results show that the system meets the design specifications in 
delivering the product flow rate of 1 lit/min (or 60 liters of fresh water per hour) and achieving 
the salt rejection close to 99% given in the technical specifications [53] which indicates that the 
system is working fine and the data collected from the system can be used for further analysis. In 
this case, the data collected from the system is used for system identification and control. 
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Chapter 4  
SYSTEM IDENTIFICATION AND CONTROL 
4.1 Introduction to System Identification 
The System Identification basically deals with estimating a model of a system based on the 
system‟s observed input-output data. System identification provides a lot of models that can be 
estimated for a given system based on its experimental real-time data. But, the procedure that is 
followed to compute the model from observed data has three basic requisites: 
• The input-output data: The input-output data or the experimental data are recorded during an 
experiment that is specially designed for collecting data for system identification, where it is the 
user‟s choice to identify which signals to measure and when to measure and may also choose the 
input signals. The main reason for such an experimental design is to have the data become 
maximally informative, subject to constraints that may be at hand. In other cases the user may 
not have the option of modifying the experiment for system identification, but can use the data 
directly from the normal operation of the system. 
• A set of candidate models: A set of candidate models is obtained by specifying within which 
collection of models we are going to look for a suitable one. This is no doubt the most important 
and, at the same time, the most difficult choice of the system identiﬁcation procedure. It is here 
that a priori knowledge and engineering intuition and insight have to be combined with formal 
properties of models. Sometimes the model set is obtained after careful modeling. In other cases 
standard linear models may be employed, without reference to the physical background. Such a 
model set, whose parameters are basically viewed as vehicles for adjusting the fit to the data and 
do not reﬂect physical considerations in the system, is called a black box. Model sets with 
adjustable parameters with physical interpretation may, accordingly, be called gray boxes. 
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• A rule by which candidate models can be assessed using the data: This step involves 
determining the “best” model in the set, guided by the data. The assessment of model quality is 
typically based on how the models perform when they attempt to reproduce the measured data. 
4.2 Model Validation 
After having settled on the preceding three choices, we have, at least implicitly, arrived at a 
particular model: the one in the set that best describes the data according to the chosen criterion. 
It then remains to test whether this model is “good enough,” that is, whether it is valid for its 
purpose. Such tests are known as model validation. They involve various procedures to assess 
how the model relates to observed data, to prior knowledge, and to its intended use. Deficient 
model behavior in these respects makes us reject the model, while good performance will 
develop a certain confidence in the model. A model can never be accepted as a final and true 
description of the system. Rather, it can at best be regarded as a good enough description of 
certain aspects that are of particular interest to us. 
4.3 System Identification Loop 
The system identification procedure has a natural logical ﬂow: first collect data, then choose a 
model set, then pick the “best” model in this set. It is quite likely, though, that the model first 
obtained will not pass the model validation tests. We must then go back and revise the various 
steps of the procedure. 
The model may be deficient for a variety of reasons: 
1) The numerical procedure failed to find the best model according to our criterion. 
2) The criterion was not well chosen. 
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3) The model set was not appropriate, in that it did not contain any “good enough” description of 
the system. 
4) The data set was not informative enough to provide guidance in selecting good models. 
The major part of an identification application in fact consists of addressing these problems, in 
particular the third one, in an iterative manner, guided by prior information and the outcomes of 
previous attempts. Fig. 4.1shows the system identification loop and the basic steps involved in 
system identification problem. It is an iterative process which involves going back to previous 
steps if desired results are not obtained, as indicated by the arrows. 
 
Figure 4.1: System Identification loop [65] 
As seen in Fig. 4.1, the steps involved are: 
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1) The first step is to design an experiment and collect the input-output data [66] from the 
process that is to be identified. In this case, the process is reverse osmosis desalination system. 
2) The next step would be to polish the data like removing trends and outliers, and select useful 
portions of the original data. Possibly apply filtering to eliminate the unwanted noise from the 
data. 
3) Select and define a model structure (a set of candidate system descriptions) within which a 
model is to be found. 
4) Compute the best model in the model structure according to the model fittings with the input-
output data. 
5) No model is good enough until it is validated with a separate dataset. A good model is one 
which gives good fit percentages with validation data. 
6) If the model is good enough, then stop; otherwise go back to Step 3 to try another model.  
4.4 Polynomial Models 
In this research work, three polynomial models namely ARX (Auto Regressive eXogenous 
input), ARMAX (Auto Regressive Moving Average eXogenous input), OE (Output Error) are 
estimated, validated and compared against each other based on a fixed model order. All the three 
models are subsets of a general polynomial model which uses the transfer function notion to 
express the relationship between the input (u(t)), output (y(t)) and the noise (e(t)) using Equation 
.8: 
𝐴 𝑞 𝑦 𝑡 =  
𝐵𝑖 𝑞 
𝐹𝑖 𝑞 
𝑢𝑖 𝑡 − 𝑛𝑘𝑖 +
𝐶 𝑞 
𝐷 𝑞 
𝑒(𝑡)𝑛𝑢𝑖=1                                                                             (8) 
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Where A, B, C, D and F are the polynomials expressed in terms of the time shift operator q
-1
. ui 
is the i
th
 input, nu represents the total number of inputs.  
MATLAB has an in-built toolbox called System Identification Toolbox for estimating these 
polynomial models wherein the user specifies the model order which also corresponds to the 
number of coefficients for each polynomial term included in the selected model structure. 
Table 4-1 illustrates the model structures for the ARX, ARMAX and OE models. An important 
point here is that the both the dynamic model and the noise model have common poles in A(q).  
Table 4-1: System Identification Model structures 
Model structure Equation 
1) ARX 𝐴 𝑞 𝑦 𝑡 =  𝐵 𝑞 𝑢 𝑡 + 𝑒(𝑡) 
2) ARMAX 𝐴 𝑞 𝑦 𝑡 = 𝐵 𝑞 𝑢 𝑡 + 𝐶 𝑞 𝑒(𝑡) 
3) OE 
𝑦 𝑡 =
𝐵 𝑞 
𝐹 𝑞 
𝑢 𝑡 + 𝑒(𝑡) 
 
ARX Model is probably the most simplest of all, describe the input-output relationship as a 
simple linear differential equation shown in Table 4-1. It is also known as the Equation Error 
Model. The „AR‟ refers to the autoregressive element A(q)y(t) and „X‟ refers to the extra input 
„B(q)u(t)‟. The ARX Model is given as: 
𝑦 𝑡 + 𝑎1 𝑦 𝑡 − 1 + ⋯ + 𝑎𝑛𝑎𝑦 𝑡 − 𝑛𝑎 =  𝑏1𝑢 𝑡 − 1 + ⋯ + 𝑏𝑛𝑏𝑢 𝑡 − 𝑛𝑏 + 𝑒(𝑡)              (9) 
The ARMAX Model is similar to the ARX Model but also describes the properties of the 
disturbance term e(t). In other words, in ARMAX Model, we add the flexibility of including the 
moving average of white noise. Hence we see an additional polynomial term „C(q)‟ in ARMAX 
Model as seen in Table 4-1. The ARMAX Model is given as: 
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𝑦 𝑡 + 𝑎1 𝑦 𝑡 − 1 + ⋯ + 𝑎𝑛𝑎𝑦 𝑡 − 𝑛𝑎 = 𝑏1𝑢 𝑡 − 1 + ⋯ + 𝑏𝑛𝑏𝑢 𝑡 − 𝑛𝑏 + 𝑒 𝑡 +
𝑐1𝑒 𝑡 − 1 + ⋯ + 𝑐𝑛𝑐𝑒 𝑡 − 𝑛𝑐                                                                                                   (10) 
Considering the ARMAX Model, if we replace the polynomial C(q) with A(q), we get the 
„Output Error‟ Model as given in Eqn.11. 
𝐴 𝑞 𝑦 𝑡 = 𝐵 𝑞 𝑢 𝑡 + 𝐶 𝑞 𝑒 𝑡  (𝑇ℎ𝑒 𝐴𝑅𝑀𝐴𝑋 𝑀𝑜𝑑𝑒𝑙) 
𝐴 𝑞 (𝑦 𝑡 − 𝑒 𝑡 ) = 𝐵 𝑞 𝑢 𝑡                                                                                                  (11) 
The difference between the output y(t) and white noise e(t) is the undisturbed output say w(t). 
Hence the Output Error Model gives the relationship between the undisturbed output w(t) and the 
input u(t).           
Continuing from Eqn. 11, let 𝑦 𝑡 − 𝑒 𝑡 =  𝑤 𝑡 (𝑈𝑛𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑒𝑑 𝑂𝑢𝑡𝑝𝑢𝑡) . Also let F(t) 
represent the polynomial term for the undisturbed output w(t). Then the output-error model 
would look like Eqn. 12: 
𝑤 𝑡 + 𝑓1  𝑤 𝑡 − 1 + ⋯ + 𝑓𝑛𝑓𝑤 𝑡 − 𝑛𝑓 =  𝑏1𝑢 𝑡 − 1 + ⋯ + 𝑏𝑛𝑏𝑢 𝑡 − 𝑛𝑏                        (12) 
where  w t = y t − e(t) and the polynomial term F q = 1 + f1q
−1 + ⋯ + fnf q
−nf  . 
Finally, substituting the value of w(t) in equation (12) and re-arranging terms , we get the final 
equation for Output Error Model as: 
𝑦 𝑡 =
𝐵 𝑞 
𝐹 𝑞 
𝑢 𝑡 + 𝑒(𝑡)                                                                                                              (13) 
First, the experimental data was collected for the product flow rate by varying the motor driver 
control voltage in steps and around 855 samples of data were collected. This data was detrended 
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to remove means, offsets from the regularly sampled data. Now the models developed  based on 
the detrended data will describe how changes in input gives changes in output but doesn‟t 
explain the actual signal levels which is completely normal. The data was also filtered to remove 
the unwanted noise, to obtain a dataset which is good for system identification.  
The first half of the collected data was used for developing models and the second half was used 
for validating the models. For comparison purpose third order polynomial models were estimated 
and compared against each other to find the best model amongst the model set. The system 
identification results and the comparison of the third order models with the actual data is shown 
in Fig. 4.2. No model is good enough until it is validated with a separate dataset. Hence Fig. 4.3 
shows the comparison of validation data and the three model outputs.  From the figures, it is 
clear that when third order polynomial models are estimated, all the three models are good at 
replicating the actual data but the Output Error Model has the highest fit percentage when 
compared to the data used for system identification and also the data used for validation. 
 
Figure 4.2: Comparison of ARX, ARMAX, OE Models with Measured data 
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Figure 4.3: Validation of ARX, ARMAX, OE Models with Validation data 
The third order polynomial equations obtained from system identification and the respective fit 
percentages for the three models are shown in Table 4-2. 
Table 4-2: Polynomial models, their equations and fit percentages 
Model 
structure 
3
rd
 Order Model Equations Fit Percentages 
1) ARX 
A q y t =  B q u t + e(t) where, 
A(q) = 1 - 2.369 q
-1
 + 2.142 q
-2
 - 0.7169 q
-3
 
B(q) = 0.05271 q
-1
 - 0.07145 q
-2
 + 0.03055 q
-3
 With Measured data: 68.42% 
With Validation data: 70.02% 
2) ARMAX 
A q y t = B q u t + C q e(t) where, 
A(q) = 1 - 2.229 q
-1
 + 1.958 q
-2
 - 0.6546 q
-3
 
B(q) = 0.05807 q
-1
 - 0.07422 q
-2
 + 0.03185 q
-3
 
C(q) = 1 + 2.949 q
-1
 + 2.899 q
-2
 + 0.9503 q
-3
 
With Measured data: 70.47% 
With Validation data: 70.46% 
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3) OE 
y t = (B(q) F(q)) u t + e(t) where, 
B(q) = 0.1966 q
-1
 - 0.3073 q
-2
 + 0.1126 q
-3
 
F(q) = 1 - 0.9594 q
-1
 - 0.657 q
-2
 + 0.6279 q
-3
 
With Measured data: 75.52% 
With Validation data: 72.43% 
 
The chart depicting the fitness percentage levels for the three polynomial models, with the data 
used for modeling and the validation data is shown in Table 4-3. 
Table 4-3: Fit percentages of ARX, ARMAX, OE models with experimental data 
 
 
4.5 State-space System Identification 
Another type of system identification is to estimate the state-space models from the experimental 
data. There are two methods of system identification by which state-space models can be 
computed based on experimental data. They are subspace identification and prediction error 
method. 
The subspace identification method [67] is a non-iterative method of estimating discrete time 
state-space models and prediction error method is an iterative estimation method that minimizes 
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prediction error. These models can be estimated in MATLAB environment using the commands 
n4sid and pem.  The general format of the discrete state-space model is given in Eqn. 14 as: 
x t + Ts = Ax t + Bu t + Ke t                                                                                            (14)        
y t = Cx t + Du t + e(t) 
Where „x‟ represents the state vector, „u‟ represents the input vector and „y‟ represents the output 
vector. A, B, C, D and K matrices are state-space matrices estimated by system identification. 
They represent the system dynamics and are known as model coefficients. 
4.5.1 Subspace Identification 
The subspace identification method was developed in eighties and is based on the QR 
factorization and the Singular Value Decomposition (SVD) [68]. Some of the key features of 
subspace identification are [69]: 
1) It gives the minimum realization of the model in the state-space form. 
2) The state-space model is estimated using the experimental data and doesn‟t require to 
construct a priori parameterization. The only detail required for subspace identification is the 
model order, which is determined by means of the inspection of the dominant singular values of 
a matrix that is calculated during the identification process. 
3)Subspace Identification is a non-iterative procedure and do not require any non-linear 
optimization. Hence they do not pose problems related to convergence, local minima or 
sensitivity to the parameter values (initial values). Also they have less computation as compared 
to other techniques like Prediction Error Minimization (PEM) [70] method. 
4) There is no criterion for the initial condition to be mentioned and can be considered as zero. 
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The subspace identification algorithms present the next common steps [71]: 
Construct the input and output Hankel matrices, which are formed using the input and output 
measurements,  𝑢𝑘 𝑘=1
𝑁  and  𝑦𝑘 𝑘=1
𝑁  [69] as given by Eqn. 15. 
𝑈0|𝑘−1 =  
𝑢(0) 𝑢(1) … 𝑢(𝑁 − 1)
𝑢(1) 𝑢(2) … 𝑢(𝑁)
⋮ ⋮ ⋱ ⋮
𝑢(𝑘 − 1) 𝑢(𝑘) … 𝑢(𝑁 − 𝑘 + 2)
                                                                                             (15) 
The block Hankel matrix for output data (Y0|k-1) is constructed in a similar fashion as in Eqn. 15 
and QR decomposition is realized from these matrices [68]. The singular value decomposition 
(SVD) is performed on the low dimensional rank-deficient R-component to find the extended 
observability matrix. 
The two state-space identification methods differ from each other in terms of how these steps are 
computed. After these three common steps, the procedure followed for determining the matrices 
A, B, C, D and K is completely different and varies according to the method used [71]. 
The subspace identification is based on the work done by Van Overschee and De Moor [69]. 
For notational convenience, let p and f denote the past and future respectively. Hence we define 
the past-data as Up: = U0|k-1 and Yp: = Y0|k-1 and future-data as Uf : = Uk|2k-1 and Yf : = Yk|2k-1. The 
joint past data is denoted by 𝑊𝑝 ∶=   
𝑈𝑝
𝑌𝑝
  and the joint future data is denoted by 𝑊𝑓 ∶=   
𝑈𝑓
𝑌𝑓
 . 
Let the LQ decomposition be given by 
 
𝑈𝑓
𝑊𝑝
𝑌𝑓
 =   
𝑅11 0 0
𝑅12 𝑅22 0
𝑅13 𝑅23 𝑅33
  
𝑄 1
𝑇
𝑄 2
𝑇
𝑄 3
𝑇
                                                                                                  (16) 
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where R11 ϵ R
km x km
, R22 ϵ R
k(m+p) x k(m+p)
 and R33 ϵ R
kp x kp
 are diagonal elements and Qi (i=1, 
2, 3) are orthogonal matrices.  
Let the oblique projection of Yf onto joint-past Wp along future Uf is given by, 
𝜉 = 𝐸 ||𝑈𝑓  𝑌𝑓  𝑊𝑝} =  𝑅32𝑅22
+ 𝑊𝑝                                                                                                (17)                                     
where (.)
+
 denotes the pseudo inverse. We can show that ξ can be factored as a product of 
extended observability matrix Ok and future state vector Xf := [ x(k)  . . . x(k+N-1)] ϵ R
nxN
. It 
thus follows that,  
𝜉 = 𝑂𝑘𝑋𝑓 =  𝑅32𝑅22
+ 𝑊𝑝                                                                                                               (18) 
Suppose the Singular-value decomposition (SVD) of ξ is given by  
ξ = U∑VT                                                                                                                                    (19)   
with rank(∑) = n. Thus we can take the extended observability matrix as  
𝑂𝑘 =  𝑈 
1/2                                                                                                                               (20) 
Substituting the value of ξ and 𝑂𝑘  from Equations .19 and .20 in Equation .18, it follows that the 
value of state vector Xf is obtained as 
𝑋𝑓 =  𝑂𝑘
+𝜉 =   1/2𝑉𝑇                                                                                                                  (21) 
We define the following matrices with N-1 columns as, 
𝑋 𝑘+1  ∶= [𝑥𝑘+1 … 𝑥𝑘+𝑁−1]                                                                                            (22) 
𝑋 𝑘  ∶= [𝑥𝑘+1 … 𝑥𝑘+𝑁−2]                                                                                                (23) 
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𝑈 𝑘 |𝑘  ∶= [𝑢𝑘 … 𝑢𝑘+𝑁−2]                                                                                                (24) 
𝑌 𝑘|𝑘  ∶= [𝑦𝑘 … 𝑦𝑘+𝑁−2]                                                                                                 (25) 
The matrices A, B, C and D are obtained by solving the system of linear equations given in Eqn 
.26 by using the least squares method. 
 
𝑋 𝑘+1
𝑌 𝑘|𝑘
 =   
𝐴 𝐵
𝐶 𝐷
  
𝑋 𝑘
𝑈 𝑘 |𝑘
                                                                                                             (26)    
However, the state-space model based on subspace identification can be computed using the 
built-in MATLAB command called ‘n4sid’. 
The results obtained from subspace identification using MATLAB command n4sid are: 
An =  
0.87683 0.37628 0.080327
−0.30702 0.75622 0.543
0.071741 −0.42791 0.43535
 , Bn =   
−0.12017
−0.037478
0.077239
                                       (27) 
Cn =  −0.55846 −0.086395 −0.02042 ,    Dn = 0,    Kn =  
−2.8498
−6.1621
−1.3933
  
4.5.2 Prediction Error Minimization Method 
Prediction Error Methods is a broad family of parameter estimation methods that is applied to 
quite arbitrary model parameterizations. These methods are closely related to Maximum 
Likelihood method, originating from [72] and were used for the computation of dynamical 
models and time series by [73] and [74]. 
The basic idea behind the prediction error approach is very simple: 
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1) Describe the model as a predictor of the next output. 
𝑦 𝑚  𝑡 𝑡 − 1 =  𝑓(𝑍
𝑡−1)                                                                                                              (28) 
Where 𝑦 𝑚  𝑡 𝑡 − 1  denotes the one-step ahead prediction of the next output and f is arbitrary 
function of the past observed data. 
2) Parameterize the predictor in terms of finite dimensional parameter vector θ: 
𝑦 𝑚  𝑡 𝜃 =  𝑓(𝑍
𝑡−1 ,𝜃)                                                                                                                (29) 
3) Determine an estimate of θ (denoted as 𝜃 𝑁) from the model parameterization and the observed 
dataset Z
N
 so that the error between y and 𝑦  is minimized. 
In this way, the unknown model parameters can be estimated using iterative prediction error 
minimization method. MATLAB has a built-in command called ‘pem’ to estimate the state-space 
model based on prediction error minimization principle. 
And the results obtained from prediction error method using MATLAB command pem are: 
Ap =  
1.0875 0.95424 −0.05579
−0.20333 0.87083 0.65852
0.058277 −0.45471 0.23723
 , Bp =   
−0.052475
0.0073884
−0.00025989
                              (30) 
Cp =  −1.1992 −0.27203 0.0070498 , Dp = 0, Kp =  
−2.9053
−6.2221
−1.4286
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4.6 Comparison of State-Space Models 
The performances of the two state-space models are demonstrated by applying optimal control 
scheme called linear quadratic regulator to both the models and comparing their control 
performance.  
The optimal control is used to compare the performance of two state-space models developed by 
system identification presented in the preceding section. The performance of a control system 
can be quantified in many applications by a quadratic cost function. A cost function is in general, 
a scalar, real-valued, non-negative function of the system, or of the time histories of the state, 
reference output and control input, subject to a given set of initial conditions and inputs. The cost 
can be used to evaluate the performance of a system, where superior performance is indicated by 
a smaller cost [75]. 
The quadratic cost function is given by, 
J =  xT t Q t x t +  ρ uT t R t u t dt
∞
0
                                                                               (31)       
The integral is from zero to infinity to ensure we have a controller that works well for all the 
duration of time.  x is the state vector, u is the input vector, both evolving with time, Q(t) is a 
positive semi-definite state-weighting  matrix, and R(t) is the weighting on the control,  used to 
impose a penalty on the use of excessive amounts of control.  Changing the values of Q and R 
matrices will change the relative weighting of one state against the other. In other words, it is the 
diagonal elements of the Q matrix that penalize the states i.e. the first element on the diagonal 
will penalize the first state and so on and the diagonal elements of R matrix penalize the control 
inputs. Hence proper trial and error of Q and R matrices needs to be done, to get the best control. 
The feedback control law that is implemented is given by   
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u t =  −KLQR ∗ x(t)                                                                                                                  (32)          
where the controller gain Klqr = R
-1
B
T
P where R is the weight on the control input, B is the input 
matrix and P is the solution to the Algebraic Ricatti Equation given by: 
ATP + PA − PBR−1BTP + Q = 0                                                                                               (33)       
Substituting the value of feedback control law into the state space equation given in Eq .14, we 
get a new closed-loop system which looks like: 
x t + Ts =  A − BK x t + Ke t                                                                                             (34)          
the matrix (A-BK) will have stable eigen values.  Hence we get a stabilizing controller that 
minimizes the quadratic cost function J, previously defined.  
Fig. 4.4 shows the comparison of the two state-space models based on their optimal control 
performance in controlling the product flow rate for a set point of 1.1 lit/min.  
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Figure 4.4: Comparison of N4SID and PEM using LQR Control 
The subspace based optimal control does better performance compared to prediction error 
method based optimal control in terms of the rise time, settling time and the overshoot. 
Hence, further investigation in terms of different control penalties on input is done for subspace 
identification. Eqn. 31 can be re-written as: 
J =  z2 t +  ρ u2 t dt
∞
0
                                                                                                           (35) 
where „ρ‟ is the penalty on the control input.  
Choosing different values of this penalty can provide us with pole locations that achieve a 
balance between FAST RESPONSE and LOW CONTROL EFFORT. In other words, smaller 
value of ρ implies low penalty on control, smaller value of  z2 t dt
∞
0
 but gives faster response. 
And higher value of ρ implies high penalty on control input, smaller value of u2 t dt
∞
0
, low 
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control effort and slower response. Hence we see in Fig. 4.5 that as the penalty on control input 
is decreased, the response keeps getting better and faster. 
 
Figure 4.5: Comparison of LQR for different control penalties for Subspace based state-space model 
Hence, optimal control scheme called linear quadratic regulator indicates that the performance of 
subspace identification is better compared to prediction error method.  
Further investigation in terms of model predictive control, presented in the next sub section, is 
done for state-space model obtained from subs-space identification. 
4.7 State-space Model Predictive Control 
Another important type of controller presented is the model predictive controller (MPC). It is a 
relatively recent type of controller design technique that makes explicit use of a model to obtain 
a control signal. In other words, the objective of model predictive control is to compute the 
future values of the manipulated variable or the control signal in order to optimize the future 
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behavior of the output variable of the plant and minimize the objective function [76] shown in 
Eqn. 36, subject to constraints on input and output variables.  
min   y t + k − r t 2 + ρ u t + k − u t  2N−1k=0                                                               (36)          
This optimization is performed within a limited time window by giving the plant information or 
the plant model at the start of the window. This methodology of obtaining the control signal is 
known as Receding Horizon Principle. The performance of the controller depends on how well 
the dynamics of the system are captured by the plant model to be used in the design of controller. 
The main reason for the popularity of MPC is its ability to handle constraints on both input and 
output variables and the ease with which it provides the optimization.  
The strategy called „Receding Horizon‟ wherein the horizon is moved one step towards the 
future but involves the application of only the first control signal from the computed control 
sequence is shown in Fig. 4.6 [77]. 
 
Figure 4.6: Receding Horizon Philosophy [77] 
The process model calculates the predicted future outputs 𝑦 (𝑡 + 𝑗) for the prediction horizon „N‟ 
at each time instant. The calculation of the future control signals for the control horizon „Nu‟ is 
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computed to minimize the objective function. However the current signal u(t) is sent to the 
process. At the next sampling instant y(t+1)  is measured and the same process is repeated 
wherein now the control signal u(t+1) is calculated using receding horizon concept and sent to 
the process. 
4.7.1 Models used in MPC Design 
MPC Control is done in a variety of ways which differ on the basis of the model that is used in 
the control design. During the initial times when MPC was developed, FIR models and step 
response models were used. The usage of these models for MPC design is referred to as 
Dynamic Matrix Control. The choice of selection of one of these two models is based on the 
application they are used for. FIR models are used for plants which are stable and those which 
require the models to be of large order whereas step response models can be used for both 
unstable as well as stable plants. However in recent times, it is the used of state-space models for 
MPC formulation that has become very popular. In this work also, the state-space models in 
discrete time are used for MPC Control and the principle it is based on is known as the Receding 
Horizon Control. 
4.7.2 Optimization 
For optimization, we need a condition to decide on how to achieve the control objective using 
MPC control. One basic rule is to measure the difference between the target value and the actual 
process value in terms of an objective function and then finding ways and means to optimize the 
control action in reducing the cost function to as minimum value as possible. However, all this is 
to be done inside the prediction horizon.  
Let us assume that r(ki) is the desired value of the output variable at sample time ki (discrete 
case). The goal would now be to find best control action in terms of ΔU which minimizes the gap 
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between desired value and actual value of the process variable being controlled. Consider the 
data vector containing the desired value, is given by Eqn. 37. 
𝑅𝑠
𝑇 =  1 1 … 1    
𝑁𝑝
𝑟(𝑘𝑖)                                                                                                                 (37) 
We deﬁne the cost function J that reﬂects the control objective given in Eqn.38. 
𝐽 =   𝑅𝑠 − 𝑌 
𝑇 𝑅𝑠 − 𝑌 + 𝛥 𝑈
𝑇𝑅 𝛥 𝑈,                                                                                      (38) 
The ﬁrst term is linked to the objective of minimizing the errors between predicted output and 
set-point signal while the second term reﬂects the consideration given to the size of ΔU when the 
objective function J is made small. 𝑅  is a diagonal matrix in the form that 𝑅 = 𝑟𝑤 𝐼𝑁𝑐  𝑥  𝑁𝑐 (rw ≥ 0) 
where rw is used as a tuning parameter for the desired closed-loop performance. 
When rw is zero, the objective function (38) is seen as the position wherein we are not interested 
in what ΔU is (large or small) but our objective is to reduce the error between the desired value 
and the actual value given by  𝑅𝑠  –  𝑌  
𝑇
(𝑅𝑠 − 𝑌)as small as possible. When rw is large, the 
function (38) is seen as the situation where we are concerned about how large or small ΔU is and 
at the same time we would very carefully work towards reducing the error between desired and 
the actual value. We have the predictor equation for output Y given by Eqn.39 as, 
𝑌 = 𝐹𝑥 𝑘𝑖 + ⏀𝛥𝑈                                                                                                                   (39)                                      
To ﬁnd the optimal ΔU that will minimize J, by substituting (39) in (38), J is expressed as: 
𝐽 =  𝑅𝑆 − 𝐹𝑥 𝑘𝑖  
𝑇
 𝑅𝑆 − 𝐹𝑥 𝑘𝑖  − 2𝛥𝑈
𝑇⏀𝑇 𝑅𝑆 − 𝐹𝑥 𝑘𝑖  + 𝛥𝑈
𝑇(⏀𝑇⏀ + 𝑅 )𝛥𝑈          (40) 
From the first derivative of the cost function J given in (40), with respect to control signal ΔU: 
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𝜕𝐽
𝜕𝛥𝑈
=  −2⏀𝑇 𝑅𝑆 − 𝐹𝑥 𝑘𝑖  + 2 ⏀
𝑇⏀ + 𝑅  𝛥𝑈,                                                                            (41) 
the necessary condition of the minimum J is obtained as
𝜕𝐽
𝜕𝛥𝑈
= 0, from which we get the optimal 
solution for the control signal as, 
𝛥𝑈 =  (⏀𝑇⏀ + 𝑅 )−1⏀𝑇 𝑅𝑆 − 𝐹𝑥 𝑘𝑖                                                                                      (42) 
with the assumption that (⏀𝑇⏀ + 𝑅 )−1 exists. The matrix (⏀𝑇⏀ + 𝑅 )−1 is called the Hessian 
Matrix. Note that Rs is a data vector that contains the set point information expressed as, 
𝑅𝑠
𝑇 =  1 1 … 1 𝑇    
𝑁𝑝
𝑟 𝑘𝑖 =  𝑅 𝑠𝑟 𝑘𝑖 , where 𝑅 𝑠 =   1 1 … 1 𝑇    
𝑁𝑝
                                                     (43)   
The optimal solution of the control signal is linked to the set-point signal r(ki) and the state 
variable x(ki) via the following equation: 
𝛥𝑈 =  (⏀𝑇⏀ + 𝑅 )−1⏀𝑇 𝑅 𝑠𝑟 𝑘𝑖 − 𝐹𝑥 𝑘𝑖                                                                              (44)       
Hence the model predictive control problem is to minimize the cost function modified as: 
   𝑦𝑡+𝑘 − 𝑟(𝑡) 
2 +  𝜌 𝑢𝑡+𝑘 − 𝑢𝑟(𝑡) 
2
𝑁−1
𝑘=0
                                                                                         (45) 
subject to constraints on input and output given as: 𝑢𝑚𝑖𝑛 ≤ 𝑢𝑡+𝑘 ≤ 𝑢𝑚𝑎𝑥  ,𝑦𝑚𝑖𝑛 ≤ 𝑦𝑡+𝑘 ≤ 𝑦𝑚𝑎𝑥 . 
MATLAB provides an in-built toolbox called Model Predictive Control Toolbox [78, 79] for a 
system whose model is given in state-space form. In this work, the controller is designed for the 
third order state-space model of desalination system estimated by sub-space identification. The 
controller is discussed for unconstrained case and the constrained case respectively.  
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4.7.3 MPC Control – Unconstrained Case 
The variation of the output variable which is the product flow rate with the manipulated variable 
which is the motor control voltage for unconstrained case is shown in Fig. 4.7 and 4.8. 
 
Figure 4.7: MPC Control (UNCONSTRAINED CASE) 
 
Figure 4.8: Control signal variation (UNCONSTRAINED CASE) 
The problem with the unconstrained case is circled in red in Fig. 4.8 wherein the control signal 
exceeds the motor control voltage limit of 0-5V which is not possible for the proposed system.  
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4.7.4 MPC – Constrained Case 
The simulation result for the constrained case is shown in Fig. 4.9 and 4.10. 
 
Figure 4.9: MPC Control (CONSTRAINED CASE) 
 
 
Figure 4.10: Control signal variation (CONSTRAINED CASE) 
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The constrained case gave better results compared to the unconstrained case in terms of 
satisfying the constraints, the settling time and the overshoot as seen in Fig. 4.9 and 4.10. Fig. 
4.11 and 4.12 illustrate the robustness of the constrained model predictive control which does 
well even in the presence of a disturbance injected at t=20 seconds signifying its robustness.  
 
Figure 4.11: MPC Control (CONSTRAINED CASE WITH DISTURBANCE) 
 
Figure 4.12: Control signal variation (CONSTRAINED CASE WITH DISTURBANCE) 
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Chapter 5  
DISCUSSION, RESULTS AND CONCLUSION 
5.1 Results and Discussion 
This thesis work presents the various approaches to identify the small-scale reverse osmosis 
desalination system which is powered by batteries and develop appropriate control strategies. 
The desalination system being studied is also intended to be used with solar panels but the solar 
energy is utilized to charge the batteries with MPPT (Maximum power point tracking). The RO 
system then operates on batteries at night, at steady pressure. This ensures smooth and trouble-
free operation of the system which is not guaranteed when solar energy is used as direct power 
source. For instance, when there is cloud cover, the solar energy might be insufficient in 
providing the required electricity to the system due to which the operating pressure might fall 
below osmotic pressure. This would halt the system and therefore doesn‟t ensure continuous 
trouble-free operation. Another important component of the system being studied is the energy 
recovery device called Clark Pump used to recover the energy from high pressure waste water 
called brine and reuses this energy in the system to increase system‟s efficiency. 
The system was not in fully functional state due to malfunction of some of the sensors and 
pumps. First these problems were corrected to have the system in fully operational state and 
necessary additional instrumentation was done to monitor and control some of the critical 
parameters of the desalination system like flow meters for measuring the input and output flow 
rates, a temperature sensor for monitoring the temperature of water circulating through the 
system, as a safety indicator, a pressure transducer for monitoring the pressure of water in pipes 
to identify blockages in the system and a motor driver for controlling the speeds of the two inlet 
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pumps. The data acquisition system used is from National Instruments which is used with Lab 
VIEW software which provides visual medium for monitoring all the process parameters. 
First objective is to evaluate the performance of the desalination system for which the setup is 
run at steady state and the data is collected for certain duration of time. The input water salinity 
at the start of experiment was 2130 ppm. The data collection is done for the current taken by the 
setup, the voltage across the motors based on which the specific energy consumption is 
calculated. Other important performance evaluation parameters like the salt rejection rate which 
is based on feed water and product water salinities and the recovery ratio using the feed water 
and product water flow rates, are also computed. Based on the collected data, the average current 
taken by the setup was 7.022Amps, the average voltage was 21.481V, the average Specific 
Energy Consumption was 2.585kWh/m3, the average product flow rate was 1.03lit/min and the 
product water conductivity settled at around 25ppm. The salt rejection rate was 98.8% and the 
recovery ratio of feed water to product water was found to be 10.55%. It can be concluded from 
this experiment that the system is working fine as it meets the design specifications of the system 
in terms of the current taken by the setup, salt rejection rate of the membrane and the flow rate. 
The second objective was to identify system characteristics by evaluating polynomial and state-
space models of the desalination system using system identification. The models were developed 
based on the experimental data collected from the system and were also validated using a 
separate experimental dataset. First, three polynomial models namely ARX, ARMAX and 
Output Error model were computed and compared based on a fixed model order (order-3) and fit 
percentages with the measured data. Two state-space models were also estimated based on 
subspace identification and prediction error method. 
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The third objective was to evaluate the performances of the two state space models estimated 
using system identification based on optimal control scheme called linear quadratic regulator. 
The state-space model based on subspace identification was further investigated for different 
penalties on the control input. 
Another important controller called Model predictive control based on receding horizon principle 
was also applied to state-space model based on subspace identification for the unconstrained case 
and the constrained case respectively. The robustness of the model was also studied by injecting 
a small disturbance in the input variable and observing how the developed model predictive 
controller would react to it and fulfill the necessary control action. 
5.2 Conclusion 
The results obtained from performance evaluation of the small-scale reverse osmosis 
desalination system reveal that the system meets all the design specifications and can be used for 
further analysis such as system identification and subsequent control. The system identification 
results reveal that a third order output error model is better compared to ARX and ARMAX 
model of the same order. Two state-space models based on subspace identification and 
prediction error method were compared based on their optimal control simulation results which 
revealed that subspace identification is better in terms of the overall performance and hence was 
further investigated for different control penalties. It was observed that a decrease in control 
penalty would result in an improved performance. Since subspace identification was found to be 
better, it was considered for model predictive control. The simulation results reveal that a 
constrained model predictive control is more suited for the given system as compared to the 
unconstrained case. Also the constrained model predictive controller was found to be robust in 
presence of a small disturbance in the input variable. 
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