ABSTRACT Gold immunochromatographic assay (GICA) is a widespread rapid detection method with less cost but high efficiency. It is easy to operate and dispense with professional staff and equipment, which conforms to the trend of point-of-care testing that advocated by modern medicine. With the development and progression of medical detection technology, the qualitative analysis that could be easily performed with the naked eye is not satisfying anymore. In recent years, improving the performance of quantitative analysis of the GICA has become a hot research topic. However, the GICA is susceptible to noise interference due to various factors when used in the qualitative analysis in clinics. The rise of artificial intelligence has provided us with new ideas and directions. As a popular neural network in deep learning, convolutional neural network (CNN) has achieved excellent results in image processing and has been widely applied to many fields, including biomedical engineering. In this paper, CNN is applied to the image segmentation of gold immunochromatographic strip. The grayscale features of the pre-processed images are learned by the established CNN network, and then, the control and test lines are accurately extracted and further quantitative analysis is performed. The results show that the method proposed in this paper has a good segmentation effect on the GICA, and it also provides a new scheme for the quantitative analysis of the GICA.
I. INTRODUCTION
Gold immunochromatographic strip (GICS) is a utilization of immunoassay which refers to using antigen-antibodyspecific reaction to detect the amount of trace substances in sample to be tested. Especially, gold immunochromatographic assay (GICA) technique is a solid-phase labeling immunoassay that combines various methods such as colloidal gold labeling and chromatographic analysis technology, conforming to the point-of-care testing (POCT) advocated by modern medicine. During the past few years, GICS has been widely utilized in many fields due to its advantages of convenient operation, low cost and high efficiency [1] , [2] . In addition, it should be mentioned that GICS is commonly used for qualitative detection at the present time, thus to enhance the quantitative performance of GICS draws great attention of researchers from many fields.
The biochemical researchers dedicated to improve quantitative performance of the strips, which determines the information that directly receipted from the test sample. A variety of factors such as material selection, strip preparation can make a difference in the performance of GICS. Another research direction is mainly embodied in research institutions and medical equipment enterprises, where the key point is to develop instruments of GICS so that much more sensitive and quantitative performance can be acquired [3] . Apart from these, with artificial intelligence developing rapidly, there has been a growing research interests in developing imagebased systems of GICS, aiming at distinguishing the control and test lines from acquired GICS images accurately via image processing technologies, see [4] - [7] . In fact, a lot of methods based on deep learning have been developed so fast for the purpose of image processing, among which the level set methods emerging in recent three decades have achieved a cynosure success in computer vision field, see [8] - [13] . And some of the most effective methods are based on level set while others are based on feature learning, which plays a significant role in medical detection tasks [14] .
But it still remains a challenge in discovering an efficient way for the purpose of image segmentation. The main issue is that gold immunochromatographic strips are easily affected by factors such as the concentration and temperature. Thus noise interferences are mostly inevitable especially for a specimen of low concentration where the intensities of some noises are even higher than the signals. And if we take strips' manufacturing process into account, the test and control lines may be confused with the background as a result of uneven way of smearing via the roller while labeled with the colloidal gold nanoparticles. That is, both lines are too blurred to be recognized.
To solve the problem, convolutional neural network (CNN) is proposed for the GICS image segmentation in this paper. CNN, since Hinton put forward processing high-dimensional data with neural network, has now become a powerful tool in dealing with problems such as image classification and pattern recognition and so on [15] - [21] .
With its own characteristics, CNN has a strong ability of extracting features from data. The most distinct merit of CNN is having far less parameters than general networks. It has been widely used in medical image processing, such as image reconstruction, classification of electrocardiogram, segmentation of fetal left ventricle in echocardiographic sequences, see [22] - [24] . Considering its well performance, therefore, we propose to apply CNN to image segmentation of immunochromatographic strip in this paper.
There are three main tasks substantially. One is establishing an image processing framework where CNN is utilized for the purpose of image segmentation. By learning grayscale features from training samples consist of some preprocessed images, the trained CNN network is able to distinguish and extract the test and control lines from the GICS images. The other is to build a corresponding relationship between concentration of the analyte and feature parameter of lines that we finally obtained so that the goal of quantitative detection can be achieved. Here we select relative integral optical density (RIOD) as the feature parameter, which is supposed to evaluate the concentration of the specimen. Additionally, the region of interest (ROI) where the test and control lines are embodied is what we actually concern about, while other parts of the strips can be ignored. Thus, it is of great significance to find a way to extract ROI from the GICS image at first.
The rest of this paper is organized as follows. A brief introduction of gold immunochromatographic strips is given out in Section II. Fundamental theory about the convolutional neural network and how it is applied to the segmentation of GICS images is presented in Section III. In section IV, results and discussions of the experiment as well as evaluations of CNN are presented. At last, conclusions are drawn in Section V.
II. THE GOLD IMMUNOCHROMATOGRAPHIC STRIPS
The gold immunochromatographic strip (GICS), labeled with colloidal gold nanoparticles is based upon the principle of specific reactions of antigen-antibodies. As shown in Figure 1 , the GICS is made up with several main components: a conjugate pad, into which the colloidal gold integrates; a nitrocellulose membrane, where specific reactions take place; plus an absorbent pad and a sample pad, which occupy each edge of the strip [4] . When a specimen to be tested is added into the sample pad (normally in a liquid form), affected by the absorbent material, it will flow towards the other side of the strip, during which while passing through the conjugate pad the gold nanoparticles on the pad will be dissolved. And if the testing sample contains corresponding specific antibody or antigen that can react with the antigen or antibody coated on the membrane, red stripes will occur on the membrane resulted in the accumulation of gold nanoparticles. One stripe is named test line and the other is called control line. In particular, the concentration of the target analyte in specimen can make a straight difference in signal intensity of the test line [25] , [26] . Hence the goal of quantitative analysis may be accomplished by detecting a feature parameter which is chosen to describe the signal intensity of the mixture after reaction.
In this paper, the human chorionic gonadotropin (hCG) serves as the target analyte in specimens, to quantitatively detect whose concentration has a crucial reference value in diagnosis, treatments and observations of curative effect in clinical diseases. Specifically, 15 different concentrations of hCG have been selected in our experiments. The GICS images under four different hCG concentrations are given out in Figure 2 .
It could be easily found that differences among the concentrations of specimen will affect the image seriously; and a large area around the image actually has no practical meaning for our work, which implicates again that our workload will be decreased significantly if we could remove the useless area from the image.
As mentioned in the introduction, two issues are necessary to be highlighted here. First, a preprocess link which is on the basis of edge detection technology is required to obtain the region of interests from the obtained GICS images. Second, due to the fuzziness caused by series of factors of both lines, interferences are unavoidable, which made it a tough work to extract the two lines from the ROI precisely.
To get over the difficulties outlined, setting up a quantitative analysis model on the GICS images by means of accurately segmenting the test and control lines makes the most sense, which is also the main purpose of this paper.
III. CONVOLUTIONAL NEURAL NETWORK FOR THE GICS IMAGES SEGMENTATION
The proposal of CNN was originally inspired by the visual system in biology that in the visual cortex of a cat, certain cells are only sensitive to one part of what they observe. For all visual inputs, these cells, called local receptive field are only interested in local areas. And those local areas gather as a collection then form the vision [27] . By means of imitating the visual mechanism researchers also propose a concept named local receptive fields which could extract several local features from the huge input data with the collection of those local features covering the initial input. Besides, a way of sharing weight has been advocated in training CNN, which plays an important role in reducing parameters of the network comparing with traditional multi-layer perceptron. Basic structures of CNN include input layer, convolution layer, pooling layer, fully connected layer and output layer. In a task, fantastic results can be achieved if the structure of the network is arranged reasonably, see [28] , [29] . After a long-term practice, up to now it has become a very practical neural network in image processing, image segmentation included [30] . The concrete theory of CNN can be found in [31] , [32] , and references therein.
A. CONVOLUTION LAYER AND POOLING LAYER
According to local receptive fields, a new concept of Convolution Kernel is put forward whose essence is a sliding window with its own weight and bias value. Generally, when images serve as input data, they entered the network in matrix form. A local output can be obtained by weighted summation of the input data covered by the kernel then plus the kernel's bias, further it serves as the input of neurons in convolution layers. Then the kernel begins to slide until it completely covers all input image, Figure 3 shows how the kernel works. Different from traditional MLP, the convolutional layer and the input layer are not fully connected. Additionally, there can be plenty of convolution kernels with the step size of slide being adjustable.
Take this picture as an example, the input image has undergone a total of 25 convolution operations but only 9 parameters are demanded. When several kernels are applied, each kernel has its own weights so that different features can be learned but during each learning process, shared weight is maintained. Generally,
where * stands for convolution operation, k l ij is weight matrix of the kernel, M j is the collection of feature map, x l j and b l j represent the output and bias of the l-th layer respectively. Following convolution layer there usually being a pooling layer for the purpose of reducing the dimension of data as well as extracting features again. Pooling is another operation similar to convolution where N inputs will correspond to N outputs whose dimension has been shrunk to a half.
B. PRINCIPLE OF TRAINING
While dealing with the classification problem, the number of input neurons is equal to the dimension of input signal, and the number of output neurons is equal to the number of categories finally divided. Suppose there is a classification problem, which has N training samples and the final classification number is M . During the training, squared error cost function can serve as the loss function:
where t i j represents the j-th element of the label corresponding to sample i, y i j represents the j-th element of the output of sample i. For each sample, discrepancy between predicted and actual values could be evaluated by:
Usually, the label is in the form of one-hot-coding, that is, if the sample belongs to the r-th class, then only the r-th coordinate in vector t is 1 while all the others is 0. And the value VOLUME 7, 2019 of each coordinate in vector y indicates the probability that the sample belongs to the corresponding category.
In general, the forward process of a network can be described as:
where W L stands for the weight matrix between neurons from layer L and its previous layer, b L is the bias vector of layer L. The activation function f (·) is commonly selected as sigmoid function or softmax function. Training a network is the process of continuously reducing the error, in which gradient descent algorithm is a commonly used method. According to backpropagation algorithm and using (5), the sensitivity of error to the bias vector defined as δ can be computed by
For the output layer, δ K is defined as:
The symbol • represents the Hadamard product of matrix. For the others except for the input layer, δ k can be obtained by:
After that, the derivative of error to the weight matrix can be calculated by:
Similar to the classic network, in the case of a convolution layer L followed by a pooling layer L + 1. The sensitivities at layer L can be obtained by:
where β is a constant decided by pooling layer, the symbol ''•'' stands for the Hadamard product. Subscript j indicates that for each map j in convolution layer, we can repeat the same computation; up (·) is upsampling operation that can be achieved by the Kronecker product.
Here formulas for updating the parameters are partially presented, more details can be obtained by referring to [31] and [32] .
C. PROCESSING THE GICS IMAGES
The essence of the GICS image segmentation is to identify where the pixels in the image belong to, thus it can be regarded as a classification task. In this paper, we divide the pixels into two categories: pixels on the lines and pixels in the background. Each pixel is labeled with on line or in background so as to observe the output of the network and make it convenient for subsequent steps. And grayscale is selected as the input feature. Considering that difference among grayscales is not significant enough for single pixel, we extend each pixel to a square pixel matrix centered on it, which is conducive to the feature learning. As for the pixel close to the boundary, the pixel matrix is obtained by symmetry of the nearby pixel with the boundary as the axis [33] . Additionally, we add a preprocess link in order to extract the region of interest (ROI), which is benefit for reducing the dimension of the input data. Therefore, the flowchart of the image segmentation via the CNN is shown in Figure 4 . Besides, after several attempts of designing the structure, we finally set two convolution and pooling layers. The first convolution layer has 10 kernels in size of 4 * 4 and the second one has 20 kernels in size of 3 * 3. In the end of the network two output layers have been placed. Moreover, we set learning rate as 0.5, batch size as 50 and the number of iteration as 100. The structure of proposed network is shown in Figure 5 .
IV. EXPERIMENT RESULTS

A. ARTIFICIAL DATASET
An artificial dataset, which is shown in Figure 6 , is generated to verify the feasibility of our solution. Totally 4 groups of pictures with 8 images in each group whose grayscales representing concentrations of analyte vary from 50 to 120 and 150 for the background have been generated, where three groups are used as training sample and the remaining one serves as testing sample. For images in training groups, 31 rows in the middle are defined as the region of interest (ROI), which is full of the specimen. The upper and lower 3 rows around ROI are areas including both background and specimen, and the rest of the image is completely background. Pixels in background are labeled with [1 0], the others are labeled with [0 1]. For images in testing group, the ROI area in different concentrations is fixed respectively in the top, middle and bottom positions of the image.
In addition, each image has been set as a size of 66 * 90 with Gaussian noises of variable intensity added in. Before entering the network, each pixel in the image has been expanded to a 15 * 15 square.
Dataset above has been applied to training several networks with different structure parameters, Figure 7 shows the performance of a trained network, with error rate presented in Table 1 .
By employing artificial dataset for training and testing, it is obviously that the trained CNN obtained a satisfactory performance in recognizing the ROI with the average value of error ratio is 1.45%. Thereby applying CNN to segmenting gold immunochromatographic strips seems to be a reliable method.
B. GICS IMAGE SEGMENTATION PERFORMANCE OF CNN
To strengthen the learning effect of the network, we use some GICS images in different levels of analyte concentrations as testing sample. By observing the segmentation results showed in Fig. 8 where the concentrations of hCG are respectively 10, 100 and 300 mIU/ml, we can see that CNN provides a practical approach to segmenting both test and control lines from the GICS images accurately regardless of the concentration of specimen. Consequently, CNN has proven to be a powerful method for processing GICS images which present a desirable performance of segmentation. Furthermore, classification accuracy of all testing samples is listed in Table 2 .
C. EVALUATION FOR QUANTITATIVE ANALYSIS
In order to achieve the goal of quantification, a feature parameter is supposed to be brought in to establish a relationship with the concentration of specimen. Referring to the LambertBeer law, relative integral optical density (RIOD) which can reflect the concentration of analyte is exploited [34] . The RIOD is calculated as follows:
where IOD is the abbreviation for integral optical density, thus IOD T and IOD C represent the IOD of the test and control lines respectively; G T and G C denote the grayscale intensity of pixels on the test and control lines respectively; G o describes the average grayscale intensity of the region of interest. By this means, we can calculate the RIOD of all testing samples, and the results are listed in Table 3 .
As presented in Figure 9 , a straight line is fitted via the least square approach to describe the relationship between the RIOD and the concentration, where the concentration values serve as the x-coordinate and the y-coordinate stands for the RIOD.
Obviously, the RIOD has a good linear relationship with the concentrations of hCG, the correlation coefficient is 0.9871. Therefore, it can be considered that the application of CNN in the gold immunochromatographic strip image processing provides a new feasible solution for further quantitative analysis of GICS system.
V. SUMMARY
In this paper, we have applied convolutional neural network to the image processing of gold immunochromatographic strip, realizing the precise segmentation of both the control line and test line from the GICS image. Experiments have been performed with hCG images in different levels of concentration in order to verify the adaptability of the method to the analyte concentration, and the selected index shows that CNN approach we adopted provides a high accuracy indeed. Moreover, by observing the scatter diagram, it is found that the RIOD of the image after segmentation has an excellent linear correlation with the concentration of the corresponding strip, thus it can be directly used for quantitative analysis.
As a hot topic in modern society, artificial intelligence where deep learning techniques occupy an important position has a strong vitality indeed, which has been applied to multiple fields [35] , [36] . It is a promising work to develop more practical methods combined with deep learning for processing the GICS images. Further research may include the improvement of CNN like choosing more features for the network to learn so as to further enhance its performance, and present an advanced segmentation approach for quantitative analysis of the GICS as well. 
