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Abstract 
Wilkeit, E., The retracts of Hamming graphs, Discrete Mathematics 102 (1992) 197-218. 
Quasimedian graphs are precisely the retracts of Hamming graphs (i.e., of Cartesian products 
of complete graphs) and a retraction can be found in polynomial time. A simple characteriza- 
tion for quasimedian graphs is given. Our main tools are the concept of gated subgraphs and a 
contraction of edges which preserves the essential properties of the investigated graphs. 
1. Introduction 
The results presented in this paper are parts of my doctoral thesis [15] and have 
been presented on the 11th British Combinatorial Conference in the summer of 
1987. 
The investigation of retracts of graphs started with Hell’s thesis [9] and got 
further motivation when Rival and his co-workers proposed a structure theory 
for graphs. They defined a graph variety to be a class of graphs that is closed 
under the formation of retracts and (direct) products. See [7] for the basic ideas 
which have been transferred to graphs in [14]. 
Bandelt’s results in [l] proved that the direct product is not the only reasonable 
tool for a classification of graphs: the median graphs are precisely the retracts of 
Cartesian products of copies of the K2 (retracts of hypercubes, for short). Median 
graphs have been considered in various papers, see [3] and [12] for further 
references. 
The quasimedian graphs have been defined and extensively studied by Mulder 
[12] and turned out to be a natural generalization of the median graphs. In fact, 
the median graphs are just the bipartite quasimedian graphs, see Theorem 5.2. 
An independent approach to quasimedian graphs has been made by Chung, 
Graham and Saks [5] who investigated a dynamic location problem on graphs 
defining a parameter which they call the winder of a graph. Apparently not being 
aware of Mulder’s monograph [12], they prove that the retracts of Hamming 
graphs are precisely the graphs with finite windex. Further, they show that these 
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graphs are polynomially recognizable, rediscover a characterizaton of Mulder [12] 
for quasimedian graphs (see Theorem 7.7) and add another one. 
In [16], I have shown that isometric embedding into a Hamming graph is 
possible in polynomial time. The proof of Lemma 7.3 below yields a strategy how 
to find a retraction of a Hamming graph onto any isometrically embedded 
quasimedian graph in polynomial time. In general, the problem of finding a 
retraction is very difficult: it belongs to the Karp-Cook class of ‘hard’ problems, 
cf. Hell [lo]. As a byproduct we can infer that the quasimedian graphs are the 
absolute retracts of Hamming graphs with respect to isometric embeddings in the 
sense of Hell [lo]. 
2. Basic definitions 
We shall consider finite undirected graphs without loops or multiple edges. We 
do not make any difference between a graph G and its set of vertices. The edge 
set of G is a symmetric binary relation E(G) E {xy 1 x, y E G} on G. 
The complete graph on n vertices is denoted by K, and K,,,, is the complete 
bipartite graph on m + n vertices. G E H is an induced subgraph of H, written 
G s H, if every edge of H between vertices of G is an edge of G. A maximal 
complete subgraph of H is called a clique of H. 
The number of edges on a shortest u,v-path in H is denoted by d&u, v) and is 
called the distance between u and u in H. For short, we write 
dH(u, G) := min{d,(u, V) ( TJ E G}; (u E H, G s H). 
If H is a connected graph, then dN: (u, v) -dH(u, v) is a metric on H. The 
interval between u and v in H consists of the vertices that lie on shortest 
u,v-paths. It is defined by 
I&u, V) := {z E H 1 dH( u, v) = dH(u, 2) + d,(z, v)}. 
In most cases we shall omit the index H and simply write d and I, respectively. A 
subgraph G of H is called convex in H, if G contains &(u, V) whenever u and TV 
are in G. The convex closure of G in H is the intersection of all convex subgraphs 
of H that contain G. 
A homomorphism of graphs is a mapping f : G-, H such that 
d,(u, ZJ) 2 dN(f (u), f (v)) for all u, v E G. 
This is just the definition of a non-expanding map of metric spaces. Observe that f 
is a homomorphism if and only if it maps adjacent vertices of H either onto 
adjacent vertices or onto the same vertex of G. Hence it is essentially the same to 
consider graphs with homomorphisms or to consider reflexive graphs (i.e., graphs 
G with reflexive E(G)) with edge-preserving maps. 
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A homomorphism f : G + H is a metric homomorphism, if 
VU, u E H 3x &A), y e&v): d(u, v) = d(x, y). 
By f(u) we denote the pre-image of u under f . If f : G --, H is a one-to-one metric 
homomorphism, then f is an isometric embedding (f preserves distances) and G is 
(isomorphic to) an isometric subgraph of G. 
A homomorphism r : H+ G is a retraction if there is a homomorphism 
c: G-, H such that the composition r oc is the identity idc on G. The mapping c 
is called a coretraction and G is a retract of H. Retracts are special instances of 
isometric subgraphs: every coretraction is an isometric embedding and every 
retraction is an onto metric homomorphism. It should be mentioned that these 
retracts are often called weak retracts or retracts of reflexive graphs while strong 
retracts are obtained by taking edge-preserving maps as homomorphisms. 
The Cartesian product G = X Gi of a family (GjhEr of graphs is the set of all 
vectors X I= (ni)iel in the Cartesian product n Gi of the vertex-sets such that 
(x,)(Y~) is an edge of G whenever XjYj is an edge of Gj for some index j E I and 
xi=yiforalli#j. 
A Cartesian product of complete graphs is called a Hamming graph, a Cartesian 
power of the K2 is called a hypercube. If the vertices of the factors K,, (i E I) of a 
Hamming graph H are labelled by nonnegative integers 0, 1,2, . . . , ai - 1 then 
the vertices of H are labelled by vectors of nonnegative integers such that the 
distance between vertices of H is just the Hamming distance between the 
corresponding vectors. We call this the vector representation of H. 
3. Quasimedian graphs 
Let (ul, u2, uj) be a triple of vertices of some graph G. We call a triple 
(xi, x2, xj) a quasimedian of (ul, u2, ug) in G, if there is a nonnegative integer m, 
called the size of the quasimedian, such that for any distinct i, j E (1, 2, 3): 
(I) d(xi, xi) = m, 
(2) d(ui, uj) = d(ui, Xi) + m + d(xj, uj), 
(3) m is minimal for (ul, u2, z+) with respect to (1) and (2). 
A quasimedian of size 0 (that is, x1 = x2 = xg) is called a median. (We shall write x 
instead of (x, x, x) for a median.) 
Neither quasimedians nor even medians in our terminology have to be unique, 
see Fig. 1, for example. This definition of a quasimedian slightly differs from that 
Fig. 1. In the graph K,,,, the triple of shaded vertices has two medians. 
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Fig. 2. (x, y, z) is its own quasimedian and satisfies the conditions (1) and (2) for the triple (u, v, w). 
But (u, ‘u, w) has a median p. 
given in [12], where a quasimedian is required to be unique and the non-unique 
version is called a pseudomedian. Since the bipartite analogues, the medians, 
only have one name in both cases, I modified the original definition for the sake 
of consistency. 
Figure 2 illustrates a curious situation concerning quasimedians and refutes an 
assertion of Mulder [ 12, Section 61. 
A graph G is called a median graph if any triple of vertices in G has exactly one 
median in G or, equivalently, if 
I~(u, V) n I(u, W) n z(~, w)I = 1 
for any vertices U, v, w E G. 
A quasimedian graph is a graph G that satisfies the following conditions: 
(Ql) Any three vertices of G have exactly one quasi-median. 
(Q2) G does not contain any K, - e (see Fig. 3) as an induced subgraph. 
(Q3) The convex closure of any induced 6-circuit of diameter 3 in G is a 
hypercube. 
The diameter of C c G is max{d,-(u, V) 1 U, v E C}. 
It should be mentioned that (Q3) can be replaced by 
(Q3’) The convex closure of any induced 6-circuit in G is a hypercube (K2)3 or 
a Hamming graph (K3)‘. 
(see [12].) And (Q2) is equivalent to the following: 
(Q2’) Every clique of G is uniquely determined by one of its edges. 
Fig. 3. The graph K, - e. 
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This property allows us to speak of ‘the clique Kob that contains the edge ab’. 
4. The DjokovZ relation and gated subgraphs of quasimedian graphs 
We shall recall some definitions and facts from [16]. Proofs and further 
references may be found there. 
Let G be a graph and let ab be an edge of G. Denote the subgraph of G 
induced by the vertices closer to one end of an edge ab than to the other by 
V,, := {x E G 1 a E Z(x, b)}. 
Edges between corresponding subgraphs are in the Djokovic’ relation - defined 
by 
ab-xy e xeVob and ycVba, 
cf. [6]. For convenience, we set 
U,, := {x E V,, 1 x is adjacent to some y E V,,}. 
The DjokoviC relation is reflexive. It is symmetric since it satisfies 
ab -xy + d(a, x) = d(b, y). 
The following property implies transitivity of - and will be of particular interest 
in the sequel. 
ab -xy + v,,=v,. 0) 
For the complete bipartite graph K2,3, the relation - is not transitive. Replacing 
one of its edges by a path of length 2 gives a graph for which - is transitive but 
(T) does not hold. 
Nevertheless, distance-preserving subgraphs of Hamming graphs and, in 
particular, quasimedian graphs always satisfy (T), see Lemma 4.2 below. 
A subgraph K of a graph G is called gated in G, if for every x E G there exists 
a vertex k(x) E K such that 
Vu E K: k(x) E Z(x, u). 
Since there can be at most one such vertex k(x) for any x E G, we call k(x) the 
gate of x in K. If K is gated in G, then the mapping 
k:xwk(x) 
is a retraction of G onto K which we call the gate map of G onto K. In that case, 
for any x E G, k(x) is the unique vertex of K such that 
d(x, K) = d(x, k(x)). 
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For every edge xy of G, 
k(x) #k(y) implies that xy - k(x)k(y). 
If G satisfies (T) then, for every x, y E G, k(Z(x, y)) E Z(k(x), k(y)). Therefore, 
kc(a) is convex for every a E K. 
Gated subgraphs of G may be regarded as (J-)convex subgraphs: If we define 
J(u, V) := {z E G ( Z(u, z) n Z(v, z) = {z}}, 
they are just the subgraphs of G closed with respect to this ‘enlarged interval’, see 
[2]. Z-intervals have been defined by Nebesky in [13]. Obviously, Z(u, V) cJ(u, V) 
and 
Z(u, w) r-l Z(V, w) f-l J(U, v) f 0 
for any u, v, w E G. 
The following lemma plays an important role in this paper, it is the key for 
applying the concept of gated subgraphs to quasimedian graphs: 
Lemma 4.1. In a quasimedian graph every clique is gated. 
Proof. Let G be a quasimedian graph and consider a clique K of G and a vertex 
x E G. We claim that the vertex of K which lies closest to x is unique. Indeed, 
suppose that d(x, u) = d(x, v) for u, v E K. Then (u, v, x) has a quasimedian of 
size 1 which contains a common neighbour w of u and v with d(x, w) = d(x, u) - 1. 
Since quasimedian graphs do not contain any induced K4 - e, the vertex w 
belongs to K. Clearly, it is the gate of x in K. 0 
Observe that a graph is bipartite if and only if any of its edges is gated. It might 
be interesting to investigate the class of graphs for which every clique is gated. 
This class contains all quasimedian graphs, all bipartite graphs, but not all 
isometric subgraphs of Hamming graphs (see Fig. 4, for example). 
In [12], Mulder performs a so-called quasimedian expansion on quasimedian 
graphs which is a generalization of his median expansion also described in [ll] 
A 
Fig. 4. The house is an isometric subgraph of K, x K,. It is not quasimedian. Its base line is a 
nongated clique. 
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and yields the Expansion Theorem which reads: 
A graph G is a quasimedian graph if and only if it can be obtained from K1 by a 
sequence of quasimedian expansions. 
The results of the remaining part of this section are closely related to Mulder’s 
work (which for its part involves ideas of Djokovic [6]) and have been derived 
after the study of the 28 pages of proof of the Expansion Theorem. For instance, 
Lemma 4.2 and part of Lemma 4.3 may be found in that proof. The rest of 
Lemma 4.3 and Lemma 4.5 are implicit. We shall also need two preliminary 
results of [12] which are not formulated as a lemma since they are contained in 
Lemma 4.7. 
Let ab be an edge of a graph G. It follows from the definition of V,, that 
Z(a, x) E V,, for any x E V,,. 
A little more work has to be done to prove the analogue for U,, which holds in 
quasimedian graphs but not, for example, in the 6-circuit: 
Z(a, x) c U,b for any x E Ua,,. 
To prove this, let x E U,, and Y be its neighbour in U,,. Consider a vertex 
u E Z(a, x) which is adjacent to x. Since u E Vab, we have d(u, b) = 2. Further, 
d(u, y) = d(b, y). We claim that the triple (b, u, y) has a median v (which is a 
neighbour of u in V,,). Indeed, otherwise the quasimedian of (b, u, y) had size 2 
and consisted of b, u, and a vertex 9 in V,,. Observe that u, a, b, and y^ lie on an 
induced Cg, 
of diameter d(a, 9) = 3: most of the disturbing edges are forbidden by arguments 
concerning the distances and the assumption that (u, b, 9) does not have a 
median. An edge ri6 would cause a clique which has no gate for the vertex a. 
Hence u is in U,, and since uu - xy, the proof is finished by induction. 
Lemma 4.2. In a quasimedian graph G, 
ab - xy implies V,, = V, 
for any two edges ab and xy of G. In particular, ab - xy implies U,, = U,,. 
Proof. We shall prove the first implication for d(x, a) = 1. The general case 
follows by induction since Z(x, a) E U,, for any x E U,,. 
Recall that quasimedian graphs do not contain any induced K, - e. We shall 
use this fact repeatedly in order to provide disturbing edges in the constructions 
below and it will not be mentioned. 
If d(x, a) = 1, then d(y, b) = 1. Suppose that there is a vertex u in V,, - V,. 
Observe that d(u, a) <d(u, x): Indeed, if d(u, a) >d(u, x) then d(u, b) = 
d(u, X) + 2 and hence d(u, y) > d(u, x) since a, b, x, and y induce a C4 in G. But 
204 E. Wilkeit 
\ , \ 
Fig. 5. 
we have chosen u such that d(u, y) 6 d(u, x). On the other hand, if d(u, a) = 
d(u, x), then d(u, y) = d( U, x since yb is an edge. The median p of the triple ) 
(a, y, u) is different from b and now, the triple (b, x, p) has two medians, a and 
y, a contradiction. 
From d(u, a) < d(u, X) it follows that d(u, b) = d(u, x). If d(u, y) < d(u, x), 
then d(u, y) = d(u, a) and both a and y are medians of (b, x, u). So d(u, y) = 
d(u, x) and we have the situation depicted in Fig. 5. Since x and y are adjacent, 
the quasimedian of (x, y, U) has size 1 and we get a vertex p1 which is a common 
neighbour of x and y with d(u, pr) = d(u, a). The triple (a, pl, u) has a median p2 
since d(a, pl) = 2. Finally, we arrive at a contradiction since (a, p2, y) must have 
a quasimedian (a, p2, p3) of size 1 but then (b, p3, x) has two medians, a and 
Lemma 4.3. Let G be a quasimedian graph. For every edge ub of G, the mapping 
u,b:x++y if ub-xy, 
is an isomorphism of u,b onto ub, and z.4;: = uba. Moreover, u,, = u& 0 u,b for any 
common neighbour c of a and b. 
Proof. Let ub, xy, xz be edges of G such that ub -xy and ab -xz. It follows 
that xy -xz and hence 0 = d(x, x) = d(y, z), that is: y = z. Hence uab is 
well-defined and ubo is one-one. As this holds for an arbitrary edge, we have 
proven that u,b and ub, are mutually inverse bijections. If ux is an edge in V,, 
with neighbours v and y of u and X, respectively, then transitivity of - yields 
uv -xy and hence 1 = d(u, x) = d(v, y) which proves that u,b preserves edges. 
If c is a common neighbour of a and 6, x E u,b and &b(x) =: y, then 
d(x, c) = d(y, c) since the clique that contains a, b, and c is gated. The 
quasimedian of (x, y, c) must have size 1 and hence z := u,,(x) = &c(y) exists 
and we have u,,(x) = ubC ou,b(x). Cl 
Notation 4.4. Let K be a gated clique of some graph G and let a, b E K. Since 
x E V, if and only if u is the gate of x in K, we have v,b = V, for any c E K. 
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Further, it follows from 4.3, that U,, = U,, for any c E K if G is a quasimedian 
graph. Hence, for quasimedian graphs, we may use the notations V, and Ub 
instead of V,, = V,, and U,, = U,,, respectively-provided that it is clear which 
clique K we refer to. (Certainly, V, = &(a) if k is the gate map of G onto K.) 
Let M E E(G) be a subset of the edge set of some graph G. If every shortest 
x,y-path in G contains exactly one edge of M, then we say that M separates x and 
y in G. In quasimedian graphs, every x E V,, is separated from every y E Vbo by 
[ab]_. I have shown in [15] that this is even true for every isometric subgraph of 
a Hamming graph. In general, almost everything can happen: the K, - e contains 
vertices x, a, and b = y such that x E Vat,, y E Vbo and there is one shortest 
x,y-path containing ab and another one that does not meet [ah]_. In Cs, you can 
find vertices a, b, x E Vat,, and y E Vt,, such that no shortest x,y-path contains an 
edge of [ab]_. 
Separation Lemma 4.5. In a quasimedian graph the following are equivalent for 
every edge ab and vertices x and y : 
(i) tab]_ separates x and y. 
(ii) There is a shortest x,y-path that contains an edge of [ab]_. 
(iii) x E V,, and y E V,,. 
Proof. Trivially, (i) implies (ii). Since x E V, and y E V,, whenever uv lies on a 
shortest x,y-path, (iii) follows from (ii) by Lemma 4.2. Finally, assume that (iii) 
holds and consider the (gated) clique K that contains the edge ab. Let k : G + K 
be the gate map. Then every shortest x,y-path P is mapped onto k(Z(x, y)) G 
Z(k(x), k(y)) = {a, b) an d . since V,, = k(a) and V,, = kc(b) are convex, P contains 
exactly one edge of [ab]_. 0 
Note that any of the conditions in Lemma 4.5. imply that the interval Z(x, y) is 
contained in V,, U V,,. 
Lemma 4.6. If any three vertices of a graph G have a quasimedian and if (x, y, z) 
is a quasimedian of (u, v, w), then x is in J(v, w) (and, symmetrically, 
y E J(u, w), and z E J(u, v)). 
Proof. Let p E Z(x, v) n Z(x, w) and choose a quasimedian (a, 6, c) of (p, v, w). 
The following equations hold: 
d(x, y) + d(y, v) = d(x, a) + d(a, b) + d(b, v), 
d(x, z) + d(z, w) = d(x, a) + d(a, c) + d(c, w), 
d(v, Y) + d(y> 2) + 4 z, w) = d(v, b) + d(b, c) + d(c, w). 
Using axiom (1) for quasimedians, we obtain d(x, y) = 2d(x, a) + d(a, b). Since 
(a, b, c) satisfies (1) and (2) for (u, v, w), we must have d(x, y) s d(a, 6) and 
hence x = a (=p), that is, x E J(v, w). 0 
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Lemma 4.7. For every edge ab of a quasimedian graph G, the subgraphs V,, and 
U,, are gated in G. 
Proof. We shall prove the following facts for an arbitrary edge ab of a 
quasimedian graph G: 
(i) U,, is convex in G. 
(ii) U,, is gated in V,,. 
(iii) V,, is gated in G. 
From (ii) and (iii) it follows that U,, is gated in G. 
Fact (i): Let u, x E (lab and let y be the neighbour of x in U,,. Since ab -xy, we 
have U,, = U,,. But we have already proven that Z(u, X) E U,,, hence Z(u, x) c 
u,, . 
Fact (ii): Let 2, f E Uob, p E J(C, 2). We have to show that p is in U,,. Note that 
p is in the quasimedian of (li, 2, p) and denote this quasimedian by (u, x, p). By 
(i), u and x are in U,, and have neighbours u and y, respectively, in U,,, see Fig. 
6. Take 
4 E Z(V P) l-l Z(Yl P) nJ(? Y)- 
By Lemma 4.5, q is in Vob or in V,,. 
Our next task is to find a contradiction for the assumption that q E V,,. Recall 
that V,, = V,, = V, and observe that 
d(u, p) = d(u, P) - 1= d(v, 9) + d(q, PI - 1 
= d(u, q) + 1+ d(q, P) - 1, 
hence q = p E J(u, x). Now p E .Z(v, y) must lie in the quasimedian of (v, y, p) as 
well. This triple cannot be its own quasimedian since 
d(v, y) = d(u, x) = d(u, p) = d(v, p) - 1. 
Let (fi, 8, p) := qm(v, y, p). Without loss of generality we can assume that 8 # V. 
By (i), 13 is in U,, and has a neighbour fi in U,,. Simple arguments about the 
distances yield 6 E Z(p, u) f~ Z( x, u) which implies that ~2 = u E J(p, x) and hence 
13 = v, a contradiction. 
Now we know that q E Vba and that [ab]_ separates p and q. There is an edge 
Fig. 6. 
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it E [ab]_ which lies on a shortest p,q-path. But then q E Z(t, y) is in ZJ,, and has a 
neighbour r in U,,. Since V,, = V, = V,q, we have 
0, P) = d(Y, P) - I= d(Y) 4) + d(q, P) - 1 
= d(x, r) + d(r, P) 
and hence r E Z(x, p). Symmetrically, r E Z(u, p). It follows that r =p and hence 
p E U,, as desired. 
Fact (iii): Let x, y E V,, and z l .Z(x, y). We wish to show that z E V&, or, in 
other words, that the gate of z in the clique Kob that contains the edge ab is a. If 
this is not true, we can assume that the gate of z in Kab is b, that is, z E V,, 
(otherwise rename the vertices of Knb - {a}). Lemma 4.5 provides us with 
vertices u and v in U,, such that u lies on a shortest x,z-path and v lies on a 
shortest y,z-path. As z EJ(x, y), we have z E.Z(U, V) and hence t E &,, by (ii). If 
w is the neighbour of z in U,,, we can infer from x,y E V,, = V,,,, that 
w E Z(x, z) fl Z(y, z) which contradicts the choice of z. 0 
5. Another characterization of quasimedian graphs 
In Theorem 5.6, a short characterization for quasimedian graphs is given. 
Other characterizations may be found in [12] and in [5]. Among others, both 
papers contain the characterization given in Theorem 7.7 below. This section 
illuminates the relationship between median and quasimedian graphs. 
The first two parts of the proposition below are consequences of Lemmas 4.6 
and 4.7, the third one follows from Lemmas 4.1 and 4.5. 
Proposition 5.1. Let G be a quasimedian graph, (x, y, z) = qm(u, v, w) in G, and 
ub an edge of G. 
(i) Zf u, v E Va6, then x, y, z E V,,. 
(ii) Zf u, v E Uab, then x, y, t E U,,. 
(iii) Zf c is a common neighbour of a and 6, then 
u E v,, v E v,, w E v, e x E v,, y E v,, z E v, 
with respect to the clique that contains a, 6, and c. 
Theorem 5.2. The bipartite quasimedian graphs are exactly the median graphs. 
Proof. Since in a median graph the sum d(u, v) + d(u, w) + d(v, w) is even for 
every triple of vertices, these graphs have to be bipartite. The defining conditions 
for a quasimedian graph are easily verified: every induced C6 in a bipartite graph 
is isometric and median graphs do not contain any induced K2,3. Hence, every 
median graph is a bipartite quasimedian graph. 
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It remains to show that in a biparite quasimedian graph G every quasimedian 
has size 0. Suppose to the contrary that a triple (u, U, w) in G has a quasimedian 
(x, y, z) with x # y. Choose a neighbour p of x in the interval Z(X, y) and consider 
the partition defined by the (gated) edge xp. By Proposition 5.1 the triple 
(x, y, z) must lie entirely in one of the two parts. But in conflict with that, we 
have x E V, and y E VP,. 0 
In [16], the isometric subgraphs of Hamming graphs are characterized by 
condition (T) of Lemma 4.2 and a weaker version of ‘Every clique is gated’ (see 
Lemma 4.1). So we have obtained another proof for a theorem of Mulder, which 
he derived from the quasimedian expansion in [12]. 
Theorem 5.3 (Mulder). The quasimedian graphs are isometric subgraphs of 
Hamming graphs. 
From this point of view it is not difficult to prove that any quasimedian graph G 
satisfies the pentagon inequality 
V{xi, xz], (~1, ~2, ~3) E G, ’ 
g, d(xi, xi) + z d(yi, Yj> s C d(xiy yj> 
i,i 
m 
which implies that intervals are convex, see Lemma 5.5. Convexity of intervals in 
quasimedian graphs has been proved by Mulder [12] and it took him quite a lot of 
work. It should be mentioned that the pentagon inequality also immediately 
implies that every V,, is convex and that the implication ab -xy 3 V,, = V, 
holds, see [16, Proposition 4.11. 
Proposition 5.4. Every isometric subgraph of a Hamming graph satisfies the 
pentagon inequality (P). 
Proof. Obviously, every complete graph satisfies (P), which is transferred to 
Cartesian products and isometric subgraphs. 0 
Lemma 5.5. Zf a graph G satisfies the pentagon inequality (P), then every interval 
in G is convex. 
Proof. Let x, y E Z(u, v) and z E Z(x, y). We shall apply (I’) to {x, y >, {u, 21, z 1, 
d(x, y) + d(u, v) + d(u, z) + d(v, 2) 
= d(x, z) + d(y, z) + d( u, x) + d(v, x) + d(u, z) + d(v, z) 
s d(x, z) + d(y, z) + d( u, x) + d(v, x) + d(u, Y) + d(v, Y 1, 
hence d(u, z) + d(v, z) 6 d(u, y) + d(v, y) = d(u, v) and thus z E Z(u, v). 0 
We are now ready to give another characterization for quasimedian graphs. 
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Theorem 5.6. A graph G is a quasimedian graph if and only if it satisfies the 
folio wing conditions : 
(Q4) Any triple of vertices of G has a quasimedian. 
(Q5) Every interval in G is a median graph. 
Proof. Let G be a quasimedian graph. If we do not require uniqueness in the 
definition, we get (Q4). Since intervals of G are convex (see Theorem 5.3, 
Proposition 5.4, and Lemma 5.5), they are closed with respect to taking 
quasimedians. Therefore, the intervals of a quasimedian graph are quasimedian 
graphs by themselves. It only remains to show that they are bipartite. 
Suppose that they are not. Then the interval Z(u, v) contains adjacent vertices 
x and y such that d(u, x) = d(u, y). It follows that d(v, x) = d(v, y) and both the 
triple (x, y, u) and the triple (x, y, v) have a quasimedian of size 1. From this we 
get two non-adjacent common neighbours of x and y, a contradiction, since an 
induced subgraph K4 - e is forbidden in (Q2). 
For the proof of sufficiency, the most difficult part is the proof of uniqueness of 
the quasimedian. Observe that (Q2) IS obvious and let us take a short look at 
(Q3). Let p and q be vertices of an induced C, in G with d(p, q) = 3. Since the 
C6 lies in Z(p, q) which is a median graph (in particular, a quasimedian graph), 
the convex closure of the C6 in Z(p, q) is a hypercube (K2)3. We have to make 
sure that the convex closure in G of the C6 does not contain any additional 
vertices, in other words, that the C6 is isometric in G. This is a routine 
verification which only makes use of (Q4) and the fact that G does not contain 
any induced K4 - e or K2,3 since (Q5) holds. 
For the last part of our proof, regard Fig. 7. Suppose that there are triples of 
vertices in G which have more than one quasimedian. Choose a, b, and c in G 
such that d(a, b) + d(a, c) + d(b, c is minimal with respect to this condition and ) 
let (u, v, w) and (x, y, z) be two quasimedians of (a, b, c) with u fx. 
Fig. 7. 
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We claim that x #a and u #a. Indeed, if for example x = a then 
z.4 E Z(a, b) l-l Z(a, c) = Z(X, 6) r-l Z(X, c) 
contradicts x E J(b, c). Condition (Q5) yields a median 6 of (a, U, x) in the 
interval Z(a, b). Since (u, u, w) and (x, y, z) are quasimedians of (~2, b, c) too, 
and the sum of the distances between a, b, and c has been chosen to be minimal, 
we must have a = d E Z(u, x). 
Applying (Q5) several times, we get the following vertices: 
6 is the median of (x, U, b) in Z(u, 6), 
E is the median of (x, u, c) in Z(u, c). 
Since x and u are different vertices in J(b, c), we get 6 # c^ and proceed as 
follows: 
fi is the median of (6, 2, U) in Z(u, x), 
f is the median of (6, 2, x) in Z(u, x), 
ci is the median of (a, z&a) in Z(u, x). 
We shall prove that the triple (6, 6, 2) has two medians, ~2 and 4, contradicting 
the uniqueness of medians in Z(u, x). For that purpose oberve that a path P is a 
shortest path if and only if P II Z(p, q) is a shortest P,q-path for any two vertices 
p and q of P. Further note that x E Z(u, c), E E Z(x, c), 2 E Z(x, C), and 
X, ci E Z(u, 2). With these facts in mind we get 
d(u, c) = d(u, a) + d(ci, a) + d(f, 2) + d(C, c), 
hence f E Z(d, t). Applying the permutations (cb)(t6), (ux)(ifi), and 
(cb)(t6)(xu)(~) to these observations to get proofs for P E I(& 6), fi E I(&, e), 
and Li E Z(ci, 6), respectively. This completes our proof of (al). Cl 
In some cases it will be convenient to use an alternative formulation for (Q4): 
Lemma 5.7. In any graph G, the following are equivalent: 
(Q4) Any triple of vertices in G has a quusimediun. 
(Q4’) For any triple (u, v, w) of vertices in G, w EJ(u, v) implies d(u, v) 2 
d(u, w). 
proof. If w EJ(u, v), then w lies in the quasimedian (x, y, w) of (u, v, w) and 
hence d(u, v) 3 d(u, w). 
Now let (u, v, w) be a triple in G and suppose that (Q4’) holds. Consider the 
following vertices: 
x E Z(U, V) n I+, W) n J(v, w), 
y E z(v, W) n z(v, X) n J(w, ~1, 
ZEZ(W,Z)~Z(~,Y)~J(~,Y). 
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From (Q4’) we get 
d(x, y) 2 d(x, 2) = d(w, x) - d(w, 2) 
2 d(w, y) - d(w, 2) = d(y, 2). 
On the other hand, from 
Z(y, x) n Z(z, x) c I(& x) n I(W, x) = lx> 
it follows that x E J(y, z) and hence d(y, z) 3 d(x, z). We have shown that 
d(x, y) = d(x, z) = d(y, z) and infer that (u, ZI, w) has a quasimedian. El 
Implicitly, the equivalence of (Q4) and (Q4’) can be found in [12]. 
6. The contraction theorem 
If the DjokviC relation - is transitive on the edge set of some graph G, we can 
fix an edge ab of G and get an equivalence & on G defined by 
xdy e x=y or xy~[ab]_U[ba]_. 
The factorgraph GId is defined as usual: its vertices are the classes [x]al (x E G) 
which we shall denote by X for convenience and XJ is an edge of G (<d if and only 
if uv is an edge of G for some u E X and u E 1. Loosely speaking, we get G (d from 
G by contracting the edges of [ab]_ U [ba]_. 
It is unlikely that confusion will arise if we denote the distance function of GId 
by d. Observe that 
d(ti, 0) = d(u, V) - 1 e [ab]_ U [ba]_ separates u and Y. 
Otherwise, the distances in G1d and in G coincide. 
Now we can prove the following. 
Proposition 6.1. Zf ab is an edge of some quasimedian graph G, then 
(9 I@, Y) = 1(x, Y )I& for any x, Y E G. 
(ii) Zf S is gated in G, then S lad is gated in G 1,~. 
Proof. The proof of (i) makes use of Lemma 4.5 and the following facts: 
z E 1(x, Y) e 0, Y) = W, z) + 0, Y) 
1(x, y)l,l= (2 E G),A ) 2 n G, Y) + 01. 
For the proof of (ii), let s : G +-S be the gate map of G onto S and define 
S:X *g(X). Then S is the gate map of GId onto Sld. 
The rest is left to the reader. Cl 
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Note that assertion (i) of the proposition does not hold in general-not even 
for isometric subgraphs of Hamming graphs, see Fig. 8. For these graphs, 
assertion (ii) and the analogue of (i) as well as some other statements of this kind 
are proved in [15]. 
We are now ready to prove the Contraction Theorem for quasimedian graphs. 
The contraction is just the inversion of Mulders quasimedian expansion, see 
[12,4]. A contraction theorem for isometric subgraphs of Hamming graphs has 
been proved in [15]. 
Contraction Theorem 6.2. If G is a quasimedian graph and ab is an edge of G, 
then G Id is again a quasimedian graph. 
Proof. We shall show that the properties (Q4’) and (Q5) of G are transmitted to 
any factorgraph G Ind. 
Let us begin wtih (Q4’). Consider W E .Z(ii, V). From Proposition 6.1 we infer 
that there is a vertex z E i? such that Z(u, w) n Z(V, w) = {w, z}, t = W and 
z E.Z(U, v). (We do not require z # w!) 
If u and Y are not separated by [ab]_ or [ba]_, we get 
d(ti, 0) = d(u, v) 2 d(u, z) 3 d(u, Z), 
since (Q4’) holds in G. 
Now let u and u be separated by, say, [ab]_ and consider an edge pq E [ab]_ 
that lies on a shortest u,v-path. Let (x, y, z) be the quasimedian of (u, Y, z). 
We claim that z is in V,, U V,,. Indeed, otherwise x E V,, = VP, and y E V,, = 
V, by Proposition 5.1 and the clique that contains the edge pq has a third vertex 
r which is the gate of z. Now [pr]_ separates u and z and [qr]_ separates v and 
z. Since z E J(u, V) and the gate of z in CJ, must be in Z(u, z) fl Z(V, z), we have 
z E U,. The neighbours of z in Up and in U, must be x and y and therefore, in GId 
we have 
2 = 7 E Z(U, Z) n Z( 77, Z) = {Z} 
which is impossible. 
In case that z is in V,,, we immediately get d(i& V) 2 d(ii, 2) and if z E Vab, we 
infer that y # u and get 
d(u, z) = d(u, x) + d(x, z) = d(u, x) + d(x, y) -=c d(u, v). 
Hence 
d(fi, 2) = d(u, z) s d(u, v) - 1 = d(ti, ti). 
In the proof of (Q5), we shall use convexity of intervals in G and Proposition 
6.1 repeatedly. Let X, J, Z E G(,I and choose representatives X, y, and z of these 
classes such that x, y, and t are in Z(u, v). In G, the median m of the triple 
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(x, y, z) exists and by Proposition 6.1, fi is a median of (i, jj, Z) in Cl&. Hence 
we only have to prove uniqueness. For that purpose assume that fi is a median of 
(z, j, 2). As th e c ass 1 ii contains at most two vertices and its intersection with 
each of the intervals Z(x, y), Z(x, z), and Z(y, z) is non-empty, we can find a 
representative of ii which lies in at least two of these intervals, say, IZ E Z(X, y) rl 
Z(x, z). Again we apply Proposition 6.1 and find a vertex p E ii fl Z(y, z) which 
obviously must be the median of (n, y, z). Convexity of intervals yields 
p E Z(x, Y) r-l Z(X> f) l-l ICY> z) 
and we infer that p = m and therefore ii =p = fi, that is, the median of (X, jj, 2) 
is unique. q 
7. The retracts of Hamming graphs 
The mapping IZ whose existence is proved in the next lemma is called a 
neighbour mapping of the graph G with respect to the gated subgraph S. It will be 
needed in the proof of Lemma 7.3. Let k := max{d(x, S) ( x E K}. Then the k-fold 
application of n maps each element x E G onto its gate in S. 
Lemma 7.1. Zf S is a gated subgraph of a quasimedian graph G and s : G + S is the 
gate map onto S, then there exists an endomorphism n of G such that 
n)s = ids and Vz E G - S: n(z) is a neighbour of z in Z(z, s(z)). 
Proof. We shall use induction on JGI. For JGI < 2 the proof is obvious. For a 
gated subgraph S of a quasimedian graph G with at least 3 vertices, let s be the 
gate map and assume first that S has at least 2 vertices. Choose an edge a6 of S 
and contract the edges of [ab]_ U [ba]_ to get a gated subgraph S1,z~ of a 
quasimedian graph G(d (cf. Proposition 6.1 and Theorem 6.2). The induction 
hypothesis yields a neighbour mapping ii of G lczd with respect to S Ied. Recall from 
the proof of Proposition 6.1 that S: 2 *s(z) is the gate map of Gj,n onto SIC,&. 
Consider the partition {VC 1 c E K} of G by the (gated) clique K that contains 
the edge ab. Since S is gated and a, b E S, it contains K. Observe that z E V, 
(c E K) if and only if s(z) E V,. By convexity (cf. Lemma 4.7), Z(z, s(z)) E V,. 
Now, by Proposition 6.1, ii(Z) EZ(Z, s(z)) implies that E(Z) nZ(z, s(z)) is 
non-empty and by our preceding considerations, this set contains exactly one 
element which we denote by n(z) if z E G - S. For z E S, set n(z) : = z. It is a 
routine verification that the mapping n : z c-) n(z) has the desired properties. 
If S = {a}, then take a neighbour b of a in G and consider the clique K of G 
that contains a and b. In fact, K is a gated subgraph of G with cardinality >l. For 
such a subgraph we have already proven the existence of a neighbour mapping 
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Fig. 8. f E 1(x, J), i n 1(x, y) = 0. 
which we shall denote by m. Set 
for z E G - K, 
for z E K. 
Again, the verification of the asserted properties of 12 is omitted. 0 
Proposition 7.2. Every quasimedian graph G contains a clique K such that 
V, # U, for at most one vertex a E K. 
Proof. Take an element of maximal cardinality from {V,, ) uv E E(G)}, say, V,, 
and let K be the corresponding clique of G, that is, a, b E K. Suppose that V, # UC 
for some c E K and choose a vertex z E V, - ZJ, such that d(z, UC) is as large as 
possible. By Lemma 4.7, z has a gate g(z) in UC. Let y be a neighbour of z in 
Z(r, g(z)). 
We show that V,, G V,, with proper inclusion unless a = c since g(z) E V,, fl UC. 
This completes our proof since V,, is chosen maximal. Let x be in V,,. Since [ac]- 
separates x and z (see Lemma 4.5) if a f c, every shortest x,t-path must pass UC 
before it reaches z and therefore, g(z) E Z(x, z). Now y is in Z(z, g(z)) 5 Z(z, x) 
and hence x E V,,. 0 
Let G be a quasimedian graph which is an isometric subgraph of a Hamming 
graph (cf. Theorem 5.3) H such that no Hamming graph H’ with G s H’ <H 
exists. We shall call this a minimal embedding. The verification of the following 
facts about a minimally embedded quasimedian graph is left to the reader: 
(a) If K is a clique of H and G contains two vertices of K, then K s G. 
(b) For any factor Ki of H = X {Ki 1 i E I} there is a vertex x E G and a level 
Kj(x) := {v E H ( tli E Z - {j}: JTJV) = JG~(x)} 
of H that is contained in G. 
Lemma 7.3. Every quasimedian graph zk a retract of a Hamming graph. 
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Proof. Let G be a quasimedian graph and let G c H be a minimal embedding of 
G in a Hamming graph H. A clique K of G as described in Proposition 7.2 is also 
a clique of H. By Lemma 4.1 it is gated in G and since it is a factor of H, it is also 
gated in H. Choose a E K as in Proposition 7.2. 
Throughout the proof, the notations V, and U, (c E K) will refer to the 
subgraphs of G with respect to the clique K. The corresponding subgraphs of H 
coincide and will be denoted by 
WC := {z E H ( d(z, K) = d(z, c)}. 
The proof is by induction on the cardinality of G. If G has one or two vertices, 
we are done since G = H. Hence we can start with a graph G that has at least 
three vertices. 
First, consider the case that the clique K has only two vertices, K = {a, b}. 
Contraction of [ab]_ U [ba]_ yields a quasimedian graph G(d which is isometri- 
cally embedded in the Hamming graph HI&. Since G s H has been a minimal 
embedding, G ld c H(d is also minimal. Note that H(,L = W, and G (al = V,. The 
reader is invited to pursue the proof on Fig. 9. 
The induction hypothesis provides us with a retraction g, : W, -+ V,. Denote the 
coretraction of g, by gf and let w,~ : W, + W, be the isomorphism of Lemma 4.3. 
BY 
g(z) : = SO(Z) 
if z E W,, 
wabOgaO+++&) if 2 E W,, 
we define a homorphism of H onto a subgraph G’ of H which is isomorphic to 
V, x K2. Replace g, by g,* in the definition of g to obtain a definition for the 
a b a a b 
GsH g,:Hb Gb g:H+G’ f:G’+G 
Fig. 9. Shaded regions correspond to the respective subgraphs. The mappings are outlined for some 
selected vertices. 
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coretraction g* of g. Now G’ is a retract of H and we only have to get rid of some 
vertices in W,. 
Since U, is gated in G, Lemma 7.1 yields a homomorphism n : G--f G such that 
n/L6 = id, and for every z E V, - U,, n(z) is a neighbour of z with d(n(z), U,) = 
d(z, U,) - 1. We define another mapping by 
f(z):=fZ 
if z E G, 
n owba(z) if z E G’ - G, that is, z E w,,(V, - U,). 
It is easily verified that f is a homomorphism of G’ onto G and since f lG = id,, 
we have defined a retraction of G’ onto G whose coretraction is the canonical 
embedding of G into G’. The composition fog is a retraction (with coretraction 
g* of *) of H onto G. 
Finally, let us have a short look at the case IR] > 2 which does not require any 
new ideas of us. Recall that the subgraphs WC (c E K) of H are pairwise 
isomorphic via the isomorphisms of Lemma 4.3. Hence we may treat any vertex 
c E K - {a} as we have treated b in the first case (for example, set f(z) := 
n 0 w,,(z) for z E w&V, - U,) and c E K - {a}). Again, we obtain mappings g 
and f and their composition fog is the desired retraction of H onto G. El 
It should be mentioned that the proofs of Lemmas 7.1 and 7.3 and Proposition 
7.2 give rise to a recursive algorithm which determines for a given quasimedian 
graph G a Hamming graph H and a retraction of H onto G in polynomial time. 
A polynomial algorithm for the embedding of G into H is given in [16]. 
The following theorem states that the quasimedian graphs form a variety of 
graphs (in the sense of Nowakowski and Rival [14], except for the fact that they 
use the direct product instead of the Cartesian product). In particular, the proof 
shows how to find quasimedians in a Hamming graph. Mulder [12] has shown that 
the convex closure of a quasimedian of size 12 in any quasimedian graph is a (K$. 
Theorem 7.4. The class of quasimedian graphs is the smallest class of graphs 
which contains all complete graphs and is closed under the formation of retracts 
and Cartesian products. 
Proof. Denote the class of all quasimedian graphs by ?Ut. Clearly, every 
complete graph is in %U. Since every graph in Z!JY is in fact a retract of a product 
of complete graphs (see Lemma 7.3), we only have to prove that %rY is closed. 
Let us first consider Cartesian products in .%U. If G :=X {Gi 1 i E I} is the 
Cartesian product of the graphs Gj and xi :x HX~ is the ith projection (of G onto 
G,), then 
d(x, Y) = C di(xi, Yi), 
Z(X, y) = x &(-Xi, Yi), and J(x, y) = X Ji(xi, _Yi). 
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If (xi, y;, zi) is the quasimedian of (a,, bi, c;) in Gi for every i E I, then (x, Y, Z) 
satisfies the conditions (i) and (ii) of the definition of a quasimedian for (a, b, c). 
Hence (a, b, c) has a quasimedian in G. If every interval Zi(xi, yi) is a median 
graph and (u, u, w) is a triple of vertices in Z(x, y), then every triple (u,, vi, w,) 
has a median mi and m is a median of (u, u, w). Uniqueness of m follows from 
the uniqueness in each projection. By Theorem 5.6, the product of quasimedian 
graphs is again in 9.k 
Let F be a graph in .92Ju and r : F + G a retraction with coretraction c : G + F. 
We shall use the fact that r and c are non-expansive (d(x, y) 3 d(f(x), f(y)) for 
f = r, c). For u, 21, w E G, the triple (c(u), c(v), c(w)) has a quasimedian (x, y, z) 
in F. We claim that (r(x), r(y), r(z)) . is a q uasimedian for (u, Y, w). In fact, 
d(c(u), c(u)) = d(c(u), x) + d(x, Y) + d(Y, c(v)) 
2 d(rc(u), r(x)) + d(r(x), r(Y)) + d@(Y), NV)) 
= d(u, r(x)) + d@(x), r(Y)) + d(r(Y)), u) 
3 d(u, V) 3 d(c(u), c(v)). 
We infer 
d(u, v) = d(u, r(x)) + d@(x), r(Y)) + d@(Y), n) 
and also 
d(x) Y) = d(r(x), r(Y)). 
Symmetrically, we obtain the corresponding equations for d(u, w), d(v, w), 
d(x, z), and d(y, 2). Minimality of d(r(x), r(y)) follows from the minimality of 
d(x, y) since c is an isomorphism of G onto its image in F. Hence we get 
quasimedians in G from quasimedians in F. If (u, u, w) is a triple of vertices in an 
interval Z,(a, b) of G, then (c(u), c(v), c(w)) is in Z,(c(u), c(b)) and has a 
median m there. As above, r(m) is a median of (u, V, w) in G and uniqueness 
follows by isomorphy from the uniqueness of m. Again by Theorem 5.6, any 
retract of a quasimedian graph is in ~!JU. 0 
Corollary 7.5. The retracts of Humming graphs are precisely the quasimedian 
graphs. 
Since retracts of bipartite graphs are again bipartite graphs and hypercubes are 
just bipartite Hamming graphs, we obtain the finite case of a theorem of Bandelt 
[l] from Theorems 5.2 and 7.4. 
Corollary 7.6. The retracts of hypercubes are precisely the median graphs. 
Clearly, the median graphs form the variety generated by the graph K,. 
In the bipartite case, the median graphs are both the strong retracts and the 
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weak retracts of hypercubes. In [15], I have characterized the strong retracts of 
Hamming graphs to be the Cartesian products of median graphs and Hamming 
graphs which certainly do not coincide with the weak retracts of Hamming 
graphs characterized above (see Fig. 4 after deleting one of the shaded vertices, 
for example). 
Finally, we are able to give a short proof for a theorem that is a consequence of 
the expansion procedure in [12]. A subgraph G of a graph H is called 
quasimedian-closed if the quasimedian in H of any triple of vertices of G lies in 
G. 
Theorem 7.7 (Mulder [12]). A graph G is a quasimedian graph if and only if it is 
a quasimedian-closed induced subgraph of a Hamming graph. 
Proof. Necessity follows from Lemma 7.3 and the proof of Theorem 7.4. Every 
quasimedian-closed subgraph is an isometric subgraph. Properties (Q4) and (Q5) 
of Theorem 5.6 hold for Hamming graphs and are transmitted to quasimedian- 
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