Abstract. We study semilinear and quasilinear systems of the type KleinGordon-waves in the high-frequency limit. These systems are derived from the Euler-Maxwell system describing laser-plasma interactions. We prove the existence and the stability of high-amplitude WKB solutions for these systems.
Introduction

Physical context and motivations
The construction of powerful lasers enables the study of highly nonlinear regime in plasma physics. Therefore, nonlinear models have to be used. The simplest and most popular model for nonlinear interaction of a laser and a plasma is the so-called Zakharov system [28] . It is used for dense, hot plas- 
Mathematical context
Consider hyperbolic semilinear systems of the form
with the initial datum U ε (t = 0, x) = ε p A(x)e ikx/ε + c.c., (1.4) where A(∂ x ) = j A j ∂ j ; the matrices A j are symmetric and L 0 is skewsymmetric. F is a smooth map. p ∈ R + controls the size of the initial datum. The initial datum is oscillatory.
For the sake of simplicity, let us suppose that the nonlinearity F is homogeneous of order q (F (U ) ∼ U q ). Classical existence theorems for (1.3)-(1. 4) give solutions defined on time intervals of the form [0, t 0 ε (1−q)p ]. One can address the question of the behaviour of the solutions as ε → 0. The case where p = 0 is called the geometrical optics regime. In this regime, the solution U ε is described by U ε ∼ e i(kx−ωt)/ε U (t, x) + c.c., (1.5) where ω and k satisfy the dispersion relation det (−ω + A(k) + L 0 /i) = 0, and U satisfy a nonlinear transport equation
where F 1 can be expressed in terms on the Taylor expansion of F. For smaller solutions, the lifetime is longer and on a longer time scale, dispersive effects have to be considered: for p = 1/q − 1, we have U ε ∼ ε 1/(p−1) (e i(kx−ωt)/ε V (εt, x − ω (k)t) + c.c.), (1.6) where V (t, x) satisfies:
This is a classical result of Joly, Métivier and Rauch [9] . In both cases, the approximations (1.5) and (1.6) are justified by error estimates. However, in many physical cases, the nonlinearity F 1 and G in the limit equations vanish because of algebraic properties of the systems. This property is called transparency by
Joly, Métivier and Rauch in [10] . In the physics literature, one can however find expansions giving nonlinear models. The way these models are obtained is the following. In the case p = 0, one seeks solutions living on [0, t 0 /ε], that is on a diffractive time scale. One then obtains Davey-Stewartson-type systems [4] . For geometrical optics time scale, one has to consider large solutions of amplitude 1/ √ ε in order to get nonlinear effects [10] . For diffractive time scales with rectification, one takes p = 1/2 [6] . In all these cases, under the transparency hypothesis, a formal WKB expansion is possible. But in order to prove error estimates of these expansions, the transparency hypothesis is not sufficient (except for dissipative cases, see [5] ). Joly, Métivier and Rauch proposed a subclass of systems for which stronger transparency hypothesis can be made, which allow to obtain satisfying error estimates. This structure is inspired from the physical Maxwell-Bloch systems. It is used in [4] and [6] .
These systems have the form
where the operators L ε an M ε have the same structure as L ε in (1.3). The idea is to look for solutions to (1.7) for which m has a normal size (in comparison with the lifetime of the solution), that is for example m of size ε on [0, t 0 /ε], while u is bigger (for example u of size O(1) on the same interval). Therefore, the first equation of (1.7) can be handled in a straightforward manner and the problem is to solve the second equation in (1.7).
After a rescaling, this is equivalent to considering 8) where c(ε) → 0 as ε → 0, and u and m have size O(1).
In [10] , one has c(ε) = ε and d(ε) = 1 on a time interval [0, t 0 ]. In [4] , one has d(ε) = ε, c(ε) = ε and the time is O(1/ε). In [6] , one has d(ε) = ε, c(ε) = 1 and the time is O(1/ε). These scaling are not equivalent, see remark 1.15.
Here our goal is to justify the Zakharov equations. In this view, the appropriate scaling is d(ε) = 1, c(ε) = √ ε and M ε has the form
that is we take M 0 = 0 and we assume that the acoustic velocity is small. This is reasonable in the physical context of plasma waves. Note that thanks to the fact that the acoustic velocity is small, the transparency Assumption 1.7 needed for the proof of the error estimate is weaker than the hypothesis in [10] .
This scaling is actually not completely convenient in order to derive the Zakharov system and we will therefore consider the new spatial variable X = x/ √ ε, that we still denote by x. The typical system that we will consider in this paper will therefore be
(1.9)
In the next section, we present examples of systems on which our results apply.
Examples
A multidimensional Klein-Gordon-wave system. The following system is directly obtained from the bifluid Euler-Maxwell system (see section 2.1):
(1.10)
It will be shown in section 2.1 that up to a change of unknowns this system can be considered as being of the form (1.9). Our main result (Theorem 1.9) therefore applies: Let E 0 , n 0 0 , n 0 1 ∈ H σ with σ large enough. Let F and N be the solution of the Zakharov system
, with t 0 > 0. There exists E, n solution to (1.10) defined over [0, t 0 ], with the same initial datum as F, N , and such that
A quasilinear, one-dimensional Klein-Gordon-wave system. Consider the system
(1.12)
A local, nonlinear change of variables (section 2.2) transforms (1.12) into a system of the form (1.7). This is a change of variables that transforms the quasilinear term in (1.12) into a semilinear term. For this system, the result is similar to the result for the multidimensional Klein-Gordon system (1.10).
A quasilinear, two-dimensional Klein-Gordon-wave system. The two-dimensional version of (1.12) is
(1.13)
This system cannot be transformed into a system of the form (1.9). We show in section 2.4.1 how the quasilinear coupling term has to be modified to allow such a tranformation.
Assumptions and results
Consider the symmetric hyperbolic operators
The A j 's are hermitian N ×N matrices; the B j are hermitian
and let g be a bilinear map:
The system we consider is
(1.14)
With the above notations, it has the form (1.8) with d(ε) = 1.
We are interested in the regime c(ε) = √ ε. For c(ε) = √ ε, classical results [18] provide the existence of a unique regular solution to the Cauchy problem for (1.14) with an initial datum of size O(1) (with respect to ε) in
The existence time is a priori only O( √ ε).
where
Note that we will actually use a slightly stronger notion of approximate solutions, via the representation by profiles. 
, the solution U ε to the Cauchy problem for (1.14) with the initial 15) as ε → 0, for all 0 ≤ t 0 < t * * .
Remark 1.3
• Note that this notion of stability is weaker than the one used in [2] .
• The error estimate in (1.15) can be made precise, depending on the precision of the approximate solution and the initial data (see further, after the statement of Theorem 1.9).
The characteristic varieties of L ε and M ε are defined as
For a characteristic phase β = (ω, k) ∈ Char L ε , one denotes by P (β) the orthogonal projector onto the Kernel of −ω + A(k)/ √ ε + L 0 /i, and by R the set of all integers p ∈ Z, such that pβ is characteristic (pβ ∈ Char L ε ). P and R actually depends on ε, as the matrix L ε (β) depends on ε (see (1.16) ). For fixed ε and for dispersive equations (L 0 = 0), it is reasonable to assume that R is a finite set (this is the "strong finiteness assumption" of [9] ), and we will do so.
Note that for β = (ω, 0), the matrix L ε (pβ) and the associated projector P (pβ) and characteristic harmonic set R actually do not depend on ε. Such a characteristic phase is considered in section 3 and in Theorem 1.9 (but in Theorem 1.8, we can allow more general phases (ω, k) -see below).
For a characteristic phase β = (ω , k ) ∈ Char M, one denotes by Q(β ) the orthogonal projector onto the Kernel of −ω + B(k ).
We need some kind of regularity for the phases pβ ∈ Char L ε , p ∈ R, but we want to allow these points to be critical (in the sense of definition 1.4 of [26] ; this means that we want to allow several branches of the variety to intersect at pβ)) as this is the case for the Euler-Maxwell equations (see the description of the characteristic variety of the Euler-Maxwell equations in [27] ). It is convenient to assume that Char L ε satisfies an axisymmetry
property. This means that we assume in the following that the eigenvalues of A(k) √ ε + L 0 /i depend only on k only through |k|. With this assumption,
Butler's theorem [16, 26] implies that Char L ε is parameterized by smooth maps. This assumption is satisfied by the physical examples we give in this paper and by the Euler-Maxwell equations.
We will need some regularity for the eigenprojectors of the matrices B(k)
as well. Again, it suffices to assume that the eigenvalues of B(k) depend only on |k|, an assumption satisfied by our model systems.
In section 3, we fix a characteristic phase β = (ω, 0) ∈ Char L ε and we construct approximate WKB solutions in the variables t, x, θ = ωt/ε. We call "profiles" maps depending on the variables t, x, θ which are periodic in θ. We make in section 3 the following "weak transparency" assumptions:
Assumption 1.5 For all p ∈ R − {0}, pβ is a local extremum of every branch of Char L ε that passes at pβ.
Assumption 1.4 is a necessary condition for the construction of WKB
solutions of high-amplitude (this is obvious from the WKB modulation equations, specifically (3.44)). Assumption 1.5 will ensure that the equations for the profiles of the WKB expansions are well-posed (see remark 3.1 about the well-posedness of the limit system). Assumption 1.5 precisely means that, 
is solution of the vector Zakharov-type system (3.46)-(3.47).
The question of the global existence for the Zakharov equations in several space dimensions is still open, so we only have t * < ∞ a priori.
In section 4, we fix a characteristic phase β = (ω, k) ∈ Char L ε , where k is possibly nonzero, and we prove an energy estimate for the linearized equations in the variable t, x, θ = (k · x − ωt)/ε under the following "approximate linear transparency" assumption (where the projectors P and Q were introduced shortly after Remark 1.3):
We check that Assumption 1.7 is satisfied by our model systems in section 2.4.1. This assumption is weaker than the corresponding assumption of Joly, Métivier and Rauch [10] , which is
to be of size O (1) it appears in the course of the stability proof (section 4.1) that our goal is to find uniform bounds (with respect to ε) for singular integrals of the type
This amounts, by non-stationnary phase arguments, to find a uniform bound for the ratio 
. We also suppose that for all p,
, for all σ ∈ R and all 0 ≤ t 0 < t * (where u p is the pth Fourier coefficient of the profile u). Note that (1.21) is satisfied by the approximate solution constructed in section 3, see in particular equation (3.43 ). In the profile variables t, x, θ, the leading term of the operator
where g(u a )u := g(u a , u) + g(u, u a ), and where the notations L ε (β) and M (β)
were introduced in (1.16). With these notations, the following theorem holds:
, for all σ ∈ R and all 0 ≤ t 0 < t * , and satisfying condition (1.21). Under Assumption 1.7, where β = (ω, k), for sufficiently large σ, for all 0 ≤ t 0 < t * , there exists C(σ, t 0 ) > 0 such that for all profile
, for all 0 ≤ t ≤ t 0 , the energy estimate holds
We will make use of this theorem with U In (1.15), the error estimate depends on the order of the approximate solution and on the size of the perturbation of the initial data (see the proof of Proposition 1.14). In particular, for approximate solutions at order 1 with the same initial datum as the exact solution, the error estimate is O( √ ε). In section 2.3, we consider quasilinear systems of the form:
where L ε and M ε have the same form as above. We state and discuss a "strong transparency assumption at infinity": Assumption 1.11 There exists C > 0 such that for all u, u ∈ C n , for all k, l, l and for all η, η ∈ R d , with η + η = 0,
where P k , λ k and Q l , µ l are elements of the spectral decomposition of A and B :
We prove the following proposition:
Proposition 1.12 Under assumption 1.11, there exists bounded families of • Assumptions 1.4 is the same as Assmption 2.1 in [10] . Both are necessary conditions for the existence of high-amplitude WKB solutions.
• Assumption 1.5 is comparable to Assumption 2.2 in [10] as it ensures that the profile equations are well-posed.
• Assumption 1.7 is weaker than Assumption 2.5 of [10] . We do not suppose that the interaction coefficients vanish at the resonances. We only suppose that we have a certain control of the ratio (1.20).
• 
To U ε a corresponds a family of maps U ε a via (1.18). 
The time existence given by [18] is only O( √ ε). We look for the exact solution V ε in the form of a profile which is a perturbation of U ε a :
We have b) Such a proposition does not hold for diffractive geometric optics for highamplitude solutions as considered in [6] and [4] . In these paper, an estimate of the form (1.22) is not enough to prove the error estimate. This is due to the singularities of the profile equations (due to the "long waves" asymptotics) that prevents the authors from constructing more than one corrector. As a consequence, one has to take k = 0 in the above proof, which yields error estimates over geometric optics time intervals of size O(1) only. This is why strong transparency assumptions are made in [6] and [4] . These assumptions are much stronger than assumptions providing linear stability estimates of the form (1.22) as Assumption 1.7 in this paper and Assumption 2.5 in [10] .
This paper is organized as follows: in section 2.1, we derive the system (1.10) from the Euler-Maxwell system and we show how (1.10) enters the class (1.9). We give a polynomial change of variable that transforms the quasilinear model system (1.12) into a semilinear system of the form (1.7). In section 2.3
we introduce a procedure of normal forms to conjugate quasilinear systems of the form (1.23) and semilinear systems of the form (1.7). We test our transparency assumptions 1.4, 1.5, 1.7 on the systems (1.10) and (1.12) in section 2.4.1. We test the normal form procedure on the systems (1.12) and (1.13) in section 2.4.2. We perform the WKB expansion in section 3 and finally in section 4 we prove our main result, that is the stability of the WKB expansion (Theorem 1.9).
2 The physical models
Derivation of a multidimensional Klein-Gordon-wave system
The Euler-Maxwell system describes the evolution of the electromagnetic field in a plasma. We consider a plasma as an ideal, nonhomogeneous, two-species fluid composed of electrons and ions of charge respectively −e and e. The laser is described by the Maxwell equations; the plasma is described by the Euler equations of conservation of momentum and mass [7, 25] :
(n 0 + n e ) (∂ t v e + v e · ∇v e ) = − γ e T e m e ∇n e − e(n 0 + n e ) m e (E + 1 c v e × B),
The parameters are m e , m i the masses of both species, γ e and γ i the specific heat ratios of both species, T i and T e the temperatures of both species and n 0 the (assumed constant and isotropic) density of the plasma at equilibrium.
The variables are B, E the electromagnetic field, v e , v i the velocities of the electrons and of the ions, and n e and n i the density fluctuations from the equilibrium n 0 .
The nonlinear term in the Ampère equation is the current density term.
The nonlinear terms in the equations of conservation of momentum are the Lorentz forces terms.
The mass of the electrons is small compared to the mass of the ions :
m e m i . The Lorentz force is the same for the ions and the electrons, therefore the velocity of the ions is negligible compared to the velocity of the electrons. As a consequence, we neglect the contribution of the ions in the Ampre equation.
We restrict to longitudinal waves, that is
at first order. Neglecting most of the nonlinear terms, these waves satisfy the following relation:
27)
∂ t v e = − γ e T e m e n 0 ∇n e − e m e E, (2.28)
Taking the time derivative of (2.28) and using (2.29), we obtain
That is 
Using T and L as typical space and time sizes, the equation becomes
Now one sets:
This gives
Now for initial data of characteristic size ε, we haveẼ = O(ε) and n e /n 0 = O(ε 2 ) (see [27] ). This eventually gives the first equation of (1.10). The second equation in (1.10) is obtained as usual by linearizing the Euler equations for the ions (see [3] for more details, or a physics textbook as [7] ).
We now show how (1.10) can be tranformed into a semilinear system of the form (1.9). Let
For the unknown (u 1 , u 2 , u 3 , m 1 , m 2 ), the system reads
(2.32) (2.32) is a system of the form (1.9). We present in section 2.3 an abstract setting for such a transformation.
A quasilinear, one-dimensional Klein-Gordon wave system
Consider the system (1.12) in the form
This is a one-dimensional version of the Klein-Gordon-wave system (1.10).
We give a polynomial change of variable that transforms it into a semilinear system.
First perform the linear change of variable (diagonalization);
Then we have
Now consider the polynomial change of variables:
where α, β, γ, δ are real constants to be fixed later. We have
Thus choosing α and β as
the equation forÑ 1 becomes
Similarly, if one lets γ := β, δ := α, one obtains
The equation for (U, V ) is
(2.37)
The system (2.35)-(2.36)-(2.37) has the form (1.7) with d(ε) = 1 and c(ε) = √ ε.
Nonlinear conjugation with quasilinear systems
We give in this section an abtract setting for the change of variables described above. Consider quasilinear hyperbolic systems of the form (1.23). The physical relevance of such systems is given in the previous section. We prove in this section Proposition 1.12. The validity of Assumption 1.11 is discussed in section 2.4.2. We consider the regime c(ε) = √ ε below; in this paragraph, any c(ε) = 1 is appropriate.
With the above notations for the spectral decomposition of A and B, one has for all η :
The eigenvalues λ k and µ l are continuous, and they have directional derivatives in every direction at every point [17, 26] .
Proof of Proposition 1.12. If (u, m) is a solution of (1.23), then for any bilinear map S ε and for any change of variables of the form (1.24),
One wants to find S ε such that the right hand side of the above equation involves no derivatives ofũ. With the form of the operators involved in (1.23), it is natural to look for S ε in the form of a constant coefficient bilinear pseudodifferential operator:
Then one has
The homological equation is
In Fourier modes:
When η + η = 0, one sets S ε (η, η ) = 0. When η + η = 0, a sufficient condition is to have, for all η, η ∈ R d , and for all vectors u, u in C N ,
With the spectral decompositions of A and B, this gives
Then with Assumption 1.11, setting for all u, u , k, k , l, η, η , 
Let ξ := (|η|,η), and ξ := (λ ε (η),η).
We will use the uniform bounds: for all x,
Letη = √ εη, and
The interaction coefficient is
The bound (2.39) is equivalent to |ψ| ≤ √ ε. Hence we have
This implies the existence of ε 1 > 0 and c 1 > √ 2 such that for 0 < ε < ε 1 , if (2.39) is satisfied, then |η| ≤ c 1 ε 1/4 .
When |ψ(η)| ≤ ε, we have
Thus there exists 0 < ε 2 ≤ ε 1 and c 2 > 0, 2 < c 2 < 3, such that for all 0 < ε < ε 2 , |η| ≤ c 2 √ ε. Then the interaction coefficient can be directly bounded as
Thus for ε 0 small enough and 0 < ε < ε 0 , For η = 0, the eigenvectors of A(η)/ √ ε + L 0 /i associated with the eigenvalues
This gives
g(e + (0), e − (0)) = g(e − (0), e + (0)) = 0.
Again, β and −β are local extrema of the characteristic variety and Assumptions 1.4 and 1.5 are satisfied. The interaction coefficient is
One checks that Assumption 1.7 is satisfied; the computations are the same as in the previous example.
Verification of Assumption 1.11
We now discuss the validity of Assumption 1.11 on (1.12) and (1.13) (there is nothing to check for (1.10) as it is actually semilinear). In these examples, all the resonances are regular (see [10] ), so that in order to check Assumption 1.7, one only needs to check that the interaction coefficients vanish at the resonances.
Verification on (1.12). Consider (1.12) in the form (2.33). It has the form (1.23) with
The eigenvalues of A(η) and B(η) are ±|η|, the associated eigenvectors are
and the eigenprojectors are P ± (η) = Q ± (η) = e ± (η) ⊗ e ± (η). The resonances are given by the four equations ±c(ε)|η ± η | = |η| − |η |. For a given η > 0, the solutions are
√ ε η, and η = −η.
η, one has
where < ·, · > denotes the scalar product in R 2 . The interaction coefficient is Verification on (1.13). Consider (1.13). It has the form (1.23) with
The eigenvalues of A(η) (resp. B(η)) are ±|η| (resp. 0, ±|η|), where | · | is the Euclidean norm in R 2 . One has A(η) = ±|η|e ± (η), with
It is not restrictive to suppose η 2 = 0 in the following computations. One has
and B(η)f 0 (η) = 0, with
The resonance equations are 
These resonances are transparent.
We now see how g should be modified in order to satisfy Assumption 1.11.
We add to g a pseudodifferential term :
One has again
hence a sufficient condition to impose ong in order that g +g satisfies Assumption 1.11 is
for all η, η such that c(ε)|η + η | = |η| − |η |. One sets
The condition becomes
one has c(θ, θ ) = 0 hence one sets c(θ, θ ) = 0. Otherwise, one sets
It follows that A, B and g +g satisfies Assumption 1.11.
With the notations of the introduction, we construct in this section approximate solutions to the Cauchy problem for the system
where f and g are bilinear. The initial datum is
). In view of Proposition 1.14, we want to construct approximate solutions at order 1 and defined over a time interval [0, t * [, with t * > 0 independent of ε.
We make Assumptions 1.4 and 1.5. Assumption 1.4 is a weak transparency assumption, as in [10, 4, 6, 27] . It implies that the pertinent regime is given by (the weakly nonlinear regime) would indeed lead to a linear limit system.
One denotes by R the set of all integer p ∈ Z, such that pβ is characteristic (pβ ∈ Char L ε ). R is a finite set. For all p ∈ R, P (pβ) is the orthogonal projector over the kernel of (−pω + L 0 /i).
To suppose that the eigenvalues of A(k) + L 0 /i depend on k only via |k| implies in particular that Char L ε is smooth, but several branches of Char L ε may intersect at pβ. For example, the point (ω p , 0) of the characteristic variety of the Euler-Maxwell system [27] is regular and two Klein-Gordon branches intersect at this point. As in [26] , for a given p ∈ R, let us consider the eigen- Ansatz. We look for approximate solutions of system (3.41) in the form
This is a three-scale geometric optics approximation. β = (ω, 0) is a fixed characteristic phase satisfying
The notation u p denotes the pth Fourier coefficient of a profile u. We use the notations L ε (β), M (β) introduced in (1.16). As β = (ω, 0), L ε (pβ) does actually not depend on ε, for all p ∈ Z, hence we will denote this matrix by We set u 3 = 0, m 3 = 0, P (pβ)u 2,p = 0, and m 2,0 = 0. Then one has (∂ t − iω (pβ)(∂ x , ∂ x ))P (pβ)u 1,p = P (pβ)f (u 0 , m 1 ) p + f (u 1 , m 0 ) p , (3.49) (∂ t + M (∂ x ))m 1,0 = (g(u 0 , u 2 ) + g(u 2 , u 0 ) + 2g(u 1 , u 1 )) 0 (3.50)
The weak transparency assumption implies that g(P (pβ)u 1 , P (pβ)u 1 ) = 0, hence the system satisfied by (P (pβ)u 1,p , m 1,0 ) is linear. It depends on nonlinear, differential terms involving U 0 .
With the above equations, the profile defined by
is an approximate solution to (3.41) at order 1 with an existence time t * > 0 independent of ε.
Remark 3.1 Note that the limit system (3.46)-(3.47) has the form (1.1).
Without Assumption 1.5, we would have found precisely ensures that c = 0. A formal derivation of (3.51) can be found in [27] .
Example
The limit system for (1.10) and (1.12) is 
