Abstract-The shadow cluster shadow cluster shadow cluster concept can be used to estimate future resource requirements and to perform call admission decisions in wireless networks. Shadow clusters can be used to decide if a new call can be admitted to a wireless network based on its quality-of-service (QoS) requirements and local traffic conditions. The shadow cluster concept can especially be useful in future wireless networks with microcellular architectures where service will be provided to users with diverse QoS requirements. The framework of a shadow cluster system is completely distributed, and can be viewed as a message system where mobile terminals inform the base stations in their neighborhood about their requirements, position, and movement parameters. With this information, base stations predict future demands, reserve resources accordingly, and admit only those mobile terminals which can be supported adequately. The shadow cluster concept involves some processing and communication overheads. These overheads have no effect on wireless resources, but only on the base stations and the underlying wireline network. In this paper, it is shown how base stations determine the probabilities that a mobile terminal will be active in other cells at future times, define and maintain shadow clusters by using probabilistic information on the future position of their mobile terminals with active calls, and predict resource demands based on shadow cluster information. In addition, a call admission algorithm is introduced, which uses current traffic and bandwidth utilization conditions, as well as the amount of resources and maximum allowable "dropping probability" being requested. Performance results showing the advantages of the shadow cluster concept are also included in the paper.
outside of its coverage area, but who may soon emigrate to its cell. Base stations must maintain a balance between the two conflicting requirements: 1) maintain maximum resource (bandwidth) utilization and 2) reserve enough bandwidth resources so that the maximum rate of unsuccessful incoming handoffs (due to insufficient resources) is kept below an acceptable level. The probability of unsuccessful handoffs can be established in terms of a quality-of-service (QoS) metric, e.g., call dropping probability, that the network agrees to maintain.
An accurate determination of the amount of resources that a base station must reserve (to maintain a certain call dropping probability) is likely to become a very important issue in future wireless networks. In contrast to current systems, future wireless networks will support a wide range of applications with diverse bandwidth requirements. Also, in future systems the demand on wireless bandwidth within a cell may change abruptly in a short period of time [8] , as for example, when several video or high data rate users enter or leave a cell at the same time. In contrast, in current systems the bandwidth demand usually varies gradually, and hence it is much easier to handle. Moreover, future wireless networks may provide customized QoS parameters on a per call and/or on a service basis, enabling users to select a level of service according to a pricing plan.
In order to maintain an acceptable call dropping probability rate, several schemes [2] , [8] , [10] , [13] have been proposed to dynamically organize the allocation of bandwidth resources. These schemes consider only limited information from neighboring cells, and do not specifically consider admission control policies as means to prevent congestion. Issues and relationships between resource reservation, channel assignment, call admission, and traffic intensity have been studied previously [7] , [12] , [14] . Admission control policies which determine the number of new voice or data users for acceptance in a packet radio network are given in [14] . For these policies, voice users are accepted only if a longterm blocking probability is not exceeded, while data users are accepted only if the mean packet delay and the packet loss probability are maintained below certain levels. In [12] , a "flexible" channel assignment scheme is proposed based on the analysis of offered traffic distributions or blocking probabilities. A distributed call admission control procedure is proposed in [7] , which takes into consideration the number of calls in adjacent cells as well as in the cell where a new call request is being made, in addition to the knowledge of the mean call arrival, call departure, and call handoff rates. None of these schemes consider the individual trends of the users in the wireless network, e.g., position, speed, direction, and bandwidth demands.
In this paper, we describe the so-called "shadow cluster concept" [5] , a predictive resource estimation scheme which provides high wireless network utilization by dynamically reserving only those resources that are needed to maintain the call dropping probability requested by the wireless connection. The shadow cluster concept is a solution to the problems of resource reservation and call admission in a wireless network. It is the first scheme that utilizes real-time information about the dynamics, traffic patterns, and bandwidth utilization of the individual mobile terminals in a network. The shadow cluster scheme is dynamic and proactive, i.e., the amount of resources to be reserved is determined "on-the-fly," and the control functions on call admissions are aimed at preventing congestion conditions. By using shadow clusters, the number of dropped calls during handoffs can be reduced, and the establishment of new calls that are highly likely to result later in dropped calls can be avoided. Shadow clusters are best suited for wireless networks with small cell sizes (nano, micro, mini), that result in a high number of cell handoffs during the lifetime of the average wireless connection. The shadow cluster concept is completely distributed. It requires processing overheads in base stations as well as some communication between a mobile terminal's base station and its neighbors through the wireline network. The mechanism does not require the use of wireless resources. Since future base stations are likely to be linked by switches which use high-bandwidth optical fiber [1] , and since the shadow cluster algorithms' cycle time is likely to be in the order of several seconds [5] , the amount of extra information generated by the mechanism should be easily manageable by the wireline network. This paper is organized as follows. In Section II, we present a general description of the shadow cluster scheme. In Section III, we study the active mobile probability concept, used by base stations to inform their neighbors about the probable future locations of active mobile terminals in the network. Also, we explain information structures and methodologies that can be used to compute active mobile probabilities. In Section IV, we describe how shadow clusters can be used to estimate future resource demands in a cell. Using the procedures outlined in Section IV, we develop a call admission algorithm in Section V. In Section VI, we examine the performance of the shadow cluster concept for mobile terminals moving along a highway. Finally, in Section VII, we provide some conclusions about this work.
II. THE SHADOW CLUSTER CONCEPT
Consider a microcell wireless network system that can support mobile terminals running applications which demand a wide range of resources. Users can freely roam within the network's coverage area, and experience a large number of handoffs during a typical connection. The wireless network users expect good QoS from the system, e.g., low delays, small call dropping and packet loss probabilities. The wireless network must provide the requested level of service even if an active mobile terminal moves to a congested cell. In this case, the corresponding base station must provide the expected service even if this implies denying network access to new connection requests. Ideally, base stations should deny network access to certain connection requests only when it is strictly necessary. This constitutes a problem that could only be optimized if knowledge were available regarding the future movement and call holding times of the active mobile terminals in the wireless network, as well as the future movements and call holding times of the mobile terminals 1 with connection requests. As in related problems, solutions close to optimal can often be obtained by using knowledge of past events to predict future behavior.
The fundamental idea of the shadow cluster concept is that every mobile terminal with an active wireless connection exerts an influence upon the cells (and their base stations) in the vicinity of its current location and along its direction of travel. As an active mobile terminal travels to other cells, the region of influence also moves, following the active mobile terminal to its new location. The base stations (and their cells) currently being influenced are said to form a shadow cluster, because the region of influence follows the movements of the active mobile terminal like a shadow, as shown in Fig. 1 . The shadow (and therefore the level of influence) is strongest near the active mobile terminal, and fades away depending on factors such as the distance to the mobile terminal, current call holding time and priority, bandwidth resources being used, and the mobile terminal's trajectory and velocity. Because of these factors, the shape of a shadow cluster is usually not circular and can change over time.
We say that the center of a shadow cluster is not the geometric center of the area described by the shadow, but the cell where the mobile terminal is currently located. We also refer to this cell as the mobile terminal's current home cell. A bordering neighbor is a cell that shares a common border with the shadow cluster's center cell. In contrast, a nonbordering neighbor cell, although being a part of the shadow cluster, does not share a border with the shadow cluster's center cell. In a manner consistent with the above definitions, we also use the terms current home base station, bordering base station, and nonbordering base station. Conceptually, the number and "darkness" of the shadows covering a cell reflect the amount of resources that the cell's base station needs to reserve in order to support the active mobile terminals currently in its own and in neighboring cells. With the information provided by shadow clusters, base stations can determine, for each new call request, whether the request can be supported by the wireless network. In practice, a shadow cluster is a virtual message system where base stations share probabilistic information with their neighbors on the likelihood that their active mobile terminals will move to neighbor cells (while remaining active) in the near future. With the information provided by shadow clusters, base stations project future demands and reserve resources accordingly. Base stations reserve resources by denying network access to new call requests, and by "waiting" for active users to end their calls.
The decision process for the acceptance of a new call request also involves a shadow cluster. Every new call request results in the implementation of a tentative shadow cluster. Base stations exchange information on their new call requests, and decide, based on this and other information, which requests should be accepted and which requests should be denied. When implementing shadow clusters, it is important to consider that the amount of information shared among neighbor base stations should be limited, so that the wireline network is not overburdened with control messages. In practice, after a mobile call has been admitted, only a small amount of information needs to be shared.
When an active mobile terminal is handed off to another cell, the shadow cluster moves. After a handoff, base stations within the old shadow cluster are notified about this movement, and the mobile terminal's new current base station has to assume the responsibility of supplying the appropriate information to the base stations within the new shadow cluster. Base stations which were in an old shadow cluster that has just moved away must delete any entries corresponding to the active mobile terminal that established the shadow cluster, and free reserved resources if appropriate. Base stations which become part of the influence region of a shadow cluster must be given appropriate information on the shadow cluster's active mobile terminal, such as the respective QoS requirements, e.g., bandwidth demands, call dropping probabilities, and any other useful information such as the wireless connection's elapsed time, for the establishment of the new shadow cluster. In return for the communication and processing overheads involved, the shadow cluster concept improves some QoS requirements of the network, providing the ability to control the call dropping probability by establishing resource reservation requirements and a call admission policy.
III. ACTIVE MOBILE PROBABILITIES
In a wireless network with the shadow clusters implemented on it, every base station must inform its neighbors about the future location probabilities of the active mobile terminals currently under its control. For each active mobile terminal, only those base stations which belong to that particular mobile terminal's shadow cluster are informed about these probabilities.
We consider a wireless network where the time is divided in equal intervals at . Let denote a base station in the network, where , and is the set of all base stations in the network. Since there is a oneto-one correspondence between the set of base stations and the set of cells in the wireless network being considered, we use the same notation to denote base stations and their cells in the network. Let be a mobile terminal with an active wireless connection, where , and is the set of all active mobile terminals at the present time. Excluding the current home base station, the set of base stations that form the shadow cluster of active mobile terminal is denoted by , where is one of the base stations that form the shadow cluster. If active mobile terminal is currently under the control of base station , then it is the task of this base station to determine the projected active mobile probabilities , of that mobile terminal , currently in cell , will be active in cell (and therefore under the control of base station ) at times . Thus, the active mobile probabilities are the projected probabilities that a mobile terminal will remain active in the future and at a particular location (within a cell in its shadow cluster).
The probabilities can be interpreted as the minimum percentage of the total amount of resources currently being used by mobile terminal that base station recommends to base station to have available at times in the event that active mobile terminal migrates to cell . As time passes, mobile terminal 's current home base station may recompute and refine the estimates on the probabilities , sending the respective updates to all base stations within the shadow cluster . Active mobile probability estimates for the short term future are likely to be more accurate than the corresponding estimates for the distant future.
Evidently, the probability that active mobile terminal , currently in cell , will be in cell at times constitutes a random process that is a function of several parameters. The more knowledge about the dynamics of a mobile terminal (past and present) and call holding patterns, the more complex and accurate the probability function is likely to become. For example, if precise knowledge about the current dynamics of a mobile terminal is available, the active mobile probability becomes a function of the position, velocity, and acceleration vectors of the mobile terminal. The active mobile probability function can also be refined with information such as the mobile terminal's past history, and with detailed knowledge of the geographical features of the region where the mobile terminal is currently located. For example, if the mobile terminal's position coincides with that of a highway, both the mobile terminal's general velocity and direction can be predicted to a significant extent. 
A. Calculation of Active Mobile Probabilities for One-Dimensional Case
For the sake of simplicity, we first calculate the active mobile probabilities for the case where mobile terminals travel along a highway. We assume that several cells of rectangular shape are used to cover the highway, as shown in Fig. 2 . We also assume that the exact position of the mobile terminals within each cell is unknown. The two sides where a mobile terminal can enter or leave a cell are numbered (arbitrarily) 1 and 2. We say that a mobile terminal which is currently in cell is traveling in a "right" direction if the next cell it is going to visit is cell . Otherwise, we say that the mobile terminal is going in the "left" direction.
Consider an active mobile terminal traveling through the highway. We assume that this mobile terminal has been observed in the past, and that probabilistic information on the times this mobile terminal typically spends in the cells along the highway has been collected and is available. We define a residence time probability density function (pdf) matrix for mobile terminal in cell . The matrix has the general form (1) where , for , is the pdf of the residence time of mobile terminal in cell , given that the mobile terminal enters the cell through side , and leaves the cell through side , and given that the mobile terminal does not turn around. Thus, there are pdf's for each direction of travel.
We also consider that an initial handoff probability vector is available, with the general form (2) where is the probability that mobile terminal will remain in cell , given that the call was initiated while in cell , while , for , is the probability that mobile terminal will have left cell by time through side , given that the call was initiated while in cell . The handoff probabilities of this vector are required because unless a mobile terminal has crossed a cell boundary, we are assuming it is not possible to determine the initial direction of travel of the terminal that is requesting admission to cell . Likewise, we define an initial residence time pdf vector with the general form (3) where , for , describes the residence time distribution of mobile terminal in cell , given that the call is initiated in cell , and that the mobile terminal exits the cell through side .
We need to consider another category of pdf's before we can determine the active mobile probabilities of mobile terminal . Since the active mobile probabilities are the projected probabilities that a mobile terminal will remain active and it will be at a specific location, we consider active pdf's of the form which represents the distribution of call lengths for mobile terminal when using a service with class descriptor . The class descriptor specifies the service being requested/used by the mobile terminal, e.g., video, audio, voice, and fax.
affects the required QoS. We assume that is independent of the dynamics of mobile terminal . Moreover, we assume that can be constructed by measuring the connection times of mobile terminal when using the service with class descriptor . With all these considerations in place, we now can compute active mobile probabilities. For a mobile terminal that is initiating a call of class while in cell at time , the active mobile probability for this cell can be determined by using the following expression: (4) for , , and the total number of call classes. Here, and are the cumulative distribution functions (cdf's) for and , respectively. Equation (4) is the result of two independent probabilities: the probability that the call will not end by time , and the probability that the mobile terminal will still be in cell at time . Here, is the probability that the call is not over by time , and , for , are the probabilities that the mobile terminal is still in cell at time , considering two possible travel directions of this mobile terminal.
Next, we obtain the active mobile probabilities for neighboring cells. Here, we consider the case where a mobile terminal is traveling to the right. We need to determine the residence time pdf's , for , which describe the probable residence times of mobile terminal in cells to , given that the mobile terminal is initially in cell . We assume that the residence time pdf's for mobile terminal in other cells are available, and that the pdf's are independent. Thus, we can determine by convolving the pdf's which correspond to the residence times of the cells that mobile terminal will visit en route to cell . Note that this is equivalent to finding the pdf of a random variable that is the sum of independent random variables (which describe the time spent in each cell). If mobile terminal initiates a wireless connection while in cell , then the residence time pdf becomes (5) If is the cumulative pdf for , then is the probability that the mobile terminal will be beyond cell at time , and [ is the probability that the mobile terminal will be in cell at time . Note that [ ] for all . Finally, we obtain the active mobile probability that mobile terminal , currently in cell , will be in cell at time : (6) Note that similar expressions can easily be obtained for the case when a mobile terminal is traveling in a left direction.
B. Calculation of Active Mobile Probabilities for Two-Dimensional Case
We now determine the active mobile probabilities for the general two-dimensional (2-D) case, assuming that the exact position and dynamics of the mobile terminal are unknown. General knowledge of the mobile terminal's last position is again limited to the area where the last handoff occurred. We assume that cells in the wireless network are of hexagonal shape, and the sides in each cell are numbered (arbitrarily)
, as shown in Fig. 3 . Consider an active mobile terminal traveling through a wireless network that has been observed several times in the past. We assume that probabilistic information about this mobile terminal is available. This information is in the form of pdf's which describe the times spent by the mobile terminal in different cells, and the handoff probabilities that the mobile terminal will move from a given cell to a neighbor cell. We consider that the users of the mobile terminals are "wellbehaved" (users do not travel at "random" through the cells of a wireless network, but rather, they move through paths that can be predicted to some extent [3] , [4] ). For cell , a handoff probability matrix is available for mobile terminal . 2 This matrix describes the probability that mobile terminal , given that it enters cell through a particular side, will remain in the cell, or that it will exit the cell through a specific side. The matrix is dependent on because the handoff behavior of a mobile terminal is likely to be different depending on the day of the week as well as on the time of the day. The handoff probability matrix is a 7 6 matrix with elements , for , which is the probability that mobile terminal will remain in cell , given that it enters the cell through side , and , for , is the probability that mobile terminal will leave cell through side , given that it enters the cell through side .
We also define a residence time pdf matrix for mobile terminal in cell , which is the extended form of (1), with elements , for , which is the pdf of the residence time of mobile terminal in cell , given that the mobile terminal enters the cell through side , and leaves through side .
We also consider that an initial handoff probability vector [expanded form of (2)] is available for mobile terminal in cell (7) where is the probability that mobile terminal will remain in cell , given that the call was initiated while in cell , while , for , is the probability that mobile terminal will leave cell through side , given also that the call was initiated while in cell .
We also define an initial residence time pdf vector , which is the extended form of (3): (8) where , for , describes the probable residence times of mobile terminal in cell , given that the call is initiated in cell , and that the mobile terminal exits the cell through side .
As in Section III-A, we also consider active pdf's (computed from empirical data) of the form that represent the distribution of call lengths for mobile terminal when using a service with class descriptor . We also assume that is independent of the dynamics of mobile terminal . For a mobile terminal that is initiating a call of class while in cell , the active mobile probability for this cell (assuming that the mobile terminal does not move out and back into the cell for the time being considered) can be determined by using the initial residence time pdf's for the mobile terminal, weighted by the corresponding initial handoff probabilities [this is the general form of (4)] (9) where and are the cdf's for and , respectively. Here again is the probability that the call will not end by time , and is the probability that the mobile terminal is still in cell at time , given that it is going to leave the cell through side . Equation (9) has the term because there is a possibility that the mobile terminal will remain in cell for the duration of the call.
We now compute active mobile probabilities for a cell other than the current cell. Since potentially there can be an infinite number of different routes which can be taken when traveling between two cells, we must limit the number of possible routes to be used in the calculations. Therefore, only the most common or efficient routes (e.g., those with short travel times, i.e., those minimizing the distance of travel) should be considered. In order to determine the active mobile probability of mobile terminal for cell , given that the mobile terminal is currently in cell and has just initiated a call, we need to consider the following. Mobile terminal can enter cell through any of the cell's sides . For a particular side , there can be different routes which can be taken. The probability of taking a particular route can be calculated by multiplying the initial handoff probability when leaving cell by the handoff probabilities of the cells along the route, e.g., (10) where is a cell along the route , and and are the entrance and exit sides (in cell ), respectively, for the route along cell .
In addition, to compute the probability that mobile terminal is in cell at time , we need to determine two residence time pdf's:
, the residence time pdf for the cells along the route and up to cell , where cell is the last cell along route before cell is reached, and , the residence time pdf for the cells along the route and up to cell . Again, assuming independence of the residence time pdf's for all cells, the pdf , when using route , can be calculated by the convolution of the residence time pdf's along the "route of travel" as follows: (11) The residence time , given that the mobile terminal enters cell immediately after leaving cell , and then leaves cell through side becomes (12) where (12) is the extended form of (5). [ ] is the probability that mobile terminal will be in cell at time , given that it takes route from cell to cell , and that it will leave cell through side .
Finally, we provide a general expression for the active mobile probability that mobile terminal , currently in cell , will be active and in cell at time , which is the extended form of (6): (13) i.e., the active mobile probability that mobile terminal , currently in cell , will be in cell at time is the result of two probabilities: the probability that the call will continue at time , and the probability that the mobile terminal will be in cell at time . To compute the probability that a mobile terminal will be in cell at time , given that initially it is in cell , we need to consider the following:
1) all possible sides where mobile terminal can enter cell ; 2) all possible routes from cell to cell ; 3) the probability that the mobile terminal will stay in cell at time given that the terminal later exits the cell through side . Although the complexity of (13) seems to be high, the calculation of active mobile probabilities should be reasonable in practice. This is because in most situations, several of the handoff probabilities in and , as well as several of the residence time pdf's in and , for a given mobile terminal in cell will be zero, or will be taken as equal to average values obtained after measuring handoffs and residence time pdf's of several mobile terminals. Most mobile terminal users have well-defined routes and behaviors [4] when driving. Moreover, here we consider the general case where it is possible to cross any cell, entering and exiting through any side, which is not possible in most microcells.
The introduction of vehicle navigation systems as well as the future development of autonomous vehicle navigation and intelligent highway systems [9] will increase the accuracy and ease the determination of active mobile probabilities-the exact traveling routes may be known, and the determination of active mobile probabilities will be much easier.
Note that although we have considered cells of hexagonal shape, the methodology developed above for the determination of active mobile probabilities can easily be modified for cells with an arbitrary number of sides. Next, we proceed to describe in detail how the active mobile probabilities can be used to determine the amount of resources required by a base station, so that most current active mobile terminals within the base station's cell and nearby cells can engage in successful handoffs.
IV. RESOURCE DEMAND CALCULATIONS
Consider a wireless network system where the principal responsibilities of a base station are to provide (with a reasonable probability of success): 1) incoming handoffs from active mobile terminals with different bandwidth requirements and 2) uninterrupted service for new connection requests accepted by the base station.
In this section, we show how the shadow cluster concept can contribute to the achievement of these objectives by predicting the amount of resources that a station will require in its near future.
We consider that every base station has a total of bandwidth units (BU's), where a bandwidth unit is the minimum quota of (uplink) bandwidth resources that can be assigned to any mobile terminal. For example, while a voice call user may require the least bandwidth, i.e., a single BU, a video mobile terminal will require several BU's. The parameter comprises the number of free bandwidth units and the number of bandwidth units that are currently being used. The number of free and "used" BU's varies over time. The total number of BU's is (14) Here, we consider that the parameter is constant over time. For a TDMA or FDMA system, this situation corresponds to a fixed channel allocation (FCA) discipline [15] . However, the approach that we propose next can be extended to include values of that vary over time (conversely, the approach can be used to provide channel requirement forecasts to a dynamic channel allocation (DCA) scheme [2] , [8] , [10] , [13] ).
The number of bandwidth units being used in a cell varies over time. When a base station receives handoff requests, it has to honor them as best as it can, trying to minimize the number of calls that will need to be dropped because of insufficient resources. Dropped calls are generally the result of cell overloading, a condition characterized by an excessive number of active users that results in an insufficient number of free resources left in a cell receiving a handoff. Since a base station can control neither the number of handoff requests nor the number of call disconnection requests, the best mechanism available to the base station to prevent/reduce overloading is to limit the number of newly accepted connections. Obviously, drastic measures could be taken, i.e., a wireless connection can be either terminated prematurely or dropped during a handoff. This should be avoided as much as possible so as to maintain a good QoS.
Using information provided by shadow clusters, each base station can obtain estimates on the number of BU's that are going to be used in the near future, considering only the current active mobile terminals in the wireless network. Based on these estimates, base stations can then decide, using a distributed algorithm, whether or not to accept new connection requests. In order to obtain a resource demand algorithm, we consider the following. Assuming that an active mobile terminal cannot cross a cell boundary multiple times within the time interval being considered, we observe that an active mobile terminal that is in a reference cell has three possible outcomes.
1) It can remain active and stay within the reference cell.
2) It can terminate the connection without leaving the cell.
3) It can remain active and move to a neighboring cell. The number of future active mobile terminals within a reference cell depends also on the active mobile terminals currently within a neighbor cell but moving toward the reference cell.
Based on these observations, we can determine the components for an estimate on the number of BU's to be used by base station at times by (15) where the initial number of busy BU's, is a known quantity, is the estimate of the number of BU's which will become free by active users who end their calls or emigrate to other cells by time , and is the estimate of the number of BU's which will become busy due to handoffs by external mobile terminals moving from neighbor cells within the shadow cluster to cell .
Let denote the number of BU's being used by active mobile terminal , and let be the set of all active mobile terminals within cell . Then can be calculated by (16) where can be obtained by using (4) or (9) . Likewise, can be calculated by (17) where can be obtained by (6) or (13) . Note that the estimate of the number of BU's to be used by base station at time can be greater than , the total number of BU's available in cell . Obviously, the actual value of this estimate, , is always smaller than or equal to . If then some calls might need to be dropped in cell at time . Note that base stations will not need to send individual values of active mobile probabilities to their neighbors. Rather, base stations will only need to transmit estimates of the number of BU's to be used in the future in other cells. For example, base station will send estimates to base station of the form , , , , where and . Ideally, base station recomputes active mobile probability estimates at each time step, and determines the values for the expected number of BU's to be used in the next steps. When these estimates are obtained, a base station can determine the estimates for the number of free BU's , , , for the next time steps simply by using if otherwise.
Note that the above estimates are based only on the current active mobile terminals in the network, and considering that no new connection requests are accepted for the next time steps. If the estimates for yield values smaller than , then base station will probably be able to admit new active mobile terminals to the wireless network. In the following section, we use the estimates developed in (15)- (18), and propose a decision algorithm for the acceptance of new mobile terminals to the wireless network.
V. CALL ADMISSION ALGORITHM BASED ON SHADOW CLUSTERS
The call admission algorithm is implemented in a distributed fashion, with every base station exchanging information with its bordering and nonbordering neighbors periodically. As before, we assume that the time is quantized in slots of length . Also, we assume that new call requests are reported at the beginning of each time slot, and that a decision regarding an admission request is made sometime before the end of the same time slot where the request was received.
The call admission algorithm is applicable to both mobile terminal-initiated calls and calls initiated by users connected to the wireline network (once the target mobile terminal has already been located). Without loss of generality, we explain the call admission algorithm from the perspective of base station . The sequence of steps that base station executes in every time slot is the following. 1) Base station gathers call connection requests from mobile terminals within its cell. Each received request includes a description of the desired QoS call dropping parameter and the number of BU's being requested for the call. The base station checks whether its current resources can support the requested parameters, e.g., for mobile terminal requesting admission to the wireless network, base station checks if (19) where is determined using (18). If this condition is not satisfied, the request is immediately turned down. Note that if several mobile terminals request admission to a particular cell at the same time, and if the sum of the bandwidth resources being requested exceeds the number of BU's that are currently available, i.e., if (20) then the decision of which connection requests should be turned down is resolved in Steps 5) and 6) of this algorithm. 2) Base station defines a shadow cluster for each mobile terminal making an admission request. In other words, base station determines how many base stations should be affected by each admission request, and how many active mobile probabilities [(6) and (13)] it should compute (how far into the future) for each base station in the shadow cluster. The extension of the new shadow cluster depends on the velocity of the mobile terminal as well as on the average call length of the mobile terminal making the admission request. The base station also informs its neighbors about the preliminary active mobile probabilities [also computed using (6) and (13)] and the number of BU's being requested by the mobile terminals within its cell. 3) Within the same time slot, base station receives preliminary estimates on active mobile probabilities and number of requested BU's from neighbor base stations, which have previously received their own admission requests. Base station receives this information only if it is within the shadow cluster of a new connection request that is currently in another cell. Based on the active mobile probabilities from its own new requests, and on active mobile probabilities from current requests in neighbor cells, base station computes availability estimates for the future time steps by using the following expression: (21) where is obtained using (18). Equation (21) yields a value that is directly proportional to the total number of BU's expected to be free in cell at time , and inversely proportional to the number of BU's that would be required in the cell if all of the new call requests in the wireless network at time , were admitted to the network. The higher the value of , the more likely a mobile terminal in cell will have bandwidth resources available at time . Base station distributes the availability estimates among the base stations which sent data about their own current connection requests earlier. Conversely, base station receives availability estimates from all base stations which fall within the shadow clusters of base station 's current call requests. Note that if a given base station is part of two or more shadow clusters defined by connection requests in cell , then base station receives only a single set of availability estimates from base station . 4) After having collected availability estimates (21) from neighboring base stations, base station computes survivability estimates for each mobile terminal making a connection request in cell , where is the known average call duration time for mobile terminal . The survivability estimate of mobile terminal for the next time steps can be calculated from (22) Equation (22) is a sum of the active mobile probabilities of mobile terminal weighted by the availability estimates of the different cells that the mobile terminal might visit up to time . In order to prevent that the survivability estimates are biased in favor of calls with long durations, the sum in (22) is normalized by the inverse of the average duration of the call, i.e.,
. In (22), equal treatment is given for all connection requests regardless of the number of BU's being requested. However, (22) can be adjusted to give preference to new connection requests with multiple BU's. The higher the value of , the more likely mobile terminal will survive until time . Thus, mobile terminals with higher values for their survivability estimate should be accepted more often than mobile terminals with lower values.
5) The preliminary decision on whether to accept or reject a connection request involves a decision function , where is the dropping probability QoS parameter, i.e., the maximum dropping probability allowed for the call being requested by mobile terminal . The function is defined to favor the acceptance of mobile terminals with higher overall survivability estimates (22), provided that the requested dropping probability parameter is satisfied. To construct the function, experiments must be conducted to determine the minimum values of the survivability estimate that can support certain call dropping probability values , given a number of BU's being requested. Thus, the function may be implemented with a lookup table. The function returns an acceptance value that is equal to the difference between the survivability estimate (22) for the mobile terminal making the admission request, and the survivability estimate that is required to support the requested call dropping probability (obtained from experiments). Therefore, positive values of the function indicate that the connection request can be honored. 6) The base station tries to accept all mobile terminals that have a positive acceptance value. The admission process is done in order, starting with the mobile terminal that has the highest acceptance value, and ending with either the mobile terminal that has the lowest (positive) acceptance value, or when there are no more free BU's available for the mobile terminals making admission requests. Other admission order criteria may be defined provided that an accepted mobile terminal has a positive acceptance value.
VI. PERFORMANCE EVALUATION
For the sake of simplicity, we evaluate the performance of the shadow cluster concept for mobile terminals which are moving along a highway. In our simulation model we have the following assumptions.
1) The time is quantized in intervals s. 2) During each time interval, mobile terminals are generated in each cell according to a Bernoulli process. Newly generated mobile terminals can appear anywhere along a cell with equal probability. 3) Mobile terminals can have speeds of: 70, 90, or 105 km/h. The probability of each speed is 1/3, and mobile terminals can travel in either of two directions with equal probability. 4) Mobile terminals can transmit three types of traffic: voice, audio, or video. The probabilities of these types are 0.7, 0.2, and 0.1, respectively. 5) Call holding times are the same for all call types. The call holding times are exponentially distributed with mean value equal to 180 s. 6) All mobile terminals have the same maximum call dropping probability specification. 7) The highway is covered by 10 cells, laid at 1-km intervals. 8) Each cell has a capacity of 40 BU's. 9) The number of BU's required by each call type is: voice 1, audio 5, video 10.
We simulated a total of 4 h of real-time highway traffic, with a constant cell load equal to 360 new calls/h/cell. For simplicity, we assume that the base stations can determine the speeds of the mobile terminals. Since the call holding times of all mobile terminals are exponentially distributed with a mean value equal to 180 s, the pdf that base stations use to determine the probability values for different call lengths is . When a mobile terminal is generated, its initial position within a cell is not known. Since the speed of the mobile terminal is known (but not its direction), the probability that the mobile terminal remains in the cell where it was generated, at time , is uniformly distributed, where the maximum time within the cell is , where is the cell length, and is the speed of the mobile terminal. Since we assume that the initial direction is not known, the probability of traveling in a right or left direction is . With the values for , , and , base stations can determine active mobile probabilities (for mobile terminals that are either already admitted or requesting admission to the network), using (4) and (6) . When a mobile terminal executes a handoff, then the position of the mobile terminal is known, and it is possible to determine the times when the mobile terminal will be in other cells.
In our simulations, we considered that for each time step , base stations determine active mobile probabilities for the next 180 s. In other words, since the time interval s, each base station calculates 18 active mobile probabilities for each mobile terminal and for each cell. Note that since for some cells the probability that a mobile terminal will be in those cells at a given time may be zero, several of the calculated active mobile probabilities of (4) and (6) will be nil. After active mobile probabilities have been determined, a base station can compute estimates [using (16)] of the number of BU's that will become free by active mobile terminals that either end their calls while in cell or that migrate to other cells. Base station receives estimates (17) from other base stations on the number of BU's that will be required to support active mobile terminals which may move to cell at time . Base station then sends corresponding estimates to the other base stations. With and , base station will estimate [using (18)] the number of BU's that will be available [ , , , ] in the next time steps. Since in this model mobile terminals are generated according to a Bernoulli process, up to one new mobile terminal may be generated in each cell during each time step . If a base station receives an admission request from newly-generated mobile terminal , it first checks whether it has enough BU's to support this call, i.e., it checks if . If it has enough resources, the base station computes active mobile probabilities (4) and (6) for its own and the other cells along the highway, and for a total of 18 time steps in the future [ Step 2) of the admission algorithm]. Base station then shares this probability information with other cells which fall within the shadow clusters of its current mobile terminals, and receives active mobile probabilities from other base stations (with shadow clusters covering cell ) which also had call admission requests in the present time slot. In our simulations, a new mobile terminal was accepted into a cell only if its survivability value (22) was above a rejection threshold value. We varied the rejection threshold value to observe its effect on the call admission and call dropping percentages, as well as on the average bandwidth utilization in the cells of the network. The call of a mobile terminal was dropped (terminated) if the mobile terminal needed to handoff to a cell that did not have enough BU's to support the call, i.e., if (19) . By varying the value of the rejection threshold in the simulations, we were able to determine the minimum survivability values necessary to support different call dropping rates for the conditions in the wireless network stipulated in the assumptions (the function described in Section V can be constructed using this information). In other words, in this case the rejection threshold was equal to the minimum survivability value required by the function to admit a new call into the network.
In Fig. 4 , we depict the average bandwidth utilization experienced by the cells in the network, and the percentage of calls that are dropped. The top curve corresponds to the average bandwidth utilization, which is equal to the average number of BU's that are used in all cells in the network, considering the entire simulation time. The maximum bandwidth utilization occurs when the rejection threshold is equal to zero. In this case, the maximum bandwidth utilization is approximately equal to 30 BU's. This value could be higher if no video users were allowed in the network. The bottom curve depicts the percentage of dropped calls in the network. The highest percentage of dropped calls also occurs when the rejection threshold is equal to zero, i.e., when all mobile terminals are accepted regardless of their survivability estimate, as long as there are available BU's in the cells where the mobile terminals make their admission requests. For the simulated cell load, the maximum percentage of dropped calls is almost equal to 14%. By controlling the admission of new calls in terms of the rejection threshold, the shadow cluster mechanism can easily control the percentage of calls that will be dropped. With a rejection threshold equal to 70, the percentage of dropped calls is reduced to a value that is less than 1%. The shadow cluster mechanism allows to tradeoff average bandwidth utilization for percentage of dropped calls. Using the shadow cluster mechanism, it is easy to achieve a reduction in the percentage of dropped calls from 14% to 1%, which results in a reduction of the average bandwidth utilization from 30 BU's, to approximately 25 BU's. In this case, no calls need to be dropped if the rejection threshold is increased to about 90, with a corresponding average bandwidth utilization above 20 BU's. Thus, by carefully determining the mobile terminals which should be admitted to the network, the shadow cluster allows the reduction of the percentage of dropped calls with an acceptable degradation in total bandwidth utilization. In Fig. 5 , we present simulation results for the percentage of calls that are accepted as a function of the rejection threshold. Note that an acceptance percentage equal to 100% is not possible, even when the rejection threshold is equal to zero. This is because regardless of the value of the rejection threshold, it is not possible to accept a new call if there are not enough free BU's for the call [as stipulated in Step 1) of the call admission algorithm]. As expected, in Fig. 5 we can observe that the percentage of accepted calls decreases monotonically as the rejection threshold increases. Note that for a rejection threshold equal to 100 (i.e., when no calls are dropped), the percentage of calls that are accepted is still very high, almost 80%.
In order to compare the performance of the shadow cluster to an alternative scheme, we present in Figs. 6 and 7 the performance results for the same network but when the admission of new mobile terminals is done in a random fashion. In this experiment, mobile terminals were admitted to the network when a random number in the interval (0,1) generated for each mobile terminal was above a rejection value. In other words, for a rejection value equal to 0, all mobile terminals were admitted to the network (provided there were enough free BU's in the cell to support the new mobile terminal). When the rejection value was , base stations tried to admit % of all new call requests to the network. In Fig. 6 , we depict the average bandwidth utilization and the percentage of dropped calls for a network that is using random admission. If we want to limit the number of dropped calls to 1%, then the rejection value must be greater than 0.7, which implies that the average bandwidth utilization falls to approximately 13 BU's. Likewise, if we want to have a negligible percentage of dropped calls, the rejection value must be greater than 0.85, with a corresponding average bandwidth utilization of only about 6 BUs! In comparison, using the shadow cluster algorithms, a call dropping rate of 1% still allows a very high average bandwidth utilization of about 25 BU's, and an average bandwidth utilization greater than 20 BU's can be maintained when reducing the call dropping rate to negligible values.
In Fig. 7 , we present the percentage of accepted calls when using random admission. Similar to the shadow cluster case, the maximum percentage of call admissions is approximately 90%. As expected, a rejection value equal to unity results in that no mobile terminals are admitted to the network.
Comparing Fig. 7 to Fig. 5 (percentage of accepted calls for the shadow cluster case), we observe that a negligible call dropping rate for the random admission case requires that almost no new mobile terminals are accepted to the network, while for the shadow cluster case, similar call dropping rates are achieved while admitting more than 75% of all call admission requests.
VII. CONCLUSION
The shadow cluster concept is likely to be very useful in any wireless network with small cells (e.g., nano, micro, mini), irregular and time-varying traffic loads, e.g., time varying "hot spots," and with a high number of cell handoffs per call.
We have provided algorithms that can be used to implement shadow clusters. These algorithms presume knowledge about the probability that a mobile terminal will be active in a given cell and at a particular time. The accuracy in the determination of these probabilities for a particular mobile terminal depends on the amount of knowledge available on the behavioral patterns of the mobile terminal user under study, as well as on the characteristics of its physical surroundings where the mobile terminal travels [6] . The effectiveness of the shadow cluster concept is closely tied to the accuracy in the determination of active mobile probabilities, as well as on the variances in the pdf's presented in Section IV-A. In fact, the smaller the variance on the number of free BU's presented in (18), the better the shadow cluster will perform. Thus, a fair quantitative evaluation of the shadow cluster concept would require also an evaluation of the accuracy in the determination, as well as on the probability characteristics, of active mobile probabilities. Besides their applicability in shadow cluster algorithms, we claim that the determination of active mobile probabilities will prove very useful in location update procedures: the number of paging messages and paging delays could greatly be reduced.
The shadow cluster algorithms for resource prediction and call admission are scalable. Thus, the amount of required processing and communication costs can be adjusted as a function of the shadow clusters' size and the length of , the time interval. As real data on the traffic characteristics of individual mobile terminals become available, the above variables can be evaluated to determine optimal values that result in a shadow cluster system that is practical and manageable.
We showed the applicability and usefulness of the shadow cluster concept with simulation experiments. With the shadow cluster mechanism, it is simple to control the percentage of calls that will need to be dropped. Because the shadow cluster mechanism selects for admission only those mobile terminals that are likely to complete their calls, the percentage of dropped calls can be reduced in a controlled fashion, while still maintaining high cell throughputs.
