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a b s t r a c t
Multiple-Point Simulations (MPS) is a family of geostatistical tools that has received a lot of attention in recent
years for the characterization of spatial phenomena in geosciences. It relies on the deﬁnition of training images
to represent a given type of spatial variability, or texture. We show that the algorithmic tools used are similar in
many ways to techniques developed in computer graphics, where there is a need to generate large amounts of
realistic textures for applications such as video games and animated movies. Similarly to MPS, these texture
synthesis methods use training images, or exemplars, to generate realistic-looking graphical textures.
Both domains of multiple-point geostatistics and example-based texture synthesis present similarities in
their historic development and share similar concepts. These disciplines have however remained separated,
and as a result signiﬁcant algorithmic innovations in each discipline have not been universally adopted.
Texture synthesis algorithms present drastically increased computational efﬁciency, patterns reproduction
and user control. At the same time, MPS developed ways to condition models to spatial data and to produce
3D stochastic realizations, which have not been thoroughly investigated in the ﬁeld of texture synthesis.
In this paper we review the possible links between these disciplines and show the potential and
limitations of using concepts and approaches from texture synthesis in MPS. We also provide guidelines on
how recent developments could beneﬁt both ﬁelds of research, and what challenges remain open.
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1. Introduction
Numerical modeling is widely used to characterize natural
phenomena. A major challenge in spatially distributed models is
that most natural processes are heterogeneous: that is, strongly
varying in space and in time. Moreover in many situations, models
are informed by insufﬁcient data, resulting in signiﬁcant uncer-
tainty in prediction outcomes. This problem has classically been
addressed by geostatistical methods, which offer a framework to
interpolate data and quantify the related uncertainty. The tradi-
tional geostatistical toolbox consists in theories such as variogram
modeling, kriging and indicator simulation, which are well estab-
lished and widely accepted (Chilès and Delﬁner, 1999; Cressie and
Wikle, 2011; Deutsch and Journel, 1992; Goovaerts, 1997;
Kitanidis, 1997).
In contrast to these classical methods, a number of new
methods have been developed in the last decade, known as
Multiple-Point Simulations (MPS). They focus on modeling the
spatial patterns of natural phenomena based on training images
(TIs), which are explicit examples of the heterogeneity that is
believed to be present. Although the principle of using training
images is well established, several of issues remain for the concept
to be widely used in geosciences. Most of these issues pertain to
the development of efﬁcient algorithms dealing with pattern
matching, searching and synthesis. Existing algorithms can fail to
properly represent complex connected features, and their applic-
ability is compromised by heavy computational cost, making it
difﬁcult to use Monte-Carlo analysis for uncertainty estimation
and resolution of inverse problems (Hendricks Franssen et al.,
2009; Kitanidis, 1995; Zimmerman et al., 1998). Important
research efforts have been devoted to solve such algorithmic
issues in the last years.
In several aspects, MPS methods are very similar in their nature
to techniques developed for animation movies, special effects and
video games, where graphical realism and computationally efﬁ-
cient processing are key aspects. However, to this day the links
between these two worlds have not been explored. The aim of this
paper is to ﬁll this gap by exploring the bridges to be made
between multiple-point geostatistics and graphical texture synth-
esis, and to shed light on a host of possible developments that can
emerge from adopting this interdisciplinary perspective. It is
beyond our scope to provide a comprehensive review of either
MPS or texture synthesis algorithms, in part because such reviews
already exist (Hu and Chugunova, 2008; Wei et al., 2009), but also
because our aim is to explore the links between both disciplines,
and hence we chose to leave aside a number of approaches for
which no such cross-discipline components have been identiﬁed.
We focus in particular on the developments that we believe can
lead to promising future research directions.
This paper starts by providing background information on MPS
and the use of training images for modeling spatial processes. We
then retrace some historical commonalities between the disci-
plines of geostatistics and example-based texture synthesis. The
remaining sections review algorithmic aspects of example-based
texture synthesis relevant for spatial models of natural phenom-
ena. These include strategies for texture generation (pixel-based,
patch-based, optimization-based), approaches to spatial data inte-
gration, the passage to 3D textures and issues related to computa-
tional efﬁciently. We conclude by recommending speciﬁc
developments that can beneﬁt both disciplines.
2. Background on multiple-point geostatistics
A large part of the success of geostatistics has been based on its
ability to formulate the lack of spatial knowledge as a mathematical
model of uncertainty. Variogram-based methods allow for deﬁning
spatial heterogeneity with a limited number of parameters such as
mean, variance and variogram correlation range. In addition, these
parameters can be conveniently inferred from the available data.
Geostatistical simulation offers the possibility to generate scenarios
of what an unknown reality could be. These present three essential
requirements:
 physical realism entails that models present the same spatial/
temporal continuity as the reality they are supposed to
represent,
 stochasticity means that the models appropriately cover the
space of uncertainty and
 conditioning ensures that they are constrained by data mea-
sured locally.
These tools have been heavily used in domains as diverse as
hydrology (Goovaerts, 2000), hydrogeology (de Marsily et al., 2005;
Goovaerts, 2000; Huysmans and Dassargues, 2012; Matheron, 1967),
ecology (Relethford, 2008; ver Hoef, 2008), epidemiology (Goovaerts,
2010; Meliker et al., 2009), paleoclimate (Mariethoz et al., 2012),
remote sensing (Atkinson et al., 2008; Jha et al., 2013a; Tang et al.,
2013; Tatem et al., 2002), ﬁshery (Ciannelli et al., 2008; Ruﬁno et al.,
2006), natural resources estimation (Caers, 2011; Chilès and Delﬁner,
1999; Cressie and Wikle, 2011; Goovaerts, 1997; Lantuejoul, 2002;
Matheron, 1965), with speciﬁc methods developed for petroleum
engineering (Caers, 2005) and mining (Isaaks, 1984; Journel and
Huijbregts, 1978). Some applications also took place outside the ﬁeld
of geosciences, such as in ﬁnance (Kanevski et al., 2008) or in medical
imaging (Pham, 2012).
However, the convenience achieved by variogram-based
approach comes at the price of strong assumptions regarding the
modeling of speciﬁc patterns, in particular for the representation of
connectivity (Journel and Zhang, 2006; Neuweiler and Vogel, 2007;
Zinn and Harvey, 2003). The traditional tools are therefore not
applicable for modeling real-world natural systems where such
characteristics are important (Gómez-Hernández and Wen, 1998;
Neuweiler et al., 2011; Sánchez-Vila et al., 1996; Western et al., 2001),
raising concerns that the uncertainty quantiﬁcation obtained with
variogram-based methods might not entirely reﬂect the actual state
of knowledge on a given problem (Kerrou et al., 2008).
Alternatives to variogram-based tools have been sought in the
past decades to better constrain models to prior information. On the
one hand, more elaborate parametric models have been developed,
such as object-based methods that are especially used for geological
modeling (Deutsch and Tran, 2002; Haldorsen and Chang, 1986;
Webb and Anderson, 1996) but also ﬁnd applications in rainfall
simulation (Zhang and Switzer, 2007). Other high-order parametric
approaches include spatial cumulants (Dimitrakopoulos et al., 2010;
Mustapha et al., 2011) and copulas (Bárdossy and Li, 2008; Haslauer
et al., 2012), which extend the concept of variograms to higher-order
statistics. On the other hand, non-parametric approaches have also
received a lot of attention. Here we deﬁne a non-parametric
approach as using more than a few parameters. In particular,
multiple-point simulations were developed to generate realizations
of a spatial phenomenon conditioned by a description of the
processes taking the form of a training image. Its premise is that
the subjective information can be conveniently formulated as an
“example”. In this context, the use of training images is justiﬁed for
several reasons:
(1) The data available are often too sparse to inform a non-
parametric spatial model. However a training image is a
spatially exhaustive source of patterns for such applications.
(2) When large amounts of spatial data are available, such as
provided by remote sensing, it can be used as training image,
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allowing for spatial modeling that considers the full richness
contained in the data.
(3) For applications involving geological modeling, there is often
an important subjective or interpretative component to spatial
characterization (Frodeman, 1995). Training images have been
one of the best ways of translating geological concepts into a
computer modeling framework.
Conversely, there are cases where training image-based
approaches are not directly applicable, for example when model-
ing extreme values.
A fundamental reason for the emergence of the concept of training
image-based modeling is that stochastic models derived from para-
metric approaches, although statistically sound, are often deemed
unrealistic from a subjective point of view. Training images have then
been used to formalize the notion of “realism”. The challenge in this
regard is that it involves sources of knowledge that have a completely
different formalism than most types of data classically measured in
the ﬁeld. The general conceptualization of a geological model by a
training image is illustrated in Fig. 1. The training image (lower right)
represents a geological conceptual model. One MPS realization using
the method of Mariethoz and Kelly (2011) is shown, which is
constrained by vertical wells data (binary data indicating the pre-
sence/absence of channels). Note that conditioning is not only local,
but involves reproducing statistics of the data. In this example, the
wells indicate a proportion of channels of 0.5, which is reproduced in
the simulated model. Higher-order statistics could also be considered.
Such type of conditioning is typical of geoscience problems and
usually not considered in texture synthesis.
The use of training images is a radical change of perspective
compared to the standard approach where a statistical model is
adjusted based only on data. Instead, it builds on the principle of
using analogues to construct stochastic representations of natural
systems that lie at the intersection of example-driven spatial patterns
coming from a training image and data-based constraints that may
include physical laws, data and statistical inference. Fig. 2 illustrates
this dual set of constraints: the red circle represents the models
obtained solely by statistical inference (e.g. variogram-based), and
the blue circle denotes the models constrained by the subjective
notion of realism. The intersection of both circles results in an
ensemble of models that are coherent with all available sources of
information. In applications where data are scarce and contain low
information content, the red circle would expand, encompassing
more possible models. For example in the initial stage of a hydro-
geological study, most of the knowledge is conceptual, and therefore
a training image may be the only means of constraining the model
space (Ronayne et al., 2008). As more data is acquired, the red
ensemble becomes narrower, thus reducing uncertainty. Conversely,
in the case of soil moisture estimation using satellite observations,
the dense data informs the spatial structure and at the same time
provides local information (Jha et al., 2013a). In this situation, both
red and blue circles largely overlap.
3. A brief historical perspective
Both MPS and example-based texture synthesis ﬁnd their origins
in Markov Random Fields (MRF), which is a general probabilistic
formulation for spatial variables (Besag et al., 1991; Cressie and
Wikle, 2011; Toftaker and Tjelmeland, 2013). The MRF approach is
based on deﬁning parameters that fully characterize a spatial law.
These parameters are then inferred, generally using Markov chain
Monte Carlo methods. Due to difﬁculties involved in determining
these parameters, less rigorous but more efﬁcient alternatives have
been developed, where statistical parameters are imposed by con-
struction rather than sampled (Deutsch and Journel, 1992). MPS was
ﬁrst investigated in this context (Guardiano and Srivastava, 1993;
Journel and Alabert, 1989). Although the concept of using training
images for geological representation was appealing, the ﬁrst MPS
algorithm developed was inefﬁcient because it involved scanning the
entire training image for each pixel in the simulation. The method
could therefore not be used routinely. Concurrently, the earliest
developments in example-based texture synthesis took place inde-
pendently at about the same period (Popat and Picard, 1993). It
should be noted here that earlier texture synthesis approaches have
been proposed, and the ﬁeld of procedural texture synthesis is still an
active one (Lagae et al., 2010). However in this review we only
concentrate on example-based methods.
A decade later in computer graphics, signiﬁcant progress was
achieved by the introduction of a tree structure to accelerate texture
generation (Wei and Levoy, 2000). A similar algorithm for geostatis-
tics was proposed in 2002 with Single Normal Equation Simulation
(SNESIM), the ﬁrst computationally-efﬁcient MPS method (Strebelle,
2002). It was an adaptation of trees for categorical variable, allowing
fast retrieval of conditional probabilities. Another major innovation
brought by SNESIM was the use of multiple-grids to represent
structures at different scales, although the related notion of pyramids
for continuous variable had been earlier applied in texture synthesis
(e.g. Paget and Longstaff, 1998; Popat and Picard, 1993; Wei and
Levoy, 2000). Since then, new algorithms have been ﬂourishing in
both disciplines. In MPS, the initial methods were pixel-based,
meaning that they determined the values of all pixels in an image
sequentially. While pixel-based methods are ﬂexible in terms of data
conditioning, they are computationally demanding. A second family
of methods was later developed, termed pattern-based, which is
characterized by generating groups of pixels simultaneously
(patches). Patterns borrowed from the training image are assembled
Fig. 2. Illustration of the duality in the constraints that apply for spatial modeling
of natural phenomena. (For interpretation of the references to color in this ﬁgure,
the reader is referred to the web version of this article.)
Fig. 1. Typical application of MPS in geosciences. Model size: 34020080 nodes.
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such that they overlap as seamlessly as possible (Arpat and Caers,
2007; El Ouassini et al., 2008; Honarkhah and Caers, 2010;
Tahmasebi et al., 2012a; Zhang et al., 2006). At the same time,
pixel-based methods continued to be developed (Boucher, 2009;
Huysmans and Dassargues, 2011; Mustapha et al., 2011; Straubhaar
et al., 2011), such that today these two families of methods coexist.
Recently, iterative methods have been introduced for facies-based
models (Hansen et al., 2012; Lange et al., 2012; Stien and
Kolbjørnsen, 2011; Toftaker and Tjelmeland, 2013), which propose
a Bayesian formulation of the constraints illustrated in Fig. 2.
During the same period in computer graphics, a transition was
observed from parametric MRF-based texture synthesis (Cross and
Jain, 1983; Paget and Longstaff, 1998) to non-parametric methods (de
Bonet, 1997) based on exemplars (the computer graphics word for
training images), which can be put in perspective with the passage
from variogram-based to training image-based geostatistics. Subse-
quently, as in MPS, pixel-based methods (Efros and Leung, 1999) have
been followed by patch-based methods (Efros and Freeman, 2001;
Wei and Levoy, 2000). After this point however, both disciplines
diverge, with approaches speciﬁc to texture synthesis, such as
optimization-based (Kwatra et al., 2005) and appearance-space meth-
ods (Lefebvre and Hoppe, 2006). Fig. 3 illustrates and compares the
results produced by some of the early texture synthesis approaches.
Another family of texture synthesis methods relates to wavelets-
based techniques that aim at reproducing the spectral content of
textures (Chang and Kuo, 1993; Galerne et al., 2012; Portilla and
Simoncelli, 2000). Similar methods also have been later developed in
geostatistics (Chatterjee and Dimitrakopoulos, 2012; Gloaguen and
Dimitrakopoulos, 2009), which offer another interesting parallel
between disciplines. However here we limit ourselves to develop-
ments in non-parametric, pixel-based and patch-based methods, and
therefore we do not review these methods in detail.
Although both MPS and texture synthesis algorithms are non-
parametric approaches incorporating subjectivity – either deﬁned as
visual realism or natural variability – they can be formulated and
studied based on the MRF theory with a coherent mathematical
underpinning, since they can be written as a Gibbs distribution (Daly,
2004; Toftaker and Tjelmeland, 2013; Wu et al., 2000; Zhu et al.,
1998). In other words, it is shown that realizations of such processes
correspond to an equilibrium state between the different constraints
illustrated in Fig. 2, although in practice approximations are made for
the sake of computational efﬁciency (Emery and Lantuéjoul, 2014).
To this day, a number of practical and fundamental issues related
to MPS remain open. Computational requirements can still pose
problems, especially when using large training images for 3D or 2D-
temporal applications. The quality of the resulting models can in
several cases be unsatisfactory in terms of reproducing the training
image patterns, especially when speciﬁc conditioning is used such as
soft probabilities (Liu, 2006) or when certain types of structures are
considered. The simulation of elongated connected structures in
particular is a recurrent problem. Although it received a lot of
attention recently (Chugunova and Hu, 2008; de Vries et al., 2009;
Honarkhah and Caers, 2012), treatment of some types of non-
stationarity remains to be investigated. Another issue is that although
some quantitative validation methods have been proposed (Boisvert
et al., 2010; de Iaco and Maggio, 2011; Jung and Aigner, 2012), one of
the most reliable validation criteria is still visually qualitative: i.e. a
human looks at the models and judges how well they represent the
training image patterns. Better methods are therefore needed to
quantitatively validate the models produced by MPS algorithms.
4. Overview of example-based texture generation methods
Similarly to MPS, the aim of texture synthesis is to obtain a
texture that:
 is visually similar to an exemplar (visual realism),
 does not contain artiﬁcial repetition (stochasticity) and
 allows for artistic control by imposing local constraints.
Fig. 3. Comparison of early methods for texture synthesis: Portilla and Simoncelli (2000), Xu et al. (2000), Wei and Levoy (2000) and Efros and Freeman (2001) for Image
Quilting. Reproduced from Efros and Freeman (2001).
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These points present obvious parallels with the aims of
geostatistical simulation exposed in Section 2, although they are
formulated differently and addressed in other ways as in geosta-
tistics. In the following sections we point out algorithmic con-
tributions that are speciﬁc to texture synthesis.
4.1. Simulation path
In geostatistics, numerous studies have focused on deﬁning a
path for the simulation, i.e. the order in which pixels are simulated
(Daly, 2004; Liu and Journel, 2004). Unilateral paths offer the
possibility of a rigorous dependence with successively simulated
values, but with many algorithms it can lead to difﬁculties in
conditioning. Conditioning under unilateral path can be achieved
an alteration of the unilateral scheme in order to look ahead for
conditioning data (Daly, 2004; Parra and Ortiz, 2011) or by using
iterative methods (Kjønsberg and Kolbjørnsen, 2008). Despite this,
the random simulation path is still widely used in geostatistics,
which is justiﬁed by its ﬂexibility to assimilate conditioning data
(Fig. 2). The downside of the random path is that coherence
between simulated values can be lost due to the use of a limited
neighborhood, and it leads to approximations such as the need to
drop some neighboring nodes. In texture synthesis, the unilateral
path is most often used, and the random path is seen as an oddity,
as reﬂected by Wei and Levoy (2001) who report that: “Surpris-
ingly, we have found that our algorithm works even if we visit pixels
in random order.”
The problem of path-speciﬁc structures has also been considered
in computer graphics. In several approaches synthesis is performed
in an order-independent manner (Lefebvre and Hoppe, 2005; Paget
and Longstaff, 1998; Wei and Levoy, 2003). The idea is to abandon
the sequential paradigm, where the value at each pixel (or patch)
depends on all previously simulated values, and replace it with an
iterative process. A ﬁrst simulation, made by randomly choosing
pixels from the exemplar, is iteratively improved using neighborhood
matching. The important point is that neighborhoods are always read
from the previous step image, while new values are written in the
next step image. Hence, the computations performed for each pixel
are independent: pixels can be processed in any order without
changing the result. This has important consequences for paralleliza-
tion since the approach is to GPU implementations (see Section 7.3).
Texture synthesis also proposed some speciﬁc paths, such as
the approach of Criminisi et al. (2004) that ﬁrst simulates the
regions that are on the continuation of the major image features.
Hence a path is designed that starts from the known areas of an
image, from where a front develops and progresses along the
locations of major structures. The path is updated during the
simulation to maximize the amount of reliable information sur-
rounding the pixel currently simulated. The method is illustrated
in Fig. 4. Similarly, Sun et al. (2005) let the user coarsely specify a
set of paths along which structured, elongated regions of the
image are synthesized ﬁrst. Such approaches could be an avenue
to address the issue of preserving the connectivity of elongated
structures, which is a typical problem with MPS.
4.2. Pixel-based methods
Some key algorithmic texture synthesis components are very
similar to notions developed in MPS. A ﬁrst important concept
adopted since the early days of computer graphics is the use of
pyramids (Popat and Picard, 1993). Pyramids are the texture
equivalent of multigrids used in MPS (Strebelle, 2002), but are
particularly appropriate for the processing of continuous variables.
In order to accelerate texture synthesis, the neighborhoods of
Fig. 4. (a) Original image, (b) image with gap and (c)–(f) reconstruction with “onion peel” path. c0–f0: Reconstruction with an adaptive path. Figure reproduced from Criminisi
et al. (2004).
5
different scales are considered simultaneously. The principle is to
ﬁrst construct a pyramid from the original texture where level 0 of
the pyramid is the original texture and level nþ1 is a ﬁltered,
down-sampled version of level n. Reconstruction of ﬁne pyramids
from coarser ones can be accomplished by simple correspondence
in the training image, since the image is available at the highest
resolution pyramid level (Ashikhmin, 2001; Brooks and Dodgson,
2002; Wei and Levoy, 2000). Whereas geostatistical multi-grids
are done by subsampling, various types of pyramids have been
used in texture synthesis. Examples of pyramids are Gaussian
functions, Laplacian pyramids, feature-based pyramids or steerable
pyramids (de Bonet, 1997; Heeger and Bergen, 1995); Gaussian
pyramid are however most often used.
The earliest algorithms for example-based texture synthesis
were contemporary to the ﬁrst MPS methods. The method of
Popat and Picard (1993) is very similar to the one of Guardiano and
Srivastava (1993), where a conditional pdf is constructed for each
pixel, and a sample is drawn from it to simulate each pixel value.
Paget and Longstaff (1998) implement a similar method that
incorporates local annealing and also includes multiple-grids or
pyramids. In the work by Efros and Leung (1999), the synthesized
region is grown from an initial seed by assigning the output pixels
one by one in an inside-out, onion layer fashion. All of these
methods were however computationally demanding because of an
exhaustive search in the exemplar. The major difference is that the
method of Guardiano and Srivastava (1993) is designed for
categorical variables and does not incorporate multiple-grids. Here
the general absence of categorical variables in texture generation
methods should be noted, with the notable exception of their use
as covariates to improve the synthesis quality. However, most
texture synthesis methods for continuous variables can be adapted
to the categorical case with very little changes.
The approach of Wei and Levoy (2000) brought some impor-
tant innovations. It sequentially simulates multiple pyramid levels
along a unilateral path. For the ﬁrst (coarsest) level, it initializes
the output as a noise (i.e. randomly copying pixels from the TI to
the simulation). A L-shaped template is used. The value of the ﬁrst
pixel is determined by ﬁnding the best match in the TI for its
neighborhood. Since this is the ﬁrst simulated pixel, its neighbor-
hood will contain only noise pixels and thus it is essentially
randomly copied from the input. As the synthesis progresses, the
output neighborhood eventually only contains valid pixels. Noise
values are therefore only inﬂuencing the synthesis of the initial
values. When simulating the next pyramid levels, a complete,
square template is added for lower resolutions so that the
algorithm takes them into account for simulating the ﬁner grid.
The approach of Wei and Levoy (2000) represents a major
advance in terms of performance by introducing tree-based
storage, which is possible because only ﬁxed neighborhoods are
used. Synthesis times are greatly reduced compared to an exhaus-
tive search of the input texture. Their work pioneered the use of
trees in texture synthesis, which have been widely used in further
studies as well as in MPS. It should be noted that the Tree-
Structured Vector Quantization (TSVQ) tree of Wei and Levoy
(2000) is quite different than the one of Strebelle (2002) because
it is used for continuous variables. In TSVQ, each node of the tree is
a vector whose size corresponds to the number of nodes in the
template. This vector is essentially a prototype summarizing all the
vectors in the sub-tree under this node. Given a set of training
vectors (the patterns in the training image), the procedure for
building the tree consists in splitting into two, at each level, the
sub-population of input vectors that are below this tree node. This
partition is made according to a clustering algorithm (Lloyd, 1982).
Searching the tree is very efﬁcient, because in the context of
texture synthesis one is only interested in ﬁnding a single best
matching event (as opposed to geostatistics where a conditional
distribution is typically developed). At each level of the tree, the
input vector is compared with the prototypes corresponding to
both branches of the tree. The best matching prototype is system-
atically chosen until the leaf level of the tree is reached, returning
the best matching data event.
4.3. Patch-based methods
The idea of using patches instead of pixels has been used early
in texture synthesis, and gave rise to some of the fastest algo-
rithms used nowadays (Lasram and Lefebvre, 2012). One of the
early methods is the Chaos Mosaic (Xu et al., 2000) that randomly
places patches in the target image, and then uses a smoothing
ﬁlter to take care of the transitions between patches. This method
is very fast but leads to visible artifacts. Liang et al. (2001) extend
the pixel-based method of Wei and Levoy (2000) to patch-based
simulation. The patches of the input texture are ﬁrst stored in a
tree structure, the simulation then proceeds by assembling
patches using a unilateral path. Each patch shares an overlap
region with the previously simulated areas. For the simulation of a
patch, the tree is searched for all patches compatible with the
overlap area, resulting in a pool of candidate patches, one of which
is randomly selected for simulation. A ﬁnal blending step makes
sure that no effects appear at the patches junction. This method is
relatively close to the one of Arpat and Caers (2007) in the context
of MPS or the one of Tahmasebi and Sahimi (2013) that does not
include the blending step. The implementation of Liang et al.
(2001) is very efﬁcient, with examples simulations of size
256256 pixels generated in about 0.02 s on computers that
would today be considered outdated. This performance is
explained by several improvements. One of them is the use of a
quadtree pyramid, which is a data structure in the tree that
accounts for the multiresolution character of the problem. In the
search tree, the patterns are stored in a multiresolution form.
Therefore, the results of a search performed for a coarse resolution
can be re-used at a ﬁner resolution, which accelerates the simula-
tion of the ﬁner grids. Another improvement is the use of principal
component analysis to reduce the dimensionality of the patches. A
more detailed review of the acceleration strategies used in texture
synthesis is carried on in Section 7 of this paper.
Image quilting (Efros and Freeman, 2001) is another elegant
patch-based method. It tiles the domain with overlapping patches
whose overlap regions agree as much as possible. Then it cuts
them optimally such that they assemble with minimal overlap error.
This minimum error boundary cut is computed using dynamic
programming methods such as Dijkstra0s algorithm (Dijkstra, 1959).
The methodology is described in Fig. 5. The approach was then
generalized by the graph cuts method of Kwatra et al. (2003) to
accommodate arbitrary patch shapes that can overlap each other
with much more ﬂexibility than in Image Quilting. Kwatra et al.
(2003) in fact solve a per-pixel labelling problem using alpha-
expansion (iterated graph-cuts), making an interesting connection
between pixel-based and patch-based approaches. One advantage of
graph cuts is the possibility to generalize it to 3D (or nD) cases. For
example it has been successfully applied for video textures, which
are 2D-temporal (Wei et al., 2009). The ﬂexibility of the graph cuts
approach and the principle of reshaping the patches bears a large
potential for conditioning simulations. The fact that patches can be
updated locally means that it is possible to adapt the method to all
types of conditioning constraints found in earth science applications.
Although approximate because only locally accommodating condi-
tioning data, the idea to change the shape of patches for conditioning
is promising and goes in the direction of some recent developments
in patch-based MPS methods (Parra and Ortiz, 2011; Tahmasebi et al.,
2012a). Several patch-based texture synthesis approaches further
deform the content of the patches to improve the alignment of
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structures crossing their boundaries, e.g. the mesh quilting of Zhao
et al. (2012) or the approach of Lasram and Lefebvre (2012). This
seems especially well suited for MPS methods where elongated
structures are considered. The approach of Darabi et al. (2012)
extends the set of transformations to both geometric and photo-
metric adaptation of the patches, allowing structure preserving
interpolation between very different patterns.
4.4. Optimization-based methods
Optimization-based methods are in a sense similar to geosta-
tistical simulations using simulated annealing (Deutsch and
Journel, 1991; Peredo and Ortiz, 2011) or iterative methods
(Lange et al., 2012; Stien and Kolbjørnsen, 2011) because they
consider the domain as a whole and not pixel by pixel, and
formulate the problem with an objective or likelihood function.
As indicated by their name, these optimization-based methods do
not perform sampling of a posterior distribution, conversely to the
approaches used in geostatistics. Despite this, optimization-based
methods are still interesting because they seem to offer large
advantages in terms of patterns reproduction as well as computa-
tional performance. In addition other goals can be conveniently
integrated in the objective function. This has been demonstrated for
generating temporally coherent animation of stationary patterns.
The premise of optimization-based methods is that the goal of
texture synthesis is to honor a set of constraints that can be to a
certain extent contradictory (Kwatra et al., 2005). On the one
hand, one wants to produce a ﬁeld that has patterns similar to the
ones present in the training image, and this is done by condition-
ing each pixel to its neighborhood. On the other hand, the different
neighborhoods must be coherent with each other by overlapping
in a seamless manner. The inconsistency in the different con-
straints is expressed in terms of an energy measure. The energy of
a single synthesized neighborhood is deﬁned as its distance to the
most similar neighborhood in the training image. The total energy
of the synthesized texture is a global metric consisting of the sum
of energies of individual neighborhoods. In the formulation of
Kwatra et al. (2005), the texture energy at a given iteration t is
deﬁned as
Etðx; fzpgÞ ¼ ∑
pAx⋄
Jxpzp J2; ð1Þ
where x is the simulated texture, fzpg is the set of all patterns in
the training image, xp corresponds to the values of a pattern in x
that is centered on pixel p, and zp is the neighborhood in the
training image that is the most similar to xp under the Euclidean
norm. The energy is computed based only on a subset of all
neighborhoods, x⋄  x, chosen such that they are close enough to
overlap. Note that prior to computing the energy, all best matching
neighborhoods zp corresponding to each output pixel in x⋄, need
to be identiﬁed.
The energy function is then minimized using an algorithm similar
to Expectation-Maximization (EM), consisting of two steps that are
iterated. The algorithm starts with an initial guess of the simulation
which can be noise or a tiling of the training image. Then, the M step
(or search phase) consists in ﬁnding, for a set of control locations on
the domain, the corresponding best matching neighborhoods in the
training image. This step can be accelerated by using a tree search or
other acceleration methods (see Section 7). The best matching
locations are identiﬁed, but no pixel is updated in the simulation at
this stage. Next, the E step (or optimization phase) aims at minimiz-
ing the entire energy of the synthesized image. The values of the
simulated variable are updated on the entire domain such that the
total energy is minimized. With unconditional texture synthesis, this
optimization is accomplished by simply averaging the values of the
best matching neighborhoods overlapping each pixel. In case of
additional constraints, the energy function has additional terms and
the updated simulation values need to be determined by solving a
least-square problemminimizing Et with respect to x. This is done by
setting the derivative of the energy functionwith respect to x to zero,
which yields a linear system of equations that can be solved for x.
With these updated values, the following search phase will ﬁnd
new best matching neighborhoods in the simulation, which will
necessitate new adaptations in another E step, etc. The over-
smooth or blur produced at the E step will cause the next iteration
of the M step to replace the neighborhoods corresponding to this
region with ones that are more consistent with each other. This
method is relatively computationally demanding, with reported
times in the order of minutes for a 256256 image. However, in
more recent works, Huang et al. (2007) report very fast computa-
tional times with an improved implementation of optimization-
based simulation.
We note here that optimization-based texture synthesis has only
been used with continuous variables. To be used in geosciences,
where the use of categorical variables is frequent, the method would
need to be adapted by applying two modiﬁcations:
(1) The formulation of the energy function would need to be
changed by considering the proportion of mismatching pixels
between neighborhoods xp and zp.
Fig. 5. Illustration of the image quilting algorithm. Three levels of increasing algorithmic complexity are represented, image quilting being the last one involving cutting the
overlap regions such that the overlap error is minimized. Reproduced from Efros and Freeman (2001).
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(2) If more than two categories are considered, the weighted
average of patterns used in the E step would not be applicable
directly because of the absence of order relationships. In those
cases it could be replaced by another method able to combine
categorical patterns, for example using a patch cutting
approach (Efros and Freeman, 2001).
5. Integration of localized data
5.1. Conditioning in geostatistics
One difference between MPS and texture synthesis is that
geostatistical models need to integrate measured data. While
some global information (type of patterns, histogram) is given by
the training image, this information needs to be coherent with the
measured data. Moreover, the data provide local information, i.e.
the models strictly need to locally reproduce the measured values
at the measured locations. Such conditioning is critical because the
data are often acquired at great cost and therefore the information
needs to be optimally exploited. The most general way of proceed-
ing is to adopt a mathematical model of conditioning with a
Bayesian formulation where the training image deﬁnes a prior
ensemble of models, and a likelihood function deﬁnes the rela-
tionship to data (Hansen et al., 2012; Toftaker and Tjelmeland,
2013). Hence to achieve conditioning in geostatistics, it is not
enough that the point data is reproduced at the data location.
Depending on the structures present, the effect of a local datum
can extend beyond the local level and constrain the occurrence of
spatial patterns far from the datum location. Fig. 6 shows an
example of this, where 100 data points are used with a training
image depicting elongated and connected categorical values. Every
single realization locally matches the data values, but the inﬂuence
of the conditioning extends beyond the data location, which is
visible on the probability of having a white pixel.
While local information can also be included in texture algo-
rithms, the corresponding constraints are often not deﬁned in
such a formal way. For example an artist “paints” an image with a
given texture, and then subjectively evaluates the result. In this
context a fast interactive process is more desirable than a formal
theory of conditioning. This is a signiﬁcant difference between the
ﬁelds of texture synthesis and geostatistics.
However, although mathematically rigorous, the Bayesian
approach to conditioning is often computationally impractical.
Many MPS algorithms are not analytically tractable and therefore
they require expensive Monte-Carlo methods. As a consequence,
MPS models are often conditioned using faster approximate
methods, such that they reasonably correspond to the models
that would have been obtained from a Bayesian approach. A
practical approach often used for hard data is to condition models
by construction. It can be seen as building models around the
conditioning data, using them as a starting point and then building
the rest of the model such that it embeds them. The result of these
practical approaches is then relatively similar to what is done in
texture synthesis (see next section), and in this sense we expect
that bridges between disciplines can be built on these bases.
5.2. Hard constraints with optimization-based texture
synthesis methods
Adding conditioning constraints can be easily formulated in the
context of optimization-based texture synthesis. This is accom-
plished by adding terms to the energy function, such as for
example the soft constraints (in the form of a ﬂow ﬁeld) shown
in Kwatra et al. (2005). Kopf et al. (2007) use this formulation to
Fig. 6. The non-local effect of conditioning data. The training image comes from a
satellite image of the Ganges delta, Bangladesh. Data locations are depicted by red
circles. Probability of white pixels is based on 100 MPS realizations. (For inter-
pretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
Fig. 7. Imposing local conditioning inside a 3D texture. The small images on the left represent the local constraints (top) and the associated weights (bottom). The resulting
3D texture is only affected locally, as seen on the horizontal cross-section (block in the middle). The rest of the domain remains stochastic, with no artifacts related to
conditioning on the vertical cross-section (block on the right). The training image (not shown here) is 2D. Figure reproduced from Kopf et al. (2007).
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impose local constraints, which are, in geostatistical terms, hard
and soft conditioning data. An example of conditioning, in the
context of 3D textures, is shown in Fig. 7. At the same time as local
conditioning, an additional term is added in the energy function
that considers the mismatch between the histogram of the
simulation and the histogram of the training image. The main
advantage is that even if the training image is mildly non-
stationary, all areas of the training image have to be represented
in the simulation. The authors note that corollary beneﬁts of
histogram constraints include an improvement in the overall
patterns reproduction and an acceleration of the algorithm. An
interesting application in geoscience would be to use this for-
mulation to impose local probabilities or equivalent parameters
for a certain volume (e.g. equivalent permeability).
5.3. Image completion/Gap-ﬁlling
Image completion is a special case of conditional simulation
where the number of conditioning data is very large, typically
larger than the area to be simulated. Training image-based gap-
ﬁlling relies on using the patterns composing the known areas of
the domain for completing the unknown parts. The use of texture
synthesis to ﬁll gaps in images has been illustrated since some of
the earliest studies (Efros and Leung, 1999; Liang et al., 2001; Wei
and Levoy, 2000), and here we only give a brief overview of the
existing methods. In the context of MPS, the same principle has
been applied to subsurface problem and with multivariate remote
sensing data (e.g. Wu et al., 2008). It is shown in these studies that
the path chosen for reconstruction has a strong inﬂuence on the
ﬁnal results. Another question left open is to decide whether the
reconstructed pixels can be re-used as input or if the pattern
match search should be limited to the original conditioning
data only.
Drori et al. (2003) address both these issues. They achieve
excellent reconstructions by using an iterative scheme where the
unknown parts are initially ﬁlled by smooth interpolation from
their boundaries. The known parts of the image are then used as a
source of patterns for completing the unknown parts of the image
based on neighborhood matching. The parts of the image that are
originally known are attributed a high level of conﬁdence, whereas
the reconstructed areas have a level of conﬁdence that is a
function of the goodness of the neighborhood match. In subse-
quent iterations, the previously simulated areas are also used in
the pattern search (providing a sort of recycling), but the pattern
search takes account for the conﬁdence terms that are inherited
from the previous iteration. The logic is that at each iteration, the
algorithm knows which parts of the original image should provide
patterns (high conﬁdence areas) to populate which other parts of
the image (low conﬁdence areas). As a consequence, the areas of
low conﬁdence become progressively smaller until all gaps are
ﬁlled and the entire domain has a high conﬁdence level. The
results after several iterations highly resemble the complete image
fromwhich the original sparse data were extracted. A drawback of
the method is the computation time compared to other texture
synthesis methods, the authors reporting the order of a minute for
a 384256 image.
Another signiﬁcant improvement brought by Drori et al. (2003)
is the use of adaptive neighborhoods, meaning that the size of the
pattern searched for is inversely proportional to the frequency
content of the image region being completed. The rationale is that
large patches are likely to match well only in regions of smoothly
varying content, while completing the frontier between two
highly contrasted regions requires smaller patches. To determine
if an image area is of low frequency in the exemplar, a quick
analysis is carried based on low-order statistics (in this case the
luminance histogram). Since a common problemwith gap-ﬁlling is
the reduced amount of patterns available, transformations are
applied to the target patterns to increase the search space. The
authors use what they term a search in different scales, under
rotations and under reﬂections. The results show that such
transformations allow generating new patterns that are not
initially present in the original dataset, but still spatially coherent
with the original training image.
5.4. Soft constraints: feature maps and non-stationarity modeling
Since most natural phenomena are spatially non-stationary,
the ability to deal with non-stationarity is a key requirement for
most applications of geostatistics. Similar needs exist in texture
synthesis, where non-stationary is termed globally varying tex-
ture. Methods have been developed that instead of allowing each
input pixel to go to any place in the output texture, a mechanism is
used to control where each pattern can go (Fig. 8). The globally
varying distribution of patterns is often conditioned by certain
natural factors, such as patterns varying gradually from one side of
the image to the other. When such a factor is explicitly present,
either by measurement or by deduction, it is expressed as a
control map for the corresponding globally varying texture. Recent
developments in multiple-point geostatistics have addressed non-
stationarity in a similar way (Chugunova and Hu, 2008). A similar
concept has been implemented with different algorithms
(Honarkhah and Caers, 2012; Jha et al., 2013b; Meerschman
et al., 2014; Straubhaar et al., 2011).
A key concept in texture synthesis is that the feature map is
seen as a ﬁltered version of the primary variable. The feature map
can be imposed, forcing certain types of structures to occur at
speciﬁc locations (Efros and Freeman, 2001). Hertzmann et al.
(2001) develop this idea as a framework named “image analogies”
and deﬁne a notation that clearly states the problem: we wish to
generate B0 to satisfy the relation
A : A0 :: B : B0 ð2Þ
Fig. 8. User-guided texture synthesis. Left: exemplar, middle: user-deﬁned control map; right: output. Figure reproduced from Ashikhmin (2001).
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meaning that the relationship between two objects A and A0 is the
same as the relation between two other objects B and B0. The user
provides the algorithmwith three inputs: the training image A, the
ﬁltered training image (or auxiliary variable of the training image)
A0, and the new image to be ﬁltered B. The result is then a
simulation B0 which relates to B in the same way A0 relates to A.
The principle of image analogies has since been used to impose
special effects to pictures. A pair of training images is given, which
correspond to (a) a photograph and (b) a graphical effect applied
on this photograph (Fig. 9). Another photograph is given and the
algorithm outputs an image of the graphical effect applied to the
new photograph. The graphical ﬁlter is a transfer function that is
borrowed from the training set and imposed on the target image.
Graphical examples are available in Hertzmann et al. (2001) and
Welsh et al. (2002). Lu et al. (2007) extend ﬁlters to include
patterns induced by physical processes such as rust, cracking or
dirt accumulation on 3D objects. In a ﬁrst step, a real object is
registered in 3D. An ageing process is induced, and temporal
sequences of texture ageing are digitally captured. In general,
ageing displays systematic variations that depend on physical
parameters: for example rust is more likely to form at places
that are more exposed. These relationships between the object
surface and the occurrence of ageing are then used in an image
analogies framework. The main advantage of these temporal ﬁlters
is that they relate the object shape and the physical process
originating the texture. Such an approach is similar to statistical
modeling, but also to process-based modeling, and therefore could
be used to build geological models with improved physical
realism.
For applications in geostatistics, the concept of by-example
ﬁlters could be turned around: the user then provides as inputs
the training images A and A0 and the ﬁltered output B0. Image
analogies can then be used to ﬁnd B, which corresponds to the
underlying truth. For example, B0 can be an auxiliary variable such
as a geophysical survey. Based on the relationship B:B0, it is
possible to determine B, the underlying geological setting. This
approach has potential applications in domains that involve the
identiﬁcation of a variable from indirect measurements, such as
geophysics or remote sensing.
An alternative approach is to simulate the feature map jointly
with the primary variable (rather than imposing it) to improve the
results by enforcing coherence in the simulated structures (Kopf
et al., 2007; Wu and Yu, 2004). Zhang et al. (2003) use what they
call a texton mask that is a binary segmented version of the
training image. The simulation method is then based on a distance
having two terms, one for the continuous and one for the
categorical segmented variable that is used as a guide. Such texton
masks improve the continuity of the simulated features through
the connectivity properties of the categorical variable. This simple
method could be implemented in a straightforward manner with
existing MPS codes to ensure better results. For the simulation of
continuous ﬁelds, it would involve implementing texton maps in
an automated way, based on a thresholding or segmentation of the
training image.
The approach of appearance-space texture synthesis (Lefebvre
and Hoppe, 2006) extend the idea of texton maps by including a
range of different feature maps from the exemplar, describing
speciﬁc characteristics such as objects boundaries, distance to
these boundaries, radiance, etc., which are called appearance
vectors. These variables can often characterize a pixel better than
its neighborhood in the variable of interest. Therefore, the neigh-
borhoods can be substantially reduced (with as little as 4 neigh-
bors) and the quality of the results is still preserved, offering
signiﬁcant computational gains. The authors use PCA to further
reduce the dimensionality of the appearance vectors, and with a
GPU implementation obtain computation gains of 3–4 orders of
magnitude (see Section 7.2 for more details). Fig. 10 shows
examples of this approach, where simulations done with only
the training image (column “no feature distance”) present arti-
facts, whereas these artifacts disappear when using feature maps
consisting of (a) a binary variable describing the occurrence of
certain objects in the training image and (b) a continuous variable
consisting of the distance to these objects in the training image.
These results suggest that the principle of such feature distances
should be used whenever possible in MPS algorithms.
Another use of texton maps is to create a smooth transition
from one texture to another. The principle is that although it is
difﬁcult to combine complex textures made of color patterns, it is
much easier to combine binary images by using some type of
averaging and smoothing. Associating a texton map to each
training image, and blending the textons only, allows producing
smooth and artifacts-free transitions from one texture to another
(Zhang et al., 2003).
6. 3D textures
While computer graphics mostly deal with 2D textures mapped
along surfaces, there is a number of situations where 3D solid
textures are desirable, for instance to produce the illusion that an
object has been carved out of a solid block of material. Since most
often only 2D exemplars are available, the problem of synthesizing
3D images from 2D training images is just as acute in texture
synthesis as in geological modeling.
The problem of simulating 3D volume from 2D training images
has ﬁrst been addressed by Wei (2002). At each pixel of the output
volume, three interleaved 2D neighborhoods are extracted. The
best matches are found independently in each of the three
exemplars, corresponding to the three directions of space. The
value of the voxel is then updated as the average of the three
neighborhood center colors. This process is repeated at each voxel,
and several iterations are performed. In geostatistics, Comunian
et al. (2012) propose a similar scheme, formulated in a probabil-
istic framework and within the context of sequential simulation.
Fig. 9. The principle of ﬁltering using image analogies (Hertzmann et al., 2001). A and A0 provide an example of a ﬁltering relationship. Given a new image B, one can
generate a ﬁltered version of it using A:A0 as an example relationship. The inverse operation is also possible: given a ﬁltered information B0 , one can generate the original
unﬁltered image B.
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The approach consists in computing a conditional distribution of
the pixel to simulate for each direction, and then to combine these
distributions using a probability aggregation approach (Allard
et al., 2012; Mariethoz et al., 2009), which is more rigorously
deﬁned than the averaging method of Wei (2002). Comunian et al.
(2012) and Hajizadeh et al. (2011) also propose to simulate a 3D
volume by successively generating 2D sections that are coherent
with each other.
In texture synthesis, Kopf et al. (2007) generate 3D volumes from
2D training images by using a modiﬁed optimization-based synthesis
algorithm. The optimization is formulated such that every slice
through each node in the volume has to be similar to the 2D training
image, and all neighborhoods need to agree with each other. A
distance between several orthogonal 2D neighborhoods is simulta-
neously minimized. Different training images can be used for each
direction, as shown in Fig. 11. The implementation is computationally
efﬁcient and allows imposing conditioning data.
Other applications of 3D textures include Manke and Wunsche
(2009) who extend to 3D the method of Lefebvre and Hoppe
(2005) and report similar results as Kopf et al. (2007) with smaller
computation times. Dong et al. (2008) present an implementation
of 3D solid texturing that can provide real-time 3D solid texture by
synthesizing at only a few selected locations, from which it is
possible to quickly query the model for ﬁner details. It can be
compared to a case where one would only simulate the coarsest
multigrid, and populate the ﬁne grids on demand. Wang et al.
(2010) apply the principle of image analogies in 3D to automati-
cally segment 3D images based on a 2D segmentation, as shown in
Fig. 12.
7. Acceleration
Computer graphics applications often require generating textures
at very high output rates of more than a million pixels a second.
It can be the case for example in applications where texturized 3D
objects need to be generated as the user explores the scene or need
to be fractured in real-time, revealing inner structures. To this end,
several strategies have been developed aimed at improving compu-
tational efﬁciency. These acceleration methods can be combined,
bringing drastic improvement in simulation times, with synthesis
speeds of up to 15.5 million pixels per second (Han et al., 2008). In
contrast, recent multiple-point algorithms report computation times
orders of magnitude slower, with commercial implementations
reporting about 5000 nodes per second (Straubhaar et al., 2013;
Zhang et al., 2012).
7.1. k-Coherence
The search tree approach (Strebelle, 2002; Wei and Levoy,
2000) resulted in important acceleration of the simulation algo-
rithms, but more effective methods have been developed since, in
particular those based on the notion of coherence (Ashikhmin,
2001), implying that values which are next to each other in the
input will tend to remain together in the output. The k-coherence
algorithm (Tong et al., 2002) is similar to the tree storage in the
sense that it involves a preprocessing step that classiﬁes the
information of the training image in such a way that patterns
can be retrieved fast. However, whereas the tree stores complete
pattern information, k-coherence only stores similarities between
Fig. 10. Appearance space using feature maps. Left: exemplars and corresponding appearance vectors signaling the presence of speciﬁc features and the distance to the edge
of such features; right: output textures without and with use of appearance vectors. Figure reproduced from Lefebvre and Hoppe (2006).
11
given neighborhoods. During this preliminary analysis, for each TI
node a similarity-set is built that contains a list of other TI nodes
with similar neighborhoods. During synthesis, the algorithm
copies pixels values from the input to the output, but in addition
to the value, the source pixel location is also copied. To synthesize
a particular output pixel, the algorithm builds a candidate set by
taking the ensemble of all similarity-sets of the neighborhood, and
then searches through this limited candidate-set to ﬁnd the best
match. The size of the similarity-set, k, is a user-controllable
parameter, usually between 2 and 11, that determines the overall
speed/quality trade-off. It is noted that k-coherence provides
a constant time complexity, as opposed to a logarithmic time
complexity with tree-based algorithms. Another advantage is that
the k-coherence search is very easy to parallelize.
Related to k-coherence, jump maps (Zelinka and Garland, 2002)
store for each input pixel a set of matching training image pixels
(jumps). Texture synthesis proceeds as a randomwalk through the
jump map. Another similar acceleration method is the approx-
imate nearest-neighbor algorithm of Barnes et al. (2009). It can be
seen as a randomized version of k-coherence. Instead of pre-
computing sets of best matching neighborhoods, it relies on a
random search during synthesis. It alternates between selecting
candidates at random, and selecting candidates using coherence
from neighboring pixels. This effectively propagates good matches
found by the random search, hence quickly forming coherent
patches. This scheme is both simple to implement and very
effective.
7.2. PCA
Dimensionality reduction of the patterns used for simulation
has been recently investigated in the context of MPS
(Abdollahifard and Faez, 2012; Honarkhah and Caers, 2010). This
avenue has also been explored in texture synthesis, the most
frequently used tool in this context being Principal Component
Analysis (PCA) applied on the training image patterns. In the
transformed space, the same patterns can be represented using
smaller vectors, therefore resulting in improvements in both
computational time and memory use (Lefebvre and Hoppe,
2005; Liang et al., 2001). Hertzmann et al. (2001) report that
keeping 99% of the variance can lead to a reduction of the patterns
storage by an order of magnitude. However, they also note that
PCA can degrade the quality of the simulated patterns, especially
when the training image is made of simple patterns, and therefore
further simpliﬁcation through PCA erases the small amount of
information present. For complex cases where memory and CPU
time are critical, signiﬁcant gains are reported. An important
aspect is that there is no need to back-transform the synthesized
texture to a high-dimensional space because dimensionality
reduction methods are applied in conjunction with coherence
techniques, hence for each simulated value the original location in
the training image is known. Using this location information
allows mapping the synthesized high-dimensional variable by
simple look-up in the training image.
7.3. GPU
Although Graphical Processing Units (GPU) implementations of
geostatistical methods have started to appear recently (Huang
et al., 2013a, 2013b; Tahmasebi et al., 2012b), the algorithms
developed in the texture synthesis community have already been
implemented on GPU for a number of years. In traditional
geostatistics, the use of parallelization is hampered by the
sequential nature of MPS algorithms. Each pixel depends on each
previously simulated pixel and therefore they cannot be generated
simultaneously. In contrast, iterative methods (i.e. order-independent
simulation) are more amenable to parallel implementations.
One of the most efﬁcient texture synthesis methods is the
parallel texture synthesis algorithm of Lefebvre and Hoppe (2005),
whose guiding principle is to manipulate pixel coordinates rather
than values. The resulting simulations can be represented as a map
corresponding to the location in the training image of the
Fig. 11. Two examples of 3D texture synthesis, with the corresponding 2D exemplars shown in inserts. Figure reproduced from Kopf et al. (2007).
Fig. 12. Segmentation of 3D images seen as a ﬁltering problem. Figure reproduced from Wang et al. (2010). The notations of Hertzmann et al. (2001) are used.
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simulated values (Zelinka and Garland, 2002). The simulation
algorithm is based on manipulating coordinates, with three main
steps:
1. The Upsampling step increases the resolution of the previous
pyramid level. Since the algorithm manipulates coordinates,
this is done trivially through simple coordinate inheritance
instead of neighborhood matching.
2. The Jitter step introduces variability explicitly in the result,
adding an offset to pixel coordinates during the multi-
resolution synthesis process. This visually displaces blocks of
texture in the result. In absence of Jitter a simple tiling of the
exemplar is produced.
3. The last step is the correction step done by a few iterations of
order-independent neighborhood matching. The search space
is kept small by using k-coherence candidates.
Each of these operations is amenable to GPU implementation
and the scheme has been extended to 3D models (Dong et al.,
2008). A corollary observation is that the coordinate map of a
simulation directly reﬂects its variability, with large patches of
identical colors reﬂecting zones of low variability with respect to
the training image. Such coordinates maps could be used in
geostatistical applications as a validation tool indicator of the
variability between simulations.
8. Conclusion
The ﬁelds of MPS and texture synthesis have evolved separately
during the last decade, and there is a large innovation potential in
bringing together the advances made in both domains. This study
has identiﬁed areas in both geostatistics and texture synthesis that
can contribute to improve methods and applications in the other
discipline. Some important areas for future research in that have
been identiﬁed include:
 Optimization-based simulation methods (Kopf et al., 2007;
Kwatra et al., 2005) for hard and soft conditioning, and also
to constrain models to equivalent parameters such as hydraulic
conductivity over a given volume;
 The integration of texton maps (auxiliary variables) for the
simulation of continuous ﬁelds (Zhang et al., 2003);
 Faster search in the training image using k-coherence (Barnes
et al., 2009; Busto et al., 2010; Tong et al., 2002) seems to
combine good computational efﬁciency with low memory
needs;
 Accelerated implementations using GPU (Lefebvre and Hoppe,
2005);
 Applying PCA and appearance vectors for reduction of the
training image data events (Lefebvre and Hoppe, 2006);
 Adaptive simulation path to improve the connectivity proper-
ties of MPS simulations (Criminisi et al., 2004);
 Conditioning to sparse data in texture synthesis and statistical
coherence between data and exemplar (Toftaker and Tjelmeland,
2013).
 Developing new types of constraints for texture models such as
connectivity (Renard et al., 2011) or physical rules through
inverse problems (Hansen et al., 2012).
Traditionally, texture generation studies have been seen as a 2D
problem. Moreover, they have not concentrated much on con-
ditioning, for the simple reason that conditioning – especially to
sparse hard data – is not needed in most graphical applications.
Therefore it has often been stated that texture synthesis methods
are not applicable in geostatistics. The emergence of solid (or 3D)
texture synthesis may change these preconceptions. This study has
shown that the generation of 3D stochastic models is possible and
efﬁcient with texture synthesis methods, and that the results can
compete with the latest MPS algorithms in terms of patterns
quality and speed.
It is shown that a number of texture synthesis methods do
allow for local conditioning, however statistical consistency
between data and model is not investigated. Most texture gen-
eration algorithms use unilateral paths that have traditionally
presented problems for conditioning. However, adapting these
methods for random paths does not seem to present major
difﬁculties. Even in cases where this may prove difﬁcult, it has
been showed that conditioning is possible with unilateral paths
(Parra and Ortiz, 2011). In addition, soft conditioning is often
present in texture applications, from the user-constrained textures
of Ashikhmin (2001) to the image analogies of Hertzmann et al.
(2001). It was also showed that optimization-based methods can
simultaneously integrate both soft and hard conditioning with 3D
textures Kopf et al. (2007).
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