We present a proof of determinant of special nonsymmetric Toeplitz matrices conjectured by Andelić and Fonseca in [1] . A proof is also demonstrated for a more general theorem. The two conjectures are therefore just two possible results, under two specific settings. Numerical examples validating the theorem are provided.
Introduction
In this paper, we focus on the determinant of n × n Toeplitz matrices of the form
0 0 · · · a b 1 1 1 0 · · · 0 a 1 1 1 1 · · · 0 0 0 1 1 1 · · · 0 0 . . . . . . . . . . . . . . . . . . 0 · · · · · · 1 1 1 1 0 · · · · · · 0 1 1 1
where a, b ∈ R. Andelić and Fonseca consider two cases: (i) a = 0 and b = 1; and (ii) a = 1 and b = 0, and give an explicit formula of the determinant stated as Conjecture 6.1 and 6.2 in [1] . We shall present a proof of the two conjectures (in Section 2) and generalize the statement for any a, b (Section 3). Numerical examples of determinant of n × n matrices would be shown (Section 4). The proof is mostly based on a tedious use of elementary techniques.
To make this paper self-contained, we state the two conjectures of [1] below, now as theorem. Throughout the paper, the notation | · | n denotes the determinant of an n × n matrix in the argument; i.e., | · | n = det(·), where "·" is an n × n matrix.
Theorem 1 (Conjecture 6.1 of [1] ). Let A n be the determinant of n × n matrix given by A n = 1 1 0 0 0 · · · 1 1 1 1 0 0 · · · 0 1 1 1 1 0 · · · 0 0 1 1 1 1 · · · 0 . . . . . . . . . . . . . . . . . . 0 · · · · · · 1 1 1 1 0 · · · · · · 0 1 1 1 n .
Then
if n ≡ 3 (mod 4).
Theorem 2 (Conjecture 6.2 of [1] ). Let M n be the determinant of n × n matrix given by 0 · · · · · · 0 1 1 1 n .
Proof of conjectures
To prove the conjectures, we require few lemmas, whose proof are derived in the subsequent sections. We shall first prove Theorem 1, followed by Theorem 2.
Proof of Theorem 1
We shall first prove the following lemma.
Lemma 3. Let C n = 1 1 0 · · · · · · · · · 0 1 1 1 0 · · · · · · . . .
Then C n = C n−4 for n ≥ 5.
Proof. Cofactor expansion across the first row yields C n = (−1) 1+1 1 1 0 · · · · · · · · · 0 1 1 1 0 · · · · · · . . .
From now on, we will write "expansion" instead of "cofactor expansion". We apply the expansion across the first row for matrix T n−1 , we have T n−1 = (−1) 1+1 1 1 0 · · · · · · · · · 0 1 1 1 0 · · · · · · . . .
. . . · · · . . . 1 1 1 1 0 · · · · · · 0 1 1 1 n−2 + (−1) 1+2 1 1 0 · · · · · · · · · 0 0 1 1 0 · · · · · · . . .
Thus, C n = C n−1 − C n−2 + C n−3 , and hence C n−1 = C n−2 − C n−3 + C n−4 . By substituting C n−1 we have
The proof of Theorem 1 then proceeds as follows. Expansion A n across the first row and applying some manipulations on the involved determinants as we did in the proof of Lemma 3, we get:
0 · · · · · · 1 1 1 1 0 · · · · · · 0 1 1 1 n−1
0 · · · · · · 1 1 1 1 0 · · · · · · 0 1 1 1 0 · · · · · · 0 0 1 1 n−1 = C n−1 − (C n−2 −C n−3 ) + (−1) n+1 C n−1 = C n + (−1) n+1 C n−1 .
The first four C n are as follows:
Using Lemma 3 we can conclude that C 4k+1 = 1, C 4k+2 = 0, C 4k+3 = 0 and C 4k+4 = 1 for k = 0, 1, 2, .., n. Therefore, the statement of the theorem holds since A n = C n + (−1) n+1 C n−1 .
Proof of Theorem 2
To prove Theorem 2, we first prove the following two lemmas.
Lemma 4. Let
Proof. Expansion of K n along the last column yields
R n−1 and P n−1 are now expressible in terms of C n after the expansion across the first row:
and P n−1 = 1 1 0 · · · · · · · · · 0 1 1 1 0 · · · · · · . . .
Notice that, applying the last column expansion,
Furthermore, by applying the last row expansion,
Combining all results,
Lemma 5. Let
Proof. Expansion across the first row leads to
Expansion of D n,1 across the first row gives us
. . . · · · . . . 1 1 1 1 . . . · · · · · · . . . 1 1 1 0 · · · · · · 0 0 1 1 n−2 = C n−2 + (−1) n C n−2 .
For E n−1 , applying expansion along the first column, we obtain
The two terms on the right-hand side are computed as follows:
after expansion along the last column. Next, expanding H n−2 across the first row, 0 · · · · · · · · · · · · 0 1 n−3 = Q n−3 + (−1) n−1 .
Finally, using the last column Q n−3 , Q n−3 = 1 1 1 0 · · · 0 0 . . . · · · . . . . . . 1 1 1 0 · · · · · · · · · 0 0 1 n−4 = C n−4 −C n−5 .
Thus, H n−2 = C n−4 −C n−5 + (−1) n−1 .
Combining the results, we have
Hence, L n = C n−2 (1 + (−1) n ) + (−1) n (C n−3 − 2C n−4 +C n−5 ) + 1.
We are now in the position to prove the theorem. Expansion along the first column of the matrix in (2) and applying Lemma 4 and 5 we have M n = 1 1 0 · · · · · · · · · 1 1 1 1 0 · · · · · · . . .
. . . · · · . . . 1 1 1 1 0 · · · · · · 0 1 1 1 n−1 − 1 0 0 · · · · · · 1 0 1 1 1 0 · · · · · · . . .
. . . · · · . . . 1 1 1 1 0 · · · · · · 0 1 1 1 n−1 + 1 0 0 · · · · · · 1 0 1 1 0 0 · · · · · · 1 1 1
+C n−3 (1 + (−1) n−1 ) + (−1) n−1 (C n−4 − 2C n−5 +C n−6 ) + 1 = C n (1 + 2(−1) n−1 ) − 2(−1) n−1 C n−1 + 1.
with the last line above obtained after using Lemma 3. Use of the property of C n (cf. the last paragraph of Section 2.1) completes the proof.
Generalization
In this section, we give a proof for a more general result than that of Theorem 1 and 2. The proof technique is again elementary. We first state our general result in Theorem 6.
Theorem 6. Let B n be the determinant of the matrix (1), with n ≥ 5; i.e., 
To prove the above theorem, we shall start with the following lemma.
Lemma 7. Let G n = 1 1 0 · · · · · · 0 a 
Proof. Expansion across the first row leads to 0 · · · · · · · · · · · · 0 1 n−1 = C n−1 −C n−2 + (−1) n+1 a, after further expansion of the middle term across the first column and using the fact that | · T | = | · |. 
for n ≥ 6.
Proof. Expansion of T n across the first row yields T n = 1 1 0 · · · · · · 0 0 . . . . . . . . . . . . 1 1 1 0 · · · · · · · · · 0 0 1 n−1 =: M n−1 − N n−1 + a(−1) n+1 V n−1 .
M n−1 can be expressed in terms of C n after the expansion along the last column as follows:
M n−1 = 1 1 0 · · · · · · 0 0 
For N n−1 , applying expansion along the first column,
Notice that, after expansion across the first row, N n−2,2 = M n−3 . Finally, applying the last row expansion to V n−1 and using the fact that | · T | = | · |, we have V n−1 = C n−2 . Combining all results, T n = (C n−2 −C n−3 ) − (C n−3 −C n−4 ) + (C n−4 −C n−5 ) + a(−1) n+1 C n−2 = C n−2 (1 + a(−1) n+1 ) − 2C n−3 + 2C n−4 −C n−5 .
We now state our last lemma. Then P n = C n−1 (1 + a(−1) n+1 ) −C n−2 +C n−3 .
Proof. Expansion of P n across the first row leads to P n = 1 1 0 · · · · · · 0 0 
where we have used | · T | = | · |.
Applying the first column expansion for H n−1 , H n−1 = 1 1 0 · · · · · · 0 0 
Combining the results, we have P n = C n−1 (1 + a(−1) n+1 ) −C n−2 +C n−3 .
We now are ready to prove Theorem 6.
Expanding B n along the last column, we have . . . . . . . . . 1 1 1 1 0 · · · · · · 0 1 1 1 n−1 =b(−1) n+1 C n−1 + a(−1) n+2 G n−1 − T n−1 + P n−1 .
By using Lemmas 3, 7, 8 and 9, we get for n ≥ 7 B n = 3C n +C n−1 (b(−1) n+1 − 2) + 2(C n−2 −C n−3 )(1 + a(−1) n ) + a 2 .
Using Lemma 3 and C i , given in the end of Section 2.1 lead to the result in Theorem 6, for n ≥ 7. For n = 5, 6, the outcome of the theorem can be computed using the expansion across the first row of B n .
Numerical Examples
Finally, we conducted numerical experiment to verify the theorem results. The code was written in Matlab and the determinant was found by build-in function. We consider all natural numbers from 5 to 10000, using the setting of a and b as in Theorems 1 and 2. As can be seen from Fig. 1 , there is excellent match between the numerical values of determinants (A n and M n ) and outcomes of theorems. 
Conclusion
We have proved conjectures, which is related to the explicit formula of determinants of Toeplitz matrices, proposed in [1] . The proof was also demonstrated for a general theorem. We have also presented numerical examples for the theorem results. Future work will involve determinant of Toeplitz matrices with arbitrary values where four subdiagonals are not consecutive.
