We study an extension of first-order logic FO that allows to express cardinality conditions in a similar way as SQL's COUNT operator. The corresponding logic FOC(P) was introduced by Kuske and Schweikardt [17] , who showed that query evaluation for this logic is fixed-parameter tractable on classes of databases of bounded degree. In this paper, we first show that the fixed-parameter tractability of FOC(P) cannot even be generalised to very simple classes of databases of unbounded degree such as unranked trees or strings with a linear order relation. Then, we identify a fragment FOC 1 (P) of FOC(P) which is still extends FO and is sufficiently strong to express standard applications of SQL's COUNT operator. Our main result shows that query evaluation for FOC 1 (P) is fixed-parameter tractable on nowhere dense classes of databases. This, in particular, implies that the counting problem for first-order queries on nowhere dense classes is fixed-parameter tractable.
INTRODUCTION
Query evaluation is one of the most fundamental tasks of a database system. A large amount of the literature in database theory and the related field of finite or algorithmic model theory is devoted to designing efficient query evaluation algorithms and to pinpointing the exact computational complexity of the task. The query languages that have received the most attention are the conjunctive queries and the more expressive relational calculus. The latter is usually viewed as the "logical core" of SQL, and is equivalent to first-order logic FO. Here, one identifies a database schema and a relational database of that schema with a relational signature σ and a finite σ -structure A.
Apart from computing the entire query result, the query evaluation tasks usually studied are model-checking (check if the answer q(A) of a Boolean query q on a database A is "yes") and counting (compute the number |q(A)| of tuples that belong to the result q(A) of a non-Boolean query q on a database A); the counting problem is also relevant as the basis of computing probabilities. Such a task is regarded to be tractable for a query language L on a class C of databases if it can be solved in time f (k )·n c for an arbitrary function f and a constant c, where k is the size of the input query q ∈ L and n the size of the input database A ∈ C. The task then is called fixed-parameter tractable (fpt, or "in fpt"), and fixed-parameter linear (fpl, or "in fpl") in case that c = 1.
It is known that on unrestricted databases model-checking is W [1] -hard for conjunctive queries [21] , and the counting problem is #W [1] -hard already for acyclic conjunctive queries [7] . This means that under reasonable complexity theoretic assumptions, both problems are unlikely to be in fpt.
A long line of research has focused on identifying restricted classes of databases on which query evaluation is fixed-parameter tractable for conjunctive queries, FO, or extensions of FO. For example, model-checking and counting for FO (even, for monadic second-order logic) is in fpl on classes of bounded tree-width [2, 5] . Model-checking and counting for FO are in fpl on classes of bounded degree [11, 24] , in fpl on planar graphs and in fpt on classes of bounded local tree-width [11, 12] , and in fpl on classes of bounded expansion [8, 15] .
Grohe, Kreutzer, and Siebertz [14] recently provided an fpt model-checking algorithm for FO on classes of databases that are effectively nowhere dense. This gives a fairly complete characterisation of the tractability frontier for FO model-checking, as it is known that under reasonable complexity theoretic assumptions, any subgraph-closed class that admits an fpt-algorithm for FO model-checking has to be nowhere dense [8, 16] . The notion of nowhere dense classes was introduced by Nešetřil and Ossona de Mendez [19] as a formalisation of classes of "sparse" graphs. The precise definition of this notion will be relevant in this paper only in Section 8; for now it should suffice to note that the notion is fairly general, subsumes all classes of databases mentioned above, and there exist nowhere dense classes that do not belong to any of those classes.
The counting problem on nowhere dense classes is known to be in fpt for purely existential FO [20] , but no extension to full FO is known [25] . Here, we obtain this extension as an immediate consequence of our technical main result. We study an extension of FO that allows to express cardinality conditions in a similar way as SQL's COUNT operator. The corresponding logic FOC(P) was introduced by Kuske and Schweikardt [17] , who showed that modelchecking and counting for this logic is fixed-parameter linear on classes of databases of bounded degree. The starting point for the work presented in this paper was the question whether this result can be extended to other "well-behaved" classes of databases, such as the classes mentioned above.
Our first result is that the fixed-parameter tractability of FOC(P) cannot even be generalised to very simple classes of databases of unbounded degree such as unranked trees or strings with a linear order relation. Then, we identify a fragment FOC 1 (P) of FOC(P) which still extends FO and is sufficiently strong to express standard applications of SQL's COUNT operator. Our main result shows that model-checking and counting for FOC 1 (P) is in fpt on nowhere dense classes of databases. More precisely, for any effectively nowhere dense class C of databases we present an algorithm that solves the model-checking problem and the counting problem in time f (k,ϵ )·n 1+ϵ for a computable function f and any ϵ > 0, where k is the size of the input query q ∈ FOC 1 (P) and n is the size of the input database A ∈ C. Algorithms with such performance bounds are often called fixed-parameter almost linear or fixed-parameter pseudo-linear. This generalises the result of [14] from FO to FOC 1 (P) and solves not only the model-checking but also the counting problem.
Our proof proceeds as follows. First, we reduce the query evaluation problem for FOC 1 (P) to the counting problem for rather restricted FO-formulas (Section 6). Combining this with the results on FO-counting mentioned above, we immediately obtain an fptalgorithm for FOC 1 (P) on planar graphs and classes of bounded local tree-width [11] , of bounded expansion [15] , and of locally bounded expansion [25] . For nowhere dense classes, though, it is not so easy to generalise the FO model-checking algorithm of [14] to solve the counting problem. For this, we generalise the notion of "rank-preserving locality" of [14] from sentences to formulas with free variables and to counting terms (Section 7), which then enables us to lift the model-checking algorithm of [14] to an algorithm for the counting problem (Section 8).
The rest of the paper is structured as follows. Section 2 provides basic notations, Section 3 recalls the definition of FOC(P) of [17] , Section 4 provides the hardness results for FOC(P) on unranked trees and strings with a linear order, Section 5 introduces FOC 1 (P) and gives a precise formulation of our main result, and Section 9 points out directions for future work. Due to space restrictions, some proof details had to be omitted; they will appear in the paper's full version (preprint available at https://arxiv.org/abs/1707.05945).
BASIC NOTATION
We write Z, N, and N ⩾1 for the sets of integers, non-negative integers, and positive integers, resp. For all m,n ∈ N, we write [m,n] for the set {k ∈ N : m ⩽ k ⩽ n}, and we let [m] = [1,m] . For a k-tuplex = (x 1 , . . . ,x k ) we write |x | to denote its arity k. By () we denote the empty tuple, i.e., the tuple of arity 0.
A signature σ is a finite set of relation symbols. Associated with every relation symbol R ∈ σ is a non-negative integer ar(R) called the arity of R. The size ||σ || of a signature σ is the sum of the arities of its relation symbols. A σ -structure A consists of a finite non-empty set A called the universe of A, and a relation R A ⊆ A ar(R) for each relation symbol R ∈ σ . Note that according to these definitions, all signatures and all structures considered in this paper are finite, signatures are relational (i.e., they do not contain constants or function symbols), and signatures may contain relation symbols of arity 0. Note that there are only two 0-ary relations over a set A, namely ∅ and {()}.
We write A B to indicate that two σ -structures A and B are isomorphic. A σ -structure B is the disjoint union of two σ -structures
A substructure of a σ -structure A is a σ -structure B with universe B ⊆ A and R B ⊆ R A for all R ∈ σ . For a σ -structure A and a non-empty set B ⊆ A, we write A[B] to denote the induced substructure of A on B, i.e., the σ -structure with universe B, where
Throughout this paper, when speaking of graphs we mean undirected graphs. The Gaifman graph G A of a σ -structure A is the graph with vertex set A and an edge between two distinct vertices a,b ∈ A iff there exists R ∈ σ and a tuple (a 1 , . . . ,a ar(R) ) ∈ R A such that a,b ∈ {a 1 , . . . ,a ar(R) }. The structure A is called connected if its Gaifman graph G A is connected; the connected components of A are the connected components of G A . The degree of A is the degree of its Gaifman graph, i.e., the maximum number of neighbours of a node of G A .
The distance dist A (a,b) between two elements a,b ∈ A is the minimal number of edges of a path from a to b in G A ; if no such path exists, we let dist A (a,b) := ∞. For a tupleā = (a 1 , . . . ,a k ) ∈ A k and an element b
. Let vars be a fixed countably infinite set of variables. A σ -interpretation I = (A, β ) consists of a σ -structure A and an assignment β in A, i.e., β : vars → A. For k ∈ N, for a 1 , . . . ,a k ∈ A, and for pairwise distinct y 1 , . . . ,y k ∈ vars, we write β a 1 ,...,a k y 1 ,...,y k for the assignment β ′ in A with β ′ (y j ) = a j for all j ∈ [k], and β ′ (z) = β (z) for all z ∈ vars \ {y 1 , . . . ,y k }. For I = (A, β ) we let I a 1 ,...,a k y 1 ,...,y k = A, β a 1 ,...,a k y 1 ,...,y k . The order of a σ -structure A is |A|, and the size of A is ∥A ∥ := |A| + R ∈σ |R A |. For a graph G we write V (G) and E (G) to denote its vertex set and edge set, respectively. Sometimes, we will shortly write ij (or ji) to denote an edge {i, j} between the vertices i and j. The size of G is ∥G ∥ := |V (G)| + |E (G)|. Note that up to a constant factor depending on the signature, a structure has the same size as its Gaifman graph.
SYNTAX AND SEMANTICS OF FOC(P)
In [17] , Kuske and Schweikardt introduced the following logic FOC(P) and provided an according notion of Hanf normal form, which was utilised to obtain efficient algorithms for evaluating FOC(P)-queries on classes of structures of bounded degree. The syntax and semantics of FOC(P) is defined as follows (the text is taken almost verbatim from [17] ).
A numerical predicate collection is a triple (P, ar, . ) where P is a countable set of predicate names, ar : P → N ⩾1 assigns the arity to every predicate name, and P ⊆ Z ar(P) is the semantics of the predicate name P ∈ P. Basic examples of numerical predicates are P ⩾1 , P = , P ⩽ , Prime with P ⩾1 := N ⩾1 , P = := {(m,m) : m ∈ Z}, P ⩽ := {(m,n) ∈ Z 2 : m ⩽ n}, Prime := {n ∈ N : n is a prime number}. For the remainder of this paper let us fix an arbitrary numerical predicate collection (P, ar, . ) that contains the predicate P ⩾1 .
Definition 3.1 (FOC(P)[σ ]
). Let σ be a signature. The set of formulas and counting terms for FOC(P)[σ ] is built according to the following rules: (1) x 1 =x 2 and R(x 1 , . . . ,x ar(R) ) are formulas, where R ∈ σ and x 1 ,x 2 , . . . ,x ar(R) are variables 1 (2) if φ and ψ are formulas, then so are ¬φ and (φ ∨ ψ ) (3) if φ is a formula and y ∈ vars, then ∃y φ is a formula (4) if P ∈ P, m = ar(P), and t 1 , . . . ,t m are counting terms, then P(t 1 , . . . ,t m ) is a formula (5) if φ is a formula, k ∈ N, andȳ = (y 1 , . . . ,y k ) is a tuple of k pairwise distinct variables, then #ȳ.φ is a counting term (6) every integer i ∈ Z is a counting term (7) if t 1 and t 2 are counting terms, then so are (t 1 + t 2 ) and (t 1 · t 2 )
Note that first-order 
By FOC(P) we denote the union of all FOC(P)[σ ] for arbitrary signatures σ . An expression is a formula or a counting term. As usual, for a formula φ and a σ -interpretation I we will often write I |= φ to indicate that φ I = 1. Accordingly, I ̸ |= φ indicates that φ I = 0. If s and t are counting terms, then we write s − t for the counting term (s + ((−1) · t )).
Example 3.2. The following FOC(P)-formula expresses that the sum of the numbers of nodes and edges of a directed graph is a prime:
Prime ( #(x ).x=x + #(x,y).E (x,y) ) .
The counting term t := #(z).E (y,z) denotes the out-degree of y. The FOC(P)-formula P ⩾1 (t ) expresses that the out-degree of y is ⩾ 1. For better readability of such formulas we will often write "t ⩾ 1" instead of "P ⩾1 (t )".
expresses that there is some number d (represented by a node x of out-degree d) such that the number of nodes of out-degree d is a prime.
The construct ∃z binds the variable z ∈ vars, and the construct #ȳ in a counting term binds the variables from the tupleȳ; all other occurrences of variables are free. We denote the set of free variables of an expression ξ by free(ξ ). We will often write ξ (z), for z = (z 1 , . . . ,z n ) with n ⩾ 0, to indicate that at most the variables 1 in particular, if ar(R) = 0, then R () is a formula from {z 1 , . . . ,z n } are free in the expression ξ . A sentence is a formula without free variables, a ground term is a counting term without free variables.
Consider an FOC(P)[σ ]-counting term t (x ), forx = (x 1 , . . . ,x m ). For a σ -structure A and a tupleā = (a 1 , . . . ,a m ) ∈ A m , we write
In case that m = 0 (i.e., φ is a sentence and t is a ground term), we
Two formulas or two counting terms ξ and ξ ′ are equivalent (for short, ξ ≡ ξ ′ ), if ξ I = ξ ′ I for every σ -interpretation I. The size ||ξ || of an expression is its length when viewed as a word over the alphabet σ ∪ vars ∪ P ∪ {, } ∪ {=, ∃, ¬, ∨, (, )} ∪ {#, .}.
THE HARDNESS OF EVALUATING FOC(P)-QUERIES
In [17] it was shown that on classes of structures of bounded degree, FOC(P)-query evaluation is fixed-parameter linear (when using oracles for evaluating the numerical predicates in P). In this section, we shall prove that there is no hope of extending this result to even very simple classes of structures of unbounded degree such as trees and words: on these classes, the FOC(P) evaluation problem is as hard as the evaluation problem for first-order logic on arbitrary graphs. The latter is known to be PSPACE-complete [26] and, in the world of parameterised complexity theory, complete for the class AW[ * ] [6] (also see [10] ). The hardness results hold for all P that contain the "equality predicate" P = or the "positivity predicate" P ⩾1 . The AW[ * ]-hardness is the more relevant result for us here. 2 It shows that the evaluation problem is unlikely to have an algorithm running in time f (k )n c for an arbitrary function f and constant c, where k is the size of the input formula and n the size of the input structure.
To state our result formally, we focus on the model-checking problem, that is, the query evaluation problem for sentences. The model-checking problem for a logic L on a class C of structures is the problem of deciding whether a given structure A ∈ C satisfies a given L-sentence φ. A polynomial fpt-reduction between two such problems is a polynomial time many-one reduction that, given an instance A,φ of the first model-checking problem, computes an instance A ′ ,φ ′ of the second model-checking problem such that ∥A ′ ∥ is polynomially bounded in ∥A ∥ and ∥φ ′ ∥ is polynomially bounded in ∥φ ∥. Proof. Let G be a graph, and let φ be an FO-sentence in the signature of graphs (consisting of a single binary relation symbol E). W.l.o.g. we assume that V (G) = [n] for some n ⩾ 1. We shall define a tree T G and an FOC({P = })-sentenceφ such that G satisfies φ if and only if T G satisfiesφ. We construct the tree T G as follows.
The edge set of T G consists of
Then, T G is a tree (of height 3) that can be computed from G in quadratic time.
To defineφ, we need auxiliary formulas ψ a (x ), ψ b (x ), . . . , ψ e (x ) defining the sets of a,b, . . . ,e-vertices, respectively. We start from the observations that the c-vertices c j (i) are precisely those vertices of degree 1 whose unique neighbour has degree 2. The b vertices are the neighbours of the c-vertices, and the a-vertices are the neighbours of the b-vertices that are not c-vertices. The root vertex is the only vertex adjacent to all a vertices. The e-vertices are the vertices of degree 1 that are not c-vertices, and the d-vertices are the neighbours of the e-vertices.
Note that the vertices of G are in one-to-one correspondence to the a-vertices of T G : vertex i corresponds to the unique a-vertex with exactly (i+1) b-neighbours. To express that there is an edge between a-vertices x,x ′ , we say that x has a d-neighbour y such that the number of e-neighbours of y equals the number of b-neighbours of x ′ . This is precisely what the following FOC({P = })-formulas says:
Now we letφ be the formula obtained from φ by replacing each atom E (x,x ′ ) by ψ E (x,x ′ ) and by relativising all quantifiers to a-vertices, that is, replacing subformulas ∃xϑ by ∃x (ψ a (x ) ∧ ϑ ). Clearly,φ can be computed from φ in polynomial time. Moreover, it should be clear from the construction that G satisfies φ if and only if T G satisfiesφ. □ This time, we use substrings (instead of subtrees) to represent the vertices of G. For a vertex i with neighbours {j 1 , . . . , j m } in G, we let s i be the string
We let S G be the concatenation of the s i for all i ∈ [n]. It is easy to complete the proof along the lines of the proof of Theorem 4.1. □ 
THE FRAGMENT FOC 1 (P) OF FOC(P)
In this section, we define a fragment of FOC(P) called FOC 1 (P). This logic is an extension of FO that allows to formulate cardinality conditions concerning terms that have at most one free variable (hence the subscript 1 in "FOC 1 "). The logic FOC 1 (P) is designed in such a way that it, although being relatively expressive, still allows for efficient query evaluation algorithms on well-behaved classes of structures. This paper's main result shows that FOC 1 (P)-query evaluation is fixed-parameter tractable on nowhere dense classes of structures.
The set of formulas and counting terms of FOC 1 (P)[σ ] is built according to the rules (1)-(3) and (5)- (7) and the following restricted version of rule (4) of Definition 3.1: (4') if P ∈ P, m = ar(P), and t 1 , . . . ,t m are counting terms such that | free(t 1 ) ∪ · · · ∪ free(t m )| ⩽ 1, then P(t 1 , . . . ,t m ) is a formula
The first two formulas of Example 3.2 are in FOC 1 (P); the last formula of Example 3.2 and the formula ψ E (x,x ′ ) from the proof of Theorem 4.1 are not. Based on the logic FOC 1 (P), we define the following query language.
When evaluated in a σ -structure A, a query q of the form ( * ) returns the result q(A) := q A := a 1 , . . . ,a k ,n 1 , . . . ,n ℓ : A |= φ[a 1 , . . . ,a k ] and
Let us demonstrate that the usual examples for uses of the COUNT operation in SQL can be expressed in this query language. To list the number of customers in each country, one can use the SQL-statement SELECT Country, COUNT(Id) FROM Customer GROUP BY Country
To return the total number of customers and the total number of orders stored in the database, we can use the SQL-statement 4
and where φ is a sentence that is satisfied by every database, e.g., φ := ¬∃z ¬ z=z .
To list the total number of orders for each customer in Berlin, we can use the SQL-statement 
Here, we use an atomic statement R Berlin (x ci ) to express that "x ci = Berlin"; to avoid such constructions, we could extend the definition of FOC 1 (P) in the usual way by allowing constants taken from a fixed domain dom of potential database entries (cf. [1] ).
Our query language is also capable of expressing more complicated queries:
Example 5.4. Consider a numerical predicate collection that contains the equality predicate P = with P = = {(m,m) : m ∈ Z}. For better readability of FOC 1 (P) formulas we will write t = t ′ instead of P = (t,t ′ ).
Consider the signature σ := {E,R,B,G} where E is a binary relation symbol and R, B, G are unary relation symbols. We view a σ -structure A as a directed graph where each node a ∈ A may be coloured with 0, 1, 2, or 3 of the colours R (red), B (blue), and G (green).
The ground term t R := #(x ).R(x ) specifies the total number of red nodes. The term
specifies the number of directed triangles in which x participates. The formula φ ∆,R (x ) := t ∆ (x ) = t R is satisfied by all nodes x such that the number of triangles in which x participates is the same as the total number of red nodes. The ground term t ∆,R := #(x ).φ ∆,R (x ) specifies the total number of such nodes. The term
specifies the number of blue neighbours of node x.
For
outputs all tuples in A 2 × Z of the form (x,y,n) such that n is the product of the number of blue neighbours of x and the number of triangles in which y participates, y is green, and x is a node whose number of blue neighbours is equal to the sum of the number of triangles in which x participates and the total number of nodes that participate in exactly as many triangles as there are red nodes.
When speaking of an algorithm with P-oracle we mean an algorithm that has available an oracle to decide, at unit cost, whether (i 1 , . . . ,i m ) ∈ P when given a P ∈ P and a tuple of integers (i 1 , . . . ,i m ) of arity m = ar(P).
The paper's main result states that FOC 1 (P)-queries can be evaluated efficiently on all classes of structures that are effectively nowhere dense. Since the precise definition of nowhere dense classes is rather complicated and will be used only in Section 8, we refrain from presenting the definition already here and, instead, refer to Section 1 for a general description and to Section 8 for the precise definition. Our technical main result reads as follows.
Theorem 5.5 (Main Theorem). Let C be an effectively nowhere dense class of structures. There is an algorithm with P-oracle which receives as input an ϵ > 0, an FOC 1 (P)-query q of the form ( * ) for some signature σ , a σ -structure A from C, and a tupleā ∈ A k , and decides whether A |= φ[ā], and if so, computes the numbers
. The algorithm's running time is f (||q||,ϵ ) · ||A|| 1+ϵ , for a computable function f .
Since the counting problem for an FOC 1 (P)-formula φ (x ) for x = (x 1 , . . . ,x k ) coincides with the task of evaluating the ground term #x .φ (x ) of FOC 1 (P), we immediately obtain:
Corollary 5.6. On effectively nowhere dense classes C, the counting problem for FOC 1 (P) is fixed-parameter pseudo-linear. That is, there is an algorithm with P-oracle which receives as input an ϵ > 0, Session: Query Evaluation and Containment PODS'18, June 10-15, 2018, Houston, TX, USA an FOC 1 (P)-formula φ (x ) of some signature σ , and σ -structure A from C, and computes the number
The first step towards proving Theorem 5.5 is to use a standard construction for getting rid of the free variables (for details, see the paper's full version). To prove Theorem 5.5, it therefore suffices to prove the following.
Lemma 5.7. Let C be an effectively nowhere dense class of structures. There is an algorithm with P-oracle which receives as input an ϵ > 0, a σ -structure A from C (for some signature σ ) and either an FOC 1 (P)[σ ]-sentence φ or an FOC 1 (P)[σ ]-ground term t. The algorithm decides whether A |= φ and computes t A , respectively. Letting ξ be the input expression φ or t, the algorithm's running time is f (||ξ ||,ϵ ) · ||A|| 1+ϵ , for a computable function f .
The remainder of the paper is dedicated to the proof of Lemma 5.7. In fact, we prove a slightly stronger result: We cannot only evaluate sentences and ground terms, but also formulas with one free variable and unary terms simultaneously at all elements of the input structure, within the same time bounds.
A DECOMPOSITION OF FOC 1 (P)
The first step towards proving Lemma 5.7 is to provide a decomposition of FOC 1 (P)-expressions into simpler expressions that can be evaluated in a structure A by exploring for each element a in A's universe only a local neighbourhood around a. This section's main result is the Decomposition Theorem 6.6. Let us fix a signature σ .
Connected local terms
The following lemma summarises easy facts concerning neighbourhoods; the proof is straightforward.
The notion of local formulas is defined as usual [18] : Let r ∈ N.
For an r ∈ N it is straightforward to construct an FO[σ ]-formula dist σ ⩽r (x,y) such that for every σ -structure A and all a,b ∈ A we have
To improve readability, we write dist σ (x,y) ⩽ r for dist σ ⩽r (x,y), and dist σ (x,y) > r for ¬ dist σ ⩽r (x,y). For every k ∈ N ⩾1 we let G k be the set of all undirected graphs G with vertex set [k] . For G ∈ G k , r ∈ N, and a tupleȳ = (y 1 , . . . ,y k ) of k pairwise distinct variables, we consider the formula
Note that A |= δ σ G,2r +1 [ā] means that the connected components of the r -neighbourhood N A r (ā) correspond to the connected components of G. Clearly, the formula δ σ G,2r +1 (ȳ) is r -local around its free variablesȳ.
The main ingredient of our decomposition of FOC 1 (P)-expressions are the connected local terms (cl-terms, for short), defined as follows. A cl-term (of radius ⩽ r and width ⩽ k) is built from basic clterms (of radius ⩽ r and width ⩽ k) and integers by using rule (7) of Definition 3.1. I.e., a cl-term is a polynomial with integer coefficients, built from basic cl-terms t 1 , . . . ,t ℓ (for ℓ ⩾ 0). Remark 6.3. Note that cl-terms are "easy" with respect to query evaluation in the following sense. Consider a basic cl-term u (y 1 ) of the form #(y 2 , . . . ,y k ). ψ (y 1 , . . . ,y k ) ∧ δ σ G,2r +1 (y 1 , . . . ,y k ) .
Recall from Definition 6.2 that G is a connected graph. Therefore, given a σ -structure A and an element a 1 ∈ A, the number u A [a 1 ] can be computed by only considering the R-neighbourhood of a 1 , for R := r + (k−1)(2r +1) (cf. Lemma 6.1). After having computed the numbers u A [a 1 ] for all a 1 ∈ A, the ground cl-term д := #(y 1 , . . . ,y k ). ψ (y 1 , . . . ,y k ) ∧ δ σ G,2r +1 (y 1 , . . . ,y k )
can be evaluated easily, since д A = a 1 ∈A u A [a 1 ].
Our decomposition of FOC 1 (P)-expressions proceeds by induction on the construction of the input expression. The main technical tool for the construction is provided by the following lemma. There exists a ground cl-termд and a unary cl-termû (y 1 ), both of radius ⩽ r and width ⩽ k, such thatд
for every σ -structure A and every a ∈ A.
Furthermore, there is an algorithm which upon input of r and ψ (ȳ) constructsд andû (y 1 ).
The proof of Lemma 6.4 proceeds as follows. By induction on the number of connected components of a graph G ∈ G k we prove the lemma's statement for the special case where ψ (ȳ) is of the form ψ ′ (ȳ) ∧ δ σ G,2r +1 (ȳ). The lemma's statement for general ψ (ȳ) then follows easily. For details see the paper's full version.
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A connected local normalform for FO
By combining Lemma 6.4 with Gaifman's locality theorem [13] , we obtain the following normal form for FO, which may be of independent interest.
that are local around their free variablesx, and of statements of the form "д ⩾ 1" for a ground cl-term д.
Furthermore, there is an algorithm which transforms an input FO[σ ]-formula φ (x ) into an equivalent such formula φ ′ (x ). The algorithm also outputs the radius of each ground cl-term in φ ′ and a number r such that every local formula ψ (x ) in φ ′ is r -local aroundx.
The proof can be found in the paper's full version. We use the notion cl-normalform to denote the formulas φ ′ (x ) provided by Theorem 6.5. Note that these cl-normalforms do not necessarily belong to FO, but can be viewed as formulas in FOC 1 ({P ⩾1 }) (recall that P ⩾1 = N ⩾1 ), since statements of the form "д ⩾ 1" can be expressed via P ⩾1 (д).
A decomposition of FOC 1 (P)-expressions
Our decomposition of FOC 1 (P) utilises Theorem 6.5 and is based on an induction on the maximal nesting depth of constructs of the form #ȳ. We call this nesting depth the #-depth d # (ξ ) of a given formula or term ξ . (I) L i = (τ i ,ι i ), for every i ∈ {1, . . . ,d+1}, where • τ i is a finite set of relation symbols of arity ⩽ 1 that do not belong to σ i−1 := σ ∪ j <i τ j , and • ι i is a mapping that associates with every symbol R ∈ τ i a formula ι i (R) (i) of the form P(t 1 , . . . ,t m ), where P ∈ P, m = ar(P), and t 1 , . . . ,t m are cl-terms of signature σ i−1 , such that free(t j ) ⊆ {z} for each j ∈ [m], or (ii) of the form "д ⩾ 1" for ground cl-terms д of signature σ i−1 . If R has arity 0, then ι i (R) has no free variable. If R has arity 1, then z is the unique free variable of ι i (R) (thus, ι i (R) is of the form (i)). (i.e., t A = (t ′ ) A d +1 in case that ξ is a ground term t, and I |= φ iff I d+1 |= φ ′ in case that ξ is a formula φ), where I d+1 = (A d+1 , β ), and A d+1 is the σ d+1 -expansion of A defined as follows: A 0 := A, and for every i ∈ [d+1], A i is the σ iexpansion of A i−1 , where for every unary R ∈ τ i we have
and for every 0-ary R ∈ τ i we have
Moreover, there is an algorithm which constructs such a sequence D = (L 1 , . . . ,L d+1 ,ξ ′ ) for an input expression ξ . The algorithm also outputs the radius of each cl-term in D, and a number r such that every formula of type (A) in φ ′ is r -local around its free variables.
A proof can be found in the paper's full version. We call the sequence (L 1 , . . . ,L d # (ξ )+1 ,ξ ′ ) obtained from Theorem 6.6 for an FOC 1 (P)-formula or ground term ξ a cl-decomposition of ξ . Theorem 6.6 can be used for query evaluation as follows. Assume we have available an efficient algorithm A for computing the value u B [b 1 ] of a unary basic cl-term u (y 1 ) in a structure B for all values b 1 ∈ B. This algorithm can also be used to compute the value of a ground basic cl-term д := #(y 1 , . . . ,y k ).ψ (y 1 , . . . ,y k ) in B, 1 ] for the unary basic cl-term u (y 1 ) := #(y 2 , . . . ,y k ).ψ (y 1 ,y 2 , . . . ,y k ). We argue that by Theorem 6.6, the algorithm A can also be used to evaluate an FOC 1 (P)-expression ξ that is either a ground term t or a sentence φ in a σ -structure A. To evaluate ξ in a A we can proceed as follows.
(1) Use Theorem 6.6 to compute a cl-decomposition D = (L 1 , . . . ,L d+1 ,ξ ′ ) of ξ , for d := d # (ξ ). (2) Let A 0 := A.
(3) For each i ∈ [d+1], compute the σ i -expansion of A i−1 . To achieve this, consider for each R ∈ τ i the formula ι i (R). This formula is a very simple statement concerning one or several cl-terms (each of which is a polynomial built from integers and basic cl-terms). Let t 1 , . . . ,t s be the list of all basic cl-terms that appear in ι i (R). For each j ∈ [s] use algorithm A to compute the values t A j [a] for all a ∈ A (resp., the value t A j , if t j is ground). Then, combine the values and use a P-oracle to check for each a ∈ A whether ι i (R) is satisfied by (A i−1 ,a), and store the new relation R A i accordingly. (4) If ξ is a sentence φ, then φ ′ is a Boolean combination of statements of the form R(), for 0-ary relation symbols R ∈ σ d+1 . Thus, checking whether A d+1 |= φ ′ boils down to evaluating a propositional formula, and hence is easy. If ξ is a ground term t, then t ′ is a ground cl-term. I.e., t ′ is a polynomial built from integers and ground basic cl-terms t ′ 1 , . . . ,t ′ s for some s ⩾ 1. For each j ∈ [s] we use algorithm A to compute the value of t ′ j in A d+1 . Afterwards, we combine these values to compute the value of t ′ in A d+1 .
From [11, 15, 25] we obtain fixed-parameter pseudo-linear algorithms for counting the number of solutions of FO-queries on planar graphs, classes of bounded local tree-width, classes of bounded expansion, and-most generally-classes of locally bounded expansion. By the above approach, this immediately provides us with an fpt algorithm for FOC 1 (P) on these classes. For nowhere Session: Query Evaluation and Containment PODS'18, June 10-15, 2018, Houston, TX, USA dense classes, however, it is not so easy to generalise the FO modelchecking algorithm of [14] to compute the values of unary cl-terms. The remainder of the paper is dedicated to this task.
NEIGHBOURHOOD COVERS AND LOCAL EVALUATION
The techniques of the previous section enable us to reduce the evaluation of FOC 1 (P)-sentences and ground terms to the evaluation of unary basic cl-terms. To obtain an efficient algorithm for evaluating the latter on structures A from a nowhere dense class of structures, we need to provide a variant of basic cl-terms (along with techniques to decompose such terms) that are based on so-called neighbourhood covers. An r -neighbourhood cover (cf., e.g., [3, 4, 12, 14, 22] ) of a structure A is a mapping X : A → 2 A such that for every a ∈ A the set X(a) is connected in the Gaifman graph G A of A and it holds that N A r (a) ⊆ X(a). The sets X(a) (for a ∈ A), and depending on the context also the induced substructures A[X(a)], are called the clusters of the cover. Usually, we want the clusters to have small radius, where the radius of a connected set X ⊆ A is the least s such that there is a c ∈ X such that X ⊆ N A[X ] s (c). Moreover, we want a neighbourhood cover to be sparse, which means that no b ∈ A appears in too many of the sets X(a). We will see later (Theorem 8.1) that in structures from a nowhere dense class of structures we can efficiently construct sparse r -neighbourhood covers of radius at most 2r . In this section, we do not have to worry about the radius or sparsity of neighbourhood covers.
We need some additional terminology for neighbourhood covers. We write X ∈ X to express that X is a cluster of X, i.e., X = X(a) for some a ∈ A. We say that a cluster X ∈ X s-covers a tupleā ∈ A k if N A s (ā) ⊆ X . Note that X(a) r -covers a, but there may be other clusters X ∈ X that r -cover a as well.
FO + is the extension of first-order logic by adding new atomic formulas dist(x,y) ⩽ d (for variables x,y and an integer d), with the obvious meaning. Note that FO + is only a syntactic extension and not more expressive than FO, because the "distance atoms" dist(x,y) ⩽ d can be replaced by first-order formulas. However, a first-order formula expressing dist(x,y) ⩽ d has quantifier rank log d. Instead of the quantifier rank, our proofs will rely on a complicated 2-parameter "rank measure" of [14] for FO + -formulas where the contribution of distance atoms to the rank is fine-tuned to exactly the right value. Let q, ℓ ∈ N. We say that an FO + -formula φ has q-rank at most ℓ if it has quantifier-rank at most ℓ and each distance atom dist(x,y) ⩽ d in the scope of i ⩽ ℓ quantifiers satisfies d ⩽ (4q) q+ℓ−i . We let f q (ℓ) := (4q) q+ℓ .
Rank-preserving locality
The main result of this subsection, Theorem 7.1, allows us to reduce the "global" evaluation of a first-order formula in a structure A to the "local" evaluation of formulas in the clusters of a neighbourhood cover of A.
To formulate the theorem, we need some more notation. We need to normalise FO + -formulas in such a way that for every (finite) signature σ and all q, ℓ,k ∈ N the set Φ + (σ ,k,q, ℓ) of normalised FO + [σ ]-formulas of q-rank at most ℓ with free variables among x 1 , . . . ,x k is finite and that every FO + [σ ]-formulas of q-rank at most ℓ with free variables among x 1 , . . . ,x k is equivalent to a formula in Φ + (σ ,k,q, ℓ). We can do this in such a way that the set Φ + (σ ,k,q, ℓ) is computable from σ ,k,q, ℓ and that there is a normalisation algorithm that, given an FO + [σ ]-formula of q-rank at most ℓ with free variables among x 1 , . . . ,x k , computes an equivalent formula in Φ + (σ ,k,q, ℓ) .
For a signature σ and numbers q, ℓ ∈ N, we let σ ⋆ (q, ℓ) be the signature obtained from σ by adding a fresh unary relation symbol P φ for each φ (x 1 ) ∈ Φ + (σ , 1,q, ℓ) . For σ -structure A and an r -neighbourhood cover X of A, we let A ⋆ X (q, ℓ) be the σ ⋆ (q, ℓ)expansion of A in which P φ is interpreted by the set of all a ∈ A such that A[X(a)] |= φ[a]. We let σ ⋆ 0 (q, ℓ) := σ and A⋆ 0
where k ′ ⩽ k and r ′ ⩽ r and ψ (x ) is quantifier-free.
Let A be a σ -structure, let k ⩾ 1, letā = (a 1 , . . . ,a k ) ∈ A k and let r ⩾ 0. By G Ā a,r we denote the graph with vertex set [k] where there is an edge between nodes i and j iff i j and dist A (a i ,a j ) ⩽ r . We will often omit the superscript A and simply write Gā ,r .
We say thatā is r -connected if the graph Gā ,r is connected. An r -component ofā in A is the vertex set of a connected component of the graph Gā ,r .
For an arbitrary set J ⊆ [k], byā J we denote the projection ofā to the positions in J . (2) For all σ -structures A, all kr -neighbourhood covers X of A, and allā ∈ A k there is at most one i ∈ [m G ] for G := Gā ,r such that the conditions of (1) hold. The proof is based on an Ehrenfeucht-Fraïssé game argument, which in its basic structure is similar to the proof of Gaifman's theorem by Ehrenfeucht-Fraïssé games (see [9] ). Compared to the "Rank-Preserving Locality Theorem" of [14] , the main challenge here is to deal with free variables, which turned out to be nontrivial (as can already be seen from the complicated statement of the theorem). Proof details can be found in the appendix.
Rank-preserving term localisation
Let δ G,r (ȳ) be the FO + [σ ]-formula obtained from the FO[σ ]-formula δ σ G,r (ȳ) of Section 6 by replacing every subformula of the form dist σ (y i ,y j ) ⩽ r (resp., > r ) by the "distance atom" dist(y i ,y j ) ⩽ r (resp., its negation).
Next, we define a variant of the cl-terms of Section 6 that is based on neighbourhood covers. These "cover-cl-terms" are no counting terms of the logic FOC 1 (P); they are abstract objects that come with their own semantics. or an object u (y 1 ) of the form #(y 2 , . . . ,y k ). δ G,r (y 1 , . . . ,y k ) ∧ ψ (y 1 , . . . ,y k ) whereȳ = (y 1 , . . . ,y k ) is a tuple of k pairwise distinct variables, G is a connected graph in G k , and ψ (y 1 , . . . ,y k ) is an FO + [σ ]-formula such that the following is true for all σ -structures A, allā ∈ A k with G Ā a,r = G, all m-neighbourhood covers X of A, and all clusters X and X ′ of X that r -coverā:
We say that д and u (y 1 ) are of q-rank at most ℓ iff ψ is of q-rank at most ℓ. Semantics: For a σ -structure A and an m-neighbourhood cover X of A we let д A, X be the number of tuplesā ∈ A k such that G Ā a,r = G (i.e., A |= δ G,r [ā]) and A[X ] |= ψ [ā] for some (and hence, all) clusters X of X that r -coverā. Similarly, for a 1 ∈ A we let u A, X [a 1 ] be the number of tuples (a 2 , . . . ,a k ) ∈ A k−1 such that forā := (a 1 ,a 2 , . . . ,a k ) we have G Ā a,r = G and A[X ] |= ψ [ā] for some (hence, all) clusters X of X that r -coverā.
A cover-cl-term with parameters (r ,k,m) is built from integers and basic cover-cl-terms with parameters (r ′ ,k ′ ,m ′ ) with r ′ ⩽ r , k ′ ⩽ k, m ′ ⩽ m by using rule (7) of Definition 3.1. The cover-cl-term is of q-rank at most ℓ if all its basic cover-cl-terms are of q-rank at most ℓ.
We generalise the notion to graphs G ∈ G k that are not connected. where k ⩾ 1,ȳ = (y 1 , . . . ,y k ) is a tuple of k pairwise distinct variables, G ∈ G k , C is the set consisting of all connected components I of G, and for every I ∈ C, ψ I (ȳ I ) is an FO + [σ ]-formula such that for all σ -structures A, allā = (a 1 , . . . ,a k ) ∈ A k with G Ā a I ,r = G[I ], all m-neighbourhood covers X of A, and all clusters X and X ′ of X that r -coverā I we have
( * * )
Semantics: For a σ -structure A and an m-neighbourhood cover X of A we let д A, X be the number of tuplesā = (a 1 , . . . ,a k ) ∈ A k such that Gā ,r = G and for all I ∈ C, A[X ] |= ψ I [ā I ] for some (and hence, all) clusters X of X that r -coverā I . Furthermore, for every a 1 ∈ A we let u A, X [a 1 ] be the number of tuples (a 2 , . . . ,a k ) ∈ A k−1 such that forā := (a 1 ,a 2 , . . . ,a k ) we have Gā ,r = G and for all I ∈ C, A[X ] |= ψ I [ā I ] for some (and hence, all) clusters X of X that r -coverā I .
Using similar methods as in the proof of Lemma 6.4, we can prove a variant of that lemma, tailored towards cover-terms. By combining this with Theorem 7.1, we obtain the following (for proof details see the paper's full version). 
There exists an s ⩾ 0 and (r ,q)-independence sentences χ 1 , . . . , χ s of signature σ ⋆ such that for every J ⊆ [s] there are a ground covercl-termд J and a unary cover-cl-termû J (x 1 ), both with parameters (r ,k,kr ), of q-rank at most ℓ, and of signature σ ⋆ , such that for every σ -structure A and every kr -neighbourhood cover X of A there is exactly one J ⊆ [s] with 
The Removal Lemma
Recall that byz I we denote the projection of a tuplez = (z 1 , . . . ,z k ) to the coordinates in I ⊆ [k]. We extend the notation by lettinḡ z \I :=z [k]\I .
Let σ be a signature and let r ∈ N. For every relation symbol R ∈ σ of arity k ⩾ 1 and for every set I ⊆ [k] we introduce a fresh (k−|I |)-ary relation symbolR I , and we letσ be the set of all these relation symbols. We letσ r be the extension ofσ by fresh unary relation symbols S i for all i ∈ [r ]. For every σ -structure A of order |A| ⩾ 2 and every d ∈ A, we let A d be theσ -structure with universe A \ {d } and relations 
Furthermore, there is an algorithm that computesφ I from φ and I .
A basic term is a term t (x ) of the form #ȳ.φ (x,ȳ) for an FO +formula φ (x,ȳ). The q-rank of t (x ) is the q-rank of φ, and the width of t (x ) is |x | + |ȳ|. Usually, we are only interested in ground basic terms, where |x | = 0 and unary basic terms, where |x | = 1.
Lemma 7.6 (Removal Lemma for Terms). Let σ be a signature. Let q,k ∈ N with k ⩽ q, let ℓ := q−k and r := f q (ℓ).
(a) For every ground basic term д of signature σ , width k, and qrank at most ℓ there is a listд 1 , . . . ,д m of ground basic terms of signatureσ r , width at most k, and q-rank at most ℓ such that for all σ -structures A of order |A| ⩾ 2 and all d ∈ A,
Furthermore, there is an algorithm that, given д, computesд 1 , . . . ,д m . (b) For every unary basic term u (x ) of signature σ , width k, and qrank ⩽ ℓ there are a listд 1 , . . . ,д m of ground basic terms and a list u 1 (x ), . . . ,û n (x ) of unary basic terms, all of signatureσ r , width at most k, and q-rank at most ℓ, such that for all σ -structures A of order |A| ⩾ 2 and all a,d ∈ A,
Furthermore, there is an algorithm that, given u (x ), computeŝ д 1 , . . . ,д m ,û 1 (x ), . . . ,û n (x ).
NOWHERE DENSE STRUCTURES
The concept of nowhere dense graph classes tries to capture the intuitive meaning of "sparse graphs" in a fairly general, yet still useful way. The original definition of nowhere dense classes (see [20] ), which is relatively complicated, refers to the edge densities of "flat minors" of the graphs in the class. The definition has turned out to be very robust, and there are are several seemingly unrelated characterisations of nowhere dense graph classes. Most useful for us is a characterisation in terms of a the so-called "splitter game" due to [14] , which we use as our definition. Let G be a graph and ρ,r > 0. The (ρ,r )-splitter game on G is played by two players called Connector and Splitter as follows. We let G 0 := G. In round i+1 of the game, Connector chooses an element a i+1 ∈ V (G i ). Then Splitter chooses an element b i+1 ∈
then Splitter wins the game. Otherwise, the game continues with
If Splitter has not won after ρ rounds, Connector wins.
A strategy for Splitter is a function f that associates to every partial play (a 1 ,b 1 , . . . ,a i ,b i ) with associated sequence G 0 , . . . ,G i of graphs and move a i+1
. A strategy f is a winning strategy for Splitter in the (ρ,r )-splitter game on G if Splitter wins every play in which she follows the strategy f . If Splitter has a winning strategy, we say that she wins the (ρ,r )-splitter game on G.
For a class C of graphs and a function λ : N → N, we say that Splitter wins the λ-splitter game on C if for every r ∈ N and every G ∈ C she wins the (λ(r ),r )-splitter game on G. A class C of graphs is nowhere dense if there is a function λ : N → N such that Splitter wins the λ-splitter game on C. If λ is computable, the class C is effectively nowhere dense. A class C of structures is (effectively) nowhere dense if the class of Gaifman graphs of all structures in C is (effectively) nowhere dense.
It follows from [14] that a class C of graphs is nowhere dense (in the sense just defined) if and only if it is nowhere dense in the sense of [20] .
It is easy to see that if Splitter wins the (ρ,r )-splitter game on a graph G, then she also wins it on all subgraphs of G. Thus if we close a nowhere dense class of graphs under taking subgraphs, the class remains nowhere dense.
Finally, we mention that for every nowhere dense class C of graphs there is a function f such that for every ϵ > 0 and every graph G ∈ C, if |V (G)| ⩾ f (ϵ ) then ∥G ∥ ⩽ |V (G)| 1+ϵ (see [20] ).
Sparse neighbourhood covers
Let us now turn to sparse neighbourhood covers of nowhere dense graphs. Let X be an r -neighbourhood cover of a graph G (or of some structure A with Gaifman graph G). The radius of X is the least s such that all clusters of X have radius at most s, that is, for every X ∈ X there is a c ∈ X such that X ⊆ N G[X ] s (c). We call each such c an s-centre of X . In the following, an (r ,s)-neighbourhood cover of G is an r -neighbourhood cover of radius at most s.
The degree of a vertex a ∈ V (G) in a neighbourhood cover X is the number of clusters X ∈ X such that a ∈ X . The maximum degree ∆(X) is the maximum of the degrees of all vertices a ∈ V (G). Note that X ∈X |X | ⩽ |V (G)| · ∆(X). 1 ([14] ). Let C be a nowhere dense class of graphs. Then there is a function f and an algorithm that, given an ϵ > 0, an r ∈ N, and a graph G ∈ C with n := |V (G)| ⩾ f (r ,ϵ ), computes an (r , 2r )-neighbourhood cover of G of maximum degree at most n ϵ in time f (r ,ϵ ) · n 1+ϵ . Furthermore, if C is effectively nowhere dense, then f is computable.
We remark that the construction of [14] also yields, together with an (r , 2r )-neighbourhood cover X of G, a function cen : X → V (G) that associates with each cluster X ∈ X, a 2r -centre cen(X ) for X . Moreover, it is easy to see that for a given neighbourhood cover X of G we can compute in linear time a data structure that associates with each X ∈ X the list of all a ∈ V (G) with X(a) = X .
The main algorithm
In this section, we complete the proof of Lemma 5.7. We fix a numerical predicate collection (P, ar, . ) and a signature σ . Let C be a nowhere dense class of structures, and let G C be the class of the Gaifman graphs of all structures in C. Without loss of generality we may assume that G C is closed under taking subgraphs and that C is the class of all structures whose Gaifman graph is in G C . Let λ : N → N be such that Splitter wins the λ-splitter game on G C .
We need to design an algorithm with P-oracle which receives as input an ϵ > 0, a σ -structure A from C and an FOC 1 (P)[σ ]-expression ξ which is either a sentence φ or a ground term t. The algorithm decides whether A |= φ and computes t A , respectively. The algorithm's running time is f (p,ϵ )n 1+ϵ , where p := ||ξ || is the size of the input expression and n := |A| is the order of the input structure.
Our algorithm is similar to the model-checking algorithm for FO-sentences on nowhere dense classes of graphs from [14] . The design and analysis of our algorithm relies on subroutines and results from [14] . However, we present a high-level outline of the algorithm that should be accessible without knowledge of [14] .
The Decomposition Theorem 6.6 reduces the evaluation of FOC 1 (P)[σ ]-sentences and ground terms to the evaluation of firstorder sentences and cl-terms over some signature τ ⊇ σ that extends σ by relation symbols of arity ⩽ 1. Note that every τexpansion of a σ -structure A has the same Gaifman graph as A and hence also belongs to C. The evaluation of first-order sentences has been taken care of in [14] . The evaluation of cl-terms can further be reduced to basic cl-terms. In fact, it is not important that we have cl-terms; the important thing is that we have basic terms with at most one free variable.
So all that remains is the evaluation of basic terms, either ground terms д or unary terms u (x 1 ). To simplify the notation, we just assume that these terms are in our original signature σ . Moreover, we focus on unary terms here; ground terms can be dealt with similarly.
Hence, the input of our algorithm is an ϵ > 0, a σ -structure A and a unary basic term u (x 1 ) of width k and q-rank at most ℓ, where q = k + ℓ. As usual, we let r = f q (ℓ). Our algorithm is supposed to compute u A [a] for all a ∈ A.
The algorithm proceeds in the following steps.
1. Let δ := ϵ 2λ(2kr ) . If |A| < f (rk,δ ) for the function f of Theorem 8.1, evaluate t by brute force and stop. Otherwise, compute a (kr , 2kr )-neighbourhood cover X of A of maximum degree at most n δ , where n := |A|. In addition, compute for each X ∈ X a 2kr -centre cen(X ) and the set of all elements a ∈ A with X(a) = X . 2. Let σ ⋆ := σ ⋆ ℓ (q, ℓ). Compute A ⋆ := A ⋆ ℓ X (q, ℓ), using the algorithm described in [14] . 3. Applying the Localisation Lemma 7.4, compute (r ,q)-independence sentences χ 1 , . . . , χ s and cover-cl-terms д J ,û J (x 1 ) J ⊆[s] with parameters (r ,k,kr ) and of q-rank at most ℓ such that the evaluation of u (x 1 ) in A reduces to the evaluation of these sentences and terms in A ⋆ , X. 4. Evaluate the independence sentences χ 1 , . . . , χ s in A ⋆ using the algorithm of [14] .
Obviously, there is exactly one set J ⊆ [s] such that A ⋆ |= χ J for χ J := j ∈J χ j ∧ j ∈[s]\J ¬χ j .
Computeû
for every a ∈ A.
It remains to explain in detail how the last step is carried out. Consider a basic cover-cl-termû (x 1 ) that occurs inû J (x 1 ) and is of the form u (x 1 ) := #(x 2 , . . . ,x k ′ ). δ G,r ′ (x 1 , . . . ,x k ′ ) ∧ ψ (x 1 , . . . ,x k ′ ) for a connected graph G ∈ G k ′ , a k ′ ⩽ k, an r ′ ⩽ r , and an FO + [σ ⋆ ]-formula ψ (x 1 , . . . ,x k ′ ) of q-rank at most ℓ.
Let a ∈ A and X := X(a). As X is a kr -neighbourhood cover and G is connected, X r -covers every tupleā = (a 1 , . . . ,a k ′ ) such that Gā ,r ′ = G and a 1 = a. Recall from Definition 7.2 thatû A ⋆ , X [a] is the number of tuplesā ∈ A k ′ such that a 1 = a and Gā ,r ′ = G and A ⋆ [X ] |= ψ [ā].
To be able to compute this number efficiently, we introduce a fresh unary relation symbol Q and let B X be the (σ ⋆ ∪ {Q })expansion of A ⋆ [X ] where Q is interpreted by the set of all a ∈ A such that X(a) = X . Let t (x 1 ) := #(x 2 , . . . ,x k ′ ).( δ G,r ′ (x 1 , . . . ,x k ′ ) ∧ ψ (x 1 , . . . ,x k ′ ) ∧ Q (x 1 ) ) .
What our algorithm needs to do now is evaluate t (x 1 ) in the structures B X , for all X ∈ X. This is done in the following steps, which form the expanded version of step 5 of the algorithm. and recursively evaluate the resulting basic terms in B ′ . e. For each a ∈ Q B X , use the results of the recursive calls to compute t B X [a] according to the Removal Lemma.
For all
The algorithm terminates with a recursion depth of at most λ(2kr ), because in the recursive call we only need to consider the (λ(2kr )−1, 2kr )-splitter game.
Let us analyse the running time of the algorithm. We express the running time in terms of the order n of the input structure and the number ρ of rounds of the Splitter game. Initially, we have ρ = λ(2kr ). The dependence on the class C, the signature σ , and the parameters k, ℓ goes into the constants; of course λ(2kr ) depends on C,k, ℓ. If n ⩽ n 0 for some constant n 0 (depending on C,σ ,k, ℓ,ϵ) then the algorithm terminates in constant time in step 1. If ρ = 1, then Splitter wins the game in 1 round, which means that every connected component of G A only consists of a single vertex. Thus either |A| = 1 and the algorithm terminates in step 1 in constant time or the algorithm makes n recursive calls and each of these recursive calls terminates in constant time. Thus we have the two basic equations T (n, ρ) = O (1) if n ⩽ n 0 , and T (n, 1) = O (n) otherwise.
Suppose n > n 0 and ρ > 1. Steps 1-4 can be carried out in time O (n 1+δ ) (by Theorem 8.1 for step 1). To analyse the time spent on step 5, let X ∈ X be of size n X := |X |. Lines 5.a-e can be Session: Query Evaluation and Containment PODS'18, June 10-15, 2018, Houston, TX, USA carried out in time O (∥B X ∥) = O (∥A[X ]∥) = O (n 1+δ X ), because A[X ] is from the nowhere dense class C. The recursive calls in line 5.e require time O (T (n X , ρ−1)). Thus the time spent on step 5 is X ∈X O T (n X , ρ−1) +n 1+δ X , and, recalling that δ = ϵ/2λ(2kr ) with ρ = λ(2kr ), we obtain a recurrence equation
The same recurrence was obtained in [14] , and it was shown there that it yields the desired running time O (n 1+ϵ ). This completes our description and analysis of the algorithm and hence the proof of Lemma 5.7.
FINAL REMARKS
To conclude, let us point out some open questions.
(1) Can our approach be generalised to an extension of FO which, apart from COUNT, also supports further aggregate operations of SQL, such as SUM and AVG? (2) Can our approach be generalised to support database updates?
In [17] this was achieved for FOC(P) on bounded degree classes. But for other classes, e.g., planar graphs or classes of bounded local tree-width (let alone nowhere dense classes), this is open even for FO.
A further obvious question is whether our approach can be generalised to obtain an algorithm that enumerates the query result with constant-delay. Using our machinery from Section 7, this has been achieved for first-order queries in [23] , showing that for every nowhere dense class C and every FO query q(x ), the tuples in the query result q(A) of q on an input structure A ∈ C can be enumerated with constant delay after a pseudo-linear time preprocessing.
B ⋆ ℓ Y (q, ℓ). Letā = (a 1 , . . . ,a k ) ∈ A k andb = (b 1 , . . . ,b k ) ∈ B k such that the following conditions are satisfied. We shall prove that Duplicator has a winning strategy for the ℓround EF + q game on (A,ā, B,b). Positions of the game will be pairs of tuplesā p = (a 1 , . . . ,a p ),b p = (b 1 , . . . ,b p ) of length k ⩽ p ⩽ q whose first k entries coincide with the entries ofā,b.
By induction on p we will prove that Duplicator can maintain the following invariants for the positionā p ,b p reached after (p−k ) rounds of the game.
