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Abstract. In this paper we propose a novel graph-based concurrent
registration and segmentation framework. Registration is modeled with
a pairwise graphical model formulation that is modular with respect to
the data and regularization term. Segmentation is addressed by adopt-
ing a similar graphical model, using image-based classification techniques
while producing a smooth solution. The two problems are coupled via a
relaxation of the registration criterion in the presence of tumors as well
as a segmentation through a registration term aiming the separation be-
tween healthy and diseased tissues. Efficient linear programming is used
to solve both problems simultaneously. State of the art results demon-
strate the potential of our method on a large and challenging low-grade
glioma data set.
1 Introduction
The automatic evaluation of the evolution of brain tumors, that are often moni-
tored through MRI imaging, is of growing interest. The methods currently used
to evaluate precisely the position, size and evolution of a tumor, involve a com-
plete 3D manual segmentation by an expert. It is, however, extremely time con-
suming and highly dependent on the expert, particularly in the case of the
diffusively infiltrative low grade gliomas, that have fuzzy boundaries and inho-
mogeneous appearances [1]. As it has been shown that low-grade gliomas tend
to appear in preferential locations [2], the construction of statistical atlases en-
ables the study of location dependent behaviour of tumors. As a result, both
automatic segmentation and registration with a healthy atlas of tumor-bearing
images are of great interest for the study of brain tumors.
State of the art segmentation methods combine efficient classification tech-
niques [3] with low level segmentation methods [4]. From such perspective, tumor
detection is addressed as a classification problem where one aims at separat-
ing healthy from diseased tissues at the voxel level, while imposing smoothness
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constraints. Despite promising performance, these methods suffer from modu-
larity and scalability. Visual and geometric appearance of tumors depend on
organs, contrast agent, hardware acquisition device. The use of segmentation-
by-deformable registration of anatomical atlases [5] can be an answer to the
aforementioned limitations due to their ability to include global consistency and
deal with isolated erroneous measurements. This kind of method however suf-
fers from the inherent link between the two problems, making the segmentation
dependent on the registration quality and vice versa. A common approach to
deal with the presence of tumors for registration is to mask the pathology after
segmentation [6]. Another strategy is atlas seeding and simulating the tumor
induced deformation in the atlas using growth models [7].
The aim of this paper is to perform tumor segmentation and registration
with missing correspondences in a one shot optimization approach. Concurrent
segmentation and registration is a not a new objective [8, 9], however the prob-
lem becomes far more challenging in the presence of tumors. This is due to the
fact that modeling tumor appearance and geometry is not as trivial as modeling
anatomical regions, while at the same time registration is violated in the tumor
area. [10] proposes registration of an atlas, deformed using a complex tumor
growth model, to the patient’s space. The parameters are learned using the Ex-
pectation Maximization algorithm which can be very computationally expensive
and sensitive to initialization. Our approach aims at combining the modeling of
both problems where the unknown variables correspond to a two layer graphical
model, one that represents the 3D deformation field and another that refers to
the 3D binary segmentation map. This graphical model is superimposed to the
volume domain. The deformation is obtained using the discrete formulation in-
troduced in[11]. Segmentation is obtained through a conventional graph-based
formulation [12] where tumors and healthy tissues are separated through the use
of boosting. In order to reduce complexity we adopt a reduced label grid that
estimates segmentation likelihoods in the whole image domain through inter-
polation of the associated variables. The two layers are interconnected with a
combined cost that relaxes the registration in the presence of tumors, while at
the same time performs a segmentation-by-registration using the segmentation
costs as criterion. Linear programming and duality [13] are used to determine
the optimal solution of the combined problem. The proposed formulation is
modular with respect to the registration criterion and the segmentation likeli-
hoods, scalable since the segmentation/registration grid can be adapted to the
application domain and computationally efficient. The remainder of this paper
is organized as follows, section 2 describes the combined registration and seg-
mentation method, while experimental validation is presented in the following
section. Discussion and future directions conclude the paper.
2 Graph-based Image Registration and Segmentation
Let us now first introduce the individual components of the method and then
conclude the methodological part of the paper with their coupling. The resulting
formulation refers to a two-layer interconnected graph where both the segmenta-
tion labels on the atlas space and the deformable registration field are determined
through a one shot optimization. Such a formulation seeks both maximization
of the posterior statistical likelihoods of the tumor versus healthy voxels, and
optimal similarity matching between the atlas and the observed volume that is
relaxed in the tumor area.
2.1 Graph-based image registration
In the task of image registration, we seek to align a source image A to a target
image I defined on a domain Ω ⊂ R3. To this end, we seek to estimate a
geometric deformation T (x) that will map A to I.
Let us consider a sparse grid G ⊂ Ω superimposed to the image. The deforma-
tion is evaluated on the grid’s control points p as T (x) = x+
∑
p∈G η (‖x− p‖)dp,
where dp is the displacement vector of the control point p. The idea is to deform
the source image by moving the grid’s control points. The displacement of a voxel
x of the image will be determined by the control point’s displacements and the
influence of each control point on x, which is given by the projection function η.
A typical example of projection function would be cubic B-splines. The optimal
deformation field should minimize the distance between the target image I(x)
and deformed image A(T (x)), that is evaluated by a similarity function ρ:
E(T ) =
1
|G|
∑
p∈G
∫
Ω
η¯ (‖x−p‖) ρ (I(x) , A(T (x))) dx (1)
The similarity function being defined on the image domain Ω, a function η¯
is introduced to back project the voxel wise information on the grid’s control
points. It determines how much voxel x influences the control point p.
We adopt the discrete approach described in [11], in which problem (1)
is reformulated as a labeling problem. To this end, we define a set of labels
L = {l1, ..., lk} and a discrete displacement set ∆ = {d1, ...,dk}. Each label
corresponds to a specific displacement vector so that assigning a label lp ∈ L to
a control point p imposes the corresponding displacement di of the node. The
deformation field can be reformulated as: Tl(x) = x +
∑
p∈G η (‖x− p‖)d
lp .
This enables to pose the problem as a discrete Markov Random Field (MRF)
optimization with respect to the labeling l, where the goal is to minimize the
following energy:
Edef (l) =
1
|G|
∑
p∈G
Vp(lp) + λ
∑
p∈G
∑
q∈N (p)
Vpq(lp, lq) (2)
Vp(lp) can be approximated as Vp(lp) ≈
∫
Ω
η¯ (‖x−p‖) ρ
(
I(x) , A
(
x+ dlp)
))
dx,
Vpq is a pairwise constraint that imposes local smoothness of the deformation
field and λ is a constant parameter balancing the single and pairwise costs. This
formulation is not sufficient in the case of lacking correspondences between the
images. In these areas, the source image will be heavily deformed and information
will be lost.
2.2 Graph-based Image Segmentation
In order to automatically segment tumor voxels, we seek to construct a classi-
fier that will describe the likelihood that each voxel belongs to a tumor. One
simple and efficient way to do so is to learn the classifier based on a vector of
image features and boosting. We use the Gentle Adaboost algorithm [3], that is
known to be more robust to noise and outliers than other boosting algorithms.
We adopt three feature spaces. First, we rely on the intensity values in the voxel
of interest xi and its neighborhood. We include in the feature vector an intensity
patch centered on xi, the median, entropy and standard deviation of patches of
variable sizes. Second, we use Gabor features [14] on 2 scales and 10 orientations.
Last, the tumor’s presence will introduce some lack of symmetry between the
hemispheres. Assuming we know an approximate symmetry plane Π, we com-
pute a symmetry feature as Sym(xi) =
1
k
∑
N (xi)
I(xi)−
1
k
∑
N (xi)
I(xiΠ), xiΠ
being the symmetric of xi with respect to Π, and N a neighborhood around
xi introduced to reduce the approximation error. The classifier’s output can
be converted into a tumor ptm(x) and a background probability pbg(x). Both
probabilities are fixed after training.
The problem of tumor segmentation can be cast as an MRF optimization on
the whole volume I, where each voxel gets a label l ∈ {0, 1} identifying it as
tumor or background:
Eseg(l) =
∑
x
Vx(l(x)) + λseg
∑
x
∑
y∈N (x)
Vxy(l(x), l(y)) (3)
The single costs impose a labeling according to the classification likelihoods:
Vx(l(x)) = −log (pbg(x))(1−l((x)))− log (ptm(x)) l((x)). Vxy is a pairwise cost
added to impose local consistency of the segmentation and λseg balances the
single and pairwise costs. The segmentation task could also benefit from the
registration, since existing correspondences between the atlas and the image to
be segmented could eliminate false detections of the classifier.
2.3 Combined Registration and Segmentation
Let us now describe the main contribution of this paper: the joint segmentation-
registration framework. Let us consider that the source image A, a healthy brain
image, is to be registered to a target brain image I featuring a low-grade glioma.
In the method presented in section 2.1, the tumor’s presence leads to heavy
deformation of the brain and loss of structural information. The aim of our
method is to amend this problem by detecting the tumor’s position and not
taking it into account during registration, while at the same time obtaining a
precise segmentation of the tumor.
We seek to evaluate the geometric deformation T (x) and the tumor’s posi-
tion S(x) through the same optimization. We adopt a discrete MRF formulation
in which each grid node p is assigned a label l ∈ L = {l1, ..., l2k}. Each label
corresponds to a pair {s,d} ∈ {0, 1}×{d1, ...,dk}. The first term slp will simply
characterize the node as tumor or background, while the second one dlp deter-
mines the node’s displacement. The segmentation and displacement information
is propagated to the whole image by cubic B-spline interpolation:
T (x) = x+
∑
p∈G
η(‖x− p‖)dlp and S(x) = H(
∑
p∈G
η(‖x− p‖)slp − 0.5) (4)
Due to the interpolation, the segmentation map S(x) is not binary. We deal with
this issue by thresholding the map using the heaviside function H.
Let us now proceed with the definition of the singleton cost Vp(lp). In the case
of healthy voxels, the evaluation of the deformation is still based on a similarity
measure between the source and target image. In the tumor area (slp = 1), we
cannot rely on the similarity measure and therefore introduce a constant cost
Ctm as suggested in [15] for stereo matching:
Vdef (lp) =
∫
Ω
η¯ (‖x−p‖)
((
1−slp
)
ρ
(
V (x), A(x+ dlp)
)
+ slpCtm
)
dx (5)
This potential enables registration without taking into account the area detected
as tumor (highly dissimilar points in the image). While part of the tumor can be
detected using this single potential, the lack of similarity alone is not sufficient to
efficiently segment the tumor. Only tumors voxels with high contrast enhance-
ment will be detected. Furthermore, dissimilarity doesn’t necessarily correspond
to a tumor. To enhance the segmentation and prevent false positives, we make
use of the classifier built in section 2.1. We couple the deformation potential
with a second one acting mainly on the segmentation space:
Vseg(lp)=
∫
Ω
η¯ (‖x−p‖)
(
−log
(
pbg(x+ d
lp)
)(
1−slp
)
− log
(
ptm(x+ d
lp)
)
slp
)
dx
(6)
This potential imposes that voxels with a high probability of being tumor (ptm)
are labeled accordingly. It takes the deformation into account since the classifier’s
score is defined on the target image: the better the source image is aligned to the
target image, the more precise becomes the tumor’s position. We can now define
the singleton cost as Vp(lp) ≈ αVdef (lp) + (1− α)Vseg(lp), where α is a constant
coefficient of key importance balancing the 2 potentials’ influence. If α is high,
the registration will be prioritized, resulting in a good registration (except in the
tumor area) and poor segmentation. On the contrary, imposing a low α yields
a good segmentation (assuming the classifier is efficient), while the registration
quality will be deteriorated. As for the pairwise cost, it is set as:
Vpq(lp, lq) = αλ
∥∥dlp − dlq∥∥
‖p− q‖
+ (1− α)
|slp − slq |
‖p− q‖
(7)
In order to recover the optimal labeling solution, we use Fast-PD[13], an
efficient MRF optimization method based on linear programming.
3 Experimental Validation
We adopt a multi-scale incremental approach (both on the image and grid reso-
lutions) were the tumor presence will have an increasing impact on the process.
We evaluated the deformation and segmentation on 3 image levels and 4 grid
levels (9 × 9 × 5 to 65 × 65 × 37). The parameter Ctm was increased at each
level, from 5 to 10 times the mean value of the similarity measure, while the
parameter α is progressively reduced from 1 to 0.015. λ and λseg were set at 20
and 3 respectively. At each level t, new deformation and segmentation fields are
estimated w.r.t. the source image deformed in level t− 1. The deformation field
T t(x) is updated by composition with the one obtained at level t−1. Since false
positives are less likely to appear in the coarse levels, we add a penalty term as
V tpen(lp) =−
∫
Ω
η¯ (‖x−p‖) (1 − slp) exp(−t)dx to voxels labeled as background
(St−1(x) = 0). We use the Sum of Absolute Differences as similarity criterion.
The healthy brain template used for registration was a 3DMRI FLAIR image,
of size 256 × 256 × 24, and resolution 0.9 × 0.9 × 5.45mm3. All images in our
data-set (93 images) were 3D FLAIR images of different patients with low-grade
gliomas that have been manually segmented by an expert. Their sizes ranged
from 256×256×24 to 512×512×33, and resolution from 0.4×0.4 to.9×0.9mm2
in the (x,y) plane and 5.3 to 6.4 mm in the z plane. The smallest tumor was
3.5 cm3, and the largest was 230cm3. Preprocessing involved skull stripping and
intensity regularization. In order to avoid losing tumor vs healthy tissue contrast,
we simply set all images to the same median and interquartile range as the
reference pose, without taking into account background voxels. Eventually, all
images were rigidly registered to the reference pose, which permitted to use the
template’s symmetry plane to evaluate the symmetry feature for the boosting
classifier. 36 randomly selected volumes were used for boosting learning. The
patches sizes for intensity statistics were k × k × 3, with k = {3, 5, 7}.
We tested our framework on the 57 remaining images. Overall computational
time was approximately 6 minutes. The registration was compared qualitatively
to individual registration where the pathology is masked using the manual seg-
mentation masks (enabling comparison to a sequential approach). Some visual
registration results, along with the corresponding deformation maps are shown
in Fig.[2]. We observe high visual correspondences between the target and reg-
istered images outside the tumor area for both methods. As shown by the indi-
vidual registration’s deformation maps, deformations inside the tumor area are
very important and excessively unnatural. Using our method, the deformations
are much smoother and the deformed image’s anatomy is respected, showing
that our method performs significantly better in the tumor area. The automatic
segmentation (A) was evaluated w.r.t the manual segmentation (M) using the
Dice coefficient, the rate of false positives (FP = ‖A‖−‖M∩A‖‖A‖ ) and the Mean
Absolute Distance (MAD) between contours. Results were compared to the voxel
wise individual segmentations. Comparative boxplots are shown in Fig. [1]. The
median dice increases from 77% to 80%, while false positives significantly dimin-
ished (median 30% to 20%) and MAD values also diminished.
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Fig. 1: Boxplots of the (a) Dice values, (b) false positive rates and MAD (c) for
the joint framework (1) and the individual segmentation method (2)
4 Discussion
In this paper we have proposed a novel, efficient and principled method for com-
bined tumor segmentation and dense registration. This was achieved through
a two-layer interconnected graphical model that was optimized using a single
shot approach towards optimal recovery of both variable spaces. Extensive vali-
dation concerning the case of low-grade gliomas was considered to evaluate the
performance of the method, leading to very promising results. Introducing prior
knowledge in the reference space as suggested in [2] is a straightforward exten-
sion of the proposed formulation which could further improve the performance of
the method while allowing the characterization of tumors. Another possible ex-
tension of the method is the use of recent advances in MRF learning [16] towards
encoding prior knowledge using spatially varying coefficients of the correspond-
ing segmentation framework that could be learned from training examples.
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