The paper introduces a simple model for repeated observations of an ordered categorical response variable which is isotonic over time. It is assumed that the measurements represent an irreversible process such that the response at time t is never lower than the response observed at the previous time point t − 1. Observations of this type occur for example in treatment studies when improvement is measured on an ordinal scale. Since the response at time t depends on the previous outcome, the number of ordered response categories depends on the previous outcome leading to severe problems when simple threshold models for ordered data are used. In order to avoid these problems the isotonic sequential model is introduced. It accounts for the irreversible process by considering the binary transitions to higher scores and allows a parsimonious parameterization. It is shown how the model may easily be estimated by using existing software. Moreover, the model is extended to a random effects version which explicitly takes heterogeneity of individuals and potential correlations into account.
Summary
The paper introduces a simple model for repeated observations of an ordered categorical response variable which is isotonic over time. It is assumed that the measurements represent an irreversible process such that the response at time t is never lower than the response observed at the previous time point t − 1. Observations of this type occur for example in treatment studies when improvement is measured on an ordinal scale. Since the response at time t depends on the previous outcome, the number of ordered response categories depends on the previous outcome leading to severe problems when simple threshold models for ordered data are used. In order to avoid these problems the isotonic sequential model is introduced. It accounts for the irreversible process by considering the binary transitions to higher scores and allows a parsimonious parameterization. It is shown how the model may easily be estimated by using existing software. Moreover, the model is extended to a random effects version which explicitly takes heterogeneity of individuals and potential correlations into account.
Introduction
In many studies in clinical and epidemiologic research a response variable is measured repeatedly for each subject. Quite frequently the response variable is categorical with an ordering of the categories refering to severity of disease or level of improvement following an intervention. The problem considered here is of the latter type based on a data set given by Davis (1991) . In a randomized study 60 children undergoing surgery were treated with one of four dosages of an anaesthetic. Upon admission to the recovery room and at minutes 5, 15 and 30 following admission, recovery scores were assigned on a categorical scale ranging from 1 (least favourable) to 7 (most favourable). Therefore one has four repetitions of a variable having 7 categories. Of course each individual may be assigned to one of the 2401 cells of the 7 × 7 × 7 × 7 contingency tables arising from the four measurements. However, since most of the cells will be empty it is of no use to try to model the total response . One approach is to model the marginal distribution of this contingency table. This marginal approach may be used for example if one wants to know how dosage determines the recovery level at differing times. It has been used by Stram, Wei & Ware (1988) , Moulton & Zeger (1989) , Liang, Zeger & Qaqish (1992) , Stram & Wei (1988) and others.
The data structures considered here have the special feature that observed response categories are isotonic over time. In our example transitions from measurement to measurement take place only in the direction of higher recovery scores. In consecutive measurements patients never get a lower score in the measurement taken at a later point in time. This characterizes the essential structure of data that are considered in this paper. Scores taken at a later time have always to be equal or higher than in the previous measurement. Marginal modelling of this sort of data faces severe problems since the contingency tables with margins corresponding to measurements contain structural zeros. For example all the two dimensional tables have zeros in the lower (or upper) off-diagonal triangles. Straightforward marginal modelling which does not take care of these structured zeros will fail since the association structure is modelled inadequately. Fahrmeir, Gieger & Heumann (1999) gave on marginal approach which takes account of the structural zeros. In the present paper an alternative approach is proposed which focusses on the transition process. This approach, known as transitional or conditional mod-elling does account not only for the dependence of marginal distributions on explanatory variables, but also involves the analysis of patterns of change, i.e. the conditional response given the previous one. For example, Bonney (1987) considered regressive logistic models which are of the transitional type. For the type of data considered here where observed categories of later measurements are higher than for earlier measurement the transitions take place only into the direction of higher scores. Thus the underlying process is irreversible. Transitional modelling aims directly at modelling this irreversible process. The objective is to model the effect of covariates on the first measurement and the following transitions between categories. It is of interest to know e.g. how dosage determines the recovery level at admission and the successive improvements following admission.
Isotonic modelling of irreversible processes
In the following let Y t denote the ordered categorical measurement taken at time t with values from {1, . . . , k}. Let x = (x 1 , . . . , x m ) denote a vector of covariates. Firstly, in the next section ordinal models for one response variable are sketched shortly.
Ordinal models for separate time points
Let us first consider the case of fixed time t, i.e. the case of cross-sectional data. Then the effect of x upon the response Y t may be modelled by an ordinal regression model. Since fixed time is considered the index t is omitted. The most widespread type of model is the threshold or cumulative model
where F is a distribution function, e.g. the logistic function F (u) = 1/(1 + exp(−u)). For the logistic function one gets the proportional odds model
for the extreme value distribution F (u) = 1 − exp(− exp(u)) one gets the so-called proportional hazard model. A motivation for the cumulative model is the construction of a latent continuous variable u = x β + ε where ε has distribution function F . Then the observed value Y may be considered as a coarser version of the latent variable given by
For details and extensions see McCullagh (1980) , Cox (1988) , Brant (1990) .
An alternative type of ordinal model is the sequential model
where F is again a distribution function. For the logistic distribution function (2.2) is the continuation ratio logit model
3) (e.g. Agresti (2002) ). In the special case where F is the extreme value distribution, the sequential model is equivalent to the cumulative model (2.1) (see Läärä & Matthews (1985) , Tutz (1991) ). To motivate the use of the sequential model for irreversible processes it is useful to derive the model as a process model. The reasoning behind (2.2) is that of a latent sequential or step-wise mechanism, for example the sequential recovering after treatment. The process starts in category 1 (lowest score). The first step is the transition from category 1 to category 2. This transition is determined by the dichotomous variable Y 
The sequential model is particularly suited for response categories which can be arrived only step by step. In fact, in the recovery problem the stages of recovery at each time point can only be reached successively. Even at admission the observed score is the result of a sequential process. Although the transitions are not observed directly, from the observations Y = r it can be concluded which transitions actually were successful. In general cumulative and sequential models have different motivation, the former by considering the observed categories as a coarser version of a latent variable, the latter as a process model. However, it should be noted that in special cases the two types of models are equivalent. If F is chosen as the extreme value distribution the models can be shown to be the same (Läärä & Matthews (1985) , Tutz (1991) ). For various extensions of the models and comparisons between the two types of models see Armstrong & Sloan (1989) , Greenland (1994) , Barnhart & Sampson (1994) , Agresti (1999) and Fahrmeir & Tutz (2001) .
In the case of repeated measurements Stram, Wei & Ware (1988) used a cumulative type model separately for each time point and gave an estimate of the asymptotic covariance matrix by combining the estimates. In the same way the sequential model can be used separately for each time point. However, this marginal type of modelling seems not to be the best choice for data where Y t ≥ Y t−1 , because it does not account for the fact that higher levels are reached successively from measurement to measurement. Therefore, in the next section an alternative method is developed.
A simple model for irreversible processes
Let us now consider all the repeated measurements Y t , t = 1, . . . , m, rather than just one measurement at fixed time. For simplicity let Y t be an ordered response variable having the same number of categories, i.e. Y t ∈ {1, . . . , k}, t = 1, . . . , m. The specific assumption made here is that the process
The total probability has the form
The representation (2.4) focuses on the process nature of the successive measurements instead of considering the marginal distribution of the responses
Although it is not restricted to the case of irreversible processes it is easy to incorporate the restrictions arising from irreversibility. For simplicity here the Markov property P (Y t = r t |Y 1 , . . . , Y t−1 ) = P (Y t = r t |Y t−1 ) is assumed to hold. When modelling the conditional response one option is to use the cumulative model. This approach faces the problem that the number of response categories depends on the previous outcome, so that
(2.5)
Thus assuming a cumulative model for the conditional response implies that the number of response categories is varying. If the ordered categories are modelled by
. . , k−1, one has at time t k−1 different cumulative models, namely one for each starting category s = 1, . . . , k − 1. Moreover, the k − 1 sets of thresholds have to fulfill θ tsr < . .
The sequential model circumvents the problem of varying response categories since it is local in the sense that it models the local transition to higher categories given a category is reached. So in the following we will consider the isotonic sequential model for repeated measurements
In model (2.6) the response of the first measurement is modelled as a simple sequential model. For the consecutive measurements the same step-wise process is assumed but now starting from the category that has been reached in the previous measurement. The restriction of irreversibility is simply incorporated by reducing the possible categories in (2.6) to r = s, . . . , k − 1. Another advantage of model (2.6) is that it reduces to a dichotomous response model and therefore for estimation any program package that is able to handle binary regression models like SAS, S-PLUS or GLIM may be used. Estimation and goodness of fit are considered in the next section.
Estimation
Let for n observations x i be the explanatory variable and Y it |x i ∈ {1, . . . , k} be the response variable. The multivariate nature of the response variable Y it becomes obvious by using dummy variables
otherwise.
Instead of Y it now the vector (y it1 , . . . , y itq ), q = k −1, represents the response. For convenience let the observation at 'time 0' be defined by Y i0 = 1 (i.e. y i01 = 1 and y i0s = 0 for s > 1). When modelling the responses Y i1 , . . . , Y im given x i the kernel of the likelihood for observation i has the form
where (2.4) is used and in the conditioning on previous responses the Markov property is assumed to hold. Since Y it |Y i,t−1 = s takes values s, s + 1, . . . , k, the essential term may be written as
The right side of (2.7) is a product of the probabilities for the transition from s to s + 1, s + 1 to s + 2 etc. and the probability for the failing transition from r to r + 1. Thus, by using (2.7) the likelihood L i has the form
Since model (2.6) has the form
it is obvious that L i is the likelihood of a dichotomous model for the observations y itr where y itr = 0 stands for successful steps to higher categories and y itr = 1 stands for failing of this step (considered for fixed time t). However, for one observation i the likelihood L i contains several dichotomous responses according to the steps involved. This data augmentation is described in the following.
For simplicity let the responses be denoted by Y it = r t . Thus the response categories of the m measurements are given by r 0 = 1 ≤ r 1 ≤ . . . ≤ r m . The measurement r t at time t enters the likelihood L i in the form of the dichotomous responses y itr t−1 , . . . , y itrt . The response y itr t−1 = 0 denotes start in category r t−1 (from the previous measurement) and transition to the adjacent category r t−1 + 1. Transitions to the adjacent categories take place until category r t is reached. That means y it,rt−1 = 0 for the transition from r t −1 to r t and y itrt = 1 for the failing of transition to category r t + 1. Thus the binary transitions for individual i are given by y i11 , . . . , y i1r 1 , y i2r 1 , . . . , y i2r 2 , . . . , y imrm . Table 2 .1 shows the dichotomous responses and the corresponding predictors contributing to the likelihood L i .
For illustration let us consider two patients (patient 1 and 11) from the anaesthesia recovery example:
Patient r 1 r 2 r 3 r 4 1 4 6 7 7 11 1 3 3 5
The corresponding dichotomous responses y itr for patient 1 are given by t = 1 y 111 = 0 y 112 = 0 y 113 = 0 y 114 = 1 t = 2 y 124 = 0 y 125 = 0 y 126 = 1 t = 3 y 136 = 0
For patient 11 one gets t = 1 y 11,1,1 = 1 t = 2 y 11,2,1 = 0 y 11,2,2 = 0 y 11,2,3 = 1 t = 3 y 11,3,3 = 1 t = 4 y 11,4,3 = 0 y 11,4,4 = 0 y 11,4,5 = 1.
It should be noted that only six of the dummy variables may have response 0, because then the last category 7 is already reached and no further transition can be considered. Thus for patient 1 there is no contribution at time t = 4. Since y 136 = 0 denotes that the transition to the final category 7 has already been performed at t = 3 no further transition is possible. The embedding of the model into models for dichotomous responses makes it easy to use programmes like SAS, or S-PLUS. One just has to transform the ordered responses into dichotomous responses as given in Table 2 .1. To illustrate this data transformation let us consider again patient 1 and 11. The transformed data have the following form for T IME, CAT (category under consideration), START (starting category from previous measurement) and RESP (response):
P AT IEN T T IM E CAT START RESP
The response variable to be modelled is RESP , a binary variable. The sequential model for repeated ordinal measurements can be easily fitted using standard procedures for fitting dichotomous responses after the data has been transformed as shown above (e.g. PROC LOGISTIC in SAS or LOGISTIC REGRESSION in SPSS/PC+).
Application to recovery scores
In addition to the response Y it ∈ {1, . . . , 7} at four time points, covariates were observed, namely DOSE (4 categories: 15 mg/kg, 20 mg/kg, 25 mg/kg, 30 mg/kg), AGE (9 -70 months) and DUR (35 -190 minutes) . For the data see Davis (1991) . Since DOSE is given in four levels it is considered as a categorical covariate with four categories.
Models for fixed time
In his analysis Davis (1991) used the method of Stram, Wei & Ware (1988) . He found little evidence of significant effects due to DOSE, AGE or DUR of surgery. However, this result may be due to omitted interaction effects. We fitted various models including interactions for fixed time. From the estimates of the main effect model (the model used by Davis) indeed there is little evidence of significant effects. However, if the DOSE.AGE interaction is included, not only the interaction is significant but also the main effects are obviously not to be neglected. This may be the effect of omitted variables which leads to estimates strongly biased towards zero (see e.g. Cramer (1991) ). For example the estimate for DOSE[1] goes down from −1.487 to −1.986 if the interaction DOSE.AGE is omitted. Moreover, it is seen that the coefficient of AGE is negative for the models with interaction but positive for the third model without interaction. This is due to averaging if the interaction is omitted. In the second model in Table 3 .1 AGE has coefficients 0.048, 0.100, 0.014, −0.044 for DOSE categories 1, 2, 3, 4 (Coefficient for DOSE [i] .AGE + coefficient for AGE). If the interaction between DOSE and AGE is omitted the coefficient for AGE as an average is positive. Considering the deviances in Table 3 .1. The DOSE.DUR interaction may be omitted but not the DOSE.AGE interaction. Table 3 .2 shows the corresponding sequential models for the first measurement. Table 3 .2 about here
The results are quite similar: The main effect model shows no significance but inclusion of interactions shows significant effects. The fit of the sequential models is slightly better than for the cumulative model. Again an economic model is the second with DOSE, AGE, DUR and DOSE.AGE. The coefficients of AGE for the four DOSE levels are 0.080, 0.120, 0.074, −0.036. Thus increasing AGE slightly defers transition to higher categories for DOSE levels 1, 2, 3, but prompts transition for DOSE level 4. From the main effects of DOSE (−1.159, −0.311, −0.529, 0.0) it is seen that only the first DOSE level has a significantly different effect from DOSE level 4, the first one makes transition to higher categories easier. The DUR effect is weak (p-value: 0.077) with a tendency to prevent transitions with increasing DUR. Table 3 .3 about here A coarse description of the data is given in Table 3 .3. Since transitions are of interest, the frequencies of transitions from t to t + 1 for fixed time are given. From the marginal distribution it is seen that some categories have very low frequencies for all time points. There are few observations in categories 3, 5 and 6, the preferred response categories seem to be 2, 4 and 7. As is to be expected the frequencies of high response categories are increasing with time. (In the data given in Davis (1991) ) of the 180 transitions from t to t + 1 there is one transition to a lower category, namely from category 2 at T IME = 2 to category 1 at T IME = 3. That assumed error is corrected by using the response category 2 at T IME = 3).
Modelling repeated measurements
A simultaneous analysis of the four measurements is based on the isotonic sequential logit model given in (2.6).
where z tsr is a design vector that depends on time t, on starting value s from which the sequential mechanism starts at time t, on category r for which the transition to higher categories is considered and of course on the explanatory variables. The former variables are referred to as T IME (t = 1, . . . , 4), START (s = 1, . . . , 6) and CAT (for category, r = 1, . . . , 7) .The covariates and interactions included are T IME,DOSE,AGE,DU R,DOSE.AGE. Where TIME and DOSE are treated as factors and AGE is a metric variable centered around 37.
When specifying z tsr it is important to consider the specific data situation. First, one has to distinguish between responses at T IME = 1 which are determined only by covariates with START = 1 for all observations and responses at T IME = 2, 3, 4 for which the starting point is set in the previous measurement and therefore has values START ∈ {1, . . . , 6}. Therefore we will develop the linear predictor in two steps.
Linear predictor f or f irst measurement :
For T IME = 1 a model with explanatory terms DOSE, AGE, DUR and the interaction DOSE.AGE has already been considered in Section 3.2. The sequential logit model (estimates given in Table 3 from category r to r + 1: for large value the response is bound to stay in category r, low values signal easy transition to r + 1. The lowest value is found for CAT = 1, the highest value is found for CAT = 4. The same effect is found for T = 1 in Table 3 .3 where the continuation ratios are given. Continuation ratios give the proportion of observations in category r and observations in category r or higher, that means the relative frequencies in relation to the number of individuals 'under risk'.
Linear predictor f or later measurements :
Since the starting category at time T = 1 is always the first one, START has no influence in this case. This is different for T > 1. When modelling transitions for T > 1 one has to take the starting category into account. The dependence of category-specific transitions and starting category is modelled as interaction between the variables CAT and START . However, a simple interaction term START.CAT will not work since structural zeros are implied. If 
T IME, (CAT, DOSE, AGE, DUR, DOSE.AGE).T 1, (START.CAT, DOSE, AGE, DUR, DOSE.AGE, DOSE.DUR).(1 − T 1).
The first factor T IME reflects the effect of the time of measurement. The second factor specifies the effects of covariates at T IME = 1. The third factor specifies the effects of covariates at T IME > 1 where the effect of starting category is taken into account. Table 3 .4 gives deviances for models which are derived by successively omitting terms. 'Full model' refers to model (3.1) with the explanatory term specified above. Table 3 .4 about here
As is seen from Table 3 .4 the explanatory variables DOSE, AGE, DU R as well as the interactions DOSE.DU R, DOSE.AGE may be omitted in the case T > 1. However, for T IME = 1DOSE.AGE.T 1 may not be omitted and thus is kept in the model. The omission of time yields an increase in deviance of 16.5 on 3 DF. Thus time is a highly influential variable and cannot be omitted. This also holds for the (interaction) effect of starting values and category. Thus it seems that DOSE, AGE, DUR have an effect on the first response (immediately after surgery). But the further transitions, although depending on the level set on the first response, are not determined by the covariates. The estimates of variables for the reduced model are given in Table 3 .5. Table 3 .5
It is seen from Table 3.5 that the effects for T = 1 are unchanged in comparison with the sequential model considered in Section 3.2 (second model in Table 3 .2). This is due to the nested effects modelling. Interpretation of effects is the same as in Section 3.2. For T > 1 only the START.CATinteraction remains in the model. They are considered as nuisance parameters which account for starting effects and are not given.
Incorporation of random effects
The isotonic sequential model for repeated measurements (2.6) utilizes the conditioning on covariates and responses on previous measurements. But it ignores possible heterogeneity of individuals and therefore possible correlation between the binary transitions which is due to this heterogeneity. Explicit modelling of heterogeneous reactions of individuals may be obtained by the incorporation of random effects. In the simplest case one has a random intercept b i yielding the random effects isotonic sequential model
where for simplicity the random effect is assumed to be normally distributed, i.e. b i ∼ N (O, σ 2 ). In (4.1) the conditioning explicitly implies the random effects b i . Estimation of the structured parameters θ tsr , β, σ 2 is based on the marginal likelihood. Using the representation as binary transitions derived in Section 2.3 the marginal log-likelihood has the form
where p(b i ; σ 2 ) denotes the density of the random effects b i and the binary transitions of individual i are collected in
Since the observations are given as binary variables the framework of univariate generalized linear mixed models (GLMMs) may be used. The main problem in GLMMs is that the marginal distribution of the response obtained by integrating out the random effects, does not have closed from. This led to the development of several methods to obtain analytical approximation for the likelihood, like numerical integration based on Gauss-Hermite quadrature (e.g. Hinde (1982) , Anderson & Aitkin (1985) ) or Monte Carlo techniques within the EM-algorithm (McCulloch (1994 ), McCulloch (1997 , Booth & Hobert (1999) ) or approximation methods as Taylor expansions or Laplace approximation (e.g. Breslow & Clayton (1993 ), Wolfinger & O'Connell (1993 ), Longford (1994 ). A more recent approach is nonparametric maximum likelihood which avoids the assumption of a fixed distribution for the random effects (Aitkin (1996) , Aitkin (1999) ). In the following evaluation of the integral in (4.2) is based on Gauss-Hermite quadrature within the EM-algorithm and the approach of Wolfinger & O'Connell (1993) which is implement in the SAS macro GLIM-MIX. For Gauss-Hermite quadrature let the unknown parameters be collected in α. Then in the E-step of the (p + 1)th EM cycle one has to determine
where
is the estimate from the previous cycle. Gauss-Hermite quadrature yields the approximation
where d j are the quadrature points and C
GH ij
are weight factors which contain the quadrature weights. In the M-step which consists of maximizing M (α|α (p) ) the framework of generalized linear models may be used in the form of Fisher scoring or iterative weighted least-squares. For details see Chapter 7 in Fahrmeir & Tutz (2001) . For the estimation of the random effects model a S-PLUS procedure has been written which computes estimates for GaussHermite quadrature. In addition the SAS Macro GLIMMIX has been used. The model considered has the same covariate structure as the model given in Table 3 .5 but with the inclusion of a random intercept. Moreover, the interaction ST ART.CAT.
(1 − T 1) which contains nuisance parameters has been omitted. When these nuisance parameters are included the estimation of the random effects model is very unstable yielding quite different estimates for Gauss-Hermite quadrature and GLIMMIX. It is seen from Table 3.5 that the time effects have been shifted by the inclusion of a random intercept whereas the other parameter estimates remain about the same. This may be due to the low heterogeneityσ = 0.634 for Gauss-Hermite andσ = 0.550 in GLIM-MIX. Again the interaction between AGE and DOSE for T IME > 1 should not be neglected. The estimates resulting from Gauss-Hermite quadrature and GLIMMIX are well comparable with a slightly stronger heterogeneity resulting from Gauss-Hermite quadrature.
Concluding remarks
The model presented here is not restricted to Markov type models. However, modelling the dependence of y t on all the previous outcomes increases strongly the number of parameters to be estimated. The basic advantage of the model is that the ordinal structure of the data as well as the irreversibility of the process is explicitly used. The ordinal structure is exploited by using a sequential type model for the responses at time t, the irreversibility is accounted for by considering the reduced response categories where the minimal score of the present response is set by the outcome of the previous time point measurement. The analysis is not restricted to effects of covariates on marginal responses. It allows to analyze the effects on the conditional transitions following the first response.
An advantage of the model is that it can be embedded into models for dichotomous responses. Therefore, it can be easily fitted after suitable data transformation by using standard procedures for dichotomous responses. The incorporation of heterogeneity uses the same data transformations. With the increasing availability of programmes which handle mixed models with dichotomous responses it may be easily applied to data. Although the model is developed within a parametric framework the extension to nonparametric modelling where the linear predictor is replaced by additive or varying coefficients effects is straightforward. Semi-and nonparametric models for dichotomous models are discussed e.g. in Hastie & Tibshirani (1990 
