Abstract. We consider a parametrized boundary-value problem containing an unknown parameter both in the non-linear ordinary differential equations and in the non-linear boundary conditions. By using a suitable change of variables, we reduce the original problem to a family of those with linear boundary conditions plus some non-linear algebraic determining equations. We construct a numerical-analytic scheme suitable for studying the solutions of the transformed boundary-value problem. Acknowledgement 1. The first author was partially supported by the scholarship Charles Simonyi.
Introduction
The parametrized boundary value problems (PBVPs) were studied analytically earlier mostly in the case when the parameters are contained only in the differential equation (see, e.g. [1] , [2] ).
The analysis of the literature concerning the theory of boundary value problems (BVPS) shows that a lot of numerical methods (shooting, collocation, finite difference methods) are used for finding the solutions of BVPs and PBVPs as well. However, we note that the numerical methods appear only in the context when the existence of a solution of the given BVP or PBVP is supposed (see, e.g. [3] , [4] , [5] , [6] , [7] ).
The boundary value problems with parameters both in the non-linear differential equations and in the linear boundary boundary conditions were investigated in [8] , [9] , [10] , [11] , [12] , [13] by using the so called numerical-analytic method based upon successive approximations [8] , [13] .
According to the basic idea of the method mentioned the given boundary-value problem (BVP) is replaced by a problem for a "perturbed" differential equation containing some new artificially introduced parameter, whose numerical value should be determined later. The solution of the modified problem is sought for in the analytic form by successsive iterations with all iterations depending upon both the artificially introduced parameter and the parameter containing in the given BVP.
As for the way how the modified problem is constructed, it is essential that the form of the "perturbation term", depending on the original differential equation and boundary condition, yields a certain system of algebraic or transcendental "determining equations", which give the numerical values as well as for the artificially introduced parameters and for the parameters of the given BVP.
By studying these determining equations, one can establish existence results for the original PBVP. The numerical-analytic techniqueed described above was used to different types of parametrized boundary-value problems. Namely, in [8] , [13] were studied the following two-point PBVPs : The paper [9] deals with the two-point PBVP      dx dt = f (t, x) + λ 1 g(t, x), t ∈ [0, T ], x, f ∈ R n , Ax(0) + λ 2 Cx(T ) = d, det C = 0, λ 1 , λ 2 ∈ R, x 1 (0) = x 10 , x 2 (0) = x 20 .
In [10] , [11] a scheme of the numerical-analytic method of successive approximations was given for studying the solutions of PBVP      dx dt = f (t, x, λ 1 ), t ∈ [0, λ 2 ], x, f ∈ R n , λ 1 Ax(0) + C(λ 1 )x(λ 2 ) = d(λ 2 ), det C = 0, λ 1 ∈ R, λ 2 ∈ (0, T ], x 1 (0) = x 10 , x 2 (0) = x 20 .
In the paper [12] it was studied the three-point PBVP of the form
was extended in order to make it possible to study the non-linear two-point boundary value problem of the form
with non-linear boundary conditions, for which purpose a general non-linear change of variable was introduced in the given equation. In the paper [14] , it was suggested to use a simpler substitution, which, as was shown, essentially facilitates the application of the numerical-analytic method based upon successive approximations. In particular all the assumptions for the applicability of the method are formulated in terms of the original problem, and not the transformed one. It was established, that for the non-linear boundary-value problem with separated non-linear boundary conditions of the form
the numerical-analytic method can be applied without any change of variables.
The similar results were obtained in [15] for problems with separated non-linear boundary conditions of form
Naturally, the latter non-linear BVP by the trivial change t = T − τ of the independent variable can be reduced to the last but one BVP. However, in [15] it was shown that the appropriate version of the numerical-analytic method based upon successive approximations can be applied directly without any change of variable.
Following to the method from [14] , [15] , in [16] , [17] it was suggested how one can construct a numerical-analytic scheme suitable for studying the PBVPs with parameters both in the non-linear differential equation and in the non-linear twopoint boundary conditions of the form
Here we give a possible approach how one can handle, by using the numericalanalytic method, some PBVPs with boundary conditions of more general form then mentioned above.
Problem setting
We consider the non-linear two-point parametrized boundary-value problem 
containing the scalar parameter λ both in Eq.(2.1) and in conditions (2.2), (2.3).
Here, we suppose that the functions
Assume that, for t ∈ [0, T ] and λ ∈ J fixed, the function f satisfies the Lipschitz condition in the form
for all {u, v} ⊂ G and some non-negative constant matrix K = (K ij ) n i,j=1 . In (2.4), as well as in similar relations below the signs |·| , ≤, ≥ are understood componentwise.
The problem is to find the values of the control parameter λ such that the problem (2.1), (2.2) has a classical continuously differentiable solution satisfying the additional condition (2.3). Thus, a solution is the pair {y, λ} and, therefore, (2.1)-(2.3) is similar, in a sence, to an eigen-value or to a control problem.
Construction of an equivalent problem with linear boundary conditions
Let us introduce the substitution
where w = col(w 1 , w 2 , ..., w n ) ∈ Ω ⊂ R n is an unknown parameter. The domain Ω is chosen so that D + Ω ⊂ G, whereas the new variable x is supposed to have range in D, the closure of a bounded subdomain of G. Using the change of variables (3.1), the problem (2.1)-(2.3) can be rewritten as
3)
Let us rewrite the boundary conditions (3.3) in the form
where A, B are fixed square n-dimentional matrices such that det B = 0. The artificially introduced parameter w is natural to be determined from the system of algebraic determining equations Obviously, if (3.6) holds then from (3.5)
Thus, the essentially non-linear problem (2.1)-(2.3) with non-linear boundary conditions turns out to be equivalent to the collection of two-point boundary value problems 10) parametrized by the unknown vector w ∈ R n and considered together with the determining equation (3.6). The essential advantage obtained thereby is that the boundary condition (3.9) is linear already.
By virtue of (3.9), every solution x of the boundary-value problem (3.8)-(3.10) satisfies the condition
Therefore, taking into account (3.11), the determining equation (3.6) can be rewritten as
So, we conclude that the original non-linear boundary-value problem (2.1)-(2.3) is equivalent to the family of boundary-value problems (3.8)-(3.10) with linear conditions (3.9) considered together with the non-linear system of algebraic determining equations (3.12). We note, that the family of boundary-value problems (3.8)-(3.10) can be studied by using the numerical-analytic method based upon successive approximations developed in [8] , [13] .
Assume, that the given PBVP (2.1)-(2.
3) is such, that the subset
where
14)
I n is an n-dimensional unit matrix and B(y, β(y)) denotes the ball of radius β(y) with the center point y.
Moreover, we suppose that the spectral radius r(K) of the matrix K in (2.4) satisfies the inequality
Let us define the subset U ⊂ R n−1 such that 
Let us connect with the boundary-value problem (3.8)-(3.10) the sequence of functions
and on the parameter λ ∈ [a, b] containing in the problem (2.1)- (2.3), where the vector z has the form (3.16).
Note, that for the initial value of functions x m (t, w, u, λ) at the point t = 0 holds the following equality
for all m = 0, 1, 2, ..., and arbitrary
It can be verified also, that all functions of the sequence (3.17) satisfy the linear homogeneous two-point boundary condition (3.9) and an additional condition (3.10) for arbitrary u ∈ U given by (3.16) and w ∈ Ω, λ ∈ [a, b].
We suggest to solve the PBVP (3.8)-(3.10) together with the determining equation (3.12) sequentially, namely first solve (3.8)-(3.10), and then try to find the values of parameters w ∈ Ω ⊂ R n , u ∈ U ⊂ R n−1 , λ ∈ [a, b] for which the equation (3.12) can simultaneously be fulfilled.
Investigation of the solutions of the transformed problem ( 3.8)-(3.10)
It was already pointed out that the transformed family of PBVPs (3.8)-(3.10) can be studied on the base of the numerical-analytic technique developed in [8] , [13] . We shall follow it. However, we note, that the form of additional condition (3.10) requires an appropriate modification of the scheme of successive approximations and, consequently, demands to find the corresponding conditions granting the applicability of the method.
First we establish some results concerning the PBVP (3.8)-(3.10) with specially modified right-hand side function in Eq.(3.8). 1. The sequence of functions (3.17) satisfying the boundary conditions (3.9),(3.10) for arbitrary u ∈ U, w ∈ Ω and λ ∈ [a, b], converges uniformly as m → ∞ with respect the domain
Theorem 1. Let us suppose that the functions
2. The limit function x * (·, w, u, λ) having the initial value x * (0, w, u, λ) = z given by (3.16) is the unique solution of the integral equation
i.e. it is a solution of the modified ( with regard to (3.
satifying the same boundary conditions (3.9),(3.10), where
3.The following error estimation holds :
where e(t, w, u, λ) := 20
the vector δ G (t) is given by Eq.(3.14) and the matrix Q = 3T 10 K. Proof. We shall prove, that under the conditions assumed, sequence (3.17) is a Cauchy sequence in the Banach space C([0, T ] , R n ) equipped with the usual uniform norm. First, we show that
and m ∈ N. Indeed, using the estimation 
Therefore, by virtue of (3.13), (3.14), (4.8), we conclude that
. By induction, one can easily establish that all functions (3.17) are also contained in the domain
. Now, consider the difference of functions
and introduce the notation
By virtue of identity (4.12) and the Lipschitz condition (2.4), we have
for every m = 0, 1, 2, ... .According to (4.8)
where β 1 (z) is given by (4.10). Now we need the following estimations of Lemma 2.4 from [13] 16) where α 1 (t) = 10 9 α 1 (t). In view of (4.14), (4.16), for m = 1 it follows from (4.13)
By induction, we can easily obtain
where α m+1 (t), α m (t) are calculated according to (4.16), δ G (f ), and β 1 (z) are given by (3.14) and (4.10). By virtue of the second estimate from (4.15), we have from (4.17)
for all m = 1, 2, ..., where the matrix
Therefore, in view of (4.18) Since, due to (3.15), the maximum eigenvalue of the matrix Q of the form (4.19) does not exceed the unity, therefore
We can conclude from (4.20) that, according to the Cauchy criteria, the sequence x m (t, w, u, λ) of the form (3.17) uniformly converges in the domain (4.1) and, hence, the assertion (4.2) holds. Since all functions x m (t, w, u, λ) of the sequence (3.17) satisfy the boundary conditions (3.9), (3.10), the limit function x * (t, w, u, λ) also satisfies these conditions. Passing to the limit as m → ∞ in equality (3.17), we show that the limit function satisfies the integral equation (4.3). It is also obvious from (4.3) , that Now we show that, in view of Theorem 1, the PBVP (3.8)-(3.10) can be formally interpreted as a family of initial value problems for differential equations with "additively forced" right-hand side member. Namely, consider the Cauchy problem Proof. According to Picard-Lindelöf existence theorem it is easy to show that the Lipschitz condition (2.4) implies that the initial value problem (4.22), (4.23) has a unique solution for all
It follows from the proof of Theorem 1 that, for every fixed 
26) 
The fact that the function (4.2) is not a solution of (4.22), (4.23) for any other value of µ, not equal to (4.28), is obvious, e.g., from Eq.(4.24).
The following statement shows what is the relation of the solution x = x * (t, w, u, λ) of the modified PBVP (4.3), (3.9), (3.10) to the solution of the unperturbed BVP (3.8)-(3.10). 
satisfies the system of determining equations
where z is given by (4.27) and w is considered as a parameter.
Proof. It suffices to apply Theorem 2 and notice that the differential equation in (4.26) coincedes with (3.8) if and only if the triplet (4.29) satisfies the equation
i.e., when the relation (4.30) holds, where w is considered as a parameter w ∈ Ω. Now becomes clear, how one should choose the value w = w * of the artificially introduced parameter w in (3.1) in order to the function 
containing 2n scalar algebraic equations, where x * (t, w, u, λ) is given by (4.2).
Proof. It suffices to apply Theorem 3 and Theorem 4.
Remark 1.
In practice, it is natural to fix some natural m and instead of (4.36) consider the "approximate determining system"
In the case when the system (4.37) has an isolated root, say
one can prove that under certain additional conditions, the exact determining system (4.36) is also solvable : Hence, the given non-linear PBVP (2.1)-(2.3) has a solution of form (4.32), such that
Furthermore, the function
can be regarded as the "m-th approximation" to the exact solution y * (t) = x * (t, w * , u * , λ * ) + w * , (see estimation (4.6)). To prove the solvability of the system (4.36), one can use some topological degree techniques (cf.Theorem 3.1 in [13] , p.43) or the methods oriented to the solution of non-linear equations in Banach spaces developed in [19] (see, e.g. Theorem 19.2 in [19] , p.281). Here, we do not consider this problem in more detail.
Remark 2. If we choose in (3.5), (3.7) for the matrix A a zero matrix, then the PBVP (3.8)-(3.10) is reduced to the parametrized initial value problem
with the additional condition (3.10). In this case, instead of successive approximations (3.17) we obtain
where z = col(h(λ, u 2 + w 2 , ..., u n + w n ) − w 1 , u 2 , u 3 , ..., u n ), and the system of determining equations (4.36) is transformed into the system 
for which the function y 0 (t) = x 0 (t, w, λ) + w 0 (4.46) will be the solution of the original PBVP (2.1)-(2.3), we should solve, according to (3.12), (3.4), the determining system
47) containing (n + 1) equations with respect to (n + 1) unknown values w = col(w 1 , w 2 , ..., w n ) and λ.
We apply the above techniques to the following PBVP.
Example of parametrized boundary value problem
Consider the second order parametrized two-point boundary-value problem
satisfying an additional condition
There is no method for finding its exact solution.However, the construction of the example allows us to check directly that the pair
is an exact solution.
The approximate solution to be found will be compare with this exact one. We note, that symbolic algebra tools are suitable for performing the necessary computations for the method described here, the authors have used Maple for them.
EJQTDE, Proc. 
Suppose that the PBVP (5.5)-(5.7) is considered in the domain
One can verify that for the PBVP (5. .
Indeed, from the Perron theorem it is known that the greatest eigenvalue λ max (K) of the matrix K in virtue of the nonnegativity of its elements is real, nonnegative and computations show that
Moreover the vectors δ G (f ) and β(y) in (3.14) are such
Substitution (3.1) brings the given system of differential equations (5.5) and the additional conditions (5.7) to the following form
, and 8)-(3.10) , namely to the system (5.9), which is considered under the linear two-point boundary condition
together with an additional condition (5.10) and algebraic determining system of equations of form (3.12)
Taking into account that according to (3.11)
the determining system obtained above can be rewritten in the form
In our case due to the equality (3.16), 13) and the components of the iteration sequence (3.17) for the PBVP (5.9) under the linear boundary conditions (5.10) have the form where m = 0, 1, 2, ...,and
On the base of equalities (3.18) and (5.13) the determining equations (5.12), which are independent on the number of the iterations can be rewritten in the form 1 16
The system of approximate determining equations depending on the number of iterations, which is given by the first equation in the system (4.37) together with (5.13), is written in component form as
Thus, for every m ≥ 1, we have four equations (5.17), (5.18) in four unknowns w 1 , w 2 , u 2 and λ. Note, that in our case we can decrease the number of unknown values as follows.
Obviously, that from the first equation of (5.17)
Considering the auxiliarly equations (5.17) in the given domain, we find that 1 16
from which
or by using (5.19), we obtain So, by solving the determining system (5.12), which is independent on the number of iterations, we have already determined λ and w 1 in (5.19) and (5.20) as the functions of two other unknowns w 2 and u 2 .
For finding the rest unknown values of w 2 and u 2 for each step of iterations (5.14) and (5.15), one should use the approximate determining equations (5.18). On the base of (5.14) and (5.15) as a result of the first iteration (m = 1) we get As is seen from Figure 1 and the fourth approximation almost coincide, whereas the deviation of their derivatives does not exceed 0.0025.
