Introduction
Manganese (Mn) is an essential element to human health. However, overexposure to Mn or Mn-containing compounds can lead to adverse health effects. Occupational and environmental exposure to Mn has been associated with kidney and liver disease (Chetri and Choudhuri 2003) , cardiovascular disorders (Jiang and Zheng 2005) , and, most significantly, neurological disorders (Rodier 1955 , Sassine et al 2002 , Wennberg et al 1991 . In its final stage, Mn toxicity manifests along with a psychological disorder termed manganism, with signs and symptoms that closely resemble Parkinson's disease (Goldhaber 2003 , Martin 2006 , Santamaria et al 2007 . Mn exposure occurs mainly through occupational routes, such as manufacturing and welding (Wang et al 1989) . Environmental exposure to Mn, such as through the combustion of Mn-containing gasoline available in the US and several other countries (Butcher 2002) , as well as high Mn levels present in diet and drinking water (Bouchard et al 2011) , has lately been receiving increasing public attention. An important aspect of Mn toxicity is that the progression of the disease continues even after Mn exposure ceases (Bowman et al 2011) .
Traditionally, Mn levels in the human body have been estimated from blood, serum, or urine. Cumulative evidence, however, suggests that there is only a limited relationship between Mn exposure and the concentration of Mn in these biological samples (Crossgrove and Zheng 2004 , Smith et al 2007 , Zheng et al 2000 . Recently, T 1 -weighted MRI image technology has been developed to assess Mn exposure using the signal intensity in the basal ganglia region of the brain (Dydak et al 2011 , Jiang et al 2007 , Qin et al 2009 . While it is advantageous to directly relate Mn exposure to brain function, this technology is limited in that the Mn signal reflects only recent Mn exposure. To overcome these technical limitations in accurately measuring Mn exposure, there is a need to develop a noninvasive method for reliable assessment of the body's Mn burden.
There have been some studies on Mn concentrations in animal bone (Dorman et al 2005, Seaborn and Nielsen 2002) ; however, only a few papers have reported on Mn in human bone specifically (Andersen et al 1999 , Pejovic-Milic et al 2009 , Schroeder et al 1966 . Schroeder et al (1966) reported an average concentration of 2 mg of Mn per kg of bone ash. Taking into account a factor of 1.67 and 1.78 between the weight of bone ash and wet bone for cortical and trabecular bones (Gong et al 1964) , a percentage of 80% and 20% of cortical and trabecular bone in human body, as well as an average of 5500 g of wet bone in a reference human male (ICRP 2002) , the total Mn in bone ash was calculated to be about 6.5 mg. Given the total body burden of Mn of about 20 mg (Schroeder et al 1966) , it is reasonable to suggest that about 32.5% of body Mn is stored in bone. Indeed, Andersen et al (1999) reported 40% of body Mn in bone.
There are no data on the retention rate of Mn in human bone. Animal studies have shown a much longer retention time for Mn in bone than in other tissues and organs. For instance, one study of the clearance rate of Mn in primates showed a relatively long retention half-life of around 220 days from the head, indicating a long half-life in skull because the biological half-life of Mn in brain tissue is much shorter (Newland et al 1987) . Data in the literature also show that Mn in rat bone has a prolonged half-life (t 1/2 ) of more than 50 days (Furchner et al 1966, Scheuhammer and Cherian 1983) , which is much longer than that of other rat tissues. Thus, it is logical to postulate that bone is one of the main storage organs for Mn, and that Mn remains present in bone long after exposure ceases. Hence, it is desirable to develop an acceptably sensitive technology that can accurately quantify the Mn present in bone and enable use as a measure of exposure.
In vivo neutron activation analysis (IVNAA) is a promising technique that allows for the noninvasive quantification of concentrations of various elements in the human body. Whole body and partial body IVNAA technologies have been used for in vivo element analysis for over three decades (for example, Chettle and Fremlin 1984 , McNeill et al 1973 , Spinks et al 1980 and has made notable contributions to recognizing the association between toxic metals and various health outcomes (Davis et al 2008 , Ellis et al 1984 , Lewis et al 1997 , Mason et al 1988 . IVNAA is highly sensitive and capable of quantifying multiple elements at the same time. Currently, the only operating IVNAA system available with the potential for bone Mn assessment for human health studies exists at McMaster University in Canada , Pejovic-Milic et al 2009 . This system, however, is a laboratory accelerator-based NAA system and requires a Tandetron accelerator, and a large laboratory space. For these reasons, it is not practical for this system to be transported to a place where it is mostly needed, such as a factory or a hospital.
In this project, we investigated the feasibility of developing a transportable IVNAA system for bone Mn quantification using a portable deuterium-deuterium (DD) neutron generator as the neutron source, where the reaction D+D→n+ 3 He produces 2.45 MeV mono-energetic neutrons. Because a DD neutron generator was not available in our laboratory, a deuteriumtritium (DT) neutron generator coupled with a uranium block was used to obtain experimental data. The uranium block served as a neutron amplifier/moderator to amplify the neutrons and shift the neutron energy. Monte Carlo (MC) simulations were performed for both a DD generator system setup as well as the DT generator system setup. The experimental data from the DT generator system setup were used to validate the MC simulation results for the DD generator system and to estimate the detection limit (DL) of the DD system. The overall feasibility of the DD generator system setup was assessed based on the MC simulation results and the results from the DT generator system.
The hand, in theory, would be the most practical place for real human subjects to have their bone Mn measurements taken with IVNAA technology. Targeting bone in the hand would allow the bodily radiation dose from the neutron field to be kept at a minimum, as the hand can be extended far from the body's core and can be shielded in an arm-reach cavity so that the rest of the body receives minimal radiation. Therefore, for this study, testing was carried out on phantoms that represented the bone and flesh of human hands.
Material and methods

Neutron activation analysis
During neutron activation, characteristic γ -rays are produced following the radioactive decay of the product from an A X(n,γ ) (A+1) X nuclear reaction. The energy of the delayed γ -ray is specific to each specific element. For Mn, characteristic γ -rays are produced through a 55 Mn(n, γ ) 56 Mn reaction. 55 Mn has a natural abundance of 100% and a relatively high thermal neutron capture cross-section of 13.3 barns. 56 Mn decays by beta emission followed by the emission of an 847 keV γ -ray (branch ratio 100%). The 56 Mn line has a half-life of 2.58 h, allowing for delayed γ -counting.
The sensitivity DL of the system relies on the intensity of the 0.847 MeV γ -rays produced by the interaction, which is calculated as:
where A is the activity of the element after irradiation; W is the mass of the element in mg; M is the atom mass for the element in mg mol
; θ is the abundance of the isotope in the element before irradiation; φ is the neutron flux; σ is the cross-section of the reaction; γ is the branch ratio of the γ -rays; ε is the absolute detection efficiency; S is the saturation factor; D is the decay factor; and C is the counting factor. From the formula, the intensity of the γ -rays is proportional to the concentration of the element, the abundance of the activation isotope, the thermal neutron cross-section, and the neutron flux. The intensity of the γ -rays is also affected by irradiation, delay, and measurement time. The process of system design in this study used MC simulations to optimize these factors and to obtain maximum activation with minimum radiation dose exposure.
DD neutron generator, DT neutron generator, and uranium moderator
DD and DT neutron generators are small accelerators that emit mono-energetic neutrons characterized by the type of nuclear reaction exploited in each generator. These nuclear reactions are commonly known as DD and DT reactions, and are given by:
The DD reaction has a Q-value of 3.3 MeV and emits neutrons with energy of about 2.45 MeV.
The DT reaction has a Q-value of 17.6 MeV and emits neutrons with energy of about 14.1 MeV. Neutron generators utilize these reactions by creating ions of DT, and accelerating these ions into a metal hydride loaded with DT. The DD neutron generator used in this study's MC simulations is a model DD-108 generator manufactured by Adelphi (Adelphi Technology, Inc., Redwood, CA). A simplified structure of the DD generator head is shown in figure 1 .
The deuterium ion pairs are produced by an ion source within the generator. The ions are accelerated by high voltage of 80-120 keV onto a V-shaped copper target coated with hydrogenated titanium, with the hydrogen replaced by deuterium. For biological assessment, the sample (in this case, the phantom hand) is placed at the side of the V-shaped target to allow it to come into contact with the highest neutron flux.
The DT neutron generator used for the MC simulations and the experiments in this study was the model A-325 manufactured by ThermoFisher Scientific (Thermo Fisher Scientific Inc., Waltham, MA 02454). The target for this generator is a copper-backed zirconium tritide film and contains about 110 GBq of tritium. The formation of the DT generator head is similar to that of the DD generator head, except that the structure of the target is different.
For our application, a DD generator-based system has several advantages over the DT system: (1) a DD generator-based system is more portable as compared to a DT generatorbased system; (2) it is much easier to shield a DD generator based-system than to shield a DT generator-based system; (3) DD generator does not contain radioactive material as DT does, so there are less issues to consider in terms of radiation contamination and licensing; (3) there is no interference of the Mn γ -ray peak from the interaction 56 Fe(n, p) 56 Mn, which has a threshold of 4 MeV; and (4) the inelastic neutron scattering cross-sections in carbon and oxygen are much lower when the neutron energy is 2.45 MeV (as with a DD generator) as compared to 14.1 MeV (as with a DT generator); this would significantly decrease the background of the γ -ray spectrum, as materials containing carbon and oxygen are commonly used in shielding and moderating.
Because we only had access to a DT neutron generator for this feasibility study, we shifted the neutron energy using a uranium block for a neutron moderator/amplifier. The uranium block used in this study was a 340.2 kg hollow semi-cylindrical block (38.7 cm diameter × 37.5 cm height) with an inner radius of 5.1 cm in which the DT neutron generator was placed. Figure 2 shows a schematic plot of the uranium block. According to the work performed by the group of one of our co-authors (DK), the neutron energy shifted to lower side with the number of reflected neutrons maximized at approximately 1 MeV by using this uranium block (McConchie 2007, Page 78, Figure 4.8) .
Monte Carlo simulations
MC simulation is a powerful tool to simulate radiation transportation. The MC N-Particle (MCNP) transport code version 5, developed by the researchers at Los Alamos National Laboratory (http://mcnp.lanl.gov/, accessed Sept.13, 2013), has been used in this project. The DT source was simulated as a point source because the target surface was very small (∼1 cm 2 ). The DD source was simulated as a surface source, with the area set to be the same as the target surface. The generator heads and their neutron emissions were constructed as per the dimensions provided by the manufacturer. The hand was modeled as a sandwich of 9 × 18 cm 2 dimensions consisting of a 0.835 cm thickness of bone between two layers of 0.5 cm thickness of soft tissue. The hand bone compositions used in the MC simulation was obtained from ICRP23 (ICRP 1975) . The S (α,β) thermal neutron treatment model was not applied in the simulations. 26 Mg has a much lower isotopic abundance and a much lower thermal neutron capture cross-section than 55 Mn, the amount of Mg presented in bone may still cause interference to the Mn γ -ray peak. To observe the interference of Mg in terms of accurately detecting Mn concentration in bone, 50 times more Mg than would be present in a natural hand was added to be attached to the 30 ppm Mn phantom hand. So, the Mg interference observed in the 30 ppm Mn phantom hand would represent the amplitude of the Mg interference that would occur for a hand with 0.6 ppm Mn and the normal amount of Mg. As the concentration of Mn in bone for the average person is about 1 ppm, 0.6 ppm Mn and a normal amount of Mg in the hand are reasonable numbers to address the interference issue. Measurements for the phantoms were also made at three different decay times to test how to best reduce the interference of Mg by changing the decay and measurement time since 27 Mg has a much shorter half-life than 56 Mn (i.e., 9.45 min versus 2.58 h, respectively).
HPGe γ -ray detector systems
To measure the Mn characteristic γ -rays produced through the experiment with the DT neutron generator, two types of high-purity germanium (HPGe) systems were used in this study. By the time of the validation study (section 3.1.), only a low-efficiency HPGe detection system was available. It is a Tennelec model 950 HPGe detector attached to a 30 l liquid nitrogen dewar (ORTEC, Oak Ridge, Tennessee). A lead housing was built around the detector system to lower the background counts. DSPEC plus digital signal processing box and Maestro γ -ray spectroscopy software were used for signal collection (ORTEC, Oak Ridge, Tennessee). The detector had an absolute efficiency of 0.75% on the surface of the detector for the 847 keV γ -rays.
For the experiments with the hand phantoms, a high-efficiency HPGe detector was used. It is an model GMX504P HPGe detector with an electromechanical cooler (Ortec, Oak Ridge, Tennessee). Again a simple lead housing was built around the detector. The same electronic system and gamma spectrometer described above were applied for this system. The system had a relative efficiency of 50% compared to 3 inch by 3 inch (or 7.62 cm × 7.62 cm) NaI (sodium iodide) detector using a 60 Co source of known intensity 25 cm from the surface of the detector. The absolute efficiency for the system was measured to be 11% at 15 cm away from the source for the 847 keV γ -rays.
Experimental setup with the DT neutron generator
The first part of the experiments using the DT neutron generator was intended to validate the MC simulation results. Samples of MnCl 2 .4H 2 O, which contained either 0.442 g or 0.486 g of Mn, were placed in plastic vials under the depleted uranium block. The samples were then irradiated at one of two settings. In the first configuration, depleted uranium (DU) was used as a moderator and neutron multiplier, while there was no paraffin wax (will be referred to as paraffin hereafter) present. In the second configuration, paraffin was placed under the Uranium block and the sample to act as a reflector, as to backscatter neutrons.
For the second part of the experiments where the three hand phantoms were irradiated, the phantoms were placed in between two layers of paraffin. The thickness of the top layer is 5 cm, and the thickness of the bottom layer is 10 cm. The setup of the irradiation system used for the second configuration for the first part of the experiments is shown in figure 3 . The settings for the other experiments were similar except the different arrangements of the paraffin blocks.
Results
Simulation results using the DT generator for validation
In our experiment, the plastic vials containing MnCl 2 · 4H 2 O were irradiated for 10 min. After 40 min' cooling, the samples were measured using the HPGe detector for 10 min. In the first configuration with the DT neutron generator, where no paraffin was used as a reflector, the maximum neutron fluence was at 0.7 MeV, and there was no neutron fluence at energies less than 1 keV. The neutron fluence spectrum as a function of neutron energy is illustrated in figure 4. 1.0E-4
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1.0E-4 1.0E-2 1.0E+0 1.0E+2 1.0E+4 1.0E+6 1.0E+8 Neutron fluence density per million neutron source Neutron energy (eV) Figure 5 . Neutron energy distribution using depleted uranium as a moderator and amplifier, as well as 10 cm of paraffin as a reflector. Figure 5 shows the MC simulation results for the neutron energy distribution of the second configuration, where 10 cm of paraffin was placed under the DU moderator and the samples were placed between the DU moderator and the paraffin reflector. By applying the paraffin reflector, there was a strong thermal neutron fluence between the energy ranges from 3.98 × 10 −9 to 2 × 10 −7 MeV. The Mn neutron capture cross-sections in this energy range spanned from 7.5 to 98.0 barns. The neutron capture rate was significantly enhanced due to the presence of the paraffin.
The Mn line count rates obtained from the detector were 0.99 ± 0.04 and 1.13 ± 0.04 counts per second for the 0.442 and 0.486 g Mn samples, respectively, in the irradiations where the paraffin was present. Based on the MC simulation results for activated atoms and calculations using equation (1), however, the expected Mn line count rates were estimated to be 0.84 and 0.94 counts per second, respectively. The difference between the counts calculated from the MC simulations and those obtained from the experiments using the DT generator system setup could have resulted from: (1) slightly different source definitions and generator configurations; or (2) a small variance in irradiation time, which began to be recorded when the neutron emission rate increased to 3 × 10 8 neutrons per second. It took around 1 min for the neutron generator to reach this value from 0, and another minute of irradiation was added to the sample when we scaled down the neutron emission rate from 3 × 10 8 neutrons per second to 0 after 10 min of irradiation. Therefore, more activated 56 Mn atoms were present in the experiment than were calculated from the MC simulations. Nonetheless, the approximate agreement between these results is promising in terms of MC simulations using a DD generator being able to give reliable predictions of the feasibility of quantifying Mn in bone in the hand.
The Mn spectrum, Mg interference, and the detection limit
Hand phantoms containing 30, 150, and 500 ppm Mn were irradiated using the DT generator. Three measurements were made for each phantom using the 50% high-efficiency HPGe to observe Mg interference and to determine the DL of the technology. The first measurement was made 5 min after the irradiation, and the measurement was taken over a 10 min span. The second measurement was taken immediately following the first measurement, and was taken over 20 min. The third measurement was taken immediately following the second measurement, and was taken over 40 min.
Figure 6(a) shows the spectrum for the first measurement of the 30 ppm Mn-doped phantom at an energy range of 830-860 keV. Both the Mn and Mg peaks were clearly visible at the time of the first measurement. Figure 6 (b) shows the spectrum for the third measurement for the 30 ppm Mn phantom; here, only the Mn is visible because, as previously mentioned, 27 Mg has a much shorter half-life than 56 Mn (i.e., 9.45 min versus 2.58 h), and hence the 27 Mg had already decayed. These figures suggest two important conclusions: (1) that the Mg peak is clearly distinguishable from the Mn peak when using HPGe detectors, so there is no need for concern about Mg interference when using an HPGe detector for γ -ray detection; and (2) even if a detector system with a worse energy resolution is used (e.g., an NaI detector system), Mg interference can still be eliminated by allowing for sufficient decay time between irradiating the sample and taking measurements, without significant loss of the Mn signal.
The DL of the system was calculated based on the measurements taken from the 30 ppm Mn phantom. It was calculated using the following formula:
where background is the background counts under the Mn γ -ray peak, and C (counts/ppm) was calculated using the net count under the Mn γ -ray peak divided by the concentration of the phantom. The energy range of the background was estimated as 4 sigma of the Mn γ -ray Gaussian peak, which covers 96% of the peak counts. The energy range of was 841.6-852.4 keV. Gamma-ray spectrum analysis was performed using an in-house fitting procedure programmed in the commercial software package IGOR Pro 6 (Wave Metrics, Inc., Lake Oswego, USA), as were the calculations for the sigma of the Mn γ -ray peak and the background of the peak. To obtain better statistics for the constant C (ppm/count) and to test the reproducibility of the system, we irradiated and measured two other phantoms with concentrations of 150 ppm Mn and 500 ppm Mn. Figure 7 shows the spectrum for the 150 ppm phantom for the third measurement (35 min decay time followed by 40 min of measurement time) at the energy range of 830-860 keV. The net peak counts under the 847 keV γ -ray peak for the 150 ppm Mn phantom and for the 500 ppm Mn phantom for the third measurement (35 min of decay time followed by 40 min of measurement time) were calculated to be 347 ± 20 and 1065 ± 37, respectively. The DLs from the spectra of the 30 ppm phantom for the 10 min measurement time, 20 min measurement time, and 40 min measurement times were 12.5 ppm, 7.3 ppm, and 4.4 ppm, respectively.
MC simulation results for the DD generator
Many MC simulations were performed to determine the optimized moderator, reflector, and shielding setup for the DD generator-based system to measure Mn concentrations in human hand bones. Because of energy and momentum conservation, neutron is more likely to lose its energy when it collides with an atom with the same and close mass. Hence, the ideal moderator materials for an IVNAA-based neutron source would have a low atomic number, a large neutron elastic scattering cross-section, and minimum γ -ray production. In this study, 7 cm each of graphite, paraffin, polyethylene, and both light and heavy water were simulated as moderating materials. Paraffin was selected as the best moderator because of its high thermal neutron fluence and low fast neutron fluence. The neutron fluence results were illustrated in figure 8 , and corresponding neutron fluence at the 3.98 × 10 −3 to 0.2 eV (thereafter refer to as thermal range) and 6.31 × 10 4 to 3.16 × 10 6 eV (thereafter refer to as fast range) ranges were shown in table 2.
The optimal reflector was determined based on simulations comparing 6 cm layers of lead, graphite, paraffin, aluminum, and polyethylene. The neutron fluence at the thermal energy range and the fast energy range, results combining 7 cm of paraffin as a moderator and 6 cm of the various reflectors were shown in table 3. Paraffin was selected as the best reflector due to its high fluence of thermal neutrons and low fluence of fast neutrons. The setup of the DD neutron generator with paraffin as both a moderator and a reflector is illustrated in figure 9 . The peaks of thermal and fast neutron fluences at different moderator thicknesses were listed in table 4. (The reflector thickness is constant at 6 cm in all these simulations.) It was determined that thermal neutron fluences were highest when the paraffin moderator was at 4 cm and 5 cm thicknesses; however, the fast neutron fluence was higher at 4 cm. Hence, 5 cm was determined to be the optimum thickness for the paraffin moderator. As shown in figure 10 , with the paraffin moderator thickness at 5 cm, when the paraffin reflector was 10 cm or thicker, the neutron fluence at the thermal energy range did not change significantly, so the optimum thickness of the paraffin reflector was determined to be 10 cm.
Detection limits and dose calculation
The DLs presented in section 3.2 were the DLs for the DT-based system. The DL for the DD-based system was calculated as:
where DL DT is the DL determined from the high-efficiency HPGe detector using the DT generator system; Mn DT is the Mn γ -ray counts determined by MC simulation using the DT-based system; and Mn DD is the Mn γ -ray counts determined by the MC simulation using the DD-based system. From MC simulations, the optimum DD neutron generator setup has a Mn activation rate that is 2.4 times better than that of the DT setup described in section 3.2. Figure 11 shows the neutron fluences for both the DT and DD setups. After taking into account the factor of 2.4 and scaling down the neutron flux to make the dose acceptable for in vivo study, the DLs calculated for the DD-based system were 9.3, 5.4, and 3.3 ppm for 10-, 20-, and 40 min measurements of neutron flux, respectively, which gives rise to an equivalent hand dose of 37 mSv. These DLs were for 10 min of irradiation time with a neutron flux of 3 × 10 8 neutrons per second. There are some ways to further improve these DLs, which are considered in the discussion section below.
In the MC simulations, the weighting factors of the neutrons were input according to ICRP60 (ICRP 1991) . A high-density polyethylene (HDPE) shielding cavity was constructed as the shield that would need to be used for in vivo testing to separate the hand being targeted for direct irradiation from the rest of the body. Through simulations, we determined the optimum thickness for the HDPE box to be 26 cm. Our shielding goal was to ensure that no more than 0.1% of the hand dose was delivered to the rest of the body, and the dose for the rest of the body was calculated to be 19 μSv. Taking into account that approximately 1.25% of the total body skeleton and skin are in the hand (with a tissue weighting factor of 0.01), the whole body effective dose that would be delivered to the subject under these conditions was calculated to be 23 μSv. This is comparable to the amount of radiation delivered by a standard PA chest x-ray (20 μSv) and is negligible comparing to the annual natural background for the general population (3600 μSv in the US (NCRP 1987)).
Discussion
In theory, many neutron sources can be used for NAA. However, the number of those that can be used for in vivo elemental measurement is quite limited, taking into consideration the dose and cost as well as the portability of the detection system. For instance, 252 Cf, which has been used to measure aluminum in bone, is a compact, high-yield fission neutron source (Morgan et al 1990 , Wyatt et al 1993 ; however, with a half-life of 2.65 yr, the source needs to be replaced in a relatively short time. Another disadvantage is that it cannot be turned off, so heavy shielding is required even when the source is not in use. Another neutron source is the accelerator source used by McMaster University (Aslam et al , 2009b ). This accelerator system requires a Tandetron accelerator, a big space, and it is not movable as we discussed in the introduction.
In contrast, compact accelerator-based neutron sources such as DD and DT neutron generators operate using charged particles that are accelerated onto a target where neutronproducing reactions occur. Unlike 3 H(p,n) 3 He and 7 Li(p,n) 7
Be reactions, with laboratory thresholds of 1.019 and 1.881 MeV respectively, the neutron-production cross-sections of DD and DT reactions are high at relatively low energies, and an acceleration voltage of around 100 kV is enough to produce high neutron fluences. This makes them viable candidates as portable, compact neutron generators. The advantages of the DT generator are a long lifespan, lower operating pressure, and high ionization efficiency. However, as discussed above in section 2.1, for our application the DD generator has several vital advantages over the DT generator, including being easier to shield and easier to transport. Since a DD generator was not available in the study lab, the concurrence of the experimental results and the MC simulations of the DT generator was used to validate the simulation outcomes for the DD generator.
The DLs calculated for the 10 min measurement and 40 min measurement with the DT generator setting were 12.5 ppm and 4.4 ppm respectively. With the increase of the measurement time by a factor of 4, an improvement of the DL by a factor of 2 was expected. However, the calculated improvement factor was 2.8 (12.5/4.4). The results indicate that the lower background under the 847 keV peak at longer decay time overcame the limit of the lower Mn γ -ray count rate at longer decay time. In addition, longer decay time will significantly reduce the interference from Mg γ -rays. For these reasons, it is preferable to measure longer at a relatively long decay time. An optimized irradiation, measurement, and decay time will be determined in our future work once a DD generator system is set up in our laboratory.
The best Mn DL as calculated for the DD-based system using a high-efficiency HPGe detector (one detector with a relative efficiency of 50%) was about 3.3 ppm. This DL can be improved in several ways. First, by using an HPGe system with a relative efficiency of 100%, the DL can be reduced to 2.3 ppm. Alternately, by using two HPGe systems each with a relative efficiency of 100%, the DL can be improved to 1.7 ppm. Second, the DL can be improved by a factor of 1.35 if the radiation dose to the hand is increased to 50 mSv. If both factors are combined, a DL of 1.3 ppm can be achieved. Further improvements can be made by optimizing the irradiation, measurement, and decay time as described above. These values are comparable to the ones obtained by the group at McMaster which used the Tandetron accelerator as neutron source (Aslam et al 2009a) . The optimized DL reported by them was 0.6 μg Mn g −1 Ca with a hand dose of about 74 mSv. As far as we know, this is the only other group who has also been working on the instrumentation development on in vivo quantification of Mn in bone.
Because high-efficiency HPGe detectors are very expensive, the use of less expensive NaI detector systems can be explored. One advantage with these NaI systems is that it is easy to build a nearly 4π system, which provides almost 100% absolute efficiency. However, with a resolution that is about 100 times worse than that of the HPGe detector, it is not possible to differentiate the 844 keV Mg peak from the 847 keV Mn peak. However, this problem can be solved with a longer decay time, as illustrated in section 3.2. What's more, there has been progress regarding the NaI(Tl) detection system. Recently, one group developed a 4π γ -ray spectrometer using eight long NaI(Tl) detectors combined with the spectral decomposition method, and further improved the DL as a result of a gain in γ -ray detection efficiency (Byun et al 2006) .
Using MC simulations, the neutron dose to the hand after 10 min of irradiation at a neutron flux of 3 × 10 8 neutrons per second was calculated to be 37 mSv. Currently, there is no standard dose limit for the general public for hand exposure. Considering the many health risks associated with high Mn exposure, it is reasonable to use the reference annual dose limit for the general public for measuring the Mn present in those subjects exposed to excessive amounts of Mn. According to ICRP60, the annual dose limit to the hand for the general public is 50 mSv. Within this dose range, the risk of irradiation is low and the dose is acceptable. The way to reduce the whole body effective dose is by setting shielding materials between the generator and the rest of the body. With an HDPE box 26 cm thick, the whole body dose is 23 μSv.
Conclusion
Experiments and MC simulations for a DT neutron generator were performed to validate the MC simulation results of a DD generator for IVNAA analysis of Mn in bone. The best system design for a DD generator irradiation system was determined from MC simulation results. The detection limit was estimated using a 50% high-efficiency HPGe detector and was calculated to be 3.3 ppm for10 min of irradiation at a neutron flux of 3 × 10 8 neutrons per second with a DD setup. The dose to the hand was calculated to be 37 mSv, and the total body effective dose was calculated to be 23 μSv when using an HDPE shield. Based on these results, it is feasible to develop a transportable NAA system to quantify Mn in bone in vivo with an acceptable radiation dose to the subject.
