In Smart Grid Communication Networks (SGCNs), the Neighborhood Area Networks (NANs) locates in the middle place and transmits data up and down. The NAN routing algorithm is the key technology to determine the quality and efficiency of SGCNs communication services. Hybrid wireless mesh protocol (HWMP) is available for NAN, but not perfect. This paper explores the route recovery mechanism of HWMP and put up some improvements to it. Combined with our research on routing metric of HWMP, a new improved routing algorithm HR-HWMP is proposed in this paper. NS3 is used to simulate the performance of HR-HWMP. The results show that the performance in the packet transmission rate and network throughput has been improved.
INTRODUCTION
With the rapid development of the internet of things (IoT), IoT has been significantly applied in our daily lives, industry and farming. In our daily lives, some challenges arise in the traditional electricity networks, including the user's demand response and optimal allocation of energy saving equipment. The traditional electricity system needs to be smart [1, 2] . The next electricity power is named smart grids which is the smart power system that integrates two-way communications, sensing, and control technologies into the traditional power system [2] .
NANs undertakedata transmission tasksamong SGCN, and routing algorithm plays an important role in NANs. Wireless mesh network (WMN) topology is adapted to NANs considering the communication characteristics between nodes.Many researchers do a lot of work on routing problem of NANs [3, 4] .HWMP is the default routing protocol of IEEE802.11s for WMN and therefore can be adapted to NANs.
There are many factors impacting performance of a routing algorithm, such as routing metric and route recovery mechanism. Routing metric, that is the standard to choose next hop, is studied in another research work of ours [5] . This paper focuses on the route recovery mechanism of HWMP in NANs. Combined research on routing metric and route recovery mechanism, a new routing algorithm, highly reliable and efficient-route-recovery routing algorithm, called HR-HWMP, is proposed in this paper.Some simulations have been done to evaluate the performance of HR-HWMP using NS-3.The simulationresults show that the performance in the packet transmission rate and network throughput has improved. When the number of nodes is greater than 40, the packet transmission rate is about 95%.
The rest of the paper is organized as follows. In Section 2,we introduce the route recovery mechanism of HWMP protocol in detail. In section 3, anew route recovery mechanism is proposed to increase the performance of HWMP in NANs. Simulation results are presented in Section 4 and concluding remarks are drawn in Section 5.
BACKGROUND
As shown in Figure 1 , it is assumed that the source node A will transmit packet to the destination node E. The optimal route A → B → C → E is established by path discovery for transmission. If the link between node C and node E break which will trigger route recovery mechanism of HWMP. The node C that failed to forward the packet will generate a PERR message and send it to its predecessor node of E. PERR message is generated to inform all predecessor nodes that path is not available. All of the lists, including all nodes on this link, will be maintained. After the node B received the PERR, it will check the routing table according to the PERR. And the PERR will be forwarded to the predecessor node A. When the PERR is received, the route destined to E is marked as unavailable. If node A still needs to send the packet to node E, node A will reestablish a link to node E by path discovery to transmit the packets. If the packet forwarding fails, the route recovery mechanism of HWMP is triggered, PERR is generated and sent to the predecessor node, and the new link to the destination node is reestablished by path discovery.
According to the route recovery process of HWMP, generating PERR obviously will increase the load of the communication network and reduce the throughput of the network, especially, if interruption of communication links is due to interference or other factors and when it is no need to trigger route recovery mechanism. Although there are some research work on route recovery question [6] [7] [8] [9] , no literature on recovery mechanism of HWMP is found. This paper proposed an improved route recovery mechanism for HWMP including listening mechanism and backup path recovery mechanism which will be described in detail in the following section.
RELIABLE ROUTE RECOVERY MECHANISM
The raw route recovery process of HWMP will broadcast PERR messages as soon as the optimal route break, results to additional load and decrease of throughput of the whole network. The route recovery mechanism proposed in this paper mainly includes two parts, the listening mechanism and backup path recovery mechanism based on the backtracking algorithm. The recovery mechanism utilizes the backup path maintained by the node to transmit the packet in the case of the communication link breakage, and reduces the unnecessary trigger of sending PERR message. The new route recovery mechanism will be described in detail.
Listening mechanism
In a network communication, the communication link fluctuation resulting by interference or other factors causes the route recovery mechanism to happen. Broadcast PERR message can increase the network load, therefore make the network communication quality decline. Actually, in some cases, route recovery is unnecessary [7] .Frequent triggers of route recovery mechanism will affect the communication quality of the network apparently. Before the route recovery process, attaining the link quality and justifying the necessity of route recovery, called listening mechanism in this paper, will reduce overhead of the whole network.
The link quality parameter Quality(i,j) can be calculated by SINR parameter. The formula is as follow [10] :
Where 0 represents the signal strength of the receiving node receiving packet, is the noise level, and ∑ −1 represents the sum of the noisy signals.
The link quality judgment flow between node i and node j is shown in the following Algorithm 1. 
Backup path recovery mechanism
When the communication link is interrupted and the feedback result of the listening mechanism is poor link quality, it is regarded as a broken link, and the backup path recovery mechanism based on the backtracking algorithm is enabled.
The recovery mechanism involved backtracking algorithm, backup path mechanism and threshold control technology.
Backtracking algorithm is applied in the route recovery mechanism. When the source node communicates with the destination node, an optimal path is selected for the packet transmission. If one of link nodes failed, the current node informs its parent node of the broken link status. The parent node will find other communication links to complete the packet transmission. If the parent node has no other links, it will inform its parent node until the root node.
The backup path mechanism mainly makes up for the flaws of HWMP that each node only maintains the optimal path. With the backup path mechanism, the packet can be forwarded by backup path when the optimal link is broken.
The threshold control is used to discard the backup path and back to upstream node for link selection. Comparing routing metric of the backup path and optimal path, if greater than predefined threshold N, the backup path is discarded and back to the upstream hop to select another link. Otherwise, the backup path is used to forward the packet. The backup path recovery mechanism is described as following Algorithm 2. if i has reserve route to j && |Pathreserve(i,j).metric -Pathcurr(i,j)|≤ N then 3:
Select Pathreserve(i,j) as Pathcurr(i,j) 4: return 5: else 6:InfNei(i, Pathcurr(i,j)) 7:
while (i != s) 8:
if PreNode(i) has a reserve route to j && Pathreserver(PreNode(i),j).metric-Pathcurr(PreNode(i),j)≤N then 9:
Select Pathreserver(PreNode(i),j) asPathcurr(PreNode(i),j) PreNode(i) retransmit data with Pathcurr(PreNode(i),j) 10: end 11: end 12:
set PreNode(i) as i 13:
s start on-demand routing to find Path(i,j) 14: end 15: end
Efficient route recovery routing algorithm
The new proposed efficient route recovery routing algorithm is described as algorithm 3. The listening mechanism is used to obtain the Quality(i,j). If there is a link failed, then a link break decision will be made. If the link is broken, the backup path recovery mechanism based on the backtracking algorithm will be enabled. For example, in the network topology shown in Figure 2 , node s wants to send packets to node d. Here, node s is treated as the source node and node d is the destination node. First, the source node s selects an optimal path to the destination node d, d→g→h→i→j→d.If node i fails to transmit data to node j, listening mechanism is used to obtain the link quality parameter Quality(i, j). Comparing the Quality(i, j) with the predefined , if Quality(i, j) is greater than or equal to the , it is assumed that the link from node i to node j is only temporary broken and the link from node i to node j can still complete the communication and the packet will be retransmitted by the same link from node i to node j. And if Quality(i, j) is less than , the link i to j is really broken. Node i will check the alternate path to the destination node according to the route recovery mechanism, and if there is not, the node i will send PERR to it's the parent node h. The node h will check the alternate path, if there is no path to the destination node d, the PERR will be sent to the its parent node g until it goes back to the root nodes. If node i has a backup pathi→n→o→p→q→t→d as shown in figure 3 , the routing metric of the path will be compared with the routing metric of the optimal path. If the difference is less than or equal to predefined N (constant), the alternate path i→n→o→p→q→t→dwill be used to complete packet transmission. If the difference is greater than N, node i will send a PERR to its parent node and inform the node h that link i to j broken. When the node h receives the PERR packet sent by node i, it will invalidate the link through node i. The node h will check the alternate path to the destination node. If there is no path to the destination node d, the PERR will be sent to its parent node g until it goes back to the source nodes. If there is a backup path h→c→e→j→das shown in figure 3 , the routing metric of this path will be compared with the routing metric of the optimal path. If the difference is less than or equal to predefined N (constant), then the alternate path h→c→e→j→dwill be used to complete packet transmission. If the difference is greater than N, the cost of the alternate path is too large to discard. Repeat the previous steps back to the parent node, seek a reachable path until it goes back to the source nodes. The source node will reestablished a route by a path discovery and complete the packet transmission with the new path.
HR-HWMP
In another research work on HWMP [5] , a new routing metric, Hybrid Metric is proposed to improve the reliability of HWMP. Due to the limit of paper length, Hybrid Metric cannot be detailed here. Combined Hybrid Metric and the new efficient route recovery routing algorithm presented here, an improved HWMP is named HR-HWMP which means High Reliable-HWMP.
5SIMULATION
The simulator NS3 is used to analyze the performance of HR-HWMP in NANs and simulation parameters is shown in Table IV . Channel Number 5
Root number 1
Step 50
PacketInterval 0.1s
The simulation were on different topologies of 2×8, 2×9,……, 2×20. The step between nodes is 50m. WiFi standard is 802.11a. The packet size is set to 1024 bytes, and the packet interval is 0.1s. The total simulation time is 100s. The detailed parameters are shown in Table IV .
Simulation results analysis
In order to evaluate the performance of HR-HWMP routing protocol, the following performance metrics are considered:packet delivery fragment (PDF), average network throughput, average end-to-end delay and the number of control message packets [11] .
1) Packet delivery fragment The formula for calculating the delivery rate is:
Where Rx denotes the number of received packets and Tx denotes the number of transmission packets.
2) Average delay The average delay is calculated as: Average delay = (3) Where delaySum represents the sum of all end-to-end delays for all received packets containing the data stream, and Rx represents the number of received packets.
3) Throughput Throughput is expressed as the network data transmission capacity.
All simulation results of HR-HWMP are compared with raw HWMP and RE-HWMP [7] . From Figure 4 and Figure 5 ,it can be seen that HR-HWMP has greatly improved in the aspects of PDF and throughput of the HR-HWMP compared with the HWMP and RE-HWMP [7] . When the number of nodes increases, the difference is more obvious. When the number of nodes is bigger than 40, the packet delivery fragment can still be about 95%. Figure 6 shows that HR-HWMP works almost as same as HWMP and RE-HWMP on average end-to-end delay.HR-HWMP does not perform worse than the other two.
From Figure 7 , it can be seen that the number of PERR is significantly lower than HWMP and RE-HWMP. This clearly shows that the new route recovery mechanism propose in this paper works. When the number of nodes is less than or equal to 24, the number of PERR message does not decrease obviously compared with HWMP and RE-HWMP. When the number of nodes is bigger than 24, it can be seen that the number of PERR message in the HR-HWMP protocol is significantly reduced. 
CONCLUSION
An improved routing protocol HR-HWMP is proposed and the route recovery mechanism is discussed in detail in this paper. Simulation results show that HR-HWMP has better performance in PDF, throughput and the number of control message compared with raw HWMP and RE-HWMP. When the number of nodes is bigger than 40, the packet delivery fragment can still be about 95%. The decline in the number of PERR message can significantly reflect that the new route recovery mechanism works and help to improve the network throughput and PDF while not increasing end-to-end delay.
