Abstract The paper reviews some recent progress on adaptive signal decomposition into mono-components that are defined to be the signals of non-negative analytic phase derivatives.
Circular Hilbert transform
Hf (t) = p.v.
1 2π
The Fourier transform of Af (t) vanishes at negative frequencies. The analytic signal Af (t) can be written in the polar form Af (t) = a(t)e iθ(t) where a(t) is the amplitude and θ(t) the phase. The phase derivative ω(t) = dθ (t) dt is usually called the instantaneous frequency. This definition for instantaneous frequency, however, causes a lot of controversies. In fact, many do not agree with it, for, from the physics point of view, a quatity must firstly be non-negative and then may be called "frequency". Unfortunately, instantaneous frequency such defined is not always non-negative. The simplest counter examples include the mappings F (e it ) = 1 + pe it , where −1 < p < 1. For a fixed such p the mapping F (e it ) is the analytic signal of the real-valued signal f (e it ) = 1 + p cos t whose boundary phase derivative is a continuous function larger than zero and less than zero, respectively, in adjacent intervals for the t-variable. To see this we note that the conformal mapping F (z) maps the unit disc centered at the origin onto a disc centered at 1 that does not contain the origin. Thus the phase function on the boundary is not monotone. For signals like this we should not regard the phase derivative as a well defined "instantaneous frequency". The concerned concept is physically meaningful only when the analytic phase derivative is non-negative almost everywhere.
It was expected ( [7] ) that IMFs resulted from EMD would have well defined instantaneous frequency functions, or, in other words, non-negative analytic phase derivatives. In 2006, Sharpley and Vatchev constructed examples to show that there exist IMFs whose analytic phase functions are not monotone ( [9] ). As consequence, physically meaningful analytic instantaneous frequency cannot be defined for general. Practically an IMF is associated with a certain EMD determined by the type of envelops and the thresholds that are in use: If a basic function cannot be further decomposed by the EMD, then it is called an IMF for that EMD. An IMF may not remain to be an IMF any more if, for instance, the threshold changes.
Motivated by Huang et al's algorithm EMD and the related decompositions there have been studies in relation to what we call by mono-components (see below) and the related adaptive decompositions. The present paper is a survey on the main results in this later trend of study but not on the original EMD and its related decompositions. Comparatively, EMD algorithms have very best localization properties but the resulted basic signals, IMFs, are lack of global property: Being of a non-negative analytic instantaneous frequency function is a global property related to conformal mappings. Our approach, being of the global property, does not have promising local properties, and in particular, like Fourier series, is of Gibbs phenomenon. This is no wonder, as the theory of mono-components stretches its roots into analytic function theory. We make what is expected a mathematical object called mono-component defined as follows. 
is called a real mono-component (MC)([15]).
One can similarly defines complex mono-component on the line and real (complex)-mono-components on the unit circle ( [15] ). In the future, we call all the different types of mono-components just mono-components. This simplification does not cause any confusion. Instead of the unrealistic desire that every analytic signal would have instantaneous frequency we seek for decomposition of signals into the basic pieces of well defined instantaneous frequency, viz, the mono-components.
Bedrosian Identity
The classical Bedrosian theorem is established in 1963 ( [1] ).
Theorem 2.1. Assume that f (t) and g(t) are complex-valued signals of finite energy and F and G are, respectively, their Fourier transforms. If (i)F(ω) = 0 for |ω| > α and G(ω)
Bedrosian identity may simplify computations of Hilbert transforms of products of functions. In practice, the amplitude-frequency representation of a signal often satisfies the assumptions of the Bedrosian theorem. In fact, amplitude is usually of low-frequencies. The recent study of Bedrosian identity is motivated by the purpose of constructing non-unimodular mono-component.
Below, we briefly list the main results in this study. Yuesheng Xu and Dunyan Yan in ( [21] ) investigate a necessary and sufficient condition for Bedrosian identity. The classical Bedrosian theorem is a particular case of the sufficient part of the theorem. If restricted to real signals, use of the theorem, however, is reduced to the case delt with in the classical Bedrosian theorem.
Bo Yu and Haizhang Zhang in ( [22] ) characterize a class of functions satisfying the classical Bedrosian identity or the circular Bedrosian identity by certain homogeneous semi-convolution equations. The structure of solutions of these equations is then studied by using translation invariant subspaces of Hardy spaces and additive positive definite kernels. The results obtained provide some insights into the Bedrosian identity and are used to construct what they call "intrinsic mode functions". Through a different approach based on the characterization of real Hardy spaces in recent harmonic analysis studies, Lihua Yang and Haizhang Zhang ( [23] ) also proved the Bedrosian identity for 1 ≤ p, q ≤ ∞. They establish a necessary and sufficient condition for f ∈ H p and g ∈ H q with p −1 + q −1 ≤ 1 to satisfy the Bedrosian identity. As application, they give a characterization of f to satisfy the identity when g is a finite linear combination of complex sinusoids. They also show that if f is of low Fourier frequencies then it is necessary for g to have high Fourier frequencies in order to satisfy the Bedrosian identity.
Lately, Lihui Tan et al ( [19] , [20] ) studied Bedrosian identity by using complex analysis methods, especially the Nevanlinna factorization theorem and the backward shifting operator. While all the previous studies are based on Fourier transformation, their different methodology provides more insightful information and contributes new understanding to the question.
Unimodular cases

The Bedrosian identity method to produce new mono-component is based on the unimodular cases. By definition ([8]) phase signals are real signals f (t) = a cos θ(t), where a is a constant and e iθ(t)
is an analytic signal. For such signals all the information is contained in the phase function. The condition that e iθ(t) is an analytic signal requires special properties on θ(t). To the authors' knowledge, Picinbono would be the first person who systematically studied finite Blaschke products as mono-components on the line ( [8] ).
Tao Qian, Qiuhui Chen, Luoqing Li ( [11] , [12] ) systematically studied periodic analytic phase signals on the line.
The simplest and nontrivial case is Möbius function. Let a be a complex number in the unit disc D, and τ a (z) = z−a 1−āz be the corresponding Möbius transform. Then the unimodular function τ a (e it ), t ∈ [0, 2π], is a unimodular analytic signal, and, moreover, a mono-compent. Note that τ a conformally maps the unit disc to the unit disc, and the unit circle to the unit circle, and keeps the anti-clockwise rotation. Thus the boundary function τ a (e it ) is a monocomponent.
This result can be extended to finite or infinite Blaschke products. A finite Blaschke product is a function B n (z) = Qian shows, in ( [16] ), that if e iθ(t) is the non-tangential boundary value of an inner function, including infinite Blaschke product and singular inner function as particular cases, then the phase derivative θ (t) ≥ 0, where θ is defined as the non-tangential boundary value of the same quantity inside the region. The proof is a direct application of the Julia-Wolff-Caratheodory theorem in one complex variable. In other words, all phase signals are mono-components.
More Nonunimodular cases
Boundary values of starlike and p−starlike functions are more general monocomponents ( [15] , [17] ).
Definition A domain Ω is said to be starlike, if 0 ∈ Ω and tz ∈ Ω wherever 0 < t < 1 and z ∈ Ω. A univalent and holomorphic function f : D → f (D) is said to be starlike, if f (D) is starlike and f (0) = 0.
Closely related are convex domains and convex functions. In particular, a convex domain is a starlike domain, and a convex function is a starlike function. For a survey on starlike and convex functions in relation to mono-components, we refer to ( [15] ). A more general concept is p−starlike functions ( [17] ).
Definition 
Möbius transform and finite Blaschke products are special cases of starlike and p-starlike functions. General starlike functions have both time-varying instantaneous frequencies and amplitudes. Starlike-type mono-components are more intrinsic in signal's imbedded structures.
Adaptive decomposition of signals into Monocomponents
Our task is to adaptively decompose a given signal into a sum of mono-components. It seems that there are two approaches to achieve it. First, one would try to obtain a decomposition only based on the signal itself. In the second approach, one can seek for a large pool of mono-components and then try to decompose a signal by using the mono-components in the pool. In our practice, these two approaches are mixed together.
As a direct consequence, we have
The theorem and corollary show that a given signal may be decomposed into a mono-component series that converges as fast as one could desire.
The Hardy H p space theory supplies the following decomposition:
Since f + ∈ H 2 (D), the Nevanlinna factorization theorem guarantees that
where O 1 is an outer function, and I 1 is an inner function. We further have the following programme: 
