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ABSTRACT 
Conventional particle swarm optimisation relies on 
exchanging information through social interaction among 
individuals.  However for real-world problems involving 
control of physical agents (i.e., robot control), such 
detailed social interaction is not always possible.   
Recently, the Perceptive Particle Swarm Optimisation 
(PPSO) algorithm was proposed to mimic behaviours of 
social animals more closely through both social interaction 
and environmental interaction for applications such as 
robot control.  In this study, we investigate the PPSO 
algorithm on complex function optimisation problems and 
its ability to cope with noisy environments.  
1.  INTRODUCTION 
In particle swarm optimisation, all individuals in the 
swarm have the same behaviours and characteristics.  It is 
assumed that information on the position and performance 
of particles can be exchanged during social interaction 
among particles in the neighbourhood.  Importantly, the 
conventional particle swarm optimisation relies on social 
interaction among particles through exchanging detailed 
information on position and performance.  However, in the 
physical world, this type of complex communication is not 
always possible.  Global communication may be 
impossible amongst swarm of robots.  Indeed, it is 
common for robots to have no idea of their own 
performance at a given location and thus there may be little 
direct information that one individual can pass on to its 
companions. 
Insects must cope with similar problems.  Termites do 
not build their mounds by talking to each other and telling 
each other where to deposit material.  Instead, they 
perceive each other, and they perceive their environment, 
and their complex behaviour emerges as a result of those 
perceptions.  There is no concept of communication, only 
interaction.  Social interaction and environmental 
interaction (stigmergy) enables termites to build highly 
complex structures without direct communication [1, 2]. 
This work focuses on the use of swarm intelligence for 
physical applications, where these kinds of severe 
communication restrictions are common.  In order to 
imitate the physical collective intelligence in social insects, 
we previously proposed the Perceptive Particle Swarm 
Optimisation (PPSO) algorithm, which adds an extra 
dimension to the search space and enables both social 
interaction and environmental interaction by allowing a 
finite perception range for each individual [3].  In this 
study, we investigate the performance of the PPSO 
algorithm on complex function optimization problems and 
its ability to cope with noisy environment.  
The conventional particle swarm optimisation and its 
modifications including the PPSO algorithm are described 
in section 2.  The PPSO algorithm is discussed in 
comparison to conventional particle swarm optimisation.   
In section 3, the aim of the investigation and the 
methodology are discussed.  Section 4 describes 
experiments to investigate the performance of PPSO and 
conventional particle swarm optimisation according to the 
methodology.  A discussion of the experimental results is 
provided in section 5. 
2.  BACKGROUND 
Conventional Particle Swarm Optimisation 
The particle swarm optimisation algorithm was introduced 
by Kennedy and Eberhart in 1995 [4].  The algorithm 
consists of a swarm of particles flying through the search 
space.  Each individual i in the swarm contains parameters 
for position xi and velocity vi, where xi∈R
n, vi∈R
n while 
n is the dimension of the search space.  The position of 
each particle represents a potential solution to the 
optimisation problem.  The dynamics of the swarm are 
governed by a set of rules that modify the velocity of each 
particle according to the experience of the particle and that 
of its neighbours depending on the social network structure 
within the swarm as shown in equation 1.  By adding a 
velocity vector to the current position, the position of each 
particle is modified.  As the particles move around the 
space, different fitness values are given to the particles at 
different locations according to how the current positions 
of particles satisfy the objective. At each iteration, each 
particle keeps track of its personal best position, pbest. 
Depending on the social network structure of the swarm, 
the global best position, gbest, and/or the local best 
position,  lbest, is used to influence the swarm dynamic.   
After a number of iterations, the particles will eventually 
cluster around the area where fittest solutions are.   
 vi(t+1) = w.vi(t) + c1r1(xpbest,i - xi(t)) + c2r2(xgbest - xi(t))  (1) 
 xi(t+1) = xi(t) + vi(t+1) 
The particle swarm optimisation algorithm has been 
successfully employed to solve a range of optimisation 
problems including electric power systems [5], music [6], 
human tremor analysis [7], image classification [8], logic circuit design [9], recommender systems [10] and 
enhancement of other learning algorithms [11–13].   
The swarm behaviour in conventional particle swarm 
optimisation is influenced by the number of particles, 
neighbourhood size, inertia weight, maximum velocity, 
and acceleration calculation to modify the velocity.  The 
larger the number of particles in the swarm, the more likely 
the swarm will converge on the global optimum, because 
the social information exchange is increased. (This is 
dependent on different neighbourhood types and the 
neighbourhood size.)  The performance of a PSO algorithm 
can be improved through other system parameters.  The 
influence of the current velocity on the new velocity can be 
controlled by an inertia weight.  A large inertia weight 
compels large exploration through the search space; a 
smaller inertia weight causes reduced exploration. The 
influence of the particle’s experience and that of its 
neighbour is governed by the acceleration calculation. 
The further away the particle is from the best position 
from its own experience and its neighbour, the larger a 
change in velocity that is made in order to return to that 
best position. The acceleration limits the trajectory of the 
particle oscillation. The smaller the acceleration, the 
smoother the trajectory of the particle is.  However, too 
small an acceleration may lead to slow convergence, 
whereas too large an acceleration drives the particles 
towards infinity.  The new velocity is limited by the given 
maximum velocity to prevent particles from moving too 
fast in the space. 
Modifications of conventional PSO 
After the emergent of particle swarm optimisation, the 
algorithm has been analytically studied and improved in 
several ways [14–16] including the introduction of an 
inertia weight and its adjustment for better control of the 
balance of exploration and exploitation of swarms [17–20].  
A number of conventional PSO variations are introduced 
for different purposes.  Discrete PSO is a version of 
conventional PSO for optimization in discrete space [21–
23].  Cooperative PSO separates the input vector of the 
problem across a number of swarms; each swarm 
optimizes its own part of the vector [24, 25].  Another 
variation involving multiple swarms is the niche PSO that 
uses a number of sub-swarms to locate and track multiple 
optimal solutions simultaneously [26, 27].  There are 
several variations of PSO using a hybrid between 
evolutionary strategies and particle swarm optimization by 
combining the idea of evolutionary selection and 
reproduction into the conventional PSO to improve the 
optimization result [28–31].  A hierarchical PSO is a PSO 
variation that uses dynamic tree hierarchy concept based 
on the performance of each particle in the swarm to define 
a neigbourhood structure [32].  A Kalman swarm combines 
the use of Kalman filter to update particle positions in the 
conventional PSO.  It enhances exploration and the ability 
to find good solutions rapidly [33]. 
Perceptive PSO 
The conventional PSO algorithm as well as modified forms 
of PSO described in the literature relies on exchanging 
detailed information though social interaction among 
particles.  However, in the physical world, this type of 
complex communication is not always possible.  Recently, 
we proposed the perceptive particle swarm optimisation 
(PPSO) algorithm to support physical applications, where 
direct communication among individuals is not available 
[3]. 
The PPSO algorithm is relatively similar to the 
conventional particle swarm optimisation algorithm.   
However, instead of operating in n-dimensional search 
spaces for n-dimensional optimisation problems, the PPSO 
algorithm operates in (n+1)-dimensional search space. In 
effect, the particles fly over a physical fitness landscape, 
observing its peaks and troughs from afar. Instead of 
directly exchanging information among particles in their 
neighbourhoods, each individual has a finite range of 
perception so that it can observe the search space, which is 
the environment of the swarm, and perceive the 
approximate positions of other individuals within its 
perception range as social insects observe the world and 
other individuals through senses. Thus, particles in the 
PPSO algorithm are attracted to the better positions in the 
search space they perceive and to the neighbours they 
perceive. 
The added dimension represents the underlying 
performance of particles at their positions in n-dimensional 
space.  The exact performance at a specific position in the 
space is unknown to the particles in the PPSO algorithm.  
Adding the additional dimension and the ability to observe 
the search space allows particles to perceive their 
approximate performance.  Consider an n-dimensional 
function optimisation problem.  In the conventional 
particle swarm optimisation, particles fly around the n-
dimensional search space and search for position giving 
the greatest performance measured by using the function to 
optimise. On the other hand, in the PPSO algorithm the 
particles fly around (n+1)-dimensional space to observe 
the space and find the optima of the landscape.  Because 
particles can fly “over” discontinuities and noise, the 
PPSO algorithm finds a good solution to the problem 
regardless of non-deterministic functions or stochastic 
conditions.  Figure 1 shows particles (red dots) in the 
conventional PSO algorithm and the PPSO algorithm.  In 
Figure 1-(a) and 1-(b), particles operate in a one-
dimensional problem, while Figure 1-(c) and 1-(d) 
demonstrate particles operating in a two-dimensional 
problem. 
In more detail: particles in the PPSO algorithm observe 
the search space within their perception ranges by 
sampling a fixed number of directions to observe and 
sampling a finite number of points along those directions.  
Figure 2 shows an example of a particle observing the 
landscape   in   six   directions.    The  particle  attempts  to  
Figure 1. The comparison between the conventional PSO 
algorithm (a, c) and the PPSO algorithm (b, d) in one-
dimensional and two-dimensional optimisation problems 
 
Figure 2. An example of sampling the observation 
directions in two-dimensional problem 
 
observe the search space for the landscape at several 
sampled distances from its position, in each direction. If 
the sampled point is within the landscape, the particle 
perceives the height of the landscape at that point.  To be 
more realistic, the perception radius for observing the 
search space and other neighbouring particles can be 
separated into an inner radius and an outer radius.  Within 
the inner perception radius, the particle has excellent 
perception, while its perception is less reliable in the outer 
perception range. 
In the physical world, some social insects can perceive 
the presence of other individuals through other senses than 
those they use to observe the world.  To simplify this in 
PPSO algorithm, particles can observe neighbouring 
particles in their perception range without sampling along 
specific directions.  If there is any neighbour within the 
perception range, the particle perceives the approximate 
positions of neighbouring particles.  The performance of 
each particle in the neighbourhood is unknown to each 
other.  Therefore, each neighbouring particle might be in 
either a better or worse position than its own position.  The 
particle chooses randomly the neighbouring particles, 
which will influence the particle to move towards them.  
The position of the chosen neighbour will be used as the 
local best position.  If there is more than one neighbour 
chosen, the lbest position is the average position among 
those neighbours.  The presence of the neighbouring 
particles influences the calculation of the new velocity for 
the next iteration in the same way as local social 
interaction,  lbest, in the conventional particle swarm 
optimisation [34].  However, the particle will have no 
memory of the local best position from previous iterations.  
If the local best position at the current iteration does 
improve the performance of the particle, it will affect its 
personal best position in the next iteration because the 
pbest position is the position with maximum fitness value 
that the particle has ever been. 
Apart from parameters in the conventional particle 
swarm optimisation, the main parameters of the perceptive 
particle swarm optimisation are: the perception radius, the 
number of observing directions and the number of points 
to observe along each observing direction. A larger 
perception radius allows more social interaction and 
encourages particles to explore the search space.  This is 
because when there is no neighbouring particle within the 
perception range, the particle moves around its personal 
best position. However, the larger perception radius 
requires more computation time to observe the search 
space.  A greater number of observing directions and a 
greater number of points to observe along each observing 
direction require more computation time as well.   
However, more observing directions allow a greater 
chance to obtain a good solution and the greater number of 
points offers more accuracy in observation.  Note that the 
observation directions can be designed so that particles 
observe the search space at various angles in order to 
increase the chance that the swarm will find a good 
solution with acceptable computation time.  Beside the 
additional parameters, the performance of the PPSO 
algorithm can be tuned as the same as in the conventional 
PSO algorithm. 
The PPSO algorithm is designed for optimisation 
problems in physical applications, such as the coordinated 
control of a swarm of robots, whose memory and 
capability are limited. Examples include a swarm of rescue 
robots searching for survivors after an earthquake, or micro 
or nano-scale robots used to construct a desired form, 
where the conventional PSO algorithm cannot be applied. 
The significance of this application is quite promising in 
new fields such as nanotechnology and nanomedicine [35].   3.  METHODOLOGY 
In [3], an experimental validation was conducted in two-
dimensional function optimisation problem.  Despite the 
limited communication and performance measurements of 
the particles, the experiment showed comparable results 
with those from the conventional PSO algorithm [3].  In 
this study, the PPSO algorithm has been investigated in 
more complex problems and in problems of various 
dimensionalities by performing a series of experiments on 
four function optimisation problems with different levels 
of difficulty.  In addition, we investigated its ability to 
cope with noisy environments. 
The performance of the conventional PSO algorithm is 
compared with the PPSO algorithm applied on the same 
problems.  The fitness function for the experiment with the 
conventional PSO algorithm is the function to optimise, 
while the fitness function for the PPSO algorithm 
experiment is the average of the height of the landscape 
observed from all observation directions minus the 
distance between the particle and observed landscape.  The 
reason for having different fitness functions for each 
algorithm is that the PPSO algorithm has no 
communication and no knowledge of the function to 
optimise available to the swarm.  Apart from the fitness 
function, both algorithms are experimented on the same 
settings.  The performance of each algorithm is presented 
in terms of the optimization errors, which is the minimum 
distance between the maxima of the landscape and the final 
pbest position of each algorithm over all runs, the number 
of runs that miss the global optimum (if the position with 
the optimization error above is nearer to other optimum 
than the global optimum) and the number of iterations 
used.   
The functions used in the experiments are the following: 
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The first function, shown in Figure 3-a, is a simple 
function optimization problem, where there is one 
optimum with symmetrical slopes of moderate gradient.   
Using this function, the first experiment aims to investigate 
the performance of the PPSO algorithm on a simple task.  
In Figure 3-b, the second function consists of two optima.  
The local optimum peak expands in a larger area compared 
to the steeper global optimum peak; thus it is easier to find 
the local one.  The second experiment uses this function to 
examine the ability of PPSO to find the global optimal 
solution when a local optimal solution is nearby.  The third 
function consists of a local optimum peak with a wide base 
and a discrete global optimum peak at a distance.  In this 
case, the global optimal solution is very difficult to find 
because there is no slope to guide the algorithm to the 
optimum.  The third experiment uses this function to 
provide a real test for global optimization.  The fourth and 
last function, shown in Figure 3-d, has several local 
optimum peaks on one side and a global optimum spike at 
the other side, and is used in the fourth experiment. 
As we focus on optimisation problems in physical 
applications, noise can prevent particles from knowing 
their exact performance.  To assess the impact of noise, a 
series of experiments on the same optimisation problems 
mentioned previously with the presence of noise is also 
conducted.  The fitness functions for the experiment are 
the fitness functions described previously but corrupted by 
varying noise level, k.  The added noise is a random 
number between –k and +k.  In [36], the conventional PSO 
algorithm was tested in noisy and continuously changing 
environments.  The results suggested that the conventional 
PSO algorithm is stable and can efficiently cope with that 
condition.  Thus, in order to investigate whether the PPSO 
algorithm enables comparable optimization ability to PSO, 
the results from the PPSO algorithm in the presence of 
noise and the conventional PSO algorithm in the presence 
of noise should also be comparable. 
 
 
Figure 3. Four functions in one dimension used in the 
experiments 4.  EXPERIMENTS AND RESULTS 
In the experiments, the number of particles is varied to 
investigate the effect of changing in the number of 
particles.  Each optimisation problem is experimented in 
one, two and three dimensions.  The parameter settings for 
the experiments on both algorithms are described as 
follows.  The maximum velocity is set as 7.0 units.  The 
inertia weight is a random number between 0.5 and 1.0.  
The acceleration constants are set at 1.494.  Each 
experiment was run 20 times in order to obtain a reliable 
result.  The algorithms terminate when they reach the 
maximum iteration of 50,000 or when all particles move 
less than a distance of 0.4 units.   
The experiment on the conventional PSO is conducted 
with three types of social interactions; pbest, lbest (with a 
ring network – each particle was concerned to two nearest 
neighbours) and gbest [34].  The particles operate in the 
same number of dimensions as the functions to optimise. 
For the experiment on the PPSO algorithm, the particles 
operate in n+1 dimension when the function to optimise is 
n-dimension.  Apart from parameter settings based on the 
conventional PSO algorithm, the parameters for the PPSO 
algorithm are the number of observation directions set as 
2n, the inner perception radius of 3.0 units and the outer 
perception radius of 7.0 units. 
The experiments are numbered as follows: Experiment 
1 uses function 1, with six levels of noise (from zero to 5), 
at 3 different dimensions (1,2,3), applied to 4 algorithms 
(PSO p-best , PSO l-best , PSO g-best , PPSO), with five 
different population sizes (10,15,20,25,30), making a total 
of  360 tests, each run 20 times. Experiment 2 uses 
function 2, with the same variations, making a total of 360 
more tests, each run 20 times. Likewise, experiment 3 uses 
function 3, and experiment 4 uses function 4, both with the 
same variations and number of tests. 
 
Dimension  1 2 3 
 
 
Experiment  Function : noise level 
1  1:0  1:1  1:2  1:3  1:4  1:5 
2  2:0  2:1  2:2  2:3  2:4  2:5 
3  3:0  3:1  3:2  3:3  3:4  3:5 
4  4:0  4:1  4:2  4:3  4:4  4:5 
 
 
Algorithm:  PSO 
p-best 
PSO 
l-best 
PSO 
g-best  PPSO 
 
 
Population 
Size:  10  15  20  25  30 
Figure 4. The experiment layout  
 
The results shown are representative of the other results 
obtained from the experiments.  Figure 5 illustrates the 
comparison between four algorithms in terms of the 
optimization error and number of runs that miss the global 
optimum for experiments in one dimension when no noise 
appears.  Compared to PSO algorithms, the PPSO 
algorithm resulted in good performance in terms of 
optimization error; the PPSO results differ from the best 
PSO results for less than 2.0 units.  In terms of the number 
of runs where the global optimum was not found, the 
PPSO algorithm resulted in zero run even in the third 
experiment using function 3.  For higher-dimensional 
problems, the same result content for the experiments in 
three dimensions is shown in Figure 6.  As the number of 
dimensions increase, the area of empty space increases 
accordingly.  All algorithms produce poorer results than 
the one-dimensional case.  However, the trend shown in 
Figure 6 is that the larger the number of particles in the 
swarm, the better the performance (but more computation 
time required).  Compared to other algorithms, the PPSO 
algorithm resulted in high optimization error but high rate 
to find the global optimum. 
For the experiments in noisy environment, Figure 7 
shows the effect of noise to each algorithm in terms of the 
optimization error and number of runs where the global 
optimum was not found for the second experiment in one 
dimension.  In Figure 5, the optimization errors are less 
than 0.02 except for the PSO algorithm with global social 
interaction.  In the presence of noise, the results shown in 
Figure 7 indicate that the PSO algorithms (except for PSO-
gbest) and the PPSO algorithms can cope with noise 
efficiently; the largest error from the case with no noise is 
less than 0.2.  For the PSO-gbest algorithm, a noisy 
environment has a high impact on the ability to find the 
global optimum.  In terms of the number of iterations used 
in the experiment, the impact is on the PPSO algorithm.  
With noise, the number of iterations required to find a 
good solution reduces as shown in Table 1.  In three 
dimensions, the experiment with the same function, shown 
in Figure 8, resulted in similar trend – the algorithms can 
cope with noise added to the problem.  However, the 
results show the improvement in the number of runs where 
the global optimum was not found for PSO-lbest 
algorithm.  For the experiment using function 3 in three 
dimensions, the results are illustrated in Figure 9.  With 
noise, the PSO-lbest algorithm dramatically improves its 
performance. 
Table 1. The number of iterations used in the second 
experiment in one dimension with noise 
  10P 15P 20P 25P 30P 
N0  2017  50000 36280.5 50000  50000 
N1  3509  25859 32262 19818 50000 
N2  7149  30112 18505.5 19406 24878.5 
N3  4464  14045.5 20919.5 23584.5  27339 
N4  5954  17413 13852 32609  14325.5 
N5  3960.5 21831.5 44073 24314.5  18399.5  
Figure 5.  The optimisation error (a) and number of runs 
that miss the global optimum for the experiments in one 
dimension without noise 
 
Figure 6.  The optimisation error (a) and number of runs 
that miss the global optimum for the experiments in three 
dimensions without noise 
 
Figure 7.  The optimisation error (a) and number of runs 
that miss the global optimum for the experiment 2 in one 
dimension with noise 
 
Figure 8.  The optimisation error (a) and number of runs 
that miss the global optimum for the experiment 2 in three 
dimensions with noise  
Figure 9.  The optimisation error (a) and number of runs 
that miss the global optimum for the experiment 3 in three 
dimensions with noise 
5.  DISCUSSION 
The results show that the greater the number of particles in 
the swarm, the more the PPSO algorithm finds a good 
solution; however, this is at the expense of greater 
computation time. In contrast, having fewer particles might 
suffer from greater optimisation error, but it requires less 
time.  For higher-dimensional problems, the trend of the 
results is the same as in one-dimensional problems; 
however, the higher the number of dimensions, the more 
computation time is required to simulate particle 
perception.  From the experiments, the results of PPSO 
algorithm are comparable to those of PSO algorithms.  In 
some cases, shown in Figure 5 and 6, the PPSO algorithm 
performs better than the PSO algorithms.  This work thus 
demonstrates that simpler, more physically plausible 
particles, with few direct communication capabilities, can 
collectively behave usefully as a swarm. 
With the presence of noise, the conventional PSO 
algorithm can generally cope.  The results are sometimes 
better than those in noise free conditions, especially when 
the search space is full of empty space.  It appears that 
noise helps stimulate particle perception.  In contrast, the 
stimulation is unwanted when the swarm can cover much 
of the search space.  The same trends are seen with the 
PPSO algorithm.  In addition, the PPSO algorithm is often 
faster to find a solution than when no there is no noise. 
From all experiments, PSO-lbest algorithm shows great 
optimisation performance but requires great amount of 
computation time, while PSO-gbest algorithm works fast 
but produces poor rate to find a global optimum.  Without 
social interaction, PSO-pbest algorithm results in moderate 
performance.  Without direct detailed communication 
among particles, PPSO algorithm performs comparable 
results to PSO-lbest algorithm with the same concern on 
computation time.   
6.  CONCLUSION 
The Perceptive Particle Swarm Optimisation (PPSO) 
algorithm was proposed to mimic behaviours of social 
animals more closely through both social interaction and 
environmental interaction for applications such as robot 
control.  In this study, we investigated the PPSO algorithm 
on complex function optimisation problems and its ability 
to cope with noisy environments. The results showed that 
for problems where reliable communication is impossible 
(or very difficult) such as robot control, the PPSO 
algorithm should be significantly beneficial.  Despite the 
restrictions imposed on communication, and regardless of 
noise, PPSO produced comparable (or better) results to the 
conventional PSO algorithm with lbest social interaction, 
which is the most similar method to the PPSO algorithm.  
However, the observation simulation requires more 
computation time to process, each iteration (this would not 
be an overhead in a true physical system). 
The transformation of the objective function into a 
higher-dimensional landscape over which the particles fly 
may enable the PPSO to perceive and move to optima in 
very complex or deceptive spaces.  This will be 
investigated in our future work. 
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