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HESSENBERG VARIETIES FOR THE MINIMAL NILPOTENT ORBIT
HIRAKU ABE AND PETER CROOKS
ABSTRACT. For a connected, simply-connected complex simple algebraic group G, we ex-
amine a class of Hessenberg varieties associatedwith the minimal nilpotent orbit. In partic-
ular, we compute the Poincare´ polynomials and irreducible components of these varieties
in Lie type A. Furthermore, we show these Hessenberg varieties to be GKM with respect
to the action of a maximal torus T ⊆ G. The corresponding GKM graphs are then explicitly
determined. Finally, we present the ordinary and T -equivariant cohomology rings of our
varieties as quotients of those of the flag variety.
1. INTRODUCTION
1.1. Context and Statement of Results. Hessenberg varieties form a large and interesting
family of subvarieties of the flag variety, including Springer fibres, the Peterson variety,
the toric variety associated to Weyl chambers, and the flag variety itself. They are studied
in the contexts of algebraic geometry [2, 5, 18, 19, 21, 23, 30], combinatorics [8, 13, 15, 24],
geometric representation theory [11, 27], and equivariant algebraic topology. Concerning
the last of these areas, there has been a pronounced emphasis on equivariant cohomology
computations for torus actions on Hessenberg varieties (see [1, 9, 14, 17]).
This manuscript studies a class of Hessenberg varieties arising from the minimal nilpo-
tent orbit. More precisely, let G be a connected, simply-connected simple algebraic group
over Cwith Lie algebra g, opposite Borel subgroups B, B− ⊆ G, maximal torus T = B∩B−,
Weyl group W = NG(T)/T , and highest root θ. Each highest root vector eθ ∈ gθ \ {0} be-
longs to the minimal nilpotent orbit of G. Accordingly, for a Hessenberg subspace H ⊆ g,
we consider the Hessenberg variety XH(eθ) ⊆ G/B. This variety has received some atten-
tion in the literature as an example of a highest weight Hessenberg variety (see [31]).
As is the case with nilpotent Hessenberg varieties in general, XH(eθ) is sometimes sin-
gular and reducible, and its geometry depends heavily on the choice of H. However, one
distinguishing feature is that XH(eθ) is a union of Schubert varieties. In particular, it is
invariant under the action of T on G/B.
While we present a wide array of results on the geometry and topology of XH(eθ), the
following are our main results.
• There are explicit combinatorial procedures for determining the Poincare´ polyno-
mial and irreducible components of XH(eθ) in Lie type A.
• The T -action renders XH(eθ) a GKM variety. Its GKM graph is the full subgraph of
the GKM graph of G/B with vertex set {w ∈W : gw−1θ ⊆ H}.
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• The restriction map i∗T : H
∗
T(G/B;Q)→ H∗T (XH(eθ);Q) is surjective. Its kernel is the
H∗T(pt;Q)-submodule ofH
∗
T(G/B;Q) freely generated by the “equivariant opposite
Schubert classes” σT (w) for all w ∈W with gw−1θ ∩H = {0}.
1
We also prove a similar statement for the ordinary cohomology ring H∗(XH(eθ);Q).
1.2. Structure of the Article. Webeginwith 2.1, which enumerates some of the important
objects used throughout the article. Section 2.2 then properly introduces XH(eθ). In 2.3,
we use a common description of Hessenberg varieties in type A to provide an explicit
example of XH(eθ).
Section 3 seeks to introduce XH(eθ) through the lens of equivariant geometry. Specif-
ically, 3.1 shows XH(eθ) to be T -invariant, and it gives a description of the T -fixed point
set XH(eθ)
T . Using this description, 3.2 computes |XH(eθ)
T |, the Euler number of XH(eθ).
Also, 3.3 uses properties of XH(eθ)
T to give an upper bound on the codimension of XH(eθ)
in G/B.
Section 4 exploits combinatorial descriptions of Hessenberg varieties in type A to in-
vestigate the geometry of XH(eθ). Specifically, 4.1 computes the Poincare´ polynomial of
XH(eθ) by means of the Hessenberg stair shape diagram. Next, beginning with some par-
tial results in type ADE, 4.2 and 4.3 introduce the modified Hessenberg stair shape to
completely describe the irreducible components of XH(eθ) in type A.
Section 5 studies XH(eθ) via GKM theory. In 5.1 and 5.2, we review the relevant parts of
this theory, as well as how they apply to the flag variety. Section 5.3 then shows the GKM
graph of XH(eθ) to be a full subgraph of the GKM graph of G/B. In 5.4, we explain how
one would implement this result to draw the GKM graph of XH(eθ) in type A. We then
provide the GKM graphs of all five such Hessenberg varieties in type A2.
Section 6 is devoted to the calculation of H∗(XH(eθ);Q) and H
∗
T(XH(eθ);Q). Specifically,
the restriction maps H∗(G/B;Q) → H∗(XH(eθ);Q) and H∗T (G/B;Q) → H∗T(XH(eθ);Q) are
shown to be surjective with kernels generated by certain opposite Schubert classes.
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2. BACKGROUND
2.1. Notation and Conventions. We begin by introducing some of the objects that will
remain fixed throughout the article. Let G denote a connected, simply-connected simple
1Here, σT (w) ∈ H
2ℓ(w)
T (G/B;Q) is the class determined by the opposite Schubert variety B−wB/B.
2
algebraic group over C with Lie algebra g. One then has the adjoint representations
Ad : G→ GL(g), g 7→ Adg
and
ad : g→ gl(g), ξ 7→ adξ .
Fix a pair of opposite Borel subgroups B, B− ⊆ G, whose intersection is then a maximal
torus T = B ∩ B−. Let t and b denote the Lie algebras of T and B, respectively. One has
the weight lattice X∗(T) := Hom(T,C∗) and collections of roots ∆ ⊆ X∗(T), positive roots
∆+ ⊆ ∆, negative roots ∆− ⊆ ∆, and simple roots Π ⊆ ∆+. Since G is simple, there is a
unique highest root θ ∈ ∆+. Finally, letW = NG(T)/T be the Weyl group.
By virtue of the choices made above, ∆ and W are posets. The partial order on the
former is
β ≤ γ⇐⇒ γ− β =∑
α∈Π
nαα
for some nα ∈ Z≥0. The Weyl group W carries the Bruhat order, an excellent reference
for which is [6]. We shall always assume ∆ andW to be partially ordered in the manner
described here.
This article will make extensive use of T -equivariant cohomology. More explicitly, let
ET → BT denote the universal principal T -bundle. If X is a topological space equipped
with a continuous T -action, then the product ET × X carries the diagonal T -action. Fur-
thermore, the Borel mixing space XT of X is defined by
XT := (ET × X)/T.
The T -equivariant cohomology of X (with rational coefficients) is then defined to be
H∗T(X;Q) := H
∗(XT ;Q),
the ordinary cohomology of XT . We will henceforth assume all cohomology (both ordi-
nary and equivariant) and homology to be overQ, andwewill suppress theQ-coefficients
in our notation.
Let us take a moment to recall an important description of H∗T(pt), the T -equivariant
cohomology of the one-point space. Given α ∈ X∗(T), let Cα denote the one-dimensional
T -representation of weight α. We may regard Cα as a T -equivariant complex line bundle
over a point. As such, it has a T -equivariant first Chern class, cT1(Cα) ∈ H
2
T(pt). We then
have a degree-doubling Q-algebra isomorphism
ϕ : Sym(X∗(T)⊗Z Q)→ H∗T(pt),
characterized by the property that ϕ(α) = cT1(Cα) for all α ∈ X
∗(T). With this in mind, we
will make no distinction between H∗T (pt) and Sym(X
∗(T)⊗Z Q).
2.2. The Hessenberg Varieties of Interest. Suppose that H ⊆ g is a Hessenberg subspace,
namely a b-invariant subspace of g containing b.2 Note that
(1) H = t⊕
⊕
γ∈∆H
gγ = b⊕
⊕
γ∈∆−
H
gγ
2We emphasize that H need not be a parabolic subalgebra of g.
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for some subsets ∆H ⊆ ∆ and ∆
−
H ⊆ ∆− where ∆
−
H = ∆H ∩∆−. We shall call the roots in ∆H
Hessenberg roots, while calling those in ∆−H negative Hessenberg roots.
Now, given ξ ∈ g, the subset
GH(ξ) := {g ∈ G : Adg−1(ξ) ∈ H}
is invariant under the right-multiplicative action of B on G. We may therefore define
XH(ξ) := GH(ξ)/B.
This is a closed (hence projective) subvariety of G/B, called a Hessenberg variety (see [5]).
If ξ ∈ g is nilpotent, one calls XH(ξ) a nilpotent Hessenberg variety.
The following relationship between adjoint orbits and Hessenberg varieties will help
to give context for the Hessenberg varieties studied in this manuscript.
Lemma 1. If ξ, η ∈ g belong to the same G-orbit, then XH(ξ) and XH(η) are isomorphic as
varieties.
Proof. By assumption η = Adg(ξ) for some g ∈ G. Note that left-multiplication by g
defines an isomorphism from GH(ξ) to GH(η). This isomorphism is B-equivariant for the
right-multiplicative action of B. Hence, the quotients GH(ξ)/B = XH(ξ) and GH(η)/B =
XH(η) are isomorphic. 
Fix a non-zero vector in the highest root space, eθ ∈ gθ \ {0}, and consider the nilpotent
Hessenberg variety XH(eθ). Noting that eθ belongs to the minimal nilpotent orbit Omin of
G, Lemma 1 implies that XH(ξ) ∼= XH(eθ) for all ξ ∈ Omin. In this sense, XH(eθ) is precisely
the Hessenberg variety arising from the minimal nilpotent orbit.
Letting the Hessenberg subspace H vary, the XH(eθ) constitute an interesting family of
subvarieties of G/B. With respect to inclusion, the largest and smallest are Xg(eθ) and
Xb(eθ), respectively. The former is easily seen to be G/B itself, while the latter is the
Springer fibre above eθ. In particular, XH(eθ) is sometimes singular and reducible.
To obtain additional examples, we will need to recall a concrete description of Hessen-
berg varieties in type A.
2.3. Examples in Type A. Suppose that G = SLn(C) with n ≥ 2, and that T are B are the
subgroups of diagonal and upper-triangular matrices in SLn(C), respectively. For distinct
i, j ∈ {1, 2, . . . , n}, ti − tj shall denote the root
(2) T → C∗,


t1 0 0 . . . 0
0 t2 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . tn

 7→ tit−1j .
The highest root is then given by
(3) θ := t1 − tn,
and
eθ :=


0 0 . . . 0 1
0 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 0


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is a choice of highest root vector.
Now, suppose that H ⊆ sln(C) is a Hessenberg subspace. There exists a unique weakly
increasing function h : {1, 2, . . . , n}→ {1, 2, . . . , n}with j ≤ h(j) for all j, such that
(4) H = {[aij] ∈ sln(C) : aij = 0 for i > h(j)}.
Noting that (4) defines a bijective correspondence between the Hessenberg subspaces H
and all such functions h, one calls these functions Hessenberg functions. We will represent
a Hessenberg function h by listing its values, so that h = (h(1), h(2), . . . , h(n)).
Consider the variety Flags(Cn) of full flags V• = ({0} ⊆ V1 ⊆ V2 ⊆ . . . ⊆ Vn−1 ⊆ C
n) of
subspaces of Cn. One has the usual variety isomorphism
(5) SLn(C)/B ∼= Flags(C
n).
If h = (h(1), h(2), . . . , h(n)) is the Hessenberg function corresponding toH ⊆ sln(C), then
(6) XH(eθ) ∼= {V• ∈ Flags(C
n) : eθ(Vj) ⊆ Vh(j) for all j}
via the isomorphism (5).
Let us use (6) to describe XH(eθ) in the case where n = 3 and h = (2, 3, 3). Indeed, we
have
XH(eθ) ∼= {V• ∈ Flags(C
3) : eθ(V1) ⊆ V2}.
Letting {e1, e2, e3} denote the standard basis of C
3, it is straightforward to see that each
V• ∈ XH(eθ) must satisfy V1 ⊆ span{e1, e2} or e1 ∈ V2. Let X1 and X2 denote the subva-
rieties of XH(eθ) defined by these respective conditions, so that XH(eθ) = X1 ∪ X2. Note
that completing V1 ⊆ span{e1, e2} to an element V• ∈ XH(eθ) is equivalent to specify-
ing a 2-dimensional subspace V2 containing V1. Also, completing a V2 containing e1 to
V• ∈ XH(eθ) amounts to specifying a 1-dimensional subspace V1 contained in V2. From
these observations, we see that each of X1 and X2 is isomorphic to P
1×P1. The intersection
of these subvarieties is seen to be two copies of P1 which themselves intersect in a single
point.
In Section 5.4, we will study the above-mentioned example as a GKM variety (see Fig-
ure 10).
3. THE EQUIVARIANT GEOMETRY OF XH(eθ)
3.1. Algebraic Group Actions on XH(eθ). In contrast to a general nilpotent Hessenberg
variety, XH(eθ) is a union of Schubert varieties. Equivalently, we have the following
proposition (cf. [31], Proposition 4.1).
Proposition 2. The variety XH(eθ) is invariant under the action of B on G/B.
Proof. It suffices to prove that GH(eθ) is invariant under left-multiplication by elements of
B. To this end, suppose that b ∈ B and g ∈ GH(eθ). We have
Ad(bg)−1(eθ) = Adg−1(Adb−1(eθ)).
Since eθ belongs to the highest root space, Adb−1(eθ) is a scalar multiple of eθ. Hence,
Adg−1(Adb−1(eθ)) is a scalar multiple of Adg−1(eθ), and therefore in H. 
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As a consequence of Proposition 2, XH(eθ) carries an action of the maximal torus T .
Properties of this T -action will play an essential role in proving the main results in this
paper. The first such property is a description of the T -fixed point set XH(eθ)
T . To this end,
recall that the T -fixed points of G/B are enumerated by the bijection
(7) W
∼=
−→ (G/B)T
w 7→ xw := [g],
where g ∈ NG(T) represents w ∈ W. Recalling the definition of the Hessenberg roots ∆H
(see (1)), we have the following description of XH(eθ)
T .
Proposition 3. The T -fixed points of XH(eθ) are given by
XH(eθ)
T = {xw : w ∈W and w
−1θ ∈ ∆H}.
Proof. Suppose that w ∈ W is represented by g ∈ NG(T), so that xw = [g] ∈ G/B. Hence,
xw ∈ XH(eθ) if and only if g = hb for some h ∈ GH(eθ) and b ∈ B. SinceGH(eθ) is invariant
under right-multiplication by elements of B, this is equivalent to the condition that g ∈
GH(eθ). Equivalently, Adg−1(eθ) ∈ H, which is precisely the statement thatw
−1θ ∈ ∆H. 
For example, suppose that G = SLn(C) and that T ⊆ SLn(C) and B ⊆ SLn(C) are the
maximal torus and Borel subgroup considered in 2.3, respectively. Recall thatW = Sn and
let h : {1, 2, . . . , n} → {1, 2 . . . , n} be a Hessenberg function corresponding to H ⊆ sln(C).
Since the highest root is as given in (3), Proposition 3 implies that xw ∈ XH(eθ)
T if and
only if the root space of w−1θ := tw−1(1) − tw−1(n) belongs to H. Noting that this root space
is spanned by the matrix with entry 1 in position (w−1(1), w−1(n)) and all other entries 0,
our characterization becomes
(8) xw ∈ XH(eθ)
T ⇐⇒ w−1(1) ≤ h(w−1(n)).
This condition can be visualized in terms of the one-line notation3 forw ∈ Sn. Letting i and
j be the positions of 1 and n in the one-line notation for w respectively, the condition (8)
becomes equivalent to i ≤ h(j) (ie. h determines the amount by which the position of 1
can exceed that of n in the one-line notation).
3.2. The Euler Number of XH(eθ). This section addresses the computation of |XH(eθ)
T |,
the Euler number of XH(eθ). More precisely, we give a general formula for |XH(eθ)
T | and
then specialize it to cases in which one can be more explicit.
To begin, Proposition 3 implies that
(9) |XH(eθ)
T | = |{w ∈W : w−1θ ∈ ∆H}| = |{w ∈W : wθ ∈ ∆H}|.
SinceW preserves the set of long roots ∆long ⊆ ∆, (9) becomes
(10) |XH(eθ)
T | = |{w ∈W : wθ ∈ ∆long,H}|,
where ∆long,H := ∆long ∩ ∆H. Noting thatW acts transitively on ∆long, we have
|{w ∈W : wθ = α}| = |{w ∈W : wθ = θ}| =
|W|
|∆long|
for all α ∈ ∆long,H. Hence, (10) becomes
3For a permutation w ∈ Sn, the list w(1) w(2) . . . w(n) is called the one-line-notation forw.
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Proposition 4.
(11) |XH(eθ)
T | = |W|
|∆long,H|
|∆long|
.
We now specialize (11) to some particularly tractable cases. Firstly, (11) is seen to imply
that the Springer fibre Xb(eθ) contains exactly one-half of the T -fixed points in G/B.
Corollary 5. The Euler number of our Springer fibre Xb(eθ) is given by
(12) |Xb(eθ)
T | =
|W|
2
.
Proof. Since the number of positive long roots coincides with the number of negative long
roots, we see that |∆long,b| =
1
2
|∆long|. The formula (12) then follows from (11). 
Our second specialization of (11) is to the simply-laced case, in which ∆long = ∆ and
∆long,H = ∆H. Hence, |∆long| = dim(g) − rank(g) and |∆long,H| = dim(H) − rank(g), so that
(11) reads as
Corollary 6. In the simply-laced case, we have
(13) |XH(eθ)
T | = |W|
(
dim(H) − rank(g)
dim(g) − rank(g)
)
.
For example, if G = SLn(C), then
|XH(eθ)
T | = (n− 2)!(dim(H) − n+ 1).
3.3. The Codimension of XH(eθ). Let us write Π = {α1, α2, . . . , αn}, and let Πi := Π− {αi}
for i ∈ {1, 2, . . . , n}. Denote by Pi ⊆ G the maximal parabolic subgroup corresponding to
Πi ⊆ Π. Also, let WPi ⊆ W be the subgroup generated by the simple reflections sαk for
k 6= i.
Lemma 7. If w ∈WPi , then w
−1θ ∈ ∆+.
Proof. Note that θ =
∑n
k=1mkαk with mk > 0 for k ∈ {1, 2, . . . , n}. Also, recall that we
have
(14) sαℓ(αk) = αk −
2〈αk, αℓ〉
〈αℓ, αℓ〉
αℓ.
If w ∈ WPi and we write w
−1θ =
∑n
k=1 dkαk for some dk ∈ Z, then (14) implies di = mi >
0. Since w−1θ is a root, this shows it to be a positive root. 
Proposition 8. For any maximal parabolic subgroup Pi, we have Pi/B ⊆ XH(eθ) ⊆ G/B.
Proof. Lemma 7 implies that w−1θ ∈ ∆H for any w ∈ WPi , which by Proposition 3 means
that xw ∈ XH(eθ)
T . Sincewe have Pi/B =
∐
w∈WPi
BwB/B andXH(eθ) =
∐
xw∈XH(eθ)T
BwB/B,
we obtain Pi/B ⊆ XH(eθ) ⊆ G/B. 
This proposition has interesting implications for the codimension of XH(eθ) in G/B.
Indeed, whenG = SLn(C), a suitable choice of maximal parabolic Pi gives (by Proposition
8)
Flags(Cn−1) ⊆ XH(eθ) ⊆ Flags(C
n).
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Hence, the complex codimension ofXH(eθ) in Flags(C
n) is at mostn−1whenG = SLn(C).
Finally, in all Lie types, it is known that the codimension of Xb(eθ) in G/B is equal to half
the dimension of the minimal nilpotent orbit Omin (cf. [4], Corollary 3.3.24, which is based
on [25]). Since dimC(Omin) = 2h
∨ − 2 (see [32], Theorem 1)4, we have
codimC(Xb(eθ)) = h
∨ − 1.
For a general Hessenberg subspace H, the inclusion Xb(eθ) ⊆ XH(eθ) gives
codimC(XH(eθ)) ≤ h
∨ − 1.
4. POINCARE´ POLYNOMIALS AND IRREDUCIBLE COMPONENTS
4.1. Poincare´ Polynomials in Type A. We now compute the Poincare´ polynomial PH(t)
of XH(eθ) when G = SLn(C). Accordingly, we shall assume all notation to be as in 2.3.
Consider an n × n grid of boxes, and let (i, j) denote the box in row i and column j.
If H ⊆ sln(C) is a Hessenberg subspace with Hessenberg function h, we shall call the
stair-shaped sub-grid
{(i, j) ∈ {1, 2, . . . , n}× {1, 2, . . . , n}} : i ≤ h(j)}
the Hessenberg stair shape. One identifies it by drawing a line in the n × n grid such that
the sub-grid consists precisely of the boxes lying above the line.
FIGURE 1. The Hessenberg stair shape determined by h = (2, 4, 5, 5, 5)
when n = 5
Definition 9. For 0 ≤ i ≤ 2n − 3, we define qH(i) to be the number of boxes in the Hessenberg
stair shape meeting the diagonal line segment joining (2, n− i) and (2+ i, n). Namely,
qH(i) = |{(k, j) ∈ {1, 2, . . . , n}× {1, 2, . . . , n} : 2 ≤ k ≤ h(n+ 1− j), j+ k − 3 = i}|.
The number qH(i) is easily computed in practice. One starts with the rightmost box
in row #2, moves i boxes to the left, and then draws the longest possible diagonal line
segment passing through the current box and not passing through a box in row #1. The
number of boxes meeting this line segment is precisely qH(i).
The following figure illustrates the computation of qH(2) in the case n = 5 and h =
(2, 4, 5, 5, 5).
4Here, h∨ is the dual Coxeter number.
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tt
t
❅
❅
❅
←j ↓k
FIGURE 2. The computation of qH(2) when h = (2, 4, 5, 5, 5) and n = 5.
As per Definition 9, one begins by drawing the diagonal line segment con-
necting (2, 3) and (4, 5). Since this segment meets exactly 3 boxes, we have
qH(2) = 3.
It will be convenient to consider the polynomial
qH(t) :=
2n−3∑
i=0
qH(i)t
2i.
As is the case with its coefficients, this polynomial can be computed diagrammatically
via the Hessenberg stair shape. One simply fills each box involved in the computation
of qH(i) with t
2i, and then sums the resulting terms. The following figure illustrates this
procedure.
←j ↓k
t0
t2
t4
t6
t2
t4
t6
t8
t4
t6
t8
t10
t6
t8
t10
t8
FIGURE 3. The computation of qH(t) for n = 5 and h = (2, 4, 5, 5, 5). One
has qH(t) = 1+ 2t
2 + 3t4 + 4t6 + 4t8 + 2t10.
While qH(t) is not itself the Poincare´ polynomial of XH(eλ), we have the following
proposition.
Proposition 10. The Poincare´ polynomial PH(t) of XH(eθ) is given by
PH(t) = qH(t) ·
n−3∏
ℓ=1
(1+ t2 + . . .+ t2ℓ).
Proof. Since XH(eθ) is a union of Schubert cells, the type A fixed point criterion (8) implies
that
PH(t) =
∑
w∈Sn
w−1(1)≤h(w−1(n))
t2ℓ(w).
9
Writing j = w−1(n) and k = w−1(1), we have
PH(t) =
n∑
j=1
( j−1∑
k=1
∑
v∈Sn−2
t2ℓ(v)+2(k−1+n−j) +
h(j)∑
k=j+1
∑
v∈Sn−2
t2ℓ(v)+2(k−1+n−j−1)
)
,
which can be explained as follows. In the one-line notation for w, if the position of 1 is
to the left of the position of n (so 1 ≤ k ≤ j − 1), then 1 has k − 1 inversion pairs and
n has n − j inversion pairs. If the position of 1 is to the right of the position of n (so
j + 1 ≤ k ≤ h(j)), then 1 has k − 1 inversion pairs (including the pair (n, 1)) and n has
n− j− 1 inversion pairs (except for the pair (n, 1), which is already counted).
Now, note that
∑
v∈Sn−2
t2ℓ(v) =
n−3∏
ℓ=1
(1+ t2 + . . .+ t2ℓ),
as each polynomial is the Poincare´ polynomial of Flags(Cn−2). Hence, a direct computa-
tion gives
PH(t) =
n∑
j=1
h(j)∑
k=2
t2(k−2+n−j) ·
n−3∏
ℓ=1
(1+ t2 + . . .+ t2ℓ)
=
n∑
j=1
h(n+1−j)∑
k=2
t2(j+k−3) ·
n−3∏
ℓ=1
(1+ t2 + . . .+ t2ℓ),
and the claim follows. 
Recall that for n = 5 and h = (2, 4, 5, 5, 5), we have qH(t) = 1+2t
2+3t4+4t6+4t8+2t10.
In this case, Proposition 10 yields the Poincare´ polynomial
PH(t) = (1+ 2t
2 + 3t4 + 4t6 + 4t8 + 2t10) · (1+ t2)(1+ t2 + t4)
= 1+ 4t2 + 9t4 + 15t6 + 20t8 + 21t10 + 16t12 + 8t14 + 2t16.
On another note, since h = (1, 2, . . . , n) corresponds to the Hessenberg subspace b, we
obtain the following specialization of Proposition 10.
Corollary 11. The Poincare´ polynomial of our Springer fiber Xb(eθ) is given by
Pb(t) = (1+ 2t
2 + 3t4 + . . .+ (n− 1)t2(n−2)) ·
n−3∏
ℓ=1
(1+ t2 + . . .+ t2ℓ).
Additionally, Proposition 10 allows one to deduce the following combinatorial formula
for dimC(XH(eθ)).
Corollary 12. The dimension of XH(eθ) is given by
dimC(XH(eθ)) =
1
2
(n− 1)(n− 2) +max {h(j) − j | j = 1, . . . , n}.
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4.2. Irreducible Components in Type ADE. We now examine the irreducible compo-
nents of XH(eθ). As one might expect, these are precisely the maximal Schubert varieties
X(w) := BwB/B contained in XH(eθ).
Lemma 13. The irreducible components of XH(eθ) are the Schubert varieties X(w) for the maxi-
mal w ∈W satisfyingw−1θ ∈ ∆H.
Proof. By Proposition 1.5 of [16], our task is to prove the following two statements.
(i) The variety XH(eθ) is a union of the X(w) for the maximalw ∈W satisfyingw
−1θ ∈
∆H.
(ii) If w1 6= w2 are two such maximal elements, then neither X(w1) ⊆ X(w2) nor
X(w2) ⊆ X(w1) holds.
Since XH(eθ) is a union of Schubert varieties (see Proposition 2), one for each T -fixed
point in XH(eθ), Proposition 3 allows us to write
(15) XH(eθ) =
⋃
w−1θ∈∆H
X(w)
Furthermore, as u ≤ v if and only if X(u) ⊆ X(v), (15) still holds if the union is taken only
over the maximal w ∈ W satisfying w−1θ ∈ ∆H. Hence, (i) is true. Of course, the fact
u ≤ v⇐⇒ X(u) ⊆ X(v) also implies that (ii) is true. 
Let us assumeG to be of typeADE. For β ∈ ∆, Lemma 4.4 of [31] allows one to consider
the unique maximalwβ ∈W for which w
−1
β θ = β. In other words,
wβ := max{w ∈W | w
−1θ = β}.(16)
Note that if w−1θ ∈ ∆H, then w ≤ wβ for some β ∈ ∆H (e.g. take β = w
−1θ). It follows
that the maximal elements of {w ∈ W | w−1θ ∈ ∆H} (the set discussed in Lemma 13) are
precisely the maximal elements of
(17) ΩH := {wβ : β ∈ ∆H}.
Using Lemma 13, it follows that the maximal elements of ΩH label the irreducible com-
ponents of XH(eθ). However,ΩH may still contain non-maximal elements, and the deter-
mination of its maximal elements will involve a few properties of the wβ.
Proposition 14. Suppose that β, γ ∈ ∆.
(i) β = γ⇐⇒ wβ = wγ
(ii) If β and γ have the same sign, then β ≤ γ⇐⇒ wγ ≤ wβ.
Proof. For (i), the forward implication is clear. Conversely, if wβ = wγ, then β = w
−1
β θ =
w−1γ θ = γ.
For (ii), the result is explicitly stated in the proof of Proposition 4.5 of [31]. The re-
sult itself can be seen to follow from Proposition 3.2 of [28], together with the subword
characterization of the Bruhat order. 
Corollary 15. (i) If α, β ∈ Π are distinct simple roots, then wα and wβ are incomparable in
the Bruhat order.
(ii) If γ and δ are distinct minimal elements of ∆−H, then wγ and wδ are incomparable in the
Bruhat order.
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(iii) Suppose that γ ∈ ∆H. If wγ is a maximal element of ΩH, then γ ∈ Π or γ is a minimal
element of ∆−H.
Proof. Recognizing (i) and (ii) as immediate consequences of Proposition 14, we prove
only (iii). To this end, if γ is positive, then there exists α ∈ Π such that α ≤ γ. Proposition
14 implies that wγ ≤ wα, and the maximality of wγ then yields wγ = wα. It follows that
γ = α is simple.
Now, assume that γ is negative and let δ ∈ ∆−H satisfy δ ≤ γ. Proposition 14 implies
wγ ≤ wδ. Since wγ is maximal,wγ = wδ and we conclude that γ = δ. It follows that γ is a
minimal element of ∆−H. 
In light of Corollary 15, the maximal elements ofΩH are of the following two types:
(1) wα, where α ∈ Π and wα ≮ wγ for all γ ∈ ∆
−
H,
5
(2) wγ, where γ is a minimal element of ∆
−
H and wγ ≮ wα for all α ∈ Π.
In order to refine (2), we will need the following two results.
Lemma 16. If α ∈ Π, then wα < w−α.
Proof. Since (wαsα)
−1θ = −α, the maximality of w−α implies that
(18) wαsα ≤ w−α.
Furthermore, as (wαsα)α = −θ ∈ ∆−, we have
(19) wα < wαsα.
By combining (18) and (19), we obtain the desired result. 
Corollary 17. If α ∈ Π and γ ∈ ∆−, then wγ ≮ wα.
Proof. If wγ < wα, then Lemma 16 implies that wγ < w−α. Proposition 14 then yields
−α < γ, which is impossible. 
In light of the above, we have the following improved description of the maximal ele-
ments ofΩH:
(1) wα, where α ∈ Π and wα ≮ wγ for all γ ∈ ∆
−
H
(2) wγ, where γ is a minimal element of ∆
−
H.
Remembering that the maximal elements of ΩH label the irreducible components of
XH(eθ), we have the following immediate corollary.
Corollary 18. If γ is a minimal element of∆−H, then X(wγ) is an irreducible component of XH(eθ).
Using (1) and (2), the next section gives a combinatorial enumeration of the maximal
elements ofΩH (and therefore also the irreducible components of XH(eθ)) in Lie typeAn−1.
5Strictly speaking, Corollary 15 gives the following different-looking description of the maximal wα’s:
wα, where α ∈ Π and wα ≮ wγ for all minimal γ ∈ ∆
−
H. However, by appealing to Proposition 14, one sees
that this is equivalent to the description we have given.
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4.3. Complete Description of the Irreducible Components in Type A. Let G = SLn(C)
and assume all notation to be as presented in 2.3 and 4.1. For β = ti − tj ∈ ∆, (3), (8), and
(16) imply that wβ ∈ Sn is the longest permutation satisfying wβ(i) = 1 and wβ(j) = n.
If α = tj−1 − tj is a simple root, we have wα(j − 1) = 1 and wα(j) = n, i.e. the one-line
notation for wα is
wα = · · · 1 n · · ·
where 1 is in the (j − 1)-st position, n is in the j-th position, and the rest of the ordered
sequence wα(1), . . . , wα(j − 2), wα(j + 1), . . . , wα(n) is given by n − 1, n − 2, . . . , 3, 2. For
γ = tk − tℓ (k > ℓ) a negative root, the one-line notation for wγ is
wγ = · · · n · · · 1 · · · ,
where n is in the ℓ-th position and 1 is in the k-th position.
Continuing with our specialization to type An−1, we will need to introduce the mod-
ified Hessenberg function and the modified Hessenberg stair shape. To this end, let h be the
Hessenberg function corresponding to the Hessenberg subspace H ⊆ sln(C). We define a
function h : {1, 2, . . . , n}→ {1, 2, . . . , n} by
(20) h(j) :=
{
h(j) − 1(= j− 1) if h(j− 1) = j− 1 and h(j) = j,
h(j) otherwise,
and we call h the modified Hessenberg function. Note that while h is weakly increasing, it
might not be an honest Hessenberg function.
As with a Hessenberg function, one can consider the stair-shaped sub-grid
{(i, j) ∈ {1, 2, . . . , n}× {1, 2, . . . , n}} : i ≤ h(j)},
called the modified Hessenberg stair shape (see Figure 4).
FIGURE 4. The Hessenberg stair shape and the resulting modified Hessen-
berg stair shape for n = 8 and h = (2, 2, 3, 5, 6, 6, 7, 8)
Lemma 19. If tk − tℓ ∈ ∆−, then
tk − tℓ ∈ ∆
−
H if and only if k ≤ h(ℓ).
Proof. The condition tk − tℓ ∈ ∆
−
H is equivalent to gα ⊂ H, where α = tk − tℓ. Also, the
latter condition is equivalent to k ≤ h(ℓ) via the correspondence (4) between Hessenberg
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functions and Hessenberg subspaces. Thus it suffices to show that for k > ℓ, the condition
k ≤ h(ℓ) is equivalent to k ≤ h(ℓ).
Suppose that k ≤ h(ℓ). Since h(ℓ) ≤ h(ℓ) (by the definition of h), we have k ≤ h(ℓ).
Conversely, if k ≤ h(ℓ), then the assumption k > ℓ gives h(ℓ) > ℓ. In other words,
h(ℓ) ≥ ℓ+ 1, implying that h(ℓ) = h(ℓ). We thus have k ≤ h(ℓ). 
Definition 20. For i, j ∈ {1, 2, . . . , n}, we shall call (i, j) a corner of the modified Hessenberg
stair shape if i = h(j) and h(j− 1) < h(j), with the convention h(0) := 0.
Lemma 21. If (i, j) is a corner of the modified Hessenberg stair shape, then h(j) 6= j.
Proof. If h(j) = j, then in particular h(j) 6= j − 1. The definition (20) then implies h(j) =
h(j) = j. Now, (20) and h(j) 6= j−1 also imply that the two conditions h(j−1) = j−1 and
h(j) = j cannot hold simultaneously. We therefore have h(j − 1) 6= j − 1, which together
with j − 1 ≤ h(j − 1) ≤ h(j) = j implies h(j − 1) = j. So we have both h(j − 1) = j and
h(j) = j, and it follows that (i, j) cannot be a corner. 
Lemma 22. For a simple root α = tj−1 − tj (2 ≤ j ≤ n), we have that (j− 1, j) is a corner of the
modified Hessenberg stair shape if and only if wα 6< wγ for all γ ∈ ∆
−
H.
Proof. To begin, assume that (j − 1, j) is a corner. By definition, we have h(j) = j − 1.
Suppose in addition that there exists γ = tk − tℓ ∈ ∆
−
H satisfying wα < wγ. Remembering
the descriptions of wα and wγ from the beginning of this section, we have the following
three cases.
(i) j < ℓ :
wα = · · · 1 n · · · · · · · · · · · · ·,
wγ = · · · · · · · · · n · · · 1 · · · .
(ii) ℓ ≤ j and j− 1 ≤ k :
wα = · · · · · · · · · 1 n · · · · · · ·,
wγ = · · · · · · n · · · · · · 1 · · · .
(iii) k < j− 1 :
wα = · · · · · · · · · · · · 1 n · · · ·,
wγ = · · · n · · · 1 · · · · · · · · · .
Case (i) cannot occur, since transposing n to its right is a length-decreasing process. Sim-
ilarly, Case (iii) cannot occur, since transposing 1 to its left is length-decreasing. Hence,
we must have ℓ ≤ j and j − 1 ≤ k. However, as tk − tℓ is a negative root, one of these
inequalities is strict. Hence, by Lemma 19
j− 1 ≤ k ≤ h(ℓ) ≤ h(j) = j− 1.(21)
It follows that j − 1 = k, so that ℓ < j is our strict inequality. However, since (j − 1, j) is a
corner, we have that h(j − 1) < h(j). Hence, our inequality ℓ < j implies that h(ℓ) < h(j).
This contradicts (21), completing the first half of our proof.
We now prove the converse. Suppose that there is no γ ∈ ∆−H satisfying wα < wγ. We
claim that
h(j− 2) = j− 2, h(j− 1) = j − 1, and h(j) = j,
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with the convention h(0) := 0. The first of these can be proved as follows. Since the case
of j = 2 is clear, we can assume j ≥ 3. If h(j−2) ≥ j−1, then γ := th(j−2)−tj−2 = th(j−2)−tj−2
is a negative Hessenberg root by Lemma 19, and wα < wγ since we are in Case (ii). So
h(j − 2) = j − 2 follows. The same argument proves h(j − 1) = j − 1 and h(j) = j. Now
from the definition of h, we obtain
h(j− 1) = j − 2 and h(j) = j− 1.
Hence (j− 1, j) is a corner of the modified Hessenberg stair shape. 
Now, recall the definition of ΩH from (17), as well as the description of the maximal
elements of ΩH given at the end of 4.2. With these considerations in mind, Lemma 22
may be restated in the following way: If α = tj−1 − tj is a simple root, then wα is a
maximal element ofΩH if and only if (j−1, j) is a corner of the modified Hessenberg stair
shape. This is consistent with the following more complete description of the maximal
elements ofΩH in type A. We remind the reader that a corner of the modified Hessenberg
stair shape cannot lie on the diagonal (see Lemma 21).
Proposition 23. For β = ti − tj ∈ ∆, wβ is a maximal element of ΩH if and only if (i, j) is a
corner of the modified Hessenberg stair shape.
Proof. To prove the backward implication, assume that (i, j) is a corner. We shall distin-
guish between the cases h(j) = j − 1 and h(j) 6= j − 1. In the former, (i, j) being a corner
implies that i = h(j) = j − 1 (so j − 1 ≥ 1). In particular, β = ti − tj = tj−1 − tj is a simple
root. Lemma 22 then implies that wβ ≮ wγ for all γ ∈ ∆
−
H. By the discussion at the end of
4.2,wβ is a maximal element ofΩH.
For our second case, suppose that h(j) 6= j−1. Since (i, j) is a corner, Lemma 21 implies
that h(j) > j. Again, since (i, j) is a corner, i = h(j). In particular, i > j and ti − tj is
a negative Hessenberg root. As (i, j) is a corner with i > j, an application of Lemma 19
establishes that ti − tj is a minimal element of ∆
−
H. The discussion at the end of 4.2 then
shows that wβ is a maximal element ofΩH.
We now prove the forward implication. Firstly, assume that β = ti − tj is simple (so
i = j − 1). By Lemma 22, (i, j) = (j − 1, j) is a corner of the modified Hessenberg stair
shape.
Secondly, assume that β = ti − tj is a minimal element of ∆
−
H (so i > j ≥ 1). We have
h(j) = i, since th(j) − tj would otherwise be a strictly less than ti − tj. A similar argument
establishes that h(j− 1) < h(j)must also hold, so that (i, j) is a corner. 
As noted earlier, the irreducible components of XH(eθ) correspond to the maximal el-
ements of ΩH. Noting that these maximal elements are described in Proposition 23, the
following theorem gives the irreducible components of XH(eθ) in Lie type An−1
Theorem 24. In type An−1, there is a bijective correspondence between the set of corners of the
modified Hessenberg stair shape and the set of irreducible components of XH(eθ) given by
(h(j), j) 7→ X(wj) = BwjB/B,
wherewj is the longest permutation satisfyingwj(h(j)) = 1 and wj(j) = n.
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Let us implement Theorem 24 in the context of a specific example. Indeed, recall that
Figure 4 includes themodifiedHessenberg stair shape determined by h = (2, 2, 3, 5, 6, 6, 7, 8)
when n = 8. The corners are (2, 1), (5, 4), (6, 5), and (7, 8), as is indicated in the following
diagram.
t
t
t
t
FIGURE 5. The modified Hessenberg stair shape for h = (2, 2, 3, 5, 6, 6, 7, 8)
with dots labeling corners
By Theorem 24, the irreducible components of XH(eθ) are the Schubert varieties X(w)
for the following elements w ∈ S8:
8 1 7 6 5 4 3 2, 7 6 5 8 1 4 3 2, 7 6 5 4 8 1 3 2, 7 6 5 4 3 2 1 8.
5. GKM THEORY ON XH(eθ)
We devote this section to the construction and examination of a GKM variety structure
(see [12]) on XH(eθ). Let us begin by reviewing the relevant parts of GKM theory.
5.1. Brief Review of GKM Theory. Let X be a complex projective variety acted upon
algebraically by T , where T is the maximal torus fixed in 2.1. One calls X a GKM variety
when the following conditions are satisfied.
(i) XT is finite.
(ii) X has finitely many one-dimensional T -orbits.
(iii) If Y ⊆ X is a one-dimensional T -orbit, then Y is T -equivariantly isomorphic to P1
with the T -action t · [x1 : x2] = [α(t)x1 : x2] for some non-zero weight α ∈ X
∗(T).6
(iv) X is T -equivariantly formal, meaning that the spectral sequence of the natural fi-
bration X→ XT → BT collapses on its second page.
Let us assume this to be the case. Now, write XT = {x1, x2, . . . , xn} with xi 6= xj for i 6= j.
Suppose that i 6= j and that xi, xj ∈ Yij for some one-dimensional T -orbit Yij ⊆ X. In this
case, we shall write i ↔ j. Note that Yij is acted upon by T with some non-zero weight
αij ∈ X
∗(T), as in (iii).
The restriction map
H∗T (X)→ H∗T (XT) = n⊕
i=1
H∗T({xi}) =
n⊕
i=1
H∗T (pt)
6Note that this weight is only determined up to sign.
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is injective, and its image is precisely
(22) H∗T (X)
∼= {(f1, f2, . . . , fn) ∈
n⊕
i=1
H∗T(pt) : αij|(fi − fj)whenever i↔ j}.
The image description (22) is naturally encoded in an edge-labelled graph, called the
GKM graph of X. This graph has vertex set {1, 2, . . . , n}, with i and j connected by an edge
if and only if i ↔ j as defined above. In this case, the edge in question is given the label
αij.
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At a later stage, it will be convenient to have the following definition at our disposal.
Definition 25. A closed subvariety Z ⊆ X is called a GKM subvariety if Z is T -invariant and
is itself a GKM variety with respect to the T -action. Equivalently, Z is a GKM subvariety if Z is
T -invariant and T -equivariantly formal.
We note that if Z ⊆ X is a GKM subvariety, the GKM graph of Z is canonically a sub-
(labelled) graph of the GKM graph of X.
5.2. The GKMGraph of G/B. It will be advantageous to briefly review the GKM variety
structure on G/B with its usual T -action. Having presented (G/B)T in (7), it just remains
to describe the one-dimensional T -orbits in G/B. Given α ∈ ∆+, denote by SL2(C)α ⊆ G
the root subgroup with Lie algebra g−α ⊕ [g−α, gα] ⊕ gα ⊆ g. We define Ye,α to be the
SL2(C)α-orbit of xe in G/B, where e ∈W is the identity element. For an arbitrary element
w ∈ W, write w = [g] for g ∈ NG(T). We define Yw,α to be the left g-translate of Ye,α,
namely
Yw,α := gYe,α.
This T -invariant closed subvariety of G/B is isomorphic to P1. Also,
(Yw,α)
T = {xw, xwsα},
while Yw,α \ {xw, xwsα} is a one-dimensional T -orbit. In fact, it is known that every one-
dimensional T -orbit in G/B is of this form.
In light of the above, the GKM graph of G/B has vertex set W, and there is an edge
connecting w,w ′ ∈ W if and only if w ′ = wsα for some α ∈ ∆+. The edge connecting
w and wsα is then seen to be labelled with the weight wα. In other words, the image of
H∗T(G/B)→ H∗T ((G/B)T) =⊕w∈W H∗T(pt) is
(23) {(fw) ∈
⊕
w∈W
H∗T(pt) : (wα)|(fw − fwsα) ∀w ∈W, α ∈ ∆+}.
In the interest of examples to be considered later, let us construct the GKM graph of
the flag variety of G = SL3(C). Let T ⊆ SL3(C) and B ⊆ SL3(C) be the maximal torus of
diagonal matrices and the Borel of upper-triangular matrices, respectively. The positive
roots are given by
α1 := t1 − t2,
α2 := t2 − t3,
7As mentioned earlier, this edge label is well-defined only up to sign. However, the image (22) is clearly
unaffected by the choice of sign.
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and
α3 := t1 − t3.
Note thatW = S3, and that in one-line notation, sα1 = 2 1 3, sα2 = 1 3 2, and sα3 = 3 2 1.
Hence, the GKM graph of SL3(C)/B ∼= Flags(C
3) is as follows.
t
t
t t
t t
✟✟✟✟✟
❍❍❍❍❍❛❛❛❛❛❛❛❛❛❛
✦✦✦✦✦✦✦✦✦✦❍❍❍❍❍
✟✟✟✟✟
1 2 3
3 2 1
2 3 1
1 3 2
3 1 2
2 1 3 α1 α2
α3 α3
α2 α1
α2 α1
α3
FIGURE 6. The GKM graph of SL3(C)/B ∼= Flags(C
3)
5.3. The GKMGraph of XH(eθ). Since Proposition 2 shows XH(eθ) to be a union of Schu-
bert cells, this variety has trivial cohomology in odd grading degrees. It follows that
XH(eθ) is T -equivariantly formal (see [12], Section 14), and hence a GKM subvariety of
G/B. Accordingly, we will describe H∗T(XH(eθ)) by exhibiting the GKM graph of XH(eθ)
as a subgraph of the GKM graph of G/B. Noting that the vertices of our subgraph have
been determined by Proposition 3, we need only determine the edges. For this latter part,
we will need to briefly discuss root strings.
If α, β ∈ ∆ are roots, one has the root string
S(β, α) := (∆ ∪ {0}) ∩ {β+ nα : n ∈ Z}.
If p, q ∈ Z are maximal for the properties β+ pα ∈ S(β, α) and β − qα ∈ S(β, α), respec-
tively, then
S(β, α) = {β+ nα : −q ≤ n ≤ p}
and
(24) q− p =
2(β, α)
(α, α)
(see Proposition 2.29 of [20]). The relevance of root strings to our present work is captured
by the following lemma.
Lemma 26. If w ∈W and α ∈ ∆+ are such that xwsα ∈ XH(eθ)
T , then⊕
β∈S(w−1θ,α)
gβ ⊆ H.
8
Proof. First note that eitherα ∈ w−1∆+ or−α ∈ w
−1∆+. Since that S(w
−1θ, α) = S(w−1θ,−α),
we may assume that α ∈ w−1∆+ (ie. that wα ∈ ∆+). Noting that θ is the highest root, (24)
implies that
S(θ,wα) = {θ − n(wα), θ− (n− 1)(wα), . . . , θ−wα, θ}
8Here, it is understood that g0 = [g−α, gα].
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for n = 2(θ,wα)
(wα,wα)
= 2(w
−1θ,α)
(α,α)
. Acting on the above string by w−1, we see that S(w−1θ, α) is
given by
S(w−1θ, α) = {w−1θ− nα,w−1θ− (n− 1)α, . . . , w−1θ− α,w−1θ}.
The lowest root in this string is w−1θ − nα = sα(w
−1θ). Also, applying Proposition 3 to
the condition xwsα ∈ XH(eθ)
T gives
gw−1θ−nα = gsα(w−1θ) ⊆ H.
Since H is b-invariant, repeated bracketing with gα ⊆ b establishes that the root space of
each root in S(w−1θ, α) lies in H. This completes the proof. 
Theorem 27. The GKM graph of XH(eθ) is a full subgraph of the GKM graph of G/B.
Proof. Equivalently, we claim that if w ∈ W and α ∈ ∆+ are such that xw, xwsα ∈ XH(eθ)
T ,
then Yw,α ⊆ XH(eθ). To this end, fix a representative g ∈ NG(T) of w, and let N−α denote
the connected closed subgroup of SL2(C)α with Lie algebra g−α. Note that
Ye,α = N−αxe,
the closure of the N−α-orbit through xe. We therefore have
Yw,α = gYe,α = (gN−α)xe.
Since XH(eθ) is a closed subvariety of G/B, proving that (gN−α)xe ⊆ XH(eθ)will establish
that Yw,α ⊆ XH(eθ). To prove the former, it will suffice to establish that gh ∈ GH(eθ) for all
h ∈ N−α, namely Ad(gh)−1(eθ) ∈ H.
Suppose that h ∈ N−α. Writing Adg−1(eθ) = ew−1θ ∈ gw−1θ and h = exp(ξ) for ξ ∈ g−α,
we obtain
(25) Ad(gh)−1(eθ) = Adexp(−ξ)(ew−1θ) = e
ad−ξ(ew−1θ) =
∞∑
k=0
1
k!
(ad−ξ)
k(ew−1θ)
Furthermore, if (ad−ξ)
k(ew−1θ) 6= 0, then it belongs to a root space for a root in S(w
−1θ, α).
Hence, (25) implies that
Ad(gh)−1(eθ) ∈
⊕
β∈S(w−1θ,α)
gβ.
By Lemma 26, it follows that Ad(gh)−1(eθ) ∈ H. 
Remark. Using Carrell’s results [3], which show the GKMgraph of a Schubert variety to be
a full subgraph of the GKM graph of G/B, one can write an alternative proof of Theorem
27.
Combining Proposition 3 and Theorem 27, one finds the image of the restriction map
H∗T(XH(eθ))→ H∗T(XH(eθ)T) = ⊕
w∈W
w−1θ∈∆H
H∗T (pt)
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to be
H∗T(XH(eθ))
∼=
(fw) ∈
⊕
w∈W
w−1θ∈∆H
H∗T(pt)
∣∣∣∣∣∣
fw − fwsα is divisible by wα
for α ∈ ∆+ andw ∈W satisfying
w−1θ ∈ ∆H and (wsα)
−1θ ∈ ∆H
 .
5.4. GKM Graphs of XH(eθ) in Type A2. By Theorem 27, finding the GKM graph of
XH(eθ) amounts to determining its T -fixed points. With this in mind, suppose that G =
SL3(C) and that T ⊆ SL3(C) and B ⊆ SL3(C) are the maximal torus and Borel considered
in 2.3, respectively. Recall that W = S3 and let h : {1, 2, 3} → {1, 2, 3} be a Hessenberg
function corresponding to H ⊆ sl3(C).
The possible Hessenberg functions are (1, 2, 3), (1, 3, 3), (2, 2, 3), (2, 3, 3), and (3, 3, 3).
By applying (8), one determines the T -fixed points for each corresponding variety XH(eθ).
Noting that Theorem 27 then determines the GKM graph of each variety as a subgraph of
Figure 6, the following are the GKM graphs of all the XH(eθ) in type A2.
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FIGURE 7. The GKM graph of XH(eθ) for h = (1, 2, 3)
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FIGURE 8. The GKM graph of XH(eθ) for h = (1, 3, 3)
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FIGURE 9. The GKM graph of XH(eθ) for h = (2, 2, 3)
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FIGURE 10. The GKM graph of XH(eθ) for h = (2, 3, 3)
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FIGURE 11. The GKM graph of XH(eθ) for h = (3, 3, 3)
6. COHOMOLOGY RING PRESENTATIONS
In this section, we use the restriction maps
i∗ : H∗(G/B)→ H∗(XH(eθ)) and i∗T : H∗T(G/B)→ H∗T (XH(eθ))
to explicitly present H∗(XH(eθ)) and H
∗
T(XH(eθ)) as quotients of H
∗(G/B) and H∗T(G/B),
respectively.
6.1. Ordinary Cohomology. We begin with the following proposition.
Proposition 28. The restriction map i∗ : H∗(G/B)→ H∗(XH(eθ)) is surjective.
Proof. Since rational singular cohomology is the dual of rational singular homology, it
suffices to show that the map H∗(XH(eθ)) → H∗(G/B) is injective. Now, consider the
commutative diagram
(26)
H∗(XH(eθ))
∼=
−−−→ H∗(XH(eθ))y y
H∗(G/B)
∼=
−−−→ H∗(G/B)
,
where H∗ denotes Borel-Moore homology (see [10]); for a closed embedding of a topo-
logical space Y into some Euclidean space Rm, the Borel-Moore homology Hi(Y), which
is defined up to isomorphism, is given by Hm−i(Rm,Rm \ Y). The vertical maps in (26)
are the maps induced by the inclusion XH(eθ) →֒ G/B, and the horizontal isomorphisms
are the ones described in 6.10.14 of [26]. So what we need check is that the induced map
H∗(XH(eθ))→ H∗(G/B) is injective. To this end, consider the subsets
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(G/B)p :=
∐
w∈W, ℓ(w)≤p
BwB/B
and
(XH(eθ))p :=
∐
w∈W, ℓ(w)≤p
xw∈XH(eθ)
T
BwB/B
for p ∈ Z≥0. Since Proposition 2 tells us that XH(eθ) is a union of Schubert cells, we have
the affine pavings
G/B = (G/B)dimC(G/B) ⊇ . . . ⊇ (G/B)1 ⊇ (G/B)0 = ∅
and
XH(eθ) = (XH(eθ))dimC(XH(eθ)) ⊇ . . . ⊇ (XH(eθ))1 ⊇ (XH(eθ))0 = ∅.
Also, for each p = 0, 1, . . . ,dimC(G/B), we have a commutative diagram (c.f. [10])
0 −−−→ H∗((XH(eθ))p−1) −−−→ H∗((XH(eθ))p) −−−→ ⊕
ℓ(w)=p
xw∈XH(eθ)
T
H∗(BwB/B) −−−→ 0
y y y
0 −−−→ H∗((G/B)p−1) −−−→ H∗((G/B)p) −−−→ ⊕
ℓ(w)=p
H∗(BwB/B) −−−→ 0.
The left and the middle vertical maps are those induced by the inclusions, and each
component of the right vertical map is the compositionH∗(BwB/B)→ H∗(∐ℓ(w)=p BwB/B)→
H∗(BwB/B). It is straightforward to see that each component map is an isomorphim.
Hence, the right vertical map is an injection, andwe see that the inducedmapH∗(XH(eθ))→
H∗(G/B) is injective by induction on p. This completes the proof. 
In light of Proposition 28, we shall address ourselves to computing the kernel of i∗. To
this end, we will need the following proposition.
Proposition 29. Suppose that v,w ∈W satisfy v ≥ w. If xw 6∈ XH(eθ)
T , then xv 6∈ XH(eθ)
T .
Proof. Suppose that xv ∈ XH(eθ)
T . Since XH(eθ) is a closed B-invariant subvariety of G/B,
it follows that BvB/B ⊆ XH(eθ). Noting that v ≥ w, we must have xw ∈ BvB/B. This
contradicts our assumption that xw 6∈ XH(eθ)
T . 
Now, recall that B− ⊆ G denotes our opposite Borel subgroup. One then has the oppo-
site Schubert varieties
X−(w) := B−wB/B, w ∈W.
Note that X−(w) determines an opposite Schubert class σ(w) ∈ H
2ℓ(w)(G/B).
Corollary 30. The linear subspace
(27) JH :=
⊕
xw 6∈XH(eθ)T
Qσ(w)
is an ideal of H∗(G/B).
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Proof. If u ∈W and xw /∈ XH(e)
T , then ordinary Schubert calculus gives
(28) σ(u)σ(w) =
∑
v≥u,w
cvuwσ(v)
for some cvuw ∈ Z. By Proposition 29, xv 6∈ XH(eθ)
T for all v appearing in the sum (28).
Hence, σ(u)σ(w) ∈ JH, proving that JH is an ideal. 
With these considerations in mind, we offer the following presentation of H∗(XH(eθ)).
Theorem 31. The map i∗ induces a graded Q-algebra isomorphism
H∗(G/B)/JH → H∗(XH(eθ)).
Proof. To begin, we claim that i∗(σ(w)) = 0 for w ∈ W satisfying xw 6∈ XH(eθ)
T . This will
follow from our establishing that
X−(w) ∩ XH(eθ) = ∅.(29)
To this end, we have
X−(w) =
∐
w≤v
B−vB/B and XH(eθ) =
∐
xu∈XH(eθ)T
BuB/B,(30)
with the latter decomposition being a consequence of Proposition 2. Now, recall that
for u, v ∈ W, B−vB/B ∩ BuB/B 6= ∅ if and only if v ≤ u (see [7], Corollary 1.2). So,
if X−(w) ∩ XH(eθ) 6= ∅, then 30 implies w ≤ u for some u ∈ W with xu ∈ XH(eθ)
T .
Proposition 29 then gives xw ∈ XH(eθ)
T , which is a contradiction. We conclude that (29)
holds, so that i∗(σ(w)) = 0whenever xw 6∈ XH(eθ)
T .
In light of our findings, i∗ induces a surjective graded Q-algebra homomorphism
H∗(G/B)/JH → H∗(XH(eθ)).(31)
To conclude that (31) is an isomorphism, it will suffice to prove that
(32) dimQ(H
∗(G/B)/JH) = dimQ(H
∗(XH(eθ))).
Noting that
H∗(G/B) =
⊕
w∈W
Qσ(w),
we have dimQ(H
∗(G/B)/JH) = |XH(eθ)
T |. Also, the Schubert cell decomposition of XH(eθ)
gives dimQ(H
∗(XH(eθ))) = |XH(eθ)
T |. Hence, (32) is satisfied and the map H∗(G/B)/JH →
H∗(XH(eθ)) is an isomorphism. 
For example, suppose that G = SL3(C) and that all notation is as presented in 2.3. We
will use Theorem 31 to obtain a presentation of H∗(Xb(eθ)), the cohomology ring of our
Springer fiber. To this end, let Flags(C3)×C3 be the trivial vector bundle over Flags(C3),
and set
Ei := {(V•, v) ∈ Flags(C
3)× C3 | v ∈ Vi}
for i ∈ {1, 2, 3}. Note that Ei is a complex vector bundle over Flags(C
3). Each quotient
Li := Ei/Ei−1 is a complex line bundle, allowing us to consider its first Chern class
c1(Li) ∈ H
∗(Flags(C3)).
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Now, recall that the algebra morphism
Q[x1, x2, x3]→ H∗(Flags(C3)), xi 7→ c1(Li), i ∈ {1, 2, 3}
is surjective. Recall also that its kernel is the ideal generated by e1(x), e2(x), and e3(x),
where ei(x) denotes the i-th elementary symmetric polynomial in the variables x1, x2, x3.
In particular, we have an algebra isomorphism
(33) H∗(Flags(C3))
∼=
−→ Q[x1, x2, x3]/(e1(x), e2(x), e3(x)).
The ideal Jb ⊆ H
∗(Flags(C3)) is seen to be generated by the opposite Schubert classes
σ(2 3 1), σ(3 1 2), σ(3 2 1) ∈ H∗(Flags(C3)). Their images under the isomorphism (33) are
σ(2 3 1) = x1x2, σ(3 1 2) = x1x1, σ(3 2 1) = x1x1x2,
where (by an abuse of notation) xi is also used to denote its image in the quotient algebra
Q[x1, x2, x3]/(e1(x), e2(x), e3(x)). Applying Theorem 31, we obtain
H∗(Xb(eθ)) ∼= H
∗(Flags(C3))/Jb ∼=
Q[x1, x2, x3]/(e1(x), e2(x), e3(x))
Qx1x2 ⊕Qx1x1 ⊕Qx1x1x2
.
A straightforward manipulation of the rightmost ring then yields
H∗(Xb(eθ)) ∼= Q[x1, x2, x3]/(e1(x), e2(x), e3(x), x1x2, x1x3, x2x3),
which is exactly Tanisaki’s presentation of H∗(Xb(eθ)) (see [29]).
6.2. Equivariant Cohomology. As one might expect, we have the following equivariant
counterpart of Proposition 28.
Proposition 32. The restriction map i∗T : H
∗
T(G/B)→ H∗T (XH(eθ)) is surjective.
Proof. It will suffice to prove that the restriction of i∗T to degree–k cohomology,H
k
T (G/B)→
HkT(XH(eθ)), is surjective for all k ≥ 0. To accomplish this, we will use induction on k.
For the base case, note that G/B and XH(eθ) are connected (see Theorem 4.4 of [22]
for the connectedness of XH(eθ)). It follows that i
∗
T is surjective on degree–0 cohomol-
ogy. Now, assume that i∗T is surjective on degree–j cohomology for all j ≤ k and let
α ∈ Hk+1T (XH(eθ)) be given. Since G/B and XH(eθ) are equivariantly formal, the forgetful
maps φ : H∗T(G/B) → H∗(G/B) and φ ′ : H∗T (XH(eθ)) → H∗(XH(eθ)) fit into the commuta-
tive diagram
0 −−−→ H>0T (pt)H∗T(G/B) −−−→ H∗T (G/B) φ−−−→ H∗(G/B) −−−→ 0y i∗Ty i∗y
0 −−−→ H>0T (pt)H∗T(XH(eθ)) −−−→ H∗T(XH(eθ)) φ ′−−−→ H∗(XH(eθ)) −−−→ 0
of exact sequences. By a straightforward diagram chase, there exists β ∈ Hk+1T (G/B) such
that φ ′(α− i∗T(β)) = 0. It follows that α− i
∗
T(β) ∈ H
>0
T (pt)H
∗
T(XH(eθ)), or equivalently
(34) α− i∗T (β) =
n∑
j=1
cjγj
for some homogeneous c1, . . . , cn ∈ H
>0
T (pt) and some homogeneous γ1, . . . , γn ∈ H
∗
T (XH(eθ)).
Since α − i∗T(β) ∈ H
k+1
T (XH(eθ)), it follows that γ1, . . . , γn are of degree ≤ k. Using our
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surjectivity assumption, we may find homogeneous elements ω1, . . . , ωn ∈ H
∗
T(G/B) for
which γ1 = i
∗
T(ω1), . . . , γn = i
∗
T (ωn). Hence, (34) becomes
α− i∗T(β) =
n∑
j=1
cji
∗
T(ωj) = i
∗
T
(
n∑
j=1
cjωj
)
.
In other words,
α = i∗T
(
β +
n∑
j=1
cjωj
)
,
completing the proof. 
Proceeding in analogy with 6.1, we now compute the kernel of i∗T . However, we will
need the following well-known description of the image of σT (w) under the restriction
map
(35) i∗w : H
∗
T(G/B)→ H∗T ({xw}) = H∗T(pt).
Lemma 33. If w ∈W, then
(36) i∗w(σT (w)) =
∏
α∈∆+∩w∆−
α.
Proof. Since xw is a smooth point of X−(w), i
∗
w(σT(w)) is precisely the T -equivariant Euler
class of the T -representation
(37) Txw(G/B)/Txw(X−(w)).
It is therefore equal to the product of the weights occurring in (37), which we now deter-
mine. To this end, as wBw−1 is the G-stabilizer of xw and has Lie algebra wb, we have
isomorphisms
(38) Txw(G/B)
∼= g/wb ∼=
⊕
α∈w∆−
gα
of T -representations. Also, the B−-stabilizer of xw is B− ∩ wBw
−1 and has Lie algebra
b− ∩wb. We therefore have
(39) Txw(X−(w)) = Txw(B−wB/B)
∼= b−/(b− ∩wb) ∼=
⊕
α∈∆−∩w∆−
gα.
Combining (38) and (39), one finds that
Txw(G/B)/Txw(X−(w))
∼=
⊕
α∈∆+∩w∆−
gα
as T -representations. This completes the proof. 
Given w ∈W, note that X−(w) determines an equivariant opposite Schubert class
σT (w) ∈ H
2ℓ(w)
T (G/B).
These classes are seen to form anH∗T(pt)-module basis of H
∗
T(G/B). With this in mind, the
following corollary introduces an important H∗T(pt)-submodule of H
∗
T(G/B).
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Corollary 34. The submodule
(40) JTH :=
⊕
xw 6∈XH(eθ)T
H∗T (pt)σT(w)
is an ideal of H∗T(G/B).
Proof. The argument is similar to that used in the proof of Proposition 30, provided one
uses the well-known fact that
(41) σT (u)σT(w) =
∑
v≥u,w
cvuwσT (v)
for cvuw ∈ H
∗
T(pt). For the reader’s convenience, we briefly recount a proof of this fact. To
this end, let v ∈W be a minimal element with the property that
(42) i∗v(σT (u)σT(w)) 6= 0.
Note that vsα < v for all α ∈ ∆+ ∩ v
−1∆−, so that
i∗vsα(σT(u)σT(w)) = 0, α ∈ ∆+ ∩ v
−1∆−.
The GKM conditions (23) defining the image of H∗T(G/B)→ H∗T ((G/B)T) then give
(vα) | i∗v(σT (u)σT(w)), α ∈ ∆+ ∩ v
−1∆−.
Hence, the product
(43)
∏
α∈∆+∩v−1∆−
vα
also divides i∗v(σT(u)σT(w)). Using Lemma 33, one finds that (43) coincides with
(−1)l(v)i∗v(σT(v)). In particular, i
∗
v(σT(v)) divides i
∗
v(σT(u)σT(w)), meaning that
(44) i∗v(σT(u)σT(w) − c
v
uwσT(v)) = 0
for some cvuw ∈ H
∗
T(pt).
Continuing the support-reducing process by induction, one eventually obtains a class
with no support in the GKM graph. In other words, there exist coefficients cvuw ∈ H
∗
T(pt)
for all v ≥ u,w such that
σT(u)σT(w) −
∑
v≥u,w
cvuwσT (v)
has zero image under the localization mapH∗T (G/B)→ H∗T((G/B)T). Since the localization
map is injective, we conclude that
(45) σT (u)σT(w) =
∑
v≥u,w
cvuwσT(v).

Theorem 35. The map i∗T : H
∗
T(G/B) → H∗T (XH(eθ)) induces a graded H∗T(pt)-algebra isomor-
phism
H∗T(G/B)/J
T
H → H∗T(XH(eθ)).
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Proof. Having established (29) in the proof of Theorem 31, we see that i∗T (σT(w)) = 0 for
xw 6∈ XH(eθ)
T . Therefore, i∗T induces a surjective map
H∗T(G/B)/J
T
H → H∗T(XH(eθ)).(46)
Now, from the definition of JTH, it is clear that
H∗T(G/B)/J
T
H
∼=
⊕
xw∈XH(eθ)T
H∗T (pt)σT(w)
asH∗T (pt)-modules. In particular,H
∗
T(G/B)/J
T
H is free of rank |XH(eθ)
T |. However, asXH(eθ)
is T -equivariantly formal, H∗T (XH(eθ)) is also free of rank |XH(eθ)
T |. It follows that (46) is
actually an isomorphism. 
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