Abstract
Introduction
Data Distribution Management (DDM) is an interesting and fundamentally challenging problem for the parallel and distributed simulation community. Sequential simulations can permit direct access between simulated entities since all entities live on one machine and progress consistently in time. On the other hand, a distributed simulation environment must closely regulate data access between simulated entities. Indeed, objects can be at different logical times (even within one processor), and it is difficult to reference remote objects. The aim of DDM is to limit and control the volume of the data exchanged during the simulation, and reduce the processing requirements of simulation hosts by relaying events and state information only to those applications that require them [5] .
The fundamental observation leading to this strategy is that real-world objects might be interested in only a fraction of the objects surrounding them. For example, as illustrated in Figure 1 , a spy plane is primarily interested only in other planes that are close to it. It is probably not concerned with the position of any other planes, some of which might be thousands of miles away. Systems without DDM, however, do not take into account this real-world phenomenon of limited interest. The host simulating the spy plane cannot elect to receive only information about certain objects, namely the ones that are within the radar range of the spy plane, which in this example are the planes in Squadron A. Instead, it gets an update message anytime any plane in Squadron A or Squadron B, or any other aircraft, changes its position. All hosts will receive these state updates, just in case one should need it. The costs of transmitting this irrelevant data can be very high. If a host receives a large amount of transmissions containing data that is irrelevant, the host will waste a significant amount of time and processing resources while receiving and reading it. Furthermore, sending data to a host that is not interested in it puts an unnecessary burden on the sending host and on the network.
In this paper, we propose a new DDM scheme, which we refer to as a Dynamic Grid-Based Allocation. Our DDM hybrid approach is based on a combination of a Fixed GridBased method, known for its low overhead and ease of implementation, and a Sender-Based strategy, which uses fewer multicast groups than the Fixed Grid-Based method.
' Funded by UNT Research Faculty Grant 0-7695-0837-5/00 $10.00 0 2000 IEEE The remainder of the paper is organized as follows. In Section 2, we briefly review previous and related work.
Section 3 describes our Dynamic Grid-Based strategy, and discusses its implementation using the RTI-Kit framework. Section 4 discusses the experiments that we carried out and the performance results that we obtained. Section 5 concludes the paper.
Previous Work
Since the mid 1990's, a considerable number of research projects on data distribution management in distributed simulation systems have been carried out in the literature due to the performance gains provided by DDM. Some of the research focused on using multicast communication strategies to efficiently transfer data between the hosts that produce data and the hosts that consume it. In this paper, the term "multicast" refers to the concept of single-source, multiple-destination transmission.
We believe that this type of communication is fundamental to all DDM implementations, and it can be implemented by various .protocols, such as IP multicast, and TCP/IP sockets, just to mention a few. Systems that do not use DDM paradigm essentially use broadcast-like protocols, such as the DIS protocol. In this case, producers send data to all hosts, regardless of which hosts are consuming and/or interested in that particular data.
The crux of the DDM problem is allocating multicast groups to each routing space and assigning the hosts to the groups. The two most common approaches to multicast group allocation in DDM are (1) fixed gridbased and (2) sender-based. Optimizations to these two methods include multi-level grid and clustering approaches. We now summarize the strengths and weaknesses of these strategies.
Fixed Grid-Based
Much of the work on DDM has centered on its use within the DoD High Level Architecture (HLA), which defines DDM as one of the six classes of services that are provided to federates2 by the Run-Time Infrastructure (RTI) [4] . Fixed Grid-Based allocation of multicast groups was the approach used in the initial implementation of the HLA-RTI, (known as RTI-s prototype). The DDM scheme associated multicast groups with cells that are defined by a grid system overlaid on the terrain [lo] . This algorithm has also been used by the light-weight RTI developed at George Mason University [8] and by systems that use the DIS protocol instead of HLNRTI [7, 121. To illustrate how this scheme works, we will describe a simple scenario. In Figure 2 , we show a grid overlaid on the terrain that defines cells in a two-dimensional grid system3. Figure 3 shows how the DDM system maps the grid cells and their corresponding subscribing and publishing regions4. The gray spy plane is subscribing to the terrain within its radar range, and the gray cells represent it. Each squadron plane is publishing to a terrain area mapped to one or two cells. The four cells representing both the subscribing region of the spy plane and the publishing region of planes in Squadron A have both gray shading and a plane icon.
Figure 2: Grid Overlaid
Once the publication and subscription regions are mapped onto the cells, all units within a specific grid cell will be assigned a membership to the multicast group associated to that particular cell [lo] . In Figure 3 , a number in a cell indicates that the Fixed-Grid algorithm assigned the cell to a multicast group. Of the thirty multicast groups used in this example, only four groups (in cells 14, 19, 20, and 26) are part of the publisherlsubscriber intersection. The other groups will not transmit any useful data. Thus, they are superfluous (at least at this point in the simulation). This unfortunately is a major drawback of the Fixed-Grid multicast group allocation. The Fixed Grid-Based approach fixes both the grid cell size and the 1-1 mapping of cells to multicast groups at the simulation initialization step.
The advantage of this approach is that it minimizes the inter-host communication needed to perform DDM. Indeed, in order to set up a multicast group assignment for its units, a host (or simulated entity) does not need information from the other hosts. During the simulation exercise, a host can assign its units to ~ * In the sequel, the terms "federate" and "simulated entities" are used interchangeably A grid can have any number of dimensions. Publishing regions are also known as update regions. multicast groups simply by checking the cell-to-group mapping scheme already established before the execution of the simulation.
A disadvantage of this strategy is that it requires a large number of multicast groups to cover a wide terrain. Experimental studies of this algorithm have found that the optimal cell size is about 2 to 2.5 km [IO] . Thus, for a large battlefield, the cell size may require thousands of multicast groups. One might associate multiple cells to the same multicast group in order to reduce the number of groups needed. However, this approach might decrease the accuracy of the DDM filtering scheme, and may require additional filtering at the source host. To ease the computational burden on the hosts, subscription agents' have been used [3] . Agents can help the hosts to handle the large number of multicast groups involved in the fixed grid-based allocation scheme. However, they can not decrease the number of multicast groups allocated by the fixed grid scheme. This is because that number is determined statically, based on the cell size and grid layout.
To combat the problem of using large numbers of multicast groups, researchers have proposed the use of nzirlti-level grids, where a hierarchy of grid-based filters is used and the cell resolution increases from the wide area network to local area network layers [2]. This strategy not only decreases the number of multicast groups needed at the wide area network level, but also keeps the benefits provided by a finer filtering at the local area network level. Another multi-tiered filtering algorithm uses a grid for the first tier of DDM filtering, then makes use of the Sender-Based strategy [I] . However, these approaches are significantly more complex than the fixed grid-based approach.
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Number of Multicast Groups Used The RTI 1.3 allocates multicast groups dynamically, i.e. at run time. Like its predecessor (RTI-s), it uses a grid to determine the intersections of subscription and publication regions. However, it uses a sender-based multicast group allocation strategy [ 151. The multicast groups are allocated based on which simulated entities need to send data they are publishing instead of on which cells are part of the intersection. For each publisher Pub a subscriber set is derived to specify which federates are subscribing to the cells in which Pub is publishing. Each sender maintains a list of listeners to capture the publishers/subscribers
The approach used by the RTI 1.3 is similar to the distribution list algorithm [ 131, where a distributed grid-' Architectural constructs designed to keep track of the multicast memberships on behalf of the simulated entities, i.e.. federates.
based approach is used to determine the intersection between the area in which a simulated entity (mover) is operating and the area covered by a sensor. Each mover maintains a list of sensors that need to know about it. Movers and sensors behave like publishers and subscribers, respectively. Distribution lists are analogous to subscriber sets, as defined by the RTI 1.3. They may correspond to various logical times, and may be saved to do time management among the simulated entities [ 141.
The assignment of multicast groups based on subscriber sets can be done by dynamically assigning a multicast group to each publisher created in the course of the simulation, and thereby each subscriber in the subscriber set will join that group. Subscribers to any multicast group will change as the publisher and subscriber regions of interest change. In order to reduce the number of multicast groups used, groups should be assigned only to those publishers that have a nonempty subscriber set. To further overcome the problem of using large number of multicast groups, several clustering schemes have been designed [9, 161 . The basic idea of clustering is to combine multiple publication regions into a cluster, which in turn is treated as a single unit and assigned to one multicast group. Note that clustering the publication regions whose cells are in close proximity in the routing space will help to reduce the number of multicast groups that a subscriber may need to join. This is possible because the subscriber will join the multicast group assigned to the cluster instead of the many groups associated with multiple publishers. However, clustering the publication regions for publishers that have disjoint subscriber sets would cause several subscribers to receive data in which they have no interest. Although one might argue that this sending of unneeded information defeats the purpose of DDM, the subscriber can filter out the unwanted data. In table I , we provide a comparative study of the DDM schemes described in this paper. Note that in the Fixed Grid-Based and Dynamic Grid-Based methods the Cell-toGroup Assignment (CGA) overhead is low, because at most 'Will be described in the next section.
one grid cell is assigned to a multicast group, simplifying computations. On the other hand, in the Sender-Based scheme assigning more than one cell to the same multicast group is possible, and determining which cells should be part of which groups incurs moderate CGA overhead.
Dynamic Grid-Based Algorithm
In this section, we present our dynamic grid-based algorithm developed as combination of a Fixed GridBased method, known for its low overhead and ease of implementation, and a Sender-Based strategy, which aims at reducing multicast group usage. As in the GridBased method, we define the cells by overlaying the terrain within a grid. However, the multicast groups are not statically assigned to all of the cells in the grid. As in the Sender-Based approach, we dynamically allocate multicast groups based on the current publication and subscription regions in the system. Our strategy is unique because only those cells, in which there are at least one entity publishing and at least one entity subscribing, are assigned to a multicast group. In other words, a multicast group is allocated to each cell that has been determined to be part of the intersection of a publication region and a subscription region.
Thus, using the same example used in Section 2. I , our algorithm will use onlyfour multicast groups, as shown in Figure 4 , instead of thirry multicast groups as we discussed in Sec. 2.1. Reducing the multicast groups might have a profound impact on the performance of large scale distributed simulation In Figure 5 , we present the basic steps that our algorithm follows when a simulated entity publishes or subscribes to a region containing cell Ci. Recall that if there was previously a publisher and a subscriber whose regions overlapped in the cell Ci then there is already a multicast group assigned to that cell. Consequently, the simulated entity simply joins that multicast group and performs the final step of our scheme. Otherwise, if the publication or the subscription made by the simulated entity creates an intersection between the publisher(s) and subscriber(s) region in that cell, a multicast group is then allocated to that cell. The simulated entity, as well as all of the other entities that are publishing or subscribing in that cell Ci, must join that group. In either cases the final step must be carried it out. The final step in our scheme will record the publication or the subscription of the federate to the cell. This step is necessary because if that cell is not currently assigned to a multicast group, it may be assigned in the future, in which case that entity will need to be told to join that multicast group. In Figure 5 below, note that a "Pub/Sub Match" occurs when the following condition is met: there is at least one publisher, and at least one subscriber, in the cell. Before, we proceed further, and discuss the implementation details of our scheme, we wish to describe the RTI-Kit used in our experiments.
. RTI-Kit
We have implemented the Dynamic Grid-Based Data Distribution Management algorithm using the RTI-Kit developed at Georgia Tech [6]. The RTI-Kit contains a set of libraries designed to support development of the RunTime Infrastructures (RTIs) for parallel and distributed simulation systems, especially federated simulation systems running on high performance computer platforms. It is envisioned that these libraries will be embedded into existing RTIs, e.g., to add new functionality and/or to enhance the performance of the federated simulated systems while exploiting the capabilities of the high performance interconnection architecture. Alternatively, the libraries can also be used in the development of new RTIs. The major components of the RTI-Kit used in our experiments are: FM -communication layer software, uses an API based on the Illinois Fast Messages (FM)
MCAST -provides group communication services We have designed and implemented an additional component which can be integrated into the RTI-Kit:
. GRID -provides dynamic grid-based group . . 
Implementation Details
The GRID system implements our Dynamic GridBased multicast group allocation by performing the following tasks7. TA) Creating a distributed grid. Cells are evenly distributed among the nodes that are participating in the simulation. The node to which a cell is distributed is said to be the owner of that cell. We make use of the card dealer strategy to map cells to nodes; i.e., Ownet= Ncell % Nodes; where Owner represents the cell owner, Ncell indicates the cell number, and Nodes is the total number of the nodes participating in the simulation. Our system supports the use of multiple independent grids, and thereby can be used to represent different routing spaces. Thus, both cell number and Grid-ID must be provided to specify a cell. The number of grids being used, the number of dimensions in each grid, and the size of each dimensions is stored on each node. Subscription and publication information for a particular cell Ci, i.e., the list of nodes that are publishing or subscribing to Ci, is stored in the node that owns that cell. TB) Keeping track of simulated entities' that are publishing and subscribing to each cell. For each cell owned by a node (owner), we make use of two bit-arrays to identify the nodes that are respectively publishing and subscribing to that cell. Thus, if node i is publishing or subscribing to that cell, the i'h bit in the array is set'. When a node publishes or subscribes to a cell owned by another node, the GRID mechanism sends a message to the owner node, requesting that the publishing (or subscribing) node be recorded using the corresponding bit-array.
Messages are sent and received using a call to the FM library. Unsubscribing and unpublishing are done in a similar way. TC) Allocating groups to cells where publisher/ subscriber intersection occurs. When a cell owner adds a publisher or a subscriber to a cell where there is already both a publisher and a subscriber present, it :does a lookup to find the multicast group assigned to .that cell. If the owner adds a publisher to a cell where there was previously only subscribers, or visa versa, it then makes a call to an MCAST library routine. The routine allocates a new multicast group and returns it to the cell owner, who assigns it to the cell and becomes the group manager, administering its membership list.
In the sequel, the term "node" refers to a processor Using the HLA, simulated entities are identified as federates.
' Unpublishing clears the bit.
TD) Notifying simulated entities when they need to join
or leave the groups. Once the cell owner detects a publisherkubscriber intersection in a cell and retrieves or creates the multicast group assigned to that cell, all nodes publishing or subscribing to that cell must be told to join the group. The owner sends them a join-group message using calls to the FM communications library. Similarly, when the owner detects the cessation of a publisherlsubscriber intersection due to unpublishinghnsubscribing, it sends a leave-group message.
TE) Triggering simulated entities to join or leave the groups.
When a node receives the join-group or IeaveJroup message sent in task TD, it then makes a call to an MCAST library routine. The routine subscribes or unsubscribes that node to the group, and then it sends an update message to the node that is the manager of the multicast group. This message instructs the group manager to update the group membership list by invoking the MCAST library.
In Figure 6 we present the function, performed by the cell owner, that adds a publisher to the cell and completes tasks TB, TC, and TD. 
Simulation Experiments
In this section, we will report the simulation experiments, which we have conducted to evaluate the performance of our dynamic grid-based group allocation algorithm. It is important to recall that the additional overhead incurred by our scheme, as opposed to the Fixed Grid-Based one, is due to the need to create multicast groups as the simulation progresses and trigger simulated entities to joins those groups. Thus, to assess the overhead of our scheme, we choose the following two metrics:
DDM Time: indicates the time needed to publish or subscribe to a cell or a region (i.e., group of cells), including the time needed to create any multicast groups, trigger entities to join, and update all necessary tables. It also includes the time consumed by the triggered entities (or federates) in joining the appropriate group.
DDM Messages : represents the total number of messages generated to perform the task of publishing/ subscribing to a cell or a region. Thus
where TotMsg-GRID and TotMsg-MCAST represent the total number of messages generated by the GRID and the MCAST libraries respectively. The first type of message is used to notify a cell that a node needs to be added to its publisher (or subscriber) list. The second type of message is used to coordinate the creation of the multicast group, and to update its memberships.
In our experiments, a cluster of eight 300 MHz Pentium I1 computers connected by lOOMb Ethernet were used. We varied the number of nodes from 2 to 8, and the number of multicast groups from 4 to 256. In all of our experiments, one node was designated as a subscriber, the other nodes as publishers, in a region of size S cells, where S= 2,.., 256. Recall that our goal in the performance evaluation of the GRID system was to determine the overhead with respect to number of groups allocated and the number of nodes. This was accomplished by comparing the DDM-Time and DDM-Messages for increasing number of groups and increasing number of nodes.
Let us now turn to our results. Figure 6 portrays the values obtained for the DDM-Time as a function of the number of multicast groups employed in the simulation model. As we can see from the curves, the time needed to publish or subscribe to a cell or a region increases as we increase the number of multicast groups (using a linear pattern), as well as when we increase the number of nodes. Figure 7 portrays the results obtained for DDM-messages overhead obtained using our scheme as a function of the number of multicast groups. Here again, we observe that the message overhead increases when we increase the number of multicast groups. However, the overhead obtained is quiet reasonable. Note that this overhead is due the message generated by both GRID and MCAST libraries. Consequently, in our next set of experiments, we divided the total number of DDM messages generated by each library in order to show the contribution of each library to the DDM-Messages overhead. As we can see, our results indicates that 60% of the total DDM-messages were generated by the GRID library, and 40% by the MCAST library. 
256
Number of Multicasl Grow Figure 7 . DDM Messages vs. Number of Multicast Groups Figure 8 portrays the ratio of GRID messages to MCAST messages using eight nodes. As we can observe, the ratio remains constant as the number of groups created increases. Similar observations were obtained for two, four, and six nodes. These results indicated that either reducing the number of the GRID messages sent or the number of the MCAST messages sent, will significantly decrease the total DDM-Messages overhead. We believe that a scheme that alternate between the Fixed Grid-Based scheme and our Dynamic Grid-based one might have a profound impact in reducing further the DDM-Messages overhead. We plan to investigate this approach in the near future. 
FixedIDynamic Grid-Based Schemes-A
We now describe the simulation experiments performed to compare our algorithm with the Fixed Grid-Based scheme. Since the later strategy uses a static multicast group allocation paradigm, our comparison will be based upon the DDM-Messages overhead generated by each of the two DDM schemes. In our experiments, we used a grid with 2000 cells, and we measured the number of messages needed to create the multicast groups, and join them if necessary, as required by each of the two approaches. Recall that the Fixed GridBased approach uses a static multicast group allocation scheme. Hence it creates 2000 multicast groups before the execution of the simulation, whereas our approach creates the multicast groups only when there is a Publisher/Subscriber intersection in a cell.
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Percentage of Grid Area Intersected Figure 9 . Multicast Groups Used Figures 9 and 10 show the results obtained for comparing the overhead, as a function of the percentage of grid area intersected, for both the Fixed and Dynamic Grid-Based schemes. In our experiments, we varied the number of cells that were part of a Publisher/Subscriber intersection from 2.5% to 12.5% of the total grid area. As seen in Figure 9 , which shows the total number of multicast groups created, our scheme outperforms the Fixed Grid based scheme by reducing significantly the number of multicast groups involved in the simulation. Figure 10 shows the DDM-Messages overhead generated by each of the two schemes. We see that for an intersection of 7.5% or less, our scheme induces a lower or slightly greater DDM-Messages overhead when compared to the Fixed allocation scheme. We also observed this phenomenon for an intersection of When the number of entities per cell surpasses six, and the cell intersection exceeds IO%, the Dynamic Grid-Based approach uses a much higher number of DDM-Messages than the Fixed Grid-Based method, as shown by the rightmost bars in Figure 10 d. This behavior is due to the overhead of dynamically triggering each simulated entity to join the multicast group that is associated with a cell. In the Fixed Grid-based allocation approach entities join the groups directly, without using trigger messages. Our results indicate clearly that when there are few published subscriber intersections or few entities per cell, our scheme has a lower DDM-Messages overhead than the Fixed GridBased approach. Furthermore, it has a lower overhead with respect to the number of multicast groups it has created.
Conclusions
With the need to do increasingly complex distributed simulation, a considerable amount of effort in the DIS/HLA community is concentrating on the data distribution management (DDM) problem. The aim of DDM is to reduce to volume of the traffic of data exchanged during the simulation and the processing requirements of the simulated entities in the network. In this paper, we presented a new hybrid DDM approach to multicast group allocation, called Dynamic Grid-Based allocation. Our hybrid scheme combines the low overhead and the implementation's simplicity of the Fixed Grid-Based method, and the SenderBased strategy, which uses fewer multicast groups than the Fixed Grid-Based method. Our simulation experiments indicate that our algorithm is viable approach to multicast group allocation in the HLA/RTI. It is scalable, and it outperforms the Fixed Grid-Based approach in certain circumstances.
In the future, we plan to study our algorithm in a more complex environment, and investigate and develop a scheme that toggles between the Fixed and Dynamic grid-based approaches at run-time. Such a scheme might lead to additional performance improvements, as indicated by the results we have presented in this paper.
