Computer algebra systems are being used more and more frequently in mathematics courses of all levels. For instructors to use these systems effectively, they need to have an idea of how the systems work. To illuminate the mechanics, the implementation of a simple computer algebra system will be described. Further, if instructors understand the methods used by computers, they may find the ideas involved useful for human students even without computers. A lesson plan will be described that is aimed at students with little or no algebra background followed by a discussion of the author's experience using this lesson in the classroom.
Introduction
Both instructors and students can benefit from the ideas that underlie computer algebra software. Today, mathematics instructors are expected to be power users of computer algebra systems, and that trend is likely to continue in the future. To be a truly sophisticated user, it is necessary not only to be fluent with a program but also to know how the program works. A lesson plan based on the mechanisms of computer algebra can also help students: it allows them to review familiar mathematics while learning a new perspective on algebra and hearing an explanation of technology. Section 2 of this paper will explain how a simple computer algebra system works.
The various components will be described, with a brief discussion of how they become more complicated as the capabilities of the system are increased. Section 3 will present a lesson on computer algebra for students, concluding with a discussion of classroom experiences using this lesson.
Construction of a Computer Algebra System
I have written a small computer algebra system in Java called the Polynomial Equation
Solver, or "the solver" for short. It allows a user to type in an arbitrary polynomial equation. When the "solve" button is clicked, the solver computes the solutions of the equation. A screen shot of the program is in Figure 1 . This program is available on-line at http://www.matcmp.ncc.edu/~nunesa/Math.html. While it is simpler than many other computer algebra systems, the solver has enough in common with them to shed light on how they work. This section details the components of the solver. 
Lexical Analysis
When the user types in the equation to be solved, the program sees only that sequence of characters. Before anything more sophisticated occurs, these characters must be organized into words, or, more technically, tokens [1, 2] . The part of the solver that turns sequences of characters into tokens is called the lexical analyzer.
There are different categories of tokens. One category is for numbers, and one is for variables. Each of the arithmetic operators [+, -, *, /, ^] has its own category, as do parentheses [),(] and the equals sign [=] . These last few are particularly easy to find since they consist of only a single character. Finding a number or a variable takes more work.
Finding a variable is not too difficult. A variable must begin with a letter. Once the beginning of a variable has been found, the lexical analyzer continues to scan the input looking for more letters (since variables can be several letters long) until the last one in the sequence has been found. That sequence of letters is turned into a variable token.
Finding a number is the most complicated task for the lexical analyzer. A number can begin with either a digit or a decimal point [.] . Once the potential beginning of a number has been found, the lexical analyzer continues to scan the input looking for the rest of the number. Note that a decimal point is only a potential beginning because it must be followed by digits in order to actually be a number; otherwise, it is merely an error. Not only are decimal points and digits possible constituents of a number, but the letter 'e' is also a possible constituent, to allow for exponential notation (e.g., 1e5 which means 5 1 10 × ). Once all the constituents have been found, this sequence of characters is converted into a number. This number is then turned into a number token.
Parsing
Parsing an English sentence means looking at the words and determining the structure of the sentence. Here, too, parsing involves looking at the "words," or tokens, and determining the structure. Instead of discovering the structure of an English sentence, the solver finds the structure of an equation, once lexical analysis has been performed.
Contemporary linguists describe the structure of a sentence using phrase structure rules [3] that express facts. For example, one such fact is that a noun-phrase may consist of a determiner followed by a noun. Phrase structure rules, such as this one, are usually abbreviated as follows: NP → Det N. These rules can be read in two different ways.
One way explains how to generate phrases. Thus, to generate a noun-phrase one can generate a determiner followed by a noun. The other way explains how to parse phrases.
Thus, to parse a noun-phrase try parsing a determiner and then a noun. This second approach is called recursive descent parsing [1, 2] . A parsed phrase is typically either written as a tree diagram or bracketed to indicate its structure. For example, the phrase "the cat," when parsed, would be written as follows:
The result of parsing is called a parse tree even if it is not written using a tree diagram.
The solver parses equations rather than English sentences, but the structure of an equation is still described using phrase structure rules. See Appendix 1 for the rules used in the solver. These rules declare, for example, that an equation consists of two expressions separated by an equals-sign token, and that an expression consists of a term optionally followed by a plus-token and a term. See Figure 2 for an example of parsing. A polynomial is simply a sum of terms, where a term is the product of numbers and variables. The standard form for a polynomial is
Polynomials can be understood in two different ways [4] . One way is to view the variable x as a placeholder for a number, and the polynomial as a calculation waiting to happen.
The other way is to view a polynomial as a mathematical object in its own right, like a number. We can add, subtract, and multiply polynomials, just as we can add, subtract, and multiply numbers. It is this second viewpoint that will be useful here.
Before going too far, it is necessary to develop notation for the computer representation of a polynomial. The representation is composed of two parts: the variable and the list of the coefficients (the a's). For the polynomial With this understanding of polynomials, we see that it is straightforward for the solver to convert each of the expressions to polynomials. For a given parsed expression, the solver first converts the numbers and variables into polynomials and then performs the appropriate operation based on the type of structure. Appendix 3 formally defines this procedure. Figure 3 has an example.
Step 1: Convert the numbers and variable to polynomials. 
Polynomial Equation Solution
The standard form for a polynomial equation is are unreliable; instead, more advanced methods, such as the eigenvalue method, must be used to find the solutions [5] . It was mentioned in section 2.3 that the polynomial representation is preferred to the parse tree. However, if expressions can include trigonometric or logarithmic functions, manipulating the parse tree may be a reasonable approach. Also, operations such as differentiation can be more efficient when performed on parse trees, rather than polynomials. Sometimes a hybrid strategy that combines parse trees and polynomials is best.
When more complicated expressions are allowed, a more complicated polynomial representation is needed. If expressions can include trigonometric functions, it must be possible to represent trigonometric polynomials. Furthermore, advanced systems must be able to represent multi-variable polynomials. For example, algorithmic integration works by recursively analyzing multi-variable polynomials [6, 7, 8] .
The solver described above makes use of the simplest parse tree and polynomial representations. While more sophisticated computer algebra systems use more sophisticated representations [7, 8, 9] , they are only extensions of these simple ones.
Thus, this outline explaining the details of the solver gives insight into the mechanisms behind all computer algebra systems.
Teaching Computer Algebra Concepts
I believe that students can also benefit from an understanding of how computer algebra systems work. However, for students to be able to understand the ideas, a less detailed presentation is necessary. Section 3.1 presents this simplified perspective. I relate my experiences teaching this material in section 3.2.
Concepts of Computer Algebra for Students
The above description is too complicated for students taking introductory math courses.
Some changes are necessary to make it possible for students to understand computer algebra. One important change is to allow only linear equations, rather than arbitrary polynomial equations. That way, an expression is representable as simply a pair of numbers, rather than a list, and the rules of arithmetic can be stated more succinctly.
Another change is that the details of lexical analysis and parsing are omitted; instead translation from the algebraic form to the pair form is discussed. By leaving out these details, the material becomes more comprehensible to less advanced learners.
When teaching this material to students, I introduce the subject by pointing out that computers are capable of doing algebra problems. Typically, some students are aware of this, but many are not. How can it be that solving equations, which seems to require thought and ingenuity, can be done by a computer, which is mechanical and Mathematics. In the algebra course the material is supplementary, whereas in the topics course the material forms its own little section. Because of this difference, I give an abbreviated lecture for the algebra students.
In the algebra course, I spend only a single hour-and-fifteen-minute lecture on computer algebra. Students' reactions have been mixed. Some are annoyed at having to learn a second way of solving equations, some are excited to learn about how a machine might solve equations, and most are neutral. There is a bit too much material for most students to grasp completely. However, any confusion about this second approach to solving equations is isolated and does not affect their equation-solving performance.
Further, I do not hold the students responsible for the material. I tell them about computer algebra to inform them about modern technology and to arouse their interest in more advanced mathematics.
In the topics course, I spend about three hour-and-fifteen-minute lectures on computer algebra. I introduce the topic by displaying my solver. Many students are amazed and intrigued to discover that a computer can do algebra. After we discuss the material, they are given an assignment that covers the various components: solving equations using the formula, translating to pair-equations, performing pair-arithmetic, and solving equations using pairs. Subsequently, they are tested on the material. Students seem quite capable of going through these steps to solve equations.
I was curious whether the discussion of computer algebra had any effect on the students' algebra skills. I was able to give a pre-assessment and a post-assessment to ten students in my topics course on the subject of solving linear equations in one variable.
The average post-assessment score was marginally higher than the average pre-assessment score. This result suggests that including computer algebra ideas in introductory classes is worthy of further study.
Conclusion
A detailed understanding of computer algebra systems is important for mathematics instructors to have. Teachers should know that computers do not solve equations (or perform other calculations) the way people do. In particular, the arithmetic of polynomial representations is a powerful tool that machines can be made to use to solve mathematical problems. This insight will help the instructor or power-user to better interpret the results of computer algebra systems.
The proposed lesson plan for teaching introductory students about computer algebra omits details about lexical analysis and parsing; rather, the emphasis should be on translation to an alternate form, arithmetic of representations, and using formulas.
Students are thereby able to learn about an advanced technology. Lessons on computer algebra may also help improve students' overall algebra skills, though more research is necessary to make a conclusive statement. Nevertheless, even a brief overview of computer algebra helps students appreciate that there are many ways of approaching equation solving. Appendix 2: Polynomial Representation Operations
Neg P ( ; x l ) = x;Neg L ( l ) Add P ( 1 ; x l )( 2 ; y l ) = z;Add L ( 1 l )( 2 l ) if x y ≡ and z = Spec(x)(y) Sub P ( 1 ; x l )( 2 ; y l ) = z;Sub L ( 1 l )( 2 l ) if x y ≡ and z = Spec(x)(y) Scale P (k)( ; x l ) = x;Scale L (k)( l ) Mult P ( 1 ; x l )( 2 ; y l ) = z;Mult L ( 1 l )( 2 l ) if x y ≡ and z = Spec(x)(y) Power P (n)( ; x l ) = x;Power L (n)( l )
