Using QR Factorization in Subspace Based Blind Channel Identification  by Chen, C Y & Yu, J S
Procedia Engineering 29 (2012) 3413 – 3417
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2012.01.504
Available online at www.sciencedirect.com
Available online at www.sciencedirect.com
          Procedia Engineering  00 (2011) 000–000 
Procedia
Engineering
www.elsevier.com/locate/procedia
2012 International Workshop on Information and Electronics Engineering (IWIEE) 
Using QR Factorization in Subspace Based Blind Channel 
Identification
C. Y. Chena, J. S. Yub
aSchool of Computer Science & Educational Software, Guangzhou University, Guangzhou, China 
bSoftware Department, Shenzhen Newpolar Technology Co., Ltd. Shenzhen, China 
Abstract 
Subspace factorization based methods are usually used to blindly identify a SIMO system. To divide signal subspace 
and noise subspace, correlation matrix of the receiving data should be estimated. A new Subspace factorization 
method is proposed in this paper. It uses a QR factorization of samples matrix instead of SVD of correlation matrix, 
so it can be viewed as a square-root version of the latter, which renders it more robust against ill-conditioned 
channels and naturally able to identify channels driven by color signal. Without the requirement of estimating 
statistics, this algorithm works with very short observation sequence. Compared to SVD, the QR factorization method 
requires fewer computations, so it is computationally more efficient. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Digitals communication usually suffers from inter-symbol interference (ISI) which arises from multi-
path propagation or limited band transmission. To achieve reliable communication, channel equalization is 
necessary to eliminate ISI. Traditional equalization methods are based on training sequence or a priori 
information about the channel. But sometimes such methods are not applicable, because prior knowledge 
about channels is not likely to be known and usually there has not enough band sources for sending 
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training sequence. In contrast, blind equalization doesn’t require training or a priori knowledge of channels, 
thus is more attractive in source limited communication. 
In blind equalization, higher order statistics (HOS) of the received signal were first used to estimate the 
channel and to calculate the equalizer, such as the CMA algorithm [1-2]. Recently, algorithms based on 
second order statistics have attracted much interest, since estimation of second order statistics need much 
fewer samples and computations. The pioneering work in [3] formed the famous Single-input Multiple-
output (SIMO) model in an oversampled channel system, since then the problem of blind channel 
identification becomes turn to the problem to identify an SIMO system. Numerous such algorithms have 
been proposed. Many of them assume the input signal is white process [4-5]. However, usually practical 
signals are not white due to channel coding. There is another kind of methods called deterministic methods 
[6-7] that don’t exploit statistics, so naturally may be used to identify channel that driven by colour sources. 
In this work, we use a QR factorization instead of SVD in the subspace method [6], so that we don’t need 
estimate correlation matrix but only construct a data matrix. It can be viewed as a square-root version of 
the subspace method. We discussed the identifiable condition as well.   
This paper is organized as follows: In section 2, the SIMO system model is presented. Next, we 
introduce the new QR factorization based SS method in section 3. Section 4 gives the simulation results. 
Finally, the conclusion is given in section 5. 
We adopt the following notations throughout this paper. ( )T⋅ , ( )H⋅ , stands for transpose, conjugate 
transpose, respectively. 
2. System Model 
In a single-input multiple-output system, the output of each subchannel can be expressed as  
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thi subchannel, M is the number of subchannels, 
( )in n is additive noise which is assumed to be white and uncorrelated to the sources, L is the maximum 
order of all subchannels. 
StackingD successive samples in a vector ( )=[ ( ), , ( - +1)]i i ix n x n x n D
K " , we obtain 
( ) ( ) ( ) 1, ,i i ix n H s n n n i M= + =
K K K "                                              (2) 
Where ( )in n
K is constructed as ( )ix n
K  and 
( )
(0) ( ) 0
0 (0) ( )
i i
i
i i D D L
h h L
H
h h L
× +
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
"
% %
"
, ( ) [ ( ), , ( 1)]Ts n s n s n D L= − − +K "
Let 1( ) [ ( ), , ( )]
T T T
Mx n x n x n=
K K K" , 1( ) ( ), , ( )
TT T
Mn n n n n n⎡ ⎤= ⎢ ⎥⎣ ⎦
K K K" , 1[ , , ]T T TMH H H= " , then
( ) ( ) ( )x n Hs n n n= +K K K                                                                (3)
3. Blind Identification Method 
For convenience, we ignore the noise at first. Form the channel output data and input data to block 
matrices as ( ) ( ) ( 1)
MD N
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( ) ( )X n HS n=                                                                          (4) 
Perform QR factorization with column pivoting to ( )X n  and get: 
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Where Q is a MD MD× unitary matrix, 1R is an upper triangular and non-singular with 
dimension( ) ( )D L D L+ × + . The absolute values of diagonal elements are in decreasing order due to 
MD MD× pivoting matrixΠ . 2R  is ( )* ( )D L N D L+ − − . U is the first D L+  columns of Q  and V
is the last DM D L− − columns of Q , respectively. 
So, from (4) and (5), we have 
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Since Q  is a unitary matrix, we have 
0TV U =                                                                            (7) 
Obviously ( )S n  is a Hankel matrix [7] with dimension( )D L N+ × , from reference [7], the rank of a 
Hankel matrix is given by 
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Where p is the persistent exciting order of ( )s n . So, if D L p+ ≤ and D L N+ ≤ , we 
have ( ( ))rank S n D L= + . Let 1( )S n −  denote the right pseudo inverse of ( )S n , then from (6) and (7), it is 
easily to obtain
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In practice, the channel can be estimated by minimizing the following quadratic form 
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According to reference [6], the following structural relation holds: 
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By theorem 2 in [6], vector h
K
 is the unique (up to a scalar factor) vector that let ( ) 0f h =K . In noisy case, 
the estimates of h
K
can be obtained by minimizing ( )f h
K
subject to a properly chosen constraint to avoid the 
trivial solution 0h =K . Classically a quadratic constraint 1h =K  will lead to the solution to be the 
eigenvector associated to the smallest eigenvalue of matrixG .
From the derivation of the QR factorization based method, the only condition of this method is 
D L p+ ≤ andD L N+ ≤ . Practical signals easily satisfy the former condition, and the latter can be 
achieved by collecting enough samples. From the construct of matrix ( )S n , the minimal number of 
samples must be used in this method is2( ) 1D L+ − .
4. Simulation Result 
In our method, we use a QR factorization instead of SVD factorization in SS method. To demonstrate 
the performance of the new method, we compared the two SS methods and another deterministic method 
(CR) [7]. The channel used in simulation is from reference [3], and stochastic source signals are drawn 
from a 16-point square constellation. The signal to noise ratio is 30dB. 
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Fig. 1. The equalized eye-diagrams (a) with minimum data; (b) with excessive data 
We denote the new method as SS_QR in diagrams. In our simulation, when the number of received 
samples is the minimal, i.e. 2( ) 1D L+ − ., the equalized output eye diagram is in Fig. 1. (a). It is 
obviously that all three methods open the eyes, and, the SS and SS_QR have identical performance.  
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When the number of received samples is much more than the minimal, such as 5 times of the minimal, 
the eye diagram is shows in Fig. 1. (b). this time, the performance of SS_QR is not as good as SS, 
because a larger number of samples help to estimate a more accurate correlation matrix. But SS_QR is 
still better than CR, because CR is a deterministic method too, which can’t improve performance by 
adding samples.  
5. Conclusions 
In this work, a SS-based blind channel identification method is proposed. It is based on a QR 
factorization instead of SVD, so don’t require estimating correlation matrix. The independence on 
statistics enables the new method to identify channel driven by color signal and to compute with short 
data. Compared to the methods using SVD, the QR factorization method requires much fewer 
computations and may be computationally more efficient. Simulation results show that when the received 
data length is very short, the QR methods perform as good as the SS method and the famous CR method. 
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