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Abstract
In this paper the problem of comparing initial data to a reference solution for the vacuum
Einstein field equations is considered. This is not done in a coordinate sense, but through
quantification of the deviation from a specific symmetry. In a recent paper [T. Ba¨ckdahl, J.A.
Valiente Kroon, Phys. Rev. Lett. 104, 231102 (2010)] this problem was studied with the
Kerr solution as a reference solution. This analysis was based on valence 2 Killing spinors. In
order to better understand this construction, in the present article we analyse the analogous
construction for valence 1 spinors solving the twistor equation. This yields an invariant that
measures how much the initial data deviates from Minkowski data. Furthermore, we prove
that this invariant vanishes if and only if the mass vanishes. Hence, we get a proof of the
positivity of mass.
1 Introduction
The idea that constructions involving spinor fields are a valuable tool for the analysis of global
properties of 3-manifolds was brought to the fore by Witten’s proof of the positivity of the mass
[17]. Witten’s ideas were then used to prove the positivity of other notions of mass like Bondi’s
—see e.g. [11, 10].
In a recent paper [1] spinorial equations have motivated the construction of a new geometric
invariant for initial data sets for the vacuum Einstein field equations —see also [2] for a more
detailed exposition. The motivation behind this construction is to develop a method to compare
spacetimes (and initial data sets thereof) in a gauge-independent, coordinate-free manner. The
key idea is to carry out this comparison by quantifying how much the spacetime (or its initial data)
fail to have a particular symmetry. Following this strategy, it is possible to obtain a geometric
invariant with the property of vanishing if and only if the initial data set corresponds to initial
data for the Kerr spacetime —thus, it measures the non-Kerrness of the data.
The starting point of the non-Kerrness is the notion of valence 2 Killing spinors. These are
spinorial fields κAB = κ(AB) satisfying the equation
∇A′(AκBC) = 0.
The existence of such spinorial fields in the development of initial data sets for the vacuum
Einstein field equations can be encoded at the level of the data via the so-called Killing spinor
initial data equations —see [1, 2, 8]. These equations include among others the so-called spatial
Killing spinor equation (an explanation of the notation is given in the sequel)
∇(ABκCD) = 0. (1)
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This equation admits, for a generic initial data set for the Einstein field equations, only the
trivial solution. The key insight of [1, 2] was that if one composes the differential operator of
this equation with its formal adjoint one obtains an elliptic equation which with the appropriate
boundary conditions can be shown to always have a solution. If one evaluates the resulting
spinor in the Killing spinor initial data equations one obtains a quantitative measure of the
deviation from the existence of a symmetry in the data. The existence of a Killing spinor is a
strong condition to be imposed on a vacuum spacetime. As a consequence, it turns out that the
construction described in this paragraph can be used to provide a characterisation of data for the
Kerr spacetime.
The purpose of the present article is to shed light into the construction of [1, 2] by analysing an
analogous construction motivated by the twistor equation (or valence 1 Killing spinor equation):
∇A′(AκB) = 0.
In this case, the analogue of equation (1) is the spatial twistor equation
∇(ABκC) = 0.
This equations has been used to provide conditions on a 3-manifold to be embeddable in a
conformally flat spacetime —see [16]. The analogous procedure of [1, 2] then produces an invariant
that turns out to be related to the mass.
It should be emphasised that in contrast to the analysis of [1, 2] which could be performed,
to some greater length, using tensorial methods, the present discussion is intrinsically spinorial.
Outline of the article
Section 2 provides a brief discussion of the theory of spacetimes with solutions to the so-called
twistor equation. In particular, it provides a characterisation of the Minkowski spacetime in
terms of the existence of a specific solution to this equation. Section 3 provides a short overview
of the space spinor formalism to be used in our analysis. Section 4 is concerned with the question
of how to encode in an initial data set that its development will have a solution to the twistor
equation. Section 5 introduces the approximate twistor equation: an elliptic equation which with
suitable conditions always admits a unique solution for asymptotically Euclidean initial data sets
—see Theorem 2. Whereas Section 5 is concerned with formal elliptic properties of the equation,
Section 6 discusses its solvability for asymptotically Euclidean manifolds. Section 7 presents a
characterisation of Minkowski initial data by means of a geometric invariant constructed out of
the solution to the approximate twistor equation provided by Theorem 2. Finally, in Section 8
we discuss the connection between our invariant and the mass of the data.
General notation and conventions
All throughout, (M, gµν) will be an orientable and time orientable globally hyperbolic vacuum
spacetime. Here, and in what follows, µ, ν, · · · denote abstract 4-dimensional tensor indices. The
metric gµν will be taken to have signature (+,−,−,−). Let ∇µ denote the Levi-Civita connection
of gµν . The sign of the Riemann tensor will be given by the equation
∇µ∇νξζ −∇ν∇µξζ = Rνµζηξη
The triple (S, hab,Kab) will denote initial data on a hypersurface of the spacetime (M, gµν).
The symmetric tensors hab, Kab will denote, respectively, the 3-metric and the extrinsic curvature
of the 3-manifold S. The metric hab will be taken to be negative definite —that is, of signature
(−,−,−). The indices a, b, . . . will denote abstract 3-dimensional tensor indices, while i, j, . . .
will denote 3-dimensional tensor coordinate indices. Let Da denote the Levi-Civita covariant
derivative of hab.
Spinors will be used systematically. We follow the conventions of [13]. In particular, A, B, . . .
will denote abstract spinorial indices, while A, B, . . . will be indices with respect to a specific
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frame. Tensors and their spinorial counterparts are related by means of the solder form σµ
AA′
satisfying gµν = σ
AA′
µ σ
BB′
ν ǫABǫA′B′ , where ǫAB is the antisymmetric spinor and ǫA′B′ its complex
conjugate copy. One has, for example, that ξµ = σµ
AA′ξAA′ . Let ∇AA′ denote the spinorial
counterpart of the spacetime connection ∇µ. Besides the connection ∇AA′ , two other spinorial
connections will be used: DAB, the spinorial counterpart of the Levi-Civita connection Da and
∇AB a Sen connection. Apart from these derivatives we will also use the normal derivative
∇ ≡ τµ∇µ. Full details will be given in Section 3.
2 The twistor equation: general theory
A valence 1 Killing spinor is a spinor κA satisfying the twistor equation
∇A′(AκB) = 0. (2)
Taking a further derivative of equation (2), antisymmetrising and commuting the covariant deriva-
tives one finds the integrability condition
ΨABCDκ
D = 0, (3)
where ΨABCD denotes the self-dual Weyl spinor. The above integrability imposes strong restric-
tions on the algebraic type of the Weyl spinor as it states that the vacuum has to be of Petrov
type N or O.
2.1 A characterisation of the Minkowski spacetime
We will use valence 1 Killing spinors to formulate a characterisation of the Minkowski spacetime.
Proposition 1. Assume that κA is a solution to ∇A′(AκB) = 0 in an asymptotically flat vacuum
spacetime. Let ηA ≡ ∇AA′ κ¯A′ . If ηA 6= 0 at some point, then the spacetime is isomorphic to the
Minkowski spacetime.
Proof. As the twistor equation holds, then the integrability condition (3) is satisfied. Similar
calculations show that κA = 0 and ∇A′(AηB) = 0. Therefore we also have ΨABCDηD = 0.
Furthermore we find ∇AA′ηA = 12κ¯A′ = 0. This means that ∇AA′ηA = 0. Assume now that
ηA 6= 0 at some point. Then one has that ηA 6= 0 everywhere.
We will now prove that the set ηAκA = 0 does not have any interior points. We do this by
contradiction. Assume ηAκA = 0 in a neighbourhood of a point p. By the relation∇AA′(ηBκB) =
1
2ηAη¯A′ we then see that also ηAη¯A′ = 0 in a neighbourhood of p. This contradicts ηA 6= 0.
Hence, the set ηAκA = 0 does not have any interior points, thus this set has measure zero.
This means that we can use {ηA, κA} locally as a dyad on some neighbourhood around almost
every point in the manifold. From the conditions ΨABCDκ
D = 0, ΨABCDη
D = 0 we conclude
that ΨABCD = 0 at almost every point. By continuity we get ΨABCD = 0 at every point on
the manifold. Hence, the spacetime is conformally flat. Together with asymptotic flatness and
the vacuum field equations, we get that the spacetime is flat, i.e. isomorphic to the Minkowski
spacetime.
3 Space spinors: general theory
The analysis in this article is based on an analysis of the space spinor split of equation (2). Here
we follow the conventions and notations introduced in [1, 2].
3.1 Basic definitions
Let τν be the future pointing vector tangent to a congruence of timelike curves and let τAA
′
denote its spinorial counterpart. We will use the normalization τAA′τ
AA′ = 2. Also, let KABCD
denote the spinorial counterpart of the second fundamental form Kab. Furthermore, let
ΩABCD ≡ K(ABCD), K = KPQPQ.
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The Sen connection associated to the congruence defined by τAA
′
is given by
∇AB ≡ τ(AA
′∇B)A′ .
The latter can be written in terms of the intrinsic spinorial Levi-Civita covariant derivative DAB
and the spinor KABCD. For example, given a valence 1 spinor πA one has that
∇ABπC = DABπC + 1
2
KABC
QπQ,
with the obvious generalisations to higher valence spinors. Furthermore we denote the normal
derivative with ∇ ≡ τAA′∇AA′ . Observe that one can tell the different derivatives apart by their
indices. The spacetime derivative ∇AA′ has one unprimed index and one primed index, whereas
the Sen connection ∇AB has two unprimed indices. The normal derivative ∇ has no indices.
Essential for our analysis is the notion of Hermitian conjugation. Again, given the spinor πA,
we define its Hermitian conjugate via
πˆA ≡ τAE
′
π¯E′ .
The Hermitian conjugate can be extended to higher valence symmetric spinors in the obvious
way. The symmetric spinors νAB and ξABCD are said to be real if
νˆAB = −νAB, ζˆABCD = ζABCD.
It can be verified that νAB νˆ
AB, ζABCD ζˆ
ABCD ≥ 0. If the spinors are real, then there exist real
spatial tensors νa, ξab such that νAB and ξABCD are their spinorial counterparts. For symmetric
spinors with an odd number of indices like κA, ξABC there is no corresponding notion of reality.
However, it can still be shown that κAκˆ
A, ξABC ξˆ
ABC ≥ 0. The differential operator DAB is real
in the sense that ◊ DABπC = −DABπˆC .
However, for the Sen covariant derivative one has that
◊ ∇ABπC = −∇ABπˆC + 12KABCDπˆD.
The restriction to S of an arbitrary spinor expression with only unprimed indices can be treated
as a spinor expression intrinsic to S. From Section 4.4 to the end of the paper all expressions will
be treated as intrinsic to S. Before that it will be clear from the context if an expression is valid
only on the slice S or on the entire spacetime.
3.2 Commutators
Let
AB ≡ ∇C′(A∇B)C
′
, “AB ≡ τAA′τBB′A′B′ = τAA′τBB′∇C(A′∇B′)C .
In vacuum, the action of these operators on a spinor πA is given by
ABπC = ΨABCQπ
Q, “ABπC = 0.
In terms of AB and “AB, the commutators of ∇ and ∇AB read
[∇,∇AB] = “AB −AB − 12KAB∇+KD(A∇B)D −KABCD∇CD, (4a)
[∇AB,∇CD] = 1
2
(
ǫA(CD)B + ǫB(CD)A
)
+
1
2
Ä
ǫA(C“D)B + ǫB(C“D)Aä
+
1
2
(KCDAB∇−KABCD∇) +KCDQ(A∇B)Q −KABQ(C∇D)Q. (4b)
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3.3 Space spinor expressions in Cartesian coordinates
In the sequel it will be sometimes necessary to give spinorial expressions in terms of Cartesian or
asymptotically Cartesian frames and coordinates. For this we make use of the spatial Infeld-van
der Waerden symbols σiAB, σi
AB. Given xi, xi ∈ R3 we shall follow the convention that
xAB ≡ σiABxi, xAB ≡ σiABxi,
with
xAB =
1√
2
Å −x1 + ix2 x3
x3 x1 + ix2
ã
, xAB =
1√
2
Å −x1 − ix2 x3
x3 x1 − ix2
ã
.
4 Twistor initial data
In this section we review some aspects of the space spinor decomposition of the twistor equation
(2). A first analysis along these lines was first carried out in [8].
4.1 General observations
Given a spinor κA (not necessarily a solution to the twistor equation), it will be convenient to
define the following spinors:
ξA ≡ 23∇ABκB,
ξABC ≡ ∇(ABκC),
HA′AB ≡ ∇A′(AκB).
We will use this notation throughout the rest of the paper. Clearly, for a solution to the twistor
equation one has
HA′AB = 0.
The spinors ξA and ξABC arise in the space spinor decomposition of the spinor HA′AB. Further-
more, the spinors ξA and ξABC correspond to the irreducible components of ∇ABκC so that one
can write
∇ABκC = ξABC − ξ(AǫB)C . (5)
The irreducible components of the derivative ∇ABξC in vacuum are given by:
∇ABξB = 12∇BCξABC + 12KξA + 12ΩABCDξBCD, (6a)
∇(ABξC) = 2∇(ADξBC)D +ΨABCDκD + 23KξABC − ΩABCDξD − ξ(ADFΩBC)DF . (6b)
4.2 Propagation of the twistor equation
A straightforward consequence of the twistor equation (2) in a vacuum spacetime is that:
κA = 0, (7)
where  ≡ ∇AA′∇AA′ . The latter equation is obtained by applying the differential operator∇AA′
to equation (2) and then using the vacuum commutator relation for the spacetime Levi-Civita
connection. The wave equation (7) plays a role in the discussion of the propagation of the Killing
spinor equation —cfr. [8].
Lemma 1. Let κA be a solution to equation (7). Then the spinor field HA′AB will satisfy the
wave equation
HA′AB = 2HA′
CDΨABCD. (8)
The crucial observation is that the right hand side of equation (8) is a homogeneous expression
of the unknown. The hyperbolicity of equation (8) implies the following result:
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Proposition 2. The development (M, gµν) of an initial data set for the vacuum Einstein field
equations, (S, hab,Kab), has a solution to the twistor equation in the domain of dependence of
U ⊂ S if and only if the following equations are satisfied on U .
HA′AB = 0, (9a)
∇HA′AB = 0. (9b)
4.3 The twistor initial data equations
The twistor initial data conditions of Proposition 2 can be reexpressed in terms of conditions on
the spinor κA which are intrinsic to the hypersurface S. Extensive computations using the xAct
suite for Mathematica render the following result:
Theorem 1. Let (S, hab,Kab) be an initial data set for the vacuum Einstein field equations,
where S is a Cauchy hypersurface. Let U ⊂ S be an open set. The development of the initial data
set will then have a solution to the twistor equation in the domain of dependence of U if and only
if
ξABC = 0, (10a)
ΨABCDκ
D = 0, (10b)
are satisfied on U . The valence 1 Killing spinor is obtained by evolving (7) with initial data
satisfying conditions (10a)-(10b) and
∇κA = −ξA, (11)
on U .
Remark 1. Conditions (10a)-(10b) are intrinsic to U ⊂ S and will be referred to as the twistor
initial data equations. In particular, equation (10a), which can be written as
∇(ABκC) = 0, (12)
will be called the spatial twistor equation, whereas (10b) will be known as the algebraic condition.
The self-dual Weyl spinor ΨABCD can be written in terms of quantities intrinsic to the initial
hypersurface S using
ΨABCD = EABCD + iBABCD,
with
EABCD = −r(ABCD) + 12Ω(ABPQΩCD)PQ − 16ΩABCDK,
BABCD = −i DQ(AΩBCD)Q,
and where the spinor rABCD is the spinorial counterpart of the Ricci tensor, rab, of the 3-metric
hab.
Proof. The proof of Theorem 1 consists of a space spinor decomposition of the conditions (9a)-
(9b) and of an analysis of the dependencies of the resulting conditions. All calculations are made
on U ⊂ S. The equation HA′AB = 0 is equivalent to
ξABC = 0,
∇κA = − ξA.
The wave equation κA = 0 renders
∇∇κA = −K∇κA − 2∇BCξABC − 2∇ABξB +KABξB +KBCξABC .
Using the above equations, the equation ∇HA′AB = 0 on S is seen to be equivalent to
∇ABξB = 12KξA,
∇(ABξC) = −ΨABCDκD − ΩABCDξD.
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Also using the equations (6a)-(6b), one will see that
ξABC = 0,
ΨABCDκ
D = 0,
∇κA = − ξA,
on U is enough to guarantee HA′AB = 0 everywhere in the domain of dependence of U , if we
evolve κA by κA = 0. This completes the proof.
4.4 The integrability conditions of the spatial twistor equation
The condition ξABC ≡ ∇(ABκC) = 0 does not immediately give information about the other
irreducible component of ∇ABκC , namely ξA. However, using ξABC = 0 in the relations (6a)-
(6b) one finds that ∇ABξC can be written in terms of ξA, κA and curvature spinors. We get:
∇ABξB = 12KξA,
∇(ABξC) = ΨABCDκD − ΩABCDξD.
From these we can make the following observation
Lemma 2. Assume that ∇(ABκC) = 0, then
∇AB∇CDκE = HABCDE,
where HABCDE is a linear combination of κA and ∇ABκC with coefficients depending on ΨABCD,
ΨˆABCD and KABCD.
Remark. It is important to point out that the assertion of the Lemma 2 is false if ∇(ABκC) 6= 0.
5 The approximate twistor equation
The spatial twistor equation (10a) is an overdetermined condition for the spinor κA, so we can
not expect that a generic initial data set (S, hab,Kab) admits a solution. One would therefore like
to weaken the equation so that it always admits a unique solution if one specifies the asymptotic
behaviour in a specific way. The strategy will be to compose the spatial twistor operator with
its formal adjoint. In this section we will follow this idea and construct the approximate twistor
equation. The existence and uniqueness of solutions will be proved in Section 6.
5.1 The approximate twistor operator
Let S1 and S3 denote, respectively, the spaces of totally symmetric valence 1 and valence 3
spinors. Given ζABC , χABC ∈ S3, we introduce an inner product in S3 via:
〈ζABC , χDEF 〉 ≡
∫
S
ζABC χˆ
ABCdµ,
where dµ denotes the volume form of the 3-metric hab. We introduce the spatial twistor operator
Φ via
Φ : S1 → S3, Φ(κ)ABC = ∇(ABκC).
Now, consider the pairing
〈∇(ABκC), ζDEF 〉 =
∫
S
∇(ABκC)ζˆABCdµ =
∫
S
∇ABκC ζˆABCdµ.
The formal adjoint of the spatial Killing operator, Φ∗, can be obtained from the latter expression
by integration by parts. To this end we note the identity∫
U
∇ABκC ζˆABCdµ =
∫
∂U
nABκC ζˆ
ABCdS +
∫
U
κC(¤ ΩCABDζABD −⁄ ∇ABζABC)dµ, (13)
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with U ⊂ S, and where dS denotes the area element of ∂U , nAB is the spinorial counterpart of
its outward pointing normal, and ζABC is a symmetric spinor. From (13) it follows that
Φ∗ : S3 → S1, Φ∗(ζ)A = ∇BCζABC − ΩABCDζBCD. (14)
We shall call the composition operator L ≡ Φ∗ ◦Φ : S1 → S1 given by
L(κA) ≡ ∇BC∇(ABκC) − ΩABCD∇BCκD = 0, (15)
the approximate twistor operator, and equation (15) the approximate twistor equation. Note that
every solution to the spatial twistor equation (12) is also a solution to equation (15). Furthermore,
as it will be discussed in the proof of Proposition 6, if a solution to the approximate twistor
equation has a sufficiently fast decay at infinity, then it follows from (13) that it is also a solution
to the spatial twistor equation.
5.2 Ellipticity of the approximate twistor operator
As a prior step to the analysis of the solutions to the approximate twistor equation (15), we look
first at its ellipticity properties.
Lemma 3. The operator L defined by equation (15) is a formally self-adjoint elliptic operator.
Proof. The operator is by construction formally self-adjoint as it is given by the composition of an
operator and its formal adjoint. In order to verify ellipticity, we will use the fact that commuting
derivatives does not change the principal symbol of an operator. Therefore, we use the vacuum
commutators to get
∇AB∇BCκA = 12∇AB∇ABκC − 12ΩCABD∇BDκA + 13K∇CAκA.
From this we see that
L(κA) ≡ 23∇BC∇BCκA + 23ΩABCD∇CDκB + 29K∇ABκB,
which is manifestly elliptic.
We note that the approximate twistor equation (15) arises naturally from a variational prin-
ciple. More precisely, it is the Euler-Lagrange equation of the functional
J =
∫
S
∇(ABκC)◊ ∇ABκCdµ. (16)
6 The approximate twistor equation in asymptotically Eu-
clidean manifolds
After having studied some formal properties of the twistor initial data equations (10a)-(10b),(11),
and the approximate twistor equation (15), we proceed to analyse their solvability on asymptot-
ically Euclidean manifolds.
6.1 Asymptotic flatness assumptions
In what follows, we will be concerned with vacuum spacetimes arising as the development of
asymptotically Euclidean data sets. Let (S, hab,Kab), denote a smooth initial data set for the
vacuum Einstein field equations. For an asymptotic end of S it will be understood an open set
diffeomorphic to the complement of a closed ball in R3. The 3-manifold S will be assumed to
have an arbitrary number (N ≥ 1) of ends. Besides paracompactness and orientability, no further
topological restrictions will be made. Hence, the 3-manifold could have an arbitrary number of
handles.
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On each asymptotic end it will be assumed that it is possible to introduce asymptotically
Cartesian coordinates xi with r = ((x1)2 + (x2)2 + (x3)2)1/2, such that the intrinsic metric and
extrinsic curvature of S satisfy in the asymptotic end
hij = −
(
1 + 2mr−1
)
δij + o∞(r
−3/2), (17a)
Kij = o∞(r
−5/2). (17b)
This class of data can be described as asymptotically Schwarzschildean. Here, and in what follows,
the fall off conditions of the various fields will be expressed in terms of weighted Sobolev spaces
Hsβ , where s is a non-negative integer and β is a real number. Here we use the conventions for
these spaces given in [3] —see also [2]. We say that η ∈ H∞β if η ∈ Hsβ for all s. Thus, the
functions in H∞β are smooth over S and have a fall off at infinity such that ∂lη = o(rβ−|l|). We
will often write η = o∞(r
β) for η ∈ H∞β at the asymptotic end.
6.2 Asymptotic form of solutions to the spatial twistor equation
In the sequel, given an initial data set (S, hab,Kab) satisfying the decay conditions (17a)-(17b),
it will be necessary to show that it is always possible to solve the equation
∇(ABκC) = o∞(r−3/2), (18)
order by order without making any further assumptions on the data. For this we use asymp-
totically Cartesian coordinates and consider a normalised dyad {oA, ιA} such that oAιA = 1. A
direct calculation allows us to verify the following:
Proposition 3. Let (S, hab,Kab) denote an initial data set for the vacuum Einstein field equa-
tions satisfying at each asymptotic end the decay conditions (17a)-(17b). Let m denote the ADM
mass of one of these ends. Then on this end
κA =
(
1 + 12mr
−1
)
xABo
B + o∞(r
−1/2), (19)
satisfies equation (18).
Remark. Formula (19) implies the following expansion for ξA:
ξA = (1−mr−1)oA + o∞(r−3/2). (20)
For later reference we notice that
∇ABr = −xABr−1 + o∞(r−1/2), (21a)
∇(ABξC) = −mr−3x(ABoC) + o∞(r−5/2). (21b)
6.3 Existence and uniqueness of spinors with twistor asymptotics
In this section we prove that given a spinor κA satisfying equations (18) and ξA = oA+o∞(r
−1/2),
the asymptotic expansion (19) is unique up to a translation.
Proposition 4. Given an asymptotic end for which (17a)-(17b) hold, there exists
κA = o∞(r
3/2), (22)
such that
ξABC = o∞(r
−3/2), ξA = oA + o∞(r
−1/2). (23)
The spinor κA is unique up to order o∞(r
−1/2), apart from a (complex) constant term.
Remark 1. The complex constant term arising in Proposition 4 contains four real parameters.
In the sequel, given a particular choice of asymptotically Cartesian coordinates and frame, we
will set this constant term to zero. For any other choice of coordinates and frames, the constant
can be transformed away by a translation.
Remark 2. The condition ξABC = o∞(r
−3/2) implies ξABC ∈ L2. Furthermore the conditions
in Proposition 4 are coordinate independent.
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Proof. A direct calculation shows that the expansion (19) yields (20) and ξABC = o∞(r
−3/2).
Hence, (19) gives a solution of the desired form. In order to prove uniqueness we make use of the
linearity of the integrability conditions (6a)-(6b). Note that the translational freedom gives an
ambiguity of a constant term in κA. Let
κ˚A ≡
(
1 + 12mr
−1
)
xABo
B (24)
Let κ˘A, be an arbitrary solution to the system (22), (23). Furthermore, let κA ≡ κ˘A − κ˚A. We
then have
ξABC = o∞(r
−3/2), ξA = o∞(r
−1/2), κA = o∞(r
3/2).
To obtain the desired conclusion we only need to prove that κA = CA + o∞(r
−1/2), where CA
is a constant. This is equivalent to DABκC = o∞(r
−3/2). Note that we now have coordinate
independent statements to prove.
We note that from (17a)-(17b) it follows that
KABCD = o∞(r
−5/2), ΨABCD = o∞(r
−3+ε),
with ε > 0. From (5) and a sharp multiplication result for weighted Sobolev spaces given in
Lemma 2.4 in [12] one will get
DABκC = ξABC − ξ(AǫB)C − 12KABCDκD = o∞(r−1/2).
Integrating the latter yields
κA = o∞(r
1/2).
The constant of integration is incorporated in the remainder term. Estimating all terms in (6a)
and (6b) gives
∇ABξB = o∞(r−5/2), (25a)
∇(ABξC) = o∞(r−5/2). (25b)
Hence, ∇ABξC = o∞(r−5/2), and therefore DABξC = o∞(r−5/2). Integrating this yields ξA =
o∞(r
−3/2). Here the constants of integration are forced to vanish by the condition ξA=o∞(r
−1/2).
Hence,
DABκC = ξABC − ξ(AǫB)C − 12KABCDκD = o∞(r−3/2).
from where the result follows.
From the asymptotic solutions we can obtain a globally defined spinor κ˚A on S that will act
as a seed for our approximate twistor.
Corollary 1. There are spinors κ˚A, defined everywhere on S, such that the asymptotics at each
end is given by (19). Different choices of κ˚A can only differ by a spinor in H
∞
−1/2.
Proof. Proposition 4 gives the existence at each end. Smoothly cut off these functions, and
paste them together. This gives a smooth spinor κ˚A defined everywhere on S. Furthermore
∇(ABκ˚C) ∈ H∞−3/2.
6.4 Fredholm properties
In this section we study the invertibility properties of the approximate twistor operator L given
by equation (15) on asymptotically Euclidean manifolds. The necessary elliptic theory for this
analysis has been developed in e.g. [5, 6, 7, 9], and has been adapted to our context in [2].
The decay assumptions (17a)-(17b) imply that L is an asymptotically homogeneous elliptic
operator —see e.g. [5, 9]. This is the standard assumption on elliptic operators on asymptotically
Euclidean manifolds. It follows from [5], Theorem 6.3 that:
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Lemma 4. The elliptic operator
L : H2δ → H0δ−2,
where δ is not a non-negative integer is a linear operator with finite dimensional Kernel and
closed range.
We will also need the following ancillary result —cfr. [7] for an analogous result for Killing
vectors.
Proposition 5. Let νA ∈ H∞−1/2 such that ∇(ABνC) = 0. Then νA = 0 on S.
Proof. We will use Theorem 20 of [2], which is an adaptation of a result in [7]. From Lemma 2
it follows that ∇AB∇CDνE can be expressed as a linear combination of lower order derivatives
with smooth coefficients with the proper decay. Thus, Theorem 20 of [2] applies with m = 1 and
one obtains the desired result.
We are now in the position to discuss the Kernel of the approximate twistor operator in the
case of spinor fields that decay at infinity.
Proposition 6. Let νA ∈ H∞−1/2. If L(νA) = 0, then νA = 0.
Proof. Using the identity (13) with ζABC = ∇(ABνC) and assuming that L(νC) = 0, one obtains
∫
S
∇ABνCŸ ∇(ABνC)dµ =
∫
∂S∞
nABνCŸ ∇(ABνC)dS,
where ∂S∞ denotes the sphere at infinity. Assume now, that νA ∈ H∞−1/2. It follows that
∇(ABνC) ∈ H∞−3/2 and furthermore, using the finer multiplication Lemma 15 of [2] that
nABνCŸ ∇(ABνC) = o(r−2).
The integration of the latter over a finite sphere of sufficiently large radius is of type o(1). Thus
one has that ∫
∂S∞
nABνCŸ ∇(ABνC)dS = 0,
from where ∫
S
∇ABνCŸ ∇(ABνC)dµ = 0.
Therefore, one concludes that
∇(ABνC) = 0.
That is, νA has to be a solution to the spatial twistor equation. Using Proposition 5 it follows
that νA = 0 on S.
6.5 Existence of approximate twistors
We are now in the position of providing an existence proof to solutions to equation (15) with the
asymptotic behaviour discussed in section 6.2.
Theorem 2. Given an asymptotically Euclidean initial data set (S, hab,Kab) satisfying the
asymptotic conditions (17a)-(17b), there exists a smooth unique solution to equation (15) with
asymptotic behaviour at each end given by (19).
Proof. We consider the Ansatz
κA = κ˚A + θA, θA ∈ H2−1/2,
with κ˚ given by Corollary 1. Substitution into equation (15) renders the following equation for
the spinor θA:
L(θC) = −L(˚κC). (26)
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By construction it follows that ∇(ABκ˚C) ∈ H∞−3/2, so that FC ≡ −L(˚κC) ∈ H∞−5/2. Using the
Fredholm Alternative for second order elliptic systems (cfr. Theorem 23 in [2]), one concludes
that equation (26) has a unique solution if FA is orthogonal to all νA ∈ H0−1/2 in the Kernel of
L∗ = L. Proposition 6 states that this Kernel is trivial. Thus, there are no restrictions on FA
and equation (26) has a unique solution as desired. Due to elliptic regularity, any H2−1/2 solution
to the previous equation is in fact a H∞−1/2 solution —cfr. Theorem 24 in [2]. Thus, θA is smooth.
To see that κA does not depend on the particular choice of κ˚A, let κ˚
′
A, be another choice. Let κ
′
A
be the corresponding solution to (26). Due to Corollary 1, we have κ˚A− κ˚′A ∈ H∞−1/2. Hence, we
have κA − κ′A ∈ H∞−1/2 and L(κA − κ′A) = 0. According to Proposition 6, κA − κ′A = 0, and the
proof is complete.
The following is a direct consequence of Theorem 2, and will be crucial for the construction
of our geometric invariant.
Corollary 2. A solution, κA, to equation (15) with asymptotic behaviour given by (19) satisfies
J <∞ where J is the functional given by equation (16).
Proof. The functional J given by equation (16) is the L2 norm of ∇(ABκC). Now, if κA is the
solution given by Theorem 2, one has that ∇(ABκC) ∈ H0−3/2. In our conventions this reads
J = ‖∇(ABκC)‖L2 = ‖∇(ABκC)‖H0
−3/2
<∞.
The result follows.
Remark. Again, let κA be the solution to equation (15) given by Theorem 2. Using the identity
(13) with ζABC = ∇(ABκC) one obtains
J =
∫
∂S∞
nABκCŸ ∇(ABκC)dS <∞.
Thus, the invariant J evaluated at the solution κA given by Theorem 2 can be expressed as a
boundary integral at infinity. A crude estimation of the integrand of the boundary integral does
not allow us to directly establish its boundedness. In any case this follows from Corollary 2.
7 The geometric invariant
In this section we use the functional given by (16) and the algebraic condition (10b) to construct
the desired geometric invariant measuring the deviation of (S, hab,Kab) from Minkowski initial
data. For this purpose, let κA be a solution to equation (15) as given by Theorem 2. Define
I ′ ≡
∫
S
ΨABCDκ
DΨˆABCF κˆ
Fdµ. (27)
The geometric invariant is then defined by
I ≡ J + I ′. (28)
Remark. It should be stressed that by construction I is coordinate independent and that I ≥ 0.
We also have the following lemma.
Lemma 5. The geometric invariant given by (28) is finite for an initial data set (S, hab,Kab)
satisfying the decay conditions (17a)-(17b).
Proof. From Corollary 2 we already have J <∞. From the form of the decay assumptions (17a)-
(17b) we have ΨABCD ∈ H∞−3+ε, ε > 0. Using the multiplication rule for weighted Sobolev spaces
—see e.g. Theorem 23 in [2]— together with κA ∈ H∞1+ε we obtain
ΨABCDκ
D ∈ H∞−3/2.
Thus, again one finds that I ′ <∞. Hence, the invariant (28) is finite and well defined.
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The invariant I can be used to provide a global characterisation of Minkowski initial data.
More precisely, one has that:
Theorem 3. Let (S, hab,Kab) be an asymptotically Euclidean initial data set for the vacuum
Einstein field equations satisfying on each of its asymptotic ends the decay conditions (17a)-
(17b). Let I be the invariant defined by equations (16), (27) and (28), where κA is given as the
only solution to equation (15) with asymptotic behaviour on each end given by (19). The invariant
I vanishes if and only if (S, hab,Kab) is an initial data set for the Minkowski spacetime.
Proof. Due to our smoothness assumptions, if I = 0 it follows that equations (10a)-(10b) are
satisfied on the whole of S. Thus, the development of (S, hab,Kab) will have, at least in a slab, a
solution to the twistor equation (2). Now, because of the asymptotic behaviour (19) one can find
points in the development of the data for which ηA = ∇AA′ κ¯A′ 6= 0. Thus, in view of Proposition 1
one has that the development of the data is isomorphic to the Minkowski spacetime.
8 Connection to the mass
As a consequence of the Theorem of the Positivity of the Mass [14, 15, 17] one knows that if
the ADM mass of a regular initial data set for the vacuum Einstein field equations (S, hab,Kab)
vanishes, then the initial data must be data for the Minkowski spacetime. As a consequence,
the mass provides a characterisation of Minkowskian data. This suggests that the geometric
invariant given by Theorem 3 must be related to the mass of the initial data set. In this section
we show that this is indeed the case. More precisely, our methods provide a proof of the following
positivity of mass result:
Theorem 4. Let (S, hab,Kab) be an initial data set for the vacuum Einstein field equations
satisfying the decay conditions (17a)-(17b). Furthermore assume that S has the topology of R3.
Let m be the ADM mass of the asymptotic end of the initial data set. Then m is non-negative.
Moreover, if m = 0, then (S, hab,Kab) is initial data for the Minkowski spacetime.
The proof of this theorem, together with some other relevant observations, will be given in
the following subsections.
8.1 An expression for the mass
The following analysis is valid for a slice S with an arbitrary number of asymptotic ends, without
any extra restrictions on the topology. Let κA be a solution to L(κA) = 0. A calculation reveals
that
L(ξA) = − 23ξB∇ABK. (29)
In general, if ζA is an arbitrary spinor, one has that
÷L(ζA) = −∇BCÿ ∇(ABζC)
= L(ζˆA) +
2
3ζ
B∇ABK.
In particular, for ξA as given by equation (29) one has that that
L(ξˆA) = 0. (30)
We will exploit this observation to obtain an alternative expression for the total mass of an initial
data set (S, hab,Kab). Let
M ′ ≡
∫
S
∇(AB ξˆC)Ÿ ∇(AB ξˆC)dµ. (31)
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Now, under the decay assumptions (17a)-(17b), the expansions (20), (21a)-(21b) and equation
(30) render
M ′ =
∫
∂S∞
nAB ξˆC
Ÿ ∇(AB ξˆC)dS + ∫
S
ξˆA
÷
L(ξˆA)dµ
=
∫
∂S∞
nAB ξˆC
Ÿ ∇(AB ξˆC)dS
= 4πM,
where M is the sum of the ADM masses of the asymptotic ends —the total mass. Notice that
the integral M ′ is the L2 norm of ∇(AB ξˆC) and hence M ′ ≥ 0. That is M ≥ 0.
8.2 An alternative expression for the total mass
The Hermitian conjugate of the symmetrized derivative of κA is
∇(AB κˆC) = −ξˆABC − ΩABCDκˆD. (32)
Furthermore
L(κˆA) = − 23 κˆB∇ABK. (33)
We would like to conclude that L(κˆA) ∈ H0−5/2. For that purpose we study the function f ≡
κAκˆ
Aσ−2. Due to the specified asymptotics, this function is bounded at infinity. Furtheremore
it is continous, and therefore bounded everywhere on S. Let C ≡ supS f <∞, then we have
‖L(κˆA)‖2H0
−5/2
= 49‖κˆB∇ABK‖2H0
−5/2
= 29
∫
S
κAκˆ
ADBCK
◊ DBCKσ2dµ
≤ 29C
∫
S
DBCK
◊ DBCKσ4dµ = 29C‖DABK‖2H0
−7/2
<∞. (34)
Let θA ∈ H2−1/2 be the unique solution to the elliptic equation
L(θA) = L(κˆA).
The existence and uniqueness is guaranteed by L(κˆA) ∈ H0−5/2 and the Fredholm alternative
—see the proof of Theorem 2. Motivated by the previous equation one defines κ˘A ≡ θA − κˆA.
Clearly, one has that L(κ˘A) = 0. By elliptic regularity we have κ˘A ∈ H∞3/2. Let
ξ˘A ≡ 23∇ABκ˘B.
Some further computations reveal that
ξ˘A =
2
3∇ABθB + ξˆA + 13KκˆA,
L(ξ˘A) = − 23 ξ˘B∇ABK,
∇BC(ΩABCD ξ˘D) = ΩABCD∇BC ξ˘D − 12 ξ˘AΩBCDFΩBCDF + 23 ξ˘B∇ABK.
Hence,
∇BC(∇(AB ξ˘C) +ΩABCDξ˘D) = ΩABCD∇BC ξ˘D − 12 ξ˘AΩBCDFΩBCDF .
Furthermore, it can be seen that
Ÿ ∇(ABˆ˘ξC) = ∇(AB ξ˘C) +ΩABCD ξ˘D.
Define
M ′′ ≡
∫
S
∇(AB ˆ˘ξC)
Ÿ ∇(AB ˆ˘ξC)dµ. (35)
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Integration by parts and the expressions discussed in the previous paragraphs imply that:
M ′′ =
∫
S
(∇AB ξ˘C +ΩABCDξ˘D)(Ÿ ∇(AB ξ˘C) +ΩABCF ˆ˘ξF )dµ
=
∫
∂S∞
nAB ξ˘C(
Ÿ ∇(AB ξ˘C) +ΩABCF ˆ˘ξF )dS +
∫
S
ξ˘A(Ω
A
BCD
◊ ∇BC ξ˘D − 12 ˆ˘ξAΩBCDFΩBCDF )dµ
+
∫
S
ΩABCD ξ˘
DŸ ∇(AB ξ˘C) + 12ΩBCDFΩBCDF ξ˘A ˆ˘ξAdµ
=
∫
∂S∞
nAB ξ˘C
Ÿ ∇(AB ξ˘C)dS
=
∫
∂S∞
nAB(ξˆA +
2
3∇ABθB + 13KκˆA)(
Ÿ ∇(AB ξˆC) + 23 ¤ ∇(AB∇C)DθD + 13¤ ∇(AB(KκˆC)))dS
=
∫
∂S∞
nAB ξˆA
Ÿ ∇(AB ξˆC)dS
=M ′. (36)
Hence, M ′′ =M ′ also gives an expression for the total mass.
8.3 Initial data sets with vanishing mass
Assume now that the slice S has the topology of R3. This implies that it has only one asymptotic
end. Furthermore assume that M ′ = 0, that is m = 0. Then it follows that M ′′ = 0 and
∇(AB ξˆC) = 0, ∇(AB ˆ˘ξC) = 0.
Using L(κA) = 0 in equation (6a) one obtains
∇ABξB = 12KξA ⇐⇒ ∇AB ξˆB = 0.
In the same way we get ∇AB ˆ˘ξB = 0. These results can be combined to give
∇AB ξˆC = 0, (37a)
∇AB ˆ˘ξC = 0. (37b)
Hence, ξC and ξ˘ are covariantly constant spinors. One can exploit this property by taking a
derivative of (37a) and (37b) and using the commutators. This yields
0 = − 2∇(AD∇B)D ξˆC = ΨABCDξˆD, (38a)
0 = − 2∇(AD∇B)D ξˆC = ΨABCD ˆ˘ξD, (38b)
Consequently, both ξˆA and
ˆ˘
ξA are principal spinors of ΨABCD. Furthermore,
ξˆA
ˆ˘
ξA = ξˆA
ˆˆ
ξA + o∞(r
−1/2) = ξAξˆ
A + o∞(r
−1/2) = 1 + o∞(r
−1/2),
and also ∇BC(ξˆA ˆ˘ξA) = 0. So, one can conclude that ξˆA ˆ˘ξA = 1. We can therefore use {ξˆA, ˆ˘ξA} as
a dyad on the entire slice S. The equations (38a)-(38b) then yield ΨABCD = 0 on S.
Remark 1. Given that ΨABCD = 0 on S, one can use known results on the causal propagation
of the Weyl tensor in vacuum spacetimes to conclude that ΨABCD = 0 on the development of
S —see e.g. [4]. The asymptotic conditions then imply that the development is the Minkowski
spacetime. However, it is of interest to conclude the same result from arguments purely intrinsic
to the hypersurface that imply that the invariant I as given by equation (28) has to satisfy I = 0.
To pursue the idea expressed in the previous paragraph we proceed as follows: From the
equivalence
∇(AB ξˆC) = 0⇐⇒ ∇(ABξC) = −ΩABCQξQ,
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and equation (6b) it follows that
2∇(ADξBC)D +ΨABCDκD + 23KξABC − ξ(ADFΩBC)DF = 0 (39)
Contracting (39) with ξˆC and
ˆ˘
ξC and using (38a)-(38b) yields
ξˆC∇D(AξBC)D = 13 ξˆCξ(ADFΩB)CDF + 16 ξˆCξCDFΩABDF − 13KξCξABC , (40a)
ˆ˘
ξC∇D(AξBC)D = 13
ˆ˘
ξCξ(A
DFΩB)CDF +
1
6
ˆ˘
ξCξC
DFΩABDF − 13K
ˆ˘
ξCξABC . (40b)
Define the spinors
νAB ≡ ξABD ξˆD, ν˘AB ≡ ξABD ˆ˘ξD.
The sharp multiplication result for weighted Sobolev spaces of Lemma 2.4 in [12] yields νAB, ν˘AB ∈
H∞−3/2. The equations (40a)-(40b) can be reexpressed as
∇(ACνB)C = 12ΩABCDνCD − 13KνAB,
∇(AC ν˘B)C = 12ΩABCDν˘CD − 13Kν˘AB.
Which is equivalent to
D(A
CνB)C = 0, D(A
C ν˘B)C = 0.
From the trivial topology of the 3-dimensional manifold S one concludes that there exist (globally)
scalars ν, ν˘ ∈ H∞−1/2 such that
νAB = DABν, ν˘AB = DAB ν˘.
The normalisation condition ξˆA
ˆ˘
ξA = 1 then implies that
ξABC = ξABD
ˆ˘
ξD ξˆC − ξABD ξˆD ˆ˘ξC = ν˘AB ξˆC − νAB ˆ˘ξC .
By virtue of the equations (37a)-(37b) we have
ξABC = ∇(AB
(
ν˘ ξˆC) − ν ˆ˘ξC)
)
.
Hence, L(ν˘ ξˆC − ν ˆ˘ξC) = 0. Note also that ν˘ ξˆC − ν ˆ˘ξC ∈ H∞−1/2, by the sharp multiplication result.
Thus, the triviality of the Kernel of L : H∞−1/2 → H∞−5/2 yields
ν˘ ξˆC − ν ˆ˘ξC = 0,
and, moreover, ξABC = 0. One concludes that I = 0. Therefore, the spacetime is isometric to
the Minkowski spacetime.
Remark. It is of interest to note that the integralM ′ as given by expression (31) evaluated over
a subset U ⊂ S can be interpreted the mass of that portion of the slice; it is non-negative by
construction and it tends to the complete ADM mass as U grows to cover S. The drawback of this
construction is that one needs to solve L(κA) on the entire slice S —that is, it is a construction
that needs global information.
9 Conclusions
In this article we have used the idea of quantifying how much a spacetime fails to have a partic-
ular symmetry to construct a global geometric invariant characterising initial data sets for the
Minkowski spacetime. Not surprisingly, this invariant turns out to be related to the ADM mass
of the data. The approach advocated in this article provides expressions for the mass as L2 norms
of some auxiliary spinorial fields. This suggests that variations of our approach could be used to
16
obtain estimates of parts of the initial data in terms of the mass. A property of potential rele-
vance for the discussion of the time evolution of the invariants is the ability to switch, according
to need, between expressions for the invariants given in terms of bulk or surface integrals. As
pointed out in the introduction, the main motivation for the analysis presented in this article
is to develop intuition and a mathematical toolkit for the analysis of similar questions for the
more complicated geometric invariants of [1, 2]. These tantalising possibilities will be analysed
elsewhere.
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