Abstract-A polynomial in three variables is considered near a singular point where the polynomial itself and its partial derivatives vanish. A method for calculating asymptotic expansions in parameters for all branches of the set of roots of the polynomial near the singular point is proposed. The method is based on spatial power geometry and uses modern computer algebra algorithms: for calculating Gröbner bases and for work with algebraic curves. The implementation of the method is demonstrated on the example of a sixth degree poly nomial in three variables considered near infinity and near a degenerate singular point.
ASYMPTOTIC SOLUTION OF ALGEBRAIC EQUATION

Problem Statement Let g(Q) be a polynomial in three (real or complex) variables, Q = (x, y, z).
Definition. A point Q 0 is referred to as a singular point of order k of the polynomial g(Q) if the polyno mial g itself and all its partial derivatives up to the order k inclusive vanish at this point and at least one of the derivatives of order k + 1 is not equal to zero. where v is a local parameter, and b k , c k , and d k are either real or complex constant coefficients. Type 2: where β k (u), γ k (u), and δ k (u) are either rational func tions of u or rational functions of u and , where ψ(u) is a polynomial; here, u is a global coordinate, and v is a local coordinate.
Problem 2. Find expansions of Type 1 for all curves of singular points of set Ᏻ adjacent to point Q 0 .
Objects and Algorithms of Power Geometry [1, Chs. 1 and 2]
Let a finite sum (e.g., a polynomial) , and g R = const ∈ ‫.ޒ‬ To each term of sum (1.1), its vector power exponent R is made to cor respond, and to the entire sum (1.1), set S of all vector power exponents of its terms is made to correspond. The latter set is referred to as a support of sum (1.1), or polynomial g(Q), and is denoted as S(g). A convex hull of support S(g) is called the Newton polyhedron of sum g(Q) and is denoted as Γ(g). The boundary ∂Γ of poly hedron Γ(g) consists of generalized faces of differ ent dimensions d = 0, 1, 2. To each generalized face , the truncated sum
is made to correspond. The generalized face has 3 -d linearly independent outward normal vectors N k = (n 1k , n 2k , n 3k ). If all points R of support S(g) are rational, then all normal vectors N k can be taken to be integer. Each truncated sum (Q) is quasihomoge neous, and the number of different quasihomogene ities of the sum is equal to 3 -d.
Let
be a three dimensional space dual to space ‫ޒ‬ 3 and S = (s 1 , s 2 , s 3 ) be points of this space. Then, for points R ∈ ‫ޒ‬ 3 and S ∈ , the scalar product (1.2) is defined. In particular, the outward normal N k to the generalized face is a point of space . For it, the scalar product on the support (R ∈ S(g))
achieves maximum c k = on points R ∈ ∩ S (points belonging to the generalized face ). More over, the set of all points S ∈ for which the scalar product (1.2) achieves maximum over all points R ∈ S(g) just on points R ∈ is called a normal cone of the generalized face and is denoted as .
Let two dimensional faces , j = j 1 , …, j m , be adja cent to the generalized face , i.e., = ∩ … ∩ . Then,
3) where λ j > 0 and N j are outward normals to the faces . That is, the normal cone of a generalized face is a convex conic hull of the outward normals of the two dimensional faces adjacent to it. For vertex , the truncated sum consists of one term. Such truncations are not interesting for us
and are not further considered. We will consider only the truncations (truncated sums) that correspond to the edges and the faces Below \lnmeans \log. Multiplication of the polynomial g(Q) by Q P corre sponds to a parallel shift of the support S(g) and the polyhedron Γ(g) by the vector P. Therefore, if, after a power transformation (1.5) applied to the polynomial g(Q), we obtain a finite sum h(Q 1 ) containing negative powers of coordinates x 1 , y 1 , or z 1 , then there exists a vector P such that the product h(Q 1 ) is a polyno mial, i.e., all power exponents of its monomials are nonnegative.
The cone of the problem K is a set of vectors S = (s 1 , s 2 , s 3 ) ∈ such that curves of form (1.4) fill the part of space (x, y, z) that need to be studied. For example, Problem 1 is associated with the cone of the problem K = {S = (s 1 , s 2 , s 3 ): S < 0}, since x, y, z ∞. If x ∞, then s 1 > 0 in the cone of the problem K.
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Solution of Problem 1
Let a singular point Q 0 , or a curve Ᏺ consisting of singular points, or a surface consisting of singular points near which we want to study the set Ᏻ = {Q : g(Q) = 0} be given. Then, it is required to execute the following sequence of calculation steps.
1. Make change of variables Q (x, y, z) Q 1 (x 1 , y 1 , z 1 ) transforming the set of singularities into a coordinate subspace. That is, a singular point is trans formed to the origin; a singular curve, to a coordinate axis; and a singular surface, to a coordinate plane. It is preferable to use changes of the form x = ξ(Q 1 ), y = η(Q 1 ), and z = ζ(Q 1 ), where ξ, η, and ζ are polynomi als. Now, we arrive at the following problem: study roots of polynomial (Q 1 ) g(Q) near the coordi nate subspace Q 1 = 0, or x 1 = y 1 = 0, or x 1 = 0. In each of these three cases, the cones of the problem K in are different: S < 0, or s 1 , s 2 < 0, or s 1 < 0, respectively.
2. Write polynomial g in the coordinates Q 1 , i.e., g 1 (Q 1 ) = g(Q), and compute its support S(g 1 ), polyhe dron Γ(g 1 ), its two dimensional faces , and their out ward normals N j . By normals N j , calculate normal cones of edges in accordance with formula (1.3).
3. Select all edges and faces normal cones of which and intersect with the cone of the problem K. To this end, it is often sufficient to take all faces the outward normals of which N j intersect with the cone of the problem K and add all edges of these faces.
4. For each selected edge or face with nor mal cone or , find roots of the corresponding truncated polynomial (Q 1 ) or (Q 1 ). Here, the following two cases are possible.
Case (a) . If the set of roots has form (1.6) or (1.7) where ψ i are polynomials, the change of coordinates or is applied. Then, in the coordinates Q 2 (x 2 , y 2 , z 2 ), we arrive at the problem of studying a neighborhood of axis x 2 = y 2 = 0 or coordinate plane x 2 = 0 with the cones of the problem (1.8)
(1.9) where λ i > 0, μ i ≥ 0, μ 1 + μ 2 > 0, and N 1 and N 2 are out ward normals to the faces adjacent to the considered edges for (1.8), or N 1 is an outward normal to the selected face for (1.9).
Case (b) . The set of roots of the truncated equation (Q 1 ) or (Q 1 ) has no form (1.6) or (1.7). Then, in the truncated polynomial, we make a power trans formation from Q 1 to Q 2 described in Theorem 2 and obtain a truncated equation of form h( 
, and construct its Newton polyhedron (like in Case (a)).
If solutions of Eq. (1.11) have a form different from (1.12), we factorize h(x 2 , y 2 ) into prime factors. Let
2 ) be such a factor and ρ be the genus of its curve. If ρ = 0, then there exists birational uniformization of this curve x 2 = Ξ(y 3 ), y 2 = Η(y 3 ) [2] . Let us make the substitution x 2 = Ξ(y 3 ) + x 3 , y 2 = Η(y 3 ). Then, is divided by x 3 . Turning to the variables x 3 , y 3 , and z 3 = z 2 in the complete polynomial, we obtain g 3 (Q 3 ). If (x 2 , y 2 ) is a simple factor in h(x 2 , y 2 ), then, according to [ . In the original coordinates, we obtain an expansion of Type 3. If is a multiple factor in h, then the above described proce dure is not continued. It may happen that the set of roots of the truncated equation contains components related to both Case (a) and Case (b). Then, for each component, we proceed in accordance with the above described, and the procedure branches.
5. The roots ( , ) of the sum h(x 2 , y 2 ) or h(x 2 ) are partitioned into families of simple points and fam ilies of singular points. The simple points, after the inverse transformations Q 2 Q 1 Q, yield an approximation of the surface g(Q) = 0. The singular points are to be subjected to local analysis again. To do this, steps 1-5 are to be repeated, and so on.
On each cycle consisting of these steps, the singu larities are simplified, and, in a finite number of cycles, they will be resolved.
Remarks. (a) If the truncation
(Q 1 ) is a power of some sum ϕ(Q 1 ), then, instead of steps 3 and 4, it is corresponding to the edge can be eliminated from the consideration, since they are identified by families of roots of the truncated polynomials corresponding to the faces adjacent to the edge . (e) The termination of the above described proce dure of the calculation of the expansion of singular points or multiple roots corresponds to a "penetrating hole" in the polyhedron, which is associated with a face parallel to the coordinate axis with the outward normal vector of the form N = -(n, m, 0), where n and m are natural numbers.
(f) The selection of the normals N j occurring in the cone of the problem K is convenient to perform having written formulas (1.8) and (1.9) in the coordinate wise form or and having solved the resulting system of linear equa tions in variables μ i and λ i . If property (e) is not fulfilled, then the systems mentioned above are always consis tent. Here, N 1 = (n 11 , n 12 , n 13 ) and N 2 = (n 21 , n 22 , n 23 ).
(g) The calculation of an infinite expansion may stop either on a simple solution with property (1.13) or on the cycle where the face has a fixed edge and the point lying opposite this edge is already sufficiently far ("stabilization" of the expansion).
(h) To solve Problem 2, it is required to select on each step multiple solutions of Eq. (1.10) and singular points of Eq. (1.11). In this case, we obtain expansions of Type 1. An analogue of the theorem on implicit function for them is the "stabilization" from the pre vious remark. Theorem 3. If the procedure consisting of the repe tition of the sequence of steps 1-5 described above finds on each step all specified faces and edges and all roots of the corresponding truncated equations and, in so doing, all occurring curves of roots of the two dimensional truncated equations of positive genus are elliptic, or hyperelliptic and simple, then we obtain local description of all components of the set g(Q) = 0 adjacent to the initial point Q 0 in the form of expan sions of Types 1-3. Actually, the above described procedure is rather cumbersome, and, therefore, it is better to perform it by means of a computer algebra system having devel oped appropriate mathematical support. Such support has been created by the authors.
2. SOFTWARE IMPLEMENTATION Implementation of the algorithms described in Section 1.3 required using several software tools. All calculations related to polynomials and plane alge braic curves were carried out with the help of the com puter algebra system Maple. For this system, the library of procedures PGeomlib was written, which implements spatial power geometry algorithms. To work with plane algebraic curves, package algcurves was used. By means of this package, the genus of the curve was determined (function genus) and rational parameterization of curves of genus 0 was calculated (function parametrization). It also pro vided procedures for work with elliptic and hyperellip tic curves. To calculate singular points of the set Ᏻ, it is required to solve systems of algebraic equations, which were solved by means of the Groebner package.
Basic objects of spatial power geometry were calcu lated with the use of program qconvex from freely distributed software package Qhull. Given a support S(g) in the form of a list of point coordinates, this pro gram computes the Newton polyhedron, its two dimensional faces, and normals to them. The objects obtained are transferred to the Maple environment, where all other computations are performed. Cur rently, the data exchange interface between the com puter algebra system Maple and program qconvex from the Qhull package is implemented on the file level. This makes it possible to analyze, if necessary, data obtained in the course of computation of the con vex hull of the polynomial support by alternative pro grams. Note that the procedures of library PGeomlib are implemented in such a way that it is possible to work with polynomials in three variables the coeffi cients of which are rational functions of other param eters.
Below is a description of the procedures from library PGeomlib, which can be divided into twobasic and auxiliary-groups. The names of all objects stored in the library begin with the capital letters PG.
Basic Procedures of Library PGeomlib
PGsave computes and stores in a text file the sup port S(g) of a polynomial g(Q) for subsequent process ing by program qconvex. The procedure has two obligatory input parameters: polynomial g(Q) and a name of the file for storing coordinates of the support points in the format of program qconvex. An optional parameter is a list of names of variables for which it is required to construct the support of the polynomial. The procedure uses auxiliary procedure PGsupp.
PGgetnormals gets information on the Newton polyhedron, its faces, and normals to them and con verts it into a list of normal vectors with integer coeffi cients. The procedure has one obligatory parametera name of the file with results of operation of program qconvex-and returns list of support planes of the Newton polyhedron determined by the normal vector and shift. The procedure uses auxiliary procedure PGnormpriv.
PGtruncface, PGtruncedge, PGtruncfwe are three variants of the procedure calculating truncated polynomials corresponding to a face, an edge, or a face and all adjacent edges. In the second variant, the edge is given by two adjacent faces. The procedure uses aux iliary procedures PGsupp and PGgetneighbours.
PGfitnormal selects normals from the list of nor mals of the Newton polyhedron that fall into the cone of the problem K given by a list of linear inequalities.
PGplot is a procedure for the visualization of the Newton polyhedron Γ(g) and support S(g) of a poly nomial g(Q).
Auxiliary Procedures of Library PGeomlib
PGsupp returns the support S(g) of a polynomial g(Q) in the form of a list of vector power exponents of monomials.
PGnormpriv converts a list of vectors with com mensurable floating point coordinates into a list of collinear vectors with integer coordinates. This proce dure is required because program qconvex stores nor mals to faces of the Newton polyhedron in the float ing point format, whereas all operations on vector power exponents are to be performed in integer arith metic.
PGneighbours, for each vertex of the Newton polyhedron, calculates the numbers of faces adjacent to it.
In addition to the above mentioned procedures, library PGeomlib contains sets of inequalities used for calculating new cones of problems by formulas (1.8) or (1.9).
Scheme of Using Library PGeomlib
Let us describe schematically the order of work with library PGeomlib.
For a polynomial g(Q), by means of procedure PGsave, support S(g) is calculated and stored for sub sequent processing by program qconvex, which com putes the Newton polyhedron Γ(g) and its support faces. These objects are obtained by means of proce dure PGgetnormals. Then, the cone of problem K is specified in the form of a list of inequalities, and appropriate faces are selected by means of procedure PGfitnormals. For them, the truncated polynomials are calculated by means of one of the procedures PGtruncface, PGtruncedge, or PGtruncfwe.
If the roots of the truncated polynomial (Q) sat isfy conditions of Case (a) (Section 1.3), a new cone of the problem is calculated by formulas (1.8) or (1.9), a change of variables is performed, and the calculations are repeated.
In Case (b) (Section 1.3), the power transforma tion described in Theorem 2 is applied. The genus is calculated, and, if necessary, the algebraic curve given by the truncated polynomial (1.11) is parameterized with the use of package algcurves.
All computations in the example below were car ried out in accordance with the above specified scheme.
EXAMPLE OF RESOLUTION OF AN ALGEBRAIC SINGULARITY
Problem Statement
As an example, consider expansion of branches of the set Ᏻ of a polynomial g(Q), which was studied in [3, 4] in connection with stability analysis of one gyro scopic problem.
Analysis of global structure of the set Ᏻ was per formed in [3, Sections 4.4 and 4.10]. Here, we only recall the result.
This polynomial is as follows: 
The set Ᏻ has four singular points of order 2 with the coordinates
Each point is the intersection of a pair of families of singular points of order 1. These families are parabolas 
Local analysis of the set Ᏻ near the parabolas ᏼ 1 and ᏼ 2 and the curve Ᏺ is presented in [3, Sections 4.6 and 4.7]. Analysis at infinity and near the singular point Q 0 given there is not complete.
Asymptotic Analysis at Infinity
The Newton polyhedron Γ(g) of polynomial (3.1) is shown in Fig. 1 from the side of large power expo nents. It has only one two dimensional face with pos itive outward normal. This is the pentagonal face with the normal N 01 = (1, 1, 1) . It is associated with the truncated polynomial (3.7)
The truncations corresponding to the edges of the face have no multiple roots. The zero of the first form in (3.7) defines a conic surface Ꮿ 0 with the center at the origin. This surface approximates (in the first approximation) behavior of the two dimensional component of the set Ᏻ at infinity. To make sure that this is true, in parameter ization (3.6) of the ruled surface , we separate the leading (with respect to parameter u) terms (3.8) and substitute them into the first quadratic form, which, after simplification, vanishes identically.
Let us introduce parameterization x, v of the conic surface Ꮿ 0 :
Then, the correspondence between parameteriza tions (3.8) and (3.9) is given by Roots of the second quadratic form in (3.7) form the real straight line Ꮾ = {x = y, z = 2y} with the directing vector τ Ꮾ = (1, 1, 2) lying in the intersection of the two complex planes on which this quadratic form vanishes. This line Ꮾ, in the first approximation, specifies asymptotic direction of branches of the set Ᏻ.
In order to find a parametric expansion of these branches, we use the procedure described in Section 1.3. New variables of the kth cycle will have index k. This index will be the first index in the notation of other
objects: faces, their normals, corresponding truncated polynomials, normal cones, and cones of the problem.
Let us find the next approximation of the set Ᏻ near this line Ꮾ. To this end, we go to the local coordinates along the straight line Ꮾ:
In this change of variables, y 1 is the line parameter, and x 1 and z 1 are local coordinates.
The Newton polyhedron Γ(g 1 (Q 1 )) of the trans formed polynomial g(Q) is shown in Fig. 2 in the variables Q 1 = (x 1 , y 1 , z 1 ). In accordance with for mula (1.9), the cone of the problem is K 1 = {S = μ 1 N 01 + λ 1 (-1, 0, 0) + λ 2 (0, 0, -1)}, where μ 1 ≥ 0 and λ 1, 2 > 0. In the coordinate representation, the components of vector S from the cone of the problem K 1 are written as s 1 = μ 1 -λ 1 , s 2 = μ 1 , and s 3 = μ 1 -λ 2 . Following Remark (f) in Section 1.3, we obtain the system of ine qualities (3.11) which efficiently selects vectors from K 1 . The outward normals to the faces of the polyhedron Γ(g(Q 1 )) are given by According to (3.11), only normal N 12 falls into the cone of the problem K 1 . To this normal, face (Fig. 2 ) and the truncated polynomial (3.15) The discriminant of the parenthesized polynomial in (3.13) is negative; i.e., this polynomial has no non zero real roots. The parenthesized polynomial in (3.15) also has no nonzero real roots (since it is a sum of squares). The roots of polynomial (3.14) are y 1 = /2 and z 1 = 0; they fall into case (a) of step 4 (Sec tion 1.3) and will be studied later as case (2) .
The discriminant of the second factor of polyno mial (3.12) with respect to variable y 1 is equal to ⎯4 (x 1 -2z 1 ) 2 . Since the degree of polynomial (3.12) in y 1 is even, it can have real roots only in the following two cases:
(1) if x 1 -2z 1 = 0, then y 1 = -/2; (2) if z 1 = 0, then y 1 = /8 is a root of polyno mial (3.14).
If we consider discriminants of polynomial (3.12) with respect to other variables, then, from the condi tion that the discriminant is equal to zero, we either obtain the above specified corollaries or conclude that (1) and (2) separately.
In case (1), we make the change of variables (3.16) making thus x 2 and y 2 to be local variables. The New ton polyhedron of the polynomial g 2 (Q 2 ) is shown in Fig. 3 in the variables Q 2 = (x 2 , y 2 , z 2 ).
The new cone of the problem is (3.17) where μ 1 ≥ 0 and λ 1, 2 > 0. Then, the components of vector S falling into the cone of the problem (3.17) must satisfy the following inequalities: (3. 18) The faces of the Newton polyhedron Γ(g 2 (Q 2 )) has the following outward normals:
According to (3.18), only normal N 22 falls into the cone of the problem (3.17), and the truncated polyno mial corresponding to the face is = 16 + 64 (2z 2 + y 2 ) 2 . All its roots lie on the straight line x 2 = 0, 2z 2 + y 2 = 0 and are roots of the truncation corre sponding to the edge of the face , which defines the following change of variables: (3. 19) The truncations corresponding to the other edges of the face are not meaningful according to Remark (d) (Section 1.3). The edge is a common Since this face is parallel to the axis OZ (Fig. 4) , we got a "hole" in the polyhedron; i.e., according to Remark (e) (Section 1.3), the expansion has been ter minated.
The truncated polynomial (3.22) corresponding to the face vanishes only when x 3 = y 3 = 0 for arbitrary values of z 3 , which plays role of a global parameter here. Let us perform the power trans formation y 3 = wx 3 . Then, the third factor of polyno mial (3.22), after the factorization, takes the form (z 3 + 1) 2 + 4w(w -1). It can be equal to zero only if 0 ≤ w ≤ 1. In this case, variable z 3 takes values from the interval [-2, 0]; i.e., when z 3 is near ±∞, the real root x 3 = y 3 = 0 is isolated.
Collecting substitutions (3.10), (3.16), and (3.19) together, we obtain the resulting expansion In case (2), we make the substitution (3.24)
The faces adjacent to the edge corresponding to polynomial (3.14) have normals N 12 = (1, 2, 1) and N 17 = (0, 0, -1). The new cone of the problem is given by (3.25) where μ 1, 2 ≥ 0, μ 1 + μ 2 > 0, and λ 1 > 0. Only those vec tors S belong to this cone whose components satisfy the following system of inequalities: , which vanishes only ), which vanishes when x 5 = -7/2 and z 5 = 0. After substitution x 5 = x 6 -7/2, y 5 = y 6 , z 5 = z 6 , we obtain the face with the normal vector N 61 = (-1, 0, -1) (Fig. 7) parallel to the axis OY, i.e., a hole in the polyhedron. According to Remark (e) (Section 1.3) , the expansion has been ter minated.
The truncated polynomial corresponding to this face is (3.29) Let us apply the power transformation x 6 = wz 6 . Then, the last factor of polynomial (3.29) after factor ization takes the form 4 -8wy 6 + 4y 6 + 8w 2 -20w + 9. Its discriminant with respect to the variable y 6 is writ ten as 64(2 -(w -2) Thus, asymptotic representation of the set Ᏻ at infinity consists of only asymptotics of the ruled sur face and the parabolas ᏼ 1 and ᏼ 2 .
Structure of Set Ᏻ near Second Order Singular Points
Through each singular point (3.2) of order 2, the family Ᏺ and one of the branches of the families ᏼ 1 and ᏼ 2 pass. That is, locally, the set Ᏻ near each of these points has the same structure. Therefore, it will suffice to carry out local analysis near one of these four points, for example, near the point Q 0 = 0.
The support of polynomial (3.1) and its Newton polyhedron Γ(g) are shown in Fig. 8 from the side of 1, 1 ) has the form = 64(x + 9y -6z) 3 . Hence, according to Remark (a) (Section 1.3), we make the change of variables (3.31) and obtain the cone of the problem K 1 = {S: s 1 < s 2 = s 3 < 0}.
The new Newton polyhedron has the following normals:
Hence, there is only one face with the normal vector N 11 = (-4, -3, -3) ∈ K 1 that corresponds to the truncation = 64 -432(3y 1 -2z 1 ) 4 . The face is a triangle; two its edges contain two support points each. These edges are not considered in accor dance with Remark (d) (Section 1.3) . The third edge is associated with the factorable truncation = -432(3y 1 -2z 1 ) 4 . This edge is adjacent to the face with the normal N 16 = (-1, 0, 0) . Therefore, we make the substitution (3.32) As a result, we obtain the cone of the problem K 2 = {S = μ 1 N 11 + μ 2 N 16 + λ 1 (0, 0, -1)}, where μ 1, 2 ≥ 0, μ 1 + μ 2 > 0, and λ 1 > 0. The desired vectors S satisfy the following system of inequalities: s 2 = -3μ 1 ≤ 0, 4s 2 /3 -
The outward normals to the faces of the new Newton poly hedron (Fig. 9 ) are as follows:
Only two of them -N 21 and N 22 -lie in the cone of the problem K 2 . According to Remark (e) from Sec tion 3.1, the face is associated with a "hole" in the polyhedron; i.e., the expansion procedures stops on it.
To this face, the straight line Ꮿ 1 = (x 2 = z 2 = 0) belonging to the ruled surface corresponds. The face is asso ciated with the truncated polynomial = -2 (y 2 -2)(x 2 y 2 + 8 ). For small y 2 , it has multiple root y 2 = 0, which corresponds to the point Q 0 . The root of the last factor corresponds to the part of the surface that is adjacent to the line Ꮿ 1 .
The face with the normal N 21 = -(4, 2, 3) cor responds to the truncation
The face is a quadrangle. Its three edges con tain only two points of the support each. In accor dance with Remark (d) of Section 1.3, we do not con sider them. The fourth edge contains three points of the support, and the corresponding truncated poly nomial 4x 2 (4x 2 -) 2 has a square factor. Hence, in accordance with the general procedure, we can apply the substitution x 2 = x 3 + /4, y 2 = y 3 , z 2 = z 3 , and so on. Then, we obtain an expansion of the parabola ᏼ 1 The discriminant of polynomial (3.35) with respect to the variable z 3 up to the constant factor is equal to i.e., the equation = 0 has nontrivial (nonzero) real roots in only one of the following two cases: either when 2x 3 + y 3 = 0 (3.36) or when 2x 3 -y 3 = 0.
(3.37) Note that, in both cases, the equation has the root z 3 = 0 of multiplicity 2 and a real root of the equation , respectively. Both these cases lead to the consideration of real roots of the truncated polynomial = 4 (2x 3 + y 3 )
, corresponding to edge (Fig. 10 ). Consider case (3.36). After the substitution
we obtain the Newton polyhedron of the polynomial g 4 (Q 4 ) in the new variables Q 4 , which is shown in Fig. 11 . The outward normals to the faces of this polyhedron are as follows:
The edge is a common edge for the faces and with the normals N 31 = - (2, 2, 3) and N 32 = (0, 0, -1), respectively. Then, the cone of the problem is (3.39) where μ 1, 2 ≥ 0, μ 1 + μ 2 > 0, and λ 1 > 0. Only those nor mals belong to cone (3.39) whose components satisfy the system of inequalities μ 1 = -s 1 /2 ≥ 0, μ 2 = 3s 1 /2 - (Fig. 12) has the following normals to its faces:
The cone of the problem (3.44) contains only those vectors whose components satisfy the system of ine qualities μ 1 = -s 1 /2 ≥ 0, μ 2 = 3s 1 /2 -s 2 ≥ 0, μ 1 + μ 2 = s 1 -s 2 > 0, λ 1 = 2s 1 -s 3 > 0. Only the normal N 52 of the face (see Fig. 12 ) satisfies this system. The trun cated polynomial corresponding to it is (3.45) The truncations corresponding to the edges of the face are as follows: The new cone of the problem is (3.50) where μ 1, 2 ≥ 0, μ 1 + μ 2 > 0, and λ 1 > 0. Only normal N 61 falls into the cone of the problem (3.50); i.e., the polyhedron has a hole (Fig. 13) , and, by Remark (e) of Section 1.3, the expansion is terminated. The trun cated polynomial corresponding to the face with the normal N 61 is (3.51)
Let us apply the power transformation y 6 = wz 6 . Then, the last factor in polynomial (3.51) after the fac torization takes the form x 6 (w 2 -4w + 20) + 32, and its discriminant with respect to the variable w is equal x 6 , y 5 y 6 x 6 2 /2, z 5 - which turns to (3.3) upon the substitution x 6 = -2t. The above specified interval of variation of the param eter x 6 corresponds to the segment on which self intersection of the surface takes place. Outside of this interval, the only expansion near the point Q 0 is (3.52).
In case (3.37), the change of variables defined by the condition 2x 3 -y 3 = 0 after execution of similar steps results in the same parameterization of the family ᏼ 1 near the point Q 0 .
Note that, for the parabolas ᏼ 1 and ᏼ 2 , finite power expansions are obtained in all cases, and asymptotic properties of these expansions are no longer in question.
Let us show that the truncated polynomial (3.33), in the first approximation, yields an expansion of the ruled surface in a neighborhood of the point Q 0 . For this purpose, in accordance with case (b) of Sec tion 1.3, we perform the power transformation (3.53)
which is specified by the unimodular matrix B = . After factorization, this transformation turns polynomial (3.33) into the following polynomial in two variables:
The root of this polynomial determines the plane curve shown in Fig. 14. This curve of genus 0 admits birational parameterization ξ = Ξ(w), η = Η(w), which determines the change of variables To find the first term in expansion (1.14), we succes sively apply changes of variables (3.53) and (3.55) in the complete polynomial g 2 (Q 2 ).Next, we separate out a common factor in it, and represent the resulting polynomial as a polynomial in the two variables ξ 1 and ζ 1 with polynomial coefficients in w. For this polyno mial, we compute the Newton polygon in ξ 1 and η 1 and find an edge with a negative outward normal. Then, the initial term in expansion (1.14) is found from the solution of the truncated polynomial corre sponding to the identified edge of the Newton polyhe dron. In our case, it is α 1 (w) = -(10w + 1)(12w + 1)/(2(8w + 1)(9w + 1)); hence,
Collecting changes of variables (3.31), (3.32), (3.53), ; however, the variable η has degrees 3, 4, and 6, respectively, in them. If the computation of the multiple root is con tinued, the edge Γ (1) is preserved, but the vertex will move away along the second axis. Thus, we arrive at the stabilization (see Remark (g) in Section 1.3). This means that we have obtained an expansion for the curve of the singular points. If we stop expansion on the step corresponding to root (3.64), collect all substitutions (3.31), (3.32), (3.53), (3.57), (3.58), (3.60), and (3.62), and, finally, substitute coordinates of the singular point (3.66) into (3.64), then we obtain a rational approximation of the curve Ᏺ in a neighborhood of the point Q 0 : (3.67)
It is not difficult to establish relationship between approximation (3.67) and parameterization (3.5) of the curve Ᏺ in the series form (3.68) To this end, we expand approximation (3.67) and parameterization (3.5) in the Maclaurin series in terms of η 4 and ϕ, respectively. Substituting series (3.68) into the expansions of functions x(ϕ), y(ϕ), and z(ϕ) and collecting coefficients of equal powers of the parameter η 4 , we obtain three recurrent systems of algebraic equations in the coefficients a i in series (3.68). These systems are uniquely solvable, with the first three coefficients being the same for each system. For the expansion of x, a 4 = 3811986927/250000, and, for the expansion of y and z, a 4 = 5360251707/250000. Direct check shows that the difference between approximation (3.67) and parameterization (3.5) is a small quantity of the order of O( ).
Thus, near the point Q 0 , for the set Ᏻ, we obtained by means of the power geometry the following: the straight line Ꮿ 1 , which is the generator of the surface , the parabola ᏼ 1 , the approximation of the surface , and the curve Ᏺ. By Theorem 3, nothing else exists in the neighborhood of the point Q 0 . Hence, near the point Q 0 , the only components of the set Ᏻ are the parabola ᏼ 1 and the surface . That is, we proved the following theorem.
Theorem 4. Near any second order singular point (3.2), the set Ᏻ of polynomial (3.1) consists of a part of the parabola ᏼ 1 or ᏼ 2 and the ruled surface . 
