Abstract. This paper examines the question for global regularity for the Boussinesq equation with critical fractional dissipation (α,β) : α + β = 1. The main result states that the system admits global regular solutions for all (reasonably) smooth and decaying data, as long as α > 2/3. This improves upon some recent works [13] and [23] .
Introduction
The two-dimensional (2D) Boussinesq equations with fractional dissipation is        ∂ t u + u · ∇u + ν Λ α u = −∇p + θe 2 , x ∈ R 2 , t > 0, ∇ · u = 0, x ∈ R 2 , t > 0, ∂ t θ + u · ∇θ + κΛ β θ = 0, x ∈ R 2 , t > 0, u(x,0) = u 0 (x), θ(x,0) = θ 0 (x),
where u = u(x,t) = (u 1 (x,t),u 2 (x,t)) denotes the velocity vector field, p = p(x,t) is the scalar pressure, the scalar function θ = θ(x,t) is the temperature, e 2 the unit vector in the vertical direction, and ν ≥ 0, κ ≥ 0, 0 ≤ α ≤ 2 and 0 ≤ β ≤ 2 are real parameters. Here Λ = √ −∆ is the Zygmund operator defined through the Fourier transform,
where the Fourier transform and its inverse are given by
This model is of importance in a number of studies on atmospheric turbulence, [18, 21] . The standard model (where both dissipations are taken to be the classical Laplacian, α = β = 2) is a primary model for atmospheric fronts and oceanic circulation as well as in the study of Raleigh-Bernard convection, [3, 8, 17, 21, 24, 25] . The fractional diffusion operators considered herein appear naturally in the study in hydrodynamics, [7] as well as anomalous diffusion in semiconductor growth, [20] . There are also other models in which the Boussinesq equations with fractional Laplacian naturally arise, namely in models where the kinematic and thermal diffusion is attenuated by the thinning of atmosphere, [8] .
Quite recently 4 , we have learned that in [28] Wu-Xu-Xue-Ye have managed to further lower the allowable α exponents to α > 10 13 ∼ 0.7692.
These results were achieved thanks to more sophisticated commutator estimates, both in Sobolev and Besov spaces, by essentially working in the setup of Hmidi-KeraaniRousset (HKR for short), [10] . It was our (informal) conclusion in [23] that tightening of the commutator estimates in the HKR variables has exhausted (or nearly exhausted) the possible improvements. In other words, one needs to introduce better, more sophisticated change of variables, which in conjunction with sharp commutator estimates yields wider range of critical indices (α,β), for which one has global regularity. The purpose of this paper is to do just that. We aim at further improving upon the results in [23] . In particular, we still work in the regime 5 α > 1 2 > β, but in order to obtain better range, we perform a second generation HKR change of variables, which positions us for a better result. As we mention above, this is complemented by very precise commutator estimates, see Section 2.2.
We note that we do not, at this point, have anything new to say in the regime β > 1 2 > α, for which the only available global regularity result is for α = 0,β = 1. We hope to be able to report on these cases in the near future.
Main result
We are ready to state our main result. Theorem 1.1. Consider the Boussinesq equation 1.1 with 2 3 < α < 1,α + β = 1.
Suppose also that
where 0 < ρ << 1. Then, 1.1 has a unique global solution (u,θ) satisfying, for any T > 0 and moreover (u,θ) ∈ C([0,T ];H 1+ρ (R 2 ) × H 2+ρ (R 2 )).
Note: We believe that the results in Theorem 1.1 are optimal, if one uses the second generation HKR transformations, as explained below in 1.5 below. In order to get improvements in the range α ∈ (1/2,2/3), one needs to perform a third order HKR transformation and so on.
Some initial reductions
It is well-known that for sufficiently smooth and decaying data, the problem has a local solution, say in some interval [0,T ]. The global regularity problem then reduces to showing that T = ∞. One proceeds to establish that by a contradiction argument. That is, if one assumes that T < ∞, the contradiction will arise out of impossibility of blow up at time T . Thus, one seeks to prove a priori estimates on the solutions, which will prevent them from blowing up. Let us mention for now, that the problem allows for some elementary a priori estimates
4 after major part of this paper was completed 5 noting that the HKR framework takes a slightly different form in the case β > 1 2 > α which are valid, whenever 0 < t < T . These will be used repeatedly in the argument, but as such they will be inadequate to conclude global regularity, they are just to weak for that. From now on, due to the fact that the precise values of the physical constants κ,ν > 0 are unimportant in the arguments, we set them to one, κ = ν = 1.
Change of variables: vorticity equation and beyond
It turns out that it is easier to work with the vorticity equation. A quick inspection shows that the vorticity ω = ∇ × u, a scalar quantity, satisfies
Therefore the problem reduces to the problem of considering the regularity and existence of the classical solution of the equations
One notices of course, that the right-hand side of the vorticity equation has a full derivative acting on θ, which is challenging to control. The strategy (first applied by Hmidi-Keraani-Rousset, [10] ) is to consider a combined quantity of the vorticity and (a derivative of) the temperature θ, which one would eventually be able to control via energy estimates. More precisely, note that since we can write
it is worth introducing the quantity
For it, we have the equation,
This is the evolution equation used in [10] and subsequent papers, [13] , [23] , [28] . It turns out however that the presence of the factor Λ β−α ∂ 1 θ is still too rough in the range of α > 2 3 , thus preventing us from getting the desired bounds. In order to remove it as is done above in the G construction, we introduce a new variable f = G − Λ β−2α ∂ 1 θ. This is the second generation HKR change of variables that we have alluded to above. We have
Again by adding and subtracting some terms and using the equation for θ, we get
θ will always be easier to treat than the similar term [R α ,u · ∇]θ. For this reason, we will ignore this term in our discussion, with the understanding that a rigorous proof can always be produced by following the corresponding proof for the (harder to treat) commutator term
Based on the definition above
With this definition it is clear that, u f ∼ Λ −1 f and u θ ∼ Λ −α θ + Λ 1−3α θ.
Regularity criteria for the Boussinesq system
The question for global regularity is reduced to a certain, so called regularity criteria -namely a quantity 6 , which if controlled up to time T , will keep all higher Sobolev norms finite and nonblowing up to time T , hence the global regularity. This is a well-known problem in many quasilinear problems, for example in the standard Navier-Stokes posed on
These are all quantities, which of course scale nicely according to the natural scaling of the NLS problem. One difficulty with 1.1 is that the problem does not have scaling invariance, outside of the case α = β. Nevertheless, there exists a regularity result for the Boussinesq system, namely Theorem 1.2 in [13] . Although, it is not quite stated in the clean form that we described above for NLS, it provides for a regularity result for the temperature 
for some continuous function C. Having θ as smooth as guaranteed by Proposition 1.2 in turn allows us to conclude the regularity of u in the full Boussinesq system 1.1. Thus, the regularity criteria, which we need, is exactly
In order to extract an easy to verify quantity, we make use of the following result.
6 usually a norm of the solution 7 Given the form of the equation 1.6, the motivation for the form of u below becomes clear 
then for any 0 ≥ s < max(3α − 2,0), one has the bound
Let us mention that the equation G displayed in 1.9 corresponds to the change of variables used in previous works (dubbed first generation Hmidi-Keraani-Rousset). On the other hand, we would like to apply Proposition 1.3 to the solution f of 1.5. Note however that the terms in 1.5 are either the same or more regular than the corresponding terms 8 in 1.10. Thus, we can apply Proposition 1.3 to f . Using this result, we can reduce matters to verifying
Indeed, assuming that we have established the bound 1.10, we apply Proposition 1.3 with q = 6 (which is exactly in the range ( But then, by elementary Sobolev embedding, we have for every small δ > 0,
which would have verified the bound 1.7. Thus, it remains to verify 1.10. Remark: Originally, our proof proceeded via a Sobolev embedding control of the
and then controlling this last Sobolev norm. We gratefully acknowledge Professor Ye's contribution, which lead us to this much shorter argument.
Strategy of the proof and the organization of the paper
As we have alluded to before, the strategy is to follow the standard approach for such modelsnamely one starts with a local solution 9 . Such solution may of course be defined for short time only and it may blow up at some finite time T 0 < ∞. We henceforth do not worry about the existence and the regularity of the solution up to time T 0 , but we need good a priori estimates. More precisely, in the discussion leading to 1.10, we explained that
x (R 2 ) = ∞. Thus, a contradiction will be reached (whence T 0 = ∞ and the solution is global), if one can provide a priori
Starting with the obvious a priori bounds 1.2, we gradually improve it to finally obtain 1.10. More precisely, in Section 3, we first establish an L 2 bound for f (see Proposition 3.1), together with some Sobolev bounds for θ. Next, using the L 2 bounds from Proposition 3.1, we bootstrap Proposition 3.2, in order to establish L 4 bounds for f , together with uniform in time Sobolev bounds for f,θ and some L 2 averaged in time Sobolev bounds. These are all (considerably) better than the one in Proposition 3.1. We finish Section 3 by bootstrapping Proposition 3.2 yet again to establish L 6 bounds for f , together with even better uniform and L 2 time averaged Sobolev bounds for f,θ. The uniform in time Sobolev bounds required for the global regularity in 1.10 do not come cheaply and by themselves -instead one seems to need to cook up energy functionals involving L p (p larger) norms of f . In other words, for low α one faces not only the usual derivative difficulties as in previous works, but also integrability issues for f . Having Proposition 3.3 is enough, by the discussion in Section 1.4 below to conclude the global regularity claimed in Theorem 1.1.
Preliminaries
For the proof, we need a number of technical tools, which we now introduce. We start with the L p spaces and Littlewood-Paley theory.
Function spaces
We use standard notation for L p spaces and Sobolev spaces, namely for
We need to quickly introduce some elementary Littlewood-Paley theory. To that end, let Υ be an even and smooth function on
, with supp ζ ⊂ {ξ :
This allows us to define the Littlewood-Paley operators ∆ j f (ξ) := ζ(2 −j ξ)f (ξ), restricting the Fourier transform of f to the annulus {ξ : |ξ| ∼ 2 j }. We will often denote
Commutator estimates
In this section, we present some commutator estimates, which will be useful in our arguments. Some of them, Lemma 2.2 and Lemma 2.4 appear to be new. We start with a lemma developed in [23] (see Lemma 2.5 there and Corollary 2.6). Lemma 2.1. Let ∇ · g = 0, 0 < S < 1 and 1 < p 2 < ∞, 1 < p 1 ,p 3 ≤ ∞, so that
In particular if p 3 < ∞ then
• for S 1 = s 1 , S 2 = s 2 and S 3 = 1 where
• similarly, for every 0 ≤ s 2 ,s 3 < 1, so that s 2 + s 3 > 1 + S we have
Note that in all statements, one could have replaced R α = ∂ 1 Λ −α by any multiplier, which acts as differentiation of order 1 − α, for example Λ 1−α . Note that in this lemma, one has to always allow for small derivative loss. Lemma 2.1 will be adequate for many terms, except when we need to account for all derivatives. In other words, we need a variant which is lossless in the derivative count (and/or endpoint estimates). We have two versions -Lemma 2.2 is for estimates in (homogeneous) Sobolev spaces of negative index, and the other one, Lemma 2.4, for estimates in (homogeneous) Sobolev spaces of positive index. We mostly need Lemma 2.2 throughout the paper, the need for Lemma 2.4 arises at the very end of our argument. Interestingly, in the proof (presented in the Appendix), we do not distinguish much between the two cases. Note that the results in Lemmas 2.2 and Lemma 2.4 hold under somewhat more general assumptions that the one that we displayed below, but we prefer to keep it simple and convenient for the applications. Lemma 2.2. Let s 1 ,s 2 be two reals so that 0 ≤ s 1 and 0 ≤ s 2 − s 1 ≤ 1. Let p,q,r be related via the Hölder's
In addition, we have the following end-point estimate. For
We have the following useful corollary of 2.4. Corollary 2.3. Let p 1 ,p 2 ,p 3 :
whenever a ∈ [s,1]. The next lemma is basically identical to Lemma 2.2, except that s 1 has the opposite sign.
The following corollary is a direct result of the above lemma Corollary 2.5. Let 0 ≤ s < α, β + s < a ≤ 1, 2 < q,r < ∞ and
Next, we need to prepare a technical point, which will be useful in the sequel.
The scaled variables
For technical reasons, we use the following scaled variables
where ǫ 0 is a small parameter to be determined in each energy estimate later on separately. Clearly
The corresponding equation for F is
Thus, our new system now is in the form of
Some basic energy inequalities
Now suppose κ,s ≥ 0 , and take Λ s and Λ κ derivatives, and then dot product with Λ s F and Λ κ Θ in 2.11, respectively, to get
and,
In the case that s < 1 or κ < 1 we can easily rewrite I 1 and I 5 in the commutator forms:
Now, take dot product with F |F | p−2 in 2.11, and get
By maximum principle
In our proofs, we usually combine two or three relations of 2.12, 2.13 and 2.14, with different κ, s, and p, and try to find the proper estimate for the right hand side, and then use the Gronwall's inequality to close the arguments. In our discussion, we shall ignore the estimates for I 4 and K 3 , as they are easier to deal with than the corresponding terms I 3 and K 2 .
L
p bounds on f In this section we prove L 2 , L 4 and L 6 bound for f . We start with L 2 bound and then proceed with L 4 bound and finally we get the L 6 bound. During the discussion we also raise the derivative on both θ and f . This allows us to jump to higher derivatives in the next sectin.
). Proof. (Proposition 3.1) We start with the scaled variables. In each case, we specify how small ǫ needs to be in order to close the estimates. In the end, we choose and fix one such ǫ, say the half of the smallest upper bound. This argument will then imply the estimates 3.1 and 3.2.
In 2.12 and 2.13 take κ = 0 and s = γ, then we want to bound the right hand side of the following relation
3.1.1. Estimate for I 2 Case 1,α > 
Case 2,α ≤ 3 4 : we have by Hölder's and Gagliardo-Nirenberg,
α/2 . Note that δ ∈ (0,1), since α > 2/3. Applying Young's inequality gives us 
Taking ǫ 0 : Cǫ
where we have used the Sobolev embedding estimate
where we took ǫ so that ǫ 1+2β C ≤ 
Also, by Sobolev embedding
where we took ǫ 0 so that ǫ 0 C θ 0 L q ≤ 1 100 . For the term containing U Θ , we have by 2.5, with s 1 = β/2,s 2 = γ,s 3 = α,
where we take Cǫ
and putting all the estimates together, we obtain the bound
An application of the Gronwall's inequality yields the bounds for the right hand side of 3.3. Now that we have the estimate for sup 0≤t≤T f L 2 , we use it to obtain the estimates for sup 0≤t≤T f L 4 .
4
Proof. We again use the scaled variables. In 2.12, 2.13 and 2.14 take κ = and p = 4 to get
We now proceed to establish proper bounds for each term in the right hand side.
Estimate for
In this case we have,
and by Sobolev embedding
Case 3 − 4α > 0: We have Note that for α > 2/3, q 0 ≥ 1. Therefore
Clearly 4a < 2, hence
For 0 < δ << 1, to be determined later, by 2.6 with s = 1 − α, then
Hence we conclude
Note however that
Estimate for K θ 2 : Again for 0 < δ << 1, apply 2.3 with s 3 = α + δ and s 2 = 2(1 − α)
and q :
. Clearly q ∈ (1,∞), provided δ << 1. We have obtained
where a =
where we took
Estimate for I θ 1 :
3.2.4. Estimate for I 2 Case 3 − 4α < 0: In this case we have 3(1 − α) < α, therefore
and then
Since a < 1,
Considering the two sub-cases above, the last inequality is the proper estimate for I 2 .
3.2.5. Estimate for I 3 Estimate for I θ 3 :
Now if in 2.4 we take s 1 = 0, s 2 = β, V = Λ −α Θ, a = 1, p = 2 and q = r = 4 then
Estimate for I f 3 :
Now by applying 2.4 with s 1 = 0,p = 2,q = r = 4, s 2 = 1 − α, a = 1, we have
If we take ǫ 0 so that
3.2.6. Estimate for I 5 Estimate for I θ 5 : Apply 2.5 with s 1 = β/2,s 2 = 3β/2 and s 3 = α,
Estimate for I f 5 :
We apply 2.4 with
From here we take ǫ 0 so small that
Now putting all the above estimates together along with a using of Gronwall's inequality finishes the proof for L 4 .
L
6 Estimate Now we have enough information of θ and f to get the L 6 estimate Proposition 3.3. Let α > 
Proof. In 2.14, 2.12 and 2.13 take p = 6, s = 1+β 2 and κ = 5β 2 to get
3.3.1. Estimate for K 1 We consider two cases: Case 1: 3 − 4α ≥ 0: By Holder inequality
Now since for
2 , there is a 0 < γ < 1 such that
Case 2: 3 − 4α < 0: Use Holder and Sobolev inequalities to get
Now we put both cases together to get
2−α and r = 2 α to get
where we took ǫ 0 such that
and if 2.4 we take
, then a using of 2.4, Sobolev inequality and Gagliardo-Nirenberg gives
now if in 2.5 we take
Estimate for I
To find the bound for the right hand side,we consider two cases. Case 1: 4 − 5α ≥ 0, In this case since, 4 − 5α ≤ 3β, there is a 0 < γ < 1, such that
therefore in this case
Case 2: 4 − 5α < 0, In this case by Sobolev inequality we have
Note that 2 5α−3 ≥ 1, hence
Estimate for
Now in 2.9 take s = β, V = U F , ϕ = Θ, a = 1, q = 6, and r = 3 to get
L ∞ then we take
to get
Now in 2.9 take s = β, V = U Θ , ϕ = Θ, a = 1, q = 6, and r = 3 to get
we get
Estimate for I 5 Estimate for I f 5 :
Estimate for I θ 5 : A using of 2.5 and Gagliardo-Nirenberg gives
which completes the proof.
Appendix A. Commutator estimates. Before we proceed with the proofs of Lemma 2.2 and Lemma 2.4, we would like to present some classical estimates for maximal functions, which will be used frequently in this section. First, there is the point-wise control of Littlewood-Paley operators by the maximal function, namely
Another useful result is the Fefferman-Stein estimate for the maximal function (see Theorem 4.6.6, p. 331, [9] ), which states that M is a bounded operator from L p (l r ) into itself. More explicitly, for every r,p ∈ (1,∞), there is C p,r , so that
Another basic tool is the following standard para product decomposition
available for say every pair of Schwartz functions f,g. We refer to the corresponding terms as low-high, high-low and high-high interaction terms.
In what follows, we present the proof of 2.4 and 2.8. The difference between the two estimates is only in the dependence on the derivatives ±s 1 taken on the commutators. Below, we take Λ −s1 (matching the setup in 2.4), but we assume s 1 ∈ (−1,1) as to cover both 2.4 and 2.8. A crucial condition that needs to be met though is that s 2 − s 1 ≤ 1.
A.1. Proof of 2.4 and 2.8 We first present the proof for the hardest case a = 1. We then discuss the necessary adjustments for the general case a ∈ [s 2 − s 1 ,1). Start with
Each one of these terms generates a separate entry for the estimate 2.4.
A.1.1. Low-high terms For the low-high term, which is usually the hardest one in commutator estimates theory, we need to estimate I low,high L p , where
In fact, we will show the estimate only under the restriction 2 < q ≤ ∞ and no restrictions on s 2 ,s 1 . More precisely, q = ∞ and any s 1 ,s 2 are allowed for the low-high interaction terms. Below, we tacitly assume q < ∞, the proof for q = ∞ requires minor modifications, which are left to the reader. By Littlewood-Paley theory, it suffices to control S L p , where the Littlewood-Paley square function S is given by
where ∆ j k ,j = 1,2 are modified Littlewood-Paley operators similar to ∆ k . We will show that for p 1 ,q 1 ∈ (1,∞) :
where ∇ · g = 0 and M is the Hardy-Littlewood maximal function. Assuming 1.1, let us show the estimate for the low-high piece of 2.4. We have for all p 1 ,q 1 ∈ (1,∞) :
. Thus, by the Fefferman-Stein estimates and by the Hölder's inequality
Here, we need to select q 1 < q, so that we can estimate (by the boundedness of M on
For the other term, let p 1 :
, we have by Fefferman-Stein and Littlewood-Paley theory that
Analyzing the inequalities p 1 < 2,p 1 < r and q 1 < q shows that as long as q > 2, we can always select p 1 ,q 1 : 
To finish the proof in this case, we need to prove 1.1. But this is a simple application of the following representation formula for commutators
Clearly, after estimating this last expression,
where χ 4 (w) = χ 3 (w)w i ,i = 1,2. Clearly,
This establishes 1.1.
A.1.2. High-low term Here, we need the assumption s 2 − s 1 ≤ 1, but q,r may be arbitrary (i.e. one does not 2 < q), as long as
In this case, the commutator structure does not play much role, so we just deal with the two terms separately. In fact, the term Λ −s1 ∆ k [V ∼k · ∇Λ s2 ϕ <k+10 ] is simpler, so we omit its analysis. For the other term, we have by Littlewood-Paley theory (and its vector-valued version) and Hölder's
From these estimate, we conclude
A.1.3. High-high interactions For this term, we need s 1 < 1 and q > 2. Again that the commutator structure is not important and one term is simpler. So, we concentrate on
The contribution of these terms is bounded by
By Littlewood-Paley theory the last expression is bounded by
But for s 1 < 1, we have
k<min(l1,l2)−10
By Hölder's
In order to extend the results to the case a ∈ [s 2 − s 1 ,1), it suffice to go over the different terms. For the low-high interaction term, we have, by our previous estimates
Applying the Fefferman-Stein estimates yields (assuming p 1 < 2,p 1 < r,q 1 < q)
An interpolation between the last estimate and 1.2 yields the required estimate
Next, for the high-low terms, we clearly have the following bound
Applying the same arguments as above yields the bound I high,low L p ≤ C Λ s2−s1 V L q Λ 1 ϕ L r , which by interpolation results in
for all a ∈ [s 2 − s 1 ,1].
Finally in the high-high case, one may move all the derivatives between V , ϕ (since they are both localized at the same frequency l), so in particular
A.2. Proof of 2.5 We start again with the low-high term. In this case, the estimate for I low,high L 2 is actually already contained in the estimates for I low,high , since we have already remarked that in there, one can take q = ∞.
Next, we verify the contribution of the high-low terms interactions. We have by Littlewood-Paley theory that
where in the derivation, we have used that k>l−10 2 2k(s2−s1−s3) ≤ C2 2l(s2−s1−s3) , which requires that s 2 − s 1 − s 3 < 0.
Finally, we turn our attention to the high-high terms. Again, the commutator structure is unimportant here and we might as well consider the two terms separately. One of them is actually simpler (where Λ s2 is acting on the low frequency outside), so we consider the other term only, namely
Note that here again, we have moved ∇ outside, because ∇ · V = 0. Taking L 2 norms yields
k<min(l1,l2)−10 2 2k(1−s1) . Now, since 1 − s 1 > 0, we have k<min(l1,l2)−10 2 2k(1−s1) ≤ C2 2 min(l1,l2)(1−s1) = C2 l1(1−s1) 2 l2(1−s1) 2 −|l1−l2|(1−s1) .
Plugging this inside our estimate for I high,high 2 L 2 and applying Cauchy-Schwartz we obtain
This concludes the proof of 2.5 and thus of Lemma 2.2.
