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ABSTRACT
In the third part of the series presenting the Optical Gravitational Lensing Ex-
periment (OGLE) microlensing studies of the dark matter halo compact objects (MA-
CHOs) we describe results of the OGLE-III monitoring of the Large Magellanic Cloud
(LMC). This unprecedented data set contains almost continuous photometric cov-
erage over 8 years of about 35 million objects spread over 40 square degrees. We
report a detection of two candidate microlensing events found with the automated
pipeline and an additional two, less probable, candidate events found manually. The
optical depth derived for the two main candidates was calculated following a detailed
blending examination and detection efficiency determination and was found to be
τ = (0.16± 0.12)× 10−7.
If the microlensing signal we observe originates from MACHOs it means their
masses are around 0.2 M⊙ and they compose only f = 3 ± 2 per cent of the mass
of the Galactic Halo. However, the more likely explanation of our detections does not
involve dark matter compact objects at all and rely on natural effect of self-lensing
of LMC stars by LMC lenses. In such a scenario we can almost completely rule out
MACHOs in the sub-solar mass range with an upper limit at f < 7 per cent reaching
its minimum of f < 4 per cent at M = 0.1 M⊙. For masses around M = 10M⊙
the constraints on the MACHOs are more lenient with f ∼ 20 per cent. Owing to
limitations of the survey there is no reasonable limit found for heavier masses, leaving
only a tiny window of mass spectrum still available for dark matter compact objects.
Key words: Cosmology: Dark Matter, Gravitational Lensing, Galaxy: Structure,
Halo, Galaxies: Large Magellanic Cloud
1 INTRODUCTION
The Milky Way’s halo is probably one of the least
known parts of our Galaxy. Numerous recent detections of
tidal debris leftover after close encounters between smaller
⋆ Based on observations obtained with the 1.3 m Warsaw tele-
scope at the Las Campanas Observatory of the Carnegie Institu-
tion of Washington.
† email: wyrzykow@ast.cam.ac.uk, name pronunciation:Woocash
Vizhikovsky
dwarf galaxies and our giant spiral confirm the presence
of cold dark matter (CDM) substructures in the halo
(e.g., Belokurov et al. 2006). However, the following question
still remains unanswered: what actually is the dark matter
(DM) or is not. Compact dark matter objects (MACHOs)
would have been the most convenient explanation and in the
last two decades this theory has been tested using various
methods sensitive to different ranges of masses. In the high
mass regime (M > 30 M⊙) wide halo binary objects were
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studied, but no signature of disturbance due to MACHOs
was detected (see Yoo et al. 2004 and Quinn et al. 2009).
For detecting stellar-mass compact DM objects the
technique of gravitational microlensing was suggested by
Paczyn´ski (1986). It employs a unique feature of gravita-
tional lensing, namely its sensitivity to unseen objects when
they bend and amplify the light of a distant source. The idea
was simple: let us observe some distant background rich in
stars (e.g.,Magellanic Clouds) and wait for their temporal
brightening due to passage of a massive object located along
the line-of-sight between us and the source. Several observ-
ing campaigns started after Paczynski’s proposal: MACHO
(Alcock et al. 1993), OGLE (Udalski et al. 1993), EROS
(Aubourg et al. 1993) and MOA (Yock 1998), which for
many years observed the Large and Small Magellanic Clouds
(LMC and SMC, respectively).
The MACHO collaboration was first to publish their
results and claimed 20 per cent of mass of the galactic halo
is composed of MACHOs with an average mass of 0.4 M⊙
(Alcock et al. 2000, Bennett 2005). Based on detection of 10
candidates for microlensing events found in the central 15
sq. deg of the LMC observed over 5.7 years they derived the
optical depth towards the LMC of τLMC = (1.0±0.3)×10−7
(Bennett 2005).
In 2007 the EROS group analysed their data and pub-
lished their conclusions, which contradicted the MACHO
result quite severely. In their data comprising of 6.7 years of
continuous observations of 84 deg2 they found no candidates
for microlensing events among their bright sample of stars
(Tisserand et al. 2007). This led them to the upper limit for
the optical depth of τLMC < 0.36×10−7 , which translated to
f = MMacho/Mhalo < 8 per cent for MACHOs with masses
0.4 M⊙.
The OGLE project monitored the LMC during its sec-
ond (1996-2000) and third (2001-2009) phases (hereafter
OGLE–II and OGLE–III, respectively), and the observa-
tions are still carried on in the current OGLE–IV phase.
Our study of the OGLE–II data (Wyrzykowski et al. 2009,
herafter Paper I) led to the detection of two candidates
for microlensing events, OGLE-LMC-01 and OGLE-LMC-
02, and τLMC = 0.43 ± 0.33 × 10−7, which is closer to the
limit of EROS than the value of MACHO. Moreover, all de-
tected microlensing signal can be attributed to self-lensing
(i.e., when foreground LMC stars microlens backgound LMC
stars), leaving no room for lensing due to DM halo objects
in the sub-solar and solar mass range.
However, the OGLE–II phase lasted only 4 years and
covered only parts of the central bar of the LMC (about 4.7
deg2), therefore its result is naturally limited and is subject
to some uncertainty. Due to small number statistics, the
upper limit on the MACHO presence in the Milky Way’s
halo was estimated only at f < 20 per cent.
In this paper we present yet another voice in this tur-
bulent story of microlensing towards the Magellanic Clouds
and report the results of the search for microlensing events in
the OGLE–III data gathered towards the LMC. OGLE–III
overwhelms most previous studies in terms of its duration
(8 years) and coverage (40 deg2) but more importantly, it
uniformly covers the entire LMC bar region and much of
LMC outskirts.
The paper is organised as follows. In Section 2, the
OGLE–III LMC dataset is described. In the following sec-
tion, the search algorithm is presented. Section 4 contains
the results of the search and detailed description of all de-
tected candidates for microlensing events. Next, the blend-
ing study is described and the optical depth is derived. The
paper finishes with discussion of the results and conclusions.
2 OBSERVATIONAL DATA
The photometric observations presented in this work were
carried out during the third phase of the OGLE project
(2001-2009) with the 1.3-m Warsaw telescope located at
Las Campanas Observatory, Chile, operated by the Carnegie
Institution of Washington. The “second generation” cam-
era comprised of eight SITe 2048 × 4096 CCD detectors
with 15 µm pixels resulting in 0.26 arcsec/pixel scale and
35× 35 arcmins field of view. The details on the instrumen-
tation setup can be found in (Udalski 2003).
There were 116 fields in the LMC covering a total of
40 square degrees. Their distribution on the sky is shown in
Fig. 1. The fields are listed in Table 1 along with the coor-
dinates of their centers, the number of “good” template ob-
jects in the I-band, the blending-corrected number of stars
(see Section 5) and the mean number of all objects visible
on a single CCD (of 8) used for deriving the blending den-
sity level. By “good” we mean those template objects which
have at least 80 good data points (excluding measurements
with very large error-bars) and mean magnitude brighter
than 20.4 mag. The limiting magnitude was selected based
on the mean observed luminosity function.
The very first observations of the LMC within the
OGLE–III phase were taken in July 2001 (JD=2 452 115.9),
however, regular monitoring started in September 2001 and
continued until May 2009 (JD=2 454 964.5). The vast ma-
jority of observations were done through the Cousins I-band
filter with exposure time of 180 s. Between 385 and 637 mea-
surements were taken in each field with an average sampling
varying from 3.0 to 4.6 days between subsequent frames (ex-
cluding the gaps between the seasons). In addition to that,
between 30 and 137 observations per field were obtained
in Johnson V -band and integration time of 225 s. Average
sampling frequency in the V -band was between 4.2 and 13.6
days.
The images were reduced with the pipeline based on
the Difference Image Analysis (DIA; Alard & Lupton 1998,
Woz´niak 2000). The photometry used in this work comes
from the final reduction calibrated to the standard system.
Full description of the reduction techniques, photometric
calibration and astrometric transformations can be found
in (Udalski et al. 2008).
Photometric errors produced by the DIA package were
corrected following the method similar to that described in
Paper I. For each field the constant stars were selected based
on their low photometric dispersion. These stars were then
used for deriving the magnitude dependent correction factor
for the error-bars which minimized the difference between
observed scatter of the data points and the error-bar. For
each field and filters f = I, V we derived parameters γf and
ǫf , which correct the original error-bar with the formula:
σmagf cor =
√
(γfσmagf )
2 + ǫ2f , (1)
c© 2010 RAS, MNRAS 000, 1–18
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Table 1. OGLE–III LMC fields.
Field αJ2000 δJ2000 N∗good[10
3] 〈logNallCCD
〉 Field αJ2000 δJ2000 N∗good[10
3] 〈logNallCCD
〉
tpl real tpl real
LMC100 5:19:02.2 -69:15:07 712.2 973.9 5.13 LMC158 4:30:59.9 -70:26:01 20.0 20.8 3.63
LMC101 5:19:03.1 -68:39:19 279.4 323.2 4.84 LMC159 5:25:11.4 -68:03:58 129.1 137.6 4.47
LMC102 5:19:03.4 -68:03:48 125.9 134.7 4.52 LMC160 5:25:20.9 -68:39:24 264.4 296.0 4.74
LMC103 5:19:02.9 -69:50:26 540.6 687.4 5.02 LMC161 5:25:32.5 -69:14:59 453.6 561.8 4.99
LMC104 5:19:02.4 -70:26:03 272.1 313.2 4.84 LMC162 5:25:43.3 -69:50:24 817.7 1159.9 5.17
LMC105 5:19:01.6 -71:01:31 205.0 224.2 4.65 LMC163 5:25:52.2 -70:25:55 524.6 669.5 5.00
LMC106 5:19:01.0 -71:36:57 135.5 144.6 4.47 LMC164 5:26:08.4 -71:01:23 197.5 217.1 4.68
LMC107 5:13:01.5 -66:52:57 93.2 99.3 4.45 LMC165 5:26:20.9 -71:37:01 140.6 152.3 4.61
LMC108 5:13:01.9 -67:28:40 105.8 113.2 4.51 LMC166 5:31:20.1 -68:03:51 127.8 138.5 4.59
LMC109 5:12:53.3 -68:04:06 138.8 149.4 4.57 LMC167 5:31:39.6 -68:39:32 180.9 200.1 4.69
LMC110 5:12:43.6 -68:39:42 293.4 335.6 4.82 LMC168 5:32:01.4 -69:15:00 316.2 374.0 4.90
LMC111 5:12:32.7 -69:15:02 441.2 526.7 4.94 LMC169 5:32:22.8 -69:50:26 757.6 1054.8 5.14
LMC112 5:12:21.5 -69:50:21 481.7 594.0 4.97 LMC170 5:32:48.1 -70:25:53 588.6 769.3 5.04
LMC113 5:12:10.9 -70:25:48 289.7 334.2 4.85 LMC171 5:33:10.6 -71:01:30 235.8 268.3 4.81
LMC114 5:11:58.9 -71:01:22 109.4 116.2 4.44 LMC172 5:33:34.4 -71:36:54 185.7 205.9 4.72
LMC115 5:07:09.7 -66:52:59 133.8 143.0 4.47 LMC173 5:37:29.3 -68:03:50 126.9 135.2 4.44
LMC116 5:07:00.9 -67:28:29 117.3 124.4 4.41 LMC174 5:37:59.8 -68:39:26 155.5 169.2 4.63
LMC117 5:06:55.3 -68:03:58 260.4 298.2 4.82 LMC175 5:38:32.3 -69:15:01 268.7 305.3 4.79
LMC118 5:06:25.4 -68:39:25 383.6 463.1 4.94 LMC176 5:39:01.6 -69:50:30 357.0 414.9 4.86
LMC119 5:06:02.5 -69:15:02 578.7 723.4 5.01 LMC177 5:39:38.0 -70:25:49 459.3 577.8 5.01
LMC120 5:05:39.8 -69:50:28 339.4 399.4 4.89 LMC178 5:40:14.1 -71:01:27 260.6 292.4 4.77
LMC121 5:05:14.4 -70:25:59 200.6 223.5 4.74 LMC179 5:40:52.3 -71:36:58 167.3 180.7 4.57
LMC122 5:04:52.9 -71:01:25 139.3 150.6 4.56 LMC180 5:40:51.5 -72:12:28 111.6 120.0 4.51
LMC123 5:01:18.0 -66:53:00 113.5 121.3 4.48 LMC181 5:43:35.7 -68:03:58 97.2 103.1 4.40
LMC124 5:01:00.3 -67:28:27 136.9 147.6 4.56 LMC182 5:44:16.0 -68:39:32 141.0 152.9 4.59
LMC125 5:00:36.1 -68:03:54 162.5 177.3 4.65 LMC183 5:45:02.8 -69:14:59 173.3 189.9 4.66
LMC126 5:00:02.4 -68:39:31 270.9 309.7 4.82 LMC184 5:45:43.2 -69:50:33 243.2 277.0 4.78
LMC127 4:59:33.6 -69:14:54 296.1 340.8 4.84 LMC185 5:46:30.8 -70:25:51 350.9 413.7 4.90
LMC128 4:59:03.6 -69:50:24 184.2 203.4 4.71 LMC186 5:47:21.2 -71:01:24 205.6 225.9 4.67
LMC129 4:58:24.6 -70:26:07 151.9 164.6 4.58 LMC187 5:48:12.6 -71:36:52 141.6 154.2 4.57
LMC130 4:57:50.8 -71:01:20 118.1 126.2 4.46 LMC188 5:48:26.6 -72:12:27 68.0 71.9 4.28
LMC131 4:55:28.6 -66:52:46 133.3 142.8 4.49 LMC189 5:50:37.9 -68:39:26 81.7 86.1 4.28
LMC132 4:55:00.6 -67:28:36 107.1 114.0 4.44 LMC190 5:51:33.2 -69:14:55 107.7 114.4 4.40
LMC133 4:54:29.2 -68:03:47 186.6 204.2 4.64 LMC191 5:52:20.1 -69:50:24 137.7 147.9 4.48
LMC134 4:53:49.2 -68:39:18 158.5 171.4 4.58 LMC192 5:53:24.1 -70:25:51 143.3 154.0 4.46
LMC135 4:53:05.2 -69:14:51 140.0 150.6 4.55 LMC193 5:54:21.7 -71:01:34 83.4 88.1 4.24
LMC136 4:52:23.7 -69:50:25 117.3 125.1 4.49 LMC194 5:55:29.7 -71:36:59 44.8 46.8 3.99
LMC137 4:51:30.2 -70:26:01 87.0 92.3 4.40 LMC195 5:56:00.0 -72:12:25 24.9 25.8 3.73
LMC138 4:49:34.7 -66:53:07 52.2 54.8 4.17 LMC196 5:56:54.7 -68:39:29 51.7 54.2 4.16
LMC139 4:49:05.2 -67:28:30 52.8 55.5 4.21 LMC197 5:58:02.7 -69:15:06 50.2 52.5 4.06
LMC140 4:48:18.2 -68:04:05 81.9 86.8 4.37 LMC198 5:59:02.5 -69:50:35 43.0 44.8 3.95
LMC141 4:47:26.7 -68:39:36 85.6 90.7 4.38 LMC199 6:00:14.7 -70:26:00 39.2 40.8 3.90
LMC142 4:46:31.9 -69:15:08 112.7 120.4 4.45 LMC200 6:01:27.5 -71:01:36 35.1 36.6 3.87
LMC143 4:45:43.1 -69:50:19 78.7 82.9 4.29 LMC201 6:02:45.9 -71:37:04 46.9 49.2 4.06
LMC144 4:44:40.2 -70:26:01 55.8 58.5 4.16 LMC202 6:03:28.3 -72:12:34 42.9 44.9 4.00
LMC145 4:43:47.5 -66:52:43 30.1 31.3 3.91 LMC203 6:03:29.9 -72:48:04 40.9 42.8 3.95
LMC146 4:43:03.0 -67:28:17 39.4 41.2 4.03 LMC204 6:03:14.6 -68:39:25 55.3 58.1 4.13
LMC147 4:42:07.8 -68:03:55 46.9 49.1 4.11 LMC205 6:04:32.9 -69:15:04 36.7 38.4 4.01
LMC148 4:41:06.8 -68:39:27 49.1 51.4 4.14 LMC206 6:05:40.3 -69:50:27 38.3 40.0 3.99
LMC149 4:40:05.1 -69:14:57 52.3 54.8 4.16 LMC207 6:07:04.2 -70:25:55 35.9 37.4 3.95
LMC150 4:39:05.3 -69:50:16 44.8 46.8 4.08 LMC208 6:08:30.4 -71:01:27 44.1 46.2 4.04
LMC151 4:37:51.6 -70:25:45 38.1 39.8 4.05 LMC209 6:10:07.0 -71:37:00 37.5 39.1 3.91
LMC152 4:37:54.1 -66:52:52 25.3 26.5 3.76 LMC210 6:10:55.7 -72:12:37 34.5 36.1 3.94
LMC153 4:37:01.7 -67:28:30 27.3 28.5 3.85 LMC211 6:11:22.0 -72:48:04 31.3 32.7 3.88
LMC154 4:35:59.1 -68:04:02 26.6 27.8 3.91 LMC212 6:11:04.0 -69:14:50 39.9 41.7 4.01
LMC155 4:34:49.4 -68:39:32 33.0 34.5 3.95 LMC213 6:12:17.9 -69:50:37 32.7 34.1 3.81
LMC156 4:33:32.7 -69:15:00 34.3 35.9 3.96 LMC214 6:13:58.2 -70:26:08 31.6 32.9 3.88
LMC157 4:32:23.8 -69:50:26 25.6 26.6 3.74 LMC215 6:15:36.4 -71:01:28 32.0 33.3 3.88
total 19,424.4 22,740.0
Note: Coordinates point to the centre of the field (centre of the mosaic), each being 35′ × 35′. Number of “good” objects in the
template is provided (N > 80 and 〈I〉 < 20.4 mag) together with the estimated number of real monitored stars (see Section 5). Mean
number of all objects detected on a single CCD used for calculating the density of a field is given in the last column.
where σmag is the original error-bar returned by the pho-
tometry pipeline.
For all the LMC fields the mean values of the error-
correction parameters were: 〈γI〉 = 1.2039, 〈ǫI〉 = 0.0046,
〈γV 〉 = 0.9956, 〈ǫV 〉 = 0.0035.
As a side product of the error correction study we ob-
tained also a formula for calculating error-bars of synthetic
I-band magnitudes used in the light curves’ simulations:
∆Isim = ∆ Iref10
−0.345(Isim−Iref )+0.019(I
2
sim
−I2
ref
)
, for Isim > 15.0 (2)
∆Isim = 0.003, for Isim < 15.0,
where Isim is the simulated magnitude for which the error
bar (∆Isim) is required, Iref and ∆Iref are the magnitude
and the error bar of the reference star at a given epoch.
Such calculated error bars still need to be corrected with eq.
(1).
Error corrections for I and V passbands for the first
couple of fields are gathered in Table 2. The full table is
available on-line on the OGLE website1.
1 http://ogle.astrouw.edu.pl/
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Figure 1. Positions of the OGLE–III LMC fields (black). Also shown are all OGLE–II fields (red rectangles). The three small filled
squares show the positions of the HST fields used for our blending determination. Background image credit: ASAS all sky survey.
Table 2. Error correction coefficients for each CCD chip of the
first four OGLE–III LMC fields for I- and V− bands. The full
table is available on-line from the OGLE website.
Field γI ǫI γV ǫV
LMC100.1 1.049373 0.00412404 0.917834 0.0035
LMC100.2 1.060207 0.00485469 0.985456 0.0035
LMC100.3 1.077131 0.00463489 1.006376 0.0035
LMC100.4 1.135749 0.0039967 1.014130 0.0035
LMC100.5 1.131603 0.00512842 0.976961 0.0035
LMC100.6 1.119252 0.00442105 0.971518 0.0035
LMC100.7 1.093156 0.00463935 0.956374 0.0035
LMC100.8 1.075116 0.00473159 0.977142 0.0035
LMC101.1 0.886630 0.00412372 0.913540 0.0035
LMC101.2 0.924936 0.00485499 0.985448 0.0035
LMC101.3 0.927672 0.00463465 0.990697 0.0035
LMC101.4 0.961909 0.00399673 0.987186 0.0035
LMC101.5 0.945618 0.00512809 0.900159 0.0035
LMC101.6 0.958065 0.00442147 0.970733 0.0035
LMC101.7 0.933999 0.00463917 0.975772 0.0035
LMC101.8 0.925774 0.00473256 0.956004 0.0035
LMC102.1 1.077252 0.00412372 1.018413 0.0035
LMC102.2 1.067985 0.00485506 1.029716 0.0035
LMC102.3 1.101820 0.00463536 1.018757 0.0035
LMC102.4 1.166521 0.00399767 1.055142 0.0035
LMC102.5 1.147459 0.00512799 0.989320 0.0035
LMC102.6 1.104168 0.00442109 1.031484 0.0035
LMC102.7 1.085202 0.00463924 0.978987 0.0035
LMC102.8 1.107776 0.00473242 0.992293 0.0035
LMC103.1 0.940445 0.00412385 0.916057 0.0035
LMC103.2 0.941654 0.00485423 0.979160 0.0035
LMC103.3 0.932683 0.0046345 0.953727 0.0035
LMC103.4 0.949726 0.0039974 0.929897 0.0035
LMC103.5 0.930998 0.00512794 0.905821 0.0035
LMC103.6 0.945777 0.00442151 0.951769 0.0035
LMC103.7 0.930089 0.00463928 0.976390 0.0035
LMC103.8 0.922839 0.00473232 0.986609 0.0035
. . .
3 SEARCH PROCEDURE
The main search for microlensing event candidates was per-
formed on the regular database containing light curves of all
stars which were detected on the template images.
The search criteria are gathered in Table 3 along with
the number of objects left after each cut for two star samples:
“All Stars” and “Bright Stars”. We performed the search in
two samples to allow for a comparison with the previous
optical depth determinations by EROS (bright stars) and
MACHO (all stars). The samples are formed from “good”
objects found on a template image and differ with magni-
tude cut (dubbed “cut 0”) applied prior the actual search
for events. The All Stars Sample consists of all objects down
to 20.4 mag and the Bright Stars Sample has the cut 0 set
to a Red Clump centre magnitude plus 1 mag, following
Tisserand et al. (2007) and Paper I. The conditions fol-
low the ones we derived for and presented in the study of
OGLE–II LMC (Paper I) and SMC (Wyrzykowski et al.
2010, hereafter Paper II). Because of slightly different prop-
erties of the OGLE–III data and sampling, the search pa-
rameters were derived again through the Monte Carlo simu-
lations. Random constant (i.e., non-variable) stars from the
database were artificially microlensed and run through the
search pipeline to fine tune the parameters of the pipeline.
From the entire LMC OGLE–III database (about 35.5
million objects detected on a template) we selected 19.5 mil-
lion and 5.8 million in All and Bright Stars Sample, respec-
tively, which satisfied the condition to be a “good” object
(cut 0a and 0b, respectively). Light curves of these stars
were then subjects to check for a positive consistent devia-
tion over some baseline (cut 1). We flagged a star as hav-
ing a bump when its summary significance (defined after
Sumi et al. 2006) over a peak was larger than 30. It lim-
ited the sample to 5,529 objects (4,553 in Bright Sample)
and included various types of outbursting variable stars like
supernovae, novae, dwarf novae. Among these were also arte-
factual symmetric bumps with duration of couple of months
caused by the moving light echo of the Supernova 1987a.
All objects within 15 arminutes radius from the SN1987a
remnant (α = 05:35:28.01, δ = −69:16:11.6) were excluded
in cut 2. This cut affected only parts of the Eastern CCD
chips of field LMC168 and Western chips of LMC175.
Next, we removed all bright and blue objects resid-
ing in the so called “Blue Bumper” region of the colour-
magnitude diagram (cut 3). These evasive variable stars are
c© 2010 RAS, MNRAS 000, 1–18
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a well known problem in the searches for microlensing events
(e.g., Alcock et al. 2000) as their light curves often exhibit
brightening episodes similar to low-amplification microlens-
ing events. However, most of them reveal their true nature
with another bump occurring years after the first one, the
feature which is extremely rare for genuine microlensing
events (e.g., Skowron et al. 2009). Note, the number of po-
tential “Blue Bumpers” removed from All and Bright Stars
Samples differs. This is because in cut 3, before applying the
colour-magnitude cut, all stars for which V -band photome-
try (hence the colour) was not available, were removed.
In the series of the following cuts we used parameters
of the standard “Paczyn´ski” microlensing model fit to the
light curves. The model is described as:
I = I0 − 2.5 log [fSA+ (1− fS)] , (3)
where, I0 is the baseline magnitude in the I band and fS
is the blending fraction (ratio of lensed source flux to total
blends’ flux in the I band). The microlensing amplification
A equals:
A =
u2 + 2
u
√
u2 + 4
and u =
√
u20 +
(t− t0)2
t2E
. (4)
where, t0 is the time of the maximum of the peak, tE is the
Einstein radius crossing time (event’s time-scale) and u0 is
the event’s impact parameter. We fitted the light curves with
blending parameter being fixed fS = 1 (no blending) and
being free. Hereafter, non-blended (4 parameters) models
are denoted with the subscript µ4.
In the cut 4 we selected objects with a bump, described
by 4-parameter microlensing fit, which was more significant
than a constant line with its noise and scatter. It narrowed
down our sample to only 488 (192) objects. Then, we re-
quested there were at least 6 data points in the bump in
range of 1 Einstein radius crossing time on both sides from
the peak (cut 5).
Next, we compared the microlensing model fit with a
supernova (SN) model fit, approximated by a composition
of two exponents (cut 6). In our data set, covering 40 square
degrees over 8 years, we should expect to detect about 30
SNe (following e.g., Alcock et al. 2000), assuming mean effi-
ciency of SNe detection of 20 per cent. A visual inspection of
light curves of the objects surviving cuts 0–5, showed numer-
ous SNe, often with the background galaxy clearly visible on
the finding chart. Most of them were located away from the
main bar of the LMC in the most sparse fields, where the
internal LMC extinction does not reduce their visibility and
the stellar density is low. Light curves removed in the cut 6
were clearly asymmetrical and, apart from the obvious SNe,
belonged to various kinds of outbursting variables, like novae
or redder Be stars.
In the remaining cuts we narrowed down our sample of
candidates for microlensing events directly using derived pa-
rameters, like t0, tE, fS, u0 (cuts 7,8,10,11) and the goodness
of fit (global and at the peak) (cut 9). As a result the search
pipeline returned the same 4 candidates for microlensing
events in both All Stars and Bright Stars Samples.
One of these objects, LMC164.3.892
(αJ2000 =5:26:33.88, δJ2000 =-70:57:44.8), was cross-
matched with previously known microlensing event
candidate, EROS-LMC-1. That event was reported to
have a second episode of brightening after nearly 5 years
(Tisserand et al. 2007) and in our data it exhibited the
third one after another 7 years. It was therefore rejected as
not a genuine microlensing event.
Another object, LMC100.6.50890 (αJ2000 =5:18:33.24,
δJ2000 =-69:11:09.5), had a long term feature, resembling
half of a long time-scale event with amplitude of 0.5 mag,
however, when combined with available OGLE–II data, it
turned out to be an asymmetric Be star.
This leaves us with only two candidates for microlens-
ing events. They were dubbed OGLE-LMC-03 and OGLE-
LMC-04, respectively, continuing the numbering of OGLE
LMC events started with the findings in the OGLE–II data
(Wyrzykowski et al. 2009).
We also visually inspected a few hundred light curves
with high signal to noise ratios, not limited by the mag-
nitude cut, and discovered two additional potential candi-
dates, named OGLE-LMC-05 and OGLE-LMC-06. These
did not pass through our main search pipeline due to the
mean magnitude below the 20.4 mag threshold (OGLE-
LMC-05) or anomalous shape of the light curve (OGLE-
LMC-06).
4 RESULTS
Among the 19 million objects from 40 square degrees of
the LMC observed for 8 years by the OGLE–III we found
2 firm candidates for standard microlensing events present
in the All Stars and Bright Stars Samples. In addition, we
discovered 2 more potential candidate events, which were
not found by our automated search pipeline. One of them
resembles a standard microlensing light curve, but was below
our magnitude threshold, while the other is a candidate for
a binary microlensing event.
Table 4 gathers all the information about these candi-
dates, listing their coordinates, OGLE–III fields in which
they were located, OGLE database star identification num-
ber, baseline magnitudes in the I- and V -band from a mi-
crolensing fit and derived magnitude and colour of the lensed
source (where possible).
Light curves of the events are shown in Fig. 4, along
with the best microlensing models obtained for the avail-
able I- and V -band OGLE data. Parameters of the stan-
dard Paczyn´ski model fit for applicable events are gathered
in Table 5. Models with 7 parameters were performed on I
and V data, where available. 5- and 4-parameters models
were fit to the I-band data only, with blending parameter
as a free parameter and fixed to unity, respectively.
Fig. 2 shows derived positions of the sources of all
OGLE–III candidates for microlensing events on the colour-
magnitude diagram (CMD), with the locus of LMC stars
based on the OGLE and HST data. Also plotted are the po-
sitions of two OGLE–II events from Paper I and events re-
ported by MACHO, colour- and shape-coded to differentiate
between self–lensing candidates according to Mancini et al.
(2004), the binary event MACHO-LMC-9, the thick disk
lens candidates MACHO-LMC-5 (Kallivayalil et al. 2004)
and MACHO-LMC-20 (Kallivayalil et al. 2006) and the re-
maining candidates.
Fig. 6 shows the same CMD, but with positions of the
baselines of OGLE–III events and estimated locations of the
lenses in these events. The lens locations were derived based
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Table 3. Selection criteria for search for microlensing events in the OGLE–III LMC data and number of objects left after each cut for
the All Stars and Bright Stars Samples.
Cut no. No. of objects left
All Bright
0a Selection of “good” objects N > 80, 〈I〉 6 20.4 mag 19,424,384
0b N > 80, 〈I〉 6 18.8 mag 5,782,733
1 Significant bump over baseline
∑
peak
σi > 30.0 5,529 4,553
2 SN1987a light echo filter |ξ − ξSN1987a| < 15′ 5,413 4,466
3 “Bumper” cut† 〈I〉 > 18.5 mag, 〈V − I〉 > 0.5 mag 1,871 1,168
4 Microlensing fit better than constant line fit
χ2
line
−χ2µ4
χ2
µ4
Ndof,µ4
√
2Ndof,µ4,peak
> 140 488 192
5 Number of points at the peak∗ Npeak > 5 478 184
6 Microlensing fit better than supernova fit, χ2SN > MIN(χ
2, χ2µ4) 302 126
7 Peak within the data span 2115 6 t0 6 4965 284 114
[HJD-2450000]
8 Blended fit converged 0 < fS < 1.2 88 41
9 Conditions on goodness of microlensing fit χ
2
Ndof
6 2.6 and
χ2
µ4,peak
Ndof,µ4,peak
6 4.5 7 6
(global and at the peak)
10 Time-scale cut 1 6 tE 6 1000 5 5
[d]
11 Impact parameter cut 0 < u0 6 1 4(2)⋆ 4(2)⋆
† magnitudes as in the field LMC100.1 (shifted according to the position of the center of Red Clump)
∗in the range of t0 ± 1tE
⋆Two events were rejected based on additional data from EROS and OGLE–II, see text
Table 4. Microlensing events candidates detected in the OGLE–III LMC data.
Event’s name RA Dec field database baseline I baseline V source I source V − I
[J2000.0] [J2000.0] star id [mag] [mag] [mag] [mag]
OGLE-LMC-03 5:07:03.63 -71:17:06.3 LMC122.1 15630 18.42 19.52 19.18 1.05
(EWS: OGLE-2007-LMC-01) ±0.01 ±0.01 ±0.10 ±0.05
OGLE-LMC-04 5:25:39.58 -70:19:49.7 LMC163.6 89262 17.33 18.45 17.65 -
±0.01 ±0.01 ±0.02
OGLE-LMC-05 5:24:49.11 -67:50:04.8 LMC159.5 26848 21.27 22.31 22.62 0.51
±0.03 ±0.06 ±0.13 ±0.22
OGLE-LMC-06 5:19:47.80 -70:46:26.6 LMC105.4 25643 18.06 19.52 - -
(EROS2-LMC#15) ±0.01 ±0.01
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Figure 2. Colour-magnitude diagram with OGLE (green) and HST (black) stars of the central part of the LMC. Source positions of the
OGLE-II events are marked with small red dots with numbers 1 and 2. OGLE-III events found with automated pipeline are marked with
big red dots with numbers 3 and 4, while the remaining two potential candidates (found visually) are marked in orange and numbers 5
and 6. The error-bars for V − I shown with dashed lines are fixed to 0.4 mag and indicate the colour of the source can not be derived and
is assumed to be equal to the colour of the baseline. MACHO events are marked as follows: binary event #9 (green star), candidates for
self–lensing (yellow squares), confirmed thick-disk lenses #5 and #20 (dark blue filled squares) and remaining candidates (blue triangles).
Event #7 which exhibited non-microlensing variations in the OGLE-III data is shown in violet.
Figure 3. Map of the LMC with OGLE-II (1,2), OGLE-III (3-6) and MACHO candidates for microlensing events. Colour coding of
the events is the same as that in Fig. 2. The grey-scale background is based on the density of Red Clump stars. The contour shows the
self-lensing optical depth map from Mancini et al. (2004).
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Table 5. Parameters of the standard Paczyn´ski microlensing model fits to the OGLE-III events. Only events modelled with a standard
microlensing model are shown.
OGLE-LMC-03
parameter 5-parameter fit 4-parameter fit 7-parameter fit
t0 . . . . . . . 4136.8 ±0.1 4137.0 ±0.1 4136.8 ±0.1
tE . . . . . . . 34.97
+4.29
−3.84 24.65 ±0.41 36.16 +4.23−3.80
u0 . . . . . . 0.08972
+0.03824
−0.03508 0.22681 ±0.00903 0.08124 +0.03554−0.03391
I0 . . . . . . . 18.423 ±0.002 18.373 ±0.002 18.423 ±0.002
fSI . . . . . . 0.514
+0.117
−0.908 1.0 — 0.486
+0.104
−0.082
V0 . . . . . . — — — — 19.517 ±0.006
fSV . . . . . — — — — 0.520
+0.114
−0.089
χ2 . . . . . . . 1114.1 1123.0 1309.3
χ2
Ndof
. . . . 2.52 2.53 2.71
OGLE-LMC-04
parameter 5-parameter fit 4-parameter fit 7-parameter fit
t0 . . . . . . . 2227.9 ±0.5 2227.9 ±0.5 —
tE . . . . . . . 32.76
+9.12
−12.57 29.26 ±0.59 —
u0 . . . . . . 0.87763
+0.90395
−0.27748 1.0440 ±0.00852 —
I0 . . . . . . . 17.238 ±0.001 17.238 ±0.001 —
fSI . . . . . . 0.70253
+2.9765
−0.34558 1.0 — —
V0 . . . . . . — — — — —
fSV . . . . . — — — — —
χ2 . . . . . . . 911.4 911.5 —
χ2
Ndof
. . . . 1.56 1.56 —
OGLE-LMC-05
parameter 5-parameter fit 4-parameter fit 7-parameter fit
t0 . . . . . . . 3106.0 ±3.9 3108.6 ±4.1 3105.6 ±3.8
tE . . . . . . . 224.1
+198.1
−86.1 135.6 ±12.1 346.9 +313.5−128.8
u0 . . . . . . 0.12014
+0.11878
−0.065249 0.24846 ±0.01389 0.070525 +0.058690−0.037110
I0 . . . . . . . 21.25 ±0.03 21.24 ±0.03 21.27 ±0.03
fSI . . . . . . 0.43664
+0.51432
−0.24285 1.0 — 0.25126
+0.22615
−0.13285
V0 . . . . . . — — — — 22.31 ±0.06
fSV . . . . . — — — — 0.46176
+0.50423
−0.26435
χ2 . . . . . . . 274.1 275.2 330.46
χ2
Ndof
. . . . 0.673 0.674 0.749
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Figure 4. Light curves and microlensing models of candidates for microlensing events detected in the OGLE–III LMC data. The best-
fitting standard model is shown with solid lines and the best-fitting binary source model is shown with dashed lines. Residuals for
each model are shown at the bottom of each plot. The red curve and black dots show I-band data and the green curve and blue dots
show V -band data, where available. Events OGLE-LMC-03 and OGLE-LMC-04 were found with the automated pipeline, whereas the
remaining events were found by visual inspection of the data set.
on an assumption that the entire blending light belongs to
the lens.
Fig. 3 again presents all events ever detected towards
the LMC from MACHO, OGLE–II and OGLE–III, over-
plotted on top of the density map of the Red Clump stars
from the LMC.
Below we discuss each of the OGLE–III events.
4.1 OGLE-LMC-03
This event was the only event alerted by the OGLE’s Early
Warning System towards the LMC and was designated as
2007-LMC-012 .
The baseline of this candidate exhibits some irregular
variations. These are the most likely caused by the pres-
ence of the very bright (6 mag, HD 33923) star (saturated
on OGLE frames) less than one arc minute away. Other-
wise, the baseline does not show any additional event-like
phenomenon, supported by the MACHO and EROS obser-
vations since 1993. This makes a very strong case for the
microlensing origin of this event.
A single lens microlensing model fit to the data was per-
formed using I- and V -band OGLE data and its parameters
are gathered in Table 4. The event’s light curve along with
the best fit model is shown in Fig. 4.
2 http://ogle.astrouw.edu.pl/ogle3/ews/2007/lmc-001.html
Figure 5. Finding charts of the four candidates for microlensing
events. East is to the right, North is down. The side of each chart
is 26 arc seconds. Events 03 and 04 are shown on the top (from left
to right, respectively), events 05 and 06 are shown at the bottom.
A cross marks the object on which the microlensing brightening
was detected.
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From the multi-band fit we were able to derive the
source magnitude and colour of IS = 19.18 ± 0.10 mag and
(V − I)S = 1.05 ± 0.05 mag. This places the source on the
red giant branch of the CMD (Fig. 2), indicating the source
intrinsically belongs to the LMC.
Field LMC122, in which OGLE-LMC-03 is located, is
one of the sparsest according to its stellar density (see Table
1). At that density and magnitude level, there is about 9 per
cent of stars being blended with another one (see Section 5),
therefore we can safely assume the entire remaining light in
the blend constituting the baseline of the event comes from
a single star - the lens. Another constraint comes from the
astrometric measurements of the DIA residuals around the
peak of the event. They clearly indicate lack of any shift of
the centroid during the microlensing magnification, which
suggests the additional flux sits exactly on top of the source
star.
The blending parameters in both pass-bands obtained
in the light curve fitting indicate the lens is very similar to
the source in terms of the brightness and colour. Hence, the
lens may also be an LMC red giant (see Fig.6).
4.2 OGLE-LMC-04
This relatively bright red star (17.3 mag) shows an event
of small amplitude (∼0.5 mag) just at the beginning of the
OGLE–III observations in Nov 2001 (the peak occurred on
HJD = 2 452 227.9). Its light curve is shown in Fig. 4.
There was no V -band OGLE data available during the
course of the event, but 37 V -band data points after the
event allowed a derivation of the colour of the blend. A
standard microlensing model fit to the I-band data shown
in Fig. 4 (solid line) is best described with the time-scale of
tE = 32.76
+9.12
−12.57 days, a maximum amplification of A = 1.45
and the blending parameter fSI = 0.70
+2.98
−0.35 . Blending less
than 1 indicates there is an additional light present in the
overall flux of the object. The source magnitude can be
calculated from the model as IS = 17.65 ± 0.02 mag, but
the colour can be only assumed to be equal to the blend’s,
i.e., (V − I)S ∼ 1.1. Even with these values and their uncer-
tainties, the CMD location of the source can be linked to
the LMC stars locus at the red giant branch, just above the
Red Clump (see Fig. 2). If all additional light within a blend
comes from the lens (also hinted by zero-shift of the light
centroid) its brightness can be calculated, however because
there were no V -band data during the event we could not
derive its colour. The estimated location of the lens in this
scenario is shown on Fig. 6.
We note the large positive error on the blending pa-
rameter, which might indicate that the standard microlens-
ing model is in fact not favoured for this event. Its relatively
bright baseline and small amplification may also suggest the
brightness bump is caused by some kind of a variable star,
for example a “Blue Bumper” blended with a red star to
move its colour towards the red part of the CMD. More-
over, the light curve indicates some small asymmetry around
the peak, which can be reproduced with a microlensed bi-
nary source (dashed line in Fig.4) with the goodness of fit
χ/Ndof = 1.52. However, that model has very little con-
straints and the “wiggle” around the peak could be as well
caused by instrumental inaccuracies. Further photometric
observations of this star are necessary as “Blue Bumpers”
usually have secondary brightenings after a decade or so.
4.3 OGLE-LMC-05
This event was not detected in our regular search procedure
described above, because its baseline magnitude (21.22 mag)
was well below our threshold (20.4 mag). It was found when
the search for events was conducted with magnitude cut
removed (see Table 3), which means it would pass through
the pipeline if the magnitude cut was different.
The microlensing model fit to its I- and V -band light
curves (shown in Fig. 4) yielded the time-scale of tE = 347±
178 days and u0 = 0.0705±0.0447 with blending parameters
of fSI = 0.2512 ± 0.1643 and fSV = 0.4618 ± 0.3460. The
goodness of fit to multi-band data was χ2/dof = 0.749,
whereas when only I-band data were used it was χ2/dof =
0.676. The single passband model returned also a relatively
long time-scale of tE = 224 ± 115 days with u0 = 0.1201 ±
0.0820 and fSI = 0.4366 ± 0.3201.
From the blended multi-colour models we were able to
estimate the magnitude and colour of the source as IS =
22.62± 0.13 mag and (V − I)S = 0.51± 0.22, which locates
the source on the blue end of the main sequence of the LMC
(see Fig. 2).
Severe blending indicates there is a lot of additional
light within the seeing disk of the object with the event.
Judging from the sparse stellar density of the field LMC159
containing the event, we could assume all the remaining light
belongs to the lens. Astrometry of the centroid from the
DIA indicates no shift compared to the baseline template
position. This also supports the assumption that there is no
additional light taking part in the event except the source
and the lens. This places the lens at VL = 23.00± 0.40 mag
and (V − I)L = 1.35 ± 0.43, which is far from the main
LMC locus (see Fig. 6). Its CMD location in the vicinity of
the two MACHO events caused by thick-disk lenses suggests
this could be another example of a Galactic lens towards the
LMC. This, however, is relatively difficult to confirm with
a follow-up using currently available instruments given the
very faint magnitudes of both the source and the lens and
large uncertainties of event’s parameters.
4.4 OGLE-LMC-06
This candidate was also not detected by the regular search
pipeline, but was visually found in the data when inspect-
ing large signal to noise ratio light curves. Its light curve
exhibits asymmetric bump with amplitude of about 3 mag,
but the peak is covered very sparsely by the OGLE obser-
vations. However, single lens model does not reproduce the
light curve. The simplest static binary source model is doing
a much better job (see Fig. 4), however due to insufficient
number of datapoints we can not exclude numerous possi-
ble binary lens models here. The binary source model gave
time-scale of about 27 days and amplifications of 3 and 137
on each of the components with χ/Ndof = 1.51, compared
to χ/Ndof = 3.55 for a standard single source single lens
model.
The lack of a sensible model for the event prevents a
derivation of the position of the lensed source on the Colour-
Magnitude Diagram. The colour and magnitude of the blend
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Figure 6. Colour-magnitude diagram as in Fig. 2 showing esti-
mated positions of the lenses of the candidates for microlensing
events found in the OGLE-III data towards the LMC. Open cir-
cles mark the positions of the blended objects as seen at the
baseline of each event. The error-bars for V − I of the lens shown
with dashed lines indicate that the colour of the lens could not
be determined and was taken from the blend/baseline.
(source and lens, plus any additional blending light), marked
on Fig. 2 places it about 0.4 mag to the right of the red giant
branch of the LMC. If this was the position of the source, it
would suggest it does not belong to the LMC and is either in
the foreground (in the Milky Way halo) or in the background
behind the LMC.
This candidate was already flagged by the EROS group
(Tisserand et al. 2007) as anomalous. Their data also indi-
cate a slight reddening during the brightening of the event.
This could hint towards some kind of nova eruption, how-
ever the light curve in its rising part is too smooth for a
typical outburst-like object. Taking all this into account we
can not firmly conclude on the nature of this event.
4.5 Historic events
For completeness, we checked the previously known mi-
crolensing event candidates if their OGLE-III counterparts
were exhibiting additional variation atypical for microlens-
ing events. It was not necessary for the OGLE-II events as
their light curves collected during the OGLE-III were al-
ready investigated in Paper I, where it was confirmed they
had constant baselines in years 2001-2009.
MACHO group (Alcock et al. 2000) have reported
17 candidate events and all of them were located within
the OGLE-III fields. We confirm the constant baseline
behaviour during the OGLE-III phase in most of them,
except MACHO-LMC-7 and MACHO-LMC-23. The sec-
ondary peak in event MACHO-LMC-23 we see in our data
occurred at JD≈ 2 452 250 and was already reported by
Tisserand et al. (2007). This object was on our list of ob-
jects which were subject to cuts applied above, but its light
curve was clearly asymmetrical and it was removed in the
cut 8 with its blended model not converging and with large
negative blending parameter.
Event MACHO-LMC-7 originally passed through im-
proved selection criteria for MACHO events and was in-
cluded in the optical depth determination of Bennett (2005).
The OGLE-III light curve of this object reveals three small
amplitude bumps separated by ∼2 years, all resembling mi-
crolensing curve with time-scales between 20 and 40 days
and amplitudes around 0.5 mag. It clearly indicates this is
not a genuine microlensing event but some sort of repeating
outbursting variable star. It contributed about 10 per cent to
the optical depth derived in Bennett (2005), therefore their
value should be now decreased to about τLMC ≈ 0.9× 10−7.
Among the events reported by EROS group (Tisserand
et al. 2007) we successfully cross-matched with the OGLE-
III data only two candidates: EROS-LMC-1 and EROS-
LMC-11. The latter showed constant baseline over the
course of the third phase of the OGLE project, however the
former exhibited a nice symmetric microlensing-like bump
at JD≈ 2 453 410 and, as mentioned above, actually passed
through our search pipeline. EROS has already informed
about the second peak they detected in that event occur-
ring after nearly 5 years after the first one. The bump we
detected happened after another 7 years, showing the un-
derlying contaminant population of mysterious bumpers to-
wards the LMC can exhibit a microlensing-like repeating
episodes of brightening with random periodicity. The only
possibility of ruling them out is to rely on as long time-
baseline of observations as possible.
5 BLENDING
The Earth’s atmosphere blurs stellar images. Astronomical
images taken with medium- and large-sized telescopes are al-
most never diffraction limited, unless active and/or adaptive
optics is used. The Earth’s atmosphere prevents us from see-
ing much sharper and clearer images than we would other-
wise see in its absence. Our atmosphere affects crowded stel-
lar fields the most, such as the Magellanic Clouds, as many
stars merge together into composite objects (“blends”) that
often can be no longer resolved by PSF fitting. Since the
gravitational microlensing is equally likely to happen on any
star in a blend, no matter if it is bright or faint, we would
like to know how many stars contribute to one composite
object, because in general the number of observed objects is
not equal, and usually less, than the real number of moni-
tored stars. This is of particular importance for the optical
depth estimator, since at least three of its ingredients are
directly affected by blending. The most obvious dependent
quantity is the number of monitored stars. Without cor-
rection for blending our estimate of the optical depth would
be overestimated. Another directly dependent quantity from
the optical depth estimator is the detection efficiency of mi-
crolensing events. Detecting a microlensing event on a bright
source blended with fainter stars would yield almost 100 per
cent detection efficiency. On the other hand, in case where
a faint microlensed star is blended with a much brighter
star the detection efficiency for such an event will be very
small. Also the time-scale of an event is affected by blend-
ing and appears shorter with blending (see e.g., Woz´niak &
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Figure 7. Top panel: Three combined HST and OGLE-III lumi-
nosity functions for the LMC used in the blending simulations.
The top line (dashed) is for field LMC162.6, middle (solid) is
for LMC119.2 and the bottom (dotted) is for LMC136.1. Bottom
panel: Example of recovered luminosity function (dots) for the
field LMC162.6, closely following the observed OGLE-III func-
tion (solid line).
Paczyn´ski 1997; Smith et al. 2007). It is critically important
to understand the blending and its effects on the optical
depth estimator.
The amount of blending can be estimated by comparing
the ground-based images with much more detailed archival
HST images and then grouping fields according to their stel-
lar density and applying a fixed correction to the number
of monitored stars for each density level. Such a method
was applied in Paper I and Paper II for the OGLE-II data.
However, the area covered in a single HST image is tiny,
hence such comparison results in very low number statistics
of cross-matched stars. Moreover, OGLE–III fields cover a
very wide spectrum of stellar densities, which is difficult to
cover with enough number of archival HST images. There-
fore to address the issue of blending here, we performed sim-
ulations of the OGLE-III images based on combined stellar
luminosity functions derived from the HST and OGLE im-
ages.
5.1 Simulations
Based on known properties of the OGLE-III images, such as
the point spread function’s (PSF) size and shape as well as
the shape of the underlying stellar luminosity function, we
are able to simulate OGLE-III images with different stel-
lar densities and luminosity functions. We used the LMC
photometry from the HST Local Group Stellar Photome-
try archive3 (Holtzman et al. 2006). Three selected HST
3 http://ganymede.nmsu.edu/lg
Figure 8. Simulated OGLE-III LMC images. The stellar
density increases from panel a) with log(N∗/CCD chip) =
3.82, through panels b) with log(N∗/CCD chip) = 4.83, and
c) with log(N∗/CCD chip) = 5.17, up to panel d) with
log(N∗/CCD chip) = 5.32.
fields, lmc u4b115, lmc u65008, and lmc u65007, were
each observed in F555V (F814W) filter with the WFPC2
for 2000 sec (2000 sec), 2560 sec (2460 sec), and 1560
sec (1560 sec) seconds. These fields were calibrated to
the standard I-band filter and were located in OGLE’s
fields LMC162.6 (dense), LMC119.2 (medium density), and
LMC136.1 (sparse). Then, the OGLE and HST luminosity
functions were combined with a stitching point around the
red clump I-band magnitude, i.e., I ≈ 18.2 mag. Due to low
number statistics for stars with I < 14 mag we approxi-
mated the luminosity function with log(N) ∝ 0.4× I . Each
of the luminosity functions had a slightly different shape
shown in Fig. 7, but, as show later, this affects the correc-
tion factor for the number of monitored stars by less than 5
per cent (Fig. 12).
Before each simulation the basic parameters of the
OGLE-III template image were measured. This included the
PSF shapes and sizes, and the background level. First, we
created a mock image (800×800 pixels) with the background
light and Poisson noise that matched the original OGLE im-
ages. Next, we chose an HST stellar density as 200 × i3/2
stars/arcmin2, where i is the simulation number, and i = 1
to 15. Then, we injected stars that were drawn from the
combined luminosity function (top panel in Fig. 7) and were
brighter than I . 24.8 mag. The faint end (I > 23.4 mag) of
the luminosity function had a minimal impact on our study
(see Fig. 12) as our limiting search for microlensing events
is I = 20.4 + 3.0 = 23.4 mag; the faint end simply serves
as a background here. Here, I = 20.4 mag is the magni-
tude threshold for stars(blends) we allow in our search for
microlensing events, hence stars fainter by ∆m = 3.0 mag
are the faintest which can contribute to a combined blended
objects as sources for events.
Fig. 8 shows four examples of simulated OGLE images
with different stellar densities. Once the image was created
we obtained the stellar photometry in the way identical
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Figure 9. Blending distributions for selected levels of stellar den-
sity for the simulated OGLE–III images obtained using archival
HST images. The distributions were derived in three magnitude
bins, described at the top. The density levels shown correspond
to stellar densities of log(N∗/CCD chip) = (5.32, 5.24, 5.12, 4.8)
for very dense, dense, medium and sparse, respectively.
to the OGLE-III treatment of the template images using
DoPhot photometry package (Schechter et al. 1993). Fi-
nally, we matched the input (simulated HST) and output
(simulated OGLE) catalogues of stars. After some experi-
mentation, we find the matching radius of r = 0.8 OGLE-III
pixels for stars with I > 20.4 mag and r =
√
0.82 + (0.8G)2
pixels, where G is a size of the Gaussian function at the
level of I = 20.4 mag, G =
√
0.8σ ln 10(20.4 − I)), for stars
I < 20.4 mag and PSF size σ. The output catalogue was cal-
ibrated in such a way, that magnitudes of recovered single
(not blended) stars were nearly identical to the injected ones,
but also the number of flux counts on a simulated image for
a given magnitude was nearly identical to real images. Fig.
10 shows a difference between recovered and injected mag-
nitudes as a function of the injected magnitude.
For each OGLE star of magnitude IOGLE within its ra-
dius r we count all HST stars with brightness of IHST 6
IOGLE + 3.0 mag. Then, we constructed distributions of
blending, where blending for each star is calculated as
fstar =
Fstar
Fall stars in the blend
. The blending distributions for
selected simulated density levels are shown in Fig. 9.
5.2 Estimating the real number of monitored
stars
By comparing number of input HST stars and resulting
number of OGLE objects on simulated frames we were able
to obtain a “correction factor” (CF). The correction factor
converts from the number of observed stars in an OGLE-III
CCD chip to the number of real stars hidden (unresolvable)
due to blending, which may act as a source in a microlensing
event. Figs. 11 and 12 show the CF as a function of the num-
Figure 10. Difference between recovered (output) and injected
(input) I-band magnitude as a function of injected magnitude for
a dense field with log(N∗/CCD chip) ≈ 5.2. The two dashed lines
show 2σ OGLE-III photometric uncertainties.
ber of observed stars in a single OGLE-III CCD chip. Plot
in Fig. 12 indicates that the correction factor only weakly
changes (with 5 per cent) when different shapes of the lumi-
nosity functions are used (see Fig. 7).
We derived the number of stars correction for three
magnitude bins, corresponding to the bins in which the
blending distributions were derived: bright I 6 17.5 mag
(B), middle 17.5 6 I 6 19.0 mag (M), and faint 19.0 <
I 6 20.4 mag (F). Then, for each OGLE template object
brighter than 20.4 mag we calculated a number of corre-
sponding unresolved stars, using the CF for the given field’s
density, encoded in a number of all objects found on a tem-
plate image (see Table 1). The resulting estimated number
of real stars in each field (combined for all 8 CCD chips) is
provided in Table 1.
In total there were around 19.4 million objects on the
OGLE template images. These were estimated to be com-
posed of about 22.7 million real stars, all of which could
potentially be microlensed. In the Bright Star Sample there
were 5.8 million objects on the templates and 6.3 million
estimated real stars.
6 OPTICAL DEPTH
Above we reported a detection of 4 candidates for microlens-
ing events. However, in order to calculate the optical depth
towards the LMC we could only use events which were re-
turned by our automated search pipeline, i.e., events which
satisfied well specified criteria and were possible to describe
with a point-source-point-lens microlensing model. These
were OGLE-LMC-03 and OGLE-LMC-04. The remaining
events were found manually and were either below the mag-
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Figure 11. Correction factor as a function of the number of tem-
plate objects on an OGLE-III CCD chip for different magnitude
bins. The magnitude range I 6 17.5 mag is described by function
B (bright), 17.5 6 I 6 19.0 mag by function M (middle), and the
19.0 < I 6 20.4 mag by function F (faint). The function based
on the entire magnitude range, I 6 20.4 is marked as A (all).
Figure 12. Correction factor as a function of the number of tem-
plate objects on an OGLE-III CCD chip for the entire magnitude
range but for different areas of the LMC. Blue dots are for field
LMC162.6 (central part of the LMC bar), red for LMC119.2 (edge
of the LMC bar), and green is for LMC136.1 (LMC’s disk).
Figure 13. Microlensing events detection efficiency for OGLE-
III LMC data for All and Bright Stars Samples. The efficiency
strongly depends on the stellar density of the field. Curves are
shown for dense (LMC163) and sparse (LMC122) fields.
nitude threshold (OGLE-LMC-05) or clearly not due to a
single lens (OGLE-LMC-06).
The microlensing model of Paczyn´ski (1996) gives an
amplification A described with Eq.4. The time-scale (Ein-
stein radius cross time) is the only parameter of the model
which is related to some physical values, but is a degenerate
function of the lens mass, distance, and relative velocity.
For a number of microlensing events with time-scales
tEi and detection efficiency ǫ(tEi), the optical depth towards
the LMC from the OGLE-III data is calculated from the
formula:
τLMC−OIII =
π
2N∗Tobs
Nev∑
i
tEi
ǫ(tEi)
(5)
where Tobs is the time-span of all observations, N∗ is the
total number of monitored stars, Nev is the total number of
events .
The detection efficiency was derived separately for each
field containing a microlensing event in the Monte Carlo
simulations of the events covering the range of time-scales
between 1 and 1000 days. Figure 13 shows exemplary curves
of the efficiency for All and Bright Stars Samples and for
dense and sparse fields. In these simulations all microlensing
model’s parameters except tE were randomly drawn from
appropriate ranges: t0 from 2 452 115 to 2 454 965 days (the
entire range of the OGLE–III LMC coverage), u0 from 0 to
1, I0 from the luminosity function of a given simulated field
and fS from blending distribution derived for that field (see
Section 5 and Fig.9).
The optical depth was then calculated for Nev = 2
events and their time-scales, with N∗ = 22, 740, 000 and
Tobs = 2850 days. Following (Tisserand et al. 2007) and Pa-
pers I and II we applied a correction for binary events for
which our automated search pipeline is not sensitive to. It
meant all the efficiencies were reduced down by 10 per cent.
Table 6 gathers the values of time-scales and detection
efficiencies used for deriving the optical depth. For both
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Table 6. The optical depth for the two OGLE–III events found by
the automated search pipeline. The columns show event name, its
time-scale, detection efficiency and individual event’s contribution
to the overall optical depth.
event tE ǫ(tE) τi × 10−7
efficiency not corrected for binary events
OGLE-LMC-03 34.97+4.29−3.84 0.202489 0.04
OGLE-LMC-04 32.76+9.12−12.57 0.075691 0.11
total τLMC−OIII 0.15± 0.10
efficiency corrected for binary events
OGLE-LMC-03 34.97+4.29−3.84 0.182240 0.05
OGLE-LMC-04 32.76+9.12
−12.57 0.068122 0.11
total τLMC−OIII 0.16± 0.12
events we found the optical depth of τ = (0.15±0.10)×10−7
and τ = (0.16± 0.12)× 10−7 for binary-corrected efficiency.
If we allowed for non-single events contributing to the
optical depth, hence included the candidate OGLE-LMC-
06 with its time-scale of around tE = 27 days and esti-
mated efficiency of ǫ(tE) = 0.182767, it would add around
0.04 × 10−7 to the total value of τ . In the other scenario,
we could also speculate that OGLE-LMC-04 is actually a
“Blue Bumper” and has to be excluded from the τ measure-
ments. That would reduce the value of the optical depth to
τ = 0.05±0.05×10−7 or τ =∼ 0.08×10−7 if OGLE-LMC-06
was included as above.
In the Bright Star Sample there were the same two
events as in the All Stars Sample. The efficiencies of their de-
tection were about 1.4 times larger than efficiencies derived
in the All Stars Sample. On the other hand, the number of
monitored stars was smaller by a factor of around 3. These
two factors do not cancel out and the resulting optical depth
for the Bright Star Sample is τ = 0.41± 0.29× 10−7, which
is around 2 times larger than for All Stars. However, given
very low number of events and resulting large error bars on
τ , comparison between these two values can not lead to any
meaningful conclusions.
7 DISCUSSION
The number of microlensing event candidates detected to-
wards the LMC during the 8 years of the OGLE-III survey is
remarkably small. The overall optical depth calculated using
the two most reliable events is τLMC−OIII = (0.16 ± 0.12) ×
10−7 and is smaller than obtained with two events found in
the OGLE–II data (τLMC−O2 = (0.43± 0.33)× 10−7, Paper
I). On the other hand, large systematic errors in both of
these measurements only prove we are dealing with a very
low statistics in terms of the numbers of events. This is in
clear contradiction to a significantly larger number of events
claimed by the MACHO collaboration (Alcock et al. 2000,
Bennett 2005), but is in agreement with results obtained
with the EROS group data (Tisserand et al. 2007).
Can OGLE events still be caused by the hypothetical
MACHOs? According to the halo model of Alcock et al.
(2000) (model “S”), if the Galaxy halo was entirely filled
with dark matter compact objects it would produce the op-
tical depth of τMACHO = 4.7 × 10−7. Because microlensing
optical depth depends on the total mass of the lensing ob-
jects, the fraction of measured τ in τMACHO gives directly a
fraction of halo mass in compact objects. Based on our mea-
surement of the optical depth, if both microlensing events
were due to MACHOs this fraction would be f = 3± 2 per
cent, with a typical mass around 0.2 M⊙. This mass can
be estimated from the mean time-scale of the events found
using this formula: logM = 2 log(< tE > /70) (Alcock et al.
2000, Tisserand et al. 2007). The derived mass fraction is
considerably smaller than f = 20 per cent claimed by the
MACHO group.
Because of the complexity of the microlensing events
in general we are not able to definitively tell where the
lenses and sources come from and what they are. This is
only possible in case of events exhibiting additional effects,
e.g., parallax or when the lens is a binary, or, in some spe-
cial cases, after detailed high resolution imaging and spec-
troscopic follow-up. Therefore, in case of our events we can
only speculate about the nature of the events; there are,
however, certain hints towards a non-dark matter scenario.
Due to some line-of-sight depth of the LMC it is possi-
ble that stars of the Cloud get microlensed by other LMC’s
stars located in front. The effect of “self-lensing” (SL) was
estimated based on the internal structure studies of the LMC
by Mancini et al. (2004) and is the strongest for the LMC
bar (see Fig. 3). Its contribution to the total optical depth is
around τSL = 0.4×10−7 in the central parts of the LMC and
around 0.1× 10−7 when averaged over all OGLE-III fields.
The lenses should be dark in case of MACHO lensing,
whereas in self-lensing the lens can be any star from the
LMC. Such a luminous lens can be indirectly “detected”
when microlensing model indicates some amount of light
blended in with the source. For crowded fields such as those
in the Magellanic Clouds observed with ground-based seeing,
blending is a relatively common phenomenon. In Section 5
we tackled this issue with scrutiny and concluded that a sin-
gle OGLE object is composed of about 1.2 real stars on aver-
age over the entire OGLE–III LMC coverage. For the fields
containing two our event candidates and for their respective
magnitude range (Fig.11) these factors are even smaller than
average with 1.09 and 1.16 for LMC122.1 and LMC163.6, re-
spectively. It means that there is less than about 15 per cent
chance the blending detected in the microlensing model fit
comes from random line-of-sight alignment of stars within a
single seeing disk.
There is yet another tool we have at hand to confirm
this last statement further. Photometry processing using the
DIA method provides also a precise position of the lensed
flux with respect to the centroid of light measured on the
template. The accuracy of such displacement measurement
strongly depends on the magnitude at the peak and in the
case of our events is at a level of 100 mas (lensed images of
the source are usually separated by less than 1 mas hence
only centroid shift can be measured with such accuracy). Be-
cause stars randomly blended together are usually displaced
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slightly from each other within the seeing disk, astrometric
detection of a shift of the light barycentre provides an ad-
ditional proof for “natural” random blending. In the case
of the two events presented here there was clearly no shift
visible in astrometry of the residuals on the DIA subtracted
images. Unless we are very “lucky” and the blended star hap-
pen to be sitting exactly on the source of the event, this can
be attributed to the fact that all the blending light comes
from the lensing object. Hence, the lenses must be luminous.
Their locations on the CMD, calculated from the blended
microlensing model, indicate they belong to the LMC star
locus. This clearly hints towards the self-lensing nature of
the detected events.
The two events found manually are also difficult to at-
tribute to MACHO lensing. OGLE-LMC-05 is likely to be
caused by a very red lens, probably located in the Galaxy
disk. OGLE-LMC-06 is generally very puzzling, with its light
curve resembling a binary lens/source event and its very red
colour, suggesting rather a variable star than a microlensing
event.
It means we have no strong candidates for microlensing
events caused by lenses from the halo. We can, however, put
an upper limit on the MACHO presence in the halo, sim-
ilarly as done in Tisserand et al. (2007), who detected no
events in their bright star sample. In our case, however, we
have two events we associated with origin other than MA-
CHO lensing. This imply we can not apply straightforward
zero-detection Poisson statistics, but should follow the sug-
gestion of Moniez (2010), also applied in Paper II and treat
our SL candidate events as an expected background. This is
an obvious estimate, as more detailed studies involving LMC
modelling are necessary in order to obtain exact amount of
expected self-lensing events over the entire OGLE–III LMC
sky coverage. Such analysis is planned to be performed in
a way similar to the OGLE–II LMC study in Calchi Novati
et al. (2009).
Based on a mean detection efficiency over all fields
we were able to estimate the number of expected events
due to MACHOs considering model “S” of Alcock et al.
(2000). This number was calculated for a wide range of MA-
CHO masses from 10−8 to 102 M⊙ and was translated to
a fraction of halo mass using zero-statistics of Feldman &
Cousins (1998). It is shown in Fig. 14. For masses around
M = 0.4M⊙ we expected Nexp = 69 events for a halo full
of MACHOs, it translates to an upper limit of f < 7 per
cent at 95 per cent confidence and f < 6 per cent at 90 per
cent. The limit reaches its minimum at aroundM = 0.1M⊙
with f < 4 per cent and is less rigid on masses higher than
0.4M⊙ reaching around 20 per cent atM = 10M⊙ and more
at higher masses.
Our result is in agreement not only with previous LMC
microlensing findings (Tisserand et al. 2007), but also with
studies of the microlensing effects of compact objects in dis-
tant galaxies observed in the lensed quasars (e.g. Mediav-
illa et al. 2009), which ruled out MACHOs in mass range
between 0.1 and 10 M⊙. For the mass window 10 − 30 M⊙
there is still no reasonable constraint. There is actually some
hint for heavy mass (around 10M⊙) compact objects in the
halo - Dong et al. (2007) studied the OGLE-2005-SMC-001
microlensing event and concluded it was caused by a binary
black hole most likely located in the halo. However, it still
remains a mystery why we don’t see such events towards the
LMC, therefore it is too early to conclude on dark matter
compact objects existing in that mass window. OGLE–III
SMC data, including that unique event, will be presented
and studied in the forthcoming paper (Wyrzykowski et al.
in prep.).
8 CONCLUSIONS
In this study we analysed almost 8 years of observations
of the Large Magellanic Cloud by OGLE–III. The data set
with its volume, coverage and quality supersedes all previous
determinations of the microlensing optical depth, including
the one based on the OGLE–II data (Paper I). We detected
two sound candidates for microlensing events and further
two possible candidates. Neither of them, however, is likely
to be caused by dark matter compact lenses from the halo
of our Galaxy. The two best candidates can be explained as
an expected signal from the self-lensing within the LMC. Of
the remaining two, one is either a binary event or a some
kind of chromatic outburst, whereas the other is a candidate
for galactic disk lens.
Such null detection for MACHO lensing led to estimat-
ing the upper limit on their contribution to the mass of the
Halo of the Galaxy. The upper limit set at a level of 6-7 per
cent at M = 0.4M⊙ leaves very little room for dark matter
compact objects. Still, at the moment we can not exclude
more heavy dark matter lenses, like black holes. Our survey
puts a 20 per cent halo mass fraction limit on compact ob-
jects with masses of M = 10M⊙ and actually no limit on
higher masses. This heavy mass end window should be now
explored with more attention.
As a side product of our analysis we also discovered that
event MACHO-LMC-7, reported by the MACHO group and
used in their final optical depth determination, exhibited
couple of additional brightening episodes in the OGLE-III
data, a feature which excludes it as a genuine microlensing
event.
With the OGLE project continuing now in its fourth
phase we hope the sensitivity to extremely long events will
improve significantly within next years. It should result in
the increase in the statistics of potential black-hole lenses or
allow us to rule out heavy dark matter compact objects as
well and close that topic definitively.
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Figure 14. Fraction of the halo mass contained in the dark matter compact objects as derived from MACHO, EROS and OGLE-III
data. The red rectangle indicates the value for the case when both OGLE-III LMC events were caused by MACHO lenses. Solid lines
show upper limits for the case where there is no MACHO lensing event in the LMC OGLE–III data and both detected events are due to
self-lensing. MACHO curve (dotted line) denotes signal from the compact objects (at 95 per cent C.L.), whereas EROS curve (dot-dashed
line) is an upper limit (at 95 per cent C.L.) on MACHO mass fraction in the halo.
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