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Multiplicative character heory will be used to reprove r sults from apaper of 
Auslander-Feig-Winograd (Ah. inAppl. M&r. 5 (1984), 31-55) on the multi- 
plicative complexity of the discrete Fourier t ansform. The Fourier t ansform F, 
acting on the space L(A) of all complex-valued f nctions  A = Z/n, n an 
integer, is decomposed relative to “rational” subspaces of L(A) naturally described 
by multiplicative characters of A.This decomposition is the main tool needed to 
understand the ad hoc constructions in theAuslander-Feig-Winograd ( p cit.) 
paper. ( 1 YX6 Academic Press. Inc. 
The construction of algorithms computing 
Y = fwx), x E C”, 
where F(n) is the n X n Fourier t ansform matrix 
F(n) = [ w’k]Og, ken, w = exp(2ai/n), 
0) 
(2) 
is of great importance in digital signal processing. As practical demands 
require larger and larger size computations, ften in real time, the need for 
increased computational efficiency has resulted in new technology both in 
hardware and in software. The matching ofthese parallel d velopments can 
be the most difficult parof the problem. Even within a given hardware 
technology, there can be many ways of arranging computations. O  the 
other hand, atheoretic algorithm must eventually be judged on its ability to 
be implemented in practical situations. The judgement can, eventually, be 
made relative to existing hardware but also by its ability to point the way to 
new hardware d velopment. 
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In this work, we will study a recent work of Auslander, Feig, and 
Winograd [l] from a number theoretic point of view. Although, there is a 
price to be paid in developing some background material, once done, the 
algorithms of [l] can be constructed in a straightforward fashion. We 
believe that our approach yields new insight in our understanding of these 
algorithms andof multiplicative algorithms in general. In any case, know- 
ing an algorithm from several points of view can be essential forits 
eventual implementation. 
The role of the multiplicative s ructure of Z/n as a tool for computing 
(1) can be found in Rader [23 when n = p, p a prime, and in Winograd [4] 
when n = pm, p a prime, and m 2 1. We will need the following definition. 
A computation of the form 
where Q,, Q2 are rational, nonsingular matrices, i  called rationally similar 
to computation (1). Any algorithm co puting (3) can be modified, using 
only rational operations, to compute (1). Winograd’s methods, begun in [4] 
and culminating  [l], use the multiplicative structure of Z/n and matrix 
multiplications o show the xistence of rational, non-singular mat ices Q, 
and Q2 such that Q,F(n)Q, has a block diagonal form, where ach block 
can be identified w thmultiplication in some quotient polynomial algebra. 
For details, see[l, pp. lOO-1011. Highly efficient algorithms canbe used to 
carry out these computations. The final form of these techniques, since it 
involves cyclotomic f elds, suggests the crucial role played by number 
theoretic concepts. Part of the goal of this work is to make explicit how
number theory enters. In Section 1,the ring Z/n, n = pm, m > 1, and p an 
odd prime is studied. Thecase p = 2 can be handled ina slightly modified 
way. See [3, 11, for details. Since p is an odd prime, the group of units U of 
Z/n is a cyclic group. The set H/n should be viewed as the indexing set of 
n-point data. A fundamental p rtitioning of H/n into U-orbits s given. The 
“multiplicative” partitioning of data long with the cyclic group roperty 
of U plays a crucial role in Winograd’s theory which we review inSection 2.
A complete d velopement of Winograd’s re ult appears in[4]. 
The ideal theory of h/n is considered n xt. The critical result isthat 
Z/n, for n = pm, m > 1, is a local ring. Thus, Z/n has a unique maximal 
ideal, denoted byM and given by M = ph/n, which is the set complement 
of U of Z/n. As a consequence, th  U-orbits f Z/n can be described y set 
difference of powers of M. 
In Section 3,we begin examining the structure of the Fourier t ansform, 
especially thedeep relationship between the Fourier t ansform and the 
ideals ofZ/n. Unifying concept istaken to be a bilinear p iring ofZ/n. 
The bilinear p iring leads to a duality ofZ/n which pairs together ideals. 
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This simple but fundamental result has an important function theoretic 
consequence which we will now describe. L tL(h/n) denote the complex 
vector space of complex valued functions  H/n. Thus, L(Z/n) is the 
space of n-point data or more precisely, periodic data modulo n. The 
Fourier t ansform F of E/n is defined asa linear isomorphism of L(E/n). 
Although our definition of F is standard, we have mphasized its depen- 
dence on the bilinear p iring. Thefunction theoretic analog of the duality 
between ideals i given in Theorems 1 and 2. The usual notion of periodic 
and decimated functions i  L(H/N) are given relative to the ideals. Then, 
in part, Theorems 1 and 2 assert that he Fourier t ansform f aperiodic 
function, periodic relative to some ideal, is adecimated function relative to 
the dual ideal. The converse is also true. 
These results naturally ead to the definition of certain subspaces of 
L(Z/n) by periodicity and decimation c ditions. We single out one of 
these subspaces, denoted byL(l, m - 1) in this ection. It turns out that 
L(l, m - 1) is invariant u der Fand that he restriction of F to L(l, m - 1) 
can be identified with the Fourier t ansform of h/p”-‘. Used as an 
induction step, the result reduces the study of F to the study of F on the 
orthogonal complement ofL(l, m - 1). 
In Section 4,we introduce the main innovation of this work, the 
multiplicative characters of E/n. In [3], multiplicative character heory was 
used to construct an orthonormal b sis diagonalizing the Fourier t ansform. 
Let fi denote the set of multiplicative characters. Es entially, t? is the 
function theoretic analog of U. In fact, U has a natural group structure 
isomorphic to U. The set U, which we view as a subset ofL(A), will be 
partitioned by periodicity onditions. The important subset of primitive 
multiplicative characters is defined. 
In Section 5, we study the action of the Fourier transform F on 
multiplicative characters. The first results are global, depending onthe 
duality between periodicity and decimation determined by F and certain 
orthogonality conditions satisfied by multiplicative characters andtheir 
Fourier t ansforms. Subspaces d fined byperiodicity and decimation c di- 
tions are related tosubspaces spanned by subsets ofmultiplicative char-
acters and the Fourier t ansform of such subsets. Theabove-mentioned 
partitioning of 19 plays a major ole. In particular, we constructfi an 
orthonormal complement C of L(l, m - 1) from the orthogonal setU U 
F(U). To complete his tage of our analysis of F we derive explicit 
formulas describing the action fF on multiplicative characters. 
The theory built inthe preceding section will be applied tounderstanding 
the results in [l]. The important concept ofa rational subspace ofL(Z/n) 
is defined and and we show that he subspaces built from sets of multiplica- 
tive characters and sets of their Fourier t ansforms arerational subspaces. 
Using this major esult, we rationally modify F such that, denoting the 
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rationally modified F by F’, we have that each of these rational subspaces 
OS F’-invariant. Finally, we use the Chinese r mainder theorem to show 
that F’ restricted to ach of these rational subspaces is polynomial mu ti- 
plication n a quotient polynomial algebra. This completes the picture and 
gives the theoretical machinery underlying thealgorithms of [l]. 
1. THE RING Z/n 
Take a prime integer p # 2. Form the ring 
A(m) = Z/p”, m2l (1) 
of integers modpm. In this section we will describe, usually without proof, 
several important properties of the ring A(m). The multiplicative group
V(m) of units of A(m) plays a central role. We will make the identification 
A(m)= {j~iZ:O~j<p~}. 
Under this identification, we have
(2) 
u(m) = {jEZ:OIj<pm,p rj}. (3) 
The ring A(1) is a field and the group U(1) is a cyclic group. The 
Rader-Winograd algorithm co puting 
F( P)U, v E cp, (4) 
depends, inpart, onthe property of the group U(1). 
For m > 1, the ring A(m) is not a field, butsince w are assuming that p
is an odd prime, westill have that U(m) is a cyclic group. This fact plays an 
important role in Winograd’s algorithm forcomputing 
F( P”)W~ vEC”,n=pm. (5) 
In this ection we will define U(m)-orbits of A(m) and construct a 
partition of A(m) into U(m)-orbits. Thispartition s fundamental to 
Winograd’s work and will play an equally important part in our theory. The 
ideal theory of A(m) will be studied. We will show that A(m) is a local 
ring. Asa consequence, the U(m)-orbits and the ideals ofA(m) are closely 
related. This is an essential result for our theory, since as we will subse- 
quently see, the Fourier t ansform is tied to ideal theory and our main tool 
for studying the Fourier t ansform, which is the multiplicative characters of 
A introduced in Section 4,is most naturally associated to the group U(m). 
For 1 < r < m, we can consider the ring A(r) = E/p’ and associate 
A(r) to A(m) in two ways. First wedefine a group isomorphism a, of A(r) 
into A(m), called a ecimation. In Section 3,we will relate he decimation 
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Us to the standard decimation of data concept. We also define a ring 
homomorphism QT~ of A(m) onto A(r), called a periodization. The role of 
the periodization err t  periodic ata can be found in Section 3 as well. 
Set A E A(m) and U = u(m) in the following discussion. Under ad- 
dition, A is an abelian group and inherits thestructure of a H-module. If
a =j + p”‘Z, jE Z, is any element ofA, then 
ka = kj + p”h, kE H. (6) 
For 0 I k I m, define the subsets D,of A by setting 
D, = pkU (7) 
and call D, the U-orbit ofpk. By the identification (3), we can describe D, 
as 
D,= {OIjcp”,pklj,pk+‘lj}. 
Each element a E D, can be uniquely written as
(8) 
a = pks, (9) 
where 0I s < pmek and (p, s) = 1. 
The U-orbits determine a partition of A, in the sense of 
1. Dkr)Dr= 0,forr#k; 
2. A = ij D,. 
k=O 
This partition of A, referred to at the beginning of the section will be used 
in Section 2 to give apartitioning of data, indexed byA, consistent withthe 
ring structure of A. 
We will now study the ideal theory of the ring A. The U-orbits canbe 
described in terms of the ideals ofA. 
The field A(1) contains onon-trivial ideals. We will assume in the 
following discussion that m > 1. Define 
M(m) =pA. (10) 
Set M = M(m). Using the identification (2), we can write 
M= {pk:Osk<p”-‘}. 01) 
Direct verification showsthat M is an ideal of A. By (5) and (ll), wehave 
A=MUU, 02) 
MnU=0. (13) 
Every ideal of a ring is disjoint from the unit group of the ring. Itfollows 
from (12) and (13) that M contains every ideal of A and M is the unique 
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maximal ideal of A. A ring having a unique maximal ideal is called a local 
ring. For 0 5 j < m, define the ideal Mj of A by setting 
Mj E pjA (14 
By (2), we can write 
Mj= {p’k:O<k<p”-J}. (15) 
Every ideal of A is of the form Mj, 0 I j I m. The ideal structure of A is 
especially simple. Infact, wehave 
(O)cM”-‘c ... cM*cMcA. (16) 
Form the set differences, Mj - M j+‘, 0 I j -C m; by (8) and (11) 
D, = Mj - MJil, Oljxm. (17) 
We will now define a group isomorphism ur of A(r) into A by setting 
u,( j+ p’h) = pm-‘j +p”H. (18) 
Observe that he image of a, in A is the ideal Mm-’ of A. The mapping a, 
is called a ecimation. It isnot a ring homomorphism ince 
pm-‘&b) = u,(+J,(b), a, b E A(r). 09) 
Under the identification (2), themapping a, becomes 
u,(k) =pm-rk, 0 I k < pr. (20) 
Denote the restriction of Us to U(r) by ur and observe from (20) that 
u,*( U r)) = D,,-r. (21) 
Thus a,* is a bijection of V(r) onto D,,-,. 
Define the mapping r, of A onto A(r) by the rule 
r,( j+ p”Z) = j + p’Z. (24 
The mapping rr is usually called a natural mapping. We will call it a 
periodization. As is well known, rr is aring homomorphism ofA onto A(r) 
whose kernel isthe ideal M’, This result can be expressed by 
O+M’+A:A(+O. (23) 
Using the identification given i (2) for A and A(r), we can write 
dj + W) =j, 0 <j < pr, 0I k < pm-‘. (24) 
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As j and k run over 0<j < p’, 0 I k <pm-l, we have j+ kp’ running 
over A. 
Denote the restriction of rrIto the unit group U by 7rF. Since 7rr is a ring 
homomorphism ofA onto A(r), r,! is a group homomorphism ofU onto 
U(r). A direct proof can be given from formula (22). Inaddition, thekernel 
of the group homomorphism rrr* isthe subgroup 1 + M’ of U. We diagram 
the result as
l+l+M’+U~U(r)+l. (25) 
The number of elements in a finite set X will be denoted byo(X) and 
called the order of X. Then, the order of U(r) is given by 
o(U(r)) = pr-Yp - I), (26) 
which we will sometimes denote by t,.. 
Since p is an odd prime, the cyclic group U has a generator, say . The 
element z = r,*(y) generates U(r). Since 2’7 = 1, we have y’r E 1 + M’, 
by (25). 
The set D,,Pr can be described in terms of the generator y of U. From 
W), 
D,,-r = { o;(zk): 0 < k < &}. 
Since u,*(zk) = pm-‘yk, we have 
D,,-,. = { pm-‘y’: 0 I k < t,}. 
(27) 
(28) 
Indeed, every aE D,,-r can be written uniquely inthe form 
m-r k a=p y, 0 s k -c t,. (29) 
2. WINOGRAD'S CANONICAL FORM 
Consider the n X n Fourier t ansform matrix 
F(n) = [WjklOsj,k<nr w = exp(2ni/n). 
If a E E/n, then wa is well defined by’the formula 
wa E wj, a =j + nH. 
We can write (1) as 
F(n) = [~~~l~,hd,~. 
(1) 
(2) 
(3) 
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Let 7~ be a permutation of Z/n. Define 
F,(n) = [WT(u)~(b)]~,&Z,n. 
There xists a permutation matrix P,, such that 
(4) 
(PJ’F,(n)P, = F(n). (5) 
If e, is the n-tuple consisting of all O’s except inthe jth place here it has 1, 
then permutation matrix P,, is given by 
P,ej E e,(j), Olj-cn. (6) 
Take a prime p and an integer m 2 1. Set n = p”. The notation of the 
preceding section will be continued. Thus, A = h/n and U is the unit 
group of A. The first ep in Winograd’s algorithm for n = p” involves 
defining a permutation 7~ of A such that he matrix F,(n) has a special 
form, which we call the Winograd canonical form of F(n). We will derive 
the canonical form in this ection. Thecomplete Winograd algorithm can
be found in [4]. 
The ring structure of A, especially the set of U-orbits, will be used to 
define the permutation r. The resulting F,(n) will be made up of matrix 
blocks, each of which is a skewGzirculant matrix. 
Consider the partition of A given by the set of U-orbits 
u, pu,. . , p”U. (7) 
We order the set of U-orbits as hown in (7). Assume p is an odd prime. 
The unit group U is a cyclic group. Take a generator x of U. The elements 
of each U-orbit will be ordered bythe powers of x. The U-orbit 
Dj = p’U (8) 
is ordered as
p’xQ, p’x’, . .. ) p’x’, t = o(U(m -j)). (9) 
Note that we have used (29) of Section 1.
Let 7r be the permutation of A determined by the ordering of A given by 
(7) and (9). The set A with this ordering will be denoted byA’. Then, 
F,(n) = b%LbG4’. (10) 
For 0 I r, s I m, define the t,-, X tmes matrix X(r, S) by setting 
X(r,s) = [Way, a E D,, bE 0,. 01) 
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We order D, and D, by (9). By (lo), wehave 
(12) 
We will require anadditional notation. Let
wj = exp(2ri/nj), nj = pj. 03) 
By (2), if a E A(j) = Z/p’, then w/” is well defined. For notational 
convenience we set 
Wj(U) = WJ”, a E A(j). 04) 
Consider the generator x of U and set 
xj = Tj*(x). (15) 
Then xj generates U(j) and we have 
wj(P m-jxk) = wj Xk . ( ) J 
The matrices X(r, s), 0I r, s I m, will be shown to have aspecial form. 
The matrices X(r), 05 r s m, defined below, will be the basic building 
blocks. 
Let X(m) denote the t X t matrix, t = o(U), given by 
Recall, w = exp(2mi/n),  = p”. We call X(m) the core matrix associated 
to n and the generator x of U. For 0 I r < m, we denote by X(r) the core 
matrix associated to n,= p’ and the generator x, = r,*(x) ofU(r). 
Since x’ = 1, we have w(x’) = w, and, more generally, w(x~+~) = w(x’) 
where r= j + k mod t. It follows from inspection that x(m) is the skew- 
circulant ma rix, 
41) w(x) *** w( xl-l) 
X(m) = 
I 
w(x) 4) . 1 (18) w(x’-1) w(1) w(x’-2) 
It follows that each matrix X(r), 0 I r I m, is a skew-circulant matrix. 
An important part of Winograd’s theory isthe ability to transform the
problem of computing F(n)u into aproblem involving circulant ma rix 
multiplication wh chcan then be handled by a polynomial mu tiplication 
algorithm. We will not pursue the details, butwill show how circulant 
matrices arise from the skew-circulant matrices X(r), 0 I r I m. It suffices 
to do this for = m. 
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Let P be the t X t permutation matrix given by 
P- [i p 1:: 82. 09) 
Note that P = (l/r)F(t)‘. A direct omputation shows that PX(m) is the 
circulant ma rix 
PX(m) = 
L 
4) w(x) **- w(x’-l), 
w(x’-1) w(1) w(x’-2) . 
44 4X’> 41) I 
(20) 
We will now show that he matrix X(r, s), 0I r, s I m, is built in a 
simple manner from the skew-circulant matrix X(r), 0 < r < m. From (ll), 
we recall that 
X(r,s) = [w(ab)l, a E D,, bE D,. (21) 
Using (29) of Section 1,we write a= p’xj, 0 <j < I,-,, and b = psxk, 
0 5 k < t,,,-,. We consider two cases. Ifr + s 2 m then ab = p’+“~j+~ 
implies w(ab) = 1. For integers u, u> 0, let Z(u: u) denote the 1( x D 
matrix having all coefficients 1. We have just proved that if r + s 2 m, then 
X(r, s) = Z(t,.+ t,-,I, t, = o(U(r)). 
Suppose now that r+ s i m. By (16), wehave 
w(ab) = w,(xS+“), v=m - (r + s), 
(22) 
(23) 
and we write (21) as 
The t,, x t,, matrix formed from the first t, rows and the first t, columns of 
X( r, S) can be seen from (24) to be X(u). 
We now use (x,)‘~, = 1 to see that he matrix block X(u) is repeated 
throughout X(r, s). Indeed, wehave 
X(r, s) = Z(p”, p’) @ X(u), v = m - (r + s) > 0. (25) 
Combining (12) and (25), wehave that F,(n) consists of matrix blocks, 
each of which is a skew-circulant matrix X(u), 0s u I m. 
We summarize this discussion by the next theorem. Let r be the 
permutation of A given by (1) and (9) and P = P,, the corresponding 
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matrix given by (6). Define w, as in (13) and set 
x( 0) = W”( XL+k), 0 sj, k < t, = c@(o)). 
THEOREM. (I',)-'F(n)P, = F,(n) = [X(r,s)]o~,,,,, where 
1. X(r, s) = Z(t,-,, t -,), t = o(U(r)), whenever r f s 2 m; 
2. X(r,s) = Z(p”,p’)e X(u), whenever r + s < m and u = m - 
(r + s). 
3. PERIODIC AND DECIMATED DATA 
The viewpoint changes inthis ection. TheFourier t ansform FA of the 
group A = z/n will be defined asa linear operator ofcomplex n-space. 
Relative to the standard basis, the matrix of FA will be F(n). 
Take n - pm, as before. A bilinear p iring ofthe ring A will be defined. 
The Fourier t ansform FA is then defined interms of the bilinear p iring. 
Although our definition of FA is standard, thefundamental ro e of the 
bilinear p iring inFourier t ansform theory isoften neglected. 
Take m > 1. The bilinear p iring establishes a duality between the ideals 
of A. OR the function theoretic level, the ideals ofA lead to the concept of
periodic and decimated functions. Theorems 1 and 2 give the important 
implications of duality othe Fourier t ansform theorem. 
This discussion leads to an F,-invariant subspace, d noted below by 
L(l,m - 1). In Theorem 3 we show that he restriction of FAto this 
subspace has a matrix representation giveby pF( pm-*). This gives an 
important induction step in our analysis of FA. 
Let S be any finite s t of order n. Denote by L(S) the space of all 
complex-valued f nctions  S. Under the usual rules of scalar multipli- 
cation a d addition of functions, L(S) is an n-dimensional complex vector 
space. Infact, he functions e, E L(S), sE S, given by 
determine a basis of L(S). We call the basis 
{e ,XES) 
the standard basis of L(S). Observe that if E L(S) then we have 
f = C fW,. 
SSS 
(2) 
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Consider the ring A = Z/n, n = p”. Denote by C”(l), the group of 
complex numbers of absolute value 1. Let w = exp(2ai/n). Define the 
mapping 
() ): A x A + Q=“(l) (3) 
by setting 
(a, b) = wuh, a, b E A, (4) 
and observe that he following twoconditions areatisfied: 
1. ;(a, b) = (b, a), a, b E A, 
2. (a + a’, b) = (a, b) (a’, b), a, a’, b E A. 
(9 
The mapping (3) is called the bilinear p iring ofthe ring A. 
The theory of the Fourier t ansform of A and, as we will see, the 
underlying structure of the algorithms forcomputing F(n)u, discussed in 
this work, can be developed from the bilinear p iring ofA and the concepts 
arising from the bilinear p iring ofA. 
The Fourier t ansform of A, denoted by FA, is the mapping of L(A) 
given by 
F,(f)(b) = c f(a) (a, 4, f~ L(A), b E A. (6) 
UGA 
A direct omputation shows that FA is a linear t ansformation of L(A). 
By (6) we have 
F,(e,)(b) = (a, b), a, b E A. 
By (2) we then have 
(7) 
(8) 
(9) 
(10) 
t&u) = c (4 4% aEA. 
hEA 
It follows that he matrix of FA relative to the basis (1) of L(A) is 
F(n) = [~“~l~,ha = [(a, b)lo.h=A- 
Assume, for the rest of this section, that m > 1. 
For any subset B of A, we define the dual B * of B by setting 
BL={a~A:(a,b)=l,allb~B}. 
The set B * is a subgroup ofA. 
Consider the ideals Mj, 1 I j < m, of A. 
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LEMMA 1. (A!‘)’ = Mm-j, 15 j < m. 
ProoJ: Observe that, for any b E A, bMj = 0 if and only if b E Mm-j. 
Take any b E (Mj) ’ . By definition, (b, c) = 1, for all c E MJ. Since 
w”’ = (b, c) = 1 if and only if bc = 0, we have bMj = (0) and b E Mm-j. 
It follows that (MJ)’ M”-J. Reversing the steps of the preceding argu- 
ment shows Mm-J (Mj) ’ , completing the proof of the lemma. 
A function f E L(A) is called MJ-periodic if 
f(a + b) =f(& aEA,bEMj. (11) 
Denote the set of all MJ-periodic functions in L(A) by L(0, j). A 
straightforward computation shows that L(0, j) is a subspace of L(A). 
For 0 I k < pj, define EL E L(A) by the rule 
E/ s 1 on k + Mj, 
0 otherwise. 02) 
If f E L(0, j) then we can write 
p/-l 
f = 1 f(k)Ei. 
k=O 
(13) 
As a consequence, the set 
{EL:Osk<p’} (14) 
is a basis of L(0, j) and the dimension of L(0, j) is pj. 
Consider again the ring homomorphism rj of A onto A(j). The mapping 
T,* defined by setting 
,j*(f) =f” rj? f E WG)), 05) 
is a linear transformation of L(A( j)) onto L(A). Since, the kernel of rrj is 
MJ, rJ* is a linear transformation of L(A( j)) onto L(0, j). 
Consider the standard basis { eA: 0 I k < pj} of L(A( j)). A direct 
computation shows that 
7rj*( ei) = Ek/, 0 I k -C p’, (16) 
which implies that n;* is a linear isomorphism of L(A( j)) onto L(0, j). 
The linear isomorphism nj* can also be defined as follows. If f’ E 
L( A( j)) is given by the pi-tuple 
f’= [fqO),...,f’(pJ - l)] 
then f = vr,*( f ‘) is given by f’ repeated p”-j times. 
(17) 
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A function f E L(A) is called Mj-decimated if f vanishes off Mj. 
Denote the space of Mj-decimated functions by L(j, m). Observe that 
L(j, m) is a subspace ofL(A). The set 
I ep,k: 0 I k < pm-‘} 08) 
is a basis of L(j, m). 
The group isomorphism a,,,-, of A(m - j) into A induces a linear 
transformation a~-, of L(j, m) into L(A(m - j)) by the rule 
fJ,*-j(f) 'foum-j' fE L(j,m). (19) 
Let { e”-j: 0I k < pm-J } be the standard basis of L(A(m - j)). A
straightforward computation shows that 
a,*-j(e,,,) = e,“-‘, 0 I k -C pm-j, (20) 
implying that u,Tej isa linear isomorphism of L( j, m) onto L(A(m - j)). 
Using definitions (2) and (15) from Section 1,we can describe urn*-, as 
follows. If fE L( j, m), then 
u,*ej(f) = f( p’k), 0 I k < pm-‘. (21) 
The relationship between FAand the spaces ofMl-periodic and Mj-deci- 
mated functions is contained in the next wo theorems. We state them 
without proof. The interested rea er should consult [13] for proofs. 
THEOREM 1. Zf f is an Mj-periodic function i L(A) then FA( f) is 
M”‘-j-decimated. 
Explicitly, let f= nT( f ‘), f’ E L( A( j)). Then, 
F,(f) o uj =P”-‘F,(,,(f ‘>* 
THEOREM 2. Zf f is an Mj-decimated function i L(A), then FA( f) is 
M “‘-i-periodic. 
Explicitly, let f’ = a,*-& f ). Then 
F,(f) = &(m-j)(f’) o IT,-j* 
From Theorem 1, to compute the Fourier t ansform Fa(f) of an Mj- 
periodic function f,we begin by finding f *E L( A( j)) such that f= 
rj*( f ‘) and then compute the Fourier t ansform Facj,( f ‘) of f ‘. F,(f) 
vanishes from Mm-j and M”-j is given by 
F,(f )( Pm-jk) = Pm-‘F,,j,(f ‘)(k), 0 I k -C p’. (22) 
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TakeO<jIkImanddenotebyL(j,k)thesubspaceofallfEL(A) 
such that fis Mj-decimated an Mk-periodic. Theorems 1 and 2 imply 
F,(L( j, k)) = L(m - k, m -j). (23) 
As a special case, wehave that 
F,(L(l, m - 1)) = L(l, m - 1). 
Define E, E L(A), 0I k < pm-‘, by setting 
1 on k + Mm-l, 
0 otherwise. (25) 
Compare (25) with (12). The set 
( EPk: 0I k -~p”-~) 
is a basis of L(l, m - 1). In fact, if  E L(l, m - 1) then 
f = ‘E2f(Pi,Epj- 
j=O 
(26) 
(27) 
THEOREM 3. The matrix of FA restricted to L(l, m - 1) relative to the 
basis (26) is pF( pme2). 
Proot Since F,(E,,) E L(l, m - l), 0I k < pme2, we can write 
FA( Epk) = pm~pl?t(Epk)( Pj)E,j. 
j=O 
By definition, where w = exp(2ai/n),  = p”, we have 
n-l 
FA(Epkh!!) = c Epk(U)WUPiy 0 I j < pmP2, 
u=o 
which by (25) becomes 
p-1 
f”( E,,)( pj) = c W(pk+pm-‘~)pi = pvkj, 
v=o 
where v= exp(2ai/pmP2). It follows that 
F,( Epk) =ppm;-lv’kEpj, Osk<p”-2, 
J=o 
completing theproof of the theorem. 
CHARACTERS 359 
4. MULTIPLICATIVE CHARACTERS 
For m > 1, the F’-invariant subspace L(1, m - 1) has an &invariant 
orthogonal complement inL(A), denoted by C. Then we can study the 
action fFA on each of the factors of the orthogonal direct sum decomposi- 
tion 
L(A) = C $ L(1, m - 1). (1) 
The multiplicative characters of A,defined below, provide the main tool 
for studying the action fFA on C. A basis for C will be constructed from 
the multiplicative characters and their Fourier t ansform. Thepower of 
multiplicative characters as a Fourier analysis tool will be seen in the next 
section when explicit formulas describing the Fourier t ansform of ulti- 
plicative characters are derived. 
For any finite set S, we make L(S) into an inner product bysetting 
f, g E a0 (2) 
As usual *denotes the complex conjugation. 
Consider the standard basis (e,,; a E A) of L(A), where A = Z/n, . - 
n = p”. Applying definition (2),
(e,, elJ = i 
1, a = b; a, b E A, 
0, a#b;a,bEA, 
implying that he standard basis is an orthonormal b sis. 
We will show that nel/*FA isa unitary operator. Recall, 
Then 
Cwu’h= ;f 
hSA t 
-1:;; 
Take a, b E A. By (7) of Section 3,we have 
(3) 
w = exp(2ni/n). 
(4) 
(FAe,, FAeh) = c (a,c) (c, b)* = c +v~(‘-~) = 
CGA CGA 
;I’ 
7 
z J E’ (5) 
It follows that n-‘/*F, isis a unitary operator. 
Take m > 1. The orthogonal complement C of L(1, m - 1) in L(A) is 
defined by
C= {f=(A);(f,g)=O forallgEL(l,m-1)). (6) 
From general theory, C is an F,-invariant subspace and 
L(A) = C 8 L(1, m - 1). 0) 
360 R. TOLIMIERI 
We will study the action fFA on the subspace C in the next section. We 
introduce the main tool of the study, the multiplicative characters of the 
ring A, at this time. A mapping 
A: u + 4=“(l) (8) 
is called a multiplicative character of A, if 
X(w) = X(u)X(u), u,v E u. (9) 
Q= “(1) is the group of complex numbers of absolute value 1. Equivalently, a 
multiplicative character of A is a group homomorphism ofU onto C”(1). 
We have 
h(1) = 1 and X(d) = (x(u))-’ = A*(u), 24 E u. (10) 
The group U has t elements where 
i 
P - 1, m = 1, 
t = (p - 1)~“~‘, m > 1. (11) 
Thus, u E U implies U’= 1. Let X be a multiplicative character of A. 
Then, X(u)’ = X(u’) = X(1) = 1 and X(u) is a tth root of unity. Denote 
the multiplicative groupof all complex t th roots of unity by U,(t). Let 
u = exp(2ai/t) 02) 
in all that follows. Thecomplex number ugenerates hecyclic group U,(t). 
Since the multiplicative character X ofA is a group homomorphism, X(U) 
is a subgroup yfU,(t). 
Denote by U the set of all multiplicative characters of A.6 becomes a 
group under the product and inverse rules 
(Lqu) = h(u)X’(u) 
X-‘(u) = (x(u))-’ = A”(u), UE U,A,h’E ti. 03) 
The identity element offi is given by 
X,(u) = 1, u E u. 04 
Since we are assuming p is an odd prime, the group U has a generator, say 
y. We will denote the order U by t. We will now prove that I? is a cyclic 
group of order t. For any k, 0 I k < t, define the mapping h,; U + U,(t) 
by setting 
hk(JJ) = Ukj, OSj<t, u = exp(2ri/t). (15) 
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A straightforward compuiation shows that h, is a multiplicative character 
of A. Moreover, ifA E U then X(y) = uk for some 0 I k < t. By defini- 
tion (9) h = X,. 
LEMMAS. fi is a cyclic group of order t. 
Proof. The preceeding discussion implies 
fi= {X,:O<k<t}. 
Since A, = At, the lemma is proved with X, as a generator of l?. 
Extend the domain of definition of each h E U to all of A by setting 
+(a) = 0 whenever a E it4 = A - U. In this way, we will always assume 
U c L(A). 
Take m > 1 on all that follows. Denote byAfij the set of all Mbperiodic 
multiplicative characters of A.Observe that Uj is a subgroup ofU and we 
have 
f#l = ire c ir, c * * * c fimpl c irm = ir. (16) 
Recall the linear isomorphism qj*of L( A( j)) onto the space L(0, j) of 
Mj-periodic functions  L(A). If rj is the ring homomorphism ofA onto 
A(j) defined in(1.22), then VT< f) = f 0 rj. 
Take any multiplicative character x’ of, A(j). The set of all multiplicative 
characters of A(j) will be denoted byU(j). Since qj restricts to a group 
homomorphism ofU onto U(j), 
x = “i*(X) (17) 
is a multiplicative character of A, implying X E fij. The restriction of 7rj* to
fi( j) is a group isomorphism of ir( j) onto fij. 
LEMMA 2. nj* restricts to a group isomorphism of fi( j) onto q., 
ProoJ We must prove onto. Take any* AE 4 and write h=y (P), 
where X E L(A( j)). We will show X E U(j). Take a’, b’ E U(j) and 
write a’ = T(a), b’ = rj(b), for some a, b E U. Then vrj(ab) = rj(a)wj(b) 
= a’b’ and 
X(a’b’) = X’(rj(ab)) = X(ab) = X(a)X(b) = X(a’)P(b’), 
proving the lemma. 
Form the set differences 
v;. = q - qpl, l<jlm. 
The collection of sets 
{t$:lljlm} 
is a partition of 15 
(18) 
(19) 
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The elements inV, are called primitive multiplicative characters of A. 
They play aspecial role in our theory. The elements in W,, 
w, = ir - v, (20) 
are called non-primitive multiplicative characters of A.By Lemma 2, 
o(V,) = o(u) - o(U(m - 1)) = (p - 1)2p”-2. 
In general, 
o(F) =o(U(j)) -0(U(j-1) =(p-1)2pj-2, j 2 2, (21) 
and 
o(Q) =p - 1. (22) 
Denote the set Ff all primitive multiplicative characters of A(j) by V(j). 
We take V(1) = U(1). 
LEMMA 3. qj* maps V(j) bijectively onto5. 
Prooj: Since o(V( j)) = o(5), we are done once we show vj*(V( j))Q. 
Take A’ E V(j). For some a’ E A(j) and b’ E pj-‘A( j), we have 
A’(a’ + b’) = A’(a’). 
Since rrj maps A onto A(j) and Mj-’ onto pj-‘A( j), we can write 
a’ = 7rj(a), b’ = vj(b), a E A, b E A@-‘. 
Let X = 7rj*(x’). Then 
X(a + b) = A’(a’ + b’) f A’(a)) = A(a), 
implying X 0 is.&1 and X E 5. 
By Lemma 1, U is the cyclic group generated by A,. The subsets 4 of 
(24) will be characterized elative to the powers of, A,. 
First wedetermine thpowers of A, making up U,- 1. Suppose A: E fimwI 
and write, byLemma 2, 
Then 
A” = A’0 7Tmm-l, A’E Qrn - 1). (23) 
At(U) =A’(U(m - 1)) c Un(t,-l) where t= p’m-1. (24) 
Since up generates U,(t,-I), u = exp(2si/t), A!(y) = uk E U,(t,-I), im- 
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plying plk. Thus X: E &-i, 0 I k < t, implies plk. Since ~(fi~-,) = tm-l, 
we have 
fi,,pl = ((T#‘: 0 I k < r,_,>. (25) 
This discussion leads to 
LEMMA 4. J’, = V(m) = {A;: 0I k < t, p t k}. 
More generally, the same argument proves 
LEMMA 5. V, = {Xp"-': 0 s k <p’}. 
5. FOURIER TRANSFORMS OF MULTIPLICATIVE CHARACTERS 
In Section 3,we defined subspaces of L(A) by periodicity and deci- 
mation conditions. We begin this ection byrelating these subspaces to 
subspaces spanned by sets of multiplicative characters and to subspaces 
spanned by the Fourier t ansforms of multiplicative characters. The inner 
product structure of L(A) will play amajor ole. The main result ofthis 
part determines an orthogonal direct sum decomposition of L(A) having 
L(1, m - 1) as a factor along with subspaces formed from multiplicative 
characters. 
In the second part of this ection, we will derive explicit formulas 
computing the Fourier t ansforms of multiplicative characters. F omthese 
formulas, we determine an important basis of L(A) which is made up, in 
part, of multiplicative characters and their Fourier t ansforms. 
To begin with, we need atechnical result. 
LEMMA 1. Suppose m 2 1. For X E fi. 
(recall, A, is the identity element in6). 
ProoJ If A = X, then X(U) = 1, u E U, and this case of the lemma 
follows. Suppose A Z X,. Then there is a u,, E U such that X(u,) # 1. As 
u runs over U, uuO runs over U. Thus 
c X(u) = c X(ut.4,) = X(u,) c X(u) = 0, 
ucu ucu UEU 
completing theproof of the lemma. 
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Applying Lemma 1 to the definition of the inner product, the set 
is orthonormal. Since .‘Ly 1 t!~rz \h: Et’ ’ 
(1) 
is orthonormal. 
(nt)-“‘F,(fi) (2) 
Take m = 1 and let {ej} be the standard basis of L(A(1)). The set 
bd ” t-145 (3) 
is an orthonormal b sis of L(A(1)). 
Take m > 1, until otherwise stated. Define 
w, = ir- v,. (4) 
By definition, 
W, C L(0, m - 1). (5) 
Applying (3.28), we have 
F,(W,) c L(l, ml. (6) 
Consider the set 
am = v, u w, u F,(W,). (7) 
THEOREMS. Q, is an orthogonal set. 
Proof: V, U W, = fi is orthogonal by (2). Since AE fi vanishes from 
U and f E FA( W,) vanishes on17, we have (X, f) = 0, implying 0 is 
orthogona! to FA( W,). Finally, n- ‘/*FA being unitary implies orthogonal- 
ity of FA(U). In particular, FA( W ) is orthogonal, completing theproof of 
the theorem. 
Consider the subspace L(1, m - 1). As we pointed out in Section 3 
L(1, m - 1) is F,-invariant. Denote the orthogonal complement of 
L(1, m - 1) in L(A) by C. The dimension of C is pm - pm-*. 
THEOREM 2. The set L?,,, is an orthogonal basis ofC. 
Proof. Since the order of Q, is p”, -pm-*l, the same as the dimension 
of C,- we must show !J,C. Clearly, U is orthogonal to L(1, m - 1). For 
X E U, f E L(1, m - l), we have 
(f7 F,(Q) =K4(@4-‘)(f )YF,(V). 
But L(1, m - 1) is (F,))‘-invariant and FA(f) E L(1, m - 1). It follows 
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that ((F,)-‘f, A) = 0. Since n-‘/*FA is unitary, we have (f, FA(X)) = 0, 
completing theproof of theorem. 
Denote by Ln( X) the linear span of the subset X of L(A). Theorem 2
leads to the orthogonal direct sum decomposition 
L(A) = Ln(Q2,) @ L(l, m - 1). (8) 
We will examine (8) in greater detail. By (5), (6) and Theorem 2, W, lies 
in the orthogonal complement ofL(1, m - 1) in L(0, m - 1) and FA(W,) 
lies in the orthogonal complement ofL(l, m - 1) in L(1, m). Arguing by 
dimension, we have the next result. 
THEOREM 3. Ln(W,) is the orthogonal complement of L(l, m - 1) in 
L(0, m - 1) and Ln(F,(W,)) isthe orthogonal complement of L(l, m - 1) 
in L(1, m). 
We have, by Theorem 3, the orthogonal direct sum decompositions 
L(0, m - 1) = Ln(W,) @ L(l, m - 1) 
L(l, m) = Ln(FA(Wm)) @ L(l, m - 1). (9) 
It follows from (9) and (8) that Ln( W,) $ Ln( FA( W,)) is the orthogonal 
complement ofL(l, m - 1) in L(0, m - 1) + L(1, m). Since L(l, m - 1) 
and L(0, m - 1) + L(l, m) are F,-invariant, we have that Ln(W,) $
Ln( FA( W,,,)) is F,-invariant. Summarizing, we have the orthogonal direct 
sum decomposition 
L(A) = Ln(V,,,) @ (Ln(W,)) ‘CB Ln(F,(W,)) @ L(l, m - 1) (10) 
into the F,-invariant subspaces 
~~Pk)~ WJYm) @Ln(4(Wm))9 L(l, m - 1). (11) 
Explicit formulas computing the Fourier t ansforms of multiplicative 
characters will now*be derived. Take m 2 1 and h E V(m). Denote the 
identity element inU and X,. Define 
G,(X) = F,(A)(l) 02) 
and call G,,,(X), the Gauss um of X. We begin by studying the case m = 1. 
LEMMA 2. F,tl,(&) = (p - lh + (-l)h b E fiCl>. 
ProojI This follows by a straightforward computation. 
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LEMMA 3. If X E U(l), X Z X, then 
F,&) = G,(X)A-‘. 
Proof. For u’ E U, as u runs over U, we have u’u running over U. It 
follows that 
F,(X)(u’) = c X(u)wUU’ = c X(uu’-l)w”, u’ E u 
ueu usu 
= X(u’-1) c A(u)wU 
ucu 
2 G1(X),V1(u’), 
proving the formula on U. The proof of the lemma is completed by
observing that F’(X)(O) = Z:UEUX(~) = 0, by Lemma 1. 
Take m > 1, until otherwise stated. 
LEMMA 4. If X E V(m) then there is a c E 1 + Mm-’ such that X(c) 
# 1. 
Proof. Suppose h(1 + Mm-’ ) = 1. Then, for u E U and b E Mmvl, 
we have u-lb E Mm-l, 1 + u-lb E 1 + Mm-l, A(1 + u-lb) = 1, and 
A(u + 6) = A( u(1 + u-lb)) = X(u)X(l + u-lb) = h(u), (13) 
implying A E fi,,, _ i, acontradiction. 
THEOREM 4. For X E V(m), m > 1, 
F,(h) = G&)X-‘. 
Proof. If u’ E U, then the proof that 
F,(X)(u’) = G,(X)X-‘(u’) 
proceeds exactly asthe corresponding partof Lemma 2. 
TakebEM=A-Uandwriteb=pb’,b’EA.ChoosecEl+M”-’ 
such that X(c) # 1. Then p = pc and 
W 
ub = Wpub’ = WpUb’c = WUbc 
Since X-‘(c) # 1, from 
F,Gw) = ~wF,@w)~ 
we have F,(X)(b) = 0, completing theproof of the theorem. 
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Suppose X E 5 and 
A = q(+), \I, E VW- (14) 
By Theorem 1, Section 3,F’(h) is M”-j-decimated and 
FA( x)o uj = P"-jFA(j)( J/)9 (15) 
where cri s the group isomorphism of A(j) onto Mm-j given in (18), 
Section 1.
Applying Theorem 4to the computation FAcj,( q!~), where # is a primitive 
multiplicative character of A(j). We have the next result. 
THEOREM 5. Zf h E q and X # A, then FA( A) is Mm-j-decimated an
F,(X)~U~=P~-~G~(~)~-~, x = q(+). 
Continue the assumption of Theorem 5. Since J, vanishes from U(j), 
FA( X) vanishes from 
D,,pj = pm-‘U. (16) 
Observe that if u = uj(u’), u’ E U(j) then 
A( pm-h) = Ic/( u’), x = n-j*(#). 
This discussion leads to the following corollary of Theorem 5. 
COROLLARY. Zf h E Vj, X # A,,, then 
F,(A)(f%) =p”-jGi(#)X-l(u), u E u. 
07) 
The same argument proves the next result. 
THEOREM 6. FA( A,) is Mm-‘-decimated an
Fa(&,)(~~-‘k) = 
i 
pm-‘(p - l), k = 0, 
m-1 
-P 9 O<k<p. 
Define g,,, E L(m - 1, m) by setting 
gko( pm-lk) = 
-p-“‘(p - l), k = 0, 
-l/2 O<k<p. 
08) 
-P 7 
Theorem 6implies 
F,( A,) = -p”‘p”-‘gAo. (19) 
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For X E I$ X # h,, define ghE L(m -j, m) by setting 
gx( pm-h) = A-‘(u), u E u, (20) 
which, by the corollary to Theorem 5, satisfies 
F,(X) =~“-jGj(#)g~, x = 7r;(+). (21) 
Let t, = t, = o(u( j)) whenever X E I$ A straightforward computation 
from (18) and (20) implies 
t, = (&, gd, XE 5. (22) 
From Theorem 1, we have the next result. 
THEOREM 7. Theset 
t-“V, u t-“*w, u ((t,)-“*gX: A E wm] 
is an orthonormal b sis ofthe orthogonal complement C of L(l, m - 1) in 
L(A). 
6. RATIONAL SUBSPACES 
Multiplicative character heory provides a natural setting for developing 
the complexity results of Auslander, Feig, and Winograd. The first reason 
for this is the simplicity of he formula describing the action fthe Fourier 
transform on multiplicative characters. We will now discuss a second 
important property of multiplicative characters. In the sense defined below, 
the spaces I$, 1 I j I m, as well as the associated spaces of Fourier 
transforms arerational subspaces. A  aconsequences, w  will be able to 
“rationally” manipulate the Fourier t ansform matrix F( p”) into block 
diagonal matrices, where ach block corresponds to a polynomial multi- 
plication n an appropriate polynomial ring modulo arational po ynomial, 
in a straightforward fashion. TheChinese r mainder theorem will be used 
at this point. 
A function f E L(A) is called a rational vector if  lies in the rational 
linear span of the standard basis of L(A). A subspace X of L(A) is called a 
rational subspace ifX has a basis consisting solely ofrational vectors. Such 
a basis will be called a rational b sis of X. 
Suppose m = 1. Consider the set 
V’ = ir- {A,}. (1) 
We will construct a rational b sis for Ln(V’). 
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Let y be a generator of U. Define rj E L(A), 0I j < p - 2, by setting 
The set 
r, = e Y , - eypm2. (2) 
R(l)= {rj:Osj<p-2) 
consists of rational vectors. 
(3) 
THEOREM 1. Let m = 1. The set R(1) is a rational basis of Ln(V’). For 
each X E VI, we have 
p-3 
X = C X(yj)rj. (4 
j=O 
Proof: It suffices to prove (4). By definition, f rmula (4) holds at the 
powers yj, 0I j < p - 2. We need to show that XE V’ implies 
p-3 
qyp-2) = c X(y’)rj(yp-2). 
j=O 
By definition, 
p-3 p-3 
c qY’)q(Y”-‘> = - ,Fo(Yj,. 
j=O 
Since Xf A,, CT$X(yj) = 0, implying 
p-3 
c A(y’)c(yp-2) = x(yp-2) 
J=o 
and completing theproof of the theorem. 
The set V’ is given by 
V’= {X,:1 <k<p-1}, (5) 
where A,( y,) = ( ui)jk, ui= exp(2ni/p - 1). It follows that he matrix 
x0) = [W”], Osj<p-2,O<k<p-1, (6) 
where u1 = exp(2lri/p - l), is the change of basis matrix taking R(1) onto 
V’. 
Take m > 1. We will show that Ln( V(m)) is a.rational subspace ofL(A). 
Denote agenerator of U by y. Define rjE L(A), 0 < j < s = o(V(m)), by 
the rule 
‘j = ey, + rj’, (7) 
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where r/‘, 0 I j -C s, is defined asfollows. Lett = o(U) and 
cl = (p - l)p”-2 = t - s. 
Each j, 0 I j < s, can be written uniquely in the form 
j=a+b, O<a<ar,O<b<p-1. 
Define 
rj’ = - e.y.T+y, j=a+bol,O<a<cu,O<b<p-1 
The set 
R(m)= {r,:Olj<s} 
consists of rational vectors. 
(8) 
(9) 
(10) 
(11) 
THEOREM 2. Let m > 1. The set R(m) is a rational basis of Ln( V(m)). 
If X E V(m) then 
s-1 
A = c x(yj)r,. (12) 
j=O 
Proof: It suffices to prove (12). Bydefinitions (7) and (lo), formula (12) 
holds at the powers yj, 0 I j < s. We must show that formula (12) 
continues to hold at the powers yk, s I k -C t. Take k, s I k -C t and write 
k = s + a. We have 0I a < (Y. Then, 
q(v”) = $(Yk) = ( 
-1, j=a+ba,O<b<p-1, 
1 otherwise, 
and we have 
s- 1 p-2 p-2 
C X(yj)rj(yk) = - C A(YO+~~) = -X(y”) C A(yb”). 
j=o b=O b=O 
Note that  = p’~ and (ybp”) = 1. Since X E V(m), X(P) # 1 and we have 
p-1 
c A( y”“) = 0. 
b=O 
As a consequence, 
s- 1 
C X(yj)r,(y”) = X(y”)X(y(p-‘)u) = X(y”+“) = X(y”), 
.j=o 
completing theproof of the theorem. 
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The set V(m) is given by 
V(m) = {A,: 0s k < t, p t k}, (13) 
where X,( vj) = ( u,)Jk, u = exp(2ni/t). It follows that he matrix 
X(m) = [(um)j”], Osj<s,O<k<t,ptk, (14) 
where t= o(V), s= o(V(m)), and u, = exp(2ri/t) is the change of basis 
matrix taking R(m) onto V(m). 
Taking m > 1 and 1 I j < m. By definition, 
Ln(V( j)) = L(O, j). (15) 
Consider again the linear isomorphism n;lc of L(A( j)) onto L(0, j). The 
linear isomorphism gj* maps the standard basis of L(A( j)) onto the 
standard basis ((18), Sect. 3) of L(0, j). Observe that any rational linear 
combination of the rational b sis ((18) Sect. 3)is a rational vector inL(A). 
Suppose j = 1. Let 
v; = v- {A,}. 
By Lemma 3 of Section 4,lr: bijectively mapsI” onto Vi’. Applying 
Theorem 1to the subspace Ln(V’) of L(A(l)), weconstruct therational 
basis R(1) of Ln( V’) satisfying (5).Then, 
R’(m) = ?r;C(R(l)) (17) 
is a rational b sis of Ln(Vr’). Set
rk’ = 7$+/J, r, E R(l), 05 k < p - 2. 
Let y be a generator of U. Using (5), we have the next result. 
THEOREM 3. Letm>l. If hE V{then 
(18) 
p-3 
A = c qyqq?. 
j=O 
09) 
The change of basis matrix taking R’(m) onto Vi is X(1). 
Suppose now m > 2 and 1 < j < m. Applying Theorem 2 to the sub- 
space WV(j)) of L(4j)), we construct the rational basis R(j) of 
Ln( V( j)) satisfying (14). Then, 
Rj(m) = n;lC(R( j)) P-3 
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is a rational b sis of Ln(y). Set 
rk/ = vj*(r,), rk E R(j)3 0 I k < sj = o(V(j)). (21) 
From (14), weget 
THEOREM 4. Zf m > 2 and 1 < j < m, then for each A E 5, we have 
s, - 1 
X = C h(yk)rl. 
k=O 
(22) 
The change of basis matrix taking Ri(m) onto 5 is X(j). 
We will now show that he subspaces Ln(F’(I$)) arerational subspaces. 
First observe that 
Ln(F,(y)) C L(m -j, m). (23) 
The linear isomorphism uj* of L(m - j, m) onto L(A( j)) maps the ra- 
tional basis ((23), Sect. 3) of L(m - j, m) onto the standard basis of 
L( A( j)). Consider the basis ((20) Sect. 5)
{ gx-1: x E q} (24) 
of Ln(F,( y.)). The linear isomorphism uj*maps the basis (24) onto the 
basis V(j). We can now argue as above to prove the next wo results. 
THEOREM 5. There is a rational basis 
s’(m) = { Ri: 0 I k < p - 2) 
of Ln( FA( V;)) such that if X E V{ then 
p-3 
g,-I = c X(yk)R\. 
k=O 
(25) 
Observe that he change of basis matrix taking S’(m) onto {(gh)-‘: 
X E V/} is X(1). 
THEOREM 6. Zf m > 2 and 1 < j < m then there is a rational basis 
Sj(m) = {R’,: 0 I k < sj>, sj = o( 5) 
of Ln( FA( Vj)) such that X E y. implies 
-I 
g,-1 = si X(yk)RJ,. 
k=O 
(26) 
The change of basis matrix is X(j). 
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Observe that X, and p-l/‘g are rational vectors. Thus, Ln({ X,, gh}) is a 
rational subspace and {A,, pl/*gh,} is arational b sis. The basis {Epk: 
0 5 k <pm-*} of L(l, m - 1) is a rational b sis. By(10) of Section 5,if 
m = 2 then L(A(2)) isthe orthogonal direct sum of the rational subspaces 
If m > 2, then L(A) is the orthogonal direct sum of the rational subspaces 
WL), WV/), WF,K% Ln( (h P1’zg&)T 
L(1, m - l), WV,), L+I4(q))~ 1 <j < m. 
Set 
nt- 1 
R = R(m) U ,yl Rj(m) U S’(m) U (h,, pl/*gAO) 
U{&: 0I k <pm-*]. (29) 
Applying Theorems l-5 to (27) and (28), wehave the next result. 
THEOREM 7. R is a rational b sis ofL(A). 
A linear t ansformation Q of L(A) is called rational if Q maps a rational 
basis of L(A) onto arational b sis. Equivalently, (2 is rational if and only 
if the matrix of Q relative to any rational b sis is a rational m trix. 
A linear isomorphism P of L(A) is called a permutation f the matrix of 
P relative to the standard basis of L(A) is a permutation matrix. 
The subspace Ln(Vm) is &invariant. The subspaces Ln(q) and 
Ln(F,(I$)), 1 <j < m, are interchanged by the action fFA. In terms of 
the rational basis R, a rational linear isomorphism Q of L(A) will be 
defined such that each of the subspaces given in (27) and (28) are QFA- 
invariant. 
The action of QFA “permutes” the elements ofV,,, up to a constant 
multiple given by Gauss ums. The elements ofy and the elements of
(8, I: X E q}, 1 rj < m, are “permuted” by QFA as well, upto constant 
multiples given by Gauss ums. A permutation P f L(A) will be defined 
which mimics QFA, in a sense made explicit below. This leads to a diagonal 
matrix representation of PQF, relative to the basis given in Theorem 7of 
Section 5.
Define the linear t ansformation Q of L(A) by setting Q equal to the 
identity mapping on the subspace Ln(V,) L(l, m - 1) and by setting 
Q(rL) = Ri, Q(R/,) = r/, l<j<m,O~k<s,. 
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Since Q maps the rational basis R onto itself, Q is a rational linear 
isomorphism of L(A). 
LEMMA 1. If m > 1, 1 Ij < m, and X E 7, X f A, then 
Q(x) = gx-1, Q(w) = A- (31) 
Proof. By Theorems 3 and 4, we have 
s,- 1 s, - 1 
Q(x) = c +k)Q(ri) = c hbk)Rj,. 
k=O k=O 
The first part of the (31) follows from Theorem 6. The second part of (31) is 
proved in the same way. 
Consider the linear isomorphism QFA. Note that QFA = FA on the 
subspace Ln(V,) @ L(1, m - 1). If X E 5, 1 <j < m, and X # X0, we 
have by (21) of Section 5,
QFA(X) =pm-‘G,(+)X-’ 
QF,(w) = p’-“G,(#h 
By (19) of Section 5 we have 
h = 7r;($q. (32) 
QF,@o) = -p”-lho, 
QFA ( pl’*gxo) = -pl -( pl’*gx,) . (33) 
As a consequence of (32) and (33) we have that Ln(q) and Ln( F,(q)), 
1 ~j < m, are QF,-invariant subspaces. In fact, QFA permutes VJand 
{gx 1: XT}. 
Let y generate U. Then y-l generates U. Take 0 I j < m and define the 
mapping aj of pjU by the rule 
aj( pjyk) Gpjy-k, 0 I k < t = o(U). (34) 
The mapping aj is a bijection of pjU. Extend aj to a permutation of A by 
setting ajequal to the identity mapping on A - pjU. The linear isomor- 
phism c of L(A), 02 j < m, given by 
pi(f) =f “aj, 0 I j -c m, fE L(A), (35) 
is a permutation. Define the permutation P by
m - 1 
P= flq.. 
j=O 
(36) 
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LEMMA 1. 
P(X) = A-‘, x E fi, 
PM = gA-17 XE w,= Fe- v,. (37) 
Proof: Since XE fi vanishes from U, we have p(A) = P,(A), and 
P&)(Yk) = W”) = X-l(yk>, Qsk<t. 
Take X E W,,. If X E I$ 1 I k < m, then g, vanishes from pm-Xl and 
P( g,) = P,,-,( gh). Using (10) and (20) of Section 5,the second assertion of 
the lemma follows. 
LEMMA 2. P restricted to L(l, m - 1) is the identity mapping. 
Set 
F; = PQAF,. (38) 
The space Ln(l/,) isF,‘-invariant and ifX E V, then by Theorem 4 of 
Section 5 and Lemma 1, 
F,‘(X) = G,(X)A. (39) 
The spaces Ln(q) and Ln( F,(q)), 1 Ij < m, are F,‘-invariant and by 
(32), (33) and Lemma 1, we have for XE I$, Xf A,, 
F,‘(gA) = PjpmGj(#)g (40) 
and 
F,‘(X,) = -pm-1x, 
F;( P1’2gh”) = -PI-q P1’2g,0). (41) 
We also note that F/ = FA on L(1, m - 1). 
Consider again V’ C U(l), given in (1). Define the diagonal matrix G(I) 
by the rule 
G(l) = [G,(~)lxw (42) 
Define the diagonal matrix G(m) by the rule 
G(m) = [G,,,(~)]x~~~~~. (43) 
We have proved the following results. 
THEOREM 8. The matrix ofFA) restricted to Ln( V,,,) relative to the basis 
V,, is G(m). 
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THEOREM 9. If m > 2 and 1 < j -C m, then the matrix ofFi restricted to 
Ln( V,) relative to the basis “; is p“-jG( j) and the matrix ofFi restricted to 
Ln( F,(q)) relative to the basis {g,-1: A E V,} ispj-“G(j). 
THEOREM 10. The matrix ofF; restricted to Ln(V;) relative to the basis 
V{ is pn’- ‘G( 1) and the matrix ofF; restricted to Ln(FA( V[)) relative to the 
basis { ghml: X E V/} isp’-“‘G(1). 
Let 
Y(j) = X(j)G(dX(j)-‘, llj<m. (44) 
Putting together Theorems 8-10 and Theorems 3-5, we have the next 
result. 
THEOREM 11. The matrix ofFi relative to the basis R is 
m-l 
Y(m) @Z(m) fB -po 
0 
@ PF( P”-~), (45) 
-P 
l-m 1 
where 
m- 1 
Z(m) = C ( pm-jY( j) @ pj-“Y( j)). (46) 
j=l 
The matrices Y(j), 1I j I m, have a special form which will now be 
exploited to complete he relation between the matrix description of Fi
given in (45) and the work of Auslander, Feig, and Winograd. The Chinese 
remainder theorem in a form described in etail n[l] will be used. For 
completeness, we recall some of the results in [l]. 
Let x0, x1,. , x~-~ be distinct complex numbers and form (46) the 
polynomial 
g(u) = (u - xo)(u - x1) *** (u - X&1). 
Form the quotient polynomial algebra C[u]/g(u). As a complex vector 
space, C[u]/g( U) has dimension h and the set 
is a basis. 
(u’;Olk<r} (47) 
A basis { 8,: 0I j < r} of C[ u]/g( )u is called anidempotent basis if 
ajsk = iT j= k, 
0, j#k. (48) 
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CHINESE REMAINDER THEOREM. There exists an idempotent basis of 
C[ul/g(uh 
{ 8,: 0 <j < h}, (49) 
satisfying 
h-l 
uk= ~xJkSj, O<k-ch. 
j=O 
Observe that he change of basis matrix taking the basis (49) to the basis 
(47) is 
Also, if E Q=[u]/g(u), thenfrom (50) we have 
h-l 
f = c f(x,P,. 
J=o 
Taking fE C[u]/g( u)and let y(f) denote the linear t ansform of 
C[ul/g(u) given by
v(f)(h) = fht h E ~bl/gb>. (53) 
We call y the regular representation of C[U]/g(u). Denote by R(f) the 
matrix of y(f) relative to the basis (47) and call R the regular matrix 
representation of C[ u]/g( u). 
Take f E C[ u]/g( u) and let R’(f) denote the matrix of y(f) relative to 
the idempotent basis (51) of C[ u]/g( u). By (52) and (49) astraightforward 
computation shows that R’(f) is the diagonal matrix 
R’(f) = [“I’ ‘.. f(x;d.,l, f E Q=bl/g(u). (54) 
By (51) we have 
R(f) = Z-‘R’(f)Z, f E w4/&4. 
Consider again the matrix 
Y(m) = X(m)G(m)X(m)-‘, m 2 1. 
(55) 
(56) 
Let u = exp(2ai/t), t = o(U(m)). Observe that X(m) is the van der 
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Monde matrix of the set 
S = { uk: 0I k < t, p(k). (57) 
The set S has order s = O( V(m)). 
We have 
f-l 
u’ - 1 = c (U - u’). (58) 
/=o 
Form the polynomial of degree S: 
and observe that 
d- 1 = I),(U)(U r/P - 1) = f $j(U), (60) 
j=o 
where we set \c/o(u) = u - 1. 
Consider the field Q(u). The set S is contained in Q(U). Also Q(u) is a 
Galois extension of Q and S is invariant u der the Galois group of the 
extension Q(u)/Q. It follows that 
kn(u> E Qbl, m 2 1. (61) 
Form the quotient polynomial algebra C[u]/#,(u) and denote the 
regular matrix representation of Q=[u]/#,(u) by R,. Let 
{6,:OIj<t,pij} (62) 
be the idempotent basis of C[ u]/+,J u) satisfying 
uk = c &. ,, Osk<s. (63) 
O<j<r. p/j 
The change of basis matrix taking the basis (62) to the basis (47) is X(m)‘. 
Then, 
R,,(f) = ( X(m)‘)-l%(f)X(m)‘. r E ~[~I/~,(~)~ (64) 
where R’,,( f ) is the matrix ofthe regular representation y( f ) relative to the 
basis (62). We write (64) by taking transposes 
R,,(f)’ = X(m)%(f)X(m)-‘, fE m4/knb). (65) 
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We have used (54). Define 
t-l 
g,,( 24) = c ww, 
j=O 
w = exp(2lri/n), n = pm, m 2 1. (66) 
Recall, y generates U = U(m). We call g,(u) the Gauss um polynomial. 
Viewing g, E C[u]/#,(u), we have 
Rink) = G(m), m 2 1. (67) 
From (65) (67) and (56) we get he next result. 
THEOREM 12. Let m 2 1 and R denote the regular matrix representation 
of C[ u]/$,,,( u),where #,(u) is the rationalpolynomial dejned in (59). Then 
Y(m) = R,(g,) ‘, m 2 1, 633) 
where g,,(u) is the Gauss um polynomial dejined in(66). 
Theorems 11 and 12 imply 
THEOREM 13. The matrix of Fi relative to the rational basis R is given by 
m-1 
R,(g,)‘@ s(m) @ -po 
0 
@ PF( P”-‘), (69) 
-P 
l-,,,
I 
where 
m-l 
s(m) E El (P”-‘Rj(gj)’ @ P’-“Rj(gj)‘)* (70) 
If Qi is the matrix of PQ relative to the standard basis of L(A) and Q2 
is the change of basis matrix taking R to the standard basis of L(A), then 
the matrix 
(W’QA ~2~ (71) 
is given by (69). We can apply Theorem 13 to F( P”-~). Continuing  this 
way, rational on-singular mat ices B, and B, can be found such that he 
matrix 
WI PV2 (72) 
is the direct sum of d, copies ofRj( gj)‘, upto a constant multiple, where 
d m+l-j = J, lljlm, (73) 
and 2 x 2 diagonal matrices. This is the main step in [l]. 
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