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Neste trabalho, introduzimos os conceitos básicos e fundamentais da álgebra comutativa e 
da geometria algébrica a fim de que se faça um estudo inicial e detalhado dos operadores 
diferenciais no contexto da Conjectura de Nakai. Apresentamos resultados a respeito da 
veracidade da conjectura para curvas planas, cones em espaço tridimensional e h-álgebras 
afins definidas por ideais monomiais, onde k é um corpo de característica zero. Por fim, 
usando o conceito de :D-simplicidade, apresentamos uma prova simples, e independente da 
característica, da Conjectura de Nakai para curvas. 
Abstract 
In this work, we introduce some general concepts of commutative algebra and algebraic 
geometry to give an initial and careful treatment of differential operators on an afline 
algebraic variety in the context of Nakai's Conjecture. We present some results concerning 
the veracity of the conjecture for plane curves, cones in 3-space and afline k-algebras defined 
by monomial ideals where k is a field of characteristic zero. Finally, using the notion of 
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4.3 A Conjectura de Nakai para Variedades com 




A Conjectura de Nakai aborda a questão bastante natural sobre o fato de operadores di-
ferenciais detectarem singularidades em variedades algébricas. Em 1967, Grothendieck [2] 
provou que se o anel de coordenadas A de uma variedade algébrica afim definida sobre um 
corpo k de característica zero for regular, então o A-módulo dos operadores diferenciais 
de ordem superior de A sobre k é gerado como álgebra pelas derivações em A. Em 1970, 
N akai [6] conjecturou se esta condição caracterizaria a regularidade do anel A, ou seja, se 
a recíproca do resultado de Grothendieck seria verdadeira. 
Em 1973, Mount e Villamayor [5] provaram esta conjectura para curvas irredutíveis. O 
caso geral ainda está em aberto, embora tenha resposta afirmativa para algumas famílias 
de variedades. Além do interesse inerente à própria conjectura, um importante resultado 
provado por Becker [1] e Rego [7] afirma que uma resposta positiva à Conjectura de Nakai 
implicaria na solução da Conjectura de Zariski-Lipman, que também está em aberto e afir-
ma que se o A-módulo das k-derivações de A for projetivo então A é regular. 
A proposta central deste trabalho é introduzir a teoria dos operadores diferenciais em 
variedades algébricas a fim de que se faça um estudo inicial e detalhado da Conjectura 
de Nakai. Para tanto, a dissertação está dividida em quatro capítulos, estruturados da 
seguinte maneira: 
O primeiro consiste em um capítulo preliminar, onde apresentamos os resultados clássicos 
de álgebra comutativa e de geometria algébrica necessários à compreensão do restante do 
trabalho. Os fatos aqui expostos serão supostos conhecidos no decorrer do texto. Deste 
modo, este capítulo auxilia o leitor como referência quanto aos resultados e a terminologia 
empregada nos seguintes. Contudo, as notações utilizadas serão standard, de maneira que 
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um leitor com prévios conhecimentos sobre os tópicos gerais abordados aqui poderão iniciar 
o estudo diretamente no Capítulo 2. 
A teoria dos operadores diferenciais começa a ser tratada propriamente a partir do se-
gundo capítulo. Inicialmente, introduziremos as noções fundamentais desta dissertação, 
fazendo um estudo sobre os operadores diferenciais em uma variedade algébrica afim, espe-
cialmente uma hipersuperfície, no contexto da Conjectura de Nakai. 
A atenção voltada principalmente para as hipersuperfícies induz Singh [10] a propor 
uma conjectura mais forte do que a de Nakai. Vamos apresentar resultados a respeito da 
veracidade desta conjectura de Singh (e portanto de Nakai) para curvas planas e cones em 
espaço tridimensional. 
O terceiro capítulo contém uma confirmação da conjectura de Nakai para álgebras fini-
tas definidas por ideais monomiais e um importante contra-exemplo para ilustrar que a 
conjectura de Singh em geral não é válida. 
Finalmente, no último capítulo utilizamos a noção de 'D-simplicidade para apresentar 
uma prova simples e independente da característica de que variedades com normalização 
suave satisfazem a Conjectura de Nakai. 
Em algumas passagens, sobretudo dentro de algumas demonstrações, serão encontrados 
cálculos demasiadamente minuciosos, até mesmo exaustivos, porém igualmente elucidativos, 
sempre com o intuito de deixar o texto bastante completo. 
Ao terminar, é com grande prazer que apresento agradecimentos a todos aqueles que 
me ajudaram na realização deste trabalho. 
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Capítulo 1 
Notações e Preliminares 
Neste primeiro capítulo, exporemos de modo sucinto alguns fatos supostos conhecidos sobre 
álgebra comutativa e geometria algébrica no decorrer deste trabalho. O objetivo é familia-
rizar o leitor com os conceitos envolvidos na dissertação, bem como enunciar os resultados 
utilizados e tentar introduzir de maneira simples as noções fundamentais para os capítulos 
posteriores. Grande parte dos resultados aqui apresentados são clássicos, e portanto omi-
tiremos as demonstrações, as quais podem ser encontradas na literatura, mas deixaremos 
sempre indicadas as referências básicas sobre o assunto. Este capítulo preliminar será útil 
também como referência quanto à notação e a terminologia empregadas nos seguintes. 
Vamos inicialmente recordar algumas definições e conceitos da teoria de ideais. As-
sumiremos sempre que todos os anéis são comutativos com identidade. 
Para um anel A, indicaremos por Spec(A) o conjunto de todos os seus ideais primos e 
por 1\1ax(A) o conjunto dos ideais maximais de A. Denotaremos um anel local A com ideal 
maximal m por (A,m), e um anel semi-local com Max(A) = {mi>···,mt} será denotado 
por (A, m1, ... , m,). 
Vamos considerar um anel A. O conjunto dos seus elementos nilpotentes é um ideal 
denotado por N(A), chamado o nilradical de A. Mais precisamente, 
N(A) = v'õ ={a E A : am =O, para algum mE N}. 
Quando N(A) =O, dizemos que A é um anel reduzido. 
Nesta dissertação, trabalharemos essencialmente com álgebras afins, que são anéis noethe-
rianos, e assim, serão bastante utilizados a terminologia e alguns fatos relacionados com 
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a teoria da decomposição primária. Daremos a seguir alguns resultados frequentemente 
assumidos no decorrer do texto, iniciando com o conceito de divisor primo, a saber: 
Definição 1.1 Seja a um ideal próprio de A. Um ideal!J é dito um divisor primo de a se 
!J E Spec(A) e !J 2 a. Se além disso ll = ll' para todo divisor primo ll' de a com ll' Ç !J, 
então !J é dito um divisor primo mínima! de a. 
Proposição 1.2 Sejam A um anel e a um ideal de A. Se A é noetheriano então a possui 
apenas um número finito de divisores primos minimais e, em particular, A possui apenas 
um número finito de ideais primos minimais. 
Demonstração: Ver Kunz ([17], Proposition !.4.9). I 
Proposição 1.3 Seja A # {O} um anel com um número finito de ideais primos minimais 
' ' !J 1 , ... , llt· Então N(A) = ,jõ = n !li e U !li consiste apenas de divisores de zero. Além 
1=1 i=l 
' disso, se A for reduzido, então U !li é o conjunto de todos os divisores de zero de A. 
t=l 
Demonstração: Ver Kunz ([17], Proposition !.4.10). I 
1.1 Variedades Algébricas 
Como o tema central da dissertação são os operadores diferenciais em variedades algébricas, 
vamos começar com conceitos clássicos da geometria algébrica: variedades em espaços afins. 
Seja A.n(L) o espaço n-dimensional afim sobre um corpo L e k C L um subcorpo. 
Definição 1.4 Um subconjunto V C A_n(L) é chamado uma k-variedade algébrica afim se 
existem polinômios /1, ... ,/m E k[X1, ... ,Xn] tais que V é o conjunto solução em A_n(L) 
do sistema de equações 
fi(Xb···,Xn)=O (i=1, ... ,m). 
L é chamado corpo de coordenadas de V e k é o seu corpo de definição. 
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Exemplos 1.5 
1. k-variedades lineares: são os conjuntos solução de sistemas de equações lineares com 
coeficientes em k. 
2. k-hipersuperfícies: são as variedades definidas por uma única equação f(X1 , ••. , Xn) = 
O, onde f E k[X,, ... , Xn] é um polinômio não constante. 
Assim, por definição, toda variedade afim é intersecção de um número finito de hiper-
superfícies. 
3. Curvas algébricas planas: são as hipersuperfícies no espaço bidimensional A2 (L), ie, 
os conjuntos solução de equações J(X1, X 2 ) =O, com f E k[X1 , X 2]. 
4. Cones: são as variedades definidas por um sistema de equações constituído apenas de 
polinômios homogêneos *. 
Vamos enunciar agora um resultado sobre variedades, cuja importância teórica reside 
na questão da existência de soluções de um sistema de equações algébricas, como podemos 
observar na demonstração de 2.44. 
Proposição 1.6 Se L possui infinitos elementos e n ~ 1, então fora de qualquer k-
hipersuperfície em An(L) existem infinitos pontos de An(L). Em particular, fora de qualquer 
k-variedade V Ç An(L) existem infinitos pontos. 
Demonstração: Ver Kunz ([17], Proposition 1.1.3). I 
Definição 1.7 Para um subconjunto V C An(L), o conjunto 
:J(V) :={F E k[X, ... ,Xn]: F(x) =O, V x E V} 
é chamado o ideal de V em k[X1 , ••• , Xn]· 
Para uma k-variedade V C An(L), a k-álgebra k[V] := k[X';(~),Xn] é o anel de coor-
denadas de V. 
*Um polinômio é dito homogêneo de grau d se todos os seus coeficientes são nulos, exceto possivelmente 
os que pertencem a monômios de grau d. 
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Os elementos c.p do anel de coordenadas k[V] de uma k-variedade V Ç An(L) podem 
ser considerados como funções 'P : V -+ L da seguinte maneira: se 'P = F+ :J(V), com 
F E k[Xb···,Xn], e X= (6, ... ,Çn) E V, defina 
r.p(x) := F(6, ... ,Çn)· 
Note que 'P independe da escolha do representante F, pois se F+ :J(V) = G + :J(V) e x E V 
então F- G E :J(V), e assim F(x)- G(x) =(F- G)(x) =O, ou seja, F(x) = r.p(x) = G(x). 
Na verdade, a farm1ia de todas as k-variedades afins de An(L) satisfazem os axiomas de 
conjuntos fechados de uma topologia em An(L). Esta topologia é chamada a topologia de 
Zariski com respeito a k. 
Deste modo, A.n(L) é um espaço topológico, e se V Ç An(L) é uma k-variedade, então 
V é um subespaço topológico, munido da topologia induzida: seus conjuntos fechados são 
as subvariedades W Ç V, ie, as k-variedades W contidas em V. 
Mais ainda, a farm1ia {D(f) :f E k[V]}, onde D(f) = {x E V: f(x) i 0}, constitui 
uma base para os abertos da topologia de Zariski de uma variedade V. 
Vamos considerar V uma k-variedade não vazia e U um subconjunto aberto não vazio 
de V. Seja r : U -+ L uma aplicação. 
Definição 1.8 A função r é chamada regular em x E U se existem elementos f, g E k[V] 
tais que: 
1. X E D(g) c U; 
2. r= ; em D(g), ie, paro todo y E D(g), temos r(y) = ;/!!· 
Dizemos que r é regular em U se r for regular em x, para todo x E U. 
Em particular, os elementos de k, considerados como funções constantes, são regulares 
emU. 
Notação: Denotamos por O(U) o conjunto das funções regulares em U. 
Para x E V, vamos denotar por U(x) o conjunto de todos os subconjuntos abertos de V 
de contém x. 
6 
Definição 1.9 SeU" U2 E U(x), então duas funções r1 E C>( UI), r2 E e>(U2 ) são chamadas 
equivalentes em X se existe um conjunto u E U(x) com u c u1 n u2 tal que rllu = r21u, 
onde rdu denota a restrição de ri a U, i = 1, 2. 
Note que assim temos definida uma relação de equivalência em U e>(U). Uma classe de 
UEU(.:t) 
equivalência com respeito a esta relação é chamada um germe de funções regulares em x. 
Notação: Vamos denotar por Ôx o conjunto dos germes de funções regulares em x. 
Não é difícil ver que em Ôx podemos definir de maneira natural uma adição e uma 
multiplicação que o torna um anel comutativo. Na verdade, temos: 
Proposição 1.10 (ôx, mx) é uma k-álgebra local, onde o seu ideal maximal é dado por 
fix = {1 E Ôx, f E k[V]: f(x) = 0}. 
Demonstração: Ver Kunz ([17], Remark III.2.15). I 
Este anel local Ôx desempenha um papel importante na geometria algébrica, pois é a 
partir dele que detectamos as singularidades de uma variedade, como será visto mais adi-
ante. 
Vamos nos voltar agora para a questão da "medida" de variedades algébricas, atribuindo 
a elas uma dimensão. Daqui em diante, vamos assumir o corpo de definição k algebricamente 
fechado no corpo de coordenadas L. 
Definição 1.11 A dimensão de Krull de um anel A é o supremo dos comprimentos m de 
todas as cadeias de ideais primos 
Po Ç P1 Ç · · · Ç Pm 
em Spec(A), e é denotada por dim(A). 
Para uma k-variedade V C A.n(L), a dimensão de V é definida pordim(V) := dim(k[V]). 
A altura de um ideal p E Spec(A) é o supremo dos comprimentos m de todas as cadeias 
(*) com p = Pm· Para um ideal arbitrário a# A, a altura de a é definida como o ínfimo 
das alturas dos divisores primos de a, e é denotada por alt( a). 
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Anéis noetherianos reduzidos de dimensão O podem ser completamente determinados: 
Proposição 1.12 Para um anel reduzido A com um número finito de ideais primos mini-
mais, as seguintes afirmações são equivalentes: 
a) dim(A) =O; 
b) A é isomorfo a um produto finito de corpos. 
Demonstração: Ver Kunz ([17], Proposition Il.1.5). I 
Os seguintes teoremas são resultados clássicos fundamentais sobre altura de ideais em 
anéis noetherianos. As demonstrações podem ser encontradas, por exemplo, em (Kunz [17], 
Chapter V, §3.) 
Teorema 1.13 (Teorema do Ideal Principal de Krull) 
Seja A um anel noetheriano e (a) i' A um ideal principal de A. Então alt(p) :S 1, para 
todo divisor primo minimal p de (a), e alt(p) = 1 se a for não divisor de zero de A. 
Teorema 1.14 (Teorema do Ideal Principal de Krull Generalizado) 
Seja A um anel noetheriano e a i' A um ideal gerado por m elementos. Então alt(p) :S 
m, para todo divisor primo minimal p de a. 
Seja a um ideal de um anel noetheriano A. Vamos denotar por ~t(a) o número mínimo 
de geradores de a em A. Assim, segue da definição de altura de ideais e do teorema acima 
que alt(a) :S p(a), para todo ideal a i' (1) de um anel noetheriano. Ideais que satisfazem 
a igualdade, ie, ali( a) = ~t( a), gozam de várias propriedades importantes na geometria 
algébrica. Assim, com vista em aplicações geométricas, foi criada a seguinte terminologia: 
Definição 1.15 Seja a i' A um ideal de um anel noetheriano A. Se alt( a) = ~t( a), dizemos 
que a é intersecção completa em A. 
1.2 Anéis Normais 
Neste parágrafo daremos uma síntese de alguns resultados sobre normalidade que serão as-
sumidos no desenvolvimento do último capítulo, que trata essencialmente de anéis normais. 
Seja B/A uma extensão de anéis, A i' {0}. 
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Definição 1.16 Um elemento x E B é chamado integral sobre A se existe um polinômio 
mônico f E A[X] da forma 
f= xm + a1Xm-l + · · · + am (m >O) 
tal que f(x) =O. 
O conjunto A' de todos os elementos de B que são integrais sobre A é um subanel de 
B, chamado o fecho integral de A em B. Dizemos que B é integral sobre A se A'= B, e A 
é chamado integralmente fechado em B se A' = A. 
Um anel integralmente fechado no seu anel total de frações é dito normal (lembrando 
que o anel total de frações de um anel R é anel quociente Q(R) .- s-1 R, onde S é o 
conjunto dos elementos não divisores de zero de R). 
Proposição 1.17 Sejam A Ç B anéis, B integral sobre A. Se ~o Ç ~1 Ç · · · Ç ~m é 
uma cadeia de ideais primos em B e p; :=~in A (i = O, ... , m ), então Po Ç p1 Ç · · · Ç Pm 
é uma cadeia de ideais primos em A. 
Demonstração: Ver Kunz ([17], Corollary II.2.11). I 
Teorema 1.18 ("Going-up") 
Sejam A Ç B anéis, B integral sobre A. 
1. Para todo ideal primo p de A, existe um ideal primo ~ de B tal que ~ n A = p. 
2. Para toda cadeia de ideais primos 
em A e para todo ~o E Spec(B) tal que ~o nA= p0 , B contém uma cadeia de ideais 
pnmos 
com ~in A= Pi (i = O, ... , m ). 
Demonstração: Ver Atiyah e Macdonald ([13), Theorem 5.10, 5.11 ). I 
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Corolário 1.19 Sejam A Ç B anéis, B integral sobre A. Então dim(A) = dim(B). 
Demonstração: Ver Kunz ([17], Corollary II.2.13). I 
Uma consequência importante deste corolário é o fato de que a dimensão de um anel A 
é a mesma do seu fecho integral em qualquer extensão de A. 
Vejamos a seguir o bom comportamento do fecho integral com respeito à formação de 
frações, a saber: 
Proposição 1.20 Sejam A Ç B anéis, A' o fecho integral de A em B. Seja S um sub-
conjunto multiplicativamente fechado de A. Então s-1 A' é o fecho integral de s-1 A em 
s-1 B. 
Demonstração: Ver Atiyah e Macdonald ([13], Proposition 5.12). I 
Proposição 1.21 Sejam A um anel reduzido noetheriano, p1 , ••• , Pm seus ideais primos 
minimais distintos, K; o corpo de frações de :, e Ai o fecho integral de A em K; (1 :::; i :::; m). 
m 
Então o isomorfismo canônico do anel total de frações Q( A) sobre TI K; aplica o fecho 
t=l 
m 
integral de A em Q(A) sobre lJ A;. 
Demonstração: Ver Bourbaki ([14], Corolário 1 da ~ágina 309). 
1.3 Anéis Regulares 
I 
A conjectura de N akai diz respeito à caracterização de anéis regulares a partir dos ope-
radores diferenciais. Assim, daremos nesta seção apenas uma breve introdução à noção 
de regularidade. Resultados importantes a respeito serão dados nos parágrafos seguintes, 
englobando novos conceitos. 
Definição 1.22 Um anel noetheriano local (A, m) é chamado regular sem for uma inter-
secção completa em A, ou seja, dim(A) = alt(m) = p(m). 
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Observação 1.23 Lembramos também que se (A, m) é anel local e k = ~ é o corpo de 
resíduos de A, tem-se pelo Lema de Nakayama que Jl(m) é a dimensão do k-espaço vetorial 
::;2 , íe, Jl(m) = dím, ( ::;2 ). Assim, (A, m) é regular se, e somente se, dím(A) = dim, ( ::;2 ). 
Um exemplo trivial de anel regular são os corpos (lembrando que, por definição, o con-
junto vazio gera o ideal nulo). 
Para um anel noetheriano A, definimos 
Reg(A) := {p E Spec(A): Ap é anel local regular}, 
Sing(A) := Spec(A) \Reg( A). 
Vejamos a seguir o conceito de uma variedade lisa. Para isto, vamos nos referir ao 
anel local (Clx, mx) dos germes de funções regulares em x (ver definição 1.9). Na verdade, 
se x é um ponto de uma variedade V, o seu espaço tangente Tx(V) é isomorfo ao espaço 
vetorial ;;;t. Além disso, a dimensão de V em x é dada por dimx(V) = dim( Clx) (Kunz [17], 
X 
Proposition III.4.14d). Assim, é bastante natuaral que uma variedade V seja regular em 
um ponto x E V se tivermos dim(Tx(V)) = dimx(V), ie, 
Jl(mx) = dim.(;;;t) = dim(Tx(V)) = dímx(V) = dim(Clx), 
X 
ou seja, se Clx for um anel local regular. 
Definição 1.24 Para uma variedade V, um ponto x E V é chamado um ponto regular se 
Clx for um anel local regular. Se x não é um ponto regular de V, dizemos que x é uma 
singularidade de V. 
Uma variedade que não possuí singularidades é chamada lisa ou suave. 
O conceito de regularidade é estendido para anéis não necessariamente locais, a saber: 
Definição 1.25 Um anel noetheriano A é chamado regular se Max( A) Ç Reg( A), íe, Am 
é anel/oca/ regular, para todo mE Max(A). 
Proposição 1.26 Todo anel local regular é um domínio. 
Demonstração: Segue imediatamente de (Kunz [17], Corollary V.5.15a). I 
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O seguinte critério será bastante usado para detectar as possíveis singularidades de uma 
. d d S . A k[X,, ... ,Xn) ál b fi b k I (F F ) P vane a e. eJa = I uma ge ra a m so re um corpo e = h ... , m • ara 
p E Spec(A), vamos definir a matriz Jacobiana em p, dada por 
;J(p) := Ui;(Çl, ... ,Çn))i=l, ... ,m,j=l, ... ,n 
onde Çi é a imagem de Xi em P-;:• . 
Vamos denotar por rank(;J(p)) o posto da matriz Jacobiana. 
Teorema 1.27 (Critério Jacobiano para anéis locais regulares) 
Sejam k um corpo perfeito e A= k[X,,I.,Xnl, onde I= (F~, ... , Fm)· Para p E Spec(A), 
seja ;J(p) a matriz Jacobiana em p. Se A for um domínio de dimensão d então p E Reg(A) 
se, e somente se, rank(a(p)) = n - d. 
Demonstração: Ver Kunz ([17], Theorem VI.1.15). I 
Daremos a seguir resultados importantes sobre anéis regulares: 
Proposição 1.28 Seja A um anel noetheriano regular. Então: 
a) Todo anel de frações s-1 A é também regular; 
b) O anel de polinômios A[X1, ... ,Xn] é também regular. 
Demonstração: Ver Kunz ([17], Corollaries VII.2.6, VII.2. 7). I 
Vale ressaltar aqui que temos como consequência imediata que o anel de polinômios 
k[X1 , ... ,Xn] sobre um corpo k é um anel regular, fato este assumido constantemente no 
trabalho. 
Vamos provar agora um resultado que será usado na demonstração de 2.44: 
Proposição 1.29 Produto finito de corpos é regular. 
Demonstração: Seja A = K1 x · · · x Ks um produto finito de corpos. Temos que Max( A) = 
{m1, ... , m.}, onde mi = K1 x .. · x Ki-l x O x Ki+l x .. · x K •. Temos que mostrar 
que Am; é regular, V i - 1, ... , s. Sem perda de generalidade, é suficiente mostrar para 
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m1 = O x K2 X • · · x Ks. Na verdade, vamos provar que Am, é corpo. Afirmamos que 
d l t (a,, ... ,a,) E A d 't r (q,O, ... ,O) l E K D to o e emen o (b,, ... ,b,) m, po e ser escn o na 10rma (I, 1, ... , I), para a gum c1 1 . e 
fato, como (b1 , ... , bs) E A\ m1 , temos que b1 =J O e portanto existe b!1 . Basta tomarmos 
c1 := b!1a1 que teremos 
(1, O, ... , O)[( ai, ... , as)- (bt, ... , bs)(b!1ai, O, ... , O)) = (0, ... , 0), 
ou seja, existes= (1, O, ... , O) E S =A\ m1 tal que 
... ' 1)- (bt, ... ,b8 )(c1,0, ... ,0)] = (0, ... ,0), 
e a afirmação está provada. 
A . . (0, ... ,0) _J, (a,, ... ,a,) (ct ,0, ... ,0) ss1m, seJa (1, ... ,!) r (b,, ... ,b,) = (I, 1, ... , 1) E Am,· Então c1 =J O, e assim [ (q,O, ... ,O)l-1 -(1,1, ... ,1)-
(I, 1• ... , I) E A e portanto A é corpo (cl,o, ... ,o) ml' ml . I 
Na verdade, usando o Teorema Chinês sobre os Restos, temos mais geralmente que se 
(A, m1 , ... , ms) for um anel semi-local e m1 n ... n ms = (O) então Am; é corpo, para todo 
m; E Max(A). 
1.4 Decomposição Primária em Anéis N oetherianos 
Esta é uma pequena seção cujo objetivo principal é a introdução de algumas terminologias 
usadas nas seguintes. Serão dados também alguns resultados relacionados, utilizados prin-
cipalmente na demonstração do Lema 2.42. 
Seja M um módulo sobre um anel A. Para m E M, chamamos o conjunto dado por 
Ann(m) :={a E A: am =O} o anulador de m. 
Definição 1.30 Um ideal j:J E Spec( A) é dito ser associado a M se existir m E M tal que 
j:J = Ann(m). 
O conjunto dos ideais primos associados a M será denotado por .4.ss(M). 
Proposição 1.31 Se A é noetheriano então U j:J é o conjunto de divisores de zero de 
PEAH(M) 
A1.. 
Demonstração: Ver Kunz ([17), Proposition VI.2.5). I 
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Definição 1.32 Um submódulo P C M é dito primário se Ass( ~) consiste de um único 
elemento, digamos p. Neste caso, P é também chamado p-primário. 
No caso em que M = A, um ideal q de A é chamado primário se todo divisor de zero 
de L!. for nilpotente. Se q é primário e p = yíq, então dizemos que q é p-primário. q 
Definição 1.33 Um submódulo U C 1\!f possui uma decomposição primária se existirem 
submódulos primários P1, ... , Ps (s 2: 1) de M tais que U = P1 n · · · n P •. 
Esta decomposição primária é chamada reduzida se: 
(a} Se P; ép;-primário (i= 1, ... ,s) então p; =J Jjj, para i =Jj (í,j = 1, ... ,s); 
(b) nPi\tP; (i=1, ... ,s). 
,~. 
Teorema 1.34 (Existência de uma decomposição primária) 
Sejam A um anel noetheriano e M um A-módulo finitamente gerado. Então todo 
submódulo U ç: M possui uma decomposição primária reduzida. 
Demonstração: Ver Kunz ([17], Theorem VL2.17). I 
Teorema 1.35 (Primeiro Teorema de Unicidade) 
Sejam A um anel noetheriano, U C M um submódulo com decomposição primária 
reduzida U = P1 n · · · n P., onde P; é p;-primário (i = 1, ... , s ). Então {p11 ... , Ps} = 
Ass(~). 
Demonstração: Ver Kunz ([17], Theorem VL2.18). I 
1.5 Desomogeneização 
Nesta seção, serão dadas algumas relações entre um anel graduado A e o anel de classes 
residuais (x~l)' onde x é um elemento não nilpotente de grau 1. (x~l) é chamado desomo-
geneização de A com respeito a x. Estas relações são mais estreitas do que entre um anel 
e um anel de classes residuais em geral. 
Inicialmente, será dada uma breve introdução à noção de anéis graduados. 
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Definição 1.36 Uma graduação de um anel G é uma famz1ia {Gkhez de subgrupos do 
grupo aditivo G tal que: 
a)G=EBGk, 
kEZ 
b) G; · Gj C Gi+h para todo i,j E Z. 
G é chamado um anel graduado se for munido de uma graduação { Gkhez. Se Gk = O, 
para todo k < O, G é dito positivamente graduado. Os elementos de Gk são os elementos 
homogêneos de grau k de G. Se g = 'I' 9k E G, com gk E Gk, então 9k são chamadas as ft, 
componentes homogêneas de grau k de g. 
Exemplo 1.37 O exemplo mais típico, e certamente mais importante para nós, é o anel 
de polinômios G = R[Xt, ... , Xn] sobre um anel R. Os elementos homogêneos de grau k 
são os polinômios homogêneos de grau k : 
C )(0:1 ... )(an 
al, ... ,o:n 1 n · 
a1+···+an=k 
Proposição 1.38 Para um ideal I de um anel graduado G, as seguintes afirmações são 
equivalentes: 
a) I pode ser gerado por elementos homogêneos. 
b) Para todo g E I, as componentes homogêneas 9k de g também pertencem a I, para 
todo k E Z. 
c) ~ é um anel graduado com a graduação {(~)k)hez, onde (~)k := 0 'r+I, para todo 
k E Z. 
Demonstração: Ver Kunz ([17], Lemma !.5.5) I 
Definição 1.39 Um ideal de um anel graduado é chamado homogêneo se uma das con-
dições acima for satisfeita. 
Proposição 1.40 Seja G = EB Gk um anel graduado e S um subconjunto multiplicati-
•ez 
vamente fechado de G que consiste apenas de elementos homogêneos. Então s-1G pode 
ser munido de uma graduação natural {(S-1G)k}kez, onde (S-1G)k consiste de todos os 
quocientes-; E s-1G, com g um elemento homogêneo tal que grau(g) - grau(s) = k. 
Vamos considerar R= k[X1 , ••• , Xn] o anel de polinômios sobre um corpo k de carac-
terística zero, J um ideal homogêneo de R e A= ~·Vamos assumir que A seja reduzido. 
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Assim, temos que A = EB Ak é um anel positivamente graduado. Seja x E A um 
kEZ 
elemento de grau 1. Como A é reduzido, x é não nilpotente e S == {1,x,x2 , ••• } C A é 
um subconjunto multiplicativamente fechado com elementos homogêneos apenas. Portanto, 
Ax = s-1 A é um anel munido da graduação {(Ax)k}kEz, onde 
(Ax)k = {-;E Ax: a E A é homogêneo e grau(a)-grau(s)==k}. 
Notação: A(x) := (Ax)o = { x";,. E Ax: a E Am}· 
Assumindo as hipóteses e as definições acima, temos a seguinte: 
Proposição 1.41 
i) Ax = A(x)[x, x-1], com x algebricamente independente sobre A(x)· 
i i) A(x) é isomorfo a (x~ 1 ). 
Demonstração: 
i) É claro que Ax = A(x)[x, x-1]. Para provar que x é algebricamente independente sobre 
A(x), vamos considerar y uma variável sobre A(x)· Assim, x E Ax é homogêneo de grau 
1 e invertível. Logo, existe um homomorfismo dado por: 
Afirmamos que 4> é um isomorfismo. De fato, seja f E Ker(q)), f == '>' '!;:yi, a; E feí ... 1 s; 
A(x) = (Ax)o. Então O = q\(f) == '>' ~xi, e portanto ~xi == O, para todo i. Como m t • 
x é invertível, temos que ~; = ~;xix-i = O, para todo i, o que implica que f = O. 
Portanto, q) é injetor. Para mostrar que q) é sobrejetor, basta mostrarmos que todo 
elemento homogêneo de Ax está na imagem de q). Assim, seja xt;, E Ax um elemento 
homogêneo de grau d. Então xt;, - b';;!;d - !:t~ xd == <P(!:t~ yd), com bm+d E A 
homogêneo de grau m + d. 
Assim, temos que A(x)[x, x-1] = Ax 9! A(x)[y, y-1], com y algebricamente indepen-
dente sobre A(x)' e o resultado segue. 
ii) Vamos mostrar primeiramente que (x ~)A, 9! (x~1 ). Seja r. : A -+ (x~1 ) a projeção 
canônica e seja f : A -+ Ax o homomorfismo de anéis dado por f(a) = I· Como 
xm-1 == (x-l)(xm-1 +xm-2 +· · ·+x+l), então xm-1 E (x-1) para todo mE N. Isto 
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significa que r.(s) é uma unidade em (x~l)' para todos E S. Assim, pela propriedade 
universal do anel de frações, temos que existe um único homomorfismo 1/Y : Ax -+ (x~l) 
tal que r.= '1/J •f. Nestas condições, 1/J é dado por 1/;(x";,) = rr(a) (r.(xm))-1• É fácil ver 
que este homomorfismo é sobrejetor e que o núcleo de 1/; é o ideal (x -l)Ax, e assim 
a afirmação segue. 
Basta provar então que (x..:i.)Az ~ (Ax)o. Vamos definir 
'P: (Ax)o-+ (x..:i.)Ar 
f!= >-+ (!!m) = !!m + (x - l)A xm x= xm x, 
onde am denota um elemento de Am, ie, um elemento em A homogêneo de grau 
m. Temos que 'P é claramente um homomorfismo. Além disso, é fácil ver que 'P 
é injetivo. Para mostrar a sobrejetividade, seja c:,) = :. + (x- l)Ax E (x..:i_)Ax· 
Como A é positivamente graduado, podemos escrever b = b0 + b1 + · · · + bd, com 
b A . · - 1 d S d < b t t ~ ·- x'bo+x'-1b, + .. +x'-dbd (A ) i E 1 , t - , ... , . e _ s, as a omar xs .- xs E x o, que 
teremos cp(;,J = (;.).Se d >r, tomamos;. := x•bo+ .. +x;~'b.+ .. +bd, e a proposição 
está provada. 
1.6 Sequências Regulares e 
Módulos de Cohen-Macaulay 
I 
Esta seção introduz a noção de anéis e módulos de Cohen-Macaulay, os quais gozam de 
várias propriedades boas, mas relacionaremos aqui apenas aquelas utilizadas em resultados 
posteriores neste trabalho. Antes disto, vamos dar um outro conceito também importante, 
que são as sequências regulares. Provaremos também nesta seção um resultado fundamental 
para a demonstração do teorema principal do Capítulo 2, que é a Proposição 1.45. E por 
fim, será dado um resultado relacionando regularidade e normalidade. 
Definição 1.42 SejaM um módulo sobre um anel A. Uma sequência {at, ... , am} (m 2:: O) 
de elementos de A é chamada uma sequência M-regular se: 
(a) M =f (at, ... , am)M; 
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(b) Para i = O, ... , m - 1, ai+l é não divisor de zero de M (al, ... ,am)M" 
Um exemplo simples de sequência A-regular é {X~, ... ,Xn} se A = R[X1, ... , Xn] é o 
anel de polinômios sobre um anel R. 
Proposição 1.43 Se um ideal a de um anel noetheriano A for gerado por uma sequência 
A-regular então a é uma intersecção completa em A. 
Demonstração: Ver Kunz ([17], Proposition V.5.11). I 
No te que a ordem dos elementos é de importância fundamental no conceito de sequências 
regulares. Porém, em se tratando de anéis noetherianos locais, a ordem é irrelevante: 
Proposição 1.44 Sejam (A, m) um anel noetheriano local, { a1 , .•. , am} Ç m (m 2: O) uma 
sequência A-regular. Então { a,.(J)l· .. , a,.(m)} é também uma sequência A-regular, para toda 
permutação 1r de {1, ... , m }. 
Demonstração: Ver Kunz ([17], Corollary V.5.14). I 
Segue ainda que, no caso em que a sequência for constituída apenas de elementos ho-
mogêneos, a ordem dos mesmos também não importa. Vamos provar este resultado para o 
anel de polinômios R= k[X1 , •.• , XnJ, a saber: 
Proposição 1.45 Seja R= k[X1 , .•• , Xn] o anel de polinômios a n variáveis sobre um cor-
po k. Se uma sequência {!J, ... , fm} é uma sequência R-regular de elementos homogêneos 
de grau maior ou igual a 1, então {f,.(l)l· .. , f,.(m)} permanece ainda R-regular, para toda 
permutação 1r de {1, ... , m}. 
Demonstração: Vamos considerar o anel noetheriano local R.n, onde m := (X1 , .•• , Xn) 
é o ideal maximal homogêneo de R. De acordo com a proposição acima, basta mostrar que 
{f~, ... Jm} Ç R é sequência R-regular se, e somente se, {}!, ... ,fm} for Rm-regular. 
Vamos supor primeiramente que{}!, ... , fm} é sequência R-regular. 
(1) Temos que {f!, ... Jm} Ç m, já que flJ ... Jm são elementos homogêneos. Assim, 
segue que (!1, ... Jm)Rm f. R,.. 
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(2) Sendo {ft, ... , fm} uma sequência R-regular e R domínio, temos que O # ft. Mas 
R Ç Rm Ç k(Xr, ... , Xn), e portanto /r é não divisor de zero em R.,. 
(3) Agora, seja 1 ::; s < m. Vamos provar que {/r, ... , fs+I} é R.,-regular, 1e, va-
mos mostrar que fs+r é não divisor de zero em (J,,.~J,)Rm. Assim, suponhamos que 
f J!:,.;ll = f ..!!1. + .. ·+f.!_,_ com h· E R e t E R\ m. Então 1>+' h,+,,, ... ,, = s+l i.s+l 1 i1 5 is' t t t1···i$+l 
= h h, t2 ... ,,+, + ... +f, h,,, ... ,, 1 '•+' ou sei a existe t E R\ m tal que 
t1···is+t ' ;,.t ' 
Como R é domínio e t, tb ... , t,+l # O, segue que 
fs+I hs+l tr · · · t, =/r h1 tz · · · t,+l + · · · + f, h, t1 · · · ts-1 t,+l E (/r, ... , f,). 
Por hipótese, {]1, ... , fs+r} é R-regular, e portanto temos que hs+l t1 · · · t, E (ft, ... , f,). 
A . J!:,.;ll h,tl t, ... t, (f f ) R SSlffi, is+l = ii···is+l E 1' • • . ' s .Lt.m· 
Suponhamos agora que {ft, ... , fm} seja uma sequência Rm-regular. Vamos mostrar 
que esta sequência é R-regular: 
(1) Como {/1 , ••• , fm} Ç m segue imediatamente que (ft, ... , fm)R #R. 
(2) Como / 1 é não divisor de zero de Rm, temos que /r # O, e portanto não divisor de 
zero em R, já que R é domínio. 
(3) Seja 1 ::; s < m. Vamos provar que fs+l é não divisor de zero em (fl, .. ~J,)R' Assim, 
suponhamos que fs+I h E (/r, ... , f,). Como (/r, ... , f,) é um ideal homogêneo, temos 
que todas as componentes homogêneas de fs+r h estão em (!1 , .•• ,/,),e assim pode-
mos supor que h é homogêneo. Agora, como 1'1' h E (ft, ... , /,)R.n e {ft, ... , fs+I} 
é R.,-regular, existe t E R\ m tal que t h E (ft, ... , /,). Mas t = t0 + · · · td, com t, 
homogêneo de grau i e O # to E k, e assim t 0 h é a componente homogênea de menor 
grau de t h. Como (ft, ... , f,) é ideal homogêneo, temos que t 0 h E (/r, ... , f,), e 
portanto h E (/r, ... ,/,). I 
Vamos considerar agora M um módulo finitamente gerado sobre um anel noetheriano 
A e a um ideal de A com aM # M. Como M é um módulo noetheriano, segue que toda 
sequência M-regular {a1 , ... ,am} Ç a pode ser estendida a uma sequência maximal, ie, 
uma sequência M-regular {a1 , ••• ,a,} Ç a (t 2: m) tal que todo a E a seja divisor de zero 
de ( M )M' Neste caso, a sequência {ar, ... , a,} é dita uma sequêncía maximal em a. 
a1 , ... ,at . 
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Proposição 1.46 Quaisquer duas sequências M -regulares maximais em a têm o mesmo 
número de elementos. 
Demonstração: Ver Kunz ([17], Proposition VL3.1). I 
No que segue, este invariante desempenha um papel importante, como veremos daqui a 
pouco. Vamos introduzir então a seguinte terminologia: 
Definição 1.47 O número de elementos de uma sequência M-regular maximal em a é 
chamado de a-profundidade de M, denotado por prof a( M). 
Se (A, m) é um anel local então prof m(M) é dito simplesmente a profundidade de M, e 
escrevemos apenas prof(M). 
Definição 1.48 A dimensão de um A-módulo M é a dimensão de Krull do anel An~M), 
onde Ann(M) denota o ideal dado por {a E A: am =O, V mE M}. 
Notação: dim(M). 
Proposição 1.49 Sejam (A, m) um anel noetheriano local e M =fi (O) um A-módulo fini-
tamente gerado. Então prof(M) ::; dím(M). 
Demonstração: Ver Kunz ([17], Proposition VL3.9). I 
SeM satisfaz a igualdade prof(M) = dím(M), então esta condição traz consequências 
importantes para as propriedades de M. Estes módulos recebem uma denominação especial, 
a saber: 
Definição 1.50 Seja M um módulo finitamente gerado sobre um anel noetheriano A. Se 
A é local, dizemos que M é um módulo de Cohen-Macaulay se M = (O) ou prof(M) = 
dim(M). 
No caso geral, M é um módulo de Cohen-Macaulay se Mm (considerado como um Am-
módulo) for Cohen-Macaulay, para todo mE Max(A). 
A é chamado anel de Cohen-Macaulay se for um A-módulo de Cohen-Macaulay. 
É claro que todo módulo finitamente gerado de dimensão zero sobre um anel noetheriano 
é Cohen-Macaulay. Em particular, todo anel noetheriano ()...dimensional é Cohen-Macaulay. 
O exemplo de nosso maior interesse consiste no anel de polinômios sobre um corpo, dado a 
segmr: 
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Teorema 1.51 (Teorema de Macaulay) 
Se k é um corpo então k[X1 , ..• , Xn] é um anel de Cohen-Macaulay. 
Demonstração: Como corpos são anéis noetherianos de dimensão zero, e portanto Cohen-
Macaulay, o teorema segue imediatamente de ([12), Exemplo 4 da página 44): se R é um 
anel de Cohen-Macaulay então R[X) é Cohen-Macaulay. I 
Sendo o anel de polinômios k[X1 , .•. , Xn] um anel de Cohen-Macaulay, usaremos o 
seguinte resultado para demonstrar um importante lema no Capítulo 2 (Lema 2.42) sobre 
a regularidade de uma dada sequência. 
Teorema 1.52 Sejam A um anel de Cohen-Macaulay (não necessariamente local) e a# A 
um ideal de A de altura m. Então a é intersecção completa em A se, e somente se, a é 
gerado por uma sequência A-regular. 
Neste caso, todos os ideais primos de Ass( ~) têm a mesma altura m. 
Demonstração: Ver Kunz ([17), Theorem VI.3.14). I 
Daremos a seguir as chamadas Condições de Serre a respeito de anéis regulares e nor-
malidade: 
Condição de Serre (Sn): Algumas vezes, é preciso que um anel ou um módulo seja 
Cohen-Macaulay apenas em codimensão baixa: 
Um módulo finito sobre um anel noetheriano A satisfaz a Condição de Serre (Sn) se 
prof(Mp) :;:=: min(n, dim(Mp)), 
para todo jl E S pec( A). 
Condição de Serre (Rn): Um anel noetheriano A satisfaz a Condição de Serre (Rn) se 
Ap é anel local regular, para todo jl E Spec(A) com alt(p) = dim(Ap) :S n. 
Teorema 1.53 (Critério de Normalidade de Serre) 
Um anel noetheriano A é normal se, e somente se, A satisfaz (R1) e (S2). 
Demonstração: Ver Serre ([22), IV.4) ou Matsumura ([19], § 23). I 
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1. 7 Completamentos 
Daremos nesta seção uma introdução à noção de completamente, uma importante ferramen-
ta usada na demonstração do Teorema 2.36. Serão dados, além dos conceitos fundamentais, 
resultados clássicos, os quais podem ser encontrados, por exemplo, em ( Atiyah [13], Capítulo 
10) ou (Nagata [21], Capítulo II). Além disso, provaremos um importante resultado sobre 
anéis reduzidos e completamente (Lema 1.66), já que nem sempre completamente de anel 
reduzido é reduzido. 
Sejam A um anel, a um ideal de A e M um A-módulo. Então M 2 aM 2 a2 M 2 · · · 2 
a• ]\;f ;;:;> •• • e 130 := { M, aM, a2 M, a3 M, ... } forma uma base de vizinhanças de O E M, ie, 
li ç; M é vizinhança de O se, e somente se, li contém algum a• M. Por translação, podemos 
definir também uma base para os abertos de M, dada por 13 := { m+a• M : m E M, s E N}. 
Ou seja, definimos assim a seguinte topologia em M: 
Definição 1.54 Considere a topologia em que o conjunto 13 dado ac!ma constitui uma 
base para os abertos de M, o que significa que os conjuntos abertos de M são uniões de 
um número arbitrário de conjuntos da formam+ a• M (m E M, s E N). Esta topologia é 
chamada a topologia a-ádica de M. 
Vamos considerar predominantemente o caso M =A. Com esta topologia, A é um anel 
topológico, ie, as operações do anel são contínuas. 
Nosso interesse está voltado para o seguinte caso particular: (A, m) é um anel noethe-
riano local munido da topologia m-ádica. Mais geralmente, dados (A, m1: ... , m1) um anel 
semi-local eM um módulo finito sobre A, vamos sempre considerar a topologia (J(A)-ádica 
em M (onde (!(A) = m1 n · · · n m1 é o radical de Jacobson de A), definida como sendo a 
topologia natural de M. 
Teorema 1.55 Assuma que um anel semi-local A' é um módulo finitamente gerado sobre 
um anel semi-local A. Então a topologia natural de A' como um anel semi-local coincide 
com a topologia natural de A' como um A-módulo. 
Demonstração: Ver Nagata (Theorem 16.8). I 
22 
Proposição 1.56 Sejam A um anel noetheriano e a um ideal de A tal que a Ç 8(A). Então 
a topologia a-ádica de A é Hausdorjj, ie, (J ai = O. Neste caso, a seguinte função distância 
•E!\! 
d : A x A -+ A torna A um espaço métrico: d( a, a) = O; d( a, b) = 2-n se, e somente se, 
a - b E an e a - b f/. an+l. 
Como vamos trabalhar num contexto onde (A, m) é um anel noetheriano local munido 
da topologia m-ádica, ou mais geralmente, se A for um anel semi-local munido da topologia 
natural, segue da proposição acima que, neste caso, A é um espaço métrico com urna função 
distância d : A X A -+ A tal que: 
(1) d(a,b)=d(a-b,O), Va,bEA; 
(2) V E> O, U. :={a E A: d(a,O) <e} é um ideal de A. 
É consequência imediata de (1) e (2): 
(3) d(a,b) > d(c,d) =?d(a,b) =d(a+c,b+d). 
No que segue, vamos assumir que A é um anel noetheriano semi-local munido da topolo-
gia natural, e portanto munido de urna métrica d. Com esta métrica, podemos introduzir 
o conceito de completarnento da maneira usual: 
Definição 1.57 Um cornpletarnento de A é um anel Â com as seguintes propriedades: 
(1) Â é um espaço métrico com uma função distância d: Â x Â-+ Â tal que d(â,b) = 
d(â- b,O), V â,b E Â; 
(2) Â é completo; 
(3) A é subespaço denso de Â; 
(4) Se { an}~=l e {bn}~=l são sequências em A tais que â = !!."'!}; an 
d(â,b) =l!.T!J;d(an,bn)· 
O teorema a seguir garante a existência de completamentos: 
e b = lim bn. então 
n-+oo ' 
Teorema 1.58 A possui um completamento Â, que é único a menos de isomorfismos. 
Daremos agora alguns resultados importantes sobre completamento que serão úteis para 
concluir a demonstração de um teorema fundamental sobre a conjectura de N akai para 
curvas planas. 
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Proposição 1.59 Seja 
O -+ M' -+ M -+ M" -+ O 
uma sequência exata de módulos finitamente gerados sobre um anel noetheriano A. Então 
a sequência de completamentos 
é exata. 
Proposição 1.60 Sejam (A, m) um anel noetheriano local e Â o completamento de A. 
Então: 
(i) m =mA; 
(ii) (Â, m) é um anel local. 
(iii) A topologia de Â é a topologia m-ádica e m nA= m; 
(vi) ~=WA· 
Teorema 1.61 Seja (A, P1, ... , p,) um anel semi-local. Então o completamento .4. de A é 
a soma direta dos completamentos Â; dos anéis locais A; := Ap;· 
Proposição 1.62 Sejam (A, m) um anel noetheriano local e Â o completamento de A. 
Então dim(A) = dim(A). 
Proposição 1.63 Um anel noetheriano local (A, m) é regular se, e somente se, o seu com-
pletamento Â for regular. 
Demonstração: O ideal maximal de Â é m, e temos os isomorfismos naturais ~ ~ ~, 
~ ~ ~2 • Portanto p(m) = p(m). Além disso, dim(A) - dim(Â), e por definição A é m m 
regular se, e somente se, dim(A) = p(m). 1 
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Proposição 1.64 Seja A um anel noetheriano regular. Então o anel de série de potências 
formais A[[Xt, ... , Xn]] é também regular. 
Demonstração: Ver Matsumura [18], página 176. I 
Proposição 1.65 Se A é um anel noetheriano então o seu completamento Â é também 
noetheriano. 
Provaremos a seguir um resultado importante sobre completamento de anéis reduzidos, 
que será fundamental na demonstração de 2.36, a saber: 
Lema 1.66 Seja A = (~), onde R = k[Xt, ... , Xn] e f E R é um polinômio sem fatores 
múltiplos. Então, para todo ideal maximal m de A, o completamento mAm-ádico de Am é 
reduzido. 
Demonstração: Seja f = !I · · · fm a decomposição de f em fatores primos de R, onde 
fi, ... , f m são distintos, e seja m = tJ), onde M E Max( R) e M 2 (!). Logo, fi E M, para 
algum i = 1, ... , m. Assim, sejam h, ... ,/;, os fatores primos de f que pertencem a M. 
Defina 
'P . A ~ ....JiM_ ----+ Ru X .•. X Ru 
. m = (f)RM (!;1 )RM (f;,)RM 
'; + (f)RM t---+ ('; + (fi,)RM, ... ,'; + (fi,)R'vf). 
'P é um homomorfismo injetor, pois se 'P('; + (f)RM) = O, então r E (fi,), para todo 
j = 1, ... , t. Como h, ... ,/;, são distintos, temos que r = g/;1 ···fi., com g E R. Sejam 
/i,+', ... , fim os fatores primos de f que não pertencem a M. Assim, 
_!. _ .J: fittl .. · li.m _ Bfi1'' ·Jit fittl' ··fim _ (J)R 
S - S fit+l'' ·fim - 5 fit±l' '·fim. - S fit+i ···fim E M · 
P d "d A RM RM • ortanto, po emos consi erar m '-+ (f;,)RM x · · · x (f,,)RM via 'P· 
O completamento D~ de cada domínio local Dj := (J,;j"kM, j = 1, ... , t, é reduzido 
(ver Zariski e Samuel [23], Lemas 1 e 4, Capítulo VIII, § 13). Além disso, como cada DJ é 
local, então D := DI X • • • x D, é semi-local, e assim segue de 1.61 que D = J5; x · · · x D~. 
Portanto, D é reduzido. 
Vamos considerar Dum Am-módulo via <p, ie, para dE De -; E Am, -; d := 'P(;J d. 
Temos que D é gerado por { (f+ (/;, )RM, O, ... , 0), ... , (0, ... , O, f+(/;, )RM) }, ou seja, o 
anel semi-local D é um módulo finitamente gerado sobre um anel local. Logo, segue de 1.55 
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que a topologia de D como anel semi-local coincide com a topologia de D como Am-módulo. 
Assim, O --+ Am ~ D é uma sequência exata de Am-módulos finitamente gerados, e 
portanto, segue de 1.59 que a sequência de completamentos mAm-ádicos O --+ A: ~ b é 
exata. Logo, podemos considerar A: '-+ b via $. E assim, como b é reduzido, segue que 
A: é reduzido. I 
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Capítulo 2 
Operadores Diferenciais em uma 
Hipersu perfície 
Neste capítulo, vamos introduzir a teoria dos operadores diferenciais em variedades algébricas 
afins e apresentar a Conjectura de Nakai. Serão demonstrados os resultados conhecidos a 
respeito da veracidade da conjectura para curvas planas e para um cone em espaço tridi-
mensional. 
2.1 Noções Básicas 
Nesta seção, serão fixadas algumas notações e dadas algumas definições que serão a base 
para toda a dissertação. 
Sejam k um anel, R uma k-álgebra e A um R-módulo. A multiplicação em A por um 
elemento r E R será denotada por r A, e analogamente, r R denotará o produto em R. 
Seja H omk( R, A) o conjunto dos homomorfismos k-lineares de R em A. Vamos consi-
derar Homk(R,A) como um R-módulo via A, ie, para r E ReDE Homk(R,A), temos 
rD :=r A o D. 
Para r E ReDE H omk(R, A), o símbolo [D, r] denota o elemento Do r R- r A o D de 
Homk(R,A). 
A definição a seguir é o principal conceito envolvido nesta dissertação: 
Definição 2.1 Para q E Z, o R-submódulo Diff%(R,A) de Homk(R,A) é definido por 
indução sobre q, da seguinte forma: 
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Diff%(R,A) =O, se q <O e 
Diff%(R, A)= {DE Homk(R, A): [D, r] E Diff%- 1(R, A), V r E R}, se q 2': O. 
Os elementos de DiJJZ(R, A) são chamados operadores diferenciais de R em A sobre k 
de ordem menor ou igual a q . 
Vejamos a seguir alguns fatos relevantes sobre os módulos Di f f% (R, A) : 
Proposição 2.2 
(1) Seja R uma k-álgebra gerada por h hei· SeDE Homk(R, A) e [D, ri] E Díff%- 1(R, A), 
para todo i E J, então DE Diff%(R,A). 
(2) Diff2(R,A) = HomR(R,A) ~A. 
(3) DiffHR,A) c Diff%+1 (R,A),Vq. 
Demonstração: 
(1) Observemos que, para todo D E H omR(R, A), para quaisquer r 1 , r 2 E R e para 
todo c E k, temos que [D, r 1 + cr2] = [D, ri] + c[D, r2]. Assim, basta provar que [D, r] E 
Diff%-1 (R,A) para todo r E R da forma r= ri,·· ·rin· 
Vamos provar por indução sobre n: 
Para n = 1 não há nada a fazer. Supondo então n 2': 2 temos que: 
[D, r] = [D, Til ... iin-1" Tin] = [ [D, Til ... iin-1], i in] + Tin [D, Til ... Tin_J + Til ... Tin-1 [D, Tin], 
e assim o resultado segue por hipótese de indução. 
Para ver (2), tome DE Homk(R, A). Note então que: 
[D, r] E Díffi:1 (R, A), V r E R<;;? [D, r] =O, V r E R 
<;;? D(rr') = rD(r'),Vr,r' E R<;;? DE HomR(R,A). 
O isomorfismo é dado pelo R-homomorfismo D >-+ D(1). 
(3) segue por indução sobre q: sendo a afirmação clara para q < O, seja q 2': O e seja 
D E Di f f%( R, A). Então, por hipótese de indução, [D, r] E Díff%- 1(R, A) c DiffHR, A), 
para todo r E R, ou seja, DE Díff%+1 (R,A). I 
Definição 2.3 Defina Difff:'(R,A) := U DiffHR,A). 
qEZ 
28 
Uma outra definição fundamental neste trabalho é o de derivação de ordem superior, 
que daremos abaixo: 
Definição 2.4 Para q E Z, q 2: O, um elemento DE Homk(R,A) é chamado uma deri-
vação de ordem q de R em A sobre k se, para quaisquer q+ 1 elementos r0 , ••• , r q de R, temos 
q 
D(r ... r ) - "' (-l)s+I"' r· ···r· D(r0 .. ·r~ · .. r~ .. ·r ) onde " denota omitido O q - L..J . LJ . ~1 ts t1 Zs q J • 
s=l ~1 < ... <;s 
Denotamos por Derk(R, A) o R-submódulo de Homk(R, A) de todas as derivações de 
ordem q. Defina Der%( R, A):= O, se q <O. 
Usualmente, uma derivação de ordem 1 é chamada simplesmente de derivação. 
Observação 2.5 Segue imediatamente da definição que: 
1. Der2(R,A) =O. 
2. Der);(R, A) nada mais é do que o módulo das k-derivações ordinárias de R em A. 
3. SeDE Derk(R,A) então D(1) =O. 
Há uma relação entre Di f f%( R, A) e Derk(R, A), a saber: 
Lema 2.6 Vamos denotar por aR a aplicação R-linear r>-+ ra de R em A. 
(1) Seja D E Homk(R,A). Então DE Díff%(R,A) se, e somente se, D- D(1)R E 
Der%(R,A). 
(2) Der%(R,A) ={DE DijfHR,A): D(1) = 0}. 
Demonstração: 
(1) Vamos provar por indução sobre q que se D E Diff%(R,A) então D- D(1)R E 
Derk(R,A): 
Para q <O não há nada a fazer. 
SeDE Diff2(R,.4) = HomR(R,A) então (D- D(1)R)(r) = D(r)- rD(1) =O, para 
todo r E R, ou seja, (D- D(1)R) E Der2(R,A) =O. 
SeDE Difff(R,A) então, para todo r E R, [D,r] E DiffZ(R,A) = HomR(R,A), e 
portanto [D, r](a) = a[D, r](1), V a E R. Assim, para ro, r1 E R, temos que 
(D- D(1)R)(r0 r 1 ) = D(rorr)- rorrD(l) = D(r0 r 1)- roD(rr) + r0 D(r1)- ror1D(1) -
= [D, r0](r1 ) + roD(rr)- rorrD(1) = r,[D, ro](1) + roD(rr)- ror1 D(1) = 
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= riD(r0 )- roriD(1) + roD(rt)- roriD(l) = ro(D{rt)- riD(1)) + ri(D(ro)- roD(1)) = 
= r0(D- D(1)R)(rt) + ri(D- D(1)R)(ro). 
Assim, sejam q > 2, D E Díff~(R, A) e tome q + 1 elementos r0 , •.• , rq E R. Por 
hipótese de indução, [D, r]- [D, r](l)R E Derri(R, A), para todo r E R. Portanto, 
(D- D(l)R)(ro · · · rq) = D(ro · · · rq)- ro · · · rqD(l) = 
= D(ro · · · rq) -roD(ri · · · rq) -ri··· rqD(ro) +ro · · · rqD(1 )+r0 D(ri · · · rq) +ri · · · rqD(r0)-
-2r0···rqD(1) = 
= ( [D, r 0]- [D, ro](l)R )h··· rq) + roD(ri · .. rq) + ri .. · rqD(ro) - 2ro · · · rqD(1) = 
q-1 
=I: ( -1)'+1 I: r;,··· r;,([D, ro]- [D, ro](1)R)(ri · .. ri,··· ri,··· rq) + roD(ri · · · rq)+ 
s=-1 O<ll<···<ts 
+ri··· rqD(ro)- 2ro · · · rqD(1) = 
q-1 
=I: ( -1)'+I I: r;,··· r;,D(rori ···ri,··· ri,··· rq)-
s=l O< i1 <···<i, 
q-1 
-I: ( -1)'+1 I: . r;,··· ri,roD(ri ···ri,··· ri,··· rq)-
s=l O< '1 <-··< 1 .!! 
q-1 l q-1 
- ?;;:, ( -1)'+I (q-;)!s! ri··· rqD(ro) + ~1 ( -1)'+I (q-;)!s! ro · · · rqD(1) + roD(ri · · · rq)+ 
+ri··· rqD(ro)- 2ro · · · rqD(1) = 
q-1 
=I: ( -1)'+1 2:: r;,··· r;,D(rori ···ri,··· ri,··· rq)+ 
s:=l O<•t<···<ls 
q-1 
+I: ( -1)(s+I)+l I: . r;1 • • • r;,roDh ···ri,··· ri,··· rq)-
s=l O<•t<···<•s 
q-l I 
-I: ( -1)'+1 ( _;)!s! ri··· rqD(ro) +ri··· rqD(ro) 
s:=l q 
+roD(ri · · · rq)+ 
q-1 I 
+ ~1 (-1)'+I (q-;)!s! ro···r0 D(1) -2ro···rqD(l) = 
q-1 
=[I: (-1)'+1 2:: r;, ···r;,D(rori···ri, ···ri, ···rq)+ 
s=l O<•t<···<•s 
q-1 
+I: (-l)(s+l)+li: .ri, ···ri,roD(ri· ··ri, ···ri,· ··rq)+ 
s:=l O<•t<···<•s 
+( -l)ª+lri · · · rqD(ro)+ 
+roD(ri · · · rq) ]-
~ ( 1)'+1 (q+IJ! D(1) 
- f:t
1 
- , (q+l s)!s! ro · · · rq = 
q 
- "' (-1)'+1 " r· ···r· D(r0 ···r~ ···r~ ···r )-- L..J f_., Zt ts tt ts q 
.s=-1 O "i1 < ... <is 
q 
-I: ( -1)'+12:: r;,··· ri,D(1)R(ro ···ri,··· ri,··· rq) = 
s=l o:::;;•t<··-<•s 
q 
=I: (-1)'+I I: r;,··· ri,(D- D(1)R)(ro ···ri,··· ri,··· rq)· 
s=l O "'1 <---<•s 
Reciprocamente, vamos provar também por indução sobre q que se D-D(1)R E Derk(R, A) 
então DE DiffZ(R, A): 
Para q < O não há nada a fazer. 
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Se D- D(l)R E Der2(R,A) =O então D = D(l)R E HomR(R,A) = Díff~(R,A). 
Se D - D(l)R E Derk(R, A), então para quaisquer dois elementos ro, r 1 E R, temos 
D(r0 ri)- r 0r 1 D(l) = (D- D(l)R)(rort) = roD{rt)- rortD(l) + r1D(ro)- rortD(l). Para 
provar que D E Difff (R, A), temos que mostrar que [D, r] E Diff~(R, A), para todo r E R, 
e de acordo com o que foi provado acima, é suficiente mostrarmos que [D, r]- [D, r](l)R E 
DerZ(R,A) =O, para todo r E R. Assim, seja a E R. Então ([D,r]- [D,r](l)R)(a) = 
D(ra)- rD(a)- aD(r) + raD(l) = D(ra)- raD(l) +2raD(l)- rD(a)- aD(r) = rD(a)-
raD(l) + aD(r)- raD(l) + 2raD(l)- rD(a)- aD(r) =O. 
Vamos considerar agora q?: 2 e D- D(l)R E Derk(R,A). Novamente, para provar 
que D E DifJZ(R, A), por hipótese de indução, basta mostrarmos que [D, r]- [D, r](l)R E 
Derr 1(R, A), para todo r E R. Assim, para quaisquer elementos r0 , rt, ... , rq de R, temos 
que: 
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-r· ···r· roD(rl ···r~ ···r~ ···r )-~1 t.s tt ls q 
( 2) segue facilmente de ( 1) e da observação anterior. I 
Note que como consequência do lema acima (2), Der%(R, A) C Der%+1(R, A), V q. 
Definição 2.7 Der'k(R, A):= U Der%(R, A). 
, .. 
Observação 2.8 Note que seDE Dijjk(R, A) então D = Do+D., com D0 E Dijjg(R, A) 
e Dª E Der%(R,A). 
De fato, seja a:= D(l). Então, D = an+D-an, onde an E Homn(R, A)= Dijjg(R, A) 
e D-anE Der%(R, A), já que (D- an)(l) =O. 
Agora, vamos assumir que A = R. Neste caso, escrevemos DifJZ(A) ao invés de 
Dijf2(A,A), Derk(A) ao invés de Derk(A,A) e Diffk'(A) denotará Diffk'(A,A). 
Denotamos por Dijjk(A) Dijjk(A) o A-submódulo de Dijjz+P(A) gerado pelos produ-
tos D;Di, com D; E Dif/Z(A) e Di E Diffk(A). 
Analogamente, temos definido Derk(A)Der~(A). 
A Proposição 2.2 e o próximo resultado nos diz que a família {DiffZ(A): q E Z} é uma 
filtração para a A-álgebra Díffk'(A) : 
Proposição 2.9 Sejam A uma k-álgebra e q,p inteiros (ou oo). Então: 
(1) Díff%(A) Diffk(A) Ç Díff'tP(A). 
(2) DijfHA) DerHA) Ç Der%+P(A). 
Demonstração: Para mostrar (1) basta observar que, dados DE DiffZ(A), D' E Dijjf,(A) 
e a E A tem-se [DD', a] = D •[D', a]+ [D, a]•D', e assim o resultado segue por indução 
sobre q,p E N. Evidentemente, (2) é consequência imediata de (1). I 
Vamos introduzir a seguir uma terminologia essencial no contexto da Conjectura de 
Nakai. 
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Definição 2.10 Para um inteiro q > 1, denotaremos por diffZ(A) o A-submódulo de 
Diff%(A) dado por: 
diff%(A) :={DE Di fi%( A) : D = L ardi,··· di,, di, E Di f!};( A), ar E A, ar= O q.s.}. 
J:;;;;(il, ... ,iq) 
Se q 2:: 2, dizemos que DiffZ(A) é gerado por Di/R(A) se Diff%(A) = diffZ(A), e 
Difff:'(A) é gerado por DíffHA) se Díff%(A) é gerado por DíffHA), para todo q 2:: 2. 
Neste caso, escrevemos Dífff:'(A) = dífff:'(A). 
Vejamos a conexão entre estes conceitos: 
Lema 2.11 Para q 2:: 2, temos que Dí/R(A)DiffZ-1(A) = Díff%-1(A)+Derk(A) Derr\A). 
Além disso, são equivalentes: 
(i) Dífff:'(A) é gerado por DiffHA). 
(ii) Di f/%( A) = DifR(A) Diff%-1(A), para todo q 2:: 2. 
Demonstração: É claro que Diff%-1 (A)+ Derk(A) Derr1(A) Ç Di/R(A)Diff%-1 (A),já 
que Derk(A) Der%-1(A) Ç Díf/l;(A)Diff%-1 (A) e seDE Diff%-1(A) então D =idA ·DE 
DiffHA)Diffr1 (A), pois idA E HomA(A) = DifmA) Ç DifR(A). 
Agora, seja DE Diff/;(A)Díf/Z-1 (A). Podemos supor D = D'D", com D' E DifR(A) 
e D" E Diffz-1(A). Segue da observação acima que D' = D~ + D~, com D~ E Diff2(R, A) 
e D; E Derk(R,A) e D" = D~ + D~_ 1 , com D~ E DifmR,A) e D~_ 1 E Derr1(R,A). 
Assim, D = D~D~ +D~D~_1 +D;D~ +D;D~-u com D~D~+D~D~_1 +D;D~ E Dif!Z-1 (A) 
e D' D" E Der1 (A) Derq-1(A). 1 q-1 k k 
A equivalência é imediata. I 
A Conjectura de Nakai diz respeito a uma questão bastante natural: podem os ope-
radores diferenciais detectar singularidades em variedades algébricas? 
No caso em que X é uma variedade algébrica sobre um corpo k de característica zero e 
A é o seu anel de coordenadas, Grothendieck ([2], IV, 16.11.2) mostrou que se A for regular 
então Difff:'(A) = dífff:'(A), ou seja, Difff:'(A) é gerado por Diffl(A). Nakai, em [6], 
conjecturou o fato desta condição caracterizar a regularidade de A: 
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CONJECTURA DE NAKAI: Seja A uma álgebra finitamente gerada sobre um corpo k de 
característica zero. Se Diffk'(A) = diffk'(A) então A é regular. 
2.2 Anéis de Polinômios 
Nesta seção, vamos dar alguns resultados gerais sobre Di f f% (R, A) no caso especial em que 
R é um anel de polinômios sobre um corpo de característica zero e A = ~, J um ideal 
de R. Neste caso, a estrutura de Di f f% (R, A) é bem conhecida, e assim, uma descrição 
de Diff%(A) também pode ser dada, através de uma identificação entre DiffZ(A) e o A-
submódulo dos operadores DE Diff%(R,A) tais que D(J) =O. 
Em toda essa seção, vamos assumir k um corpo de característica zero, R= k[X1 , .•• ,Xn] 
o anel de polinômios em n variáveis sobre k, J um ideal próprio de R e A= l 
Seja rr : R~ A a projeção canônica e x; := rr(X;), para 1 ::; i ::; n. 
Vamos fixar mais algumas notações a seguir: 
V := N", onde n é o número de variáveis de R. 
n 
Seja a = ( at, ... , an) = :Z:::: a; e; E V, onde {e; : 1 ::; i ::; n} é a base canônica de V. 
~=1 
i ai := a1 + · · · + an, a! := a1! · · · an!, X" :=X~' · · · x:;n. 
8o 8 iol ( 8 )"' ( ô )on 
ôX 6 := &X~ ... ax:n = ôX1 o··· o ôXn · 
~" :=rr·C!a~o) E Diffk"1(R,A). 
V.:= {a E V: lal::; q}, Wq :={a E V: lal = q}. 
A próxima proposição nos diz que, no caso em que R é um anel de polinômios, temos 
que Diff%(R, A) é um R-módulo livre de posto infinito, a saber: 
Proposição 2.12 Todo DE Díffk'(R,A) possui uma única expressão da forma: 
D = 2::>a(D) ~"' 
<>EV 
com ca(D) E A, para todo a e ca(D) =O, para quase todo a. Além disso, D E Di f f%( R, A) 
se, e somente se, ca(D) =O, para ial > q. 
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Antes de demonstrar esta proposição, vamos ressaltar alguns fatos: 
Lema 2.13 Segue das propriedades de derivada parcial que: 
(i) ..L~(X") = 1. para todo a E V. a! ôX0 ' 
(ii) ~1 aia (Xi'i) = O, para todo f3 E V tal que lf31 :S la\, f3 f a. 
Além disso, todo DE Diff%(R,A) é unicamente determinado pelos valores D(X"), com 
\ai :S q. 
Demonstração: 
(i) Vamos mostrar por indução sobre \ai : 
Se \ai = 1 então a= e;, para algum i= 1, ... , n. Assim, ~! 8';a (X")= et (X;)= 1. 
Consideremos então \ai > 1. Podemos supor sem perda de generalidade que a = f3 + 
en, lf31 = \ai- 1. Logo, por hipótese de indução, J!aa:P(Xf3) = 1. Assim, ~!a'ia(X") 
- 1 ..J!!!2._ .•• &Pn+' (XI!' ... Xl3n+1) - _1_1. ...?!__ _&_ (XI!' ... Xiln+1)-
- f3t!···f3n-t!(,6n+l)! 8Xf1 axfn+l 1 n - .Bn+l {3! &XP ôXn 1 n -
= f3n1+1 J! aa:P ( (f3n + 1) Xf' ... X~")= i3n~1 (f3n + 1) J'raa:t(X13 ) =L 
(ii) Como lf31 < la\ e f3 f a, existe i = 1, ... , n tal que a; > f3i, digamos a; = {3; + m, 
1 Ô0 ( 13) - 1 8°1 aan ( /3, i3 ) 
com m > O. Portanto, a! ex a X - a! ext' · · · ax;:" X1 · · • Xn" = 
1 aol ac.i-1 ôoi+t ao:n am ôPi (X/3' X/3' XB ) = 
= a! axat ... ax'!fi 1 ••• âX~i+t ... ax$:n &Xrn &X~i 1 . . • i . . . n n 
1 l-1 1+1 I 1 
P:i! ~ • • • ôO:i-1 • . • &Oi+l . • . aet.n am (Xí31 ... x"' .... Xl!n) - o 
= l &X"' &Xo:i 1 ôX~:+t axe<n axrn 1 z n - . 
a. 1 i-1 t+l n : 
Agora, seja D E Diff%(R, A). Temos que {X" :a E V} consiste numa k-base livre de R. 
Assim, como D é um k-homomorfismo, basta conhecer os seus valores na base. Além disso, 
segue da Observação 2.8 que D = Do+ D., com Do E Di f!~( R, A) e Dq E Der%(R, A). 
Para determinar um elemento de Diff~(R,A) = HomR(R,A), basta saber o seu valor em 
1 = X 0 • Assim, resta apenas mostrar o resultado para D •. Mas como Dq E Derk(R,A), 
segue da fórmula das derivações de ordem superior que é suficiente conhecer os seus valores 
nos elementos da base com norma :S q. I 
Corolário 2.14 Para a E V, l:.a E Diffk"1(R, A) é unicamente determinado pelos valores 
l:.a(Xf3), com lf31 :S \a\, que são dados por: l:.a(X") =I e l:.a(X13 ) = Õ, para todo f3 E V 
tal que lf31 S \ai e f3 i- a. I 
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Demonstração de 2.12: Assim corno no lema acima, a partir da Observação 2.8 basta 
mostrar que se D E Der'{'(R, A) então D = '>' ca(D) .Ó.a, com ca(D) E A, para todo o, <tE~:;I!O 
e c.,(D) =O, para quase todo o. Com efeito, Do= D(1)R = D(1).6.0 =: eo(D).ó-0 . 
Assim, dado DE Der'{'(R,A), defina: 
AD := {mE N: :J! Dm E DerJ:(R, A) do tipo Dm = '>' Ca(Dm) .Ó.a, 
o:Ei,'-;:;o!o 
com (D- Dm)(Xf3) =O, V O::; liJI ::; m }. 
Vamos mostrar por indução sobre m que AD = N: 
q 
Para m = 1, basta tornarmos D1 = ~ D(Xi) .Ó.w (Vale ressaltar que ternos corno 
consequência o fato de que seDE Díff%(R,A) então ce,(D) = D(Xi), para 1 ::; í::; q, 
devido à condição de unicidade.) 
Suponhamos agora quem E AD. Então, existe um único Dm = L ca(Dm).Ó.a E 
o:EV, o:'ji!O 
DerJ:(R, A), com (D- Dm)(X13 ) =O, para todo ,8 com 1 ::; liJI ::; m. Devido à unicidade, 
se existir Dm+l nas condições de AD, então Dm+l = Dm + L c.,(Dm+d .6..,. Basta 
Ja!=m.+l 
tomarmos c.,(Dm+l) := D(X")- Dm(X") para todo o com lo I = m + 1. 
Assim, como D E Der'{'(R, A), então D E Der%(R, A), para algum q E N = AD, ou 
seja, existe um único Dq =L c.,(Dq).ó.., E Derk(R,A) tal que (D- Dq)(Xi3) =O, para 
1;$lo!S:q 
todo ,8 com 1 ::; IPI::; q, e a proposição segue do Lema 2.13. I 
Exemplo 2.15 Dert(R) é um R-módulo livre de posto n com base {âfâX11 ... , âfâXn}· 
As propriedades de c., ( D) dadas a seguir são de caráter apenas técnico, e serão usadas 
nas demonstrações de 2.30 e 2.44: 
Lema 2.16 Sejam D E Diffk'(R, A), ,8 = (,81, ... , iJn) E V e j E {1, ... , n }. Então 
Demonstração: Note que 
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se ,8; >O, 
se ,8; =O. 
= rr(XiJ!ô':PU)- XiJ!ô<;;P(f)) =O, para todo f E R. Se !3i >O, temos pelo Corolário 
2.14 que [~f3,Xi](X13-•1 ) = ~13(X13)- Xi~!3(x13-•1 ) = I- O = I, e [~f3,Xi](X') = 
~13(X"~+•1)- Xj~!>(X"~) =O- O= O, para todo 1 E V tal que 111 :S: 1!3- eil e 1 i- f3- ej, 
e o resultado segue novamente por 2.14. 
Assim, se D = I::Ca(D) ~" então [D, Xj] =I; Ca+e1(D) ~". 
aEV aev 
I 
Proposição 2.17 Sejam DE Derk(A) e D' E Difft(A). Então, para todo a= (ai. ... , an) 
E Wq+l, ie, la I = q + 1, temos 
n 
Ca(DD') = L ai D(Xi) Ca-e;(D'). 
i=l 
(É claro que se ai = O então Ca-e; ( D') não está definido; então, tomamos o somando 
correspondente como sendo zero por convenção.) 
Demonstração: Vamos mostrar por indução sobre q : 
Para q <O, não há nada a fazer. 
Assim, seja q ::;:: O, e seja a E Wq+I· Podemos assumir então a = e1 + !3, com 
Jf31 = q. Além disso, [D',Xt] E Diff%(A). Logo, temos por indução que c!3(D[D',X1]) = 
n n 
~ f3i D(X;) 9-e;([D',Xt]) = ~ f3i D(Xi) Ca-eJD') pelo Lema 2.16. 
Por outro lado, novamente por 2.16, temos que ca(DD') = c!3([DD', X 1]). 
Como DE Derk(A), temos que [DD',X1]-D[D',X1] = D(Xt)D'. Portanto, 9[DD', X1]-
c!3(D[D',X1]) = c13(D(Xt)D') = D(Xt)c13(D'). 
n 
Finalmente, ca(DD') = c13([DD',Xt]) = D(X1 )c13(D') + I; f3i D(X;) Ca-e;(D') -
n 
l=l 
=I; ai D(Xi) Ca-e;(D'). 
~=1 
I 
No presente caso em que A = ~' a próxima proposição identifica Diff%(A) com o 
A-submódulo de Diff%(R,A) definido por 'Dº(J) :={DE Diff%(R,A): D(J) = 0}. 
Proposição 2.18 Dado q E N, a função 
c.p: DiffZ(A)-+ 'Dº(J) 
(onde rr é a projeção canônica) é um k-isomorfismo. 
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Demonstração: Dados D E Diff~(A) e f E R, pode-se provar de maneira simples que 
[D,rr(f)]or, =[Dor.,/]= [<,o(D),J]. 
A partir destas igualdades se conclui, por indução sobre q, que de fato <,o( D) E Di f f% (R, A). 
Agora, é claro que [<,o(D)](J) =O, e assim <,o(D) E 1)q(J). É fácil ver também que <,o é um 
k-homomorfismo. Além disso, do fato de que r. é sobrejetora, conclui-se que <,o é injetora. 
- -
Provemos portanto que <,o é sobrejetora. Para isto, tome D E 1)9 (J). Como D : R-+ A é 
um k-homomorfismo e D(J) =O, D induz uma aplicação k-linear dada por 
D:A-+A 
f+ J >-+ D(f + J) = D(r.(f)) := D(f), 
ou seja, D =Dor.= <,o(D). Do mesmo modo se prova, por indução sobre q que tal DE 
Diff't(A). I 
Assim, daqui em diante, a seguinte identificação será usada frenquentemente neste tra-
balho para caracterizar os operadores de Diffk(A): 
Identificação 2.19 Vamos identificar 
DiffZ(A) ={DE Diff%(R,A): D(J) = 0}, 
Derk(A) ={DE DerJ,(R,A): D(J) = 0}. 
Vamos analisar a condição D(J) =O com certo detalhe. Definiremos a seguir alguns 
operadores diferenciais obtidos a partir de D, e na próxima proposição, vamos provar que 
para que D( J) seja zero, é necessário e suficiente que estes operadores se anulem em algum 
conjunto de geradores de J. 
Definição 2.20 Sejam DE Difff:'(R,A) e (3 = (f3I:···:f3n) E V. Defina: 
(D, X(3) := I><>+f3(D) tl,. 
<>EV 
Observe que (D, 1) =De seDE DiffHR, A) então (D,Xf3) E Diffz-1f31(R, A.). 
A seguir, daremos um lema técnico, que será usado na demonstração da próxima 
proposição. 
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Lema 2.21 Sejam DE Diffi:'(R,A), j3- (f3b···,f3n), ~I- b1, ... ,'/'n) E V e J E 
{l, ... ,n}. Então: 
(1) (D,Xi) = [D,Xil· 
(2) ((D,Xf3), X')= (D,Xf3+"~). 
(3) ([D, Xj], Xf3) = (D, XiXf3). 
(4) Se Xf3 = Xi, ... xi,, com Xi1 E {X11 ... ,Xn}, j - 1, ... ,s, então (D,Xf3) -
[ .. · [[D, Xi,], X.2 ], .. • , Xi,]. 
Demonstração: 
(1) (D,Xj} = I;ca+e,(D)b.a = l:ca([D,Xj])b.a = [D,Xj]. 
aEV c.EV 
Mais ainda, para a E v, Ca( ( (D, Xj ), X"~)) = Ca+"f( (D, Xf3)) = Ca+"f+f3(D) = Ca( (D, xf3+"1) ), 
o que prova (2). 
Agora (3) segue de maneira imediata a partir de (1) e (2), assim como (4) é consequência 
imediata de ( 3). I 
A proposição a seguir será particularmente interessante no caso em que I= J, caso este 
em que ela nos dá condições de fazermos a Identificação 2.19. 
Proposição 2.22 Seja I um ideal de R. Para D E Diff2(R, A) as seguintes condições 
são equivalentes: 
(i) D(I) c IA. 
(ii) [D, X;](l) C IA para todo i, 1:::; i:::; n, e existe um conjunto de geradores {fi} de I 
tal que D(fi) E I A, para todo j. 
(iii) (D,Xf3)(I) C IA, para todo j3 E V. 
(iv) (D,Xf3)(I) C IA, para todo j3 E Vq_ 1 , 
(v) Existe um conjunto de geradores {fú de I tal que (D, Xf3)(fi) E I A, para todo 
j3 E Vq- 1 e para todo j. 
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Demonstração: As implicações ( í) =? ( íí) e ( iíí) =? ( ív) =? (v) são triviais, e (i) =? ( iií) 
segue da parte ( 4) do lema acima. 
(íi) =? (í): Basta mostrar que, para todo ;3 E V e para todo j, temos D(X~fi) E IA. 
Vamos fazer tal prova por indução sobre J;3J : 
Para \;3\ =O, caímos numa das hipóteses de (ii). 
Se \;31 > O, podemos assumir que ;3 = e1 + /, com 1 E V. Assim, pela hipótese de indução 
e por (ii), temos que D(X13 fi)= [D,XI](X' fi)+ X1D(X~f;) E IA. 
(v)=? (i): Na verdade, basta mostrar que (v)=? (ii). 
Indução sobre q: 
A afirmação é trivial para q :::; O. Assim, assuma q 2:: 1. Por (3) do lema anterior e por 
(v) temos que ([D,X;],X13)(h) = (D,X;X13)(fi) E IA, para todo ;3 E Yq_2 e para todo j. 
Portanto, por hipótese de indução, [D,X;](l) C IA, para todo i, 1 :::; i:::; n. O resto da 
afirmação segue tomando ;3 =O em (v). I 
Note que se tomarmos I = J na proposição acima e usarmos a Identificação 2.19, 
obteremos o seguinte resultado: 
Corolário 2.23 Para D E DifJZ(R, A), as seguintes condições são equivalentes: 
(i) D E Diff%(A). 
(ii) (D, X~) E Diff't-li>I(A), para todo ;3 E V. 
(iii) (D,Xi>) E Diff%- 1131 (A), para todo ;3 E Yq_1 . I 
Usando estes resultados, vamos mostrar agora que em alguns casos, Diffl;(A) fica com-
pletamente determinado a partir de Diffk(A). 
Definição 2.24 Dados p,q E N e lembrando que Wp = {a E V : Jaj - p}, defina: 
<I>q,p: Diffk(R,A) x Wp -t Der'CP(R,A) 
(D,j3) >---+ (D,X~)- ((D,XIi)(l))R = 
(D,XIi)- ce(D) l::!.o 
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Proposição 2.25 Para p ::S:: q, temos a seguinte sequência exata de R-módulos: 
eq,p 
O-+ Diffk(R,A) '--+ Diff%(R,A)-+ 8 DerrP(R,A), 
fiEWp 
onde Gq,p(D) := (iPq,p(D,,6))!3EWp· 
Demonstração: Como e.,p(Difff(R,A)) c DerrP(R,A) = O, basta mostrarmos que 
Ker(Gq,v) c Difff(R,A). 
Suponha Gq,p(D) =O. Então (D,X13 ) = CJ3Llo, para todo ,6 E Wp. Mas (D,Xi3) = 
L: c<>+t3(D) .6."'. Logo, pela unicidade da expressão, temos que Ca+J3 =O, V a E V, I ai >O e 
V~ E WP. Portanto, ca(D) =O, V a E V, ia I > p, ou seja, D E Diffk(R, A). I 
De acordo com o Corolário 2.23, as aplicações if>q,p da Definição 2.24 induzem as seguintes: 
<.pq,p: Diff%(A) x Wp-+ Der%-p(A) 
(D,,B) >---+ (D,Xi3)- c13(D).6.o 
e segue da Proposição 2.25 que para p ::S:: q, temos uma sequência exata de A-módulos: 
O-+ Diffk(A) '--+ Diff%(A) ~ 8 Derrv(A), 
!SEWp 
onde Oq,p(D) := ( <.pq,p(D, ,6) )!3EWp· 
Definição 2.26 Seja q E Z. Defina: 
:Dk(A) := { (dt3);3EW,_1 E E& Dert(A) : df](xi) = d.,(xj), para todo ,6,1 E Wq- 1 
!3EWq-1 
com ,6 + ei = 1 +e h 1 ::S:: i,j ::S:: n }. 
Note que se D E DíffZ{A) e Oq,q-1(D) = (d/3);3EW,_1 então d13(x;) = c;S+e;(D). De 
fato, para ,6 E Wq-1 e j E {1, ... , n }, temos que d13(x;) = ( (D, XiS) - c13(D).6.0 )(x;) = 
)' Ca+J3(D) Lla(x••)- C;J(D)tlo)(xi) = Cf3(D).6.o(x••) + Ce;+f3(D).6..,(x••)- CIJ(D)tlo(x••) = 
&"(v 
Cf3+e;(D). Assim, se p + ei = 1 + ej então d13(xi) = c/3+e;(D) = C..,+e;(D) = d.y(xj), ou seja, 
Im(Oq,q-1) c ::Dk(A). 
Portanto, se denotarmos Oq,q-1 por Oq, teremos a seguinte sequência exata de A-módulos: 
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Será interessante para nós o caso particular onde q = 2. Assim, cabe aqui destacar a 
definição de 02 : dada a sequência exata O ---+ DiJR(A) '-7 Diflf(A) ~ :DHA) e 
observando que :DHA) = { (d,, ... , dn) E ffi Derk(A) : d;(xj) = dj(x;), para todo i,j }, 
•=1 
define-se 02 da seguinte maneira: 
Definição 2.27 Dado D E DiJJ't(A), Oz(D) := (d,, ... , dn), onde d; E Derk(A) é dado 
por d;(xj) = Ce;+e,(D). 
No caso em que J é principal, temos que 02 é sobrejetiva: 
Teorema 2.28 Se J é principal então a sequência de A-módulos 
O ---+ DiffHA) <-t DiJmA) ~ :D%(A) ---+O 
é exata. 
Demonstração: Temos que mostrar apenas a sobrejetividade de 02 : 
Suponhamos J = Rf, e seja (d1 , ••. ,dn) E :DHAJ. Vamos escolher r;j E R um re-
presentante de d;(xi) E A = ~ tal que rij = rj;, para todo i,j. Como cada d; é uma 
derivação em A, usando a Identificação 2.19 obtemos que 
(E;) .ç., r .2.L - g·f L....t ~J ax- - ~ ' 
;=1 J 
com g; E R. Agora, diferenciando cada E; com relação a X; e somando os resultados sobre 
1 :::; i :::; n obtemos 
.ç., ( .ç., a ( ) ) .2.L .ç., fl. " a' f ( .ç., !?.&. )f .ç., .2.L L... L... ax r;i &X· + L... r;i &X' + 2 L... r;i &x &X· = L... ax + L... 9i ax., 
;=1 l=l • } ;=1 J i<; • J ;=1 J J=l J 
(lembrando que r;j = rji), e dividindo a soma por 2, obtemos 
.ç., b·· .2.L +! .ç., r·· &'f+" r &'f -gj L....t tJ 8X- 2 L....t 1J âX2 LI tJ 8X·ôX· - ' 
J=l ) ;=1 J i<J ; J 
com b;1 , ••• , b;., g E R. 
Defina D :=I: c,(D) À, E Diff't(R, A) por eo(D) :=O, c • .(D) := rr(b;) e Ce;+e,(D) := 
aEV2 
rr(r;j) = di(xj), 1:::; i,j:::; n. 
n n 
Assim, temos que D(f) =I; c., Àe,(f) + I: Cze, À2e,(f) + I: Ce;+e, Àe;+e,(f) 
J=l J=l i<J 
=f: rr(bj)rr(;j) +f: rr{rjj)rr(La;.f) +I: rr(r;j)rr(a1'fx) 
J=l J J=l ; 2 i<j • • 
= rr(gf) =O. 
n 
Além disso, (D,X;) =I: Ca+e;(D) À, = rr(b;) Ào+ I: rr(r;j) Àe1 , de modo que (D, X;)(f) = 
aEV1 ;=1 
n ôf 
rr(bd +I: r;j &X ) = O por (E;). Ou seja, (D, Xfi)(J) = O, para todo f3 E Ví.. Portanto, 
;=1 J 
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D(J) = O pela Proposição 2.22. Ou seja, de acordo com a Identificação 2.19, obtemos 
DE Difff(A). Como Ce;+e,(D) = di(Xj), segue da Definição 2.27 que O(D) = (d,, ... ,dn)· 
I 
Observação 2.29 Nem sempre temos Oq sobrejetiva, mesmo J sendo um ideal principal. 
Exemplo: Vamos mostrar um caso em que 03 não é sobrejetiva. 
Tome n = 2, e J = Rf, onde f= X?- Xl. 
Para (3 E Wz, defina d13 E Derl(A) da seguinte maneira: d(z,o) = 8x1 6.e, + 12x2 6.e, 
d(I,I) = 12x2 6.., + 18xi 6.., d(o,z) = 18xi 6.., + 27x1xz 6..,. Não é difícil ver que d := 
(d(z,o), d(l,l)• d(o,z)) E :D%(A). Suponhamos por um momento que exista D E Dif/l(A) tal que 
03(D) = d = (d(z,o).d(I,I).d(o,z))· Identificando, temos que D = I: ca(D) 6." e D(J) = O. 
aEVs 
Se definirmos Cij := C(i,j)(D), como d13(xi) = c13 + ei(D), para todo (3 E W 2 , teremos 
c30 = 8x1o c 21 = 12xz, c12 = 18xi, e Co3 = 27x,x2 • Pelo Corolário 2.23, temos que D(f) = 
O, (D, x1)(!) = O e (D, xz)(f) = O. Portanto, (D, xz)(f) - 2x2 D(f) = O, cujos cálculos 
implicam que 7 + 6czo E (xb x 2 ). Analogamente, de (D, x 1)(!) = O, podemos obter que 
6 + 3c20 E (x1 , xz). Logo, 2(6 + 3czo)- (7 + 6czo) = -5 E (xb xz), uma contradição. 
Portanto, em alguns casos podemos determinar Difff(A) completamente a partir de 
Diff/;(A), muito embora Diffí(A) geralmente não seja gerado por Difft(A). Esta relação 
entre Diff/;(A) e Dif/l(A) levou Singh [10] a propor a seguinte pergunta, mais forte do 
que a Conjectura de Nakai: "Se Difff(A) for gerado por Diff/;(A) então A é regular?". • 
É no sentido desta conjectura que será desenvolvido o restante deste capítulo. 
2.3 Operadores Diferenciais em uma Curva Plana 
Consideremos A como o anel de coordenadas de uma variedade algébrica afim reduzida 
X. Vamos mostrar que no caso em que X é uma curva plana, temos uma confirmação da 
conjectura de Singh, e portanto da conjectura de Nakai. 
Assim, mantendo a mesma notação da seção anterior, vamos assumir n = 2 e J = Rf 
um ideal principal, próprio e não-nulo de R= k[X1 , X2]. 
'No próximo capítulo, será demonstrado que a conjectura de Singh em geral não é válida. 
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Note que, neste caso, ternos: 
Para i= 1,2, seja fx, := 1r(#) e seja !li:= {d(xi): dE Derl(A)}. Ternos que a1 e Clz 
são ideais de A, já que Dert{A) é um A-subrnódulo de Homk(A). 
Vamos dar a seguir duas propostçoes que serão usadas para demonstrar o resultado 
principal. A primeira delas consiste em um resultado interessante obtido por Singh no 
processo de demonstrar o Teorema 2.36, a saber: Se X é uma curva plana, então o quociente 
Diff&(A) • · .+ a1 na, Diff~(A)Diff~(A) e zsomOTJO a a,a, . 
Para tanto, defina: 
r: :V%{ A) -t Clt n Clz 
(dt, dz) >-+ dt(xz) = dz(xt), 
que é claramente A-linear e sobrejetiva, pois se a E a1 n a2 , então a= d(x 1 ) = d'(x2 ), d, d' E 
Dert{A). Assim, (d',d) E ::D%(A) e r(d',d) = d'(x 2 ) = d(x 1 ) =a. Vamos definir também 
cr := r02 : Dijjf(A) -t a1 n a2 , 
onde 02 é a função definida em 2.27. 
Proposição 2.30 Se fx, e fx, são não divisores de zero em A, então r é um isomorfismo, 
e a sequência de A -módulos 
é exata. Além disso, cr(Dijfl(A)Dif!J;(A)) = a1 a2 . Em particular, temos um A-isomorfismo 
d Dif!&(A) a, na2 • Difn(A) ~ a1 na2 
e Diff~(A)Diff/;(A) em a,a, ' OU SeJa, DiJJlcA)Diff~(A) = a,a, 
Demonstração: Para mostrar que r é um isomorfismo, basta mostrar a injetividade. 
Assim, note que se d E Derf(A) então d = d(x1) 8t + d(x2 ) 8~2 e d(J) = O, ou seja, 
d(xt)fx, + d(xz)f,, = O. Corno fx, e fx, são não divisores de zero, ternos que d(xt) = O 
se, e somente se, d(xz) = O. Consequenternente, d = O se, e somente se, d(x1 ) = O se, e 
somente se, d(x2 ) =O, o que prova a injetividade de r. Daí, a exatidão da sequência segue 
do Teorema 2.28. 
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A parte restante do teorema segue se mostrarmos que o-(Derf(A)Der1(A)) = 111112 , pois 
pelo Lema 2.11, temos que Díffl;(A)Díffk{A) = Díffl;(A) + Derk(A)Derk(A), e além 
disso, o-(Díffl(A)) =O, pois lh(Díffl;(A)) =O. Assim, sejam D,D' E Derk(A) e seja 
(} 2 (DD') = (d1 ,d2). Então o-(DD') = r(d1,d2 ) = d1(x2 ) = C(l,l)(DD'), segundo a Definição 
2.27. E pela Proposição 2.17, temos que c(1 ,1)(DD') = D(x1)c(o,1)(D') + D(xz)c(!,o)(D') = 
D(xi)D'(x2 ) + D(x 2 )D'(xi), o que prova que o-(Derk(A)Derk(A)) C 111112 . Reciprocamente, 
sejam ai E a;, í = 1,2. Escolha D,D' E Der);(A) tais que a 1 = D(x1), a 2 = D'(x2). Sejam 
~ := D(x2 ), bz = D'(xi). Novamente, como D, D' E Der};(A), temos respectivamente que 
arf,1 + brf,2 = O e bzf,, + azf,, = O. Então O = az(arf,, + brf,,)- b!(bzf,, + azfx,) = 
( a 1a 2-b1b2)fx1 • Como f,, é não divisor de zero, temos que a 1a 2 = b1bz, e pelos cálculos acima 
segue que o-(DD') = a1a2 + b1bz = 2a1a2, o que mostra que 111112 C o-(Derk(A)Derk(A)), e 
o teorema está provado. I 
A proposição a seguir será de fundamental importância para a conclusão da prova do 
resultado principal. No entanto, embora essencial, trata-se de um resultado auxiliar, de-
monstrado por S. Dutta no artigo [10] de B. Singh, e sua demonstração requer noções de 
filtração e sequências espectrais, conceitos de álgebra homológica que fogem do tema central 
deste trabalho, e portanto optamos por omiti-la. 
Proposição 2.31 Sejam I~: Iz ideais de R que contêm f. Assuma que f, e f, sejam de 
comprimento finito e que I1 +h "f R. Então Torf(f,, ~)"f O. 
Na prova do Teorema 2.36, vamos utilizar ainda os conceitos de completamento (ver 
seção sobre Completamentos no capítulo preliminar), uma ferramenta que permitirá concluir 
a demonstração devido ao fato dos anéis completados terem boas relações com o anel ori-
ginal, principalmente no caso de anéis locais. Vamos demonstrar a seguir dois lemas sobre 
derivações e completamento. 
Lema 2.32 Sejam (Â, m) o completamento m-ádico de uma k-álgebra afim local (A, m) e 
D E Derk(A). Então D se estende a uma derivação em Â. 
Demonstração: Seja x E Â. Temos que A, munido da topologia m-ádica, é um espaço 
métrico (1.56 e??). Assim, como A é denso em Â, existe uma sequência {xi}f,;1 C A tal 
que lím Xi = x. Em particular, { xi}T,;1 é uma sequência de Cauchy em Â. Portanto, dado 
•~oo 
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N E N, existe No tal que, para quaisquer m, n > No, Xm - Xn E mN. Por 1.60 ternos 
A 
que Xm - Xn E mN nA = ( mN) nA = mN. Sejam = (r, ... , r,). Então Xm - Xn = 
G(r, ... , r,), onde G E A[X1, ... , X,] é homogêneo de grau N. Como D E Derk(A), então 
D(xm - xn) = G'(r, ... , r,), com G' E A[X1, ... , X,] homogêneo de grau N- 1, ou seja, 
D(xm)- D(xn) = D(xm- Xn) E mN-I, para quaisquer m,n > N0 • Portanto, {D(x;)}~I é 
urna sequência de Cauchy em A C .4 .. Como Â é completo, {D(x;)}~1 converge em Â, ie, 
existe lim D(x;). Assim, defina: 
·~= 
. . . 
D:A--+A 
x--+ D(x) = D( lim x;) := lim D(x;). 
1-+00 •-+OO 
É claro que D é urna extensão de D, ou seja, D(a) = D(a), para todo a E A. Resta 
apenas mostrar que de fato D E Derk(A). Para isto, sejam lim x; = x, lim y; = fj E Â. 
•-+oo t-+oc 
Como a topologia m-ádica torna A um anel topológico, i e, com as operações contínuas, então 
D(xfj) = D(lim x; · lim y;) = D(lim x;yi) = lim D(x;y;) = lim (D(x;)y; + x;D(yi)) -
J-+oo ~-+co ~-+co •-+oo c-+oo 
lim D(x;) ·fim Yi + lim x; ·lim D(yi) = D(x)fj + xD(fj). I 
i-+co Í-+00 •-+co i-l-CO 
O segundo lema que será demonstrado a seguir é o chamado Lema de Zariski. Mas antes 
do resultado, precisamos de algumas definições, a saber: 
Definição 2.33 Sejam R um anel e XI, ... , Xn variáveis. Para cada d = O, 1, ... , seJa 
Fd o módulo dos polinômios homogêneos de grau d em R[XI, ... ,Xn]· O conjunto F das 
= 
somas infinitas {L; a; : a; E F;} forma um anel com as operações: 
t=O 
La;+ Lbi = L(a;+b;), La;. Lbi =L( L a;bjl· 
s i+j=s 
F é chamado o anel das séries de potências formais (ou simplesmente séries de potências) 
nas variáveis XI, ... , Xn com coeficientes em R, e é denotado por R[[ X, ... , XnJl· 
Seja R um anel semi-local completo com radical de Jacobson m, e sejam x1 , ... , Xn 
elementos de m. Seja RI C R um subanel de R. Se XI, ... , Xn são variáveis sobre R1, então 
existe um homomorfismo <P de RI[[X, ... , Xn]] em R tal que <P(X;) = x;. A imagem deste 
homomorfismo <Pé um subanel de R denotado por RI[[x, ... , xn]]. 
Definição 2.34 Se o homomorfismo <P for injetor, dizemos que XI, ... , Xn são analitica-
mente independentes sobre R1 . 
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Lema de Zariski 2.35 Sejam (A, m1 , ••• , ms) um anel completo semi-local que contém o 
corpo dos números racionais e m = 8(A) = m1 n · · · n ffi5 • Suponhamos que exista uma 
derivação D em A tal que D( x) é uma unidade em A, para algum x E m. Então A contém 
um anel A1 de representantes de (~) tal que: 
(a) D=O emA1 ; 
(b) x é analiticamente independente sobre A1 ; 
Demonstração: D( x) é unidade em A. Então, sem perda de generalidade, podemos con-
siderar D( x) = 1 (pois caso contrário, basta substituir D por D(x) D ). Consideremos o 
operador e-xD := I- xD + ~2 D2 - ~~ D3 + · · · , onde I denota a aplicação identidade em 
A. A prova consiste em observar que: 
(1) e-xD é um endomorfismo de A; 
(2) Se tomarmos A1 := Im(e-xD) então D é zero em A1 ; 
(3) O núcleo de e-xD é o ideal principal (x) = Ax; 
( 4) a restrição de e-xD a A1 é a aplicação identidade. 
A afirmação (1) segue do fato de D ser uma derivação. 
Para provar (2), seja a1 E A1 = Im(e-xD). Então existe a E A tal que a1 = e-xD(a) = 
a- xD(a) + ~2 D2(a)- ~3 D3 (a) + · · · . Deste modo, 
D(ar) = D(a)- D(xD(a)) + D( ~2 D2 (a))- D( ;!' D3 (a)) + ... = 
= D(a)- [D(x)D(a) + xD2(a)] + [D( ~2 )D2 (a) + ~2 D3 (a)]- ... = 
= D(a)- D(a)- xD2 (a) + xD(x)D2(a) + ~2 D3(a)- ... = 
Como podemos observar, teremos que D(a1) =O, para todo a1 E A1. 
Logo, e-xD(ar) = a1- xD(ar) + ~2 D2 (ar)- ~3 D3 (a 1 ) + · · · = a1, para todo a1 E Ar, 
e a afirmação (4) está provada. 
Finalmente, se O = e-xD(a) = a - x D(a) + ; D2 (a) - ~~ D3 (a) + · · · então 
a = x(D(a) - ~D2 (a) + ~: D3 (a) + · · ·) E (x). Por outro lado, como e-xD é um 
endomorfismo, para provar que ker(e-xD) = (x) basta mostrar que e-xD(x) =O. Assim, 
e-xD(x) = x- xD(x) + ~2 D2 (x)- ~3 D3 (x) + · · · = 
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= x- x + ~2 D(D(x))- ~' D(D(D(x))) + · · · 
Como D(x) = 1 e D(l) =O, segue que e-xD(x) =O. 
Assim, pelo Teorema do Isomorfismo, temos que (~) ~ A1 . Além disso, segue das afir-
mações (2) e (3) que A1 n (x) = (0). Portanto, A1 é de fato um anel de representantes de 
A 
(x)" 
Vamos provar agora que A= A![[x]] : 
(Ç) Seja o E A. Vamos construir por indução sobre numa sequência {an};;"=1 C A1 tal 
que a- ao- a1x- · · ·- anxn E (xn+l) Ç mn+l: 
Para n =O, tome ao:= e-xD(o) E Im(e-xD) = A1. Assim, temos que e-xD(o- ao) = 
e-xD (a) - e-xD ( e-xD (o)) = O, já que a restrição de e-xD a A1 é a identidade, ou seja, 
o- ao E ker(e-xD) = (x) Ç m. 
Suponhamos então que existem ao, ... , an E A1 tais que o - a0 - • • · - anxn E ( xn+l ), 
ou seJa, 
o - a0 - • • • - anxn = xn+l j3, com j3 E A 
= xn+l(j3-e-xD(j3)+e-xD(j3)), comj3-e-xD(8) E ker(cxD) = (x) 
= xn+l(x-y) + xn+le-xD(j3) 
= xn+Z-y + xn+le-xD(j3). 
Então a- ao-···- anxn- e-xD(,B)xn+l E (xn+2). Basta tomar an+l := e-xD(j3). 
Assim, acabamos de mostrar que dado n E N, existem a0 , ..• , an E A1 tais que 
Como {A, m, m2 , m3 , .. . } constitui uma base de vizinhanças de O E A na topologia natural, 
temos que o - ao - ... - anXn ---+ o. ou seja, ao + alx + ... + anxn ---+ o. Portanto, 
n-+oo ' n-+oo 
n oo 
o =!L'?:; ~ a;xi = ~ aixi E A1 [[x]]. 
00 . (2) Seja~ a;x' E Al[[x]]. Considere a seguinte sequência {fm(x)}:=, C A, onde 
m fm(x) :=L: a;xi. Note que paras< t, temos j,(x)- f,(x) = a,+lx•+l + · · · + a,x' E m•+l. 
1=0 
Portanto, {fm(x)}:=o C A é uma sequência de Cauchy (lembrando que na topologia nat-
ural temos um sistema de vizinhanças de O E A dado por {A, m, m2 , m3 , ... } ) . Como A é 
oo m 
completo, existe ,Li~ fm(x) E A. Assim,~ a;xi =Li~~ a;xi = Li~fm(x) E A. 
Resta mostrar que x é analiticamente independente sobre A1 • Primeiramente, vamos 
mostrar que X é não divisor de zero em A. Como nmn = o (1.56), basta provar que se 
n 
ax =O, a E A então a E (xn) C mn, para todo n;::: 1. Vamos fazer esta prova por indução 
sobre n. Lembrando que D é uma derivação e que D(x) = 1, temos que O = D(O) = 
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D(ax) = aD(x)+xD( a) = a+xD(a). Logo, a E (x), e a afirmação está provada para n = 1. 
Suponhamos a= xn-1 (3, com ,B E .4 .. Como acabamos de ver, temos que a= -xD(a), e 
D(a) = D(xn-1(3) = (n-1)xn- 2(3+xn- 1 D((3). Assim, a= -x[(n-1)xn-2(3+xn-lD((3)] = 
= -(n-1)xn-1 ,8 -xn D((3) = -(n-1)a-xn D((3). Portanto na = -xnD((3), donde a E (xn), 
e deste modo obtemos que x é não divisor de zero em A. 
= 
Suponhamos por um momento que~ aixi =O, ai E A 1 • Então a0 E A1 n (x) = (0), 
= = donde ~ aixi =O, ai E A 1 • Como x é não divisor de zero, temos ~ ai+1xi =O, ai E A1• 
Novamente, teremos que a 1 E A1 n (x) = (0). Prosseguindo analogamente obteremos que 
ai =O, para todo i, e o resultado está demonstrado. I 
Vamos agora finalmente provar a conjectura de Singh (e portanto a de Nakai) para 
curvas planas: 
Teorema 2.36 Seja J um ideal principal próprio de R= k[X1 , X 2] e seja A=~· Assuma 
que A é reduzido. Então A é regular se, e somente se, Difff(A) = Difff(A)Diffl;(A). 
Demonstração: 
Se A é regular, então a igualdade Diff'f(A) = Diffl(A)Diffl(A) segue de ([2], IV, 
16.11.2). 
Reciprocamente, seja J = Rf. Se f = O, não há nada a fazer. Podemos então assumir 
f '#O. Seja f = h··· fs a fatoração prima de f em R. Como k é infinito, segue de ([17], 
Lemma II.3.2) que podemos fazer uma mudança linear de variáveis de modo que %Jt '# O, 
' para todo i = 1, ... , s, j = 1, 2. Além disso, f não tem fatores múltiplos, pois A é reduzido. 
L f - d. 'd _21_ . d . - 1 . .2L f' 2.l.;_f f- f A . ogo, i nao IVI e ax1 , para to o z - , ... , s, pois ax1 == f=1: ax1 1 • · • i··· s· sstm, 
se fx 1 a = O, para algum a = g E A, então f divide 8~ g. Em particular, cada fi divide 
8~ g mas não divide &~, e portanto divide g. Ou seja, fx, e analogamente fx, são não 
divisores de zero em A. Como d := fx,f:::.(t.o)- fx,f:::.(o.t) E Deri;(A) por 2.19, temos que 
fx 1 = d(x 2 ) E llz e fx, = d(xt) E llt· Assim, como dim(A) = 1, segue do Teorema do 
Ideal Principal de Krull que dim( A) = O = dim(A). Logo. A e A têm comprimento finito 
111 ll2 ' llt ll2 
([17], Proposition V.2.5). Como Diff'f(A) = Difft(A)Difft(A), temos pelo Teorema 2.30 
que O = a, na, ::::: Torf(aA, aA) = Torf( 1R. ~), onde I; é o ideal de R que contém f tal a1 az 1 2 1 ' l2 
que a; = !y, j = 1, 2, e portanto / 1 + /2 = R pela Proposição 2.31. Disto segue que 
um ideal maximal de A não pode conter ao mesmo tempo a1 e a2 • Vamos tomar então 
um ideal maximal m de A, e digamos que a1 não esteja contido em m, ou seja, existe 
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D E DerHA) tal que D(x!) !/. m. Como fx, #O, x1 é transcendental sobre k, e além disso, 
~ é algébrico sobre k (Teorema de Zeros de Hilbert [17], Proposition 1.3.2). Portanto, 
m contém um polinômio não-nulo h(x1) E k[x1]. Escolha este h = g de grau mínimo. 
Assim, D(h) = (D(x1).6.(1,o) + D(xi).6.(o,1j)(g) = D(xi)1r(e'l,) !f. m. Portanto, D(m) r/. m. 
Consideremos agora o anel local (Am, mAm)· Vamos tomar B :=A:; o completamento mAm-
ádico de Am· Então B é local, com ideal maximal n := mÂm. Como vimos em 2.32, D pode 
ser estendido a uma derivação D de B. Ainda, D(n) r/. n, ou seja, existe y E n tal que D(y) 
é uma unidade em B. Assim, pelo Lema de Zariski (2.35), B contém um anel B1 tal que 
B = B1[[y]], com y analiticamente independente sobre B1. Ainda, como y é não divisor de 
zero de B, temos que dim(B1) = dim(B) -1, onde dim(B) = dim(Am) = dim(A) = 1. Pelo 
Lema 1.66, temos que B é reduzido. Logo, B 1 é um anel noetheriano reduzido de dimensão 
zero, portanto isomorfo a um produto direto finito de corpos ([17], Proposition 11.1.5), e 
portanto regular (1.29). Consequentemente, temos que B é regular (1.64) e, finalmente, 
segue que Am é regular (1.63). Isto prova que A é regular. I 
2.4 A[T] e A[T, T-1] 
Este é apenas um parágrafo prelirrúnar onde veremos algumas propriedades técnicas sobre 
os anéis A[T] e A[T, T-1], as quais fornecem informações sobre o próprio anel A. O interesse 
reside fundamentalmente na última proposição, um resultado importante que será usado 
na prova do teorema da seção seguinte. Vamos trabalhar com k um anel noetheriano, A 
uma k-álgebra finitamente gerada e T uma variável sobre A. 
Seja u : A '-+ A[T] a inclusão natural. Para i E N, seja p; : A[T] -+ A a aplicação 
A-linear definida por f= L; (T -1); p;(f), para f E A[T]. Defina ainda: 
;~0 
q;: Difff'(A[T])-+ Difff'(A) 
D >-+ p;Du. 
Note que de fato p;Du E Difff'(A). Com efeito, q;(D) = p;Du E Homk(A), pois p; 
é A-linear. Além disso, vamos provar por indução sobre q que se D E Diff[(A[T]) então 
q;(D) E Díff%(A). Sendo a afirmação clara para q <O, podemos assumir q ~O. Assim, para 
quaisquer elementos a, b E A, temos que [q;(D), a](b) = q;(D)( ab)- aq;(D)(b) = p;Du( ab)-
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ap;Du(b) = p;Du(ab)- ap;Du(b) = p;(Du(ab)- aDu(b)) = p;[D,a](u(b)) = p;[D,a]u(b). 
Portanto, segue por hipótese de indução que [q;(D), a] = pi[D, a]u = q;([D, a]) E Diffr'(A), 
ou seja, qi(D) E Dif!Z(A). 
Observe ainda que Du = I: (T- l)i uqi(D), para D E Diffk'(A[T]), pois para todo 
•>O 
a E A, temos que Du(a) =I: ('r -l)ip;(Du(a)) =I: (T -l)iuq;(D)(a). 
~::::o ~::::o 
Considere Diffk' (A, A[T]) como um A[T]-módulo de maneira natural. Para D E 
Dif!.\(A,.4.[T]), vamos denotar por 11(D) o seguinte k[T]-endomorfismo de A[T] obtido 
a partir de D por extensão de escalares: 
11(D) : A[T]-t A[T] 
?; a;Ti >-+ ?; D( a;)Ti, 
a partir do qual podemos definir a seguinte aplicação A[T]-linear: 
11 : Diff.\(A, A[T]) -t Diffk[TJ(A[T]) c Diff.\(A[T]) 
D >-+ 11(D), 
com f1(Dif!Z(A,A[T])) C Diff%[T](A[T]) C Dif!Z(A[T]) para todo q. De fato, para todo 
)' a;Ti E A[T], tem-se [11(D), I: a;Ti] = I: Tif1([D, a;]), e a afirmação segue por indução 
~ t?:O t?:O 
sobre q. 
No que segue, identifique Diff.\(A) como um A-submódulo de Diffk'(A, A[T]) via /1, 
e assim denote por À a restrição de f1 a Diffk'(A). 
Lema 2.37 (1) ?; (T -l)iuq;f1 = identidade em Diffk'(A, A[T]). 
(2) Para todos E N, temos que q0T 5 À =identidade em Diffk'(A). 
(3) Se D, D' E Diff.\(A), então .\(DD') = .\(D)>.(D'). 
Consequentemente, À(Dif!Z(A)Dif!f(A)) C Di!JZ[T](A[T])Diffk[T](A[T]), para to-
do q,p E Z. 
(4) q0 (Dif!Z(A[T]) Diffk(A[T])) C Dif!Z(A) Di!Jf(A), para todo q,p E Z. 
Demonstração: 
(1) Seja DE Dif!.\(A,A[T]). Para todo a E A,~ (T -l)iuq;(f1(D))(a) = 11(D)u(a) = 
11(D)(a) = D(a), ou seja,?; (T -l)iuq;f1(D),;;; D. 
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(2) Primeiramente, vamos observar que p0 (aT5 ) = a, para todo a E A e para todo 
s E N. Assim, seja DE DiffJ:(A). Para todo a E A, temos que (q0T 5 Ã(D))(a) = 
p0 (T5 Ã(D))u(a) =po(PD(a)) = D(a), ou seja, qoT'>.(D) = D. 
(3) Para todo E aiTi E A[T], temos que >.(D)>.(D')(l: aiTi) = >.(D)(I; D'(ai)Ti) = 
;>O ~>o 1>0 
=I; DD'(ã;)Ti = >.(DD')(L; (ai)Ti). - -
t2::0 t;?:O 
(4) Sejam DE DiffX(A[T]) e D' E Dif!f(A[T]). Por (1), temos que 
D'u =I; (T -l)i uqi(f.l(D'u)) =I; (T- l)i uqi(D'). 
i?;O t?:O 
Logo, 
DD'u = )' D(T-l)iuqi(D') =E ([D,(T-l)i] + (T-1)iD)uqi(D'), ~ :?;0 
e assim, 
qo(DD') = PoDD'u =E Po([D,(T -1)i] + (T -l)iD)uqi(D') = 
t,?:O 
=I; q0 ([D,(T -l)i] + (T -l)iD)qi(D') E Diff%(A)Diffk(A). I 
t2;:0 
A seguir, vejamos o comportamento de DifJZ(R,A) segundo a formação de módulos 
quocientes: 
Seja S um subconjunto multiplicativamente fechado de R. Se k for noetheriano e R 
for uma k-álgebra finitamente gerada, então, para cada q, existe um isomorfismo natural 
s-1 (DiffZ(R, A)) ~ DifJZ(S-1 R, s-1 A), como pode ser visto em ([2], IV, 16.4.15). Segue 
então do Lema 2.6 que s-1 (Der%(R, A))~ Der%(S-1 R, s-1 A). 
Vamos mostrar este isomorfismo para o anel A[T] e seu sistema multiplicativamente 
fechadoS= {1, T, T 2 , ••• }. Tal isomorfismo será usado para identificar DiffJ:(A[T]) como 
um A[T]-submódulo de DiffJ:(A[T, T-1]) : 
Considere o módulo de frações (A[T))r = S-1(A[T]). Note que (A[T])r ~ A[T, r-1]. De 
fato, basta tomar o seguinte isomorfismo: 
,P : A[T, T-1] -+ s-1 ( A[T]) 
a_5 T-s + a-s+lr-s+1 +···+ao+···+ amTm f-t ai: + ",ç,':};,' +···+ao+··· amTm = 
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a 3 + U-stlT + ··· + aoT 5 + ... + amTm+s 
T' 
(a inversa 1/J-1 é dada por 1/;-1 : s-1 (A[T]) -+ A[T, T-1] 
Assim, considere o seguinte homomorfismo: 
'P: Diffk'(A[T]) -+ Diffk'( (A[T])r) S"! Diffk'(A[T, T-1]) 
D >-+ lf, 
onde lf é definido da seguinte forma: dizemos que um elemento "?:) E (A[T])r está na 
forma irredutível se T' não divide g(T). Assim, para 9J,:l E (A[T])r, tome a sua forma 
irredutível 9J,:l e defina Jf( 9J,:1) := D(?(.T)). Claramente, 'P é um A[T]-homomorfismo e lf 
está bem definido. Além disso, como T é não divisor de zero em A[T], segue que 'Pé injetivo. 
Resta apenas mostrar que lf realmente pertence a Diffk'( (A[T])r ). 
Vamos mostrar por indução sobre q que seDE DiffZ(A[T]) então lf E Di f f%( (A[T])r). 
Para q < O não há nada a fazer. Então, considere q > O e sejam 1J,:l e 9J~l E (A[T])r. 
Podemos supor sem perda de generalidade que 1J,:1 e "J~l estejam na forma irredutível. 
A . [f2 J(T)j(g(T)) _ f2(f(T)g(T)) _ J(T) f2(g(T)) _ D(f(T)g(T)) _ j(T) D(g(T)) _ SSlm, 1 7 ys T= - 1 ys ym ys 1 ym - ys+m ys ym -
_ D(f(T)g(T))-f(T)D(g(T)) _ [D,j(T))(g(T)) _ 1 [D,J(T)](g(T)) _ 
- ys+m - ys+m - Ts ym -
=i, cp([D,J(T)])("f~l) =i, [D,{(TU("j~l). 
Logo, ['f, 1J.:l] = i, [D,{(T)J E Diff%- 1 ( (A[T])r), por hipótese de indução. I 
Deste modo, podemos considerar Diffk'(A[T]) como um A[T]-submódulo de 
Diffk'(A[T, T-1]). 
Lema 2.38 Seja D E DiffZ(A). As seguintes condições são equivalentes: 
(i) DE DifR(A) Diff%-1(A). 
(ii) >.(D) E Diffl(A[T]) Diff%-\A[T]). 
(iii) >.(D) E DifR(A[T, T-1]) Diff%-1 (A[T, T- 1]). 
Demonstração: (i) =? (i i) segue direto de 2.37 (3), enquanto que a identificação acima 
m 
nos dá claramente (ii) =? (iii). Vamos assumir então (iii). Portanto, >.(D) = :Z::: DjDj, 
;=1 
com Di E Diffl(A[T,T-1]) e Dj E Diffz-1 (A[T,T- 1]). Como A é k-álgebra finitamente 
gerada, existes E N tal que T' DiDj E Diffl(A[T]) Diffz-1(A[T]), para todo j = 1, ... , m, 
m 
e portanto T' >.(D) =I: T' DiDj E Diffl(A[T]) Diffz-1(A[T]). Pelo Lema 2.37 (4), temos 
;=1 
que q0(T'>.(D)) E Difft(A) Diff%-1 (A), e o resultado segue por 2.37 (2). I 
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Como consequência imediata do lema, temos o seguinte resultado fundamental: 
Proposição 2.39 Se Díff%(A[T]) = Díffl(A[T])Díffz-1(A[T]) ou Diff%(A[T,T-1]) = 
DifR(A[T, T-1]) Diff1-1 (A[T, T-1]) então Di f!%( A) = Díff/;(A) Díff1-1 (A). I 
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2.5 Operadores Diferenciais em Cone Tridimensional 
Neste parágrafo, vamos provar que a conjectura é verdadeira no caso em que X é um 
cone tridimensional. Assim, aqui R = k[X1, X 2 , X3] e J = RJ, com f E k[X1, Xz, X3] 
homogêneo. 
- V G G eoa . ( eoa) Notaçao: Para a E e E R, xo := axo e Gxo := rr axo . 
Os dois lemas dados a seguir são apenas resultados técnicos, usados para demonstrar o 
teorema principal. 
Lema 2.40 Suponhamos que J = R f e que { X1, fxn} seja uma sequência A-regular, e seja 
D E Diff%(A). Suponhamos ainda que ca(D) E x1A, para todo a E Vg tal que an = O. 
Então existe D' E DifJZ(A) tal que D = x 1D'. 
Demonstração: Vamos mostrar que ca(D) E x 1A, para todo a E Vg, por indução lexi-
cográfica sobre ( q - I a I, an) : 
Seja a E Vg. Para an =O, não há nada a fazer, e portanto podemos assumir an :2: 1. Seja 
(3 :=a- en. Pelo Corolário 2.23, (D, X 13} E DiffZ-1131 (A), e como c13(D) D..0 (f) =O, temos 
que 
o= (D, X 13 } = L C.,+f3(D)D...,(f). 
-yEVq-IPI 
hi>O 
Assim, seja 1 E V.-if31, hl >O. Se h• + f3! > la!, é claro que (q- h+ f31,(1 + ,B)n) < 
(q -lal,an), lexicograficamente. Se h+ f3! :::; la!, então !1! = 1, h+ f31 = la! e assim 
1 = en ou "'n = O. Logo, para todo índice 1 f en que aparece na soma acima, temos que 
(q- h+ f3!,"fn + f3n) < (q -lal,an), ou seja, por indução, C-y+f3(D) E x1(A), para todo 
1 f en, e assim, Cen+i3(D)D..n(f) = Ca(D)fxn E x1(A). Como {xl,Jxn} é A-regular, segue 
que ca(D) E x1(A). Portanto, ca(D) = X1 aa, aa E A, para todo a E Vg. 
Como x1 é não divisor de zero em A, temos então que D = '\' ca(D)D.a ='I' x1 aaD.a = 
.fetrq ~q 
x1 '\' aaD.,, e o resultado segue. I 
.fet-q 
Lema 2.41 Seja H E k[Y, Z] um polinômio homogêneo de grau m :2: 2, mônico em Z e 
livre de quadrados. Então (~~? não pertence ao ideal (Y2 ~~, Y2 ~~' H) de k[Y, Z]. 
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Demonstração: Seja H = zm + k1 zm-l Y + k2zm-2Y 2 + · · · + km ym. Se k não for alge-
bricamente fechado, podemos substitui-lo pelo seu fecho algébrico, de modo que tenhamos 
H = ( Z - tr Y) · · · ( Z - tm Y), com t 1 , ... , tm elementos distintos de k. Com efeito, note que 
a procura de elmentos t1, . .. , tm E k que satisfazem 
zm + k,zm-Iy + k2zm-2yz + ... + k;zm-iyi + ... + kmYm = 
= (Z- t,Y) · · · (Z- tmY) = 
- Zm + (-t,- · ··- tm)zm-1y + (t1t2 + t1t3 + ··· + tm-ltm)zm-zyz + ··· + 
( -l)i+l 2:::. tj, ... tj,zm-iyi + ... + ( -l)m+'(t, ... tm)Ym 
)1 <···<Ji 
equivale à busca de soluções do sistema de equações /i( tr, ... , tm) = O (i = 1, ... , m ), onde 
fi = 2::: tj, · · · tj, + ( -1)i+lki E k[tr, ... , tm]· Como k é um corpo algebricamente fechado, 
Jt <···<ú 
a afirmação segue pelo Teorema de Zeros de Hilbert ([17], Theorem 1.3.1). Além disso, os 
t;'s são distintos, já que H não tem fatores múltiplos. 
Assim, suponhamos que (~~)2 = EY2 ~~ +FY2 ~~ +GH, com E,F,G E k[Y,Z] 
homogêneos, E e F de grau m - 3 e G de grau m - 2. Se m = 2, ou seja, se H = 
(Z - t 1Y)(Z- t 2Y), a análise dos graus nos dá como única possibilidade E = F = O e 
G E k. Na verdade, G = 4 e H= (Z- tY)2 , com t = ::1:: =~~~~~;,o que contradiz o 
fato de H não ter fatores múltiplos. Portanto, vamos assumir m 2: 3. Para cada i fixado, 
considere a igualdade polinomial acima no ponto (1, ti) e divida a expressão por 11 (ti- tj), 
j;Fi 
obtendo assim 11#i(ti- ti)= -tiE(l, ti)+ F(1, ti), ou seja, para cada i temos: 
11 (ti- tj) = bo + (b,- ao)ti + (bz- a,)ti + · · · + (bm-3- am-4)fi-3 - am-3t'['-2, 
j#;.i 
onde aj, bj E k são os coeficientes de E(l, ti) e F(l, ti), respectivamente, com relação a ti: 
E(l, ti)= ao+ a, ti+ a2fJ + · · · + am-3t'['-3 e F(l, ti)= bo + b1ti + b2tf + · · · + bm-3t'['-3. 
Segue então que a seguinte matriz: 
11 (t,- tj) tm-3 1m-2 1 1 j=#-1 
C= 
11 (tz- ti) 
j#-2 
1m-3 1m-2 2 2 
possui determinante zero, já que a primeira coluna é obtida como combinação linear das 
demais, enquanto que devido ao fato de t 1 , • •• , tm serem distintos, deveríamos ter det( C) 
# O. Esta contradição prova o lema. I 
56 
O lema a seguir será usado na demonstração da próxima proposição, cujo resultado é 
fundamental na prova do teorema. 
Lema 2.42 Seja F E R = k[X1oX2,X3] um polinômio homogêneo sem fatores múltiplos 
e .4 = (~) = k[x1, x2, x3]. Seja m = (x1, x2, x3 ) o ideal maximal homogêneo de A. Se 
Sing(A) Ç {m} então {Fx,Fx,Fx,} é sequência R-regular. 
Demonstração: Nestas condições, temos que na verdade F é um elemento primo de R, 
ou seja, A é domínio. De fato, suponhamos por um momento que a decomposição de F 
em fatores primos de R seja dada por F = F1 · · ·F., com s ?: 2. Seja G := F2 · · · Fs. 
Considere então o ideal I := (Fb G) de R. Note que {F1, G} é uma sequência R-regular, 
pois Fb ... , Fs são primos distintos por hipótese, e portanto I é intersecção completa, ou 
seja, alt(I) = 2. Logo, para todo divisor primo minimal P de I, temos que alt(P) = 2 < 3 = 
alt( (X1,X2,X3 ) ), e portanto p = (~) 'f (X~o~),X,j = m. Assim, temos que Ap é um anel 
local regular, e portanto um domínio (1.26). Como F= F1G em R, segue que~ = !f~ 
em Ap, o que implica que Ef = ~ ou ~ = ~· Suponhamos Ef = ~· Então existe S E A \ p 
tal que S F 1 = Õ, ou seja, S F1 = F H = F1 G H, H E R. Como R é domínio, segue que 
S = GH, e portanto SE (G) C p, uma contradição. Analogamente, não ocorre~=~, e a 
afirmação está provada. 
Vamos mostrar agora que o único ideal primo de R que contém (Fx, Fx, Fx,) é o 
ideal maximal homogêneo (X1,X2,X3). Note que se F E P E Spec(R), P 'f (X1,X2,X3), 
p = (~) E Spec(A), então rank(8(p)) = 1, onde 8(p) denota a matriz Jacobiana em p (ver 
Critério Jacobiano 1.27). Com efeito, temos quepE Reg( A), e portanto segue de 1.27 que 
rank(a(p)) = 3- dim(A) = 1. Assim, seja P E Spec(R), P :2 (Fx, Fx, Fx,). Como F é 
, d' d F x,Fx +X,Fx +XsFx (F F F ) p homogeneo, 1gamos e grau m, segue que = 1 m 2 ' E x, x, x, C . 
Logo, p := (~) E Spec(A) e Fx, Fx, Fx, E p, e assim 8(p) =O. Portanto, pelo que acabamos 
de observar, segue que P = (X1oX2,X3). 
Assim, temos que alt(Fx, Fx, Fx,) = 3 e portanto este ideal é intersecção completa 
em R. Como R é um anel de Cohen-Macaulay (Teorema de Macaulay 1.51), segue que 
{Fx,Fx,Fx,} é sequência R-regular (Teorema 1.52). I 
Proposição 2.43 Seja A = k[xb x2, x3] o anel de coordenadas de um cone X num es-
paço afim tridimensional dado por F(X1,X2,X3) =O, onde F E R= k[X1,X2,Xs] é um 
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polinômio homogêneo sem fatores múltiplos. Seja m = (x11 x2 , x3 ) o ideal maximal ho-
mogêneo de A. Se Sing{A) Ç {m} então Der!;( A) é gerado como A-módulo por d, d1 , d2 , d3, 
onde d = Xtl:..e, + x2l:..,, + x3ll.,, d1 = Fx3ll.,, - Fx2ll.e" d2 = Fx3ll.,, - Fx1ll.,, e 
d3 = Fxzll.,, - Fxtll.,,. 
Demonstração: Seja DE Deri;(A). Então 
D = )' ca(D) ll.a =c,, (D)l:..e1 + c,,(D)ll.ez + c,,(D)ll.e3 = 
aevH;oto 
= a1rr( 8~,) + azrr( 8~,) + a3rr( 8t) = rr(Atat + A2 8t + A3 8t), 
com A11 A2, A3 E R, e D( F) = O, ou seja, 
o= rr(At:i, + Az:J, + As:J,) = rr(AtFx, + A2Fx, + A3Fx,). 
Portanto, A1Fx,+AzFx,+A3Fx, E (F),ie, AtFx,+AzFx,+A3Fx, =O (mod. (F)). Assim, 
D E Deri;(A) é unicamente determinado pelos coeficientes a1 = rr(A1), a2 = rr(A2), a3 = 
rr(A3) E A, que satisfazem A1Fx, + AzFx, + A3Fx, =O (mod. (F)). Ou seja, estamos à 
procura das soluções polinomiais (A, B, C) de 
AFx, + BFx, + CFx, =O (mod. F). 
Estas soluções formam um R-módulo M. 
Considere agora a equação 
M é gerado por (X1,X2,X3) e pelas soluções de(*)· De fato, seja (A,B,C) uma solução 
de AFx, + BFx, + CFx, = O (mod. F), ie, AFx, + BFx, + CFx, = EF. Digamos 
que grau(F) = m. Como F é homogêneo, temos que F 
At :=A- x,E, Bt := B- x,E, cl :=c- x,E. Assim, 
m m m 
- x,Fx, +X,Fx,+XsFx, . Defina 
m 
AtFx, + BtFx, + C1Fx, =(A- xmE)Fx, + (B- xmE)Fx, +(C- XmE)Fx, = 
= (AFx, + BFx, + CFx,)- E(X,Fx, +Xs=x,+XaFx,) = 
=EF-EF=O. 
Portanto, (A, B,C) = (At, Bt, Ct) + !(Xt,Xz,X3), com (At, B1, C1) solução de(*). 
Vamos analisar então as soluções de(*). Note que, como {Fx,Fx,Fx,} é uma se-
quência R-regular (Lema 2.42 e Proposicao 1.45), segue claramente que: 
(1) (Fx, Fx,): (Fx,) ={f E R: f(Fx,) Ç (Fx, Fxs)} = (Fx, FxJ. 
(2) (Fx,) : (Fx,) ={f E R: f(Fx,) Ç (Fx,)} = (Fx,)· 
Assim, seja (A11 Bt, Ct) uma solução de (*). É fácil ver que (1) implica que A1 = GFx, + 
HFx, com G,H E R. Além disso, (GFx, + HFx,)Fx, - GFx,Fx,- HFx,Fx, = O. 
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Logo, (AbBbC1)- (GFx, + HFx,-GFx,-HFx,) = (O,Bt + GFx,Ct + HFx,) =: 
(O,B2 ,C2 ) é também solução de(*), ou seja, B2Fx, = -B3 Fx,. Deste modo, temos que 
B2 E (Fx,) : (Fx, ), e assim, segue da afirmação (2) que B2 = LFx, com L E R. Portanto, 
(O,B2,C2) = L(O,Fx,,-Fx,). 
Logo, dada (A1 , Bt, C1 ) uma solução de (*), temos que 
(A1 , Bt, Ct) = (0, Bt + GFx, Ct + HFx,) + (At, -GFx, -HFx,) = 
= (O,B2,C2) + (GFx, + HFx,-GFx,-HFx,) = 
= L(O, Fx, -Fx,) + G(Fx, -Fx, O)+ H(Fx, O, -Fx,). 
Daí segue queM é gerado por (Xt, X2,Xs), (0, Fx, -Fx.), (Fx, -Fx, O) e (Fx, O, -Fx,). 
Assim, dado D = '>' c,(D) .6., = At.6.e, + A2.6.e, + As.6.e, E Derk(A), vimos que 
aevH;I!o 
(A1:A2,As) EM= ((Xt,X2,Xs), (O,Fx,-Fx.), (Fx,-Fx,O), (Fx,O,-Fx,)). Com 
isto, segue então que Der!;( A) é gerado por (XI, x2, xs), (0, Fx, -Fx,), ( Fx, -Fx, O) e 
( Fx, O,-Fx,), e a proposição está provada. I 
Vamos finalmente provar o teorema: 
Teorema 2.44 Seja J um ideal principal, próprio e homogêneo de R = k[X1: X2, X3], 
e seja A = ~- Assuma A reduzido. Então A é regular se, e somente se, Diff?;(A) = 
DifR(A) Difff(A). 
Demonstração: Como já vimos, se A é regular então Diff'f(A) = Di !fi( A) Difff(A) 
segue de ([2], IV, 16.11.2). 
Suponhamos então Dim(A) = DifR(A) Dif/l;(A). 
Vamos mostrar primeiramente que Sing(A) Ç {m}, onde m := (xbx2,x3) é o ideal 
maximal homogêneo de A (ver Proposição 2.43). Assim, seja x E A um elemento homogêneo 
de grau um. Como A é reduzido, x é não nilpotente, e assim S = {1,x,x2 , ••• } é um 
subconjunto de A multiplicativamente fechado. Então Diffi(Ax) = DifffCAx) Diffl(Ax)· 
Como foi visto na seção 1.5, Ax = A(x)[x, x-1], com x algebricamente independente sobre 
A(x): e portanto Dif/í(A(x)) = Diffl;(A(x)) Diffl(A(x)) pela Proposição 2.39. Agora, A(x) 
é um anel reduzido, já que A, e portanto Ax, é reduzido. Além disso, como A(x) ""' x~l 
(1.41) ex tem grau um, A(x) é da forma ;g{:~). Logo, segue do Teorema 2.36 que A(x) é 
regular. Ou seja, A(x) é regular, para todo x E A homogêneo de grau um. Isto prova que 
Ap é regular, para todo p E Spec(A), p =f m = (xlo x2, x3 ). De fato, como p =f m, podemos 
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assumir sem perda de gerneralidade que XI rf_ p. Nestas condições, pAx, E Spec(AxJ e 
(AxJpA,, = Ap. Como XI E A é um elemento de homogêneo de grau um, ternos que A(xl) 
é regular. Logo, Ax1 = A(xt)[xt, x~I] é regular e a afirmação segue. 
Agora, seja J = RF, com F= F(Xt,X2 ,X3) homogêneo de grau m 2: 1, pois J é ideal 
próprio. Se m = 1 então A é isomorfo a um anel de polinômios em duas variáveis sobre k, 
que é regular. Assim, vamos considerar m 2: 2, ie, suponhamos que A não seja regular. 
Para concluir a demonstração, vamos considerar algumas afirmações: 
(1) (;%,)2 E (F)+ (X11 X 2 ) 2 . 
(2) :J
2 
E (Xt, Xz). 
(3) {F, X 11 ;§.} é uma sequência R-regular. 
(4) (;L)2 rf_ (XI,Xi1{,,Xi1J,,F). 
Antes de demonstrarmos estas afirmações, vale ressaltar que podemos assumir que 
Discx3 (F(O,X2,X3)) #O, F(O,X2,X3) e 1{,(0,Xz,X3) não têm fatores comuns, e que 
F(O, X 2 , X3) é livre de quadrados. De fato, como k tem característica zero, existe uma 
mudança linear de variáveis Xi = Yi+a;X3 , i= 1, 2 tal que F= X!{' +Fix;-I +· · ·+Fm, 
com Fj E k[lí, 12] homogêneos de grau j, j = 1, ... , m ([17], Lemma 11.3.2). Assim, 
podemos obter o seu polinômio reduzido correspondente (FI = O) através da mudança de 
variáveis Y3 = X 3 - ~'ou seja, podemos assumir que F= X!{'+ F2X;'-2 + · · · + Fm, com 
Fj E k[Xt, X2] homogêneos de grau j, para todo j. Logo, Discx3 (F) # O (ver [16], Teo-
rema 11.7 (1)). Além disso, podemos escolher XI de modo que Discx3 (F) rf_ XIk[XIXz]. 
Com efeito, suponhamos que Discx3 (F) = GXI, com G E k[XIXz], ie, Discx3 (F) = 
(~ X"'''X"''2 )X - ~ X"'''+IX"''z ( ) ""' k N b f=1 Cai 1 2 1 - f=1 Cai 1 2 , O:i = O:i1 , O:i2 E 1"1~, Cai E . este caso, asta 
' fazer a seguinte mudança de variáveis: lí = XI -t, onde t E k satisfaz I: ca,t"''' +I x;•z # O. 
•=1 
' Resta mostrar a existência de t. Para isto, note que ~ caJ"''' +I x;'' é um polinômio na 
variável X2 sobre k, Com COeficientes indexados por a;2 dados por Cj = Ca;2 = I: Ca;f"'it +I, 
<::<iEAj 
onde Aj = Aa,, = {a;= (a;" a;,) :i= 1, ... ,I, ai, fixo} e j percorre o número de ai, 
distintos, digamos j = 1, ... , s. Assim, para que a condição imposta acima seja satisfeita, 
devemos ter Cj # O, para algum j, o que equivale a dizer que t não pode ser solução do 
sistema de equações dado por qj(T) =O, j = 1, ... , s, onde qj(T) = I: ca,T"'•,+I E K[T], 
o:íEAj 
e a afirmação segue então de (1.6). Deste modo, temos que Discx3 (F(O,X2,X3)) #O, e 
assim, novamente por ([16], Teorema 11.7 (2)), segue que F(O,X2, X3) e 1i; (0, Xz, X3) não 
têm fatores comuns, e F(O, X2, X3) não tem fatores múltiplos (ver [16], Teorema 11.9 (2)). 
Assim, as afirmações (1) e (2) seguem do fato de que F1 =O. Com relação a (3), note 
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que {X1, F, :JJ é uma sequência R-regular, já que F(O, X2,X3) e tJ, (O,X2, X3) não têm 
fatores múltiplos, e portanto o resultado segue de 1.45. Finalmente, como F(O, X2, X3) 
é um polinômio homogêneo de grau ? 2 em duas variáveis, mônico em X3 e sem fatores 
múltiplos, podemos aplicar o Lema 2.41 para H= F(O,X2,X3), e assim obtemos (4). 
Agora, dado um operador D E Dífff:'(R, A), defina c(D) :aE~=o c,(D)f1,. Em par-
ticular, podemos considerar c(D) E Dífff:'(R,A) para DE Difff:'(A) via a Identificação 
2.19. 
Como a única possível singularidade de A é o seu ideal maximal homogêneo m, temos 
pela Proposição 2.43 que Derk(A) é gerado como A-módulo por d, d1, d2, d3 , onde 
d = x1f1e1 + Xzf1., + x3f1e31 
d1 = Fx,f1e2 - Fx,f1e31 
d2 = Fx3 f1e 1 - Fx1 f1e3 , 
d3 = Fx2 f1e1 - Fx, f1e2 • 
Vamos considerar agora os elementos JZ,d1d e df de DifR(A). Usando a Proposição 2.17, 
obtemos que: 
c(d2) = X1f1e1 + x2f1e2 + 2xfl12e1 + 2xlx2f1e1 +e2 + 2x~f12e, 
c(d1d) = Fx,f1e, + x1Fx,f1e,+e, + 2x2Fx,f12., 
c( di) = af1e, + 2( Fx, )2 f12e, 
onde a = Fx2x,Fx, - Fx~Fx,· Da afirmação (1) segue que podemos escrever (Fx,)Z -
b1x1 + b2xª, com bb b2 E A homogêneos de grau 2m-3 e 2m- 4, respectivamente, e da 
afirmação (2) segue que podemos escrever a= uFx, + v1x1 + vzxz, com u, v1, v2 E A. 
Seja a:= {a E .4: 3 8 E DifR(A) com c2., (8) =a}. Note que a é um ideal de A. Além 
disso, x 1bz E a. De fato, defina D := (b2- v2 )(d)- ud1- b2J2 +di E Difft(A). Logo, 
c(D) = (b2-v2)c(d)-uc(dl)-bzc(J2)+c(di) = -vzxlf1e1 +vtxlf1e,-2xf-2xlx2bzf1e1+e2 + 
2x1b1f12., ou seja, c,(D) E x1(A) para todo o E V2 tal que o 3 = O. Portanto, segue da 
afirmação (3) e do Lema 2.40 que existe D' E Dífff(A) tal que D = x1D'. É claro que 
C2e1 (D') = x11c2e1 (D) = X11( -2xfbz) = -2xlbz· 
Como assumimos DifR(A) = Dífff(A) Difft(A), temos pelo Lema 2.11 que Dífff(A) = 
Díffk(A) + Derk(A)Derk(A). Lembrando que Derk(A) é gerado por d,d1 ,d2 ,d3, segue 
da Proposição 2.17 que a é gerado por xf, x 1 Fx, x1Fx., (Fx2 )Z, Fx,Fx, (Fx,?· Com efeito, 
seja c2.,(8) E a, 8 E DífR(A) = Diffk(A) + Derk(A)Derk(A). Podemos supor que 
8 = D1 + 8181', com D1 E Diffk(A) e 81,81' E Derk(A). Por 2.17 temos que c2.,(8) = 
c2e, (D1 + 8181',) = C2e1 (DI) + Cz., (8181',) = 281(XI)ce1 (81') = 281(Xt)8I'(XI)· Como 
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Derk(A) é gerado por d, d1, dz, d3, temos que Ó1 = a1d1 + azdz + a3d3 + a4d e Ór' = a1' d1 + 
a/d2 + a3'd3 + a4'd, com ai> a/ E A. Portanto, ó1(X1) = azFc, + a3Fx, + a4x 1 e ó1'(X1) = 
a/ Fx, + a31 Fx, + a4' X r. Logo, Cze1 ( ó) = 2( azFx, + a3Fx, + a4xr)( a/ Fx, + a3' Fx, + a4'x1) = 
2( a2a2'( FxJ 2 + aza3' Fx,Fx, + aza4' Fx,xr + a3a3'(Fx,)2 + ( a3a4' + a4a3')Fx,x1 + a4a4'xi), 
e a afirmação segue. Todos estes geradores são elementos homogêneos, e grau((Fx,) 2 ) = 
grau(Fx,Fx,) = grau((Fx,) 2 ) = 2(m -1) =2m-2> 2m-3= 1 +(2m -4) = grau(x1 bz). 
Portanto, x 1 b2 E ( xi, x1Fx21 x1Fx, ). Como x1 é não divisor de zero em A, bz E ( x1, Fx21 FxJ· 




Ideais gerados por monôrnios 
Mantendo a notação anterior, neste capítulo k denota um corpo de característica zero e R 
é 0 anel de polinômios k[X1 , ... , Xn]· Vamos trabalhar no contexto da conjectura de Nakai 
com operadores diferenciais em k-álgebras afins da forma A= ~' onde I é um ideal de R 
gerado por monômios. 
Antes de tratarmos o caso especificado acima, vamos dar algumas propriedades gerais 
sobre operadores diferenciais. 
3.1 Módulo dos Diferenciais de Kahler 
Sejam k, A anéis comutativos com identidade e A uma k-álgebra. Considere a aplicação 
'P : A Q9 A -+ A dada por 'P(L; a; Q9 b;) = L; a;b; e seja I := ker( 'P ). 
O A-módulo r•~' é o módulo canônico dos diferenciais em A sobre k de ordem q, chamado 
o módulo dos diferenciais de Kãhler e denotado por n~•l(A). 
A aplicação 
d: A-+ ni•J(A.) 
a >-+ (1 Q9 a -a Q9 1) mod r+l 
é uma derivação de ordem q, chamada derivação canônica de A sobre k de ordem q, denotada 
r(q) por o A/k" 
O par (J~}vni•l(A)) constitui uma derivação universal de A sobre k de ordem q, pois 
tem a seguinte propriedade universal: toda derivação de A em M sobre k, M um A-módulo, 
pode ser fatorada através de ni•l(A), isto é, seDE Dif!Z(A,M) então existe um único 
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A-homomorfismo f: flkq)(A)-+ M tal que D = JO~}k. 
Assim, dada uma k-álgebra A, existe uma derivação universal (ó~}k,n~•)(A)), a qual é 
unicamente determinada, a menos de isomorfismo. 
No caso particular em que A= k[X:- : À E A] é um anel de polinômios, temos que fl~q)(A) 
é um módulo livre sobre A, gerado por §(q)(X.>.), õ<•l(X:-,, X:-,), ... , §(•l(X.>., · · · X.\q), Ài E A 
([6], Proposition Il.2.2). 
Propriedade funtorial 3.1 Sejam A, B k-álgebras, h um k-homomorfismo de A em B. 
Então existe um A-homomorfismo h* de n1q)(A) em fl~q)(B) tal que h*ó~}k = ó~}kh. 
Como consequência destas propriedades das derivações universais, obtemos uma carac-
terização de Diffk'(A) a partir de Díffk'(R), dada na proposição a seguir. 
I denota um ideal de R não necessariamente gerado por monômios. 
- . p - ( ) "'"' . A"·- 1 8" D"ffi"I(R) (N N otaçao. ara a - ar, ... , an E n , seja u .- a! axf'··· ax~n E z k • 1 o te que 
o operador ô., E Díffk"1(R, A) definido no capítulo anterior é dado pela composta 7r•Ô".) 
A seguir, daremos uma descrição de Díff%(~) a partir de DífJZ(R): 
Proposição 3.2 Para todo D E Di f f%(~), existe D =I: h.,ô" E Diff%(R) com D(I) Ç 
O:S;Iai;:Sq 
I, tal que D é induzido por D, isto é, D1r = 1r D, onde 1r : R -+ ~ denota a projeção natural. 
Demonstração: Sejam (ó, !1) e (J, !1) as derivações universais de R e ~'respectivamente. 
Temos que !1 é A-módulo livre com base, digamos, {ej: j E J}. Pela propriedade universal 
de (J, !1), existe um (~)-homomorfismo '1/J : !1 -+ ~ tal que '1/;ó = D, e a propriedade 
funtorial nos dá a existência de um R-homomorfismo 1r* : !1 -+ !1 tal que 1r*ó = J1r. 
Escolha '1/;(ei) E 7r-1('1/;(7r*(ei))) arbitrariamente para j E J. Deste modo, '1/J é unicamente 
determinado como R-homomorfismo e 1r'1/; = '1/;1r*. Basta definirmos D := '1/;ó. Assim, 1rD = 
1r'1/;Ó = '1/J7r*Ó = 7/JÓ1r = D1r, e com isto temos que D(I) Ç I. I 
3.2 Ideais Monomiais 
A partir de agora, vamos assumir que I seja um ideal de R gerado por monômios. 
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Observação 3.3 Sabemos que {X" : a E N"} constitui uma k-base livre de R. Assim, 
seja J um ideal de R gerado por monômios. Então f = 2:: caX" E I se, e somente se, 
a 
caX" E I, para todo a. 
Os resultados a seguir serão usados na demonstração da próxima proposição: 
Lema 3.4 Seja D = t h; 8~ E Derl(R). Então D(I) Ç I se, e somente se, hj 8~ (I) Ç I, J=l ) J 
para todo j = 1, ... , n. 
Demonstração: Vamos assumir D(I) Ç I e j = 1 (para j = 2, ... ,n é análogo). Basta 
mostrar que h; 8~,(X") E I, para todo monômio X" E I. Assim, seja X" E I, a E Nn. 
Se a = (0, ... , O) não há nada a fazer. Vamos supor então que ai > O, para algum i. Sem 
perda de generalidade, seja a 1 'f O. Como h1 E R, podemos escrever h1 = ~hfX13 • Assim, 
a f' h· EIX" _ h ôX" f' h 8X" _ ()' hi3Xi3) ô ( "' "n) f' ôX" I 3 D(X ) = 7=1 ! &X; - 1 ax, + ~ i ôX; - '7!' 1 ax, XI ... xn + ~ hi &X; = 
-a ) h 13 Xi3 X"'-1 X"2 •• • X"n +f' h· 8X" = 
- 1 ~ 1 1 2 n ~ 1 &Xi -
=a " h(0,{3z, ... ,(3n)X"'-!Xaz+i32 ···X"n+l3n + ~n h·ôX" mod I 
- 1 ~ I 1 2 2 ' ôX · 
.82····•.Bn2!:0 ,= ' 
P t t ~ " h(0,(3z, ... ,f3n) X"'-!Xaz+l3z .. , X"n+f3n + ~ h· EIX" E I I e' or an o, ~ 1 LJ 1 1 2 2 L..i z ex. , e como fJ2 , ... ,,6n~O •=2 • 
gerado por monômios, segue da Observação 3.3 que para cada (3 fixado com (31 = O, o 
' · X"'-1X"2+(3z X"n+l3n d t I " ' k l' t . d d t monom1o 1 2 · · · 2 eve per encer a , Ja que e - mearmen e m epen en e 
dos demais termos da soma acima. 
Definição 3.5 Para j = l, ... ,n, se;a a; :=I: ( 8~i(I)) ={h E R h 8t(I) Ç I}. 
Para a = (a~, ... , an) E Nn, seja a" := a~' · .. a~n. 
Note que a; é também um ideal gerado por monômios. Além disso, segue do lema 
acima que se D = t h; 8~, E Dert(R) então D(I) Ç I se, e somente se, h1 E a1, para 
todo j = 1, ... , n. 
Lema 3.6 Sejam j1,j2 E {1, ... , n}, h1 E a;, e hz E a;2 . Então h1 :;2 E a;2 . 
" 
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Demonstração: Se j1 = j2 a afirmação é trivial. Além disso, se h2 não depende de X1 
também não há nada a fazer. Podemos assumir então sem perda de generalidade que 
j 1 = l,j2 = 2 e que hz é um monômio que depende de X 1 , digamos h2 = X\.\1 f O. Seja 
M = x~ E I. Então 
Vamos denotar por der);"(A) o submódulo de Der);"(A) gerado pelas derivações. A 
próxima proposição consiste num resultado fundamental que, juntamente com a descrição 
dada em 3.2, nos fornece uma caracterização de der);"(A): 
Proposição 3. 7 Sejam 9R1 , !JR2 os R-módulos dados por: 
9R1 :={DE Derr(R): D(I) Ç I e DE der);"(R/I)}, 
9)12 := {D = L haila E Derr(R): ha E aa +I, para todo a}. 
jaj::O:O 
Demonstração: 
(Ç) Seja D E 9Rt. Então D = )' haila E Der't:'(R), D(I) Ç I e D E der);"(~), ou j~O 
. - - - - !R -. 
seJa, D = I: D;, · · · D;,, com D;, E Derk( y ), s = 1, ... , r, r 2: 1. Portanto, cada D;, e 
r;?:O 
induzido por D;, = t hj, aÍ: E Der},( R), D;,(I) Ç I, s = 1, ... , r, r 2: 1. Por 3.4, 
:;.,=1 Js 
. - • -- n Ô n Ô temos que hj, E a3,, s- 1, ... , r, r 2: 1. Assim, D-I: ( (2:: hi,ax ) · · · (2:: hi,&x· ) ) = 
r;::::o Jl=l Jl Jr=l Jr 
r?; )l,t,r=' (hj, aÍ:") ... (hir aÍ:,r ). Logo, 71'\~o haila) = 7r(r~ "·~=' (hj, a1:,) ... (hj, at)) 
;; 7r{)' gafla). 
)~o 
-Portanto, é suficiente mostrar que se r 2: 1, 1 ::; j 1 ,,., ,jr ::; n, h; E aj, e 
ô ô ) "' ô' (h1 ~)···(hrax, = w9ii1 , ... ,JitôXj-··· ax-. então 9ii1 , •.. ,jit E aii1 ••• aiit' Vamos mostrar 11 r 11 ht 
por indução sobre r: 
Se r= 1, não há nada a fazer. 
Se r > 1, temos então por hipótese de indução que (h18Í: )(h28Í:. ) .. · (hr 8Í:. ) = 
1 11 n ~ ( h1 aÍ: )(gj,2 , ... ,j;, ax .8:.-ax . ), com gj,2 , ... ,j,, E aj,2 ···i;, e ht E ai,,. Podemos assumir então )1 112 Jlt 
que g3· 3·. = g2 · · · g, com gz E a3·,. , ... , g, E a3· . Assim, (ht 8 x8 )(g3· 3· ax &'-~x ) = l2 , ... ' ~t 2 't JI tz , ... ' ~t iiz··· i;.t 
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' & I1 ) &'-' ) h &' I;(h1~( gm &X,··· ex, + 1gz· .. gtex, ... ex, 
l=2 J,1 m>2 '2 tt t1 't 
m#l 
e o resultado segue aplicando 3.6 
ao primeiro termo. 
(:2) Seja D E !1Jh. Então D = } hai':." E Der'k(R), com ha E a" + I, para todo ~~O 
a. Podemos assumir ha = gf · · · g~ +-r", gf E nf', r" E I. Então D = } (gf · · · g~ + l~o 
1 alal ~ ( " " 1 elal " 1 elol ) C! -r") 1 8Xó1 ôXo.n = 9! ... 9n t âX&t . .;:,xan +r l '='X"' &Xan • aramente, temOS que 0 
a. 1 ••• n la ?,:0 a. 1 •• o n a. v 1 •.• n 
segundo termo de cada parcela da desta soma está em !m1. 
Assim, basta mostrar que se r ::0: 1 e gz E ain 1 ::; l ::; r, então g1 · .. gr ex .8~ ex, . 
J1 r 
Indução sobre r: 
r = 1: trivial. 
Suponhamos então r > 1. Assim, g1 · .. gr ex .8~8x = (g1 e I )(gz · .. gr ax 8.~~~x ) -11 Jr 11 12 Jr 
ô(g2···gr) er-1 - ( ô )( er-1 ) f' ( ..2Ji.L..(I1r ) er-1 ) o 
91 8Xh 8Xh_···ÔXJr- 9l&Xh gz···9raxh···ôXJr -~ 9Iaxilm=29m &Xh···&Xir. re-
m#l 
sultado é obtido aplicando 3.6 ao segundo termo e a hipótese de indução. I 
O teorema a seguir fornece urna prova da conjectura de N akai no caso de k-álgebras da 
forma~' onde R é o anel de polinômios e I um ideal de R gerado por rnonôrnios. 
Observação 3.8 Segue do Critério Jacobiano (1.27) que se R = k[X1 , •.• , Xn] e I é um 
ideal homogêneo de R então A = ~ é regular se, e somente se, todos os geradores de I têm 
grau ::; 1. 
Teorema 3.9 Seja I um ideal não trivial de R = k[X11 ... , Xn] gerado por monômios, 
e seja E um conjunto mínimo de geradores de I constituído de monômios. Se E Í 
{X11 ••. , Xn} então Der'k( ~) f der'k( ~). 
Demonstração: Vamos distinguir três casos: 
Caso 1: Para todo j = 1, ... , n, existe n; E N tal que X;' E I. 
Neste caso, ternos que Rad(I) = m, onde m é o ideal maximal de R gerado por 
{X1 , ••. ,Xn}· Escolha q E N tal que mq Ç I. Por hipótese, existe j 0 E {1, ... ,n} com 
Xio !f_ I. Sem perda de generalidade, podemos supor j 0 = n. Assim, vamos definir D E 
Derk(R) da seguinte forma: 
D(Xn) := 1 e 
D(X") :=O, para todo a E wn com lal ::; q e a f en. 
Vamos mostrar que D(Xf3) E I, para todo monôrnio X 13 E I. Se 1/31 ::; q, a afirmação segue 
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da definição de D. Assim, seja IPI > q. Então D(X13 ) E (XI3-en D(X") : a :S ;3 e ler I ::; q) = 
= { ((OX) /3-en ) se ;3 2: en, 
caso contrário. 
Como IP- enl 2: q, segue que x/3-en E m" ç I, e portanto obtemos que D(I) ç I. Além 
disso, como DE Derk(R) podemos escrever D = '>' h,L:.", e assim hen = )' h,L:."(X•") = 
l;gq l;gq 
D(X•n) = 1. Mas 1 fi 11n = ae" + I, pois caso contrário Xn fi Rad(I), uma contradição. 
Logo, o operador induzido D fi derJ:'(~). 
Caso 2: Existe jo E {1, ... ,n} tal que X.fu fi I, para todo mE N e 
E rJ;. k[X1, ... , Xj, ... , XnJ, para todo j = 1, ... , n. 
Podemos supor sem perda de generalidade que j 0 = n, ou seja, X:;' fi I, para todo 
m E N. Seja q := max {grau(M) : M E E}, e assim vamos definir D := X%-1 a'i~ E 
Derk(R). Novamente, vamos mostrar que D fi derJ:'( ~). Note que D(I) Ç I decorre do 
fato de que X%-1 8~, (E) Ç I, para todo l =O, ... , q, o que por sua vez é claramente válido n 
para l = O, ... , q- 1, e para l = q basta notar que 8':;, (M) = O, para todo M E E, n 
já que o expoente de Xn em M é menor do que q (caso contrário, pela definição de q 
teríamos que M = X:;', o que contradiz a hipótese deste caso). Além disso, temos que 
D = X~-1 8':;1 = h, L:.'", com a= (0, ... , O, q), mas h, = X~-1 fi a~+ I= a"+ I. De fato, 
como E rJ;. k[X1 , •.. , Xj, ... , XnJ, para todo j = 1, ... , n, temos que llj Ç m, para todo 
j = 1, ... , n. Em particular, 11n Ç m, e assim a afirmação segue, pois x~-1 fi m• +I. 
Caso 3: Existejo E {1, ... ,n} tal que E Ç k[X1, ... ,Xj0 , ••• ,Xn]· 
Vamos assumir sem perda de generalidade que j 0 = n, ou seja, E Ç k[X11 ••• , Xn-1]. 
Além disso, como E rJ;. {Xb ... , Xn}, existe io E {1, ... , n -l} tal que X;0 fi I. Seja io = 1. 
Novamente, teremos vários casos: 
Caso 3a: Para j = 1, ... , n - 1, existe nj E N tal que Xj' E I. 
Neste caso, existe q tal que (X11 ••• , Xn-d• Ç I. Procede-se analogamente ao Caso 1, 
definindo DE Der'!,( R) da seguinte maneira: 
D(X1 ) := 1 e 
D(X") :=O, para todo a E~ com D<n =O, lal :S q, e a# e1. 
Assim, teremos que D(X;:' g) =X;:' D(g), para todo mE N e para todo g E k[X1, ... ,Xn-d, 
e o resultado segue. 
Caso 3b: Existe jo E {1, ... , n -1} tal que X.fu fi I, para todo mE N. 
Se E rJ;. k[Xb ... ,Xj0 , ••• ,Xn-1], ficamos reduzidos ao Caso 2. Senão, prosseguimos da 
mesma forma, indutivamente, para os demais casos. I 
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Note que, no caso particular em que A é um anel de coordenadas não regular de uma 
hipersuperfície, obtemos uma confirmação da conjectura de Singh: 
Proposição 3.10 Seja I = (X") um ideal de R gerado por um único monômio de grau 
~ 2 e seja A= ~- Então Der~( A) Í der!;"( A). 
Demonstração: Como la I ~ 2, temos que existe i E {1, ... , n} tal que a; ~ 2 ou existem 
i,j E {1, ... , n }, i =f j, tais que Cti = aj = 1. Além disso, note que a; = (X;). Assim, 
basta tomarmos D := (ai - 1) et - X; e'::• no primeiro caso e D := X; e'::• no segundo 
- R I • 
caso, obtendo deste modo D rf. der!;"( 7 ), pois em ambos os casos temos que D(l) Ç I mas 
h,,= (ai- 1) rf. (X;)= a''+ I no primeiro caso e h2,, = 2X; rf. (Xf) +(X")= a2'' +I no 
segundo caso. I 
No entanto, vamos exibir agora um contra-exemplo para ilustrar que a conjectura de 
Singh em geral não é válida: 
Contra-exemplo 3.11 Considere A= ~, onde R= k[X, Y] e I é o ideal de R gerado pelos 
seguintes monômios: {X11 , X 9Y, X 7 Y2 , X 6 Y 3 , X4Y\ X 3Y 6 , X 2Y7 , XY9 , Y11 }. Temos que 
A não é regular, embora todo k-operador diferencial de ordem 2 em A seja gerado pelas 
derivações de ordem 1. 
Demonstração: Novamente, vamos nos basear na Proposição 3.7. Seja D2 E Dijfl(A). 
Pela Proposicção 3.2, existe Dz = L; ha/:::,."' E Diffl(R) com Dz(l) Ç I, tal que Dzrr = 
o:s;!al$2 
rr D2 • Como h(o,o)t::,.(o,o) claramente induz um operador gerado por derivações de ordem 1, 
basta considerarmos dz := L: ha.ó.". Além disso, d2(I) Ç I, pois t::,.(o,o) nada mais é do 
O<jaj<2 
que a identidade em R. Assim, basta mostrar então que h" E a" + I, para todo a com 
O < la I :=; 2. Na verdade, é suficiente mostrar a afirmação para a E {2et, e1 + e2 , 2ez}, já 
que para e1 e e2 o resultado segue da Proposição 3.4. 
Assim, suponhamos que hz,, rf. a2• 1 +I = ai+ I = (X, Y 2 )Z +I = (X2 ,XY2 , Y4 ). 
Neste caso, segundo a Observação 3.3, temos que h2,, possui um dos monômios a seguir: 
(i)aX, (ii)aXY, (ííi)aY, (iv)aYZ, (v)aY3 , com a E k \ {0}. 
Caso (i): Como dz(I) Ç I, temos em particular que d2 (X11 ) = llh,,X10 + 55h2,,X9 E I. 
Analisando os termos em X 10 e aplicando novamente a Observação 3.3, h,, deve ter 
um monômio -5a. Analogamente, como d2(X9 Y) = 9h.,X8 Y + h,2 X 9 + 36h2.,X7Y + 
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9he,+e2X 8 E I, analisando os termos em X 8Y, he,+e, deve ter um monômio aY. E finalmente, 
como d2 (X6 Y3) = 6h.,X5Y3 + 3h.,X6 Y 2 + 15hz.,X4Y3 + 18he,+e2X 5Y2 + 3h2.,X6 Y E I, 
segue que X 5 Y3 E I, um absurdo. 
Caso (i i): Segue de dz(X11 ) = llh., X 10 + 55h2., X 9 E I que h., deve ter um monômio 
-5aY. Comod2(X4 Y4 ) = 4h.,X3Y4 +4h.,X4 Y3+6hz.,X2Y4 +16he,+e,X3 Y3+6h2.,X4Y2 E 
I, he,+e, deve ter um monômio ';;'Y2 • E d2 (X 2Y7) = 2h.,XY7 + 7h.,X2Y 6 + h2.,Y7 + 
14he,+e,XY6 + 2lhze,X2Y5 E I, donde obtemos que XY8 E I, um absurdo. 
Caso ( iii): d2 (X7 Y2 ) = 7h., X 6 Y2 + 2h.,X7 Y + 21hz., X 5Y2 + 14h., +e,X6Y + h2.,X7 E 
I :;. X 5Y3 E I, um absurdo. 
Caso (iv): d2 (X2Y 7 ) = 2h.,XY7 +7h.,X2Y 6 +hze1Y 7 +14he,+e,XY6 +2lhz.,X2 Y5 E I=? 
Y9 E I, um absurdo. 
Caso (v): d2 (X2Y 7 ) = 2h.,XY7 + 7h.,X2 Y 6 + hze1 Y 7 + 14he,+e,XY6 + 2lh2.,X2Y5 E I=? 
y 10 E I, um absurdo. 
Agora, devido à simetria com relação às variáveis X e Y nos geradores de I, segue de 
maneira completamente análoga que h2., E a2• 2 +I= (Y,X2 ) 2 +I= (Y2 ,X2Y,X4 ). 
Mostremos finalmente que h., +e, E a••+•' +I = a1a2 +I= (XY, X 3, Y3). Suponhamos 
que não. Então he, +e, deve possuir um dos seguintes monômios: (i) aX, ( ii) aX2 , ( iii) aY, 
(i v) aY2, com a E k \ {0}. Vamos proceder da mesma forma: 
Caso (i): d2 (X9Y), dz(X7Y 2 ), d2(X6 Y3) E I=? X 6Y 2 E I, um absurdo. 
Caso (ii): d2 (X9 Y), dz(X7Y 2 ), dz(X4 Y 4 ) E I=? X 5 Y3 E I, um absurdo. 
Caso (iii): d2 (XY9 ), dz(X2Y7 ), d2 (X3Y6 ) E I=? X 2Y 6 E I, um absurdo. 
Caso (iv): d2 (XY9 ), dz(X2Y 7 ), d2 (X4 Y4 ) E I=? X 3Y 5 E I, um absurdo. 
Isto prova então que Difff(A) é gerado por Diffl;(A). 
Vejamos que, entretanto, DífJZ(A) não é gerado por Dijfl;(A). Consideremos D -
X 5 i!~' E Der2(A). É fácil ver que D(I) Ç I. Além disso, D = X 5 i!~' = 3!X5 i!a~s -
h(o,3)Ã (0•3l, mas h(o,3) = 6X5 !f. (Y3, Y2 X 2 , Y X\ X 6 , XY9 ) = (Y, X 2 ) 3 + I = ~ + I -
a(o,3) +I. Logo, o operador induzido D !f. derk'(A). I 
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Capítulo 4 
A Conjectura de N akai para Curvas 
Ishibashi [4] estendeu a Conjectura de Nakai para variedades definidas sobre um corpo 
perfeito arbitrário. Neste capítulo, a noção de :D-simplicidade será usada para apresentar 
uma prova curta de que variedades cuja normalização é suave satisfazem esta extensão da 
Conjectura de Nakai. Em particular, isto nos dá uma prova simples, e independente da 
característica, da Conjectura de Nakai para curvas. 
4.1 Introdução 
Definição 4.1 Uma derivação de Hasse-Schmidt ~ = {óm}:;=o Ç Endk(A) é uma coleção 
de k-endomorfismos tais que 50 = idA e 
= Óm(ab) = ~ Ói(a)<>m-i(b). 
Neste caso, diremos simplesmente que~ é uma HS-derivação. 
Iniciamos com um lema que relaciona os conceitos de diferenciais dados nos capítulos 
anteriores e o conceito de uma HS-derivação de A. 
Lema 4.2 Se A é uma k-álgebra comutativa e~= {óm}:;=O é uma HS-derivação então, 
para todo m, temos que Óm E Diffí:(A). 
Demonstração: Vamos provar por indução sobre m. Como para m = O não há nada a 
fazer, suponhamos portanto que m > O e observe que, para quaisquer a, b E A, temos que 
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m 
[óm,a](b) = <Ím(ab)- a<Ím(b) = ~ Ó;(a)<Ím-i(b)- a<Ím(b) = 
= a<Ím(b) +%; Ó;(a)óm-i(b)- a<Ím(b) =%; Ó;(a)<Ím-i(b) = 
m-1 
= ~ <Ím-j( a )8j(b) = <Ím-1 ( ab) = ([óm-b a]+ a<Ím-d(b ). 
Portanto, por hipótese de indução, temos que [óm, a] E Diff';;-1 (A), para todo a E A. I 
A partir deste lema, podemos dar a seguinte definição: 
Definição 4.3 HS(A/k) é a A-subálgebra de Diffk'(A) gerado pelas componentes <Ím das 
derivações de Hasse-Schmidt em A. 
Exemplo 4.4 Se A tem característica zero e d é uma derivação, então <Ím = ~! dm deter-
mina uma derivação de Hasse-Schmidt. 
Portanto, para característica zero, temos diffk'(A) Ç HS(A/k). Sabemos que, neste 
caso, se A é regular então Diffk(A) = HS(A/k). 
Uma prova deste resultado em característica arbitrária pode ser encontrada em Traves 
[ll]. A recíproca consiste exatamente na extensão de Ishibashi da Conjectura de Nakai: 
Seja A uma álgebra afim sobre um corpo perfeito. Então A é regular se, e somente se, 
Diffk'(A) = HS(A/k). 
4.2 Resultados Preliminares 
Vamos introduzir nesta seção as definições e os conceitos utilizados neste capítulo, e daremos 
também alguns lemas necessários para a prova do resultado principal. Neste parágrafo, A 
denotará uma álgebra afim reduzida sobre um corpo perfeito k. 
Definição 4.5 Para um anel reduzido A, a normalização A' de A é o fecho integral de A 
no seu anel total de frações Q( A) := s-1 (A), onde S é o conjunto multiplicativo de não 
divisores de zero em A. 
Definição 4.6 O condutor de A' em A é dado por C:= {c E A: cA' Ç A}. 
Claramente, temos que o condutor é tanto um ideal de A quanto de A'. 
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Definição 4.7 Dizemos que um ideal a de A é HS(A/k)-estável se, dada uma derivação 
de Hasse-Schmidt ~ = {óm}:;';=0 , temos que Óm(a) E a para todo mE N e para todo a E a. 
Lema 4.8 
1. O condutor é HS(A/k)-estável. 
2. Potências de ideais HS(A/k)-estáveis são HS(A/k)-estáveis. 
Demonstração: 1. Sejam~= {óm}:;';=0 E HS(A/k) e c E C. Vamos mostrar por indução 
sobrem que Óm(c) E C, para todo mE N. É claro que ó0 (c) =c E C. Suponhamos então 
m >O. Temos que~ admite uma única extensão b. = {Jm}:;';=0 a A' ([4], Lemma 1 (1)). 
Assim, para todo l E A', 
,.,. _ m _ ,.,. m-1 _ _ _ m-1 _ _ 
Óm(c) l = Óm(c) Óo(l) = k;ó;(c) Óm-i(l)- ~ Ó;(c) Óm-i(l) = Óm(cl)-~ Ó;(c) Óm-i(l). 
Agora, como c E C, cl E A e portanto Jm(cl) = Óm(cl) E A, e J;(c) = Ó;(c) E C por 
hipótese de indução. Além disso, Jj(l) E A segue de ([9], teorema na página 168 e § 5). 
Logo, Óm(c)A' Ç A, ou seja, Óm(c) E C. 
2. Vamos provar por indução sobres que se a é um ideal HS(A/k)-estável de A então 
qualquer potência as de a é também HS(A/k)-estável. Paras = 1, a afirmação é válida 
por hipótese. Vamos supor então s > 1. Sejam a h ... , as E a e ~ = { Óm} uma derivação 
m 
de Hasse-Schmidt. Temos que, para todo m, Óm(at···as) = ~ó;(at)Óm-i(az···as), e a 
afirmação segue por hipótese de indução. I 
Lema 4.9 Nenhum ideal primo minimal de A contém o condutor. 
Demonstração: Temos que C= AnnA( 1') :={a E A: am =O, V mE 1'}. Suponhamos 
por um momento que C Ç p, com p um ideal primo mínima! de A. Então, como Supp( ~) := 
{p E Spec(A): (~)p #O}= {p E Spec(A): p ::2 Ann(~)} ([17], Proposition III.4.6), segue 
que p E Supp(~ ). Mas como p é um ideal primo mínima! de um anel reduzido, Ap é 
um corpo ([17], Example III.4.18 b), portanto normal, e então Ap = (Ap)' ""' A~ ([13], 
Proposition 5.12), ou seja, ( ~ ), ~ ~: = O, o que contradiz p E Supp( ~ ). I 
Vamos introduzir agora o conceito de V-simplicidade: 
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Definição 4.10 Sejam R um anel, J um ideal de R. Dizemos que J é um 'D-ideal se J for 
DíffJ:(R)-estável, ie, se D(J) Ç J, para todo DE DíffJ:(R). 
R é chamado um anel 'D-simples se os únicos 'D-ideais de R são os triviais. 
A definição a seguir foi criada por Hochster e Huneke no desenvolvimento da teoria de 
Tigh Closure, cujo conceito será usado para demonstrar o próximo lema. Dado um anel 
1 
R de característica p > O e q = pm uma potência de p, vamos considerar o anel R< das 
raízes q-ésimas dos elementos de R. Este anel possui uma estrutura de R-módulo dada pela 
1 
inclusão R C R<. 
1 
Definição 4.11 Seja R um anel noetheriano, reduzido de característica p >O tal que R• 
é R-módulo finitamente gerado. R é dito fortemente F-regular se, para todo c E R não 
pertencente a nenhum ideal primo mínima! de R, existe alguma potência q = pm de p 
1 1 
tal que a aplicação R-linear R -t R"ii definida por 1 >-+ c< cinde como uma aplicação de 
R-módulos. 
Vale ressaltar que se R for uma álgebra afim sobre um corpo perfeito de característica 
1 
p > O, então R"P é um R-módulo finitamente gerado (Hochster e Huneke [3], página 13). 
Lema 4.12 Anéis regulares são um produto finito de anéis 'D-simples. 
Demonstração: Seja A um anel regular. 
Consideremos primeiramente o caso de característica zero. Vamos mostrar que, neste 
caso, A é um anel 'D-simples. Vamos considerar DiffJ:'(A) como um anel, ou seja, um 
subanel dos k-endomorfismos de A. Como A é um anel regular de característica zero, 
DiffJ:'(A) = diffJ:(A) (Grothendieck (2], IV, 16.11.2), e neste caso, DiffJ:'(A) é um 
anel simples, ou seja, seus únicos ideais são os triviais (ver McConnell e Robson [20], The-
orem 15.3.7). Suponhamos então que A tenha um ideal I não trivial 'D-simples. Então 
DíffJ:(A)I DíffJ:'(A) é um ideal não trivial de DiffJ:(A), uma contradição. 
Agora, no caso em que A for um anel regular de característica p > O, temos que A 
é um anel fortemente F-regular, e portanto um produto finito de domínios fortemente F-
regulares (ver Hochster e Huneke (3], Theorem 5.5). O problema se reduz então a mostrar 
que domínios fortemente F-regulares são 'D-simples. Para isto, basta provar que todo 
elemento não nulo de um domínio fortemente F -regular B gera todo o B sob a ação de 
DiffJ:(A). Assim, seja c E B, c "I O. Como (O) é o único ideal primo mínima! de um 
domínio e B é fortemente F-regular, segue que existe algum q tal que a aplicação E-linear 
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'P: B-+ B~ definida por cp(1) :=c~ cinde, ie, existe O E HomB(B~,B) tal que Oocp = idB. 
A aplicação (} induz o seguinte operador diferencial: 
Oq: B-+ B 
1 
X-+ (O(ú))' E B' ç B, 
1 
e Oq(c) =(O( c<))' = (ll(cp(l)))q = 1q = 1. 
4.3 A Conjectura de Nakai para Variedades com 
Normalização Suave 
I 
Agora, usaremos a noção de 1}-simplicidade para provar que variedades cuja normalização 
é suave satisfazem a extensão da Conjectura de Nakai. Em particular, obtemos uma prova 
simples da Conjectura de Nakai para curvas. 
Teorema 4.13 Seja A uma álgebra afim reduzida sobre um corpo perfeito k tal que HS(A/k) 
= Difff:(A). Se a normalização A' de A for um produto finito de anéis 1}-simples então 
A é normal. 
Demonstração: Note que A' 9! A; x · · · x A;, onde Ai é a normalização de A; := :, e 
{p;}J=1 é o conjunto dos ideais primos minimais de A (Bourbaki [14], Corollary 1, página 
309). E por hipótese, temos então que cada Ai é 1}-simples, t = 1, ... , t. Pelo Lema 4.8 (1), 
cz é HS(A/k)-estável, e portanto C2 é um 1}-ideal. 
Vamos mostrar agora que C2 = C. Suponhamos por um momento que não. Pelo Lema 
4.9, para todo i = 1, ... , t, existe e; E C\ p;. Podemos tomar algum Cj f/. C2 • De fato, 
' seja X E c\ C2 • Como o E C2 , X f o e portanto X f/. n P;, pois A é reduzido. Ou seja, 
l=l 
existe j tal que x f/. Pi· Basta tomar Cj := x. Agora, seja c:= (c1 x ... x c,) E :, · · ·:, = 
A1 x .. · x A, Ç A; X··· x A; C:: A'. Pelo isomorfismo acima, temos que c E C\ C2• Ainda, 
todas as componente de c são não nulas. Deste modo, para cada i = 1, ... , t, como Ai 
é 1}-simples, existe O; E Difff:(Ai) tal que 1 = O;( e; 2 ). Com efeito, para i E {1, ... , t}, 
considere a;:= {O;(ci 2): O; E Difff:(Ai)}. Note que a; é um ideal de Ai, a; f (O) e a; é um 
1}-ideal. Como Ai é 1}-simples, a; = Ai, e a afirmação segue. Assim existe um operador 
O= (011 ••• ,0,) E Difff:(A;) x ··· x DiffJ:(A;) tal que O(c2) = 1. Então, temos que 
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e E Difff:(A') e cO E Difff:(A), mas cB(c2 ) =c fj C2, o que contradiz o fato de C2 ser 
um 1J-ideal. 
Na verdade, temos que C= A. De fato, suponhamos que C# A. Então existe um ideal 
maximal m de A tal que m 2 C. Assim, Cm = CAm = C2 Am Ç mCAm Ç CAm = Cm, ou 
seja, mCAm = CAm, e portanto, segue do Lema de Nakayama que CAm = O. Neste caso, 
para todo c E C, existe s E A\ m tal que s c = O, ou seja, C consiste apenas de divisores 
de zero. E como A é reduzido, segue que C Ç p1 U · · · U p,, e portanto C Ç pj, para algum 
j E {1, ... , t}, contradizendo o Lema 4.9. 
Assim, como C = A, temos que A' = A, ie, A é normal. I 
Corolário 4.14 Se HS(Ajk) = Difff:(A) e a normalização A' de A é regular então A é 
regular. 
Demonstração: Como A' é regular, segue do Lema 4.12 que A' é um produto finito de 
anéis 1J-simples. Logo, A é normal, ie, A = A', que é regular. I 
Por fim, vamos demonstrar a Conjectura de Nakai para curvas: 
Corolário 4.15 Se dim(A) = 1 e HS(A/k) = Diffi:(A) então A é regular. Em particu-
lar, se A tem característica zero e difff:(A) = Difff:(A) então A é regular. 
Demonstração: Temos que dim(A') = dim(A) = 1. Logo, segue do Teorema 1.53 que .4.;,., 
é regular, para todo ideal maximal m' de A', ie, A' é regular. O resultado agora segue do 
Corolário 4.14. I 
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