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RIGIDITY OF TILTING MODULES
HENNING HAAHR ANDERSEN AND MASAHARU KANEDA
Abstract
Let Uq denote the quantum group associated with a finite dimen-
sional semisimple Lie algebra. Assume that q is a complex root of
unity of odd order and that Uq is obtained via Lusztig’s q-divided pow-
ers construction. We prove that all regular projective (tilting) modules
for Uq are rigid, i.e., have identical radical and socle filtrations. More-
over, we obtain the same for a large class of Weyl modules for Uq. On
the other hand, we give examples of non-rigid indecomposable tilting
modules as well as non-rigid Weyl modules. These examples are for
type B2 and in this case as well as for type A2 we calculate explicitly
the Loewy structure for all regular Weyl modules.
We also demonstrate that these results carry over to the modular
case when the highest weights in question are in the so-called Jantzen
region. At the same time we show by examples that as soon as we leave
this region non-rigid tilting modules do occur.
17B37, 20G05
1. Introduction
This paper concerns the structure of tilting modules for quantum
groups at complex roots of unity together with the corresponding mod-
ules for semisimple algebraic groups over fields of positive characteris-
tics. Our aim is to determine the Loewy structure of these modules. In
the quantum case we prove that all indecomposable projective tilting
modules with regular highest weights are rigid (i.e. have identical radi-
cal and socle series). We also give examples (for type B2) showing that
rigidity fails for some non-projective indecomposable tilting modules.
Our proof makes use of the Lusztig conjecture for the irreducible
characters of quantum groups at complex roots of 1. This conjecture
MK supported in part by JSPS Grant in Aid for Scientific Research.
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is a theorem, see [KL], [L94] and [KT]. More recently, alternative
(and shorter) proofs have been given in [ABG] and [F1]. This result
implies that also the characters of all indecomposable projective tilting
modules are known. Moreover, due to [Soe98] we know the characters
of all indecomposable tilting modules and we take advantage of this
when working out our B2-examples.
In the modular case the Lusztig conjecture on the irreducible char-
acters for a semisimple algebraic group is only proved for large primes
[AJS] (see also the recent work by Fiebig [F2] giving an explicit bound
for how large the prime suffices to be). Still worse: the characters of
indecomposable tilting modules are completely unknown - there is not
even a conjecture. In this case we proved many years ago [AK] that
if we replace the semisimple algebraic group G by G1T where G1 is
the Frobenius kernel and T is a maximal torus then the indecompos-
able G1T -modules corresponding to regular highest weights are rigid
and we determined the composition factor multiplicities of their Loewy
layers. To establish this result we assumed the Lusztig conjecture on
irreducible characters. With the same assumption and also assuming p
to be bigger than 3(h− 1) with h denoting the Coxeter number for G
it is easy to deduce that indecomposable tilting modules with regular
highest weight above the Steinberg weight and below the upper bound
for the Jantzen region (see Theorem 4.7 below for the exact statement)
are also rigid. Our B2-example mentioned above also works in this
modular case. It shows that we cannot expect to relax the condition
that the weight should lie above the Steinberg weight. We give another
example - this time for type A2 - of a non-rigid indecomposable tilting
module whose highest weight lies slightly above the upper bound in
this theorem. This illustrates the difference between the behavior of
tilting modules in the modular and the quantum case. At the same
time the example proves the suspicion expressed in [DM] that certain
SL3-modules are non-rigid (not only in very small characteristics as in
loc.cit. but for all odd primes).
Tilting modules are characterized by having filtrations by both Weyl
modules and dual Weyl modules. These modules play naturally a key
role in our treatment. Along the way we also establish their rigidity
for certain weights (see Theorem 3.24 and Remark 3.25). Although
we believe these conditions to be too restrictive our B2-examples in
Section 5.9 show that some restrictions are definitely needed. In type
A2, however, we find that all regular quantum Weyl modules are rigid,
see Corollary 5.5.
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Among other consequences of our work we mention that in the quan-
tum case we get a universal upper bound on the Loewy length of arbi-
trary finite dimensional modules. In the modular case the same bound
holds but only for modules with weights below the upper bound men-
tioned above.
The paper is organized as follows: We introduce the basic definitions
and recall some standard facts about rigidity and tilting modules in
Section 2. Then we treat the quantum case in Section 3, the modular
case in Section 4, give our B2-examples in Section 5, and finish with
the mentioned A2-computations in Section 6. In a short appendix we
prove a result which we need in Section 5 to determine the socles of
certain Weyl modules.
2. Notations and some basic properties
2.1. Roots and Weights. Let R denote a (finite) root system in the
Euclidian space V and pick a set of positive roots R+. We denote by
X = {λ ∈ V | 〈λ, α∨〉 ∈ Z for all α ∈ R} the set of integral weights
and by X+ = {λ ∈ X | 〈λ, α∨〉 ≥ for all α ∈ R+} the set of dominant
weights. Here α∨ is the coroot associated to α.
The Weyl group for R is generated by sα with α running through
R. As usual we shall shift the usual action of W on V and X by
−ρ where ρ is half the sum of the positive roots. We write w · λ =
w(λ+ ρ)− ρ, w ∈ W, λ ∈ X .
We let A = (aij)i,j=1,··· ,n denote the Cartan matrix for R. We pick
(di)i=1,··· ,n minimal such that (diaij)i,j=1,··· ,n is symmetric.
2.2. The modular case. Let k denote an algebraically closed field of
characteristic p > 0 and let G be a connected reductive algebraic group
over k. Fix a maximal torus T in G and assume that R is the root
system associated to (G, T ). To identify X with the character group
of T , we will assume G to be simply connected.
In the category C of finite dimensional G-modules we have four im-
portant modules associated with a dominant weight λ. First we have
the irreducible module L(λ) with highest weight λ. This is the unique
simple quotient of the Weyl module ∆(λ) as well as the unique simple
submodule of the dual Weyl module ∇(λ). Finally, we have the in-
decomposable tilting module T (λ). This module has a Weyl filtration
starting with ∆(λ) and a dual Weyl filtration ending with ∇(λ). All
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other quotients in these two filtrations of T (λ) have weights strictly
less than λ. So λ is the unique highest weight in all four modules
L(λ),∆(λ),∇(λ), and T (λ), and it occurs with multiplicity 1 in each
of them.
2.3. The quantum case. Let v denote an indeterminate and set Uv
equal to the quantum group over Q(v) associated to the Cartan matrix
A of R. The generators of this Q(v)-algebra are Ei, Fi, and K
±1
i , i =
1, 2, · · · , n. We set U+v , respectively U
−
v , respectively U
0
v equal to the
subalgebra generated by the Ei’s, respectively Fi’s, respectively K
±1
i ’s.
Then Uv = U
−
v U
0
vU
+
v .
Set A = Z[v, v−1] and consider the Lusztig A-form of Uv. This is the
A-subalgebra of Uv generated by E
(r)
i , F
(r)
i , K
±1
i , i = 1, 2, · · · , n, r ∈ N.
Here the divided powers E
(r)
i and F
(r)
i are defined as follows: if m ∈ Z
and d ∈ N then the Gaussian number [m]d is given by [m]d =
vdm−v−dm
vd−v−d
and for m > 0 we set [m]d! = [m]d[m − 1]d · · · [1]d. Then E
(r)
i =
Eri
[r]di !
.
We define F
(r)
i by the same recipe.
Again we have subalgebras U+A , U
−
A , U
0
A such that UA = U
−
AU
0
AU
+
A .
Here U+A , respectively U
−
A , is the A-subalgebra of UA generated by the
E
(r)
i ’s, respectively F
(r)
i ’s whereas U
0
A is generated by the K
±1
i together
with the following elements
[Kit ] =
t∏
j=1
Kiv
di(1−j) −K−1i v
di(j−1)
vdij − v−dij
; t ∈ N.
Let now q ∈ C be a root of unity of order l. We assume that l is
prime to all non-zero entries in A. In particular l is odd. Then we
make C into an A-algebra by specializing v to q. The quantum group
we want to consider is then
Uq = UA ⊗ C.
We set U+q = U
+
A ⊗C, U
−
q = U
−
A ⊗C and U
0
q = U
0
A⊗C. Again we have
Uq = U
−
q U
0
qU
+
q .
Let λ ∈ X . Then we have a character χλ : U
0
q → C given by
χλ(Ki) = q
diλi and χλ([
Ki
t ]) =
[
λi
t
]
di
, see [L90]. Here λi = 〈λ, α
∨
i 〉 is
the i’th coordinate of λ (with α1, α2, · · · , αn denoting the simple roots)
and for general m ∈ Z, t, d ∈ N we write [mt ]d ∈ C for the Gaussian
binomial coefficient [mt ]d =
[m]d!
[t]d![m−t]d!
∈ A evaluated at q.
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If M is a U0q -module then the weight space Mλ is defined by Mλ =
{m ∈M | um = χλ(u)m for all u ∈ U
0
q }. We say that M has type 1 if
M = ⊕λ∈XMλ.
In the following all modules we consider will be finite dimensional
of type 1. The category of such Uq-modules will be denoted Cq. (In
several previous papers this notation was used for the bigger category
of integral Uq-modules. However, we will only need finite dimensional
modules for our purposes here).
In Cq we have - in complete analogy with the modular situation
described above - the following four modules attached to a weight λ ∈
X+: The simple module Lq(λ), the Weyl module ∆q(λ), the dual Weyl
module ∇q(λ) and the indecomposable tilting module Tq(λ).
Each of these modules have highest weight λ. The dual Weyl module
∇q(λ) may be obtained via induction from the 1-dimensional U
−
q U
0
q -
module given by the character χλ (extended trivially to U
−
q U
0
q ). Then
we can define ∆q(λ) as the dual of ∇q(λ). For the dual operation we
will employ an involutive antiautomorphism ωS of Uq, where S is the
antipode of Uq and ω is an involutive automorphism of Uq exchanging
each Ei and Fi while sending Ki to K
−1
i . For M ∈ Cq we let M
ωS
denote the C-linear dual of M with Uq acting through ωS. So we
set ∆q(λ) = ∇q(λ)
ωS and Lq(λ) is realized as the socle of ∇q(λ) (or
equivalently the head of ∆q(λ)). The tilting module Tq(λ) contains
∆q(λ) and surjects onto ∇q(λ).
2.4. Rigid modules. Let M denote a module in either C or Cq. The
radical series of M is then the series of submodules
0 = radrM ⊂ radr−1M ⊂ · · · ⊂ rad1M ⊂M
where by the radical rad1M of M we mean the smallest submod-
ule whose quotient is semisimple. We also often write just radM
instead of rad1M and we set radi+1M = rad(radiM). The quo-
tient M/ radM is called the head of M and denoted hdM . We set
radiM = rad
iM/ radi+1M and call this the i-th radical layer of M .
Similarly, the socle series of M is the series of submodules
0 = soc0M ⊂ soc1M ⊂2 M ⊂ · · · ⊂ socrM =M.
Here soc1M is the largest semisimple submodule of M , often denoted
just socM , and soci+1M = pi−1(soc(M/ sociM)) with pi being the
projection M → M/ sociM . The i-th socle layer of M is sociM =
sociM/ soci−1M .
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As indicated the length r of the radical series for M coincides with
the length of the socle series. This common number is called the Loewy
length and denoted llM .
Definition 2.1. The module M is rigid if its radical series coincides
with it socle series, i.e., if radiM = socllM−iM .
A Loewy series for M is a filtration 0 = M r ⊂ M r−1 ⊂ · · · ⊂
M1 ⊂ M0 = M with the property that r = llM and all quotients
M i/M i+1M are semisimple. By definition we have radiM ⊂ M i and
M i ⊂ socllM−iM . So M is rigid if and only if it has a unique Loewy
series.
Remark. Clearly, the dual of the radical series for M gives us the
socle series for the dual module M∗. Explicitly, we have (radiM)∗ ≃
M∗/ soci(M∗) for all i.
3. Loewy structure of modules for quantum groups
In this section we study the Loewy structure of some of the tilting
modules in the category Cq from Section 2. For simplicity we assume
that our root system R is irreducible. Recall that q is a complex root
of unity of odd order l (with l also being prime to 3 if R is of type G2).
3.1. Projective modules. Consider the weight (l−1)ρ ∈ X+. In this
case the strong linkage principle [APW91, 7.6] gives
Lq((l − 1)ρ) = ∇q((l − 1)ρ) = ∆q((l − 1)ρ) = Tq((l − 1)ρ).
We denote this special module Stq and call it the Steinberg module. It
has (again by the strong linkage principle) the property
Stq is injective (and projective) in Cq.
Note that Stq is selfdual. Hence the trivial module k is a submodule
of Stq ⊗ Stq and any module M ∈ Cq is embedded into M ⊗ Stq⊗ Stq,
i.e., we have
Cq has enough injectives and enough projectives.
We set Xl = {ν ∈ X
+ | 〈ν, α∨〉 < l for all simple roots α} and
write for each λ ∈ X , λ = λ0 + lλ1 with λ0 ∈ Xl. Then we set
λ˜ = 2(l − 1)ρ+ w0λ
0 + lλ1, where w0 ∈ W is the longest element such
that w0R
+ = −R+.
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Proposition 3.1. [A92, 5.8] Let λ ∈ X+. Then Tq(λ˜) is the injective
envelope (and the projective cover) of Lq(λ).
Corollary 3.2. Let λ ∈ X+. Then Lq(λ) = soc∆q(λ˜) = hd∇q(λ˜).
Proof: Note that ∆q(λ˜) is a submodule of Tq(λ˜) and ∇q(λ˜) is a
quotient. Now apply Proposition 3.1.
Remark 3.3. This corollary proves that if ν ∈ (l − 1)ρ + X+ then
∇q(ν) has simple head. This is not true for all ν ∈ X
+ as our B2-
examples in Section 5 will illustrate. In fact, in that case we determine
the heads of all dual Weyl modules, see Remark 7.3(2).
3.2. Alcoves and wall crossings. The bottom alcove C in X+ is
defined by
C = {λ ∈ X+ | 〈λ+ ρ, α∨〉 < l for all α ∈ R+}
and its closure C¯ is
C¯ = {λ ∈ X | 0 ≤ 〈λ+ ρ, α∨〉 ≤ l for all α ∈ R+}.
The affineWeyl groupWl may then be defined as the group generated
by the reflections in the walls of C. An arbitrary alcove is w · C with
w ∈ Wl.
A weight λ ∈ X is called l-regular provided 〈λ + ρ, α∨〉 6≡ 0
mod l for all α ∈ R+. Equivalently, λ is l-regular iff λ belongs to some
alcove in X .
We now let Sl denote the set of reflections in the walls of C. Then Sl
is a set of generators for Wl. If s ∈ Sl then any alcove A has a unique
wall which is in the Wl-orbit of this wall. We call this the s-wall of A
and we write As for the alcove obtained by reflecting A in its s-wall.
Denote by A+ the set of alcoves in X+. For later use we also intro-
duce A++ as the set of alcoves in lρ+X+.
To each λ ∈ C¯ we associate the block Bλ ⊂ Cq consisting of those
M ∈ Cq whose compositions factors all have highest weights belonging
to the orbit Wl · λ. Then
Cq = ⊕λ∈C¯Bλ.
We denote the corresponding projection Cq → Bλ by prλ.
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Let now also µ ∈ C¯. Then we have a translation functor T λµ : Bµ →
Bλ defined by
T λµM = prλ(M ⊗ Tq(x(λ− µ))).
Here x ∈ W is chosen such that x(λ − µ) ∈ X+. We have for any
V ∈ Cq
(M ⊗ V )ωS ≃ MωS ⊗ V ωS,
and hence
(T µλM)
ωS ≃ T µλ (M
ωS).
Remark. Usually the translation functors T λµ are defined by tensoring
with simple modules instead of tilting modules. However, the outcome
only depends on the extremal weights (those in the W -orbit of the
highest weight) of the module used. Our choice makes it clear that
translation functors take tilting modules to tilting modules, see [P],
[X], [K98].
3.3. Loewy lengths. In this and the following subsections we fix an
l-regular weight λ ∈ C. If A is any other alcove then we denote by
∆q(A) the Weyl module with highest weight in Wl · λ ∩ A. Similarly,
we define Lq(A),∇q(A) and Tq(A).
Let s ∈ Sl and choose a weight µ in the interior of the s-wall of C.
Then the composite T λµ ◦ T
µ
λ : Bλ → Bλ is denoted θs. It is sometimes
called the wall-crossing functor.
If ν ∈ C¯ and A is an arbitrary alcove then we let νA denote the
weight given by {νA} = Wl ·ν ∩ A¯. If A is determined by A = {η ∈ X |
nαl < 〈η + ρ, α
∨〉 < (nα + 1)l for all α ∈ R
+} where nα ∈ Z then the
upper closure Aˆ of A is defined by Aˆ = {η ∈ X | nαl < 〈η + ρ, α
∨〉 ≤
(nα + 1)l for all α ∈ R
+}.
The following proposition is the analogue of well-known modular
results, see Proposition 7.15 in [RAG]
Proposition 3.4. Let A ∈ A+.
i) For any ν ∈ C¯ we have T νλ∇q(A) = ∇q(νA) and
T νλLq(A) =
{
Lq(νA) if νA ∈ Aˆ,
0 otherwise.
Assume now also that As ⊂ X+. Then
ii) θs∇q(A) ≃ θs∇q(As).
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iii) Suppose As < A. Then we have a non-split exact sequence
0→∇q(As)→ θs∇q(A)→∇q(A)→ 0.
If As > A then there is a corresponding sequence with the roles of A
and As reversed.
Corollary 3.5. With notation as in the above proposition and assum-
ing As < A we have HomUq(∇q(A),∇q(As)) ≃ C.
Proof: The functors T µλ and T
λ
µ are adjoint. Hence we get
HomUq(∇q(A), θs∇q(A)) ≃ HomUq(T
µ
λ∇q(As), T
µ
λ∇q(A))
≃ HomUq(∇q(µA),∇q(µA)) ≃ C.
The non-splitness of the exact sequence in Proposition 3.4 iii) im-
plies that any non-zero element in HomUq(∇q(A), θs∇q(A)) is in fact in
HomUq(∇q(A),∇q(As)). The corollary follows.
Remark 3.6. The proof of this corollary shows that if φ ∈
HomUq(∇q(A),∇q(As)) is non-zero then T
µ
λ φ is an isomorphism.
Set now A+ = C + lρ and A− = w0 · C + lρ and choose a sequence
A0 = A
+ > A1 > A2 > · · · > AN = A
−
such that (l − 1)ρ ∈ A¯i for all i and such that Ai and Ai+1 share a
common wall, say an si-wall, for which Aisi = Ai+1. The length of
such a sequence is N = #R+. We choose µi in the interior of the si
wall of C.
By Corollary 3.5 we have up to scalars a unique non-zero homomor-
phism ϕi+1 ∈ HomUq(∇q(Ai),∇q(Ai+1)).
Proposition 3.7. In the above notation we have that the composite
ϕN ◦ ϕN−1 ◦ · · · ◦ ϕ1 : ∇q(A
+)→ ∇q(A
−) is non-zero.
Proof: By Corollary 3.2 we have hd∇q(A
+) = Lq(A
−). Noting
that for each i the si-wall of A
− is in the upper closure of A− we get
from Proposition 3.4 i) that T µiλ Lq(A
−) is non-zero. If Lq(A
−) were a
composition factor of Ker(ϕ1) then the kernel of T
µ1
λ ϕ1 would be non-
zero. But Remark 3.6 says that this homomorphism is an isomorphism.
Similarly Lq(A
−) cannot be a composition factor of the kernels of any
of the other ϕi’s either. The proposition follows.
Remark 3.8. It is easy to see that in fact HomUq(∇q(A
+),∇q(A
−)) ≃
C. This means that any element in this space is a scalar multiple of the
composite ∇q(A
+) → hd∇q(A
+) = Lq(A
−) = soc∇q(A
−) ⊂ ∇q(A
−).
Hence we have in fact Im(ϕN ◦ ϕN−1 ◦ · · · ◦ ϕ1) = Lq(A
−).
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Corollary 3.9. ll(∇q(A
+)) ≥ N + 1.
Proof: Since Lq(Ai) is not a composition factor of ∇q(Ai+1) we see
that ϕi+1 vanish on soc∇q(Ai) = Lq(Ai). This gives the inequalities
(the first is actually an equality, see Remark 3.8)
1 ≤ ll(Im(ϕN ◦ϕN−1 ◦ · · ·◦ϕ1)) < ll(Im(ϕN−1 ◦ϕN−2 ◦ · · ·◦ϕ1)) < · · ·
< ll(Im(ϕ1)) < ll(∇q(A
+))
and we are done.
Proposition 3.10. For any alcove A ∈ A+ we have
ll(Tq(A)) ≥ 2ll(∇q(A))− 1.
Proof: Set m = ll(∇q(A)). Taking the ωS-dual, we have also
m = ll(∆q(A)). Recall that ∇q(A) is a quotient of Tq(A) while ∆q(A)
is a submodule. The simple module Lq(A) occurs with multiplicity
1 in Tq(A). Suppose rad
i Tq(A) does not contain Lq(A) as a com-
position factor. Then the surjection from Tq(A) to ∇q(A) must fac-
tor through Tq(A)/ rad
i Tq(A) and hence i = ll(Tq(A)/ rad
i Tq(A)) ≥
ll(∇q(A)) = m. We conclude that Lq(A) must occur as composi-
tion factor of radm−1 Tq(A). It follows that the submodule ∆q(A) of
Tq(A) must in fact be a submodule of rad
m−1 Tq(A). Therefore we get
m = ll(∆q(A)) ≤ ll(rad
m−1 Tq(A)) = ll(Tq(A)) − (m − 1) and our
desired inequality is proved.
We shall end this subsection with some results needed later. Recall
that A+ = C + lρ.
Lemma 3.11. Let s ∈ Sl and suppose (l − 1)ρ belongs to the closure
of the s-wall of A+. Then θsTq(A
+) = Tq(A
+)⊕ Tq(A
+).
Proof: Easy weight considerations show that Tq(A
+) = T λ−ρStq [A00,
5.2] and that the composite θs ◦ T
λ
−ρ equals T
λ
−ρ ⊕ T
λ
−ρ. The lemma
follows.
Lemma 3.12. If s is as in Lemma 3.11 and A ∈ A+ then
HomUq(θsLq(A), Tq(A
+)) ≃
{
C2 if A = A−;
0 otherwise.
Proof: By adjointness we have
HomUq(θsLq(A), Tq(A
+)) ≃ HomUq(Lq(A), θsTq(A
+)).
Hence the lemma follows from Lemma 3.11 via the fact that socTq(A
+) =
Lq(A
−), see Proposition 3.1.
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We consider now a sequence of alcoves A0 = A
+ > A1 > · · · > AN =
A− as in Proposition 3.6 and let si denote the corresponding reflections.
Proposition 3.13. Tq(A
+) is a submodule of θs1 ◦ · · · ◦ θsNLq(A
−).
Proof: The highest weight of the tilting module θs1 ◦ · · · ◦ θsNTq(A
−)
is λA+ and therefore it contains Tq(A
+) as a summand. The surjection
Tq(A
−)→∇q(A
−) gives a surjection θs1 ◦ · · · ◦ θsNTq(A
−)→ θs1 ◦ · · · ◦
θsN∇q(A
−) whose kernel K does not have Lq(A
−) as a composition
factor. Remembering that Lq(A
−) is the socle of Tq(A
+) we conclude
that the composite Tq(A
+) ⊂ θs1◦· · ·◦θsNTq(A
−)→ θs1◦· · ·◦θsN∇q(A
−)
is an inclusion. If we compose this map by the surjection θs1 ◦ · · · ◦
θsN∇q(A
−) → θs1 ◦ · · · ◦ θsN (∇q(A
−)/Lq(A
−)) we get the zero map
because Lq(A
−) is not a composition factor of ∇q(A
−)/Lq(A
−) so that
by the dual version of Lemma 3.12
HomUq(Tq(A
+), θs1 ◦ · · · ◦ θsN (∇q(A
−)/Lq(A
−))) = 0.
This means that Tq(A
+) is embedded into θs1 ◦ · · · ◦ θsNLq(A
−) as
desired.
Remark. Recall that Tq(A
+) is injective in Cq. Hence the statement
in Proposition 3.13 says that Tq(A
+) is a direct summand of θs1 ◦ · · · ◦
θsNLq(A
−).
3.4. Kazhdan-Lusztig theory and Loewy length. We preserve the
notation from above. Recall that the Lusztig conjecture on the irre-
ducible characters, {chLq(A)}A∈A+ is known, see [KL] or [ABG] or [F1].
Equivalently, the Vogan conjecture holds, i.e., we have as in [A86]
Theorem 3.14. If A is an alcove in X+ and s ∈ Sl satisfies As > A
then ll(θsLq(A)) = 3.
Corollary 3.15. If λ ∈ C and M ∈ Bλ, s ∈ Sl then ll(θsM) ≤
ll(M) + 2.
Proof: [I]/[RAG, D.2].
As before N denotes the number of positive roots.
Proposition 3.16. ll(Tq(A
+)) = 2N + 1 and ll(∇q(A
+)) = N + 1.
Proof: Corollary 3.15 combined with Proposition 3.13 give imme-
diately the inequality ll(Tq(A
+)) ≤ 2N + 1. Then Proposition 3.10
and Corollary 3.9 give equality. Applying Proposition 3.10 again then
implies ll(∇q(A
+)) ≤ N + 1 and Corollary 3.9 shows that indeed we
have equality also here.
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Theorem 3.17. For any alcove A ∈ A++ we have ll(Tq(A)) = 2N +1
and ll(∇q(A)) = N + 1.
Proof: We shall proceed by induction on A. The induction start is
provided by Proposition 3.16. So assume now the result holds for A and
choose an s-wall of A with A < As ⊂ (l− 1)ρ+X+. Weight consider-
ations show that Tq(As) is then a summand of θsTq(A). Moreover, the
socle of Tq(A) as well as the head is Lq(B) for some alcove B ⊂ X
+ with
sB < B, see Proposition 3.1. Then θsTq(A) = θs(radTq(A)/ socTq(A))
and hence Corollary 3.15 implies that ll(Tq(As)) ≤ ll(θsTq(A))) ≤
ll(θs(radTq(A)/ socTq(A)) ≤ 2N − 1 + 2. Proposition 3.10 then gives
ll(∇q(As)) ≤ N + 1.
Suppose this last inequality was strict. Then Corollary 3.15 implies
ll(θs(∇q(As))) = ll(θs(∇q(As)/Lq(As))) ≤ N + 1. On the other hand,
∇q(A) is a submodule of θs∇q(As) (see Proposition 3.4) and by induc-
tion hypothesis ll(∇q(A)) = N + 1. Hence the head Lq(B) of ∇q(A) is
contained in the head of θs∇q(As) contradicting the fact that
HomUq(θs∇q(As), Lq(B)) ≃ HomUq(∇q(As), θsLq(B))
= HomUq(∇q(As), 0) = 0.
Now both equalities follow (Proposition 3.10)
Corollary 3.18. ∀A ∈ A++ ∀s ∈ Sl,
ll(θs∇q(A)) = N + 2.
Proof: Assume As > A. Then
ll(θs∇q(A)) = ll(θs∇q(As)) = ll(θs(∇q(As)/ soc∇q(As)))
≤ ll(∇q(As)/ soc∇q(As)) + 2 by Corollary 3.15
= N + 1− 1 + 2 by Theorem 3.17
= N + 2.
On the other hand, ∇q(A) ⊂ θs∇q(As) by Proposition 3.4.iii). It fol-
lows from Theorem 3.17 again that
ll(θs∇q(As)) ≥ ll(∇q(A)) = N + 1.
Just suppose ll(θs∇q(As)) = N + 1. Then ∇q(A) 6⊂ rad θs∇q(As). As
Lq(A˜) = hd∇q(A) ⊂ hd θs∇q(As) for some A˜ with A˜s < A˜,
0 6= HomCq(θs∇q(As), Lq(A˜)) ≃ HomCq(∇q(As), θsLq(A˜)) = 0,
and we have a contradiction.
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Assume next As < A. Then
ll(θs∇q(A)) = ll(θs(∇q(A)/ soc∇q(A)))
≤ ll(∇q(A)/ soc∇q(A)) + 2 by Corollary 3.15
= N + 2 by Theorem 3.17.
On the other hand,
ll(θs∇q(A)) ≥ ll(∇q(A)) = N + 1 as θs∇q(A)։ ∇q(A).
Just suppose ll(θs∇q(A)) = N + 1. Then soc θs∇q(A) 6⊂ ∇q(As).
It follows that {soc θs∇q(A) + ∇q(As)}/∇q(As) ≃ Lq(A), and hence
Lq(A) ⊂ soc θs∇q(A). But then we get a contradiction because
0 6= HomCq(Lq(A), θs∇q(A)) ≃ HomCq(θsLq(A),∇q(A))
= 0 as As < A.
Corollary 3.19. Let M be any module in Cq. Then llM ≤ 2N + 1.
Proof: Since Cq has enough projectives (Proposition 3.1) it is enough
to prove the corollary whenM is an indecomposable projective module.
If M ∈ Bλ then this claim is contained in Theorem 3.17. Now for an
arbitrary ν the projectives in Bν are summands of T
ν
λM for appropriate
M ∈ Bλ. By Proposition 3.4 we have ll(T
ν
λM) ≤ ll(M).
3.5. Rigidity. We shall now prove that indecomposable projective
tilting modules in Cq are rigid. The arguments are similar to those
used in [AK] and we shall therefore only give the main points.
Lemma 3.20. Let A ∈ A+ and let ν = (l− 1)ρ+ lµ be a special point
in X+. Set A−ν = A
− + lµ and denote by Wν the stabilizer of ν in Wl.
If µ ∈ ρ+X+ then
[socj∇q(A) : Lq(A
−
ν )] = [radN+1−j∇q(A) : Lq(A
−
ν )]
=
{
1 if there exists w ∈ Wν with l(w) = j − 1 and A = w ·A
−
ν ,
0 otherwise.
Proof: Observe first that according to Proposition 3.4 translation
onto the special point ν takes Lq(A
−
ν ) to Lq(ν). The same proposition
then shows that [∇q(A) : Lq(A
−
ν )] = 0 unless ν ∈ A¯, i.e unless A =
Ai for some Ai occurring in a sequence of alcoves {Ai}i=1,··· ,N like in
Proposition 3.7. Moreover, we get [∇q(Ai) : Lq(A
−)] = 1 for all i. By
Theorem 3.17 we have ll∇q(A0) = N+1 and hence the arguments in the
proof of Proposition 3.7 give ll Im(ϕi ◦ϕi−1 ◦ · · ·◦ϕ1) = N+1− i for all
i. This means that Im(ϕi ◦ ϕi−1 ◦ · · · ◦ ϕ1) ⊂ soc
N+1−i∇(Ai) whereas
Im(ϕi ◦ ϕi−1 ◦ · · · ◦ ϕ1) 6⊂ soc
N−i∇(Ai). Since hd∇q(A0) = Lq(A
−
ν )
this proves the statement about the occurence of Lq(A
−
ν ) in the socle
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layers of ∇q(Ai). To get the statement about the radical series of
∇q(Ai) we argue similarly using this time the composite ϕN ◦ ϕN−1 ◦
· · · ◦ ϕi+1 : ∇q(Ai) → ∇q(A
−
ν ). In fact, if Lq(A
−
ν ) ⊂ radj∇q(Ai), then
ϕN ◦· · ·◦ϕi+1(rad
j∇q(Ai)) 6= 0. Moreover, the assumption µ ∈ ρ+X
+
ensures via Theorem 3.17 that ll∇(Ai) = N +1 for all i. Since each ϕi
kills the socle we get
1 ≤ ll(ϕN◦· · ·◦ϕi+1(rad
j∇q(Ai))) ≤ ll(rad
j ∇q(Ai))−(N−i) = i+1−j.
Hence j ≤ i for all such j and the statement follows.
Definition 3.21. Let M ∈ Cq. We say that a composition factor L of
M is rigidly placed in M if we have [radiM : L] = [socllM−i : L] for all
i.
Clearly a module M is rigid iff all its composition factors are rigidly
placed.
Proposition 3.22. Let s ∈ Sl and assume A,As ∈ A
++ and that L is
a simple module in Cq. If L is rigidly placed in both ∇q(A) and ∇q(As),
then L is also rigidly placed in θs∇q(A).
Proof: We may assume that As < A. Recall from Proposition 3.4
that we then have a short exact sequence
0→ ∇q(As)→ θs∇q(A)
pi
→∇q(A)→ 0.
As observed in the proofs of Theorem 3.17 and Corollary 3.18 we have
hd θs∇q(A) = hd∇q(A) and soc θs∇q(A) = soc∇q(As). This implies
radi−1∇q(As) ⊂ rad
i−1(rad θs∇q(A)) = rad
i θs∇q(A),
and pi(socN+2−i θs∇q(A)) ⊂ soc
N+1−i∇q(A).
On the other hand,
∇q(As) ∩ soc
N+2−i θs∇q(A) = soc
N+2−i∇q(As),
pi(radi θs∇q(A)) = rad
i∇q(A).
It follows that
[socN+2−iθs∇q(A) : L] ≤ [soc
N+2−i∇q(As) : L] + [soc
N+1−i∇q(A) : L]
= [radi−1∇q(As) : L] + [rad
i∇q(A) : L] by the hypothesis
≤ [radi θs∇q(A) : L].
By Corollary 3.18 we have llθs∇q((A) = N+2 and hence this inequality
proves that L is rigidly placed in θs∇q(A).
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Proposition 3.23. Let s ∈ Sl and A ∈ A
++. Suppose B,Bs ∈ A+
with B > Bs. If Lq(B) is rigidly placed in θs∇q(A), then Lq(Bs) is
rigidly placed in ∇q(A).
Proof: We assume first that A < As so that ∇q(A) ⊂ θs∇q(A). We
set L = Lq(B). As Bs < B, θsL = 0. This means in particular that L
cannot occur in the head or socle of θsV for any V ∈ Cq.
Write M = ∇q(A). Then we have for all i ∈ N,
ll(θs soc
N+1−iM) ≤ ll(socN+1−iM) + 2 by Corollary 3.15
≤ N + 3− i,
and hence θs soc
N+1−iM ⊂ socN+3−i θsM . This implies
rad θs soc
N+1−iM ⊂ socll(θs soc
N+1−iM)−1 θs soc
N+1−iM
⊂ socN+2−i θs soc
N+1−iM
⊂ socN+2−i(socN+3−i θsM) = soc
N+2−i θsM.
Since (as observed above) L does not occur in the head of θs soc
N+1−iM
we get from this
[θs soc
N+1−iM : L] ≤ [socN+2−i θsM : L]. (1)
Let now Mi denote the submodule of θsM containing θs rad
iM with
Mi/θs rad
iM = soc(θsM/θs rad
iM). Then
ll(θsM/θs rad
iM) = ll(θs radM/θs rad
iM) as θsM = θs radM
= ll(θs(radM/ rad
iM))
≤ ll(radM/ radiM) + 2 by Corollary 3.15
= i− 1 + 2 = i+ 1.
It follows that
radi(θsM/θs rad
iM) ⊂ soc(θsM/θs rad
iM) =Mi/θs rad
iM,
and hence radi θsM ⊂ Mi. As L does not occur in Mi/θs rad
iM =
soc(θs(M/ rad
iM) we find
[radi θsM : L] ≤ [Mi : L] = [θs rad
iM : L]. (2)
Then
[θs soc
N+1−iM : L] ≤ [socN+2−i θsM : L] by (1)
= [radi θsM : L] as L is rigidly placed in θsM
and as ll(θsM) = N + 2 by Corollary 3.18
≤ [θs rad
iM : L] by (2)
≤ [θs soc
N+1−iM : L],
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i.e.,
[θs soc
N+1−iM : L] = [socN+2−i θsM : L] =
[radi θsM : L] = [θs rad
iM : L].
In particular, [θs(soc
N+1−iM/ radiM) : L] = 0. But this means∑
D∈A+
[socN+1−iM/ radiM : Lq(D)][θsLq(D) : L] = 0,
and we conclude that if for some D we have [θsLq(D) : L] 6= 0, then
[socN+1−iM/ radiM : Lq(D)] = 0. However, [θsLq(Bs) : L] = 1, so
we get in particular, [socN+1−iM/ radiM : Lq(Bs)] = 0, i.e. Lq(Bs) is
rigidly placed inM = ∇q(A). In the case where A > As so that ∇q(A)
is a quotient of θs∇q(A) a completely analogous argument works (cf.
[AK]).
The above results now give us the following
Theorem 3.24. If A is sufficiently deep inside A+ then ∇q(A) is rigid.
Proof: Let L = Lq(B) for some B ∈ A
+. Choose a special point
ν ∈ X+ such that B ⊂ ν − Xl. The top alcove in this box is A
−
ν
and in general we can find a sequence of alcoves B0 = B < Bs1 <
· · ·Bs1s2 · · · sm = A
−
ν with si ∈ Sl inside ν − Xl. We want to prove
that L is rigidly placed in any ∇q(A) with A sufficiently deep inside
A+. Suppose A is such an alcove for which L is not rigidly placed
in ∇q(A). Since A is sufficiently deep inside A
++ we have certainly
As1 ∈ A
++ and more generally Asj1 · · · sjr ∈ A
++ for any subse-
quence sj1 , · · · , sjr of s1, s2, . . . , sm. Hence Propositions 3.22 and 3.23
imply that Lq(Bs1) is not rigidly placed either in ∇q(A) or in ∇q(As1)
and repeating this argument m times that there exists a subsequence
sj1, · · · , sjr of s1, s2, · · · , sm such that Lq(A
−
ν ) is not rigidly placed in
∇q(Asj1 · · · sjr). But then Asj1 · · · sjr = w · A
−
ν (otherwise Lq(A
−
ν ) is
not a composition factor of ∇q(Asj1 · · · sjr)) for some w ∈ Wν and we
have a contradiction to Lemma 3.20.
Remark 3.25. The wording ‘sufficiently deep’ in Theorem 3.24 means
that A ⊂ nρ+X+ for some large integer n. Actually we believe n = l
should be enough (i.e. A ∈ A++) but (cf. the proof below) our present
arguments require n = hl. On the other hand, our examples in Section
5 demonstrate that we cannot take n smaller than l.
To see that n = hl suffices we need the following fact. We use
the notation and assumptions from the proof of Theorem 3.24. In
particular, B is an alcove inside ν − Xl and s1, s2, · · · , sm is a min-
imal sequence such that Bs1s2 · · · sm = A
−
ν . In particular, B is an
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alcove inside ν−Xl and s1, s2, · · · , sm is a minimal sequence such that
Bs1s2 · · · sm = A
−
ν . Let A ∈ hlρ + A
+. Then any of the subsequence
sj1, · · · , sjr of s1, s2, · · · , sm we have Asj1 · · · sjr ∈ A
++.
Proof: Recall that A−ν = w0 · C + ν + ρ and set A
+
ν−lρ = C + ν +
ρ − lρ. We can write A = w · A+ν−lρ + lwγ for some w ∈ W, γ ∈
ZR. Then A = w · C + w(ν − lρ + ρ + lγ), so w(ν − lρ + ρ + lγ) ∈
l(hρ + X+). Also Asj1 . . . sjr = w · A
+
ν−lρsj1 . . . sjr + wlγ. We claim
A+ν−lρsj1 . . . sjr ∈ ν + ρ − lρ +W · {A
′ ∈ A+ | A′ ≤ A−lρ−ρ}. Indeed,
if for some 1 ≤ k ≤ r we have A+ν−lρsj1 . . . sjk−1 ∈ ν + ρ − lρ + A
+
with A+ν−lρsj1 . . . sjk−1sjk 6∈ ν+ ρ− lρ+A
+, then A+ν−lρsj1 . . . sjk−1sjk =
ν+ρ−lρ+s′k ·(A
+
ν−lρsj1 . . . sjk−1−ν−lρ−ρ) for some reflexion s
′
jk
∈ W
in a hyperplane orthogonal to a simple root. Hence we may assume
A+ν−lρsj1 . . . sjr ∈ ν+ρ−lρ+A
+. Then by [V, 1.6], A+ν−lρsj1 . . . sjr ≤ A
−
ν
as d(A+ν−lρ, B) + d(B,A
−
ν ) = d(A
+
ν−lρ, A
−
ν ). Thus we can write
Asj1 . . . sjr = w ·(w
′ ·A′+ν − lρ+ρ)+wlγ = ww′ ·A′+w(ν−lρ+ρ+lγ)
for some w′ ∈ W and A′ ∈ A+ with A′ ≤ A−lρ−ρ. It follows for any
simple root α that
〈ww′ · λA′ + w(ν − lρ+ ρ+ lγ) + ρ, α
∨〉
= 〈λA′ + ρ, (ww
′)−1, α∨〉+ 〈w(ν − lρ+ ρ+ lγ), α∨〉
≥ −〈lρ, α∨0 〉+ lh = l,
as desired.
Finally we can formulate our main result on rigidity of certain in-
decomposable tilting modules. Recall that there are examples of non-
rigid tilting modules, see Section 5. So at least for the regular block
our result here seems to be the best possible.
Theorem 3.26. Let A ∈ A++. Then Tq(A) is rigid.
Proof: When A is sufficiently deep inside A+ the result follows from
Theorem 3.24 exactly as in [AK]. So here we shall only show how to
deduce the general case from this.
Recall that for any µ ∈ X+ we have [Lu]
Lq(µ) ≃ Lq(µ
0)⊗ LC(µ
1)[1] (1)
where LC(µ
1) denotes the irreducible module with highest weight µ1
for the simple complex Lie algebra corresponding to R and an upper [1]
on a module means that we consider it as a Uq-module via the quantum
Frobenius homomorphism.
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Likewise we have a factorization of projective tilting modules. Namely,
if η ∈ (l − 1)ρ+Xl and η
′ ∈ X+ then we have [A92]
Tq(η + lη
′) ≃ Tq(η)⊗ LC(η
′)[1]. (2)
Let now A ∈ A++. Then we may write A = A′ + lµ for some alcove
A′ contained in lρ + Xl and some µ ∈ X
+. Consider now m ≫ 0.
Then LC(µ)⊗LC(mρ) =
⊕
η LC(η+mρ) where the sum runs over the
multiset of weights of LC(µ). When m is big enough the alcoves of
the form A′ + lη + lmρ all lie sufficiently deep inside A+ for all these
η’s. Hence all Tq(A
′ + lη + lmρ) are rigid. But by (2) we see that
Tq(A) ⊗ LC(mρ)
[1] equals the direct sum of these and since they all
have the same Loewy length (namely 2N + 1 according to Theorem
3.17) this sum is also rigid. However, (1) implies that tensoring by any
LC(µ)
[1] takes a semisimple module in Cq into a semisimple module.
Hence we have
(radi(Tq(A)⊗ LC(mρ)
[1]) ⊂ (radi Tq(A))⊗ LC(mρ)
[1] ⊂
(soc2N+1−i Tq(A))⊗ LC(mρ)
[1]) ⊂ soc2N+1−i(Tq(A)⊗ LC(mρ)
[1])
By the above the two outer terms are equal so that we must have
equality everywhere. We conclude that radi Tq(A) = soc
2N+1−i Tq(A),
i.e., Tq(A) is rigid.
Remark. To obtain Theorem 3.26 only, we could make use of the fact
from [APW92, 3.4] that socCq M = socC¯q M for each M ∈ Cq, where C¯q
is the category of finite dimensional modules of type 1 over the small
quantum algebra, see 5.2.
4. Loewy structures in the modular case
In this section we shall consider the modular category C introduced
in Section 2.2. We shall prove that certain tilting modules are also rigid
in this case. Although we could proceed just as in the quantum case
treated in Section 3 we shall make some shortcuts by taking advantage
of our results in [AK].
In addition to the notation already introduced in Section 2 we shall
need some more notation.
4.1. More notation. We let F : G → G denote the Frobenius mor-
phism coming from the p-th power map on k. The kernel of F is
denoted G1. This is an infinitesimal subgroup scheme of G. We shall
also consider the subgroup scheme G1T and its representations.
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If M ∈ C we denote by M (1) the Frobenius twist of M . This is
the same vector space but the G-action is given by g · v = F (g)v, g ∈
G, v ∈ V . Clearly G1 acts trivially on M
(1). If on the other hand G1
acts trivially on some V ∈ C then V = M (1) for some M ∈ C. In this
case we write also M = V (−1).
We shall carry over much of the notation from Section 3 by just
replacing l by p. In particular, Wp is now the affine Weyl group in
question. The lowest alcove in X+ is still denoted C but now given by
C = {λ ∈ X+ | 〈λ+ ρ, α∨〉 < p for all α ∈ R+}. The fundamental box
is denoted Xp.
4.2. Rigidity for injective G1T -modules. The Lusztig conjecture
for irreducible G-modules may just as well be formulated as a conjec-
ture about irreducible G1T -modules. It is then natural to expect the
conjecture to be true for p ≥ h but it is only known to hold in general
for p≫ 0, see [AJS] and [F1]. On the other hand, the example in [A94]
shows that it cannot be expected to hold for p < h. In this section we
shall assume that the conjecture does hold for our group. As in Section
3 we will use the analogue in form of the Vogan conjecture which we
can formulate by saying that
llθsL1(λ) ≤ 3 for all p-regular λ ∈ X and all s ∈ Sp.
Here L1(λ) denotes the irreducible G1T -module with highest weight λ.
If λ ∈ Xp then L1(λ) is just the restriction to G1T of the irreducible
G-module L(λ). In general, we write λ = λ0 + pλ1 (in analogy with
Section 3.1) with λ0 ∈ Xp and λ
1 ∈ X and have L1(λ) = L(λ
0)⊗ pλ1.
As in Section 3 we get then
Corollary 4.1. Let s ∈ Sp and suppose M is a G1T -module belonging
to a regular block. Then llθsM ≤ llM + 2.
Denote now for any λ ∈ X by Q1(λ) the injective envelope of L1(λ)
(in the category of finite dimensional rational G1T -modules). Then we
have
Theorem 4.2. [AK, Theorem 7.2] Let λ ∈ X be p-regular. Then the
injective G1T -module Q1(λ) is rigid with Loewy length 2N + 1.
4.3. Rigidity of some tilting modules for G. The injective G1T -
modules are expected to have G-structures. In fact, Donkin has con-
jectured
Conjecture 4.3. (S. Donkin) [Do93] Let λ ∈ Xp and write λ˜ = 2(p−
1)ρ+ w0λ. Then Q1(λ) ≃ T (λ˜)|G1T .
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This conjecture is known to be true for p ≥ 2(h−1) [RAG]. In partic-
ular, it holds under the stronger assumption in the following corollary
which we here have formulated as a statement about tilting modules
using the above relation
Corollary 4.4. [AK, Proposition 8.4] Suppose p ≥ 3h − 3 and let
λ ∈ X1 be p-regular. Then the G-module T (λ˜) is rigid with Loewy
length 2N + 1. In fact, we have socjG T (λ˜) = soc
j
G1
Q1(λ) for all j.
We have added a subscript to the socle series to indicate which cat-
egory we consider.
Remark 4.5. The assumption p ≥ 3h− 3 ensures that for all λ ∈ X1
the G-composition factors L(µ) of T (λ˜) always have µ1 ∈ C¯. By the
linkage principle this implies that the isotypic components of the G1T -
Loewy layers of T (λ˜) are all semisimple as G-modules.
In order to prove rigidity for a wider class of tilting modules we need
Lemma 4.6. Let M and L be G-modules which satisfy
(1) socGM = socG1 M , and
(2) (socGM)⊗ L
(1) is semisimple.
Then socG(M ⊗ L
(1)) = (socGM)⊗ L
(1).
Proof: Since both sides (for the right hand side we use assumption
(2)) of the desired equality are semisimple G-modules it is enough to
prove
HomG(L(λ), socG(M ⊗ L
(1))) = HomG(L(λ), (socGM)⊗ L
(1))
for all λ ∈ X+. Here the left hand side equals
HomG(L(λ
0)⊗ L(λ1)(1),M ⊗ L(1)) =
HomG(L(λ
1),HomG1(L(λ
0),M)(−1) ⊗ L)
whereas the right hand side equals
HomG(L(λ
0)⊗ L(λ1)(1), (socGM)⊗ L
(1)) =
HomG(L(λ
1),HomG1(L(λ
0), socGM)
(−1) ⊗ L).
By assumption (1) socG1 M = socGM and hence
HomG1(L(λ
0), socGM) = HomG1(L(λ
0),M).
The conclusion follows.
This now allows us to prove
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Theorem 4.7. Assume p ≥ 3h − 3 and suppose λ ∈ X is a p-regular
weight which satisfies p ≤ 〈λ + ρ, α∨〉 ≤ p(p − h + 2) for all α ∈ R+.
Then T (λ) is rigid of Loewy length 2N + 1.
Proof: Using the lower bounds in our assumptions on λ we see that
we may write λ = µ˜ + pν with µ ∈ Xp and ν ∈ X
+. Now by [Do93,
2.1] we have
T (λ) ≃ T (µ)⊗ T (ν)(1).
The upper bound on λ ensures that any dominant weight η of T (λ)
has η1 ∈ C¯. This means in particular that ν ∈ C¯ so that by the linkage
principle T (ν) = L(ν). It also means that for any composition factor
L(η) of T (µ˜) we have η1 + ν ∈ C¯ and hence (again by the linkage
principle) L(η) ⊗ L(ν)(1) = L(η0) ⊗ (L(η1) ⊗ L(ν))(1) is semisimple.
Therefore for any j the pair (T (µ˜)/ socjG T (µ˜), T (ν)) satisfies condition
(2) in Lemma 4.6. Moreover, by the corollary above the G-socle series
of T (µ˜) coincides with the G1 socle series. Hence condition (1) in
Lemma 4.6 holds for each T (µ˜)/ socjG T (µ˜). Using this we see that the
lemma combined with Corollary 4.4 and Theorem 4.2 give
socj+1G T (λ) = (soc
j+1
G1
Q1(µ))⊗ T (ν)
(1)
= (rad2N−jG1 Q1(µ))⊗ T (ν)
(1) = rad2N−jG T (λ).
Here the last equality uses the ‘dual version’ of Lemma 2.4.
Remark 4.8. In Section 6 we give an example of a non-rigid tilting
module for G = SL3(k). This example shows that the upper bound in
Theorem 4.7 is just about ‘best possible’.
5. Type B2
In this section we calculate the Loewy structure of all regular Weyl
modules in Cq in the case where R is of type B2. Moreover, we compute
in this situation also the Loewy structure of several indecomposable
tilting modules with small highest weights. It turns out that there is
exactly one alcove in A+ for which the corresponding Weyl module is
not rigid. We prove that the indecomposable tilting module associated
with this alcove is likewise non-rigid.
We start out by two subsections containing some results which apply
to the general case. For Weyl modules of small Loewy lengths the
strategy here is very effective for proving rigidity. In particular, we
shall deduce that all regular Weyl modules are rigid for type A2 and
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with the single exception mentioned above we get the same result for
type B2.
5.1. Parity filtrations.
Definition 5.1. Let M ∈ Cq. We say that a filtration 0 = M
r ⊂
M r−1 ⊂ · · · ⊂M0 =M with layersMi =M
i/M i+1 is a parity filtration
if d(A,B) + i − j is even whenever Lq(A) , respectively Lq(B), is a
composition factor of Mi, respectively of Mj .
Remark 5.2. LetM• be a parity filtration ofM ∈ Cq and let r > i ≥ 0.
Then we have in particular that d(A,B) is even for all composition
factors of Mi. According to the q-analogue of Corollary 2.10 in [A86]
this means that Mi is semisimple. So by the general properties of
radical and socle series we have radiM ⊂ M i ⊂ socr−iM . If r = llM
then M• is a Loewy series for M and M is rigid if this Loewy series
coincides with the socle and the radical filtrations.
Proposition 5.3. Suppose M ∈ Cq belongs to a regular block. Assume
that
(1) M has a parity filtration of length r
(2) M has simple head and socle.
If r ≤ 4 then M is rigid.
Proof: Denote by Lq(A) the socle ofM and by Lq(B) the head ofM .
Then by assumption (2) we have socM = Lq(A) =M
r−1 = radllM−1M
and radM = M1 = socllM−1M . The fact that two simple modules
Lq(A1) and Lq(A2) do not extend when d(A1, A2) is even implies that
the layer soc2M consists of composition factors Lq(D) in M having
d(A,D) odd. Similarly, all composition factors Lq(D) of rad1M have
d(D,B) odd.
The proposition is trivial if r ≤ 2. If r = 3, we may assume the
filtration is strict, meaning 0 = M3 ( M2 ( M1 ( M0 = M . Then
M1 consists of all composition factors Lq(D) of M for which d(A,D)
is odd. By the above this means that soc2M = M1. So we have
soc2M =M1 = radM , i.e. M is rigid.
If r = 4 the parity condition ensures that M2, respectively M1 con-
sists of composition factors Lq(D) with d(A,D) odd and d(D,B) even,
respectively d(D,B) odd and d(A,D) even. The same argument as
above gives then soc2M = M2 and rad2M = M2. Rigidity of M
follows.
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5.2. Inducing from small quantum groups. In [AK] we proved
rigidity of regular baby Verma modules for G. The techniques there
carry over to the quantum case. To be precise, let uq (resp. U
0
q ) be
the subalgebra of Uq generated by Ei, Fi, Ki (resp. Ki and
[
Ki
t
]
), and
let U≤0q be the subalgebra generated by U
0
q and F
(t)
i , i ∈ [1, n], t ∈ N.
Let Cˆq (resp. C˜q, Cq) be the category of finite dimensional uqU
0
q - (resp.
uqU
≤0
q -, uq-) modules of type 1 as in [APW92, 0.4], and let ∇˜q (resp.
ind
Cq
C˜q
) be the induction functor from C≤0q to C˜q (resp. C˜q to Cq). Then we
have an induced modules (or quantized baby Verma modules) ∇˜q(A)
corresponding to each alcove A ∈ A and the analogue of Theorem 5.6
in [AK] says that all these modules are rigid as uqU
0
q -modules.
Set now ∇˜q(A)
i = radi
Cˆq
∇˜q(A) for i ≥ 0. These submodules belong
to C˜q and in the usual notation for layers we get the following exact
sequences
0→ ind
Cq
C˜q
(∇˜q(A)
i+1)→ ind
Cq
C˜q
(∇˜q(A)
i)→ ind
Cq
C˜q
(∇˜q(A)i). (1)
Noting that ind
Cq
C˜q
takes the simple module L˜q(A) in C˜q to Lq(A) if
A ∈ A+ and to 0 otherwise, we get a filtration ∇q(A)
• = ind
Cq
C˜q
(∇˜q(A)
•)
of ∇q(A) with semisimple layers.
Proposition 5.4. Let A ∈ A+. Then ∇q(A) has a parity filtration.
Moreover, ll∇q(A) = N + 1 if A ∈ A
++ and ll∇q(A) < N + 1 if
A ∈ A+ \ A++. In particular, if A ∈ A++, the length of the parity
filtration on ∆q(A) equals its Loewy length.
Proof: The q-analogues of the results from [AK] give that the Cˆq-
Loewy series of ∇˜q(A) is a parity filtration for all A . Then (1) above
shows that so is the filtration ∇q(A)
• because the composition factors
Lq(B) of ∇q(A)i are among those for which L˜q(B) is a composition
factor of ∇˜q(A)i.
The Loewy length equality is already proved in Theorem 3.17. The
inequality follows from the above by observing that the top layer ∇˜q(A)0 =
hd ∇˜q(A) is L˜q(A˜) and when A ∈ A
+ \ A++ the alcove A˜ lies outside
A+ so that ∇q(A) = ∇q(A)
0 = ∇q(A)
1.
In type A2 andB2 the C˜q-structure on each ∇˜q(A)i from [KY07]/[KY]
shows that the map ind
Cq
C˜q
(∇˜q(A)
i)→ ind
Cq
C˜q
(∇˜q(A)i) of (1) is surjective
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and that ind
Cq
C˜q
(∇˜q(A)i) is explicitly obtained by the Borel-Weil-Bott
cancellation.
Corollary 5.5. Suppose R is of type A2. Then ∇q(A) is rigid for all
A ∈ A+.
Proof: Let M = ∇q(A) with A ∈ A
+. Then Proposition 5.4 says
that assumption (1) in Proposition 5.3 holds for M . Moreover, it is
well known that Weyl modules for Type A2 have simple socles (cf.
Appendix where we deduce this from a general proposition) so that
also assumption (2) holds. Hence Proposition 5.3 gives the result.
Corollary 5.6. Suppose R is of type B2. Let A ∈ A
+ be an alcove for
which ∇q(A) has simple head. Then ∇q(A) is rigid.
Proof: Suppose first that A ∈ A+ \ A++. Then Proposition 5.4
implies that ll∇q(A) ≤ 4 and just as in Corollary 5.5 we can apply
Proposition 5.3.
Let next A ∈ A++. Then Theorem 3.17 gives ll∇q(A) = 5 and we
are out of the range where Proposition 5.3 applies. However, we can use
a variation of the arguments: We still have a parity filtration (Propo-
sition 5.4) with rad4∇q(A) = ∇q(A)
4 = soc∇q(A) and rad∇q(A) =
∇q(A)
1 = soc4∇q(A). The parity arguments from the proof of Propo-
sition 5.3 show that soc2∇q(A) has no composition factors in common
with ∇q(A)2 and similarly rad2∇q(A) has no composition factors in
common with ∇q(A)2. We want soc
2∇q(A) = ∇q(A)
3 = rad3∇q(A)
The first equality follows if we check Ext1Cq(Lq(B), Lq(A)) = 0 for
all composition factors Lq(B) of ∇q(A)1 while the second follows if
Ext1Cq(Lq(B), Lq(A˜)) = 0 for all composition factors Lq(B) of ∇q(A)3.
Now the vanishing of these Ext1’s is a consequence of the Kazhdan-
Lusztig theory. In fact, Ext1Cq(Lq(B), Lq(A)) ⊂ Ext
1
Cq(Lq(A),∇q(B))
for B < A, and the dimension of the latter is given as the “leading”
coefficient µ(B,A) of the relevant Kazhdan-Lusztig polynomial [A86,
2.12], which in turn is equal to the “leading” coefficient of the rele-
vant inverse Kazhdan-Lusztig polynomial [A86, 8.2]. One easily finds
µ(B,A) = 0 by inspection using [K87]. The case when Lq(B) is a
composition factor of ∇q(A)3 is analogous.
Remark 5.7. The assumption that ∇q(A) has simple head is satisfied
for all A ∈ A++ (Corollary 3.2). For type B2 it is in fact satisfied
for all A ∈ A+ except for the alcoves numbered 9 and 12 below, see
Appendix. Our direct computations below show that in the first case
the Weyl module in question is rigid whereas in the second case it is
not.
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Figure 1. Alcoves in type B2
5.3. B2-notation and -methods. We let α1 denote the short simple
root and α2 the long simple root. The corresponding reflections are
denoted s1 and s2, respectively. Then we set Sl = {s0, s1, s2} with s0
denoting the reflection in the upper wall of C.
We enumerate the first few alcoves in the dominant chamber for B2
according to the strong linkage, see Fig.1.
Using the above enumeration we write now Lq(r), respectively ∆q(r),
respectively Tq(r), short for the simple module Lq(Ar), respectively the
Weyl module ∆q(Ar), respectively the indecomposable tilting module
Tq(Ar), with Ar being the alcove containing the number r.
If M ∈ Cq we illustrate a filtration of 0 = M
r+1 ⊂ M r ⊂ · · ·M1 ⊂
M0 = M where M i/M i+1 = Lq(j
i
1) ⊕ · · · ⊕ Lq(j
i
ni
) by a diagram con-
sisting of r rows of boxes where the boxes in the i-th row contain the
numbers ji1, · · · , j
i
ni
. The r-th row is at the bottom of the diagram.
As a first step in determining such presentations of the Tq(r)’s we first
consider their Weyl and dual Weyl filtrations. We picture those in a
similar way by giving boxes containing the appropriate modules but
separated with dotted lines, meaning that the subquotient admit fur-
ther filtrations with those modules as subquotients.
In this way we will now picture the Loewy series of ∆q(r) and
Tq(r), r = 1, , · · · , 12. It will turn out that all these modules are rigid
except ∆q(12) and Tq(12). In fact, all ∆q(r), r > 0, are rigid except
for r = 12.
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Using the quantum Lusztig conjecture/theorem we can determine the
composition factors of the Weyl modules and the corresponding tilting
conjecture/theorem gives us the Weyl filtrations of the indecomposable
tilting modules.
Our main tool for determining the Loewy structures of the Weyl
modules will be the parity filtrations in Proposition 5.4 arising from
the Loewy series of the corresponding baby Verma modules.
In addition to this general method we shall often use translation
arguments. In particular, we employ these to determine the socles
of those Weyl modules where the Proposition in the Appendix does
not apply. Observe that if for some s ∈ Sl we have Ars < Ar then
∆q(r) ⊂ θs∆q(r). Since θsLq(i) = 0 for all i with Ais < Ai we get from
this
if Lq(i) ⊂ ∆q(r) then Ais > Ai whenever Ars < Ar, s ∈ Sl. (1)
5.4. Alcove 1. Tq(1) = ∆q(1) = Lq(1) is clearly rigid.
5.5. Alcove 2− 6. The Weyl modules corresponding to these alcoves
all have just two composition factors and the tilting modules just two
Weyl factors (each having two composition factors). This gives readily
∆q(2) =
2
1
, ∆q(3) =
3
2
, ∆q(4) =
4
3
, ∆q(5) =
5
3
, and ∆q(6) =
6
5
are all rigid of Loewy length 2.
Tq(2) =
∆q(1)
∆q(2)
=
1
2
1
=
∇q(2)
∇q(1)
, Tq(3) =
∆q(2)
∆q(3)
=
2
1 | 3
2
=
∇q(3)
∇q(2)
, Tq(4) =
∆q(3)
∆q(4)
=
3
2 | 4
3
=
∇q(4)
∇q(3)
, Tq(5) =
∆q(3)
∆q(5)
=
3
2 | 5
3
=
∇q(5)
∇q(3)
, and Tq(6) =
∆q(5)
∆q(6)
=
5
3 | 6
5
=
∇q(6)
∇q(5)
are all
rigid of Loewy length 3.
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5.6. Alcove 7. The dual parity filtration ∆q(7)
• on ∆q(7) coming from
Proposition 5.4 reads ∆q(7) =
7
5 | 4 | 2
3
. By 5.3(1) applied with s = s0
and s = s1 we see that soc∆q(7) = Lq(3). As the middle layer is
semisimple by construction it follows that ∆q(7) is rigid with the Loewy
series given by the parity ∆•q- filtration.
As Tq(7) is a direct summand of θs0Tq(5), it follows from Corollary
3.15 that llTq(7) ≤ llTq(5)+ 2 = 5. On the other hand, by Proposition
3.10 we have llTq(7) ≥ 2ll∆q(7)− 1 = 5, i.e., we have llTq(7) = 5.
A ∆q- and a ∇q-filtration on Tq(7) may be expressed as Tq(7) =
∆q(3)
∆q(4)
...∆q(5)
∆q(7)
=
∇q(7)
∇q(4)
...∇q(5)
∇q(3)
.
The first filtration shows that the possible simple factors of socTq(7)
are Lq(3) = soc∆q(7) = soc∆q(5) = soc∆q(4) and Lq(2) = soc∆q(3)
whereas the second filtration gives the possibilities Lq(r), r ∈ {3, 4, 5, 7}.
Hence Lq(3) is the only factor and it must occur with multiplicity 1
because
HomCq(Lq(3), Tq(7)) ⊂ HomCq(Lq(3), θs1Tq(4)) ≃ HomCq(θs1Lq(3), Tq(4)).
is 1-dimensional. In fact, θs1Lq(3) =
3
5
3
with the projections onto
Lq(3) being the only homomorphisms into Tq(4).
Next we determine soc2 Tq(7). We have soc2∆q(7) ⊂ soc2 Tq(7) and
we claim that in fact we have equality. Now any additional factor would
belong to the socle of one of the other Weyl factors of Tq(7), i.e., would
be Lq(2) or Lq(3). The short exact sequence
0→ socTq(7) = Lq(3)→ Tq(7)→ Tq(7)/Lq(3)→ 0
first gives that Lq(3) does not occur in soc2 Tq(7) (because
Ext1Cq(Lq(3), Lq(3)) = 0) and then that Lq(2) occurs at most once be-
cause Ext1Cq(Lq(2), Lq(3)) = C.
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Now the selfduality of Tq(7) and the fact (observed above) that
llTq(7) = 5 imply that the socle series is
Tq(7) =
3
5 | 4 | 2
3 | 7 | 3
5 | 4 | 2
3
.
This series is symmetric around the middle layer and hence the selfd-
uality of Tq(7) implies that it coincides with the radical series.
5.7. Alcove 8. The same methods as used above give that ∆q(8) is
rigid of Loewy length 3, with Loewy series
∆q(8) =
8
7 | 6
5
.
Likewise we easily get that llTq(8) has Loewy length 5. It is rigid
with Loewy structure
Tq(8) =
5
6 | 7 | 3
8 | 5 | 4 | 5 | 2
6 | 7 | 3
5
.
5.8. Alcove 9. The parity filtration on ∆q(9) is given by ∆q(9) =
9
6 | 7 | 3 | 1
5 | 2
. By 5.3(1) applied to s2 we see that soc∆q(9) = Lq(5)⊕
Lq(2). As each layer is semisimple, ll∆q(9) = 3.
Now suppose rad2∆q(9) = Lq(5). Then Lq(2) would lie in rad1∆q(9)
and this contradicts the parity vanishing Ext1Cq(Lq(2), Lq(9)) = 0. Thus,
rad2∆q(9) = Lq(5)⊕Lq(2). It follows that both the socle and the rad-
ical series of ∆q(9) equals its parity filtration.
Remark. It turns out that this and ∆q(12) are the only Weyl modules
with non-simple socle among all ∆q(r)’s, r ≥ 1, cf the Appendix.
Now we look at Tq(9). As Tq(9) is a summand of θs2Tq(7) =
θs2(radTq(7)/ socTq(7)) (from 5.7 we know the head and the socle of
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Tq(7)) it follows from Corollary 3.15 that llTq(9) ≤ 5. By Proposition
3.10 we must have equality.
A ∆q-(resp. ∇q-) filtration of Tq(9) reads
Tq(9) =
∆q(2)
∆q(3)
∆q(5)
∆q(6)
...∆q(7)
∆q(9)
=
∇q(9)
∇q(6)
...∇q(7)
∇q(5)
∇q(3)
∇q(2)
.
The candidates for the factors of the socle of Tq(9) are now Lq(5), Lq(3),
Lq(2) (the intersection of the set of socles of the Weyl factors and
the socles of the dual Weyl factors). However, we can erase Lq(3) by
the same method as in 5.3(1). This means socTq(9) = soc∆q(9) =
Lq(5)⊕ Lq(2).
Now Corollary 3.15 and the above easily give llθs2∆q(7) = 4. Hence
we have
θs2∆q(7) =
∆q(7)
∆q(9)
=
7
9 | 5 | 4 | 2
7 | 6 | 3 | 1 | 3
5 | 2
⊂ Tq(9).
This means that 5 | 2 = socTq(9), 7 | 6 | 3 | 1 | 3 ⊂ soc2 Tq(9),
9 | 5 | 4 | 2 ⊂ soc3 Tq(9), and 7 ⊂ soc4 Tq(9). On the other hand,
looking at the dual Weyl filtration we see that
HomCq(Lq(3), Tq(9)/ socTq(9)) is at most 2-dimensional whereas all
HomCq(Lq(1), Tq(9)/ socTq(9)), HomCq(Lq(7), Tq(9)/ socTq(9)), and
HomCq(Lq(6), Tq(9)/ socTq(9)) are at most 1-dimensional. Also Lq(2),
Lq(4), Lq(5), and Lq(6) cannot occur in soc2 Tq(9) (they do not extend
the socle). It follows that
soc2 Tq(7) =
7 | 6 | 3 | 1 | 3
5 | 2
.
Recall that we have a homomorphism ∆q(j)→ Tq(9) for each occur-
rence of ∇q(j) in the ∇-filtration of Tq(9). Our results on the socle of
Tq(9) together with our findings in 5.5 show these homomorphisms in
the case of j = 3 and j = 6 both are injections. They then extend to
embeddings Tq(3) and Tq(6) into Tq(9) (note that Tq(3) and Tq(6) have
simple socles). By dualizing we get a surjection Tq(9)→ Tq(3)⊕Tq(6).
It is clear that the submodule θs2∇q(7) is in the kernel of this surjec-
tion. By character considerations it is then equal to the kernel so that
we have a short exact sequence
0→ θs2∇q(7)→ Tq(9)→ Tq(3)⊕ Tq(6)→ 0.
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It induces a commutative diagram of exact rows
0 // soc3 θs2∆q(7)

// soc3 Tq(9)

// Tq(3) ⊕ Tq(6) // 0
0 // soc3 θs2∆q(7)/ soc2 θs2∆q(7) // soc3 Tq(9)/ soc2 Tq(9) // soc(Tq(3) ⊕ Tq(6)).
?
OO
As ll(Tq(9)/ soc
3 Tq(9)) = 2 while ll(Tq(3)⊕Tq(6)) = 3, soc
3 Tq(9) must
surjects onto soc(Tq(3)⊕ Tq(6)), and hence
soc3 Tq(9) = 9 | 5 | 4 | 2 | 2 | 5 .
It is now easy to complete the computations to get the following socle
series for Tq(9)
Tq(9) =
5 | 2
7 | 3 | 6 | 3 | 1
9 | 5 | 4 | 2 | 2 | 5
7 | 6 | 3 | 1 | 3
5 | 2
.
The rigidity of Tq(9) follows from the self-duality and the symmetry of
this socle series.
5.9. Alcove 12. We claim that the socle series of ∆q(12) is given by
12
8 | 9 | 4 | 2
7 | 6 | 3
5 | 1
and the radical series by
12
8 | 9 | 4 | 2
7 | 6 | 3 | 1
5
.
The dual parity filtration ∆•q of ∆q(12) reads
∆q(12) =
12
8 | 9 | 4 | 2
7 | 6 | 3 | 1
5
.
By Remark 5.2 we have radj ∆q(12) ⊂ ∆q(12)
j for all j. As Lq(5) lies
in soc4∇q(12) by Lemma 3.20, it follows that ll∆q(12) = 4 and that
Lq(5) lies in rad3∆q(12), i.e. rad3∆q(12) = Lq(5). Now the structure of
∇q(5) in 5.4 gives Ext
1
Cq(Lq(1), Lq(5)) = 0 so that Lq(1) ⊂ soc∆q(12).
On the other hand, 5.3(1) implies that Lq(2), Lq(4), Lq(7), and Lq(8)
do not occur in soc∆q(12). Now the ∇q-filtration of Tq(12) does not
contain the factor ∇q(3) and hence socTq(12) does not contain Lq(3).
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Therefore neither does soc∆q(12). A direct computation of θs0Lq(9)
and θs0Lq(6) reveals that Lq(9) and Lq(6) do not map into ∆q(12). So
by checking all composition factors of ∆q(12) we have verified that
soc∆q(12) = Lq(5)⊕ Lq(1).
We have then soc2∆q(12) ⊃
7 | 6 | 3
5 | 1
. We claim that this is an
equality.
The structures of ∆q(4) and ∆q(8) which we have worked out in 5.5
and 5.7 show that Ext1Cq(Lq(8), Lq(j)) = 0 = Ext
1
Cq(Lq(4), Lq(j)), for
j ∈ {1, 5}, see 5.2. This means that neither Lq(8) nor Lq(4) occur in
soc2∆q(12). Recall from Corollary 3.5 that there is a non-zero homo-
morphism h from ∆q(9) to ∆q(12) and by Remark 3.6 this map becomes
an isomorphism when translated onto the s0-wall. This means that the
only possible composition factors of Ker h are Lq(2) and Lq(7). There-
fore imh must have Loewy length 3 so that Lq(9) occurs in soc3∆q(12).
We claim that also Lq(2) occurs in soc3∆q(12). Otherwise, it must
occur in soc2∆q(12) and since Lq(2) does not extend Lq(5) this means
that (the only non-trivial extension of Lq(1) and Lq(2)) ∆q(2) must
be contained in ∆q(12). However, translating onto the s2 wall this
shows that we would have an injection ∆q(µ) → ∆q(µ
′) where µ is a
weight on the s2-wall of A2 and µ
′ similarly on the s2-wall of A12. This
contradicts Corollary 3.2 and we have verified our claim.
Having now determined soc2∆q(12) it only remains to observe that
since hd∆q(12) = Lq(12) we must have soc3∆q(12) = rad∆q(12) so
that the socle series is indeed the one stated.
Turning to the radical filtration, recall that we have already found
that rad3∆q(12) = Lq(5). By 5.1-2 of the remaining composition fac-
tors this leaves only the possibility rad2∆q(12) = 7 | 6 | 3 | 1 and
rad1∆q(12) = 8 | 9 | 4 | 2 as stated.
Remark. The non-rigid Weyl module ∆q(12) found here is in fact
the only regular such Weyl module for type B2. In the modular case
this example was found by the first author in [A87] but the full radical
and socle series were not worked out.
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Consider now Tq(12). Its Weyl and dual Weyl filtrations are
Tq(12) =
∇q(12)
∇q(9)
...∇q(8)
∇q(7)
...∇q(6)
∇q(5)
∇q(2)
∇q(1)
=
∆q(1)
∆q(2)
∆q(5)
∆q(7)
...∆q(6)
∆q(9)
...∆q(8)
∆q(12)
.
We shall limit ourselves to calculating enough of the Loewy structure
to see that this is also a non-rigid module.
As for Tq(9) we find that ll(Tq(12)) = 7. Looking at the socles of
the Weyl and dual Weyl modules occurring in the filtrations of Tq(12)
limits the possible composition factors of socTq(12) to Lq(1), Lq(2),
and Lq(5). Here the first and the last have to occur as they do so
in soc∆q(12). On the other hand, 5.3(1) eliminates Lq(2). Thus,
socTq(12) = Lq(5)⊕ Lq(1) = soc∆q(12).
To determine soc2 Tq(12) we note first that possible composition fac-
tors of soc2 Tq(12)/ soc2∆q(12) must be found among the socles of
∆q(r), r ∈ [1, 9] \ {3, 4}. In view of the vanishing extensions with
socTq(12) neither Lq(1) nor Lq(5) can appear in soc2 Tq(12). The
same kind of reasoning shows that Lq(3) and Lq(2) both occur once
in soc2 Tq(12). In fact, we get
HomCq(Lq(3), Tq(12)/ socTq(12)) ⊂ Ext
1
Cq(Lq(3), Lq(1)⊕ Lq(5)) = C
and an exact sequence
HomCq(Lq(2), Tq(12)/ socTq(12))→ Ext
1
Cq(Lq(2), Lq(1)⊕Lq(5))→ Ext
1
Cq(Lq(2), Tq(12)).
Here the middle term is C and the last term is contained in
Ext1Cq(Lq(2), θs0Tq(9)) ≃ Ext
1
Cq(θs0Lq(2), Tq(9)) = 0. It follows that
soc2 Tq(12) = Lq(7) ⊕ Lq(6) ⊕ Lq(3) ⊕ Lq(2) = (soc2∆q(12)) ⊕ Lq(2),
where Lq(2) comes from soc∆q(9). Thus
soc3 Tq(12) ⊃
8 | 9 | 4 | 2
7 | 6 | 3 | 2
5 | 1
.
As Ext1Cq(Lq(5), Lq(12)) = 0, ∆q(9) ⊂ Tq(12)/∆q(12) has a summand
Lq(5) of soc∆q(9) in soc3 Tq(12) by parity. To find other factors of
soc3 Tq(12) besides Lq(8) ⊕ Lq(9) ⊕ Lq(4) ⊕ Lq(2) ⊕ Lq(5), consider
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Lq(1) = soc∆q(2). There is an exact sequence
0→ HomCq(Lq(1), soc
2 Tq(12))→ HomCq(Lq(1), Tq(12))→
HomCq(Lq(1), Tq(12)/ soc
2 Tq(12))→ Ext
1
Cq(Lq(1), soc
2 Tq(12))→
Ext1Cq(Lq(1), Tq(12))
with Ext1Cq(Lq(1), Tq(12)) = 0 and HomCq(Lq(1), soc
2 Tq(12)) ≃ C ≃
HomCq(Lq(1), Tq(12)) ≃ Ext
1
Cq(Lq(1), soc
2 Tq(12)), and hence [soc3 Tq(12) :
Lq(1)] = 1.
We note that the submodule ∆q(12) extended by ∆q(9) in our ∆q-
filtration of Tq(12) may be identified with θ0∆q(9). As 4 = ll(∆q(12)) ≤
ll(θ0∆q(9)) ≤ ll(∆q(9))+2 = 5 while hd θ0∆q(9) = Lq(9), ll(θ0∆q(9)) =
5. Recalling that the factor Lq(1) in soc3 Tq(12) comes from ∆q(2), not
from ∆q(9), we see that component Lq(1) of ∆q(9) must appear in
soc4 Tq(12). It follows that [soc
3 Tq(12) : Lq(1)] = 2 while
1 ≥ [Tq(12) : Lq(1)]− [soc
4 Tq(12) : Lq(1)] = [Tq(12)/ soc
4 Tq(12) : Lq(1)]
= [rad4 Tq(12) : Lq(1)] by the self-duality of Tq(12),
and hence rad4 Tq(12) < soc
3 Tq(12), verifying the nonrigidity of Tq(12).
5.10. Weyl modules associated with higher alcoves. The results
in the appendix giving simple heads for certain dual Weyl modules (and
thus simple socles of the corresponding Weyl modules) show that for all
the remaining alcoves A ∈ A+ the socle of ∆q(A) is simple. Combining
with Corollary 5.6 we then get the rigidity of all these Weyl modules.
Their Loewy series therefore coincide with their parity filtration from
Proposition 5.4, explicitly computable from the Loewy series of the
corresponding baby Verma modules.
5.11. Non-rigidity in the case of a singular weight. Let µ be a
weight in the s0-wall and denote by r
′ the image of µ in the the closure
of alcove r. We first show that ∆q(9
′) has Loewy length 3 with socle
series
9′
6′ | 3′
5′ | 1′
while the radical series is
9′
6′ | 3′ | 1′
5′
.
As ∆q(9) is rigid with Loewy structure
9
7 | 6 | 3 | 1
5 | 2
, ∆q(9
′) = T µλ∆q(9)
admits a filtration
9′
6′ | 3′ | 1′
5′
with semisimple subquotients. If ll(∆q(9
′)) =
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2, then Lq(6
′) ⊂ soc∆q(9
′), and hence Lq(6) ⊂ T
λ
µLq(6
′) ⊂ T λµ∆q(9
′) =
∆q(9)
∆q(12)
, contradicting our findings in 5.7-8 giving soc∆q(9) = Lq(5)⊕
Lq(2) and soc∆q(12) = Lq(5)⊕Lq(1). Thus, the asserted radical series
of ∆q(9
′) follows.
On the other hand,
Ext1Cq(Lq(1
′), Lq(5
′)) ≃ HomCq(Lq(1
′),∇q(5
′)/Lq(5
′)) as Lq(1
′) = ∆q(1
′)
≃ HomCq(Lq(1
′), Lq(3
′)) = 0.
Also, as exhibited above, Lq(6
′) is not contained in soc∆q(9
′), and
likewise we find that neither is Lq(3
′). Thus, the socle series of ∆q(9
′)
follows as asserted.
Now recall from [A00, 5.2] that T µλ Tq(12) ≃ Tq(9
′)⊕2 and T µλ Tq(7) ≃
Tq(5
′)⊕2. It follows that T µλ Tq(9) ≃ Tq(9
′)⊕ Tq(5
′) with
Tq(9
′) =
∆q(1
′)
∆q(5
′)
∆q(6
′)
∆q(9
′)
and Tq(5
′) =
∆q(3
′)
∆q(5
′)
.
By Proposition 3.10 we get ll(Tq(9
′)) ≥ 2ll(∆q(9
′)) − 1 = 5. On
the other hand, Tq(9
′) is a direct summand of T µλ Tq(9), and hence
ll(Tq(9
′)) ≤ ll(Tq(9)) = 5, forcing ll(Tq(9
′)) = 5. The possible fac-
tors of socTq(9
′) are among Lq(9
′), Lq(6
′), Lq(5
′), Lq(1
′) in view of the
∇q-filtration on Tq(9
′). Considering the socles of the factors in the ∆-
filtration of Tq(9
′) we see that among these only Lq(5
′) and Lq(1
′) can
occur. We conclude that socTq(9
′) = Lq(5
′)⊕ Lq(1
′) = soc∆q(9
′).
To determine soc2 Tq(9
′), the possible factors besides those in soc2∆q(9
′)
are those in soc∆q(6
′), soc∆q(5
′), soc∆q(1
′). As Ext1Cq(Lq(5
′), Lq(1
′)) =
0, however, neither Lq(5
′) nor Lq(1
′) can appear in soc2 Tq(9
′). Also,
HomCq(Lq(3
′), Tq(9
′)/ socTq(9
′)) ⊂ Ext1Cq(Lq(3
′), socTq(9
′))
≃ Ext1Cq(Lq(3
′), Lq(5
′))⊕ Ext1Cq(Lq(3
′), Lq(1
′))
with Ext1Cq(Lq(1
′), Lq(3
′)) = Ext1Cq(∆q(1
′),∇q(3
′)) = 0 while
Ext1Cq(Lq(3
′), Lq(5
′)) ≃ HomCq(Lq(3
′),∇q(5
′)/Lq(5
′)) as Lq(3
′) = ∆q(3
′)
≃ HomCq(Lq(3
′), Lq(3
′)) ≃ C.
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Hence [soc2 Tq(9
′) : Lq(3
′)] = 1 so that soc2 Tq(9
′) = Lq(6
′) ⊕ Lq(3
′) =
soc2∆q(9
′), and soc2 Tq(9
′) = soc2∆q(9
′). This implies
rad4 Tq(9
′) = rad(rad3 Tq(9
′)) ⊂ rad(soc2 Tq(9
′)) as ll(Tq(9
′)) = 5
= rad(soc2∆q(9
′)) = rad(rad∆q(9
′))
= rad2∆q(9
′) ⊂ soc∆9(9
′) = socTq(9
′)
with the last containment being strict, see the above results on the
Loewy structure on ∆q(9
′). This verifies the non-rigidity of Tq(9
′).
Remark. This example shows that ∆q(A), respectively Tq(A) may
be rigid without the same being true for all weights µ′ in the closure
of A (take A = A9 and µ
′ = 9′). The same example also shows that
Tq(A) being rigid is not enough to conclude the same for all summands
of θsTq(A) (take A = A9 and note that the non-rigid module (cf. 5.9)
Tq(12) is a summand of θs0Tq(9)). On the other hand, the example
in 5.9 provides a non-rigid tilting module, namely Tq(12) which when
we apply θs2 has only rigid summands. In fact, the Kazhdan-Lusztig
theory gives θs2Tq(12) = Tq(A
+
(l−1)ρ)⊕Tq(9). The first summand is rigid
by Theorem 3.27 and the last by 5.8.
6. Non-rigid tilting modules for SL3(k)
In this section we take G = SL3(k). We shall give an explicit ex-
ample of a non-rigid tilting module. The highest weight in question is
only slightly above the upper bound in Theorem 4.7. So our example
demonstrates that this bound cannot be relaxed and hence that the
structure of modular tilting modules is much more subtle than that of
their quantized counterparts at complex roots of unity. At the same
time our example relates to the recent work of Doty and Martin [DM].
In fact, we confirm their expectation that a certain module for SL3(k)
with k having characteristic 3 is non-rigid, and we demonstrate that
the same phenomena occur also for all larger primes.
Our result is the following (using notation as in Section 4)
Proposition 6.1. Let G = SL3(k) and assume p is odd. Then T (
p(p−1)
2
ρ)
is non-rigid.
Remark. All composition factors L(λ) of T (p(p−1)
2
ρ) except L(p−1
2
ρ)(1)
have λ1 ∈ C¯. Note that if α1 and α2 denote the two simple roots then
〈p−1
2
ρ+ ρ, (α1 + α2)
∨〉 = p+ 1, i.e., (p(p−1)
2
ρ)1 = p−1
2
ρ = s0 · (
p−3
2
ρ) lies
in the second alcove s0 · C where s0 is the reflection in the upper wall
of C.
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6.1. Proof for p > 3. Recall that for G = SL3(k) Conjecture 4.3
holds for all p [RAG, 11.10]. We denote by Q(λ) the G-module such
that Q(λ)|G1T = Q1(λ), λ ∈ Xp. The isomorphism 4.7 can therefore in
our case at hand be written
T (
p(p− 1)
2
ρ) ≃ Q((p− 2)ρ)⊗ L(
p− 3
2
ρ)(1).
In our case h = 3 so that Corollary 4.4 can be applied for p > 5.
However, we claim that it also applies in the case p = 5. In fact, in
that case direct computations give that the relevant µ1’s are 0, the
two fundamental weights, and ρ. These all belong to the bottom al-
cove C so that the proof of Corollary 4.4 still works, see Remark 4.5.
We get from Corollary 4.4 that Q((p − 2)ρ) is rigid of Loewy length
7. Setting Sj = socjGQ((p − 2)ρ) the assumptions in Lemma 4.6 are
satisfied for all pairs (S7/Sj, L(p−3
2
ρ)) except when j = 3. The middle
layer S4/S3 contains the composition factor L(pρ) (with multiplicity
1) and when tensored by L(p−3
2
ρ)(1) the result is not semisimple. On
the other hand, both L(ρ) and L(p−3
2
ρ) are tilting modules (the high-
est weights of both come from C since p > 3). Therefore the tensor
product L(ρ)⊗ L(p−3
2
ρ) is also tilting. The only non-simple summand
of this tensor product is T (p−1
2
ρ) which equals the non-split extension
0 → L(p−3
2
ρ) → T (p−1
2
ρ) → ∇(p−1
2
ρ) → 0. It follows that T (p−1
2
ρ)
is uniserial of length 3 with socle and head equal to L(p−3
2
ρ) and the
middle factor equal to L(p−1
2
ρ).
Using the same approach as in the proof of Theorem 4.7 we get
socjG T (
p(p− 1)
2
ρ) = Sj ⊗ L(
p− 3
2
ρ)(1) for j = 1, 2, 3
and dually
radjG T (
p(p− 1)
2
ρ) = S7−j ⊗ L(
p− 3
2
ρ)(1) for j = 1, 2, 3.
On the other hand, the above information shows that the layer (S4/S3)⊗
L(p−3
2
ρ)(1) contains the composition factor L(p(p−1)
2
ρ) and that this fac-
tor belongs to rad4G T (
p(p−1)
2
ρ) but not to soc4G T (
p(p−1)
2
ρ). If T (p(p−1)
2
ρ)
were rigid then we would therefore have rad4G T (
p(p−1)
2
ρ) = socjG T (
p(p−1)
2
ρ)
for some j > 4. However, soc4G T (
p(p−1)
2
ρ) contains all the composition
factors of the semisimple part of S4/S3⊗L(p−3
2
ρ)(1) and rad4G T (
p(p−1)
2
ρ)
does not. This proves the non-rigidity of T (p(p−1)
2
ρ) in this case.
6.2. The explicit socle series. In Fig. 2 we have numbered some of
the alcoves in X+ in such a way that the alcove containing p(p−1)
2
ρ has
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20
16 17 18 19
11
14
13
12
15
4
5
6
7
8
9
10
2
1
3
Figure 2.
number 1 and such that all other numbered alcoves contains a weight
for which the corresponding simple module is a composition factor in
T (p(p−1)
2
ρ). Using the results from [AK] and the above observations, we
record below the layers Sj+1/Sj ⊗ L(p−3
2
ρ)(1) writing m for the simple
module with highest weight in the alcove numbered m. When p = 5 the
alcoves numbered 16 and 19 lie outside X+ and those numbers should
be ignored.
7
13 | 8 | 11 | 18 | 6 | 15 | 17
7⊕2 | 3 | 5 | 14 | 2 | 9 | 12
13⊕3 | 8⊕2 | 11⊕2 | 18⊕2 | 6⊕2 | 15⊕2 | 17⊕2 | 4 | 20 | 10 | 16 | 19 | T
7⊕2 | 3 | 5 | 14 | 2 | 9 | 12
13 | 8 | 11 | 18 | 6 | 15 | 17
7
with T = T (
p− 1
2
ρ)(1) =
13
1
13
.
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6.3. Proof in the case p = 3. Finally, consider the case p = 3,
In this case we are dealing with T (3ρ) = Q(ρ). Since T (3ρ) is self-
dual, the middle layer S = soc4G1 T (3ρ)/ soc
3
G1
T (3ρ) is the dual of
rad3G1 T (3ρ)/ rad
4
G1 T (3ρ) and by the G1-rigidity this equals S. In other
words S is also selfdual. The socle series of Q(ρ) is given by
7
6 | 13 | 8
2 | 7 | 7 | 3
6 | 6 | 13 | 8 | 8 | T
2 | 7 | 7 | 3
6 | 13 | 8
7
with T =
13
1
13
.
Consider now Q = {S/(L(ω1)
⊕2 ⊕ L(ω2)
⊕2)}(−1). We claim that Q
is not semisimple. It it were then the composition factor L(ρ)(1) of
S would have to extend at least one factor of soc3G T (ρ)/ soc
2
G T (ρ).
The factors in question are L(ρ + 3ω1), L(ρ + 3ω2) and L(ρ). Now
Ext1G1(L(ρ), k) ≃ Ext
1
G1(k, L(ρ)) can be found by looking at the second
socle layer in T (3ρ) = Q(ρ). Via Fig. 2 we get Ext1G1(k, L(ρ))
(−1) =
L(ω1)⊕ L(ω2). This means that for any ν ∈ X
+ we have
Ext1G(L(ρ)
(1), L(ρ+ 3ν) = HomG(L(ρ),Ext
1
G1(k, L(ρ))
(−1) ⊗ L(ν))
= HomG(L(ρ), (L(ω1)⊕ L(ω2))⊗ L(ν).
This is certainly 0 if ν = 0. The other two relevant ν’s are ν = ω1 and
ν = ω2. Easy calculations give L(ω1) ⊗ L(ω1) = L(2ω) ⊕ L(ω2) while
L(ω1) ⊗ L(ω2) = T (ρ) and we conclude that in all relevant cases the
Ext1 vanishes.
We have shown that the middle layer of theG1-Loewy series for T (3ρ)
contains the non-semisimple G-summand T (ρ)(1). The same argument
as used above implies then that T (3ρ) is not rigid.
7. Appendix
Here we prove a general proposition which at least for low rank types
is very helpful in establishing that certain Weyl modules have simple
socle, a result that we need in Section 5. For convenience we formulate
the proposition below only for G but both the statement and its proof
carry over to Uq without any change. A somewhat different argument
for the same result can be found in Section 4.4 of [A86a].
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We use the same notation as before and need a little more: We fix
a Borel subgroup B in G by requiring that the roots of B are −R+.
If α ∈ S then Pα denotes the minimal parabolic subgroup containing
B corresponding to α. The induction functor from B-modules to G-
modules, respectively to Pα-modules is written H
0, respectively H0α.
The corresponding right derived functors are H i and H iα, respectively.
If λ ∈ X+ then H0(λ) = ∇(λ). Likewise we have for each λ ∈ X
satisfying 〈λ, α∨〉 ≥ 0 a non-zero Pα-module H
0
α(λ) containing a unique
simple submodule which we denote Lα(λ).
Proposition 7.1. Let λ ∈ X+ satisfy 〈λ+ ρ, α∨〉 < p and assume that
λ′ = sα · λ + pα ∈ X
+. Then there is up to scalars a unique non-zero
G-homomorphism ∇(λ′) → ∇(λ). Moreover, this homomorphism is
surjective iff H2(sα · λ
′) = 0.
Proof: The λ weight space ∇(λ′)λ is 1-dimensional. Therefore there
is up to scalars at most one G-homomorphism from ∇(λ′) to ∇(λ).
Easy SL2-computations give the following two short exact sequences
of Pα-modules
0→ Lα(λ
′)→ H0α(λ
′)→ H0α(λ)→ 0 (1)
and
0→ H1α(sα · λ)→ H
1
α(sα · λ
′)→ Lα(λ
′)→ 0. (2)
Moreover, H0α(λ) ≃ Lα(λ) ≃ H
1
α(sα · λ).
Note that since H1α(λ) = 0 we have H
i(H0α(λ)) ≃ H
i(λ) and similarly
for λ′. By Kempf’s vanishing these vanish for i > 0. Hence (1) gives
the exact sequence
0→ H0(Lα(λ
′))→∇(λ′)→∇(λ)→ H1(Lα(λ
′))→ 0.
The isomorphism H0α(λ) ≃ H
1
α(sα · λ) combined with Kempf’s van-
ishing theorem give H i(H1α(sα · λ)) ≃ H
i(λ) = 0 for i > 0. Hence (2)
implies H1(Lα(λ
′)) ≃ H1(H1α(sα · λ
′)). But the vanishing of Hjα(sα · λ
′)
for j 6= 1 implies that H1(H1α(sα · λ
′)) ≃ H2(sα · λ
′). Combining these
facts we have proved the proposition.
We now shift to the quantum case where we just add a subscript q
in the notation and replace p by l.
Corollary 7.2. Let the notation and assumptions be as in the q-analogue
of Proposition 7.1. Suppose in addition that λ′ ∈ lρ +X+. If H2q (sα ·
λ) = 0 then ∇q(λ) has simple head (equal to hd∇q(λ
′)).
Proof: The proposition tells us that ∇q(λ) is a quotient of ∇q(λ
′).
Hence the corollary follows from Corollary 3.2.
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Remark 7.3. (1) Suppose R is of type A2. We claim that in this
case ∇q(λ) has simple head for all λ ∈ X
+. By corollary 3.2
it is enough to check this for λ ∈ X+ \ (lρ + X+). For such
λ we have λ′ ∈ X+ except if λ belongs to one of the 4 lowest
alcoves in X+ where the claim is easy to verify directly. For all
remaining λ’s the relevant H2q vanish ([A81]) so that Corollary
7.2 applies.
(2) Suppose R is of type B2. We claim that ∇q(λ) has simple head
for all λ ∈ X+ \ Y where Y is the union of alcoves 9 and 12,
the wall between these and the wall between alcove 7 and 9 (we
use the numbering from Figure 1). This is seen in exactly the
same way as in (1). Note that if λ ∈ Y then we have (with
notation as above and with β denoting the long simple root)
H2q (sβ · λ
′) 6= 0, see [A81]
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