Abstract. -Let K be a finite extension of Q p and let G K
Recall that using Fontaine's classical theory, we can attach some "Lubin-Tate (ϕ q , Γ K )-modules" over the two-dimensional local field B K to all representations of G K ( [Fon90] and [KR09] ). Using our monodromy theorem, we prove the following result.
Theorem C. -The Lubin-Tate (ϕ q , Γ K )-modules of F -analytic representations are overconvergent.
Theorem C was previously known for F = Q p (Cherbonnier and Colmez [CC98] ), for crystalline representations of G K (Kisin and Ren [KR09] ), as well as for some reducible representations (Fourquaux and Xie [FX13] ).
Acknowledgements. -I am grateful to Pierre Colmez for many useful discussions concerning [BC14] and this paper. In addition, the above constructions are inspired by his observation in the introduction to [Col10] 
Lubin-Tate extensions
Throughout this paper, F is a finite Galois extension of Q p with ring of integers O F , uniformizer π F and residue field k F . Let q = p h be the cardinality of k F and let If K is a finite extension of F , let K n = KF n and K ∞ = KF ∞ and Γ K = Gal(K ∞ /K). Let Γ n = Gal(K ∞ /K n ) so that Γ n = {g ∈ Γ K such that χ F (g) ∈ 1 + π n F O F }. Let u 0 = 0 and for each n 1, let u n ∈ Q p be such that [π F ](u n ) = u n−1 , with u 1 = 0. We have val p (u n ) = 1/q n−1 (q−1)e if n 1 and F n = F (u n ). Let Q k (T ) be the minimal polynomial 
Locally analytic and pro-analytic vectors
Let G be a p-adic Lie group (in this paper, G is most of the time an open subgroup of O × F ) and let W be a Banach representation of G. The space of locally analytic vectors of W is defined in §7 of [ST03] . Here we follow the construction given in the monograph [Eme11] . Let 
Proof. -This is proved in §2.1 of [BC14] , but we recall the proof for the convenience of the reader. It is clear that 
Let W be a Fréchet space, whose topology is defined by a sequence {p i } i 1 of seminorms. 
The map ℓ : g → log p χ F (g) gives an F -analytic isomorphism between Γ n and π n F O F for n ≫ 0. If W is an F -linear Banach representation of Γ K and n ≫ 0, we say that an element w ∈ W is F -analytic on Γ n if there exists a sequence {w k } k 1 of elements of W If τ ∈ E, we have the "derivative in the direction τ ", which is an element ∇ τ ∈ F ⊗ Lie(Γ F ). It can be constructed in the following way (after §3.1 of [DI13] ). If W is an Flinear Banach representation of Γ K and if w ∈ W la , then there exists m ≫ 0 and elements
We then set ∇ τ (w) = w 1τ where 1 τ is the E-uple whose entries are 0 except the τ -th one which is 1. If k ∈ N E , and if we set
Rings of p-adic periods
In this §, we recall the definition of a number of rings of p-adic periods. These definitions can be found in [Fon90, Fon94] and [Ber02] , but we also use the "Lubin-Tate" generalization given for instance in § §8,9 of [Col02] . 
This valuation is normalized as in §2 of [Ber02] . The valuation defined in §3 of [Ber13] is normalized differently (sorry), it is pr/(p − 1) times this one. If I is a closed subinterval 
Proof. -See §2.1 of [Ber02] for F = Q p , the proof for other F being similar.
Lemma 3.2. -Let r = r ℓ and s = r k , with 1 ℓ k.
Proof. -Item (1) follows from the straightforward generalization of §2.2 of [Ber02] from Q p to F (note that proposition 2.11 of ibid. is only correct if the element [p]/p − 1 actually belongs toÃ I ) and the fact that 
Proof. -By lemma 3.1, there exist j 1 and a 0 , . . . , a j−1 ofÃ + such that
We have a 0 , y 0 ∈Ã + and θ•ϕ
In particular, (A) holds if we replace a 0 by y 0 . Assume now that f j − 1 is such that (A) holds if we replace a i by y i for i f − 1. The element
by applying repeatedly (2) of lemma 3.2. We have a f , y f ∈Ã + and the above implies
which proves the proposition.
Proof.
with v k ∈ E + and the lemma follows from the 
F . This a henselian field (cf. §2 of [Mat95] ), whose residue field E F is isomorphic to F q ((u)). Let K be a finite extension of F . By the theory of the field of norms (see [FW79b, FW79a] and [Win83] ), there corresponds to K/F a separable extension
§3 of [Mat95] ). There exists therefore r(K) > 0 and elements with r = r ℓ and s = r k .
Proof. -By lemma 2.1, it is enough to show that ϕ 
.
On the other hand, ϕ
. This implies that Proof.
The lemma follows from the facts that g(1/t F ) = χ F (g) −1 · (1/t F ) and that t F /Q k is F -analytic on Γ m , and lemma 2.1.
Proof. -We first prove the theorem for
F-la , and we now prove the reverse inclusion. Take 
Proposition 3.3 shows that there exists j ≫ 0 such that 
. By proposition 4.1, we have x
n the same procedure which we have applied to x n , and proceeding inductively, allows us to find some j ≫ 0 and some elements {y n,i
so that {z n } n 1 converges π F -adically to x, and z n ∈ A We now consider the case when K is a finite extension of F . We first prove that 
Rings of locally analytic periods
We now prove that the elements of ( B I K ) la can be written as power series with coef-
If g ∈ W and p n(g)−1 (p − 1) ∈ I then we have a map
Lemma 5.1. -If g ∈ W and p n(g)−1 (p − 1) ∈ I, with g| F = τ and n(g) −ñ(τ ) = kh,
Proof. -This follows from the definitions and (1) of lemma 3.2.
Let ∇ τ be the derivative in the direction of
this notation is slightly incompatible with that of §4). Note that
-Take x ∈ ( B †,r rig,K ) pa and take n = hm +ñ(τ ) with m such that r n r. Let g ∈ W be such that g| F = τ and n(g) = n. We have θ • ι g (x) ∈K 
Proof. -Let k 1 be such that u k ∈ p nÃI F . By corollary 4.3.4 of [Win83] , the ring
By successive approximations, we find ℓ 0 and
For n 1 and I a closed interval, let
τ ∈E 0 k τ ! and let 1 τ be the tuple whose entries are 0 except the τ -th one which is 1.
By lemma 2.5, there exists m 1 such that y τ −y τ,n ∈ ( B I F )
Γm-an and y τ −y τ,n Γm p −n for all τ ∈ E 0 . Let {x i } i∈N E 0 be a sequence of elements of ( 
Γm-an are continuous and hence there exists
The series above converges in (
that p (n−n 0 )|i| x i Γm → 0, the series i∈N E x i (y − y n ) i converges, and its limit is x.
Corollary 5.5.
Proof. -Suppose that τ = Id, and write x = i∈N E 0 x i (y − y n ) i as in theorem 5.4, with
The series converges because x i Γm p (n−1)|i| x Γm . If τ = Id, one may use the fact that the embeddings play a symmetric role.
Remark 5.6. -Corollary 5.5 is false if 
A multivariable monodromy theorem
In this §, we explain how to descend certain ( 
F-pa -module stable under Γ K , and such that ϕ q : Sol(M) → Sol(M) is a bijection. Our monodromy theorem is the following result. 
module with a bijective Frobenius map ϕ q and a compatible pro-analytic action of
This amounts to finding a matrix
If n is large enough, then 
This definition is the natural generalization of Kisin and Ren's L-crystalline representations ( §3.3.7 of [KR09] ). See also remark 16.28 of [FF12] . Kisin and Ren then go on to show that if
In §9, we prove the theorem below. Note that it was previously known for F = Q p by the main result of [CC98] , for crystalline representations by §3 of [KR09] and for reducible (or even trianguline) 2-dimensional representations by theorem 0.3 of [FX13] .
We now assume that K is a finite extension of Q p and that L ∞ /K is the extension of K attached to ηχ cyc where η is an unramified character of G F . When η = 1, L ∞ is the cyclotomic extension of K and the Cherbonnier-Colmez theorem (see [CC98] 
Theorem 7.4. -We have
Proof. -We have D Finally, we mention that definition 7.8 and conjecture 7.9 of [Ked13] discuss some necessary and sufficient conditions for certain elements of B † rig,K to be locally analytic.
Overconvergence of F -analytic representations
We now give the proof of conjecture 7.3, using the construction of multivariable (ϕ, Γ)-modules and the monodromy theorem. 
