Opinion-leader mining in social networks is a critical problem in research of the information dissemination process and in public opinion guidance and supervision. Not every social network user has a high probability to be an opinion leader. However, most mining methods identify opinion leaders among users in the whole network, which adds unnecessary calculations. To solve this problem, we propose a rank after clustering (RaC) algorithm to mine opinion leaders in social networks with a phased-clustering perspective, which has the following aspects: (1) Aiming to reduce the scale of calculation, the clustering stage clusters users in social networks using a K-means algorithm according to topological information to find the set of opinion leader candidates; (2) The ranking stage determines the user ranks of opinion leader candidates by both their activeness and influence, and we accumulate the followers' influence weighted by degree of attention when assessing user influence. In experiments, a new indicator, the C-value, and simulations based on the linear threshold model are used to evaluate the performance of the RaC algorithm. The results show that RaC is effective and accurate.
I. INTRODUCTION
Opinion leaders in social networks generally have significant effects on people in terms of thoughts, feelings, and actions [1] . Because of the openness of social networks, they are more influential in information dissemination than traditional media. Undoubtedly, the mining of opinion leaders is an important subject in the field of user analysis in social networks. It has been widely applied in the analysis and prediction of information diffusion, guidance and supervision of public opinion, and commercial development in social networks [2] - [4] .
There are two methods in opinion-leader mining. The first is to detect opinion leaders based on social network features, i.e., topological information and user behavior data. It is often used to assess opinion leaders of an entire network. Some studies identify opinion leaders by the number of friends (connections), the quantity of information published, The associate editor coordinating the review of this manuscript and approving it for publication was Shouguang Wang . forwarded, or commented on, and sentiments [5] - [7] . The second is to analyze opinion leaders by classifying topics, assuming opinion leaders are relevant to them, and detecting leaders based on the themes of groups in which they participate, or the themes of information on which they publish. The topic-specific method constructs the network by clustering documents using the latent Dirichlet allocation (LDA) approach [8] and then detects opinion leaders in a preset topic area by calculating the topic relevance for every user node [9] .
The above methods have the following problems. 1) The calculation of most opinion-leader mining algorithms is based on user influence assessment, which may be biased, e.g., if the selection method is based only on topological information or a user's past behavior. These factors (behavioral data, topological information, etc.) only reflect a user's influence from a partial view other than a global view.
2) Although not all users in social networks have sufficient expression to be an opinion leader, calculation methods tend to consider each user as a candidate, which has high computational complexity. An integrated selection method based VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ on both topological information and user behavior data also has high computational complexity. This motivates us to find a scheme that exploits social network features such as behavioral data and topological information, so as to reduce computational complexity. We believe the difference between opinion leaders and common users (who are not opinion leaders) can be first distinguished by topological properties. For example, opinion leaders are the key points in spreading information in social networks; thus, they have greater betweenness than common users. Therefore, opinion leader candidates with sufficient topological characteristics are selected first, and the opinion leaders are identified from within this group, which can achieve relatively low computational complexity. In our previous work [10] , we proved that a user's influence and activeness, based on the user's historical behavior data, are effective in identifying opinion leaders. Therefore, it is feasible to find opinion leaders using user behavior analysis of preselected candidates.
We propose an opinion-leader mining scheme in social networks, rank after clustering (RaC), from a phased-clustering perspective. RaC comprehensively uses topological information and user behavior data in a two-phase approach. In the first stage, clustering, RaC uses the K-means algorithm to evaluate and select a set of opinion leader candidates based on topological information, which can exclude normal users. In the second stage, ranking, RaC selects opinion leaders based on the social behavior data of candidates. Compared to traditional approaches, our two-phase method can decrease the total number of users for the later ranking stage, which reduces the computational complexity of user behavior analysis when identifying opinion leaders.
Our contributions in this paper can be summarized as follows.
1) A novel two-phase scheme is proposed for opinion leader selection, which can find opinion leader candidates in the first stage and identify opinion leaders from the candidates in the second stage to achieve low computational complexity. 2) A method that clusters users based on topological features is proposed in the first stage. This can avoid the assessment of every user's influence and can select opinion leader candidates. 3) A new factor, the two-hop clustering coefficient, is proposed to evaluate a user's information diffusion effectiveness among the user's followers. The remainder of this paper is organized as follows. We review some related work in section 2. Section 3 describes the overall framework of the RaC algorithm. In section 4, we obtain opinion leader candidates according to the K-means algorithm. In section 5, the method of ranking users based on the selected candidate set is presented. We describe our experiments in section 6, and we summarize our work and discuss possible directions for future study in section 7.
II. RELATED WORK A. OPINION LEADERS MINING ALGORITHMS
Two models have been commonly used to identify opinion leaders: the score-driven and group-driven models.
The score-driven model calculates the scores of individual effects or of the probability of being an opinion leader. Users are ranked on their scores to find the top-N opinion leaders. In [11] , to obtain the user rank, new schemes were proposed to separately and effectively estimate reputation. The SuperedgeRank algorithm [12] uses the node superdegree, superedge degree, superedge-superedge distance, and superedge overlap based on the supernetwork theory to rank superedges and identify opinion leaders. The approach in [13] captures a user's detailed actions (i.e., tweets of original content, and reposts and/or mentions of other users' tweets) to measure each user's influence on Twitter. Opinion leaders in [14] are users with higher total trust values, where the trust value is determined by the number of users trusted by those on both sides. In [15] , the dynamics-sensitive (DS) centrality, which can quantify the spreading influence of nodes, was calculated to identify influential nodes. Algorithms based on the score-driven model directly and clearly calculate user influence but have huge computational costs.
Compared to the score-driven model, the groupdriven model has been widely used recently than the score-driven model. Based on the analysis of the informationdissemination process, the algorithms based on a groupdriven model transform opinion-leader mining to maximizing user influence or information diffusion, and they tend to find a group that can satisfy certain conditions instead of obtaining the score of each user. In [16] , the authors proposed a dynamic information propagation model based on the continuous-time Markov process to predict the influence dynamics of users in social networks and find a group of influential nodes. The GAUP algorithm [17] first computes user preferences with a latent feature model based on SVD or vector space, then uses the greedy algorithm to find the optimal group with the top-k nodes. Heuristic algorithms often obtain the group of more influential nodes [7] , [18] - [20] with the help of degree, betweenness, or closeness. However, the commonly used greedy algorithm is unsuitable for large social networks because of its high time complexity, whereas the heuristic algorithm based on topology properties does not comprehensively analyze social networks.
Considering the limitations of these previous studies and by combining the advantages of score-and group-driven models, we propose an opinion-leader mining algorithm, RaC, in social networks from a phased-clustering perspective. The clustering stage based on topological information is used to reduce the computational cost. The ranking stage uses behavioral data to avoid the partial analysis of a social network based solely upon its topological information. 
B. K-MEANS ALGORITHMS
In data clustering algorithms, Lloyd's K-means [21] is famous for its simplicity, rapidity, and suitability for big data. It is usually called K-means, where K is specified in advance to divide the data into K clusters. After randomly selecting K cluster centers, K-means iteratively allocates all the nodes to their nearest cluster according to distance similarity and updates center of each cluster, until they no longer change. However, the selection of the initial K cluster centers makes a big difference in the clustering result. To solve this problem, we adopt the improved K-means++ [22] . In the K-means algorithm, the distance among the initial K clusters may occasionally be small, and nodes with high similarity may be classified into different clusters, in which case the similarity among clusters is small, and the clustering effect is not obvious. The principle of K-means++ is to initially select K cluster centers that are relatively distant from each other. These decentralized cluster centers can improve the clustering effect.
III. OVERVIEW OF PROPOSED FRAMEWORK AND RELATED DEFINITIONS A. OVERVIEW OF PROPOSED FRAMEWORK
In this section, we describe the RaC algorithm; an overview is shown in Fig. 1 . Users are clustered to find the set of opinion leader candidates according to the properties extracted from the topology. Then, a composite equation for user behavior eigenvalues is used to obtain each candidate's user leadership rank.
The RaC algorithm has two stages. Phase 1 (Clustering): The first phase obtains the set of opinion leader candidates based on the new proposed factor that is the two-hop clustering coefficient. In this phase, the connection list, which contains the follower and following IDs, is used to build the model of the social network.
Before clustering users using the K-means algorithm, four kinds of topological features that can characterize opinion leaders are calculated to compute the similarity between every pair of users. Among them, we propose and apply the new topological feature, the two-hop clustering coefficient, to find users who have closer neighbor relationships and create more effects in information diffusion. The output of this phase consists of the IDs of users that are opinion leader candidates.
Phase 2 (Ranking): The second phase aims to calculate user leadership and rank the users which in the opinion leader candidates. The behavioral information (publishing, forwarding, and evaluating) of each user in the set of opinion leader candidates is the input of this phase. User leadership is determined by three aspects: user activeness, user influence, and center.
The situations in which the user publishes, forwards, and evaluates are counted to illustrate the user's active interaction with others. A more active user will receive or spread more information and is more likely to become an opinion leader. Moreover, the influence of each follower contributes to the user's influence. We determine the contribution weighted by the analysis of the interaction between the user and its follower. Furthermore, the number of users who have obtained information from the user can be used to evaluate the user's influence. Then RaC regards the candidates with high user leadership as opinion leaders.
B. RELATED DEFINITIONS
The social network in this paper is modeled by
is a collection of nodes or users in a social network, N is the number of users, E = {e 1 , e 2 , e 3 , e 4 . . . e M } is a collection of edges or connections between users, M is the number of edges in the social network, and R is a matrix of size N × N that records the directions of connections among nodes. When there is a link from u i to u j , we set R ij = 1; otherwise, R ij = 0. Specifically, for an arbitrary node or edge in G, if e m , e n ∈ E, u, v ∈ V , e m = {u, v}, e n = {v, u}, then e m is not identical to e n .
Definition 1: In the graph G, the topological information T = {T (R ij )|i, j ∈ [1, N ], R ij ∈ R} describes the relationship between nodes and edges.
Definition 2: For user leadership, opinion leaders are users who dominate in information dissemination. User leadership ULD(u) quantifies this ability, and it depends on user activeness and user influence. There are five roles given in this paper: common user, follower, following, opinion leader candidates, and opinion leaders. They are defined as follows.
Definition 3: A follower and a following appear in pairs; if there are u, v ∈ V e k ∈ E e k = {u, v}, then user v is a follower of user u, and u is the following of v. For example, u 7 is a follower of u 9 , while u 9 is a following of u 7 , as shown in Fig. 2 .
Definition 4: An Opinion Leader O is a subset of the node collection V , in which users satisfy the condition that
The number of users in O is determined by actual requirements.
Definition 5: Common users are users who are not opinion leaders in the social network. The set of common users is defined as
Definition 6: A set of opinion leader candidates L is a group of users who are considered likely to be opinion leaders before calculating user leaderships. The relationship among users, opinion leaders, and opinion leader candidates
The five user roles are demonstrated in Fig. 2 . Fig. 2 is a thumbnail of the social network model; the nodes in a social network are unidirectionally or bidirectionally connected with the others. The elliptical area enclosed by the blue shadow is a thumbnail of the set of opinion leader candidates, which includes the true opinion leaders (blue nodes).
The proposed RaC algorithm uses a number of different properties, such as the two-hop clustering coefficient, betweenness, user activeness, and user influence and so on. To clarify, we show symbols of these properties in Table 1 and show relations among related attributes in Fig. 3 .
IV. SELECTION METHOD OF THE SET OF OPINION LEADER CANDIDATES
Definition 1 indicates that the topological information manifests the social relationships among users and is an important criterion of opinion leader mining. Opinion leaders in a social network generally have special topological properties, such as indegree and clustering coefficient, and some others. Therefore, the topological properties are quantified to filter out common users who do not conform to the properties of opinion leaders. This method will significantly reduce the number of users who require calculation of user leadership and enhance the efficiency of opinion-leader mining. We obtain the topological properties from three important indicators: indegree, two-hop clustering coefficient, and betweenness. These indicators are often used to measure the importance of nodes in complex networks, whereas opinion leaders happen to be high-priority nodes in social networks. Based on the K-means algorithm, we propose the method that can select the set of opinion leader candidates according to the properties extracted from the topology in the clustering phase. Before clustering users by K-means, four kinds of topological features that can characterize opinion leaders are calculated to compute the similarity between every pair of users. The output of this phase consists of the IDs of users who are opinion leader candidates, as shown in Fig. 4 . The calculation is performed as follows.
A. INDEGREE
The number of edges that connect to user u in the directed graph G is u s indegree, which is denoted as Idg(u). Research has proved that indegree works well in calculating the importance of users [23] . In general, one is more popular when he/she has a larger number of friends who interact with him/her. We calculate indegree as
where δ vu = 1 when v is a follower of u, and otherwise δ vu = 0. For example, in Fig. 2 , u 2 s indegree is 2, while u 3 s indegree is 3. So, a larger Idg(u) corresponds to greater received attention and indicates that the user is more likely to be an opinion leader.
B. TWO-HOP CLUSTERING COEFFICIENT
The clustering coefficient is often used to characterize the average probability that two interconnecting users are connected to the same user in a complex network. That means if v is a follower of u, then u s friends may also be followers of u when the clustering coefficient has a large value, and information from u cannot be diffused effectively from v and v s friends. It has been proved [25] that a large clustering coefficient indicates a large ability in information diffusion. In fact, the three degrees of influence theory [24] holds that a user's influence gradually dissipates at three degrees of separation. To begin with, compared to the global clustering coefficient, which shows the closeness of users in the whole network, the local clustering coefficient among a user and the user's followers is more likely to indicate whether the user's information can be effectively diffused. In addition, the user oftendiffuses information outward within a distance of three hops, so we propose a new local clustering coefficient. Instead of calculating a different influence decay factor on each of the three degrees, we bring in followers within two hops' distance and assume that the user influence is not attenuated within that distance. We propose a two-hop clustering coefficient based on the classical clustering coefficient, including the users in V who can directly or indirectly connect to u, i.e., followers at a two-degree distance. The two-hop clustering coefficient of u can be used to measure the closeness among users who may be affected by u within two hops' distance. We define it as
where P represents followers within two hops' distance of u, n is the number of users in P, M (v) is the number of edges among users who have directed edges related with v, and N (v) is the degree of v. Clc(u) first evaluates the closeness relation among the user and his/her friends and then calculates the average clustering coefficients of u s two-hop followers as u s two-hop clustering coefficient.
C. BETWEENNESS
In the directed graph G, the betweenness of u is the proportion of the shortest paths that pass via u in the graph.
Betweenness is commonly used to measure the centrality of nodes [26] , [27] . Some studies have shown that an individual with a higher betweenness centrality can be considered more influential than one with lower betweenness [28] , [29] . Therefore, we introduce this indicator here as Btw(u), calculated as
where σ mn is the number of shortest paths from m to n, and σ mn (u) is the number of shortest paths from m to n that can go through u. That is, the more information passes via the node in the process of information transmission, the more likely a node is a central node.
D. CENTER
The above three topological features describe from three aspects whether a user can be an opinion leader. We propose a comprehensive index Center(u) as the fourth indicator to consider the relationship among them,
E. SELECTION METHOD OF THE SET OF OPINION LEADER CANDIDATES BASED ON K-MEANS
In this paper, we use the four indicators to cluster users in a social network. The set of opinion leader candidates should be the clusters that perform better on the above indicators among all the clusters obtained from the K-means algorithm. For a simple analysis of a clustering result, we calculate the vector of topological information W = {Idg(u), Clc(u), Btw(u), Center(u)} to perform clustering, and make use of Euclidean distance [30] to evaluate the similarity between two users:
After clustering, the set of opinion leader candidates is selected according to Center(u). The pseudo-code of the method is shown in Algorithm 1. The algorithm first finds leader seeds that are relatively distant from each other using K-means++, then finds a suitable cluster as the set of opinion leader candidates.
In lines 6-18, the more suitable seeds are set in the K-means++ algorithm. In lines 19-26, the users in the social network are clustered by using K-means algorithm. In lines 27-30, the set of opinion leader candidates is chosen. The time complexity of this algorithm mainly consists of the time complexity of finding leader seeds that are relatively distant from each other using K-means++, clustering users on social networks, and finding a suitable cluster as the set of opinion leader candidates. The time complexities of these three tasks are O(K * N ), O(K * N ), and O(K ), respectively, where K is the number of leader seeds that are found at first, and N is the number of user sets. Therefore, the time complexity of the algorithm is O(K * N + K * N + K ), i.e., O(N ).
V. MINING METHOD OF OPINION LEADERS
The second phase of the RaC algorithm is mining opinion leaders, i.e., ranking opinion leader candidates in descending order of user leadership and taking the top-N users as opinion leaders. As shown in Definition 2, we introduce user leadership to determine opinion leaders. User leadership has three indicators: user activeness, user influence, and center.
A. CALCULATING USER ACTIVENESS
User activeness indicates how active a user appears in a social network over a given time interval. Higher activeness always means a higher probability of information spread [9] . User activeness consists of forwarding activeness fa(u), publishing activeness pa(u), and evaluating activeness ea(u), 
Activeness is calculated according to the equivalent action in a time interval T . |fwd(v)|, |pub(v)|, and |eva(v)| are the amounts of information that v forwards, publishes, and evaluates, respectively, in T . |fwd(u)|, |pub(u)|, and |eva(u)| are the amounts of information forwarded, published, or evaluated, respectively, by u. Equation (6) calculates the proportion of user u s forwarding, publishing, and evaluating behaviors as proportions of the total such behaviors in time interval T . Hence, a larger proportion indicates higher user activeness. Finally, the user activeness is calculated based on the three indicators:
where α 1 , α 2 , and α 3 are determined by the analytic hierarchy process (AHP) [31] and must satisfy the condition α 1 + α 2 + α 3 = 1. It has been shown [32] - [34] that the followers' trust degree toward a user will have a high effect on the user's influence. Assuming that v, w are followers of u in a social network, they often forward or evaluate the information from u to express their trust of u. For example, if u has published ten messages, v forwards nine of them, and w forwards five, then followers are shown to have different levels of trust in the user. We introduce the attention degree AD vu to indicate the specialized trust from v to u, calculated as
where following(v) is the set of followings of v, and |fwd(v.source = u)| and |eva(v.source = u)| denote the amount of information from u that is forwarded or evaluated by v.
The information coverage ratio is the average probability that the user's information was forwarded or evaluated in social network. A greater coverage ratio is exactly what an opinion leader requires. This information coverage ratio is calculated as CR(u):
where Inf i (u) is the set of users that have forwarded or evaluated information i from u, which means the users in this set have been influenced by u. m i=1 Inf i (u) is the sum of users influenced by u's information, and m is the amount of information from u.
Since different followers have different effects on the same user, a follower's user influence is also considered. The user influence UI (u) is calculated as
The user influence depends on the user's follower attention and the information coverage ratio. The attention degree is used to assess the followers' different contributions to the same user's influence.
B. CALCULATION OF USER LEADERSHIP
The user leadership ULD(u) is calculated based on the user's influence, activeness, and center. Although we identify an opinion leader as having higher centrality from the set of opinion leader candidates, each candidate has a different value of center. Therefore, it is necessary to consider centrality while calculating user leadership. Calculation of the user leadership in this section, shown in Fig. 5 .
We rank the users in the set of opinion leader candidates L based on user leadership and obtain the top-N users as opinion leaders. 
VI. EXPERIMENT
A real-world dataset was used to evaluate the performance of the proposed RaC algorithm. The dataset was from a social network, Weibo.com [37] . We chose 49,613 relatively active users who had forwarded, published, or evaluated behaviors between 2016-12-16 and 2017-12-16, and we obtained the active users' relations and information exchange as well. More details about the dataset are shown in Table 2 .
The following experiment was implemented using R and Python. Three algorithms were used to make comparisons:
1) AllUserRank ranks all users in social network without a clustering phase; 2) ClusterRank [38] identifies a user's influence by the user's fans' influence accumulation and the negative influence of the local clustering coefficient among fans. 3) UI_LR [39] identifies user influence by topological features and the user's historical behaviors.
A. THE PROCESS OF GETTING OPINION LEADERS 1) SELECTING THE SET OF OPINION LEADER CANDIDATES
Before generating the set of opinion leader candidates, we model the social network and show a sub-graph with 379 nodes, as shown in Fig. 6 . The elbow method [40] was used to get an optimal number of clusters k from 2 to 10, as shown in Fig. 7 . The calculation uses the cost function, which is the sum of the distortion degrees of each class. In the process of value increase, the value corresponding to the position where the improvement effect of distortion degree decreases the most is the elbow, and the k value corresponding to that is the real clustering number of the dataset.
From Table 3 , it is obvious that cluster 3 had the largest value of the center; therefore, we selected the users in cluster 3 to join the set of opinion leader candidates first. However, there were only nine users in cluster 3, and we needed more than nine opinion leader candidates. The users in cluster 5 were chosen to be candidates as well, since cluster 5 had the second largest value of the center. In the end, there were 134 candidates. 
2) RANKING THE USERS IN OPINION LEADER CANDIDATES
By ranking the users in clusters 3 and 5, the opinion leaders were generated. To accurately evaluate a user's recent activity, we first determine the parameters α 1 , α 2 , α 3 in (7) . As an opinion leader, a user needs to diffuse information. The forwarding activity shows the frequency of diffusion, so it has the largest weight in the three activities. The opinion leader should show original thought, so publishing activity has the second largest weight, and evaluating activity has the third largest. Consequently, we set α 1 > α 2 > α 3 in (7) , and the quantification of α 1 , α 2 ,and α 3 is determined by the analytic hierarchy process (AHP) with the help of the judgment matrix, as shown in Table 4 .
Finally, the result of AHP analysis is shown in Table 5 :
The performance of the RaC algorithm was evaluated from the aspects of the accuracy of the opinion leaders mining method, the effectiveness of the candidate set, and the efficiency of the opinion leaders mining method.
1) ACCURACY OF OPINION LEADERS MINING METHOD
When identifying opinion leaders in the candidate set, two obstacles must be considered: 1) making sure the chosen candidate set contains the opinion leaders; and 2) determining whether the candidate set is useful in identifying opinion leaders. To overcome these challenges, the process of information dissemination was simulated using two linear threshold (LT) models: the degree based linear threshold (DLT) and attention degree based linear threshold (ADLT) models. In both models, the top-N opinion leaders in each algorithm were treated as seeds to model the process of information dissemination. The only difference between the two LT models was that u had a different influence probability to activity v through the same edge e = {u, v}.
a: DEGREE BASED LINEAR THRESHOLD MODEL
The influence probability between e = {u, v} is calculated as where follow(v) is the set of users that v follows, and |follow(v)| is the number of following of v. For example, if user v follows user u and five other users at the same time, then the influence probability between e = {u, v} is calculated as 1/6.
b: ATTENTION DEGREE BASED LINEAR THRESHOLD MODEL
The attention degree from v to u is calculated by (8) , which is the influence probability from u to v. It shows that followers have different levels of trust in the same user.
The two LT models ran 10,000 times, and the average affected users were taken as each user's influence. Based on the experiments of the DLT and ADLT models, we obtained the results shown in Fig. 8 and Fig. 9 , from which we can see that regardless of the change of influence probability, UI_LR algorithm always performed best in the four opinion leaders mining method. Fig. 8 and Fig. 9 show similar trends. The RaCRank algorithm performed in second place. For third place, it was hard to choose between AllUserRank and ClusterRank. Comparing RaCRank with AllUserRank, RaCRank showed significantly higher performance. This showed that candidate selection based on topological features can improve the accuracy of opinion leader mining. This is because RaCRank excluded normal users, which could reduce unnecessary calculations. Both UI_LR and RaCRank identified opinion leaders from topological features as well as user historical behavior. Though RaCRank was slightly worse than UI_LR, it was increasingly close to UI_LR as the number of opinion leaders increased.
2) EFFECTIVENESS OF CANDIDATE SET
DLT and ADLT calculate the users' influence by modeling the process of information transaction, which is different from the real world. Thus, we introduce another metric to evaluate users' ability to be opinion leaders by their behaviors VOLUME 8, 2020 in a social network: C-values, which are calculated as follows:
where | m i=1 Inf i (u)| was explained in (9) . c(u) can estimate a user's influence in the time duration of the dataset. The C-value distribution of opinion leaders selected by each algorithm is shown in Fig. 10 , from which we can see that RaCRank had a smaller gap with the UI_LR algorithm than the LT models. The ClusterRank algorithm performed worst because it did not calculate user influence from the aspect of users' behavior. Despite using the same topological features, RacRank outperformed AllUserRank, because it could improve performance by finding opinion leader candidates. 
3) EFFICIENCY OF OPINION LEADERS MINING METHOD
When identifying opinion leaders in a large social network, we must consider the efficiency of the algorithms. In the RaCRank algorithm, we proposed the concept of a candidate to reduce the computational complexity and use less runtime. The runtime of each process in the AllUserRank and RaCRank algorithms is shown in Table 6 . In TABLE 6, the runtime of K-Means++ was only about 1.24346 sec. After the clustering process, the runtime to calculate user activities in RaCRank was just 0.27% that of AllUserRank. The runtimes to calculate the cover ratio and attention degree in RaCRank were 0.25% and 23.16%, respectively, of those in AllUserRank. Undoubtedly, the use of opinion leader candidates can greatly reduce the runtime of the original algorithm.
From Fig. 11 , it is obvious that the runtime of UI_LR was more than six times that of AllUserRank, and more than seven times that of RaCRank. Therefore, although the performance of UI_LR was better than that of RaCRank in the aspects of accuracy and effectiveness, it was not suitable to identify opinion leaders in a large social network. In contrast, RaCRank performed better than AllUserRank when using C-values as a metric, and it ran in a shorter time. Therefore, the experimental results demonstrated that the RaCRank algorithm was both accurate and efficient.
VII. CONCLUSION
In this study, we proposed an RaC algorithm to mine opinion leaders from a two-phase clustering perspective. Because not all users in a social network have identical opportunities to be opinion leaders, the topological information is first clustered to obtain the opinion leader candidates; then, the user behavior data of the opinion leader candidates are analyzed to obtain specific opinion leader rankings. In addition, the twohop clustering coefficient is proposed to evaluate a user's information diffusion effectiveness among the user's followers in Clustering Phase, which is also a new factor in the clustering phase.
Experimental results show that the RaC algorithm is both effective and accurate. However, the number of users in the set of opinion leader candidates that we obtain may occasionally be fewer than the top-k users that we require. In this case, we also select the second set of opinion leader candidates from the common user set C (Definition 4). Future studies will consider the detection of opinion leaders based on different topics by using topological information and user behavior data. It is expected to make the identification of opinion leaders more targeted in the process of information dissemination on different topics.
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