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systems for an industrial IoT application
Swen Leugner∗ and Horst Hellbru¨ck∗†
∗Lu¨beck University of Applied Sciences, Germany
Department of Electrical Engineering and Computer Science
Email: swen.leugner@fh-luebeck.de, hellbrueck@fh-luebeck.de
† University of Luebeck, Germany,
Institute of Telematics
Abstract—Since ultra-wideband (UWB) transceivers are avail-
able for wireless sensor networks, the usage in research and indus-
try increased. Research efforts resulted in methods, measurement
results, and solutions under laboratory conditions for a variety
of indoor localization problems provided to the community. In
this paper, we present an indoor positioning system (IPS) that
is installed in a 1500m2 real world production facility. In this
real-world application, we faced some challenges that research
has not addressed yet. For instance, challenges are receiving
UWB signals from other floors in a multistory building through
windows and multipath effects at walls like reflexions. We present
solutions to increase the availability of such large-scale IPS, give
a performance evaluation and recommendation for a modified
NMEA sentence named iNMEA for IPS receivers.
Index Terms—indoor positioning system, two-way-ranging, an-
chor, tag, multipath, ultra-wideband, indoor positioning testbed,
increasing service availability
I. INTRODUCTION
In recent years, interest in Indoor Positioning (IPS) is grow-
ing. Many scientific researchers and engineers in companies
work on solutions for small area IPS; for instance, Schmitt et
al. implemented [1] a reference system for indoor localization.
The reference system is located on the university floor but
limited to a corridor that has a length of approximately 100m.
Their solution used a robot equipped with a camera system,
which is not suitable for commercial indoor application due to
privacy concerns. Tiemann et al. provided measurements from
the ATLAS localization system [2]. The ATLAS localization
system is based on the Time Difference of Arrival (TDoA)
method. However, their experimental evaluation is performed
in a small target area of less than 35m2 without any obstacles
in between. For our own evaluation, we installed an ultra-
wideband IPS in a production facility, with the goal of tracking
transport trolleys throughout the production process. Our IPS
covers an area of 1500m2. It is integrated into an industrial
IoT application and to the best of our knowledge the largest
of its kind in Germany. In this paper, we aim to share the
experience and knowledge we gained throughout the planning,
implementation, and installation of this large-scale IPS with
the larger research community.
The paper is structured as follows: Section II provides an
overview of the system design, components, and architecture.
We describe our experience in Section III by presenting the
challenges and solutions for large-scale localization systems.
The paper concludes in Section IV with a short summary.
II. SYSTEM OVERVIEW
In contrast to other research projects, we decided for a
decentralized approach for implementation of the IPS. A
decentralized approach means that the localization algorithm
is executed on the IoT device, in our case a transport trolley,
instead of the execution on a centralized localization server.
Due to this decentralized approach, we benefit from shared
resources and reduced complexity of the IPS. In Figure 1 we
provide a system overview that illustrates the IPS and IoT
application as well as the used technologies.
Fig. 1: Architecture of our industrial IoT application
The transport trolley utilizes two wireless sensor network
standards: IEEE 802.15.4 and IEEE 802.15.4a. While the
upper layers of the standards are similar, the main difference
is the physical layer. IEEE 802.15.4 applies Offset-QPSK
whereas IEEE 802.15.4a builds on ultra-wideband (UWB)
technology. Because UWB signals are narrow in the time-
domain, they are well-suited for measuring time of flight
for IPS. For our indoor application, we deployed the well-
known Decawave DW1000 UWB transceiver which measures
timestamps with a resolution of 15.65 ps. The UWB transceiver
performs localization whereas the IEEE 802.15.4 transceiver
is used for the IoT communication. In our IoT application,
the sensor node on the transport trolley wakes up every 5
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TABLE I: Comparison of NMEA and iNMEA
Name in NMEA Example NMEA iNMEA
Sentence ID $GPGGA GNSS Fix Data IPS Data
Time 180834 18:20:11 Reservedfor later use
Latitude 402.89, N 4d 2.89’ N x = 402.89 m




1 - GPS fix
2 - DGPS fix
0 - invalid
1 - 1st floor










Altitude 370.0,M 370.0 Metersover ground
Encoded unique
anchor IDs
Height of geoid -14.0 M -14.0 meters Reservedfor later use
Time since











Checksum *13 Check fortx errors
Check for
tx errors
minutes and initiates the localization process by switching on
microcontroller board with the DW1000 transceiver. The sensor
node shuts down the power supply of the microcontroller board
after 10s independent of the status of the localization process.
During the localization process, distances between anchor and
the sensor node on the trolley are estimated by a two-way-
ranging (TWR) algorithm. We apply the TriClock [3] algorithm
to compensate for clock drift during the ranging. If the position
is successfully calculated, the IPS microcontroller sends an
iNMEA string via USART to the application microcontroller.
The application microcontroller adds additional sensor data
and transmits a frame to the IEEE 802.15.4 gateway. Finally,
the gateway forwards the message to the database of a cloud
service, see Figure 1.
A. iNMEA
We designed our IPS for easy and seamless integration
into existing IoT platforms. Therefore, we deployed a derivate
of NMEA 0183-HS protocol between the application and
IPS microcontrollers on the transport trolley. NMEA 0183-
HS is widely used in Global Navigation Satellite Systems
(GNSS) and is commonly supported by IoT platforms. For
our purpose, we adopted the Global Positioning System Fix
Data (GPGGA) sentence code and named it Indoor NMEA
(iNMEA) to account for our changes to the NMEA sentence.
Table I compares the message fields of NMEA and iNMEA.
Our main modification to NMEA was changing the geo-
graphic coordinates used by GNSS to cartesian coordinates
that are referenced to a fixed point in the area where the IPS
is deployed. Secondarily, we included additional diagnostic
data in the protocol. The Time until Position provides the time
for localization. This time increases in situations where non-
optimal anchor configurations were chosen, too few anchors
can be reached or many collisions occured during media access.
The Encoded Anchor IDs records the specific anchors that were
used in the localization algorithm, which helps to diagnose
wrong anchor positions and identify multipath propagation.
Due to our positive experience, we recommend the iNMEA
protocol for future highly integrated IPS services.
III. CHALLENGES AND SOLUTIONS
During deployment and tests some challenges occured that
were not addressed by research and industry.
First, a significant difference compared to state of the art
system and a challenge by itself is that the sensor node on the
transport trolley regularly shuts down the IPS microcontroller
for several minutes in our application. Hence, on every power
up, the transport trolley could have moved in the production
site and information about anchors e.g. might be completely
outdated. We addressed the problem of finding anchors by
sending periodic beacons by each anchor with a period of
1s. Each beacon includes the absolute position of the anchor
in three dimensions and the anchor’s unique identification
number. When switched on, the IPS microcontroller on the
transport trolley first listens for n seconds for beacons. After
that, it starts ranging and calculates distance to each anchor.
Secondly, due to shadowing effects, the average range was
15m or less in the production facility. This is less than 40%
of the typical communication range measured by others [4],
[5]. The short communication range required many anchors
that we had to install. In the end, we deployed 44 anchors
to cover the target area. In a second step after evaluation of
the system we solved the problem partially by increasing the
transmission power level of the DW1000. However, this ap-
proach need careful consideration as raising the power results
in a higher spectral emission in the communication channel.
Such a solution might exceed regulatory limits, depending on
the region.
Third, another issue with the increasing transmission power
is that multipath effects occur more frequently. Indeed, by
increasing the power, the DW1000 received beacons from
anchors placed on other floors. We were able to filter out
beacons originating from different floors in two steps. First,
we added a floor identifier field to each beacon and utilized
NMEA’s fix quality to encode the floor level (see Table I).
Then, we applied an algorithm that decided on the floor based
on the received signal strength of beacons. We select the floor
according to the strongest received beacon signal and ignored
all anchors from other floors in the following. However, intra-
floor multipath effects occured, i.e. ranging errors due to non-
line-of-sight connections and signal reflection on the walls. To
solve this problem, we used a new localization algorithm called
mRansac [6].
Fourth, the last problem we had to solve were anchor geome-
tries that produce erroneous results according to the topology
of the anchors. In order to rate topologies we introduce a
metric called horizontal dilution of precision (HDOP) that is
calculated based on the anchor positions and the estimated





In this subsection, we provide results of performance mea-
surements collected with early and final software incl. con-
figuration of the IPS. These performance measurements were
collected with the help of our iNMEA protocol during the
operation of the IPS in the production. A key performance
indicator for localization is success rate of the localization
process. In the first version in 2017 we reached 80% within a
period of 28 days, see Figure 2. In our application we aim
for a production optimization according to lean production
philosophy, therefore the success rate needs to be close to
100%.
Fig. 2: Comparison of valid position flag of iNMEA in 2017
and 2018
Due to our efforts described in Section III, the success rate
of our IPS service increased to 100%. In the version of 2017
quite often only beacons from 3 anchors were received, see
Figure 3. 3 anchors are not always enough to calculate a valid
position. If anchors are aligned in a line, the algorithm will not
be able to calculate a valid position. In the version of 2018,
in most cases we reached more than 10 anchors and therefore
had a variety of selection of anchors to find a valid position.














Fig. 3: Number of received Beacons
IV. CONCLUSION
In this paper, we showed that a large-scale indoor positioning
system provides a variety of challenges. We identified effects
for large-scale and real-world deployments which are not
accounted for in existing work e.g. multipath propagation. We
drew attention to balance UWB communication range for a
reasonable number of anchors and to avoid multipath. Addi-
tionally, we recommended the use of iNMEA as a communica-
tion protocol between the IPS and application microcontrollers.
Finally, we showed how to increase the availability of an IPS
service in large-scale positioning systems.
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CONCEPT FOR REAL-TIME LOCALIZATION
BASED ON SMARTPHONE CAMERA AND IMU
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Abstract—This paper introduces a concept for a real-time
localization system based on sensors available on smartphones.
The proposed method relies on inertial measuring units, on one
or more cameras and a given floor plan. Each of the used sensor
produces position and orientation (pose) which will be fused with
a kalman filter to get the best possible result. 3D point clouds
generated from images of the camera are used to derive partly
floor plans. By comparing the result to a given map the scaling
and positioning fixes are adopted.
Different possible platforms, like standard smartphones with one
or smartphones with more than one camera, can be used to
realize this concept. First experiments were done in two different
approaches (with inertial and visual navigation) in order to get
an idea what accuracies are achievable. The concept will be
implemented and tested on a Samsung Galaxy S8.
Index Terms—indoor navigation, visual inertial navigation,
smartphone, position estimation
I. INTRODUCTION
Since 2011 the HafenCity University Hamburg (HCU)
investigates smartphone sensors in context of indoor
navigation. The utilization of smartphones for navigation,
usually with the global navigation satellite system (GNSS)
principle, is wide spread and commonly known, and the
implemented sensors are a good base for developing an indoor
navigation system. While GNSS is only available in outdoor
environments, other solutions for the indoor environment has
to be found. The purpose of this paper is to introduce a concept
for indoor localization based on inertial and visual sensors,
while the focus of this concept lies on the camera system.
II. RELATED WORK
Nowadays cameras are well known for the purpose of
visual odometry for robots, but they are also used in some
pedestrian navigation systems. [1] and [2] using feature
matching algorithms to determine the camera pose. [1] use
a video stream to identify known key points, which are
geo-referenced before, and inertial sensors. They propose
a method of two phases: The first phase is an offline
phase, where distinctive points (anchors) in the building
are geo-referenced and processed with the Speeded Up
Robust Features (SURF) algorithm, to construct a databese
of reference images with known coordinates. In the second
(online) phase, a smartphone’s camera is used to take query
pictures of these anchors, which will be send to a server to do a
feature matching with the database images. The best fit is then
used to fix the position, which is estimated by dead reckoning
(DR) with step counter and heading of a magnetometer.
[2] propose a method to estimate a position using GNSS,
inertial measuring unit (IMU) and the smartphone camera. The
orientation is a solution of a bundle block adjustment with the
input of all available sensor data.
Both of these methods use geo-referencing, either in runtime
or before the online phase. The geo-referencing in an offline
phase is a step, that may be done once, but it is time consuming
and in the case of [1] heavily depends on the database.
Furthermore, it requires a connection to some kind of server.
The work of [2] depends on GNSS and as already mentioned
this principle is not suitable for indoor navigation.
[3] developed a fusion algorithm for indoor navigation which
uses inertial data and topological information to achieve an
accuracy of less than 5 m in 70 %. His work is an inspiration
for the following proposed method, because some parts of this
work (like the step counter) are adopted from it. Further no
external infrastructure is required and it is also developed and
tested at the HCU.
III. CONCEPT
The development of the following proposed concept aims
to create a system, which is meant for indoor navigation and
only relies on smartphone sensors. The developed algorithms
should be executed in runtime on the smartphone. The first step
is to initialize a start position. The navigation is realized by a
DR based on IMU data and by image based navigation. Both
approaches support each other in different ways. A given map
of the building and a routing graph trough it are prerequisites
for this method.
A. Proposed Method
Our proposed method can be split into two different
modules, ”inertial” and ”visual” sensing. Fig. 1 shows
the principle of the inertial sensing, which is realized by
accelerometer, gyroscope and barometer. The accelerometer
is used to implement a step counter like in [3]. The step
counter is based on the accelerometer z-axis and has two
conditions to be fulfilled. First, an initial maximal threshold
has to be passed followed by passing the lower threshold.
If these conditions are true, a step is detected. If the actual
5
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Fig. 1: Detailed step of inertial Sensing
accelerometer z-reading passes the thresholds value including
a scaling factor, the threshold value increases to the actual
z-reading. This is the advantage of this step counter, because
it ensures, that it adopts the walking behavior of the user.
In our proposed method, the step also serves as a scale for
the visual sensing. Together with the integrated gyroscope
readings, DR can be performed. The formula can be seen
in (1), where ~xi is the actual position, ~xi−1 is the previous
position and R and t are the rotation and translation between
both. The principle of the step counter can be seen in Fig. 2.
~xi = ~xi−1 +R ∗ t (1)
Fig. 2: Principle of the step counter. Black line = accelerometer
z-axis reduced by g, blue line = minimal and maximal
threshold to detect a step, red dot = detected step [3]
The algorithm in [3] also takes the routing graph with a
particle filter into account. The inertial sensing of our method
does not require a filter, because the routing graph acts as a
line of orientation. If the user navigates near the routing graph
and the heading of the smartphone and graph are nearly the
same, the position estimated by DR is snapped to the graph
and the orientation value is set to the heading of the graph. If
the heading is not the same, the algorithm is able to leave the
graph, to ensure that the device is able to recognize a trajectory
off-sided the graph.
The visual sensing is realized by processing images of the
Fig. 3: Detailed step of visual Sensing
smartphone camera and can be seen in Fig: 3. The principle
to get the camera pose is based on feature matching. To ensure
that the data obtained from the visual sensing and the inertial
sensing are synchronized, the step counter serves as a trigger.
Additionally this has the effect, that the translation of the IMU
and the visual sensing are equal and the step length can be
taken as a scale for the image processing, so there is no need
of geo-referencing any anchors.
Furthermore, the image data is used to obtain 3D point clouds,
from which a partly floor plan can be derived. As this system
has the aim to serve as an indoor navigation system, there is
a given map of the surrounding environment. Both maps can
be compared and the scale of the visual translation and the
pose of the smartphone can be corrected. This is achieved by
a best fit transformation. The pose of the DR can be taken as
an approximation for the area of interest, so the computation
resources are not used to capacity.
In the current stage of development the visual sensing is
realized in post processing, where the images are processed
with SURF to find correspondences, which are used to
estimate the fundamental matrix and epipolar inliers. With
these and the calibration values of the camera a relative camera
pose can be detected. To bring the concept onto the smartphone
the open source library OpenCV will be used.
Both poses of the modules are going to be fused with a simple
kalman filter, to get a more reliable and robust solution. It is
assumed that the orientation of the camera is more accurate
than the orientation of the IMU, but the translation relies on
a scale which is set to the step length. Because of this, the
kalman filter weights the orientation of the camera higher than




A Samsung Galaxy S8 is used to realize this concept.
The specifications are shown in Table I. The phones IMU
components range can be set in different areas, but it is
assumed that the lowest area (± 2 g & ± 125 ◦s ) are sufficient,
as a normal walking behavior should not exceed these values.
This smartphone is a good choice because it represents the
most spread kind of phone, regarding the camera setup. There
are other options like phones that have more cameras to
create a depth field, but most of the manufacturers do not
provide a library to implement the depth cameras into an own
application.
TABLE I: Samsung Galaxy S8 - Specifications [4]
IMU - STMicroelectronics LSM6DSL
Acc. range ± 2 g .. ± 16 g
Acc. sensivity 0.061 .. 0.488
Angular rate range ± 125 ◦
s
.. ± 2000 ◦
s
Angular rate sensivity 4.375 .. 70
Camera - Sony IMX333
Sensor size 1/2.55 ”
Pixel size 1.4 µm





A test route has been followed and can be seen in Fig.
4. The trajectory starts and ends at the same position. The
smartphone was held in a 45◦ angle in relation to the ground.
Table II shows the position estimation of the inertial sensing
and has a closure error of 1.83 m. The algorithm recognized
412 steps. These results show that the step counter and the
support through the routing graph as an update for position
and orientation work quite well.
Fig. 4: Trajectory through 4th floor of the HCU building
TABLE II: Results of inertial trajectory
X [m] Y [m]
Start 83.100 131.700
End 81.450 132.500
Abs. difference 1.650 0.800
Dist. of closure error 1.830
B. Visual Sensing
The investigations to prove the visual sensing concept were
done in post processing as this module is not implemented on
the smartphone yet. They should demonstrate which results
are achievable when utilizing smartphone cameras.
1) Trajectory: The visual sensing was tested in its
capability to follow the pose along a straight line. The phone
was fastened on the sledge of a comparator track and was
moved in equal distances along the track. These distances were
0.75 m, as this is assumed by [5] to be the step length for the
most people. The step is taken as scale for the processing.
The smartphone camera was used to capture a video stream
with 1280x720 px. At each position to be processed a sound
indicator indicates the time which frame should be taken. The
images were processed with the SURF algorithm to get the
translation and rotation of the camera, which were used to
perform DR.
The results are shown in Table III. It should be noticed that
the first position is 0.30 m. The means of the values show that
the visual sensing is capable to follow a straight line with an
error less than 2 cm.
The processing was repeated 20 times to verify the results are
Fig. 5: Length- and crosswise error along a reference
equal. As seen in Fig. 5, where the crosswise error of the first
five processing repetitions are pictured, the errors show similar
behavior. They drift to the left. It seems that the feature points
to the left are weighted more than to the right. This is because
the right side to the comparator track is a gray wall with low
contrast, and the right side has many different objects in it.
They are not exactly equal, because the different processing
repetitions have not found the same features. The lengthwise
7
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error shows a smaller value and it has a constant inclination.
This is because the small errors are accumulated.
TABLE III: Results of visual made trajectory compared to a
straight line
Distance [m] δx [m] δy [m] δz [m] δ [m]
0.30 0.000 0.000 0.000 0.000
0.75 0.003 0.002 0.000 0.004
1.50 0.007 0.002 0.001 0.007
... ... ... ... ...
13.50 0.020 -0.008 0.007 0.023
14.25 0.018 -0.010 0.008 0.022
15.00 0.028 -0.007 0.008 0.030
Mean 0.001 0.005 0.005 0.012
2) Point cloud: The same images were used to derive point
clouds from them. A reference point cloud was received by
a laserscan. The images were processed with the software
PhotoScan from Agisoft. As seen in Fig. 6 gaps in the point
cloud occurred due to the fastening of the phone in portrait
mode. This is why more of the ceiling was captured than
the wall next to the comparator track. Fig. 6 also shows the
differences between the reference and the derived point cloud.
Points with a low difference are colored blue, while points
with a difference up to 0.15cm are colored red.
Fig. 7 shows the allocation of the points into eight classes. The
Fig. 6: Differences between the point clouds from images and
from laserscanning
intervals of the classes and the number of points as percentage
are shown in Table IV. More than 60 % of the points have
a lower difference to the reference than 5.6 cm which is a
suitable result, regarding to the unstable camera parameters of
smartphones.
V. CONCLUSION AND OUTLOOK
This paper presents a concept for a visual inertial indoor
navigation system. This concept is based on a smartphone
IMU and camera. In addition to the achieved translation and
rotation trough the camera, the images can be used to derive
3D point clouds. These can be used to get partly floor plans,
which can be compared to a given map to achieve pose and
scaling corrections.
First tests show, that each module on its own is able to
achieve good results. Especially for the visual sensing more
Fig. 7: Histogram of the
differences
TABLE IV: Statistics of the
histogram
Class Start [m] End[m] [%]
1 0.000 0.019 17.490
2 0.019 0.038 26.999
3 0.038 0.056 19.433
4 0.056 0.075 10.992
5 0.075 0.094 8.517
6 0.094 0.113 4.826
7 0.113 0.131 1.750
8 0.131 0.150 9.993
tests with longer distances and with rotations have to be done.
The executed tests are also under optimal conditions, with no
rolling shutter effects, which are assumed to be seen in real life
conditions. The visual sensing has to be tested while walking
with the device in the hand.
While the inertial sensing module is already implemented on
a smartphone, the visual sensing is not. The next steps are to
implement the visual sensing in a way that both modules can
run independently on a smartphone. Furthermore both module
data should be combined with a kalman filter to eliminate the
weaknesses of each module.
As mentioned before, there are other camera setups available
in smartphones and a very interesting device is the Lenovo
Phab 2 Pro, as it has an infrared projector available and allows
direct measurements of depths. In this way the scaling problem
can be solved.
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Abstract—The InPhase system demonstrates phase-based rang-
ing and localization in Wireless Sensor Networks. Our wireless
sensor nodes are equipped with an off-the-shelf IEEE 802.15.4
radio transceiver with integrated Phase Measurement Unit. The
Active-Reflector-Principle allows to establish a meaningful dis-
tance in meters between two sensor nodes. Based on such distance
measurements, we demonstrate real-time 3D localization of a
sensor node in a Wireless Sensor Network by employing a particle
filter. InPhase generates distance and location information at
no additional hardware cost and implements all functionality
in software.
I. INTRODUCTION
Physical distance between nodes and location information
can be valuable additions to the capabilities of a Wireless Sen-
sor Network (WSN), especially if they come at no extra cost.
InPhase allows to measure distances between Commercial
Off-The-Shelf (COTS) radio transceivers with built-in Phase
Measurement Units (PMUs) by measuring the phase angle of
a Continuous Wave (CW) radio signal. [1], [2]
We demonstrate localization by using Atmel AT86RF233
IEEE 802.15.4 transceivers in the 2.4 GHz frequency band [3].
By employing the Active-Reflector-Principle (AR-Principle)
the physical distance between sensor nodes can be mea-
sured [4]. A sensor node with unknown location (tag) measures
multiple distances to nodes with known location (anchors) and
reports those to a computer running the localization algorithm.
A particle filter solves the localization problem based on the
reported distances and the anchors’ locations.
II. RELATED WORK
The Atmel Ranging Toolbox (RTB) uses the AR-Principle
with the PMU of an AT86RF233 radio transceiver [5]. How-
ever, as shown in [1], InPhase outperforms the RTB in terms
of accuracy. Further, as the RTB firmware is only available
as binary distribution for Atmel microcontrollers, it cannot be
easily integrated with other wireless sensor hardware.
The crucial part of computing distance values from phase
ranging data is the reconstruction of the slope of the measured
sawtooth signal. Pelka et al. propose a method to extract the
slope of the phase directly [6].
However, Gunia et al. found that the approach from Pelka et
al. results in larger distance errors with increased measurement
distance. Instead, they propose to use our distance estimation
via autocorrelation and Fast Fourier Transformation (FFT). [7]










Figure 1. Raw phase response measurement (reproduced from [1])
Oshiga et al. propose a hybrid approach between the direct
reconstruction from Pelka et al. and our distance estimation
via FFT. A measured sawtooth signal is stacked on top of
itself and a linear function is computed that fits the mea-
surement data best. The sawtooth signal does not need to be
unrolled which is error-prone for noisy data. The output of the
algorithm resembles the output of our FFT and the distance
is estimated similarly by search for the maximum peak in
the output data. Furthermore, they propose to use multiple
peaks from the result data for localization. Non-Line-of-Sight
(NLOS) conditions lead to result data where the exact location
cannot be determined. By passing multiple possible distances
to the localization stage, the localization algorithm might still
be able to localize a node. [8]
We have improved our distance estimation algorithm by
interpreting the measured phase angles as a complex signal
in the frequency domain. Our evaluation shows, that the new
algorithm outperforms our old version and the algorithm by
Oshiga et al. Further, we found that the FFT resolution can
be reduced when the result is interpolated without harming
accuracy and precision. [2]
III. PHASE-BASED RANGING
InPhase exploits the AR-Principle to measure distances
between sensor nodes in a WSN. The AR-Principle allows
to measure a phase angle of a CW radio signal without
synchronized reference clocks at the sender and receiver. One
node, the initiator, starts a measurement by sending a message
to a second node, the (active) reflector. When both nodes
agreed on the measurement parameters, a measurement of a
signal’s phase angle is executed over a spectrum of multiple


























Particle Filter Liveview XY
Figure 2. Visualization of the localization algorithm. Red x’s: Anchor nodes. Blue x’s: Known reference points. Green Circles: Measured distances. Blue
+-symbols: Ground truth path. Green +-symbols: Localization output. Orange point cloud: Particles. Both axes are marked in millimeters.
Figure 3. Battery-powered InPhase sensor node.
steepness of the slope is proportional to the distance between
both nodes. The distance can be computed via our algorithms
presented in [1] and [2].
The new algorithm [2] allows to measure distances up
to 300 m. However, as the maximum transmission range of
wireless sensor nodes is restricted by the allowed maximum
output power, this distance is not achieved in practice. We were
able to measure distances up to 275 m with our hardware.
IV. LOCALIZATION
To localize a sensor node, distances to sensor nodes (an-
chors) in known reference locations are measured. The sensor
node to be localized (tag) initiates distance measurements
with all anchors in a round-robin fashion and reports the
measurements to an attached computer.
In the next step, distances from the obtained measurements
are computed and consumed by a particle filter to localize the
tag in 3D space. The particle filter has prior knowledge of the
system via the positions of the particles from the last round
and reports 3D coordinates. Each new measurement updates
the location estimation by re-evaluating the particle positions
and their likelihood to be in the correct location.
Figure 2 shows the output visualization of the system. In the
background, a 2D map of the area is shown. The positions of
reference anchors are marked with red x’s and known ground
truth locations are marked with blue x’s. The particle cloud is
displayed as a scatter plot of filled circles. The different colors
indicate the probability of that particle. Lighter colors indicate
higher probability. The green circles indicate the measured
distances around the anchors. Blue +-symbols indicate the
ground truth path that was taken, while green +-symbols
indicate the reported location. Both of these plots have a short
trace of previous positions to indicate the path that was taken.
V. INPHASE SENSOR NODE
Our own battery-powered wireless sensor node is used for
the demonstration, see Figure 3. It is based on the INGA
wireless sensor node [9] and uses an ATmega1284p micro-
controller [10]. The AT86RF233 radio is mounted on an extra
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Figure 4. Panoramic view of the evaluation area of the Microsoft Indoor Localization Competition 2018.
circuit board to allow different experimental setups with other
radio chips. The radio board features an SMA connector for
experiments with different antenna designs.
Although we use our own modular sensor node, it does not
feature any special hardware. Thus, InPhase remains a solution
that requires only additional software on a sensor node and no
extra hardware.
VI. REAL-WORLD SETUP AND EVALUATION
The InPhase system competed in the Microsoft Indoor
Localization Competition 2018 [11]. We deployed a total of 10
anchors on two floors and a large staircase. Figure 4 gives an
impression of the evaluation area. For the evaluation, the tag
was mounted to a LIDAR scanner which was used to obtain
ground truth measurements [12]. During evaluation, a person
walked along a previously secret path through the whole area.
Our system scored an average location error of 0.99 m.
The biggest challenge is obtaining the ground truth locations
of anchor nodes in the local coordinate system. Especially in
buildings with complex architectural features like columns and
sloping walls, it is hardly possible to obtain measurements with
a laser rangefinder. One team used a total station for ground
truth measurements. This resulted in very precise reference
anchor locations for their setup.
VII. DEMO SETUP
Multiple anchor nodes are mounted to the walls and prefer-
ably to the ceiling of the demonstration area. The ground truth
location of these nodes will be measured. The duration of the
offline survey is dependent on the number of tags and the
complexity of the setup area. The tag node is mounted on
top of a camera tripod and can be freely moved to different
locations. A single-board computer relays the measurements
from the tag node to a computer that runs the localization
algorithm and displays the results as well as the current state
of the particle filter in real-time, see Figure 2.
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Abstract— This paper addresses the pair selection problem of 
the unilateral time difference of arrival (TDoA) localization 
method. Two common concepts of pair selection are star form 
which uses a unique reference node for pairing all nodes and the 
chain form which links each node to its next available node. The 
problem of the star form is the possibility of occurring non-line of 
sight (NLOS) conditions between some anchors. The chain form 
has an issue with increasing variance of the noise as the number of 
anchors increases. A new hybrid form is proposed which avoids 
NLOS conditions and at the same time pertains the amount of 
noise at its minimum possible. Practical results confirm the 
superior performance of the proposed approach.  
Keywords— Localization, TDoA, UWB, Unilateral 
I. INTRODUCTION  
Among the localization approaches proposed so far, the 
time-based methods promise better accuracy and reliability in 
noisy and challenging conditions of the indoor environment. 
This is especially the case, when the ultra-wideband (UWB) 
localization systems are applied. UWB offers higher accuracy 
compared to other radio-based technologies due to its less 
sensitivity to multipath effect as a result of their large utilized 
bandwidth [1]. Possible connection topologies of time-based 
approaches are time of arrival (ToA) which extracts the range 
information from communications between only two nodes and 
time difference of arrival (TDoA) which performs the ranging 
between two anchors and one node. The TDoA approach is the 
main choice of designers when large number of nodes are 
involved in the network [2]. This is mainly due to the several 
features of this technique which are less signal interference, 
simplicity of the implementation, lower radio traffic, lower 
power consumption of the nodes and higher location update rate 
even though larger number of the nodes compared to ToA 
approach are involved [3]. 
The TDoA technique can be implemented in two different 
constellations [4, p. 192]. The first one is called unilateral in that 
the anchor nodes are transmitter and the mobile nodes are 
receiver. This constellation is useful for navigation and self-
localization applications where the location data is required in 
the mobile node itself. The other constellation is multi-lateral in 
that the anchors are receiver and the mobile nodes are 
transmitter. This technique is more suitable for tracking and 
monitoring applications where the location data is collected in a 
central server [3]. The unilateral technique needs to manage a 
time delay between the transmission times of the anchors to 
avoid signal interference. This is achieved by defining a 
reference node which triggers the transmission and dictates the 
timing in the network. The unilateral approach does not require 
clock synchronization between the nodes, however, a clock drift 
management algorithm is required to equalize the clock paces of 
all the nodes [5].   
One major issue in the design process of the unilateral TDoA 
method is the criteria used for anchor pair selection. In terms of 
location of the anchors, many solutions are proposed in the 
literature [6, p. 61] but the pair selection criteria has not been 
addressed so far. This paper, introduces two common methods 
of pair selection in unilateral TDoA approach as star form and 
chain form based on UWB devices. The details and properties 
of each form are discussed and a new pairing style is proposed 
as hybrid form which combines the two previously introduced 
options for the sake of improving the localization performance.    
II. UNILATERAL TDOA TOPOLOGY  
The TDoA localization technique estimates the location of a 
node using trilateration method. In this case, the time difference 
of signal arrival in the mobile node is measured which can be 
represented as a hyperbola line between the two nodes. The 
location of the mobile node is estimated by calculating the 
intersection point of the hyperbolas for all involved anchor 
nodes. This concept is shown in Fig. 1. 
  
Fig. 1. Location estimation in the TDoA topology based on the intersection 
point of all hyperbolas 
As mentioned before, anchor transmissions are performed 
sequentially with a certain time delay between transmissions.     
The transmission time of each anchor is calculated as: 
 𝑡𝐴𝑖𝑡𝑥 = 𝑡𝑟𝑒𝑓 + (𝑖 − 1)𝑡𝑖𝑛𝑡 ,     𝑖 = 2,… , 𝑛  
where 𝑡𝑟𝑒𝑓 is the time that the reference node has transmitted a 












transmissions and i indicates the index of the transmitting 
anchor. The differential time of arrival in the mobile node is the 
interval delay subtracted from the difference of the received time 
from the two anchors. This can be presented in general form as: 
 𝑇𝑖,𝑗 = 𝑡𝐴𝑗𝑟𝑥 − 𝑡𝐴𝑖𝑟𝑥 − (𝑖 − 𝑗)𝑡𝑖𝑛𝑡   , 𝑖 ≠ 𝑗  
where 𝑇𝑖,𝑗 is the differential time between the node i and j where 
𝑖 > 𝑗, parameter 𝑡𝐴𝑗𝑟𝑥 is the signal arrival time of the anchor j at 
the mobile node and 𝑡𝑖𝑛𝑡 is the interval delay.  
III. ANCHOR PAIR SELECTION CONCEPTS 
In a localization system with many anchors, a concept is 
required to define which anchors should be paired in order to 
extract the differential time. A very common concept is to define 
the first anchor as reference and pair all the anchors with this 
anchor node. We call this pairing concept as star form. The 
connection structure of the star form for four anchors is 
demonstrated in Fig. 2.a.  
 
Fig. 2. a) Star form pairing concept of the anchors with anchor 1 as reference, 
b) Chain form of anchor pairing with linking anchors on the perimeter 
The advantage of the star form is that, in all the anchors, 
same level of measurement noise can be observed as they are 
compared to a unique reference node. The next transmission 
time of the anchor n in the star form including the noise term 𝑤 
can be calculated using: 
 𝑡𝐴𝑛𝑡𝑥 = 𝑡𝑟𝑒𝑓 + (𝑛 − 1)𝑡𝑖𝑛𝑡 + 𝑤𝑛 
Applying this equation in (2), we can deduct the new term: 
 
𝑇𝑖,1 = 𝑡𝐴1𝑟𝑥 − 𝑡𝐴𝑖𝑟𝑥 − (𝑖 − 1)𝑡𝑖𝑛𝑡 + 𝑤𝑖
′ − 𝑤1
′  ,   
 𝑖 = 2, … , 𝑛

where parameter 𝑤𝑖
′  is the sum of the transmission noise in 
anchor i and the measurement noise in mobile node. In order to 
define a metric for the variance, the expectation value of the 
noise term should be calculated according to: 
   
𝑄 = 𝐸 [(𝑇𝑖,1 − 𝐸(𝑇𝑖,1)) (𝑇𝑖,1 − 𝐸(𝑇𝑖,1))
𝑇
]    
,   𝑖 = 2, … , 𝑛 

 The solution of this equation leads to development of a 









′] ,   𝑖 = 2, … , 𝑛   
 Assuming that the noise of the anchors are uncorrelated, the 
term 𝐸[𝑤𝑖
′𝑤1
′] will be zero. Defining 𝜎2 as the variance of the 


























 As it can be seen, the non-diagonal terms are only correlated 
to the reference anchor. However, the variance of the diagonal 
terms are correlated to both anchors. If the noise characteristics 
in all the anchors are similar, it can be stated that the variance of 
differential time in star form is two times larger than the variance 
of noise observed from each anchor. 
 One major problem of the star form is that, some of the 
anchors are diagonally linked which means the line of sight of 
these anchors passes through the area where the mobile nodes 
are moving. This can cause a non-line of sight (NLOS) case 
which results in large error in the measurements. It is very hard 
to determine and compensate this problem in mobile node when 
the NLOS condition happens between the anchors. The chain 
form is another anchor pairing style which addresses this 
problem by linking the nodes that are located on the perimeter 
of the area. This is demonstrated in Fig. 2.b.  
In the chain form, every anchor is paired with its next anchor. 
Therefore, the next transmission time of each anchor is 
dependent on the previous anchor. This can be defined for 
anchors 1 to n according to the following procedure: 
    𝑡𝐴2𝑡𝑥 = 𝑡𝑟𝑒𝑓 + 𝑡𝑖𝑛𝑡 + 𝑤1 
 
𝑡𝐴3𝑡𝑥 = 𝑡𝐴2𝑡𝑥 + 𝑡𝑖𝑛𝑡 + 𝑤2 
= 𝑡𝑟𝑒𝑓 + 2𝑡𝑖𝑛𝑡 + (𝑤1 + 𝑤2) 
 
𝑡𝐴𝑛𝑡𝑥 = 𝑡𝐴𝑛−1𝑡𝑥 + 𝑡𝑖𝑛𝑡 + 𝑤𝑛 
= 𝑡𝑟𝑒𝑓 + (𝑛 − 1)𝑡𝑖𝑛𝑡 + (𝑤1 + 𝑤2 + ⋯+ 𝑤𝑛) 
As it can be seen, the noise term of each anchor includes the 
noise term of previous anchors. For this case, the general form 
of differential time and its covariance matrix can be defined as: 
  
𝑇𝑖,(𝑖−1) = 𝑡𝐴(𝑖−1)𝑟𝑥 − 𝑡𝐴𝑖𝑟𝑥 − 𝑡𝑖𝑛𝑡 + 𝑤(𝑖−1)
′ − 𝑤𝑖
′  



























Fig. 3. Hybrid form of anchor pairing with 2 anchors connected according to 
the star form and one achor according to the chain form 
In this case, each non-diagonal term is negatively correlated 
to the previous anchor and the variance of the diagonal terms are 










variance of the last anchor is n times larger than the variance of 
the first anchor where n is the total number of the anchors in the 
system. We propose a hybrid pairing style by connecting the 
anchors according to the star form once they are located on the 
perimeter of the area, and connecting them according to the 
chain form when they are diagonally located. This way the 
NLOS condition is avoided and the variance is pertained at 
minimum. The hybrid form is depicted in Fig. 3. 
According to the hybrid form, the transmission time of the 
anchors can be defined for four anchors as follows: 
    𝑡𝐴2𝑡𝑥 = 𝑡𝑟𝑒𝑓 + 𝑡𝑖𝑛𝑡 + 𝑤1 
 𝑡𝐴3𝑡𝑥 = 𝑡𝑟𝑒𝑓 + 2𝑡𝑖𝑛𝑡 + 𝑤2 
 
𝑡𝐴4𝑡𝑥 = 𝑡𝐴3𝑡𝑥 + 𝑡𝑖𝑛𝑡 + 𝑤3 
= 𝑡𝑟𝑒𝑓 + 3𝑡𝑖𝑛𝑡 + 𝑤2 + 𝑤3 
As it can be seen, in this approach only the variance of the 
last anchor is increased while the variance of the third and 
second anchors are constant. 
IV. RESULTS AND DISSCUSSIONS 
In order to evaluate the amount of the noise variances in 
practice, a setup including 4 UWB anchors and one mobile node 
based on each form is developed and the noise range of the 
received time stamps of the anchors at the mobile node are 
measured. The transmission interval was 50ms and the area of 
the filed was 60×40cm². The results for the case of star, chain 
and hybrid form are provided in Fig. 4, 5 and 6 respectively in 
cumulative distribution form (CDF). As it is visible in Fig. 4, the 
distribution of the noise for anchor 2 to 4 are in the same range. 
This proves the fact that in the star form the variance stays 
constant as it was stated in the covariance matrix in (7) this is 
however not the case for chain form as distribution is increasing 
as the number of anchors increases. 
In the proposed hybrid form however, the anchor 4 has larger 
variance as this node is paired with the anchor 3. Anchor 2 and 
3 have similar variances as they are paired according to the star 
form. In the chain form, the variance of each anchor increases 
similar to what happened to the anchor 4 in the hybrid form. In 
the end, it can be concluded that, although the proposed hybrid 
method has higher variance in one anchor, it has a better 
performance compared to the chain form and avoids the NLOS 
problem of the star form. 
 
Fig. 4. The noise distribution of the received time stamps for the star form 
 
Fig. 5. The noise distribution in the received time stamps for the chain form 
 
Fig. 6. The noise distribution of the received time stamps for the hybrid form 
V. CONCLUSION  
In this paper, common methods of the anchor pair selection 
in the unilateral TDoA topologies are introduced. The star form 
is the most common one which uses a common reference for all 
the nodes. Although this form has constant noise variance for all 
the anchors, it is disadvantaged from the NLOS problem for 
some of the anchors. In the chain form, this problem is solved 
but with the cost of increasing the noise variance linearly with 
the number of added anchors. The proposed hybrid method has 
better performance compared to the chain form as only one 
anchor has higher noise variance. Also the NLOS problem 
between the anchors is avoided which is an advantage. In case 
of 3D area with eight anchors, only two of the anchors have 
higher variance and five of them are paired according to the star 
form which limits the variance to be constant for those anchors. 
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Abstract—Indoor localization is important for a wide range of
use cases including industrial, medical and scientific applications.
The location accuracy is affected by the localization algorithm
and the quality of the measurements as input for the algorithm.
Many indoor localization systems employ ultra-wideband dis-
tance measurements, as they offer high accuracy and are cost
effective. One of the methods for distance measurement is two-
way ranging. This paper investigates the impact of the antenna
orientation on the distance measurement based on symmetrical
double-sided two-way ranging. We show that up to 0.25 m of
the measurement error is attributed to the orientation of the
antennas. We provide explanations and suggest solutions to
reduce the effect.
Index Terms—signal strength range-bias, antenna orientation,
two-way ranging.
I. INTRODUCTION
Precise indoor localization is important for a wide range of
applications, including safety-relevant real-time localization.
Such systems monitor the location of persons continuously.
When a person is located in the proximity of a machinery,
the person is warned and eventually, the machinery is stopped.
Additional, in emergency situations, save and rescue personnel
finds remaining persons more easily with the known location.
Many indoor localization systems employ ultra-wideband
distance measurements. Consequentially, accuracy and preci-
sion of the distance measurement are crucial for the location
estimation. In general, the location error is in the same order
of magnitude than the error of the distance measurement, if
no additional filtering is applied as shown in the Cramer-Rao
lower bound [1] or simulations e.g. [2].
In previous work, we investigated different methods for
distance measurements based on plain two-way ranging. All
distance measurement methods achieve similar results in terms
of accuracy and precision. The basic method for two-way
ranging is shown in Fig. 1a.
Node A and B exchange messages and calculate the time-of-
flight as ttof = (t4−t1)−(t3−t2). By multiplying the time-of-
flight with the propagation speed of the radio wave (namely the
speed of light), we calculate the distance between A and B. The
variant symmetrical double-sided two-way ranging compensates
the clock drift between A and B. However, [3] showed, that with
commercial-off-the-shelf hardware, the clock drift is negligible



















Fig. 1: Message exchange diagram of two-way ranging (TWR)
and symmetrical double-sided two-way ranging (SDS-TWR)
.
all variants of distance measurement methods deliver similar
performance in terms of accuracy and precision.
The evaluation [3] was carried out under lab conditions,
meaning sender and receiver are carefully aligned, to avoid
an additional source of error. The alignment of the nodes in
Fig. 1a is important as it affects the received signal strength
that is correlated to the range-bias [4]. As the antenna gain
changes with the orientation, caused by the radiation pattern,
this affects the distance measurement.
In this paper, we investigate whether the orientation has an
impact on distance measurements and determine the magnitude
of this error. A similar investigation was carried out by Lederg-
erber and D’Andrea in [5]. However, the focus of Ledergerber
and D’Andreas work was to model the measurement error
rather delivering an explanation.
The rest of the paper is structured as follows: Sec. II presents
our measurement setup and Sec. III shows our result. We
present explanations for this behavior as well as a solution in
Sec. IV and conclude our paper in Sec. V.
II. MEASUREMENT SETUP
We use the following measurement setup shown in Fig. 2.
We place five reference points (white nodes) that are devices
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with known location and orientation, at the corner of the target
area. The orientation is the preferred direction of the radiation
pattern of our antenna. We place the tag (black node) at each
grid point and measure the distances to each reference point.
For each measurement, we rotate the tag clockwise in 90◦
steps. For each point of the grid, we collect 750 measurements.
The grid points are 1 m apart, resulting in 20 test points with







5 i ith reference point
tag
orientation
Fig. 2: Measurement setup in our floor.
As the location is known, we calculate the difference µ
between the measured distance dˆ and the true distance d. In
addition to the distance, we record the received signal strength
of the first path of the exchanged messages [6].
The hardware for this setup is based on the IEEE 802.15.4a
compliant radio unit DWM1000 from Decawave, providing
precise timestamping. We perform symmetrical-double-sided
two-way ranging, cf. Fig. 1b to measure the distance between
the tag and reference points.
III. EVALUATION
The empirical cumulative distribution function (CDF) of
the measurement error µ (including all orientations and all
reference points) is shown in Fig. 3. The mean error is
0.54 m, the median error is 0.47 m, the standard deviation
is 0.60 m and the interquartile range (IQR) is 0.30 m. Those
measurements values are worse compared to our previously
collected measurements in [3], where we derived a mean
distance error below 0.10 m. Please mind, that the range bias
is not compensated and we only report the raw, unfiltered
distance measurements. The mean and median received signal
strength is -86 dB, the standard deviation is 3.5 dB and the
IQR is 1.8 dB, indicating very stable power measurements.
Next, we choose the 5th reference point and investigate in
detail the impact of the orientation to the result. Note, that
the remaining reference points show a similar behavior and
this discussion is only exemplary. The 5th reference point
faces down, according to Fig. 2 and the orientation change is
mainly induced due to the rotation of the tag and not when
the tags move along the grid. We show the box plots of the
measurement error µ in Fig. 4.
-0.5 0 0.5 1 1.5 2












Fig. 3: Empirical cumulative distribution function of the
measurement error µ.





















Fig. 4: Boxplot of the measurement error µ for the 5th reference
point for all grid points.
The box represents the interquartile range (IQR), which are
calculated by the difference of the 75th and the 25th percentile.
The central mark indicates the median of the measurement
errors. The data enclosed in the whiskers have a length of 1.5×
the IQR. In this data set, no outliers are present.
If the orientation does not matter, we would expect that the
statistical parameters of each box plot are similar, however, we
notice a difference at each investigated orientation. We report
the numerical values of the mean, median, standard deviation
and IQR in Tab. I. We also report the measured received signal
strength for each orientation in Tab. I. Based on symmetry
considerations, we expected the 90 ◦ and 270 ◦ to be equal —
which proofed wrong. The relative error, which is the difference
between the minimum (i.e. 0.16 m) and the maximum (i.e.
0.41 m), is for the mean 0.25 m and for the median 0.16 m.
This error is directly induced due to the orientation change. We
also note, that the received signal strength does not change with
the orientation and is almost constant. In the last evaluation, we
evaluate the grid points below the 5th reference point, those are
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TABLE I: Performance metrics for the 5th reference point for
all orientations and grid points.
orientation [◦] 0 90 180 270
mean error [m] 0.21 0.23 0.41 0.16
median error [m] 0.15 0.20 0.31 0.15
standard deviation [m] 0.26 0.29 0.39 0.25
IQR [m] 0.32 0.46 0.67 0.43
mean RSSI [dBm] -85.5 -86.0 -87.0 -85.5
median RSSI [dBm] -85.5 -85.8 -86.2 -85.4
std RSSI [dB] 3.67 2.69 2.89 3.00
IQR RSSI [dB] 0.96 1.02 2.09 0.91
indicated as filled black dots. In this case, the only parameter
we vary is the distance towards the 5th reference point and
the orientation of the tag. We report the data in Tab. II. In
TABLE II: Performance metrics for the 5th reference point for
all orientations. Only the filled black dots are evaluated.
orientation [◦] 0 90 180 270
mean error [m] 0.09 0.15 0.21 0.09
median error [m] 0.13 0.19 0.23 0.13
standard deviation [m] 0.08 0.09 0.12 0.10
IQR 90 [m] 0.10 0.15 0.24 0.17
mean RSSI [dBm] -85.1 -86.0 -85.7 -85.2
median RSSI [dBm] -85.2 -86.0 -85.8 -85.2
std RSSI [dB] 3.25 2.45 2.36 2.33
IQR RSSI [dB] 0.66 1.40 0.80 0.72
this case, the orientation is affecting the measurement error,
particular at a orientation of 90 ◦ and 180 ◦ The maximum
relative error for the mean is 0.12 m and 0.10 m for the median.
The received signal strength again is almost constant, similar
to Tab. I. Our findings support the measurement of Ledergerber
and D’Andrea [5].
IV. DISCUSSION THE FINDINGS
At a first glance, the signal strength range bias is a reasonable
explanation for the behavior. This range bias of the DW1000 is
not directly affected by the distance of the reference point and
the tag but depends on the received power, which, in return,
depends on the distance to each other [4].
If the range bias is the sole explanation for the phenomena,
we expect a symmetry in Tab. II, particularly at a orientation of
90 ◦ and 270 ◦. The received signal strength reported in Tab. I
did not support this hypothesis. The antenna of the DWM1000
is the ACA-107-T from Abracon. The data sheet from Abracon
indicates an almost omnidirectional radiation pattern [7]. Based
on the data sheet, the antenna gain due to the orientation is
about 10 dB for a frequency of 6.2 GHz. This corresponds to
the measured received signal strength variation.
The maximum magnitude of the distance estimation error is
between 0.16 m up to 0.41 m, according to Tab. II and Tab. I.
The relative error is 0.25 m and caused by the orientation. In
contrast, an error of 0.15 m caused by the range bias requires
the received signal strength to change by 25 dB, which is
not explained by the radiation pattern of the antenna and not
supported by the received signal strength measurements [4].
Therefore, we conclude that the range bias is not the explanation
of this phenomenon.
An alternative explanation that changing of the orientation
affects the rf-propagation path. This results in another accumu-
lated channel impulse response, which is in return evaluated
by the DWM1000 to estimate the exact receive time stamp,
cf. Fig. 1a and Fig. 1b. This would not directly impact the
received signal strength, but only the timestamp.
One possible solution towards this problem includes the
incorporation of multiple antennas. Kempke et al. suggested
such a solution in [8]. However, one of the main aspects of the
DWM1000 is its off-the-shelf availability. Such modifications
increase costs, however, for testing of the solution, usage of
multiple DWM1000 may prove useful.
V. CONCLUSION AND FUTURE WORK
In this paper, we investigated the impact of the orientation
towards the distance measurement using symmetrical double-
sided two-way ranging. We found that the orientation has an
impact towards the distance measurement. In our investigation,
the change of the orientation of a tag, caused the distance
measurement to change by up to 25 cm. We investigated,
whether the signal strength range bias is responsible for this
measurement error. Our analysis of the evaluation results shows
that this source of error does not explain the measurement error.
We assume that the orientation changes the rf-propagation
path and thus influence the distance measurement. To validate
this claim we propose to use multiple antennas to investigate
this behavior in more detail.
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Abstract— This paper evaluates the performances of 𝐇∞ filter 
in differential time of arrival (TDoA) localization applications and 
compares the results with other filters such as extended Kalman 
filter (EKF) and unscented Kalman filter (UKF) in practical trials. 
The filters are compared in ideal as well as non-ideal conditions 
such as different positive and negative values of initial points, 
presence of erroneous data and excessive noise. The results show 
that, the 𝐇∞ filter is sub-optimal in ideal conditions as the other 
filters outperform this filter, but once the initial points are badly 
selected or data are erroneous, the filter is more robust and 
accurate than the other variants. Considering the challenging 
conditions of the indoor environment, use of this filter in 
localization systems seems to be a good choice. 
Keywords— Localization, TDoA, EKF, UKF, H-infinity filter 
I. INTRODUCTION  
Kalman-based family of filters are very flexible, accurate 
and effective type of estimators which have been applied 
successfully in many projects especially in the localization 
applications in the last few decades [1]. Among these filters, the 
extended Kalman filter (EKF) is commonly used for nonlinear 
cases. This filter benefits from Jacobian linearization process 
that extracts the first moment of the Taylor series to define a 
linear matrix at the operation point of the non-linear model. As 
in this process, the higher orders of the Taylor series are ignored, 
this filter is known to be sub-optimal in highly non-linear 
conditions. One solution to this problem is second order EKF 
(SOEKF) which considers the second term in Taylor series 
yielding in higher accuracy of the filter with the cost of higher 
computation time and complexity [2]. Other heuristic methods 
such as unscented Kalman filter (UKF) can also be applied 
which does not use Jacobian process, rather extracts the model 
characteristics statistically. The UKF is more accurate than the 
EKF as in this method also the second moment of the non-linear 
function is held.  
One major requirement of the mentioned filters is a noise 
with zero mean and Gaussian distribution. Under conditions 
where the Gaussian requirement is not met, or model of the 
system is inaccurately defined, or the measured data are 
erroneous, the filter may diverge. Many efforts are invested to 
improve the stability of the filters in such conditions. One 
solution is a robust Kalman filter known as H∞ filter which is 
designed specifically for robustness. Unlike the Kalman filter 
which is designed to estimate the mean of the power, the H∞ 
filter limits the maximum power of the noise to a worst case 
condition. In addition to that, the H∞ filter does not make any 
assumption about the noise characteristics as these parameters 
are defined deterministically. This is a very advantages feature 
as in many applications these parameters are not known in 
advance and the noise characteristics may also change during 
the operation of the system [3].     
A few researchers have studied the performances of the H∞ 
filter and compared it with other filtering approaches. Examples 
of comparison of H∞ filter with Kalman filter are provided in [2, 
4, 5]. Cao et al. [6] have applied H∞ filter for blind navigation 
application. Other papers who address application of H∞ filter 
in localization area are [1, 7, 8]. Also modified version of H∞ 
filter such as unscented H∞  filter or adaptive H∞  filter are 
proposed in the works [9, 10].  
Although the performance of this filter has been addressed 
before, most of these evaluations are done only theoretically or 
by simulation. This paper addresses the application of H∞ filter 
in time differential localization systems and compares the 
general performances of this filter in terms of accuracy, runtime 
speed, convergence speed and resistivity against non-ideal 
conditions with EKF and UKF in practical experiments. 
II. STRUCTURE OF THE H∞ FILTER 
The application of H∞ filter for non-linear systems is similar 
to EKF in that Jacobian process is applied for linearization. The 
result is extended H∞ filter which is exploited in our project for 
localization of robots in a differential time of arrival (TDoA) 
localization system. The model of a localization system in the 
form of state space can be defined as: 
where 𝑥𝑘+1
−  is the a priori matrix of  the state variables after 
prediction including the location and speed of the mobile node 
in each axis, A is the fundamental matrix of the model which 
defines the dynamics of the node, y is the differential distance 
measurements of the node, and w and v are the process noise and 
measurement noise respectively. The non-linear observation 
function h in TDoA topology is defined according to the 
following equation: 
   
𝑑𝑚,𝑛 = √(𝑥 − 𝑥𝑚)2 + (𝑦 − 𝑦𝑚)2
− √(𝑥 − 𝑥𝑛)2 + (𝑦 − 𝑦𝑛)2

  𝑥𝑘+1
− = 𝐴𝑥𝑘 + 𝑤𝑘  
 𝑦𝑘+1 = ℎ(𝑥𝑘+1
− ) + 𝑣𝑘  
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where (𝑥, 𝑦) are coordinates of the mobile node, (𝑥𝑚 , 𝑦𝑚) and 
(𝑥𝑛, 𝑦𝑛) are coordinates of the anchors m and n respectively and 
𝑑𝑚,𝑛 is the differential range between the mobile node and the 
anchors m and n. The first step of the filter, is to linearize the 
nonlinear function h around the states operating point 𝑥𝑘 using 
Jacobian which is defined as: 






The H∞ filter defines a bound to the maximum energy of the 
noise by defining following equation: 




where I is the identity matrix, 𝑃𝑘 is the error of the estimate,  the 
matrices 𝑆𝑘 and 𝑅𝑘 are defined by user deterministically and 𝛾 
is the defined bound which limits the noise and model error 
worst cases. This parameter is a value close to zero which should 
be selected carefully according to the application to avoid filter 
divergence. In the next step, the filter gain is defined as: 
    𝐾𝑘 = 𝐴𝑘𝑃𝑘𝐷𝑘𝐻𝑘
𝑇𝑅𝑘
−1 
 The final steps of the filter are prediction and update which 
are described below together with the error estimate equation as: 
    ?̂?𝑘+1 = 𝐴𝑘?̂?𝑘 + 𝐾𝑘(𝑦𝑘 − ℎ(?̂?𝑘)) 
 𝑃𝑘+1 = 𝐴𝑘𝑃𝑘𝐷𝑘𝐴𝑘
𝑇 + 𝑄𝑘  
where Q is also a matrix defined and acquired empirically by 
user to avoid covariance matrix 𝑃𝑘+1 converging to zero. 
III. PERFROMANCE EVALUATION AND EXPERIMENTS 
In the first experiment, the amount of localization noise for each 
filtering algorithm in ideal conditions is evaluated. For this 
purpose, a stationary node is used which was located in the 
middle of a test field with dimensions of 60 × 40cm² and 
surrounded by 4 anchors located at each corner of the field. The 
standard deviation of the measurements are provided in the form 
of probability distribution function (PDF) in Fig. 1. The amount 
of observed noise for these filtering techniques are almost 
identical with a mean value of 2.66 for EKF, 2.68 for UKF and 
2.64 for H∞ filter. The distribution of the noise in all cases is 
Rician with mean 2.39 and variance of 1.32.   
 
Fig. 1. The standard deviation of the noise in location measurements of 
different filtering techniques with Rician distribution  
In the next experiment, the effect of initial point on the 
convergence of filters are evaluated. For the case of the fixed 
node which is used in the previous setup, different initial points 
are considered. These are (1,1), (80,50), (-10,80), (-1,-5). The 
real position of the node is (34,20). The selection of the initial 
points are based on criteria such as distance and different sign of 
the location to evaluate the behavior of filter in these complex 
conditions. The results of filter convergence for the mentioned 
methods and only axis x are provided in Fig. 2. For the case of 
initial point (1,1) (Fig.2.a) all the filters converge quickly with 
faster convergence of EKF. This is an ideal condition for filters 
as the initial values are positive, in the vicinity of the target and 
smaller than the final value. For the next initial point (80,50), the 
filters need to decrease the value of axis x. In this case, the UKF 
has a better performance by converging immediately to close 
vicinity of the target point. The EKF needs more time and tends 
to be unstable in this case. These bounces are however minimum 
for H∞ filter. For the next point (-10,80), one negative number 
is provided which results in divergence of UKF. In the last step, 
both values are negative which again results in divergence of 
UKF as well as instability of EKF. The superior behavior of H∞ 
filter in these cases are clearly visible. As a conclusion, it can be 
deducted that the H∞ filter has robust behavior when the initial 
points are badly selected, however when the points are ideally 
selected, the performances of other filters could be better.  
 
Fig. 2. Convergence speed and behaviour of different filters for different 
initial points from top to bottom (1,1), (80,50), (-10,80), (-1,-5) 
In the next experiment, the effect of erroneous data on the 
filter’s performance is evaluated. For this sake, a barrier is used 
to block the line of sight between the stationary node used in the 
setup and the anchor nodes to simulate non-line of sight (NLOS) 
conditions. These conditions normally create a large bias error 
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in the distance measurements which in some cases result in filter 
divergence. In our experiment, we have created a severe NLOS 
condition which resulted in large bias error. The results of node 
localization for the filters are provided in Fig. 3. As it can be 
seen, this error resulted in divergence of the UKF. Also the EKF 
is largely deviated from the real point of the node with error of 
around 20m, but still could manage to return to the real point 
when the NLOS condition is removed. Unlike the other filters, 
H∞  filter resists against the non-ideal and erroneous data 
measurements and only experiences an error of 2m. 
 
Fig. 3. Localization results of a stationary node with NLOS condition  
The localization error of this experiment for different filters 
are presented in Fig. 4. According to the results, it can be seen 
that the H∞ filter mitigates the error of the localization about one 
sixth of the EKF and avoids divergence of the filter. 
 
Fig. 4. Localization error of different filter for a node in NLOS condition 
The performance of the H∞ filter in terms of runtime as well 
as implementation complexity is evaluated. The results are 
provided in Table I. According to these results, the fastest 
runtime belongs to EKF. The H∞ filter is slightly slower than 
EKF but still is twice faster than the UKF. Due to the structure 
of the UKF which needs to integrates sigma points and evaluates 
the noise characteristics at each iteration, the runtime of this 
algorithm is long and the filter has the highest implementation 
complexity among the other filters. 
TABLE I.  COMPARISON OF THE FILTERS’ CHARACTERISTICS 
Parameter EKF UKF 𝑯∞ 
Minimum runtime  20.52 𝜇𝑠 71.84 𝜇𝑠 39.91 𝜇𝑠 
Implementation complexity Low High Medium 
IV. CONCLUSION  
In this paper, the robust H∞  filter is introduced and its 
performances against other common filtering methods namely 
EKF and UKF which are used for localization systems are 
compared. The filters are evaluated in a series of practical 
experiments with the focus on analyzing the behavior of the 
filter in non-ideal and presence of erroneous measurements. The 
results of experiments indicated that, the H∞  filter is robust 
against badly selected initial points but sub-optimal when the 
conditions are ideal. Also in case of presence of erroneous data 
such as NLOS conditions, the filter shows resistance against 
divergence and introduces only a small portion of deviation (1/6) 
compared to EKF. As a conclusion, it can be stated that, the H∞ 
filter proves to be a good choice for challenging conditions of 
localization systems especially in indoor area where the NLOS 
condition is highly expected. Although the filter is sub-optimum 
in ideal conditions, the robustness of the filter is promising with 
slightly longer runtime but smaller implementation overhead 
compared to UKF algorithm.  
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Abstract—Nowadays, there are a variety of different indoor
positioning systems, where some of them use communication
hardware taking advantage of the Received Signal Strength (RSS)
such as Wireless Local Area Networks (WLAN) or Bluetooth.
These variants are employed if low cost is of primary importance.
However, the accuracy provided is in the meter range. The
alternative are positioning-tailored approaches like Frequency
Modulated Continuous Wave (FMCW) radar, Ultra-WideBand
(UWB) radar or phase-based positioning, which offer superior
accuracy in the low decimetre range. If there is such a system
in use, the question arises whether there is any improvement, if
utilizing additional RSS measurements, which are performed by
most systems anyway. With the help of the Crame´r-Rao Lower
Bound (CRLB), this paper demonstrates that these additional
readings can improve accuracy significantly, thus widen the
application field for RSS from a low-budget only technique
to enabling enhanced accurate positioning. To demonstrate this
statement we compare the CRLB for Time of Arrival (ToA) with
hybrid ToA/RSS. Our evaluations show that in practice the CRLB
is approximately divided by two, if incorporating the RSS for each
base station.
Keywords—Localization, Positioning, Crame´r Rao Lower
Bound, CRLB, Time of Arrival, ToA, Received Signal Strength,
RSS, Hybrid ToA/RSS
I. INTRODUCTION
TODAY there are two main fields of research for indoorpositioning systems. On the one hand, there are tech-
niques taking advantage of already available infrastructure to
estimate the unknown position of a user. These approaches
frequently utilize the RSS of systems originally set up for
communication, e.g. WLAN [1], Bluetooth [2] or ZigBee [3]
with mean positioning error above 1 m. Although we limit our
considerations within this paper to RSS, there are other related
variants. As an example, a system employing the Internet
Protocol (IP) addresses for geo-localization is presented in [4].
In short, in this category the underlying hardware is not altered
but reused.
The alternative are approaches particularly built for po-
sitioning. Examples include FMCW radar [5], UWB radar
[6] or ZigBee phase-based positioning [7]. At the expense
of sophisticated infrastructure, they offer superior results with
positioning errors in the low decimetre range.
Within this paper we show that even though RSS-based
variants are inferior, their incorporation can significantly in-
crease the accuracy for position-tailored techniques. These
RSS measurements are usually generated anyway, e.g. to check
if a minimal receiving power is available to perform ranging
measurements.
The rest of this paper is organized as follows. Section
II presents the mathematical basics. The CRLB for selected
variants are derived in section III and IV. In the next section
V, the CRLBs are compared by means of evaluations and the
initial claim is verified. The last section VI concludes the paper.
II. STATISTICAL FOUNDATIONS
In the further course of this paper we use the following
designators. A vector is denoted by a bold lower italic letter
(e.g. b), whereas matrices employ bold italic capital letters
(e.g. B). The symbol ·˜ indicates random variables (e.g. X˜)
and the prefix E · is used to characterize an estimator, which
is generally also a random variable (e.g. EX˜).
The CRLB specifies a lower bound for the covariance ma-
trix of any unbiased estimator E θ˜ for the unknown parameter
θ = (θ1, . . . , θN)










denotes this covariance matrix. Moreover,
the inverse of the Fisher information matrix F (θ) is required,
where the element in the i-th row and j-th column reads







Above, we have taken into account that the unknown θ
might only be determined by means of some intermediate
measurement vector M˜ =
(
M˜1, . . . , M˜N
)T
.
III. CRAME´R RAO LOWER BOUNDS
Below, we derive the CRLB for ToA, RSS and ToA/RSS,
since the CRLB specifies the theoretical optimum for any
unbiased estimator utilizing these approaches. This enables to
evaluate the performance for an arbitrary positioning system
utilizing one of these techniques.
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A. Time of Arrival
The CRLB is derived for the localization of a Mobile
Station (MS) which measures the transmission time ti↔• to
every Base Station (BS) i, where i = 1, . . . ,N. We assume
that these readings are Gaussian with constant measurement








The associated true distance to the i-th BS is denoted as
di↔• =
√
(xi − x•)2 + (yi − y•)2, where (x•, y•) is the
sought unknown true position of the MS. In eq. (3), c is
the speed of light. Hence, the conditional probability density
function (p.d.f.) can be written as











It is reasonable to assume that all N single measurements t˜i↔•
are stochastically independent. Thus, the joint p.d.f. reads




where t˜ = (t˜1↔•, . . . , t˜N↔•)T is a vector combining these
time measurements. For determining the CRLB, we calculate
the logarithmic joint p.d.f. l(t˜ |x•, y•), which is defined as

































Above, eq. (4) and (5) are employed along with the well-known
logarithmic identities. According to eq. (1), the inverse of













































































− (xi − x•) · (yi − y•)
c · d2i↔•
















and thus the elements of the Fisher information matrix













































For the CRLB we need to determine the inverse of this matrix,
which can be written as [9]
F−1(x•, y•) =
1





The CRLB for an unbiased estimator (E x˜•,E y˜•) is given




]− F−1(x•, y•) ≥ 0 (18)

































. Due to the linearity of the











. For these, we
insert inequality (18), respectively, to yield the CRLB [10]
E
[








(E y˜• − y•)2
]
≥ Fx•x•
Fx•x• · Fy•y• − F 2x•y•
+
Fy•y•









































B. Received Signal Strength
Techniques utilizing the RSS, frequently estimate the dis-






+N˜ ; N˜∼N (0, σ2R)
(21)
Below, we derive the CRLB for these approaches. Due to
the underlying Log-normal distribution, the received signal
strength P˜i↔• on the MS caused by a signal from BS i
complies to a Gaussian distribution
P˜i↔• ∼ N
(








where di↔• is defined as before. Without loss of generality,
we assume that Ai, ηi und σR,i are identical for all BS, thus


















Assuming stochastically independent measurements to the N
BS, we can write the joint p.d.f. with the help of the vector
P˜ = (P˜1↔•, . . . , P˜N↔•)T :




Hence, the logarithmic joint p.d.f l(P˜ |x•, y•) becomes


















































σ2R · (ln (10))2
]
(29)
And finally we get the CRLB
E
[










































In a last step, we derive the CRLB for the combined
system, which uses a combination of NT ToA and NR RSS
readings. The individual p.d.f. from eq. (4) and (5) as well as
from eq. (23) and (24) are used to form the joint p.d.f., where
again stochastic independence is assumed













Since the logarithm of a product is equal to the sum of the
individual logarithms of the factors, the logarithmic p.d.f. reads
l(t˜ ,P˜ |x•, y•) :=ln
(
f(t˜ ,P˜ |x•, y•)
)
= l(t˜ |x•, y•)+ l(P˜ |x•, y•)
(32)
Thus, we determine the elements of the Fisher information
matrix as the sum of the elements for ToA and RSS. In doing
so, we finally obtain the CRLB of the hybrid system
E
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In this section, we compare the theoretical CRLB with the
help of evaluations. As a basis, we choose a scenario of size
10m× 10m. For localization, we employ four BS, which are
put into the corners. Characteristic values are selected for the
parameters, i.e. (c·σT) = 1.8m [12], σ2R = 9 and η = 2.5 [1],
[13], [14] (σ2R and η are unitless).
The figures 1a and 1b illustrate the bounds for ToA and
RSS over the 10m × 10m scenario. As presumed, more
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accurate results can be expected for ToA, since the CRLB for
ToA is below the CLRB for RSS for all points in the scenario.
In figure 1c the underlying ToA measurements are extended
with regards to incorporating the four additional readings of
the RSS. As already mentioned, these are determined in most
cases anyway, thus no additional hardware is necessary. The
evaluations reveal, that the CRLB of ToA/RSS is approxi-
mately half of ToA, for our selected parameter values, which
reflect a typical use case. Therefore, a considerable accuracy
improvement is expected by incorporating these RSS readings.


















































Fig. 1. CRLB for ToA, RSS and ToA/RSS
VI. CONCLUSION AND FUTURE WORK
This paper determined the theoretical bounds for any
unbiased estimator for common positioning techniques. As
expected, RSS localization is inferior compared to using ToA.
Our findings were supported by evaluations, where typical
associated parameter values were selected. In a further step,
the CRLB for the combined ToA/RSS variant was derived.
Comparing all three approaches, the evaluation demonstrate
that the CRLB for the hybrid technique is approximately half
of the CRLB for ToA. In summary, these theoretical findings
reveal that the additional application of RSS readings in a ToA
system can lead to considerable performance improvements.
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Abstract—Radio-based device-free localization systems mea-
sure effects on radio signals e.g. signal strength variations to
locate objects or persons in a target area. Such systems detect
and track persons that do not participate in the localization
process. Models for calculating the radio signal propagation
are key for the performance in device-free localization systems.
Received signal strength (RSS) is simple to measure. However,
it is susceptible to changes in the environment and multipath
propagation. In this paper, we compare PCB antennas to a
circularly polarized cloverleaf antenna and measurements in
the 2.4GHz with measurements to the 868MHz ISM band. We
investigate especially if a circularly polarized cloverleaf antenna is
resilient against multipath propagation. Our preliminary results
demonstrate that our model is suitable to the 868MHz band and
the use of the 868MHz band increases the area where a person
affects the RSS. The use of a circularly polarized cloverleaf
antenna does not help to avoid multipath propagation.
Index Terms—device-free localization, RSS models, cloverleaf
antenna
I. INTRODUCTION AND RELATED WORK
Device-free localization systems detect and track persons
that do not participate in the localization process by measuring
ambient signals such as RSS. That makes those systems viable
for a range of applications like intrusion detection, elderly care,
and smart-homes as wireless infrastructure is pervasive in our
daily life and RSS measurements are performed during packet
reception. Device-free localization systems are a research area
for more than one decade [1]. Recent systems are able to detect
and track multiple persons [2], [3], however, those system
requires the use of intensive training phases.
Modeling received signal strength (RSS) is key for the design
of device-free localization systems. Models enable simulation
of the RSS for each wireless link, i.e. transmitter and receiver
pair and the position of an obstacle such as a person. There
are different approaches to model the RSS: Models based on
reflection at the person are e.g. described in [4], [5]. Diffraction
models assume that the planar wavefront that is obstructed
by a person creates Huygens’ sources at the borders, which
results in a change of the RSS at the receiver [6]. In addition,
there are models that describe the fade level as a measure of
the existence of multipath based on the idle RSS [7].
In this paper, we investigate whether a change of the antenna
or the frequency band helps in a broader coverage area of the
wireless links and a more robust behavior of the RSS against
multipath propagation. In addition to our measurements, we
evaluate our proposed radio propagation model with a varying
wavelength λ [6].
The rest of this paper is structured as follows: Section II
describes the diffraction-based radio frequency propagation
model. In Section III, we describe our implementation, includ-
ing the system setup, the antennas, and the hardware platform.
We evaluate the results of our measurements and simulations
in Section IV. Finally, we conclude the results and give an
outlook for future work in Section V.
II. RADIO FREQUENCY PROPAGATION MODEL
In this section, we introduce our propagation model that is
used to calculate the RSS at the receiver, given the position of
the transmitter Tx, receiver Rx and the position P and diameter











Fig. 1: Description of the geometry and the setup.
























(a) 2.4 GHz with external PCB antenna.















(b) 2.4 GHz with external cloverleaf antenna.















(c) 868 MHz with internal PCB antenna.
Fig. 2: Exemplary results. Line in blue color is a measurement. Line in yellow color is the outcome of the model. A Person
moves with constant velocity from dLOS −2 to 2 m.
where dLOS is the distance between the link and the position
of the person P , d1 the distance from the transmitter to the
intersection of the LOS, and d2 the distance from the receiver
to the intersection of the LOS [8]. λ is the wavelength of the
signal. With v we are able to calculate the complex Fresnel
integral F (v) that describes the change of the signal strength,

















C(v) is the Fresnel cosine and S(v) is the Fresnel sine,
which can be solved numerically. Diffraction occurs above and
below the boundaries of the person indicated by the diameter b,
resulting in v1 = v(dLOS1) and v2 = v(−dLOS2). The superpo-
sition of the Huygens’ sources is F (v1, v2) = F (v1) + F (v2).
F (v1, v2) models the change of the RSS due to the presence
of the person. A more detailed derivation can be found in [6].
III. IMPLEMENTATION
In this section, we describe the setup and hardware that is
used for measurements.
We use two sets of hardware for our evaluation. For the
2.4 GHz measurements on IEEE 802.15.4 channel 25, we deploy
two Texas Instruments CC2650 Launchpads that are equipped
with an external inverted F PCB antenna or a cloverleaf
antenna. In addition, we employ two Texas Instruments CC1350
Launchpads for measurements with the built-in PCB antenna
in the 868 MHz ISM band. The devices run Contiki-NG 4.1
OS with a nullnet application that periodically broadcast a
message. One device acts as a receiver and the logs the RSS
value together with its timestamp and sends the data via serial
interface to a PC for offline processing. The sampling interval
of the sensors is approx. 15 ms.
Figure 1 shows the dimensions of the testbed. The transmitter
and receiver are placed 3 m apart at a height of 1.4 m,
reassembling a situation where a person walks passes the
LOS of a wireless link. The person (1.95 m, 85 kg) walks
with a constant speed from a distance of 4 m from P1 to P2,
TABLE I: Measurement results for the different setups.
2.4 GHz PCB 2.4 GHz Clover 868 MHz PCB
µe [dB] −0.3 0.29 −0.32
σe [dB] 1.62 1.77 1.68
r 0.91 0.8 0.9
crossing the line-of-sight (LOS) of the link in the middle. For
the simulation, the diameter b of the person is set to 0.35 m.
IV. MEASUREMENT AND EVALUATION
In this section, we evaluate the measurements in three
different hardware setups. To avoid multipath effects, we
performed the measurements in an outdoor environment.
Figure 2 shows exemplary results for the outdoor measurements.
Figure 2a and Figure 2b show the measurement and the output
of our model for the external PCB and cloverleaf antenna at
2.4 GHz. Figure 2c shows the measurement and the model
for 868 MHz. By visual inspection, the model fits well with
the measurements. For a qualitative comparison, we calculate
the mean error µe, the standard deviation error σe, and the
correlation coefficient r of the difference ∆RSS = A − B,


























Table I shows the results for µe, σe, and r for every setup
as the average of eight measurement runs. The correlation r
between the model and the measurements are high, the mean
error is close to 0 dB. The standard deviation is around 1.6 dB,
which is due to problems at the peaks of the measurements
and at the borders. The results for the outdoor measurement
show that we are able to model RSS for different frequencies.
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(a) Indoor w/o additional reflections.
















(b) Indoor w/o additional reflections, different
antenna orientation.
















(c) Outdoor w/ additional reflections.
Fig. 3: Exemplary results. Line in blue color is a measurement. Person moves from dLOS −2 to 2 m.
In the next step, we investigate the resilience of the cloverleaf
antenna against multipath propagation. Therefore, we measured
the RSS in three different environments, in addition to the
outdoor scenario. a) Indoor w/o additional reflections. b) Indoor
w/o additional reflections, different antenna orientation. c)
Outdoor with reflections.
In an indoor environment, multipath propagation occurs, due
to reflection on walls, floor, and ceilings. To create a well-
defined reflection in an outside environment, we placed an
obstacle at the point R as shown in Figure 1, we moved it by a
few centimeters until the minimum of the RSS was measured,
i.e. destructive interference occurs. Figure 3 shows exemplary
results for the cloverleaf antenna.
We omit measurements of PCB antennas as we expect
susceptibility to multipath. When the cloverleaf antenna is
resilient against multipath, we expect that the indoor mea-
surements do not change significantly from the outside ones
(see the yellow dashed curve, which is the model without
multipath propagation). In addition, we expect that destructive
interference does not occur. Destructive interference reduces
RSS values by approx. 20 dB compared to the free-space case.
Figure 3a shows results of an indoor measurement. The
RSS value fluctuates more than in the outdoor scenario, i.e.
there is multipath propagation present. Figure 3b shows results
where the antenna orientation of one sensor was shifted by
approx. 90◦. The measured RSS value fluctuates around a
mean value, even though a person walks through the line
of sight. As there is only a little change in the RSS due to
a person, this Tx-Rx combination will not provide suitable
measurements for a device-free localization system. Figure 3c
shows an outdoor measurement and a reflection that created
destructive interference. The mean of the RSS value is approx.
20 dB lower than without multipath propagation.
Based on those observations, we conclude that a cloverleaf
antenna does not offer added value in terms of resilience against
multipath propagation.
V. CONCLUSION AND FUTURE WORK
In this paper, we compared three different setups and the
result of our propagation model for the use in device-free
localization systems. In the 2.4 GHz ISM band, we com-
pared the externally mounted PCB and a circularly polarized
cloverleaf antenna. In addition, we measured RSS values in
the 868 MHz ISM band. Our model is able to calculate the
RSS for measurements in the 868 MHz band. Changing the
frequency and therefore the wavelength results in a change
of the area, where a person is effectively changing the RSS.
Our measurements show that the cloverleaf antenna is not
resilient against multipath propagation as we expected. In the
future, we will investigate how measurements in the 868 MHz
or in the 2.4 GHz ISM-band will affect the performance and
determine the best position and antenna setup for the device-
free localization system.
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Abstract—Indoor localization plays a major role in a wide
range of applications. To determine the location of a tag,
localization algorithm is required. In the past, machine learning
algorithms were difficult to implement in consumer hardware,
but with the advent of tensor processing units, even smartphones
are capable to use artificial intelligence to solve complex problems.
In this paper, we investigate a machine learning algorithm
based on neural networks and compare the result to a linear
least squares estimator. We design and evaluate different neural
networks. Based on our observation, the neural network delivers
poor performance compared to the linear least squares estimator.
Index Terms—indoor localization, neural network, linear least
squares.
I. INTRODUCTION
A number of applications benefit from location information,
e.g. in the industrial, medical or consumer sector. With location
information, for instance, optimization in warehouses are
possible. In a medical context, personal is guided directly to
emergency situations. All applications require the computation
of a location and different methods exists.
Precise localization is achieved using Ultra-wideband dis-
tance estimation, e.g. based on two-way ranging. Common
hardware for implementation is the Decawave DW1000, a fully
integrated single chip Ultra Wideband (UWB) transceiver IC,
which enables precise timestamping of messages. Using those
time stamps, distance estimation is possible which is in return
used for location estimation.
Localization algorithms have been well investigated in the
past, including linear least squares [1], Gauss-Newton iteration
[2] or the Nelder-Mead algorithm [3]. In general, the accuracy
and precision of a localization algorithm are in the magnitude
of the measurement error [4].
Machine learning approaches have been studied in the past,
e.g. Wymeersch et al. analyzed the received waveform in [5].
This approach requires analyzing the channel impulse response
which is not always available. Another approach carried out by
Savic et al. [6], employed kernel-based machine learning where
selected channel parameters, are projected onto a nonlinear
orthogonal space. Similar to the approach of Wymeersch et al.
Savic et al. also employs the channel impulse response.
In the past, usage of artificial intelligence proofed resource
intensive, but with the advent of new technologies, e.g. tensor
processing unit (TPU), hardware specialized for machine
learning [7], this is not a problem anymore. Furthermore,
specialized software packages exist, to efficiently compute
neural network even in resource-constrained devices [8].
In contrast to previous work and with respect to current
results, we investigate neural networks to determine the location
based on distance measurements.
The rest of the paper is structured as follows: Sec. II presents
neural networks in general and Sec. III shows how we adapt a
neural network for our problem. We present evaluation results
in Sec. IV and conclude our paper in Sec. V.
II. NEURAL NETWORKS
An artificial neural network (ANN) - or neural network
(NN) for short - is a generic model used for prediction and
classification tasks. At the minimum, it consists of one input
layer and two neural layers, singly-linked from left to right: (1)
input layer, (2) hidden layer, (3) output layer. Each neural layer
is populated with at least one, but possibly a various number
of neurons. Each neuron obtains inputs from the outputs of all






















Fig. 1: Example Architecture of a 2-layer artificial neural
network with n = 4, k = 5 and m = 3 neurons.
The inputs to a neuron are individually weighted. Subse-
quently, the weighted inputs are summed up, biased and fed to
an activation function — usually, a step function approximated




symbol. Weights and biases of a neuron are estimated and
optimized by backpropagation throughout a training phase.
Backpropagation is a numerical method for minimizing the
feedforward error within a neural network [9].
The number of hidden layers, as well as the number of
neurons in each layer, is a design choice driven by heuristics.
Since the problem of localization stated in our paper persists in
a non-linear but straightforward-mapping from inputs (distances
and positions) to outputs (locations), only a few hidden layers
with a carefully chosen amounts of neurons are required for a
decent training time while preventing overfitting. [10].
III. NEURAL NETWORKS IN INDOOR LOCALIZATION
The neural network in this paper consists of:
1) An input-layer with 12 input neurons, where eight neurons
are used for receiving the x- and y coordinates of the
reference points. The remaining four neurons are used for
the distance measurements, between the tag and reference
point.
2) Two hidden layers.
3) An output layer with 2 output neurons, representing the
estimated x and y-coordinates.
In this configuration, the neural network supports four
distance measurements. Since the tag has no inertial sensors,
non-ranging or other features, e.g. IMU values, are not
discussed in this paper. Nevertheless, the architecture can
be easily adjusted to support more distance measurements
and more output variables, e.g. to solve three-dimensional
localization problems.
We also incorporate hidden layers into our neural network.
To find the optimal number of hidden layers and neurons we
systematically evaluate the results of different neural networks.
The weights of the neurons are randomly initialized with a
standard-deviation following 2/√x, where x is the number of the
input values of the layer, as recommend by [9]. We use a linear
activation function for the layers, which is a common choice for
regression problems [9]. To evaluate the learning success of the
neural network, we calculated the mean squared error between
the input data and the output data. The neural network is
implemented using the TensorFlow framework [8]. We trained
the neural network over 100 000 epochs with a learning rate
of ε = 1 · 10−5. The epochs describe how often we trained the
neural network with our training dataset, while the learning
rate describes the step size. If ε is too small, the learning takes
very long, if it is too large, the network might not converge.
For the training we assume a target area of 15×15 m and place
four reference points at location r1 = 2.5/2.5, r2 = 12.5/2.5,
r3 = 2.5/12.5 and r4 = 12.5/12.5.
One hidden layer, containing a finite number of neurons,
can approximate every continuous function, [10], however,
newer research [11] suggests that more hidden layers allow to
reduce the number of neurons and to learn faster. Therefore
we investigate different combinations of the number of hidden
layers and the number of neurons in each layer to determine
the optimal architecture. As of today a closed form solution
for the optimal number of neurons and layers is not found [9].
We report the results of the training in Tab. I. The network
is trained with four reference points, placed in the corner of a
room with geometry 15× 15m. We calculate the distance to
each grid point from each reference point and add noise based
on a normal distribution with zero mean and σ = 0.2m which
we obtained from typical indoor distance measurements [12].
TABLE I: Mean square error (m) for learning rate ε = 1 ·10−5
and noise drawn from a normal distribution with zero mean
and σ = 0.2m.
Epochs 100 1 000 10 000 100 000
Layers Neurons Time unit
1 5 34.5 11.95 1.34 0.20 0.64
1 10 53.4 14.08 0.90 0.20 0.75
1 15 49.8 7.64 0.28 0.20 0.99
2 5 68.9 8.11 0.44 0.20 0.69
2 10 92.2 2.28 0.29 0.20 1.00
2 15 9.18 0.42 0.20 0.20 1.55
3 5 33.03 6.54 0.54 0.20 0.87
3 10 60.9 1.80 0.20 0.20 1.28
3 15 10.7 1.16 0.20 0.20 2.57
Based on our investigation, we assume that after 100 000
epochs, all neural networks converge to a common mean
squared error of 0.20m. The common mean squared error
indicates that neural network can’t achieve better accuracy as
already known algorithms. In general, the more hidden layers
and the more neurons, the more training time is required for the
network to converge. We normalized the runtime measurement
to the neural network with 2 hidden layers and 10 neurons each.
For the evaluation, we choose a network with 2 hidden layers
and 10 neurons per hidden layer, which is visualized in Fig. 2.
The figure shows only one input set, consisting of the x- and y-
coordinate of the reference point and the distance measurement.














Fig. 2: Implemented neural network with 2 hidden layers. Only
a subset of the input nodes is shown.
IV. EVALUATION
For the evaluation, we assume the 15×15 m target area with
the same location of the reference points as in the training. We
divide the target area in a grid with an edge length of 0.25 m,
resulting in a total of 3 600 data points. At each data point,
we determine the true distances and added a Gaussian random
variable with zero mean and standard deviation σ to simulate
measurement inaccuracies. We then determine the location
using the least squares algorithm and the neural network and
calculate the Euclidean error between true location r and
estimated location rˆ. We repeated this 1 000 for each data




To evaluate the performance we calculate the mean, median,
standard deviation, the interquartile range and the 95 percentile
of the localization error µ = |rˆ− r| Furthermore, we determine
the runtime of the neural network and linear least squares.
We investigate the impact of the standard deviation for the
performance. We present the results in Tab. II for least
sqaures and Tab. III. We show an example visualization of the
localization error of the neural network in Fig. 3. The figure
shows symmetry caused by the location of the reference points.
TABLE II: Results for linear least squares for different σ.
σ (m) 0.10 0.20 0.40 1.00 2.00
mean error (m) 0.12 0.24 0.49 1.22 2.44
standard deviation (m) 0.03 0.05 0.10 0.25 0.51
median (m) 0.12 0.24 0.47 1.18 2.39
IQR (m) 0.03 0.07 0.14 0.35 0.69
95 percentile (m) 0.17 0.33 0.67 1.68 3.36
TABLE III: Results for the neural network for different σ.
σ (m) 0.10 0.20 0.40 1.00 2.00
mean error (m) 0.56 0.59 0.69 1.17 2.14
standard deviation (m) 0.31 0.30 0.26 0.21 0.27
median (m) 0.49 0.51 0.62 1.14 2.13
IQR (m) 0.38 0.36 0.29 0.23 0.35
95 percentile (m) 1.05 1.07 1.13 1.53 2.60
The mean runtime of the linear least squares is 0.08ms
where the mean runtime of the neural network is 0.21ms.
Based on our evaluation we conclude that linear least squares
deliver better performance compared to the neural network.
When the standard deviation σ increases over 1 m, the neural
network delivers slightly better performance. The localization
error of linear least squares increases roughly with the standard
deviation, where the localization error of the neural network
is at low noise levels almost constant.
















































Fig. 3: Localization error of the neural network with a standard
deviation of σ = 0.2m. The crosses indicate the location of
the four reference points.
The standard deviation of consumer-of-the-shelf hardware,
i.e. based on the DW1000 from Decawave achieves a distance
error of below 1 m. Consequently, we do not recommend neural
networks for localization estimation, as linear least squares
delivers better performance.
V. CONCLUSION AND FUTURE WORK
In this paper, we have investigated neural network for
location estimation based on distance measurements. We trained
a neural network using the TensorFlow framework and designed
it with two hidden layers. The input layer processes the location
of the reference nodes as well as the distance measurement.
The network was able to estimate the location based on
our evaluation, however, the performance at low noise levels
was worse compared to linear least squares. When the distance
measurement was affected by larger standard deviation σ > 1m
of the noise component, the neural network delivers slightly
better performance than linear least squares. Based on the
evaluation we conclude, that our investigated neural network
is not a suitable option to estimate the location.
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Abstract—Nowadays smartphones can collect huge
amounts of data from their surroundings with the help of
embedded sensors. The combination of these sensor values,
such as Wi-Fi Received Signal Strengths and magnetic field
measurements, is assumed to be unique in some locations,
which can be used to accurately predict smartphones’
indoor locations. In this work, we apply machine learning
methods to derive the correlation between smartphones’
locations and the received Wi-Fi signal strength and sensor
values, and we have developed an Android application
that is able to distinguish between rooms. Our real-world
experiment results show that the Voting ensemble predictor
outperforms individual machine learning algorithms and
it achieves an indoor room recognition accuracy of 94%
in office-like environments. This work provides a coarse-
grained indoor room recognition, which can be envisioned
as a basis for accurate indoor positioning.
I. INTRODUCTION
Indoor environments provide many different ubiqui-
tous radio signals, such as Wi-Fi, Bluetooth, magnetic
field, sound, light, etc. The earth magnetic field (MF)
has distortions over space due to the presence of ferro-
magnetic materials. These MF distortion patterns can be
also used to identify indoor locations. Thereby, MF and
Wi-Fi observations can be used as radio fingerprints to
detect unique locations in indoor environments.
In this work, we propose to use supervised Machine
Learning (ML) methods to process this large amount
of collected data. By training a classifier (supervised
learning algorithm such as K-Nearest-Neighbor) on the
collected labeled data, rules can be extracted. Feeding in
the actual live data (RSS values, magnetic field values,
illuminance level, etc.) of a moving user, the trained
classifier can then predict the user’s location in a coarse-
grained level. We propose to apply machine learning
methods, both individual predictors and ensemble predic-
tors, to solve this task due to the large amount of features
that are available in indoor environments, such as Wi-
Fi RSS values, magnetic field values and other sensor
measurements. We expect that ensemble predictors can
outperform the individual machine learning algorithms
to discover patterns in the data which can then be used
to differentiate between different rooms in office-like
indoor environments.
II. MACHINE LEARNING-BASED ROOM
RECOGNITION
A. Algorithms
In this work, we use the following algorithms to
perform the room recognition.
1) Naive Bayes (NB): classifiers are a family of
simple probabilistic classifiers based on applying Bayes’
theorem with strong (naive) independence assumptions
between the features.
2) K-Nearest Neighbors (KNN): is a non-parametric
method used for classification and regression. In both
cases, the input consists of the k closest training exam-
ples in the feature space.
3) Support Vector Machine (SVM): is a supervised
learning model with associated learning algorithms,
which builds a model that assigns new data measure-
ments to one category or the other, making it a non-
probabilistic binary linear classifier.
4) Multilayer Perceptron (MLP): is a class of feed-
forward artificial neural network. An MLP consists of at
least three layers of nodes, and each node is a neuron
that uses a nonlinear activation function.
5) Voting: is one of the simplest ensemble predictors,
which combines the predictions from multiple individual
predictors. A Voting classifier can then be used to wrap
the models and average the predictions of the sub-models
when asked to make predictions for new data.
B. Features
In a machine learning-based classification task, the
attributes of the classes are denoted as features. Each
feature is describing an aspect of the classes. In our
case features are our measurements, for instance a Wi-Fi
RSS value. To deliver good machine learning prediction
accuracy it is very important to select the right features
and to also modify certain features or even create new
features out of existing features.
1) Wi-Fi RSS: Values provide the core data as they
contribute the most to the performance of the ML
methods. The smartphone scans the surrounding Wi-
Fi access points, obtains and registers the RSS values
of each access point. Wi-Fi RSS values depend on the
distance between the smartphone and the Wi-Fi access

















Fig. 1: The architecture of the implemented Android app.
2) Magnetic Field (MF): The device’s sensors mea-
sure the magnetic field in the device’s coordinate system.
As the user walks around, the orientation of the device
may change all the time. Therefore, we have to collect all
possible values from every orientation in every point in
the training phase. This would result in a huge amount of
data and the training performance would be inaccurate.
3) Light: Light sensors might also be helpful to
identify rooms. For instance, a room facing a window
will clearly be brighter than one surrounded by walls
only. As shown in Section IV, this does improve the
prediction accuracy. However, these assumptions are not
stable, as the illuminance level might change over time.
Therefore, it is better to work with light differences
instead of absolute values.
III. EXPERIMENTS AND RESULTS
Figure 1 shows the system model. We made exper-
iments in an office area of 288m2. We have collected
14569 data points in total, and the data collection takes
around 50 minutes. With the collected data, we built
models with different fingerprints data: the first one using
only Wi-Fi RSSI data, the second one using Wi-Fi RSS
together with MF readings, and the third one with Wi-
Fi RSS, MF readings, and illuminance level readings. In
our experiments, we do not need to know the locations
of the Wi-Fi APs, while only the fingerprints of Wi-Fi
RSSI, MF readings, and illuminance level readings are
needed. We define the 9 separated areas as 9 rooms.
During the online testing phase, a person holding the
smartphone walks through the 9 rooms and his location
is recognized in real-time based on the collected data.
A nested cross validation technique is used to optimize
hyperparameters of the machine learning algorithms. The
inner cross validation is to select the model with opti-
mized hyperparameters, whereas outer cross validation is
to obtain an estimation of the generalization error. For
KNN, we optimized the global blend percentage ratio
hyperparameter, kernel type function for SVM, number
of hidden layers and neurons per layer for MLP. Based
on the parameter optimization process, we established
the optimal hyperparameter values for the classifiers as
follows: blend percent ratio of 30% for KNN, single
order polynomial kernel, c = 1, γ = 0.0 for SVM, and
















































































Fig. 3: Room recognition results with optimized hyper-
parameters.
Figure 2 shows the performance evaluation of the
selected classifiers obtained with different feature com-
binations. The best performance is reached by the Naive
Bayes classifier, which achieves 90.13% of instances
correctly classified if the fingerprint is composed by Wi-
Fi RSS, MF readings, and illuminance levels. By using
Wi-Fi RSS, MF readings, and illuminance levels in the
room landmark recognition, the accuracy is improved
in all tested classifiers. Figure 3 shows the performance
of the selected classifiers with the hyperparameters opti-
mized and using Wi-Fi RSS, MF and illuminance levels.
Compared to Figure 2, all the classifiers have improved
performance, and MLP even reaches an accuracy of
92.08%. We also include the results of Voting, which
combines the prediction results of MLP, Naive Bayes,
KNN, and SVM using majority vote. It shows that Voting
can reach an accuracy of 94.04%.
IV. CONCLUSIONS
This work applies machine learning methods for
indoor room recognition. Results show that Voting
achieves the best room recognition accuracy of 94%.
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