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Singapore University of Technology and Design† and LinkedIn‡
The number of common friends (or connections) in a graph is
a commonly used measure of proximity between two nodes. Such
measures are used in link prediction algorithms and recommendation
systems in large online social networks. We obtain the rate of growth
of the number of common friends in a linear preferential attachment
model. We apply our result to develop an estimate for the number of
common friends. We also observe a phase transition in the limiting
behavior of the number of common friends; depending on the range
of the parameters of the model, the growth is either power-law, or,
logarithmic, or static with the size of the graph.
1. Introduction. Networks platforms like LinkedIn, Facebook, Instagram and Twitter form a
big part of our culture. These networks have facilitated an increasing number of personal as well
as professional interactions. The networking platforms strive to grow the network (graph) both in
terms of the number of users (nodes) and the number of friendships or connections (edges) since a
more densely connected user network typically results in a more engaged user base. The platforms
often use recommendation systems like People You May Know (LinkedIn, Facebook) or Who to
Follow (Twitter) (Gupta et al., 2013), that recommend individual users to connect with other users
on the platform. Such recommendation systems look for signals that indicate that two individuals
might know each other. For example, having a common friend between two users is a signal that
they know each other. Furthermore, if two users have many friends in common then there is a high
chance that they know each other. A generalization of this problem is that of link prediction in a
network and is well-studied in the literature (Liben-Nowell and Kleinberg, 2007).
In this paper we establish the rate of growth of common friends for a fixed pair of nodes in a linear
preferential attachment model, a commonly used generative graph model. The preferential attach-
ment model, made popular in Baraba´si and Albert (1999), is a very well studied class of graph
models. Studies have covered the behavior of degree sequence (Bolloba´s et al., 2001, Resnick and
Samorodnitsky, 2015, Samorodnitsky et al., 2016), the maximal degrees in a graph, second-order
degree sequences (size of network of friends of friends) (van der Hofstad, 2017, Section 8), gener-
alizations to sublinear preferential attachment (Dereich and Mo¨rters, 2009) and limiting structure
of networks (Elwes, 2016). Other generalizations and extensions of these scale-free models have
been studied in Bolloba´s et al. (2003), Cooper and Frieze (2003). See van der Hofstad (2017) for a
nice overview and proper definitions of the models. To the best of our knowledge this is the first
theoretical study of the number of common friends in a graph.
Two important observations follow from our result:
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2 B. DAS AND S. GHOSH
• There is a phase transition in the asymptotic behavior of common friends. Depending on
parameter values of the preferential attachment model, the number of common friends can
exhibit a power-law or logarithmic growth or be static with the growth of the graph.
• A corollary of our result is that we can use sampling techniques to estimate the common
friends in a large network. This is helpful because computing the number of common friends
for every pair of nodes in a graph is computationally expensive, especially for large networks
with hundreds of millions of nodes and hundreds of billions of edges.
This paper is organized as follows. In Section 2 we describe the linear preferential attachment model
we work with and state the main result. In Section 3 we show some simulated results providing
intuition for our results. We provide the proof of the main result and some required supplementary
results in Section 4. We conclude indicating future direction of work in Section 5.
2. Growth of Common Friends: Main Result. The model paradigm we work with is a
version of the well-known undirected linear preferential attachment graph. The idea is that at every
time instance when a new node comes to the network it creates C independent edges and attaches
to the previous nodes following a preferential attachment rule. The process is described as follows:
At any time n ≥ 1, the graph sequence is denoted PAδ,Cn where C ∈ N∗ = {1, 2, . . .} and δ > −C.
Initially, the graph PAδ,C1 has one node v1 with C self-loops. Then PA
δ,C
n evolves to PA
δ,C
n+1 thus: at
the (n + 1)th stage, a new node named vn+1 is added along with C edges each of which has vn+1
as one of its vertices, and the other vertex is selected from Vn := {v1, v2, . . . , vn} with probability
proportional to the degree of the vertex (shifted by a parameter δ) in PAδ,Cn . For 1 ≤ i ≤ n:
pi,n+1 := P[vi ↔ vn+1|PAδ,Cn ] =
Di(n) + δ∑
j∈Vn(Dj(n) + δ)
=
Di(n) + δ
(2C + δ)n
. (2.1)
Here Di(n) := degree of vi in PA
δ,C
n . The evolution of Di(n) occurs as:
Di(n+ 1) = Di(n) + ∆i(n+ 1) (2.2)
where ∆i(n+ 1) := the number of stubs of vn+1 (out of C) which attaches to vi. Moreover at any
stage n, for 1 ≤ i < j ≤ n, call
Nij(n) := # friends common to i and j.
We ignore multi-edges when counting Nij(n) in the graph PA
δ,C
n , that is, vk counts as one common
friend (vertex) between vi and vj in PA
δ,C
n for 1 ≤ i 6= j 6= k ≤ n, if vi ↔ vk and vk ↔ vj regardless
of their multiplicity. Our goal is to understand the behavior of Nij(n) for 1 ≤ i < j ≤ n as n
becomes large. Observe that in our model the growth of Nij(n) occurs via the recurrence relation
Nij(n+ 1) = Nij(n) + 1Bij(n+1) (2.3)
where Bij(n+ 1) is the event {vi ↔ vn+1 ↔ vj}. Also, note that the possible range of parameters
is C ≥ 2 and δ > −C.
The power-law growth behavior for the degree distribution of a specific node in a linear preferential
attachment model is well-known Bolloba´s et al. (2001),(van der Hofstad, 2017, Section 8).
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Proposition 2.1. For any fixed node vi, we have
lim
n→∞
Di(n)
nγ
→ Di(∞) a.s.,
where γ = C2C+δ , and Di(∞) is a non-negative random variable with
E[Di(∞)] = (C + δ) Γ(i)Γ(i+γ) .
Proposition 2.1 can be derived using arguments from (van der Hofstad, 2017, Proposition 8.2) or
using similar arguments as in the proof of the Proposition 4.4 provided in Section 4.
Our main contribution is the following theorem which provides the growth rate of number of
common friends of two nodes in such a model. The proof is given in Section 4.
Theorem 2.2. Under the linear preferential attachment model, (PAδ,Cn )n≥1, with C ≥ 2, for any
two fixed nodes vi, vj, we have
(1) lim
n→∞Nij(n) = Nij(∞) a.s. if δ > 0,
(2) lim
n→∞
Nij(n)
log n
=
C(C − 1)
(2C + δ)2
Di(∞)Dj(∞) a.s. if δ = 0,
(3) lim
n→∞
Nij(n)
n2γ−1/(2γ − 1) =
C(C − 1)
(2C + δ)2
Di(∞)Dj(∞) a.s. if δ < 0.
where γ = C2C+δ , γ1 = (1 − 1√C )γ, γ2 = (1 +
1√
C
)γ. Furthermore, E[Nij(∞)] < ∞ and Yij(∞) =
Di(∞)Dj(∞) with E[Yij(∞)] = (C+ δ)2 Γ(i)Γ(j)Γ(j+γ)Γ(i+γ)Γ(j+γ1)Γ(j+γ2) ; Di(∞) is the limit of the scaled degree
sequence of node vi as defined in Proposition 2.1.
Remark 2.3. An interesting observation is the different regimes in the growth rate of number of
common friends depending on the parameter δ.
1. When δ > 0, we are in a regime that is mildly preferential attachment. In this regime, the
nodes with low degree also get enough number of new friends. As δ increases, more nodes have
a similar chance of being selected. Although the individual degrees for a fixed node grows like
a power-law behavior, the number of common friends between two fixed nodes has a finite
expectation even in the limit.
2. For δ ≤ 0 and especially δ closer to −C, the new nodes prefer to friend nodes with a high
degree. In this case the number of common friends tend to grow with the number of nodes,
as a power-law for δ < 0 and at a logarithmic rate for δ = 0.
Corollary 2.4. Under the preferential attachment model, (PAδ,Cn )n≥1, with C ≥ 2, for any two
fixed nodes vi, vj and k > 1, we have
(1) lim
n→∞
Nij(n)
Nij(bn/kc) = 1 a.s. if δ > 0 and limn→∞Nij(n) > 0,
(2) lim
n→∞
Nij(n)
Nij(bn/kc) = 1 a.s. if δ = 0 and Yij(∞) > 0,
(3) lim
n→∞
Nij(n)
Nij(bn/kc)k2γ−1 = 1 a.s. if δ < 0 and Yij(∞) > 0.
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Proof. The result is an easy application of the almost sure convergences of Nij(n) observed in
Theorem 2.2.
The above corollary states that we can consistently estimate the number of common friends for a
given pair of nodes using an earlier state of the graph, i.e., for any k > 1
Nˆkij(n) =
{
Nij(bn/kc) if δ ≥ 0
Nij(bn/kc)k2γ−1 if δ < 0.
For a large value of k, the graph PAδ,Cn/k can be significantly smaller than PA
δ,C
n and it is significantly
cheaper to estimate the number of common friends.
3. Simulation Study. We illustrate the key idea behind Theorem 2.2 in the following simulated
examples. Figure 1 shows instances of graphs simulated from the preferential attachment model
with 20 nodes and C = 2; left one with δ = −1.5 and the right one with δ = 1.5. When δ = −1.5
we observe that the graph grows quite preferentially. New nodes tend to connect with the same
few nodes and hence the number of common friends for them keep growing fast. When δ = 1.5, the
graph is more distributed. New nodes tend to connect with different nodes and hence the number
of common friends does not grow so much.
Fig 1. Graphs with 20 nodes simulated from PAδ,220 . On the left we have δ = −1.5, and the right one has δ = 1.5.
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Fig 2. Simulation results for the number of common friends for two fixed nodes for PA−1.5,2500 (δ = −1.5, C = 2, n =
500). The left plot is the histogram obtained after 2500 simulations. The right plot is the growth path for 5 arbitrarily
chosen simulations.
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Fig 3. Simulation results for the number of common friends for two fixed nodes for PA1.5,2500 (δ = 1.5, C = 2, n = 500).
The left plot is the histogram obtained after 2500 simulations. The right plot is the growth path for 5 arbitrarily chosen
simulations.
To understand asymptotic property of the behavior of common friends, we simulate larger graphs
and replicate the exercise multiple times. The left plot in Figure 2 is the histogram of number
of common friends for two fixed nodes (v10 and v20) for PA
−1.5,2
500 replicated 2500 times shows the
heavy-tailed phenomenon. We also show trajectories of the number common friends for 5 arbitrary
simulations as the size of the network grows in the right plot of Figure 2.
Figure 3 shows the behavior of common friends when δ = 1.5. As expected, we see that common
friends do not grow that fast in this case.
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Fig 4. Simulation results for estimating the number of common friends for a PA1.5,2n model. The first row shows the
histogram of Nij(n)/Nˆ
k
ij(n) for k = 2 and n = 1000, 2000, 4000. The second row shows the same for k = 4.
We also check the validity of Corollary 2.4 using simulations. Figure 4 provides simulation results
for the estimator Nˆkij(n) for a PA
1.5,2
n model. The first row shows the histogram of 500 simulations
of Nij(n)/Nˆ
k
ij(n) for k = 2 and n = 1000, 2000, 4000. The second row shows the same for k = 4.
We see the concentration of Nij(n)/Nˆ
k
ij(n) near 1 as n increases.
4. Proof of Main Result. In this section, we prove Theorem 2.2 by observing the asymptotic
behavior of Di(n), (Di(n), Dj(n)) jointly and functions thereof. Recall that our preferential attach-
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ment graph sequence is (PAδ,Cn )n≥1. We assume that C ≥ 2 and δ > −C for all the results in this
section. For convenience’s sake we use the following notations:
Xi(n) := Di(n) + δ,
Yij(n) := (Di(n) + δ)(Dj(n) + δ) = Xi(n)Xj(n).
From Proposition 2.1 we get
lim
n→∞
Xi(n)
nγ
→ Di(∞) a.s., (4.1)
where γ = C2C+δ .
In the next few steps we apply Martingale Convergence Theorem to show almost sure convergence
for the appropriately scaled sequences of random variables {Yij(n)}. We also prove uniform inte-
grability of the sequences {Xi(n)} and {Yij(n)} so that we additionally have convergence in L1 and
can compute the expectation of the limit.
Lemma 4.1. For any k ≥ 1 and for a fixed i, we have
sup
n≥i
E[Xi(n)k]
nkγ
<∞.
Proof. We prove the result by induction on k. We have Xi(n + 1) = Xi(n) + ∆i(n + 1) and
∆i(n+ 1)|PAδ,Cn ∼ Binomial(C, pi,n+1). Hence for k = 1 with 1 ≤ i ≤ n we get
E[Xi(n+ 1)|PAδ,Cn ] = Xi(n) + E[∆i(n+ 1)|PAδ,Cn ] = Xi(n) + Cpi,n+1
= (Di(n) + δ) + C · Di(n) + δ
(2C + δ)n
= Xi(n)
(
1 +
γ
n
)
.
We also have E[Xi(i)] = Di(i) + δ = C + δ. Now
E[Xi(n+ 1)] = E[Xi(n)]
(
n+ γ
n
)
= E[Xi(i)]
(
i+ γ
i
)(
i+ 1 + γ
i+ 1
)
· · ·
(
n+ γ
n
)
= (C + δ)
Γ(i)
Γ(i+ γ)
Γ(n+ 1 + γ)
Γ(n+ 1)
= (C + δ)
Γ(i)
Γ(i+ γ)
(n+ 1)γ
(
1 +O
(
1
n
))
using Stirling’s formula (Abramowitz and Stegun, 2012) given by
Γ(n+ a)
Γ(n)
= na
(
1 +O
(
1
n
))
. (4.2)
Hence for any n ≥ i,
E[Xi(n)]
nγ
= (C + δ)
Γ(i)
Γ(i+ γ)
(
1 +O
(
1
n
))
<∞.
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Thus the result holds for k = 1. By induction hypothesis, let the result be true for j = 1, . . . , k− 1
and we have constants Cj such that
sup
n≥i
E[Xi(n)j ]
njγ
≤ Cj <∞. (4.3)
Denoting p = pi,n+1 =
Xi(n)
(2C+δ)n we get
E
[
Xi(n+ 1)
k
]
= E
[
E
[
[Xi(n) + ∆i(n+ 1)]
k
∣∣∣PAδ,Cn ]]
= E
[
E
[
Xi(n)
k + kXi(n)
k−1∆i(n+ 1) +
(
k
2
)
Xi(n)
k−2∆i(n+ 1)2 + · · ·
∣∣∣PAδ,Cn ]]
= E
[
Xi(n)
k + kXi(n)
k−1Cp+
(
k
2
)
Xi(n)
k−2(Cp(1− p) + (Cp)2) + · · ·
]
= E
[
Xi(n)
k +Xi(n)
k kγ
n
+Xi(n)
k k(k − 1)(C − 1)
2C
(γ
n
)2
+Xi(n)
k−1k(k − 1)
2
γ
n
+ · · ·
]
= E
[
Xi(n)
k
](
1 +
kγ
n
+O
(
1
n2
))
+
k−1∑
r=1
E[Xi(n)k−r]
(
αk−r
γ
n
+O
(
1
n2
))
≤ E
[
Xi(n)
k
](
1 +
kγ
n
+O
(
1
n2
))
+
k−1∑
r=1
Ck−rn(k−r)γ
(
αk−r
γ
n
+O
(
1
n2
))
(using (4.3))
≤ E
[
Xi(n)
k
](
1 +
kγ
n
+O
(
1
n2
))
+ C∗n(k−1)γ−1
=: anE
[
Xi(n)
k
]
+ bn (4.4)
where α′is and C
∗ (appropriately chosen) are constants, and we denote
an = 1 +
kγ
n +O
(
1
n2
)
, bn = C
∗n(k−1)γ−1. Now using (4.4) recursively we get
E
[
Xi(n+ 1)
k
]
≤ E
[
Xi(i)
k
] n∏
r=i
ar +
n∑
`=i
b`
(
n∏
r=`+1
a`
)
Using Sterling’s formula we have for any ` < n,
n∏
r=`+1
ar =
nkγ
a1 . . . a`
(
1 +O
(
1
n
))
(n→∞),
=
nkγ
`kγ
(
1 +O
(
1
`
))
(n > `→∞).
Therefore,
E
[
Xi(n+ 1)
k
]
≤ (C + δ)
k
a1 . . . ai−1
[
nkγ
(
1 +O
(
1
n
))]
+
n∑
`=i
C∗`(k−1)γ+1
nkγ
`kγ
(
1 +O
(
1
`
))
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≤ A1nkγ
(
1 +O
(
1
n
))
+ C∗nkγ
n∑
`=i
1
`1+γ
(
1 +O
(
1
`
))
where A1 = (C + δ)
k/(a1 . . . ai−1). Hence dividing both sides by (n+ 1)kγ we get
E
[
Xi(n+ 1)
k
]
(n+ 1)γk
≤ A1
(
1 +O
(
1
n
))
+ C∗
n∑
`=i
1
`1+γ
(
1 +O
(
1
`
))
<∞, for any n ≥ i.
Hence the result holds for j = k.
Lemma 4.2. For any k ≥ 1, we have for a fixed i < j,
sup
n≥j
E[Yij(n)2k]
n2kγ
<∞.
Proof. This follows from Lemma 4.1 and the Cauchy-Schwarz inequality.
Remark 4.3. Since both sequences {Xi(n)/nγ}n≥i and {Yij(n)/nγ}n≥j are Lk bounded for some
k > 1 by Lemmas 4.1 and 4.2, they are also uniformly integrable; see (Durrett, 2019, Theorem
4.6.2).
The next Proposition 4.4 describes the asymptotic behavior of product of the degrees of two nodes,
which as expected also has a power-law growth.
Proposition 4.4. For any i < j we have
lim
n→∞
Yij(n)
n2γ
→ Yij(∞) = Di(∞)Dj(∞) a.s.,
where E[Yij(∞)] = (C + δ)2 Γ(i)Γ(j)Γ(j+γ)Γ(i+γ)Γ(j+γ1)Γ(j+γ2) =: Cij with γ = C2C+δ , γ1 = (1 − 1√C )γ, γ2 =
(1 + 1√
C
)γ. Here Di(∞), Dj(∞) are as defined in Proposition 2.1.
Proof. Note that
pi,n+1pj,n+1 =
Yij(n)
(2C + δ)2n2
and writing pi = pi,n+1, pj = pj,n+1 we have
E[Yij(n+ 1)|PAδ,Cn ]
= Yij(n) + E[Yij(n+ 1)− Yij(n)|PAδ,Cn ]
= Yij(n) +
∑
0≤k,l≤C
k+l=C
[
k(Dj(n) + δ) + l(Di(n) + δ) + kl
]C! pki plj(1− pi − pj)C−k−l
k!l!(C − k − l!)
= Yij(n)
(n+ γ1)(n+ γ2)
n2
,
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where γ = C2C+δ , γ1 = (1− 1√C )γ, γ2 = (1 +
1√
C
)γ. Moreover, for i < j we have,
EYij(j) = E[(Di(j) + δ)(Dj(j) + δ)] = (C + δ)2
Γ(i)Γ(j + γ)
Γ(j)Γ(i+ γ)
.
Therefore,
EYij(n+ 1) = EYij(n)
(n+ γ1)(n+ γ2)
n2
= EYij(j)
(j + γ1)(j + γ2)
j2
. . .
(n+ γ1)(n+ γ2)
n2
= (C + δ)2
Γ(i)Γ(j + γ)
Γ(j)Γ(i+ γ)
(Γ(j))2
(Γ(n+ 1))2
Γ(n+ 1 + γ1)Γ(n+ 1 + γ2)
Γ(j + γ1)Γ(j + γ2)
=: Cij
Γ(n+ 1 + γ1)Γ(n+ 1 + γ2)
(Γ(n+ 1))2
. (4.5)
Define
Wij(n) :=
Yij(n)
Cij
(Γ(n))2
Γ(n+ γ1)Γ(n+ γ2)
=
Yij(n)
Cijn2γ
(
1 +O
(
1
n
))
,
using Sterling’s formula. Hence by Lemma 4.2, {Wij(n)}j≥n is uniformly integrable. Moreover
Wij(n) ≥ 0,EWij(n) = 1, and E[Wij(n+ 1)|Wij(n)] = Wij(n) for 1 ≤ i 6= j ≤ n. Hence by Doob’s
Martinagale Convergence Theorem (Durrett, 2019, Theorem 4.2.11 and Theorem 4.6.4)
lim
n→∞Wij(n)→Wij(∞), a.s. and in L
1,
where Wij(∞) := lim supnWij(n) and EWij(∞) <∞. Hence we have
lim
n→∞
Yij(n)
n2γ
= Cij lim
n→∞Wij(n)
(
1 +O
(
1
n
))
→ CijWij(∞) =: Yij(∞)
both almost surely and in L1 with E(Yij(∞)) = Cij . From Proposition 2.1 and (4.1) we can check
that n→∞, Yij(n)/n2γ → Di(∞)Dj(∞) a.s.; hence Yij(∞) = Di(∞)Dj(∞) a.s.
Lemma 4.5. For any i < j, we have
(1) lim
n→∞
1
log(n)
n∑
k=j
Yij(k)
k2
= Yij(∞) a.s if δ = 0,
(2) lim
n→∞
1
n2γ−1/(2γ − 1)
n∑
k=j
Yij(k)
k2
= Yij(∞) a.s if δ < 0,
where Yij(∞) is as defined in Proposition 4.4.
Proof. Let all our random variables be defined on the probability space (Ω,A,P). From Proposi-
tion 4.4, for ω ∈ Ω,
lim
n→∞
Yij(n, ω)
n2γ
= Yij(∞, ω) (4.6)
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holds with probability 1. Fix such an ω ∈ Ω. Then given any small  > 0, there exists n0 ∈ N∗ such
that for any n ≥ n0, ∣∣∣∣∣Yij(n, ω)n2γ − Yij(∞, ω)
∣∣∣∣∣ < . (4.7)
(1) If δ = 0, we have γ = 12 . Also for n→∞, we have
n∑
k=1
1
k2−2γ
=
n∑
k=1
1
k
∼ log(n). Hence
∣∣∣∣∣ 1log(n)
n∑
k=j
Yij(k, ω)
k2
− Yij(∞, ω)
∣∣∣∣∣
≤
∣∣∣∣∣ 1log(n)
n0∑
k=j
Yij(k)
k2
∣∣∣∣∣ +
∣∣∣∣∣ 1log(n)
n∑
k=n0+1
[
Yij(k, ω)
k2
− Yij(∞, ω)
k
] ∣∣∣∣∣
+
Yij(∞, ω)
log(n)
 n∑
k=n0+1
1
k
− log(n)

=: In + IIn + IIIn.
Check that as n→∞, In → 0, IIIn → 0. Since γ = 12 using (4.7) we get
IIn =
∣∣∣∣∣ 1log(n)
n∑
k=n0+1
1
k
[
Yij(k, ω)
k2γ
− Yij(∞, ω)
] ∣∣∣∣∣ ≤  1log(n)
n∑
k=n0+1
1
k
→  (as n→∞).
Therefore we have,
1
log(n)
n∑
k=j
Yij(k, ω)
k2
→ Yij(∞, ω). (4.8)
By Proposition 4.4, (4.6) holds almost surely implying (4.8) holds almost surely and hence Lemma
4.5(1) holds.
(2) For δ < 0, we get 12 < γ =
C
2C+δ < 1 which means 0 < 2− 2γ < 1. Note that for any 0 < α < 1,
we have
n∑
k=1
1
kα
∼ 1
1− αn
1−α (n→∞).
Now we can prove Lemma 4.5(2) in the same manner as we proved (1).
Lemma 4.6. For any i < j, we have
(1) lim
n→∞
1
log(n)
n∑
k=j
Yij(k)
k2
(
1− C − 2
2
Xi(k) +Xj(k)
(2C + δ)k
)
= Yij(∞) a.s. if δ = 0,
(2) lim
n→∞
1
n2γ−1/(2γ − 1)
n∑
k=j
Yij(k)
k2
(
1− C − 2
2
Xi(k) +Xj(k)
(2C + δ)k
)
= Yij(∞) a.s. if δ < 0
where Yij(∞) is as defined in Proposition 4.4.
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Proof. Define
Y ∗ij(n) := Yij(n)
(
1− C − 2
2
Xi(n) +Xj(n)
(2C + δ)n
)
.
Note that for 0 < γ < 1,
Y ∗ij(n)
n2γ
=
Yij(n)
n2γ
(
1− C − 2
2
Xi(n) +Xj(n)
(2C + δ)n
)
.
=
Yij(n)
n2γ
(
1− C − 2
2
Xi(n) +Xj(n)
nγ
1
(2C + δ)n1−γ
)
→ Yij(∞)
(
1− C − 2
2
(Di(∞) +Dj(∞))× 0
)
= Yij(∞) (as n→∞)
which holds a.s. using Propositions 2.1 and 4.4. Now we can proceed to prove the statements using
the same arguments as in Lemma 4.5 by replacing Yij with Y
∗
ij .
With the aid of all the results above we are in a position to prove Theorem 2.2.
Proof of Theorem 2.2. Using (2.3) recursively we have
Nij(n+ 1) = Nij(j) +
n+1∑
k=j+1
1Bij(n+1). (4.9)
For any 1 ≤ i < j ≤ n with C ≥ 2,
E[Nij(n+ 1)|PAδ,Cn ] = Nij(n) + E[Nij(n+ 1)−Nij(n)|PAδ,Cn ]
= Nij(n) +
[
1−
(
1− Di(n) + δ
(2C + δ)n
)C
−
(
1− Dj(n) + δ
(2C + δ)n
)C
+
(
1− Di(n) +Dj(n) + 2δ
(2C + δ)n
)C]
.
We can check that,
E[Nij(n+ 1)|PAδ,Cn ] ≤ Nij(n) + C(C − 1)
Yij(n)
(2C + δ)2n2
, (4.10)
holding with equality for C = 2 and
E[Nij(n+ 1)|PAδ,Cn ]
≥ Nij(n) + C(C − 1) Yij(n)
(2C + δ)2n2
[
1− C − 2
2
(
Xi(n) +Xj(n)
(2C + δ)n
)]
. (4.11)
Proof of part (1). First we prove the case when δ > 0. Clearly as n → ∞, Nij(n + 1) ↑ Nij(∞)
where
Nij(∞) := Nij(j) +
∞∑
k=j+1
1Bij(n+1).
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We want to show that Nij(∞) <∞ a.s.. Taking expectations in (4.10) and using (4.5) we get
E[Nij(n+ 1)] ≤ E[Nij(n)] + E[Yij(n)] C(C − 1)
(2C + δ)2n2
= E[Nij(n)] +
C(C − 1)Cij
(2C + δ)2
Γ(n+ γ1)Γ(n+ γ2)
(Γ(n+ 1))2
.
Applying this argument recursively we get
E[Nij(n+ 1)] ≤ E[Nij(j)] + C(C − 1)Cij
(2C + δ)2
n∑
k=j
Γ(k + γ1)Γ(k + γ2)
(Γ(k + 1))2
< E[Nij(j)] + C˜
∞∑
k=j
Γ(k + γ1)Γ(k + γ2)
(Γ(k + 1))2
≤ E[Nij(j)] + C˜
∞∑
k=j
1
k2−(γ1+γ2)
(
1 +O
(
1
k
))
.
where C˜ =
C(C−1)Cij
(2C+δ)2
. Therefore for any n we have
n+1∑
k=j+1
P(Bij(k)) = E[Nij(n+ 1)]− E[Nij(j)] < C˜
∞∑
k=j
1
k2−2γ
(
1 +O
(
1
k
))
<∞ (4.12)
since 2− (γ1 + γ2) = 2− 2γ = 1 + δ2C+δ > 1 for δ > 0. Since the right hand side in (4.12) does not
depend on n,
∑∞
k=j+1 P(Bij(k)) <∞. Using Borel-Cantelli Lemma (Durrett, 2019, Theorem 2.3.1)
this implies
P(Bij happens infinitely often) = 0
and hence
∑∞
k=j+1 1Bij(n+1) <∞ a.s. and since Nij(j) ≤ max(j − 2, C) we have
Nij(∞) = Nij(j) +
∞∑
k=j+1
1Bij(k) <∞ a.s.
Proof of part (2). Here we address the case where δ = 0. Define
Qn = P(Bij(n)|PAδ,Cn ) = E
[
1Bij(n)
∣∣PAδ,Cn ] = E[Nij(n)−Nij(n)|PAδ,Cn ].
Using the conditional Borel-Cantelli Lemma (Durrett, 2019, Theorem 4.4.5) we have∑n
k=j+1 1Bij(k)∑n
k=j+1Qk
→ 1 a.s. on
{ n∑
k=j+1
Qk =∞
}
(4.13)
Note that, using (4.10) and (4.11), we have for i < j < n,
Ln := C(C − 1) Yij(n)
(2C + δ)2n2
[
1− C − 2
2
(
Xi(n) +Xj(n)
(2C + δ)n
)]
≤ Qn, and,
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Rn := C(C − 1) Yij(n)
(2C + δ)2n2
≥ Qn.
Using the above recursively we obtain
n∑
k=j+1
Lk ≤
n∑
k=j+1
Qk ≤
n∑
k=j+1
Rk.
Now, from Lemmas 4.5(1) and 4.6(1) we have
lim
n→∞
∑n
k=j+1 Lk
log(n)
= lim
n→∞
∑n
k=j+1Rk
log(n)
=
C(C − 1)
(2C + δ)2
Yij(∞) a.s.
Therefore we get
lim
n→∞
∑n
k=j+1Qk
log(n)
=
C(C − 1)
(2C + δ)2
Yij(∞) and
{ n∑
k=j+1
Qk =∞
}
a.s. (4.14)
Hence from (4.13) and (4.14) we have
lim
n→∞
Nij(n)
log(n)
= lim
n→∞
Nij(j)
log(n)
+ lim
n→∞
∑n
k=j+1 1Bij(k)
log(n)
= 0 + lim
n→∞
∑n
k=j+1 1Bij(k)∑n
k=j+1Qk
∑n
k=j+1Qk
log(n)
=
C(C − 1)
(2C + δ)2
Yij(∞) = C(C − 1)
(2C + δ)2
Di(∞)Dj(∞) a.s.
Proof of part (3). The case where δ < 0 can be shown using the same technique as for δ = 0 by
using Lemmas 4.5(2) and 4.6(2) in place of Lemmas 4.5(1) and 4.6(1).
5. Conclusion. In this paper we establish the rate of growth of the number of common friends
for two fixed nodes in a linear preferential attachment model. The growth rate is shown to be static,
logarithmic or power-law type depending on the choice of the parameter- δ > 0, δ = 0 or δ < 0
respectively. We use this result to prove consistency of an estimator of the number of common
friends that is less expensive to compute. Such results will be applicable in both link prediction
problems for large dynamic networks as well as detection methods for a preferential attachment
model.
This is the first step in showing a more general result regarding the growth behavior for common
friends of any randomly chosen pair of nodes and obtaining uniform convergence bounds for estima-
tors of common friends. Further properties of such models and estimation issues are under current
investigation.
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