Introduction
Speech and music are the most basic means of adult human communication. As technology advances and increasingly sophisticated tools become available to use with speech and music signals, scientists can study these sound more effectively and invent new ways of applying them for the benefit humankind. Such research has led to the development of speech and music synthesizers, speech transmission systems, and automatic speech recognition systems. In computer speech recognition, a person speaks over a microphone or telephone and the computer listens. Then the computer simply attempts to transcribe the speech into the text. Bangla is an important language with a rich heritage and is spoken by approximately 8% of the world population [1] . Early researchers have developed Bangla speech recognition system for only phonemes [2] , letters [1] , words [3] [4] or small vocabulary continuous speech [5] . Most speech recognition systems can be classified according to the following categories [6] : (a) Speaker Dependent vs. Speaker Independent, a speaker-dependent speechrecognition system is one that is trained to recognize the speech of only one speaker, while a speaker-independent system is one that is trained such that anyone can use it; (b) Isolated vs Continuous Speech Recognition, in isolated speech, the speaker pauses momentarily between every word, while in continuous speech the speaker speaks in a continuous and possibly long stream, with little or no breaks in between; (c) Keyword-based vs. Subword-unit-based, a speech recognition system can be trained to recognized whole words, like "dog" or "cat" and another approach would be to train the recognition system recognize sub-word units like syllables or phonemes. In this paper, we have tried to represent a Bangla speech recognition system that works with speaker independent, isolated and subword-unit-based approaches.
Methodologies
The complete recognition system for isolated Bangla speech words is shown in Figure-1 . The individual steps are discussed in the following sub-sections.
Speech Acquisition
The recording of Bangla speech words was completed in a sound proof laboratory environment with the help of close-talking microphone, high quality sound card and sound recorder software. The 600 Bangla words originated from six speakers were recorded as wav file to make a sample database. Therefore, the reference database contained totally 3600 Bangla speech words. The utterances were recorded at a sampling rate of 8.00 KHz and coded in 8 bits PCM [7] . 
Wave data Extraction
To extract wave data, we first discard 58 bytes (file header) from the beginning of the wave file and then read wave data as character [8] .
The data extraction process extracts require voiced data from the input speech signal, which may contain silence, unvoice and voice. This data are stored in a text file as integer data. This is usually done by detecting the proper start and end points of the speech events (voicing and unvoicing) and then separated into different pieces containing the audio signals on the basis of the detected start and end points [9] , as shown in Figure -2 . Proper data extraction ensures better extraction of speech feature, which in turn results in better recognition accuracy.
Grouping of Words
Grouping means collection of spoken words and sub-words into different groups based on some properties. It is very important for medium and large vocabulary speech recognition system. It increases recognition speed and accuracy. In this research, an effort was made to categorize the speech words according to the number of syllables of spoken words, which is known as syllable-based grouping [6] . According to our study three different groups were formed, as shown in Table 1 and Fig. 2 shows the examples of grouping words.
Grouping is a very difficult task for speech recognition, because the same words of speech may vary from speaker to speaker. This is caused by non-uniform articulation of speech [10] . Sometimes it is difficult to maintain the uniformity in articulation for the same speech of the same speaker. The size also varies depending on the properties of the speaker, such as age, sex and emotion. Because of the grouping complexities, all same words and sub-words may not fall in the same group for all speakers. So, we have performed a union operation among the same groups of all speakers and made final reference pattern for this group. 
Group Name Contents
Group1 (G-1) Mono-syllabic words Group2 (G-2) Di-syllabic words Group3 (G-3) Tri or more syllabic words 
Feature Extraction
The greatest important part of all recognition systems is the feature extraction, which converts the speech signal to some digital form of meaningful features. Obviously, a good feature may produce a good result for any recognition system. Feature extraction is the combination of some signal processing steps including frame blocking, preemphasis, windowing and the computation of Mel Frequency Cepstrum Coefficient (MFCC), as shown in Figure -4 . At first, each speech word was segmented in a set of samples, called frame that representing typically 16 to 32 ms of speech. Preemphasis compensates for the negative spectral slope of the voiced portions of the speech signal. A typical signal preemphasis is given by
, where C is the preemphasis constant generally falls between 0.9 and 1.0 [11] . 
Speech Recognition Process
Pattern recognition is concerned with the automatic detection or classification of objects [14] . In this research, a direct comparison of the unknown speech (the speech to be recognized), with each possible reference pattern stored in the training phase and classifies the unknown speech according to the goodness of match of the patterns. The process finds the best match between the test pattern and the reference patterns. The method has two steps-namely, training of speech patterns, and recognition of patterns via pattern comparison. Several distance measurement techniques are used in pattern comparison. For simplicity, the Euclidean distance measurement technique was used to compare the test and reference patterns in this research.
Experimental Results
This research was aimed to develop a system to recognize speech words from a reference database. The database contains totally 3600 prerecorded Bangla speech words which were classified into three different groups. The detailed grouping result is given in Table 2 . In the recognition phase, the syllable of unknown speech word was checked and then the corresponding group was selected from the reference database. The speech words, which have no gap between two successive syllables, were considered as mono-syllabic words included in Group-1 (G-1) and so on. With the help of Euclidean distance measurement technique, the best match between the unknown pattern and the group patterns was determined and hence the decision was made. The detailed recognition result is shown in Table 3 and the graphical representation of percentage recognition accuracy is shown in Fig. 7 .
Discussion
In this research the main goal was to develop system for speech recognition in Bangla Language. The feature selection and grouping of words are of the most important factors in designing a speech recognition system. From the study of different previous research works it was observed that among the different features the MFCC produces better results in recognition system. Also the grouping of words enhances the recognition rate. Among the different distance measurement technique the Euclidean distance measurement technique is simple in computation and produces very good results. The table 5.1 shows that the average recognition accuracy is 84.28% with highest rate of 96%. All of these tests were conducted with six different speakers from different age group. During speaker verification it was observed that personal speaking habit or style changes the sound of a speech. Speeds of utterance, loudness variation were also the sources of errors. Characteristics of microphone, other recording instruments and environment also affect the result. These problems may be eliminated if the speakers were phonetically trained, recording instruments should have constant settings and the environment should be noise free.
Conclusion
Although the developed system produces reasonable results for isolated words, it may develop a recognition system using continuous speech signals. The system did not employ any knowledge (syntactic or semantic) of linguistics. Inclusion of such knowledge will increase the recognition performance. For syllable-based grouping constant thresholds have been used. If we could use dynamic threshold for grouping it might produce more accurate grouping, which in turn will produce better recognition results. Future work must be able to handle the variability in loudness, speed and noise. An efficient system should be fully speaker-independent. So the future researchers should employ speakers of different ages and genders. Future system should also employ more powerful recognition tools like Gaussian Mixture Model (GMM), Time-Delay Neural Network (TDNN) and the Hidden Markov Model (HMM) to improve the system performance.
