In the matter of channel coding and spectral efficiency, up to the invention of turbo codes, 3 dB or more stood between what the theory promised and what real systems were able to offer. This gap has now been removed, allowing communication systems to be designed with quasioptimum performance. Ten years after the first publication on this new technique, turbo codes have commenced their practical service.
Introduction
What is clear today is that Claude Shannon did not make the slightest mistake when he calculated the potential of channel coding and his famous capacity limits. We are now able to attain these limits, by some hundredths of a decibel [1, 2] , thanks to turbo codes or turbo-like codes, but in no case, apparently, to go beyond them. A real barrier! And how laborious it was to come close to this asymptote! Hamming, Elias, Reed & Solomon, Bose, Chaudhuri & Hocquenghem, Gallager, Berlekamp, Forney, Viterbi, and so many others made important contributions to the 50-year-old edifice. But there seemed to be a latent prejudice in the field of information theory: because the foundation of digital communications relied on potent mathematical considerations [3] , error coding codes were believed to belong solely to the world of mathematics. If it is true that good codes (BCH, Reed-Solomon, ...) were defined thanks to algebraic tools (though generally without thinking of the decoding procedure, which had to be invented afterwards), physics also had its say in this story, in particular regarding decoding techniques. Turbo decoding was devised in this spirit, with the permanent intuition that the feedback concept, so precious in electronics for instance, could also contribute to the decoding of composite (concatenated) codes, and that was indeed the doorway to iterative decoding. The issue of stability, which is crucial in feedback systems and thus in turbo decoders, was easily solved by introducing the notion of extrinsic information, which prevents the cascade decoder from being a positive feedback amplifier. Another concern was the search for symmetry, a basic rule in many physical structures, and this concern led to the socalled "parallel concatenation" concept, which offers a perfect balance between the component codes, unlike classical serial concatenation.
Turbo codes were presented to the scientific community just ten years ago [4] . Their invention was the result of a pragmatic construction conducted by C. Berrou and A. Glavieux [5] , based on the intuitions of some researchers, G. Battail, J. Hagenauer and P. Hoeher, who, in the late 80s, highlighted the interest of probabilistic processing in digital communication receivers [6, 7] . Previously, other researchers, mainly R. Gallager [8] and M. Tanner [9] , had already imagined coding and decoding techniques whose general principles are closely related to those of turbo codes. Since 1993, turbo codes have been widely studied, and adopted in several communication systems, which are listed below, and the inherent concepts of the "turbo" principle have been applied to topics other than error correction coding, such as demodulation, detection and multi-detection, and equalization. First, let us go back thirty years in the history of coding. In a well-known paper [10] , D.
Briefly, how does it work?
Forney made an in-depth presentation of convolutional codes, which can take the two forms that are described in Fig. 1 , with the example of ν = 3 memory units: nonrecursive, nonsystematic (a), and recursive systematic (b). For reasons that are not so obvious today, with the passing of time, D. Forney advocated the use of the first structure, which has indeed been widely used, with success, in many digital systems. Turbo codes use the other structure, which offers several advantages in comparison with the former. The first one is conceptual: a recursive systematic convolutional (RSC) code is based on a pseudo-random scrambler and actually, random codes are those that were used by Shannon to calculate the theoretical potential of channel coding. The second advantage is decisive for high coding rates and/or high levels of noise: it just works better. The final advantage, that is related to the previous one and that is also fundamental for turbo coding, concerns what is called Return To Zero sequences. This is developed in the next paragraph.
RTZ sequences and circular encoding
Suppose that both registers of nonrecursive and recursive encoders, each having ν memory units, are initialized in state 0, and that any random sequence, followed by some (at least ν)
additional "0"s, feeds the two encoders. After the full sequence has passed, the nonrecursive encoder systematically returns to state 0, whereas the recursive encoder does so only in one case out of 2 ν . This is because the latter is based on a pseudo-random scrambler. When the register goes back to state 0, after the encoding of a given sequence followed by some "0"s, this sequence is called a return to zero (RTZ) sequence. So, all random sequences, continued by at least ν "0"s, are RTZ for a nonrecursive encoder, and only a fraction (1/2 ν ) of them are RTZ for a recursive encoder. Now, let us adapt the convolutional code in order to transform it into a block code. The best way to do this is to allow any state as initial state and to encode the sequence, containing k information bits, so that the final state of the encoder register will be equal to the initial state.
The trellis of the code (the temporal representation of the possible states of the encoder, from time i = 1 to i = k) can then be regarded as a circle, and this technique is called "circular" (or "tail-biting") termination. In the sequel, we shall call "circular recursive systematic convolutional" (CRSC) codes, the circular version of RSC codes. Thus, without having to pay for any additional information, and therefore without impairing spectral efficiency, the convolutional code has become a real block code, in which, for each time i, the past is also the future, and vice versa. This means that a non RTZ sequence produces effects on the whole set of redundant symbols stemming from the CRSC encoder, round the whole circle and, thanks to this very informative redundancy, the decoder has very little probability of failing to recover this non RTZ sequence. This property explains the superiority, in most situations, of CRSC codes over classical nonrecursive convolutional codes, for which all sequences are RTZ. It is also the key for constructing parallel concatenated CRSC codes and more generally composite codes, because a circular trellis does not display any side effect that could be detrimental when aiming at low error rates.
Parallel concatenated CRSC codes and turbo codes
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Figure 2. (a) In this multiple parallel concatenation of circular recursive systematic convolutional (CRSC) codes, the block containing k information bits is encoded N times. The probability that the sequence remains of the return to zero (RTZ) type after the N permutations, drawn at random (except the first one), is very low. The properties of this multiconcatenated code are very close to those of random codes. (b) The number of encodings can be limited to two, provided that permutation Π 2 is judiciously devised. This is a classical turbo code.
We have seen that the probability that any given sequence is an RTZ sequence for a CRSC encoder, is 1/2 ν . Now, if we encode this sequence N times ( Fig. 2 .a), each time in a different order, drawn at random (the first order may be the natural order), the probability that the sequence remains RTZ for all encoders is lowered to 1/2 Nν . For instance, with ν = 3 and N = 7, this probability is less than 10 -6 . In the other cases, at least one encoder will deliver sufficient redundant information for the decoder to retrieve the proper sequence. This technique is known as a multiple parallel concatenation of CRSC codes. Fortunately, it is possible to obtain quasi-optimum performance with only two encodings ( Fig. 2 .b), and this is a classical turbo code. For bit error rates (BER) higher than around 10 -5 , the permutation may still be drawn at random but, for lower rates, a particular effort has to be made in its design.
The way the permutation is devised fixes the minimum distance d min of the turbo code, and therefore the achievable asymptotic gain G a , according to the well-known approximation, for a coding rate equal to R:
Turbo decoding
Turbo decoding relies on the following fundamental criterion, which is applicable to all "message passing" or "belief propagation" [11] algorithms:
When several probabilistic machines work together on the estimation of a common set of symbols, all the machines have to give the same decision, with the same probability, about each symbol, as a single (global) decoder would.
To achieve this, turbo decoding, and any turbo process in general, relies on the exchange of probabilistic messages between all the processors dealing with the same data. For instance, the decoding of the classical turbo code illustrated in Fig. 2 .b involves using two processors, namely two Soft-In/Soft-Out (SISO) decoders, that one could also call probabilistic decoders.
Each decoder processes its own data, and passes the so-called extrinsic information to the other decoder. Usually, but not necessarily, computations are done in the logarithmic domain.
Denoting Pr{d = 1} the probability that, at a given level of an evaluation processus, a particular binary datum is equal to logical "1", we write
is called the "logarithm of the likelihood ratio". Then extrinsic information related to d is very simple to express as:
that is, what is passed by one decoder to the other is the result of its work about the estimation of d, but not taking its own input into account. The reason for this is that the input related to d is a piece of information that is shared by both decoders, and has not to be a matter of additional information transfer.
When implemented in a digital circuit, turbo decoding is an iterative process, one iteration corresponding to one passing through each of all the processors concerned. In practice, 3 to 10 iterations have to be performed, depending on the signal to noise ratio and the delay constraints.
The assets of turbo codes
In the light of the most recent results, how can we compare turbo codes to the ideal? Is it the ultimate solution or just one more milestone? In the following, we propose some answers regarding the main features that can be considered as characterizing a coding/decoding (codec) scheme, namely: performance, decoding complexity, latency and versatility.
About performance
The performance of a codec depends on the type of perturbation (Gaussian, fading, impulsive, etc.), on the coding rate and on the length of the block containing the data. It is generally accepted that the comparison that can be made between different codecs on an additive white Gaussian noise (AWGN) channel gives a hierarchy which is respected for other kinds of channels. So we will limit our discussion to this former case, which is also important in
practice. But what really is a good code, from the performance point of view? The search for the perfect coding/decoding scheme has always faced the "convergence versus d min " dilemma. Usually, improving one of either aspect, in some more or less relevant way, weakens the other.
Turbo codes have constituted a real breakthrough with regard to the convergence problem.
This ability of turbo codes to achieve near-optimum performance has revived the interest that system designers could have for the theoretical limits, and that had flagged because of the difficulty of finding optimal coding. Some of these limits are represented in Fig. 4 , for infinite and finite block sizes. One can particularly observe the non negligible effect of the block size on theses limits calculated for several frame error rates (FER), especially for blocks having less than 10 3 information bits and also for high coding rates. These limitations, which were not topical ten years ago, are now of prime importance in the design of channel coding. 
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Figure 4. The upper curve represents the theoretical limit, in E b /N 0 , as a function of the coding rate, or of the equivalent bandwidth extension, for infinite information blocks, a Gaussian channel and binary modulations (BPSK, QPSK, ...). The lower curves provide the correction to add to the previous values, to take the block size and the target frame error rate (FER) into account. This is given for the two extreme coding rates of the upper curve: R = ¼ and R = 10/11.
In conclusion of what precedes, we grant that turbo coding and decoding are quasi-optimal in term of convergence. But it is not the case regarding d min . In fact, it has been proved [12] that the minimum distance of a classical turbo code is upper-bounded by a constant plus a term that is approximately proportional to the square root of the block size (virtual Shannon codes have a minimum distance proportional to the block size). That is why it is not straightforward, but not impossible, to design turbo codes whose behavior is closer to situation 1 rather than situation 2, in Fig. 3 .
About decoding complexity
Turbo decoding bypasses the exponential complexity of maximum likelihood decoding by means of an iterative procedure. Depending on the information rate, two hardware solutions can be contemplated. For low rates, a single processor working at a high frequency can make all the necessary iterations with a tolerable added delay. For high rates, a cascade of identical modules can be implemented monolithically to enable pipe-line processing. To give an idea on the complexity requirement, let us make two concrete comparisons:
• Code A is a single RSC code with ν ≈ 30, providing a minimum distance around 30 too, for a coding rate of 1/2. Decoding this code by the now well-known maximum a posteriori (MAP) algorithm would offer optimum convergence and an asymptotic gain of about 12 dB.
The number of states to consider in the trellis, for each information bit, is 2. gives an equivalent number of states equal to 384. Assuming that computational complexity is proportional to the number of states, when using the same basic algorithm (MAP), the ratio would be around 5.10 6 for comparable performance! However, turbo decoding requires further operations like the calculation of extrinsic information, and the gain would be slightly lower than this value, which still remains fairly impressive. On the other hand, turbo decoding demands more memory than a single code does, mainly because of the necessary storage of extrinsic information between iterations, but recent progress in VLSI architecture enables a sizeable reduction in memory requirements.
• Codes C and D are the two normalized channel codes for third generation (3G) mobile telephony [13] . Code C, for voice transmission, is a simple 256-state convolutional code, decoded by the Viterbi algorithm. Code D, for data transmission, is a 2x8-state turbo code decoded by a simplified version of the MAP algorithm, called the Max-Log-MAP. Assuming that the computational complexity of the latter is about twice that of the Viterbi decoder (again because of the double recursion), the equivalent number of states to be swept for the turbo code, with 6 iterations, is 192, that is, less than the number of states processed by the voice decoder! Of course, again, iterative decoding needs a certain amount of memory and moreover, the aimed data rates are much higher. This explains why the implementation of the turbo decoder in the 3G receivers is finally more complex than that of the Viterbi decoder.
To summarize these briefly presented examples, let us say that
• if the aim is to approach closely the ideal performance, iterative decoding offers a considerable saving, by several orders of magnitude, compared to a single code.
• the additional complexity that turbo decoding demands, compared to the simple Viterbi decoder, abundantly used with 16 or 64 states over the last two decades, seems to be quite compatible with, and even below, what the progress of microelectronics has offered, and continues to offer.
About latency
The latency issue is a weak point for turbo codes, which need several repeated calculations at the receiver side. That is in fact the reason why a simple convolutional code was preferred in 3G voice transmission. For the time being, we just have to be patient and expect Moore's law to be still valid for some years to come. If this is the case, higher circuit frequencies and larger possibilities of parallelism will reduce the latency effects to a negligible level for most applications. However, like for all block-oriented codes, the decoder has to wait for the entire encoded sequence to begin its process, and this is an unavoidable limitation.
About versatility
A more and more sought-for quality for channel coding is versatility, that is, the possibility for the same coding principle and the same decoder to satisfy various needs in terms of coding rates and block sizes. For instance, this can be beneficial in satellite applications, where the link budget is not uniform within the transmitting beam, and where adaptable coding rates would correct this inequality, or for variable length packet networks in which the encoded blocks may contain different amounts of information.
There is probably no coding principle more versatile than convolutional coding, with respect to the redundancy rate. By means of so-called "puncturing" and with the same encoder, the amount of redundancy can be adjusted with accuracy, the only constraint being a certain regularity in the production of the redundant symbols. On the other hand for convolutional codes, there is also no termination principle more versatile than circular termination. For any size, a convolutional code can be considered as a circle (a perfect block code!), without any side effects and without any need of additional information. Thanks to these two very advantageous properties, turbo codes based on CRSC codes are, in our opinion and for the time being, the most flexible way to encode, as the recent DVB-RCS standard has demonstrated (see below).
The applications of turbo codes
Depending on the subject dealt with, error-correcting codes can be divided into many families. From the point of view of the applications, we will consider here three domains: • Low-Error-Rates (10 -6 > BER > 10 -11 or 10 -4 > FER > 10 -9 )
16-state turbo codecs perform better than 8-state ones, by about 1 dB, for an FER of 10 -7 (see Fig. 6 ). Depending on the sought-for compromise between performance and decoding complexity, one can choose either one or the other. Fig. 5 .c and 5.d depict the 16-state turbo codes that can be used, the binary one for low rates, the duo-binary one for high rates. In order to obtain good results at low-error-rates (no "flattening"), the permutation function must be very carefully devised.
An example of performance, provided by the association of 8-PSK modulation and the turbo code of Fig. 5 .d, is also plotted in Fig. 6 , for k = 1504 and a spectral efficiency of 2 bit/s/Hz.
This association is made according to the pragmatic approach, that is, the codec is the same as the one used for binary modulation. It just requires binary to octary conversion, at the transmitter side, and the converse at the receiver side. Again, the result obtained with the actual constraints of the implementation is close (within 1 dB) to the ideal performance.
• Very-Low-Error-Rates (10 -11 > BER or 10 -9 > FER).
The largest minimum distances that can be obtained from turbo codes, for the time being, are not sufficient to prevent a slope change in the BER(E b /N 0 ) or FER(E b /N 0 ) curves, at very-lowerror-rates. Compared to what is possible today, an increase of minimum distances by roughly 25%, would be necessary to make turbo codes attractive for this type of application, such as optical transmission or mass storage error protection. 
Conclusion
The new challenges that have been faced in the recent years, as well as those that are presently addressed, for even more and more powerful communications, require continuous innovation and, from time to time, some unconventional concepts. Amongst these, turbo codes have come just at the right time, benefiting from Moore's law and from the worldwide research effort to achieve Shannon's promises. Because turbo codes are in their adolescence, they are not yet able to answer all the requests, in terms of throughput, latency, and simplicity, and this still leaves some amount of work to be undertaken by the numerous researchers in the field. Also, beyond the simple introduction of a new error-correcting technique, the "turbo"
principle, that is, the way to process data in receivers so that no information is wasted, has opened up a new way of thinking in the construction of communication algorithms.
