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Abstract
We prove convergence of a finite difference approximation of the compressible Navier–Stokes
system towards the strong solution inRd, d = 2, 3, for the adiabatic coefficient γ > 1. Employing the
relative energy functional, we find a convergence rate which is uniform in terms of the discretization
parameters for γ ≥ d/2. All results are unconditional in the sense that we have no assumptions on
the regularity nor boundedness of the numerical solution. We also provide numerical experiments to
validate the theoretical convergence rate. To the best of our knowledge this work contains the first
unconditional result on the convergence of a finite difference scheme for the unsteady compressible
Navier–Stokes system in multiple dimensions.
Key words: compressible Navier–Stokes system; finite difference method; convergence; weak–strong
uniqueness; error estimates; relative energy functional
Contents
1 Introduction 2
2 The numerical method and main results 4
2.1 Time discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Space discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Function spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 The numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
∗Both authors thank Czech Sciences Foundation (GACˇR), Grant Agreement 18–05974S for supporting the research.
The Institute of Mathematics of the Czech Academy of Sciences is supported by RVO:67985840.
1
3 Proof of Theorem 2.10: convergence 14
3.1 Energy stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.1 Uniform bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Consistency formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Convergence to DMV solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4 Proof of Theorem 2.11: convergence rate 23
4.1 Exact relative energy inequality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2 Approximate relative energy inequality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 End of error estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5 Numerical experiments 33
5.1 Experiment 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1 Introduction
We study the viscous compressible fluid flow problem described by the Navier–Stokes system
∂t̺+ divx(̺u) = 0, (1.1a)
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺) = divxS, (1.1b)
in the time–space cylinder [0, T ] × Ω, Ω ⊂ Rd, d = 2, 3, where ̺ is the density, u is the velocity field,
and S is the viscous stress tensor given by
S = µ(∇xu+∇Txu) + λdivxuI, µ > 0, µ+ λ ≥ 0.
The pressure is assumed to satisfy the isentropic law
p = a̺γ , a > 0, γ > 1. (1.2)
The system (1.1) is complemented with the space–periodic boundary conditions and initial conditions
̺(0,x) = ̺0 > 0, ̺0 ∈ Lγ(Ω) ∪ L2(Ω), u(0,x) = u0, u0 ∈ W 1,2(Ω;Rd). (1.3)
The global existence of weak solutions to the Navier–Stokes system (1.1) was proven in [14, 22]. We
would like to point out that the existence results require γ > d/2 which excludes the diatomic gas for
γ = 1.4. Concerning the existence of strong solutions, we refer to the result of Valli [27] for sufficiently
smooth initial data, see also more recent results in [2, 26].
Despite various efficient numerical schemes in literature [3, 4, 15, 18], the numerical convergence
analysis is open in general. To our best knowledge, there are only two unconditional convergent schemes
ready for use for the multi-dimensional Navier–Stokes system (1.1). The pioneering work was done by
Karper [21], where a combined finite element–finite volume method was shown to converge to a suitable
weak solution under the assumption of γ > 3. Later, this constraint has been relaxed to γ ∈ (6
5
, 2)
by Feireisl and Luka´cˇova´-Medvid’ova´ [8], who indeed showed the convergence of Karper’s scheme to a
strong solution via a powerful tool – the weak–strong uniqueness principle in the class of the dissipative
measure–valued (DMV) solutions. Very recently, we have extended this idea to the convergence proof
for a finite volume method for γ ∈ (1, 2), see [10].
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We would also like to mention the error estimates results by Galloue¨t et al. [16], Liu [23, 24] and
Jovanovic´ [20] with assumptions either on the boundedness of the numerical solution or higher regularity
of the smooth solution, whose existence hasn’t been proved. The current paper shares some similarities
with the result of [16] in the sense that we both work with staggered grid, upwind flux and error
estimates of the numerical solutions. Nevertheless, the differences are obvious. First our numerical
scheme is different compared to the reference method [16]. We use different mass lumping and our
upwind flux is easier to implement. Moreover, our numerical scheme includes an additional artificial
diffusion term which helps us to prove the unconditional convergence of the numerical solution. Further,
we do not need any assumptions on the asymptotic behaviour of the pressure while the referefence [16]
does.
The first aim of this paper is to show the convergence of a finite difference approximation towards
a strong solution of the system (1.1) for any γ > 1. Since there is no result on the existence of strong
solutions to (1.1) on a polygonal domain, we decided to analyze here the space–periodic setting, i.e. the
case of identifying the domain with a flat torus, Ω = ([0, 1]|0,1)d, d = 2, 3. The main tool we employ is
the DMV solution pioneered in [8]. Though it has been successfully applied to the convergence analysis
of finite volume schemes for the compressible Euler and the Navier–Stokes(–Fourier) equations in our
recent works [9, 10, 11], it is still a non-trivial task to apply it to the convergence analysis of other
schemes and for a wider range of the adiabatic coefficient γ. The proof of convergence consists of two
main steps:
• deriving suitable stability estimates and consistency formulation to show that a sequence of numerical
solutions generates a DMV solution of the limit system;
• employing the DMV weak–strong uniqueness principle to conclude the convergence of numerical
solutions to a strong solution of the limit system on the life span of the latter.
Let us emphasize that we do not assume any boundedness nor additional regularity of approximate
solutions other than those provided by the numerical scheme itself which makes our convergence result
unconditional. We also want to emphasize that the limit strong solution has been shown to exist for at
least a short time interval, see [2].
The second aim is to investigate the error between the finite difference approximation of the com-
pressible Navier–Stokes system (1.1) and the strong solution of the latter. Here we have to assume the
same as [16], i.e., that there exists a strong regular solution in C2 class. We set a target of deriving
uniform convergence rate in terms of the discretization parameters ∆t and h for any γ ≥ d/2. The main
tool we use to reach this goal is the discrete counterpart of the relative energy functional studied in [7],
which reads
E(̺,u|r,U) =
∫
Ω
(
1
2
̺ |u−U|2 + E(̺|r)
)
dx, with E(̺|r) = H(̺)−H′(r)(̺− r)−H(r),
and H(̺) = ̺
∫ ̺
1
p(z)
z2
dz satisfying ̺H′(̺)−H(̺) = p(̺), H′′(̺) = p
′(̺)
̺
.
The relative energy functioal was designed for the analysis of distance between a suitable weak solution
and the strong solution. Recently, this idea has also been used for the error analysis of numerical
schemes, the distance between a numerical solution and a strong solution, see [16, 17]. More precisely,
we show the error estimates and the appropriate convergence rate following these four steps:
• derive the discrete relative energy inequality which is inherent of the proposed numerical scheme;
• approximate the discrete relative energy inequality with particularly chosen discrete test functions
and suitably rewrite it into terms to be compared with the identity satisfied by the strong solution;
• show the identity (inequality) satisfied by the strong solution, the so-called consistency error;
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• apply Gronwall’s inequality on the combination of the above two inequalities.
To the best of our knowledge this work contains the first unconditional convergence result for a finite
difference approximation of the compressible Navier–Stokes system in multiple dimensions equipped
with uniform convergence rate. Despite the methodologies being already used in related works, the
presented proofs remain highly non-trivial. Convergence analysis of the proposed numerical scheme
requires elaborate treatment and technical estimates linked to the staggered grid and piecewise constant
approximation of the discrete operators.
The rest of the paper is organized as follows: in Section 2 we introduce the numerical scheme, nec-
essary preliminaries, and the main results, i.e. unconditional convergence of the numerical solution and
uniform convergence rate. In the next section we recall the energy stability and present the consequent
uniform bounds, from which we prove the consistency formulation of the scheme. Further, we prove the
convergence of numerical solutions towards strong solution by employing the concept of DMV–strong
uniqueness principle. In Section 4, we prove another main result on the error estimates. Section 5 is
devoted to numerical experiments to support the theoretical results. Concluding remarks come in the
end.
2 The numerical method and main results
We start by introducing the notations. We shall frequently use the notation A . B if A ≤ cB, where
c > 0 is a constant that does not depend on the discretization parameters ∆t and h. Moreover, A ≈ B
means A . B and B . A. We further write c ∈ co{a, b} if min(a, b) ≤ c ≤ max(a, b). In addition, ‖·‖Lp
stands for ‖·‖Lp(Ω) and ‖·‖LpLq stands for ‖·‖Lp(0,T ;Lq(Ω)), since the time–space domain is fixed and this
short notation shall bring no confusion. Finally, by | · |max we denote the maximum norm for continuous
functions.
2.1 Time discretization
We divide the time interval [0, T ] into Nt equidistant parts by a fixed time increment ∆t (= T/Nt). By
fnh we denote the value of a function fh at time t
n for n ∈ {0, . . . , Nt}, where h is the mesh parameter,
see Section 2.2. Then we use the backward Euler method to discretize the time derivative of a discrete
function fh,
Dtf
n
h =
fnh − fn−1h
∆t
for n = 1, 2, . . . , Nt.
To prove the convergence of numerical solutions we will send the discrete parameters h ≈ ∆t to zero
and investigate the weak limit of sequences of approximate functions in the Lp-setting (p ≥ 1). For this
purpose we interpret quantities defined at the discrete points tn as piecewise constant functions with
respect to the discretization of the time interval,
fh(t, ·) = f 0h for t < ∆t, fh(t) = fnh for t ∈ [n∆t, (n + 1)∆t), n ∈ {1, . . . , Nt}. (2.1)
Consequently, we may write
Dtfh =
fh(t, ·)− fh(t−∆t, ·)
∆t
.
Note that we shall work with the approximations ̺h, uh and ph = p(̺h) of the density, velocity and
pressure, respectively.
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2.2 Space discretization
In order to introduce the finite difference MAC scheme we define the mesh and some discrete operators.
2.2.1 Mesh
Primary grid The domain Ω is divided into compact uniform quadrilaterals
Ω =
⋃
K∈T
K,
where the set of all elements, namely T , forms the primary grid. We denote by E(K) the set of all faces
of an element K, and by E the set of all faces of the primary grid T . Further, we define
Ei = {σ ∈ E | σ is orthogonal to ei}, Ei(K) = E(K) ∩ Ei
for any i ∈ {1, . . . , d}. Here ei stands for the unit basis vector of the canonical coordinate system. We
denote by xK and xσ the mass centers of an element K ∈ T and a face σ ∈ E , respectively. By h we
denote the uniform size of the grid, meaning |xK −xL| = h for any neighbouring elements K and L. To
distinguish the exact position of a face σ ∈ E(K) we may also use the notation σK,i± if
xσ = xK ± h
2
ei, i ∈ {1, . . . , d}.
Further, let N (K) denote the set of all neighbouring elements of K ∈ T . For any σ ∈ E adjacent to
the element K and its neighbour L ∈ N (K), we write σ = K|L. We denote σ = −−→K|L if moreover
xL − xK = hei. Further nσ,K denotes the outer normal vector to a face σ ∈ E(K).
Dual grid Each face σ = K|L is associated to the dual cell Dσ = Dσ,K ∪ Dσ,L which is defined as
the union of two half–cells, Dσ,K and Dσ,L, adjacent to the face σ = K|L, see Figure 1(a). We set
Di = {Dσ | σ ∈ Ei}, i ∈ {1, . . . , d}. Note that for each fixed i ∈ {1, . . . , d} it holds
Ω =
⋃
σ∈Ei
Dσ, int(Dσ) ∩ int(Dσ′) = ∅, for σ, σ′ ∈ Ei, σ 6= σ′.
Let N ⋆(σ) denote the set of all faces whose associated dual elements are the neighbours of Dσ, i.e.,
N ⋆(σ) = {σ′ | Dσ′ is a neighbour of Dσ}.
Bidual grid In order to perform a discrete analogue of integration by parts we need to define a
suitable discrete gradient operator for the velocity. For this purpose, we introduce the dual face and the
bidual grid as in [16, Definition 2.1]. Let E˜(Dσ) denote the set of all faces of a dual cell Dσ. A generic
dual face and its mass center are denoted by ǫ ∈ E˜(Dσ) and xǫ, respectively. For any ǫ which separates
the dual cells Dσ and Dσ′ , we write ǫ =
−−−−→
Dσ|Dσ′ if xσ′ − xσ = hei for i ∈ {1, . . . , d}. Similarly to the
definition of the dual cell, a bidual cell Dǫ associated to ǫ = Dσ|Dσ′ is defined as the union of adjacent
halves of Dσ and Dσ′ , see Figure 1(b). Finally, let E˜ be the set of all faces of the bidual grid, and E˜i be
the set of all faces of the bidual grid that are orthogonal to ei.
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K L
σ
=
K
|L
Dσ,K Dσ,L
Dσ = Dσ,K ∪Dσ,L
σ′ = K|M
M N
(a) Dual grid in two dimensions
K L
Dǫ
Dσ′
Dσ
σ
′ =
−−
→
M
|N
σ
=
−−→ K
|L
M N
ǫ=Dσ|Dσ′
(b) Bidual grid in two dimensions
Figure 1: MAC grid in two dimensions
2.2.2 Function spaces
We work with the staggered grid. On one hand, we approximate the discrete density and pressure on
the center of each element K ∈ T by ̺K and pK , respectively. On the other hand, we approximate
the discrete velocity on the center of each edge σ ∈ Ei by vi,σ for all i ∈ {1, . . . , d}. For the purpose of
analysis, it is more convenient to extend these quantities to functions defined in the domain Ω. Thus,
we define
̺h(x) =
∑
K∈T
̺K1K , ph(x) =
∑
K∈T
pK1K , ui,h(x) =
∑
σ∈Ei
ui,σ1Dσ , ∀ x ∈ Ω, (2.2)
and introduce the following piecewise constant function spaces
XT = {φ | φh|K = constant ∀ K ∈ T } ,
YE = (Y1,E , . . . Yd,E) , Yi,E = {φ | φh|Dσ = constant ∀ σ ∈ Ei} , i ∈ {1, . . . , d}.
where 1K and 1Dσ are the characteristic functions. Clearly, ̺h, ph ∈ XT and uh ∈ YE and the following
identities hold ∫
Ω
rh dx =
∑
K∈T
|K|rK , and
∫
Ω
uh dx =
d∑
i=1
∑
σ∈Ei
|Dσ|ui,σei
for rh being ̺h or ph.
Projection to the primary and dual grids
We define the projection operators to the primary and the dual grid by
ΠT :L
1(Ω)→ XT , ΠT φ =
∑
K∈T
(ΠT φ)K1K , (ΠT φ)K =
1
|K|
∫
K
φ dx,
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Π
(i)
E :W
1,1(Ω)→ Yi,E , Π(i)E φ =
∑
σ∈E
(Π
(i)
E φ)σ1Dσ , (Π
(i)
E φ)σ =
1
|σ|
∫
σ
φ dS(x),
respectively. Further, for any φ = (φ1, . . . , φd) we denote ΠEφ =
(
Π
(1)
E φ1, . . . ,Π
(d)
E φd
)
.
Interpolating discrete quantities between the grids
For the proper implementation of the scheme we need to interpolate the functions defined on the primary
grid to the dual grid and vice versa. To this end we define the average operator for any scalar function
rh ∈ XT ,
{{rh} σ =
rK + rL
2
, σ = K|L ∈ E .
If in addition, σ = K|L ∈ Ei for an i ∈ {1, . . . , d}, we write
{{rh}}(i)σ =
rK + rL
2
, and { rh}}(i) =
∑
σ∈Ei
1Dσ { rh}}(i)σ .
Further, for vector–valued functions rh = (r1,h, . . . , rd,h) ∈ XdT and vh = (v1,h, . . . , vd,h) ∈ YE , we define
{ rh} =
(
{ r1,h} (1) , . . . , { rd,h} (d)
)
,
vi,h =
∑
K∈T
1K(vi,h)K , (vi,h)K =
vi,σK,i+ + vi,σK,i−
2
, and (vh)K =
d∑
i=1
(vi,h)Kei.
Difference operators
As we are working with the staggered grid, we need to define the difference operators for all grids
described above. Thus, for any rh ∈ XT and vh ∈ YE , we introduce the following discrete derivatives
for i ∈ {1, . . . , d},
ð
(i)
E rh(x) =
∑
σ∈Ei
1Dσ(ð
(i)
E rh)σ, where (ð
(i)
E rh)σ =
rL − rK
h
, σ =
−−→
K|L ∈ Ei,
∂
(i)
T vi,h(x) =
∑
K∈T
1K(∂
(i)
T vi,h)K , where (∂
(i)
T vi,h)K =
vi|σK,i+ − vi|σK,i−
h
, K ∈ T .
(2.3)
Further, we extend the above notations to the definition of the discrete gradient and divergence operators
divT vh(x) =
d∑
i=1
∂
(i)
T vi,h(x) and ∇Er(x) =
(
ð
(1)
E r, . . . , ð
(d)
E r
)
(x), (2.4)
which are piecewise constant on the primary and dual grid, respectively. It is easy to observe that
(divT vh)K =
1
|K|
∑
σ∈E(K)
∫
σ
vh · nσ,K dS(x).
Next, we define the Laplace operators for any rh ∈ XT and vh ∈ YE ,
∆T rh(x) =
∑
K∈T
1K(∆T rh)K , where (∆T rh)K =
1
h2
∑
L∈N (K)
(rL − rK),
∆Evi,h(x) =
∑
σ∈E
1Dσ(∆Evi,h)σ, where (∆Evi,h)σ =
1
h2
∑
σ′∈N ⋆(σ)
(
vi,σ′ − vi,σ
)
.
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Denoting ∆
(i)
T rh = ∂
(i)
T
(
ð
(i)
E rh
)
we observe ∆T rh =
∑d
i=1∆
(i)
T rh for rh ∈ XT .
We specify the discrete velocity gradient on the bidual grid which is different compared to the gradient
operator defined in (2.4). Indeed,
∇ǫv(x) =
(∇ǫv1(x), . . . ,∇ǫvd(x)) with ∇ǫvi(x) = (ð1vi(x), . . . , ðdvi(x)),
where
ðjvi(x) =
∑
ǫ∈E˜j
(ðjvi)Dǫ1Dǫ and (ðjvi)Dǫ =
vσ′ − vσ
h
, for ǫ =
−−−−→
Dσ|Dσ′ ∈ E˜j and σ, σ′ ∈ Ei.
Upwind divergence
We firstly remark the notation
r+ = max{0, r} = 1
2
(r + |r|), r− = min{0, r} = 1
2
(r − |r|),
and define an upwind function for rh ∈ XT under a given velocity field vh ∈ YE
ruph =
∑
σ∈E
rupσ 1Dσ , r
up
σ =
{
rK , vi,σ ≥ 0,
rL, vi,σ < 0,
σ =
−−→
K|L ∈ Ei, i ∈ {1, . . . , d}.
Then the upwind flux is given by
Up(i)[rh,vh](x) =
∑
σ∈Ei
Up(i)[rh,vh]σ1Dσ , Up
(i)[rh,vh]σ = r
up
σ vi,σ = rK(vi,σ)
+ + rL(vi,σ)
−.
Further, we introduce an upwind divergence operator
divUp[rh,vh](x) = divTUp[rh,vh] with Up[rh,vh] =
(
Up(1)[rh,vh], . . . ,Up
(d)[rh,vh]
)
, (2.5)
and easily observe that
divUp[rh,vh]K =
d∑
i=1
∑
σ∈Ei(K)
|σ|
|K|Up
(i)[rh,vh]σei · nσ,K = 1|K|
∑
σ∈E(K)
∫
σ
ruph vh · nσ,K dS(x).
2.3 Preliminaries
In this section we introduce some preliminaries. First, we recall the inverse estimates from [19, Lemma
2.3]. For rh ∈ {XT ,YE} it holds
‖rh‖Lp . hd(
1
p
− 1
q
)‖rh‖Lq for any 1 ≤ q ≤ p ≤ ∞. (2.6)
Next, by the scaling argument, we report the trace inequality, see [12, equation (2.26)]
‖rh‖Lp(∂K) ≤ h−1/p‖rh‖Lp(K) for any p ∈ [1,∞]. (2.7)
Further, according to [19, Lemma 2.5] for rh ∈ XT , vh ∈ YE we have
Up(i)[rh,vh]σ = { rh}}(i) vσ − h
2
|vσ| (ð(i)E rh)σ, σ ∈ Ei(K), K ∈ T . (2.8)
Some useful estimates related to the projections onto the discrete function spaces are comprised in
the following lemma.
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Lemma 2.1. Let φ ∈ C1, Φ ∈ C2, then for i ∈ {1, . . . , d}, we have∣∣∣ð(i)E ΠT φ∣∣∣ . ‖φ‖C1, ∣∣∣∂(i)T Π(i)E φ∣∣∣ . ‖φ‖C1 , ð(j)E Π(i)E φ . ‖φ‖C1, (2.9a)
‖∇EΠT φ−∇xφ‖L∞ . h‖φ‖C2, ‖∇ǫΠEΦ−∇xΦ‖L∞ . h‖Φ‖C2 , (2.9b)
∆T ΠTΦ . ‖Φ‖C2 ,
∣∣∣∂(j)T ð(j)E Π(i)E Φ∣∣∣ . ‖Φ‖C2 , ‖DtUh‖L∞L∞ . ‖DtUh‖L∞W1,∞ (2.9c)
Proof. We will prove only the first inequalities of (2.9a) and (2.9b) as the rest can be done analogously.
By the mean value theorem there exists x∗ ∈ co{xL, xK} such that for any σ =
−−→
K|L ∈ Ei it holds
(ð
(i)
E ΠT φ)σ =
(ΠT φ)L − (ΠT φ)K
h
=
∂φ
∂xi
(x∗).
Therefore we get the first inequality of (2.9a), i.e.,∣∣∣ð(i)E ΠT φ∣∣∣
σ
≤
∣∣∣∣ ∂φ∂xi
∣∣∣∣
max
. ‖φ‖C1.
Similarly, we know that for any x ∈ Dσ there exists x∗∗ ∈ co{x, x∗}, such that∣∣∣∣(ð(i)E ΠT φ)σ − ∂φ∂xi
∣∣∣∣ = ∣∣∣∣∂2φ∂x2i (x∗∗)
∣∣∣∣ ≤ ∣∣∣∣∂2φ∂x2i
∣∣∣∣
max
. ‖φ‖C2,
which indicates the first inequality of (2.9b).
It is easy to check the following integration by parts formulae, so we omit the proof here.
Lemma 2.2. [19, Lemma 2.1] Let rh, φh ∈ XT , and vh, Φh ∈ YE . Then
−
∫
Ω
∆T rh φh dx =
∫
Ω
∇Erh · ∇Eφh dx, −
∫
Ω
∆Evh · Φh dx =
∫
Ω
∇ǫvh : ∇ǫΦh dx, (2.10a)
−
∫
Ω
divT vh rh dx =
∫
Ω
vh ·∇Erh dx, −
∫
Ω
divUp[rh,vh]φh dx =
d∑
i=1
∫
Ω
Up(i)[rh,vh] ·ð(i)E φh dx. (2.10b)
The definition of the upwind divergence (2.5) yields a simple corollary of Lemma 2.2.
Corollary 2.3. Let rh ∈ XT ,vh = [v1,h, · · · , vd,h] ∈ YE . Then
∑
K∈T
divUp[rh,vh]K = 0.
The next lemma provides identities necessary to derive the consistency formulation of the proposed
scheme.
Lemma 2.4. It holds for Φ ∈ W 1,1(Ω) that∫
K
divTΠEΦ =
∫
K
divxΦ, K ∈ T . (2.11)
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Proof. From the definition of divT , we know that∫
K
divTΠEΦdx =
d∑
i=1
∑
σ∈Ei(K)
|σ|Π(i)E Φiei · nσ,K =
d∑
i=1
∑
σ∈Ei(K)
∫
σ
Φiei · nσ,K dS(x)
=
∑
σ∈E(K)
∫
σ
Φ · nσ,K dS(x) =
∫
K
divxΦ dx.
Lemma 2.5. Let rh ∈ XT , vh ∈ YE , φ ∈ C2. Then there hold∫
Ω
divUp[rh,vh]ΠT φ dx =
∫
Ω
rhvh · ∇xφ dx+
∫
Ω
rhvh ·
(∇E(ΠT φ)−∇xφ) dx
+
h
2
d∑
i=1
∑
K∈T
∫
K
rh∆
(i)
T (ΠT φ)|vi,h| dx+
h
2
d∑
i=1
∑
K∈T
∫
K
rhð
(i)
E (ΠT φ)∂
(i)
T |vi,h| dx,
(2.12)
d∑
i=1
∫
Ω
{{divUp[rh,vh]}}(i)Π(i)E φ dx =
∫
Ω
rhvh · ∇xφ dx+
∫
Ω
rhvh ·
(∇E(ΠT Π(i)E φ)−∇xφ) dx
+
h
2
d∑
i=1
∑
K∈T
∫
K
rh∆
(i)
T (ΠTΠ
(i)
E φ)|vi,h| dx
+
h
2
d∑
i=1
∑
K∈T
∫
K
rhð
(i)
E (ΠTΠ
(i)
E φ)∂
(i)
T |vi,h| dx.
(2.13)
Proof. First, we use the integration by parts formulae stated in Lemma 2.2 and the equality (2.8) to get
∑
K∈T
∫
K
divUp[rh,vh]ΠT φ dx =
d∑
i=1
∑
σ∈Ei
∫
Dσ
Up(i)[rh,vh]ð
(i)
E (ΠT φ) dx
=
d∑
i=1
∑
σ∈Ei
∫
Dσ
{{rh}}(i) vi,hð(i)E (ΠT φ) dx−
h
2
d∑
i=1
∑
σ∈Ei
∫
Dσ
|vi,h| (ð(i)E rh)ð(i)E (ΠT φ) dx
=
∫
Ω
rhvh · ∇E(ΠT φ) dx+ h
2
d∑
i=1
∑
K∈T
∫
K
rh∂
(i)
T
(
ð
(i)
E (ΠT φ) |vi,h|
)
dx︸ ︷︷ ︸
=I
=
∫
Ω
rhvh · ∇xφ dx+
∫
Ω
rhvh ·
(∇E(ΠT φ)−∇xφ) dx+ I.
Further, using the chain rule, the term I can be written as
I =
h
2
d∑
i=1
∑
K∈T
∫
K
rh∆
(i)
T (ΠT φ)|vi,h| dx+
h
2
d∑
i=1
∑
K∈T
∫
K
rhð
(i)
E (ΠT φ)∂
(i)
T |vi,h| dx
which implies (2.12). The proof of (2.13) is more or less similar, and thus we omit the details.
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We shall also need the following Sobolev–Poincare´–type inequality which can be proved exactly as
in [13, Theorem 11.23].
Lemma 2.6. Let rh > 0 be a scalar function satisfying
0 <
∫
Ω
rh dx = cM ,
∫
Ω
rγh dx ≤ cE for γ > 1,
where the positive constants cM and cE are independent of the mesh parameter h. Then the following
Sobolev–Poincare´–type inequality holds true:
‖vh‖2L6(Ω) ≤ c
∫
Ω
|∇ǫvh|2 dx+ c
(∫
Ω
rh|vh| dx
)2
, (2.14)
for any vh ∈ YE, where the constant c depends on cM , cE but not on the mesh parameter.
In particular, by setting rh ≡ 1 we have
‖vh‖2L6(Ω) ≤ c
(
‖∇ǫvh‖2L2(Ω) + ‖vh‖2L1(Ω)
)
.
Since the convergence proof presented in Section 3 is based on the theory of dissipative measure–
valued solutions (DMV), for completeness, we recall the definition of DMV solution [6, Definition 2.1]
and the related weak–strong uniqueness principle [6, Theorem 4.1] for the compressible Navier–Stokes
equations.
Definition 2.7 (DMV solution). We say that a parametrized family of probability measures {Vt,x}(t,x)∈(0,T )×Ω,
Vt,x ∈ L∞weak
(
(0, T )× Ω; P(Q)
)
, Q =
{
[̺,u]
∣∣∣ ̺ ∈ [0,∞), u ∈ Rd} ,
is a DMV solution of the Navier–Stokes system in (0, T )×Ω with the initial condition V0,x ∈ P(Q) and
dissipative defect D ∈ L∞(0, T ), D ≥ 0, if the following holds:
• [∫
Ω
〈Vt,x; ̺〉φ(t, ·) dx
]t=τ
t=0
=
∫ τ
0
∫
Ω
[〈Vt,x; ̺〉Dtφ+ 〈Vt,x; ̺u〉 · ∇xφ] dx dt
for any 0 ≤ τ ≤ T , and any φ ∈ C1([0, T ]× Ω);
• [∫
Ω
〈Vt,x; ̺u〉Φ(t, ·) dx
]t=τ
t=0
=
∫ τ
0
∫
Ω
[〈Vt,x; ̺u〉DtΦ+ 〈Vt,x; ̺u⊗ u+ p(̺)I〉 : ∇xΦ] dx dt
−
∫ τ
0
∫
Ω
S(∇xu) : ∇xΦ dx dt +
∫ τ
0
〈RM ;∇xΦ〉 dt
for any 0 ≤ τ ≤ T , and any Φ ∈ C1c
(
[0, T ]× Ω;Rd), where
ut,x = 〈Vt,x;u〉 ,u ∈ L2(0, T ;W 1,2(Ω;Rd)), and RM ∈ L1
(
0, T ;M(Ω));
• [∫
Ω
〈
Vt,x; 1
2
̺u2 +H(̺)
〉
dx
]t=τ
t=0
+
∫ τ
0
∫
Ω
S(∇xu) : ∇xu dx dt +D(τ) ≤ 0,
for a.a. 0 ≤ τ ≤ T .The dissipation defect D dominates the concentration measure RM , specifically,∣∣〈RM(τ);φ〉∣∣ . ξ(τ)D(τ)‖φ‖C(Ω), for some ξ ∈ L1(0, T ).
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Theorem 2.8 (DMV weak–strong uniqueness). Let Ω ⊂ Rd, d = 2, 3, be a space–periodic domain.
Suppose the pressure p satisfies (1.2). Let Vt,x be a dissipative measure–valued solution to the barotropic
Navier–Stokes system (1.1) in (0, T ) × Ω with the initial state represented by V0 in the sense specified
in Definition 2.7. Let (̺,u) be a strong solution of (1.1) in (0, T )× Ω belonging to the class
̺,∇x̺,u,∇xu ∈ C([0, T ]× Ω), ∂tu ∈ L2
(
0, T ;C(Ω;Rd)
)
, ̺ > 0.
Then, if the initial states coincide, meaning V0,x = δ(̺(0,x),u(0,x)) for a.a. x ∈ Ω, then the dissipation
defect D = 0, and Vτ,x = δ(̺(τ,x),u(τ,x)) for a.a. τ ∈ (0, T ), x ∈ Ω.
We refer the interested readers to [6] for further discussion about DMV solutions to the compressible
Navier–Stokes equations.
Remark 1. The DMV weak–strong uniqueness result was originally presented for the no-slip boundary
conditions. Note that it can be extended for the periodic boundary conditions in a straightforward manner.
2.4 The numerical scheme
We are now ready to introduce a novel implicit in time Marker-And-Cell (MAC) finite difference scheme
originally proposed by Hosˇek and She [19]. The original scheme was based on the set of point values on
the centers of the elements and edges. Here we slightly reformulate the scheme such that the discrete
problem hold on the whole domain thanks to the piecewise constant extension defined in (2.2).
Definition 2.9 (MAC scheme). Given the discrete initial values(
̺0h,u
0
h
)
= (ΠT ̺0,ΠT u0)
we seek the solution (̺nh,u
n
h) ∈ XT ×YE satisfying
Dt̺
n
h + divUp[̺
n
h,u
n
h]− hα∆T ̺nh = 0, (2.15a)
Dt
{{
̺nhu
n
i,h
}}(i)
+
{{
divUp[̺
n
hu
n
i,h,u
n
h]
}}(i)
+ ð
(i)
E p(̺
n
h)− µ∆Euni,h − (µ+ λ)ð(i)E divT unh
= hα
d∑
j=1
{{
∂
(j)
T
({{
uni,h
}}(j)
(ð
(j)
E ̺
n
h)
)}}(i)
, (2.15b)
for all i = 1, . . . , d, and for all n = 1, . . . , Nt, with the parameter α satisfying
α ∈ (1, 2γ − d/3) for γ ∈ (1, 2), and α > 1 for γ ≥ 2. (2.15c)
We recall from [19] the important properties of the scheme (2.15):
• Existence of solution to (2.15).
Let (̺0h,u
0
h) ∈ XT ×YE be such that ̺0h > 0 (that is ̺0K > 0 for any K ∈ T ). Then there exists
a solution (̺h,uh) = {(̺nh,unh)}Ntn=1 ∈ XT ×YE to the scheme (2.15). We refer the readers to [19,
Theorem 3.7] for the proof.
• Discrete conservation of mass.
Summing (2.15a) over K ∈ T immediately yields the conservation of mass, i.e.,∫
Ω
̺nh dx =
∫
Ω
̺0h dx =M0, n = 1, . . . , Nt.
Indeed, it is a simple consequence of (2.10a) with φ ≡ 1 and Corollary 2.3.
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• Positivity of discrete density.
Any solution (̺nh,u
n
h) ∈ XT ×YE to (2.15) satisfies ̺nh > 0 provided ̺n−1h > 0, n = 1, . . . , Nt.
See [19, Lemma 3.2] for the proof.
2.5 Main results
The first main result is the convergence to the DMV and strong solutions on the lifespan of the latter.
Theorem 2.10 (Convergence). Let {(̺nh,unh)}NTn=1 be a family of numerical solutions obtained by the
scheme (2.15) with ∆t ≈ h for all γ > 1. Let the initial data (̺0,u0) satisfy (1.3). Then, we have the
following convergence results:
• Any Young measure {Vt,x}t,x∈(0,T )×Ω generated by (̺nh,unh) for h → 0 represents a DMV solution
of the Navier–Stokes system (1.1) in the sense of Definition 2.7.
• In addition, suppose that the Navier–Stokes system (1.1) endowed with the initial data (̺0,u0) and
periodic boundary conditions admits a regular solution (̺,u) belonging to the class
̺,∇x̺,u,∇xu ∈ C([0, T ]× Ω), ∂tu ∈ L2
(
0, T ;C(Ω;Rd)
)
, ̺ > 0.
Then
̺h → ̺ (strongly) in Lγ ((0, T )× Ω) , uh → u (strongly) in L2
(
(0, T )× Ω;Rd) .
Note that the existence of the strong solution has been reported in [2]. Further, assuming the
existence of a more regular strong solution and “large” values of γ > d
2
, we deduce the following
convergence rate.
Theorem 2.11 (Convergence rate). Let γ ≥ d
2
. Let (r,U) be a strong solution to the Navier–Stokes
system (1.1) which belongs to the class
r ∈ C2([0, T ]× Ω), r ≤ r(t, x) ≤ r, U ∈ C2([0, T ]× Ω;Rd). (2.16)
Then under the assumptions of Theorem 2.10 there exists a positive number
c = c(M0, E0, r, r, |p′|C1([r,r]), ‖(∇xr, ∂tr, ∂t∇xr, ∂2t r,U,∇xU,∇2xU, ∂tU, ∂t∇xU)‖L∞((0,T )×Ω))
depending tacitly also on T, γ, diam(Ω), |Ω|, such that there holds
sup
0≤n≤N
E(̺nh,u
n
h|rnh ,Unh) + ∆t
N∑
n=1
µ
2
∫
Ω
|∇ǫ(unh −Unh)|2 dx+∆t
N∑
n=1
(µ+ λ)
∫
Ω
|divT (unh −Unh)|2 dx
≤ c
(
hA +
√
∆t + E(̺0h,u
0
h|r(0),U(0))
)
,
where the convergence rate reads
A = min
{
2γ − d
γ
,
1
2
}
. (2.17)
Remark 2. Our Theorem 2.11 states the same convergence rate as [16, Theorem 3.2]. However, we
would like to point out that the reference [16] requires an assumption on the asymptotic behaviour of the
pressure while we do not need it due to the additional artificial diffusion.
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3 Proof of Theorem 2.10: convergence
The strategy of employing the DMV solutions as a tool for the convergence analysis of a numerical
scheme consists of two steps:
i) showing that a sequence of approximate solutions generates a DMV solution
ii) proving convergence to strong solution via the DMV weak–strong uniqueness principle.
Thanks to the DMV weak–strong uniqueness result derived in [6, Theorem 4.1] (see also Theorem 2.8),
for the proof of convergence of numerical solutions towards the strong solution it suffices to show that
a sequence of solutions to the proposed MAC scheme (2.15) generates a DMV solution in the sense
of Definition 2.7. To this end we shall prove the essential properties: energy stability and consistency
of the scheme. We recall some of the necessary estimates from [19], where the stability estimates and
the consistency formulation of the MAC scheme (2.15) in the case of the no-slip boundary condition
were derived for the adiabatic coefficient γ ∈ (1, 2). Note that the space–periodic setting studied in the
present paper causes no major difference in the proof. The main difference lies in applying the Sobolev–
Poincare´–type inequality to bound the discrete velocity in L2(0, T ;L6(Ω)), see (2.14). A second difference
is to complement the proof also for γ ≥ 2.
3.1 Energy stability
The essential feature of any numerical scheme is its stability. We now recall the energy inequality derived
for the scheme (2.15) in the recent work of Hosˇek and She [19].
Lemma 3.1. ([19, Theorem 3.5]) Let p satisfy the pressure law (1.2), and let (̺h,uh) be a numerical
solution obtained by the scheme (2.15). Then, for all m = 1, . . . , Nt, it holds that∫
Ω
(
1
2
̺mh |umh |2 +H(̺mh )
)
dx+ µ∆t‖∇ǫumh ‖L2(Ω) + (µ+ λ)∆t‖divT umh ‖L2(Ω) +
4∑
j=1
Nmj ≤ E0, (3.1)
where E0 =
∫
Ω
(1
2
̺0h|u0h|2 +H(̺0h)
)
dx and Nmj ≥ 0 with
Nm1 = ∆t
m∑
n=1
d∑
i=1
∑
σ∈Ei
∫
Dσ
(
(hα + h|uni,σ|)H′′(̺nh,†)
∣∣∣ð(i)E ̺nh∣∣∣2) dx,
Nm2 = (∆t)
2
m∑
n=1
∫
Ω
H′′(̺n−1,nh )
2
|Dt̺nh|2 dx,
Nm3 = (∆t)
2
m∑
n=1
∫
Ω
̺n−1h
2
∣∣Dtunh∣∣2 dx,
Nm4 =
1
4
∆t h
m∑
n=1
∑
σ∈E
∫
Dσ
̺n,uph |unh · nσ,K |
∣∣∇Eunh∣∣2 dx.
Here ̺n−1,nh ∈ co{̺n−1h , ̺nh}, ̺nh,† ∈ co{̺nK , ̺nL} for any σ = K|L are the remainder terms from the Taylor
expansions.
3.1.1 Uniform bounds
The total energy inequality (3.1) implies the following a priori estimates.
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Corollary 3.2 (Uniform bounds). Let (̺h,uh) be the solution to the scheme (2.15) with the pressure
satisfying (1.2). Then there exists c > 0 dependent on the initial massM0 and energy E0 but independent
of the parameters h and ∆t such that
‖̺hu2h‖L∞L1 . 1, ‖̺h‖L∞Lγ . 1, ‖̺huh‖
L∞L
2γ
γ+1
. 1, (3.2a)
‖divT uh‖L2L2 . 1, ‖∇ǫuh‖L2L2 . 1, ‖uh‖L2L6 . 1, (3.2b)
∆t
∫ T
0
∫
Ω
̺h(t−∆t)|Dtuh|2 dx dt . 1, (3.2c)
h
∫ T
0
∑
σ∈E
∫
Dσ
̺uph |uh · n| |∇Euh|2 dx dt . 1, (3.2d)∫ T
0
∫
Ω
(
(hα + h|uσ|)H′′(̺h,†) |∇E̺h|2
)
dx dt . 1, (3.2e)
where ̺h,† ∈ co{̺K , ̺L} for any σ = K|L ∈ E .
Further, it is convenient to estimate the following norms of the density ̺h and the momentum
mh ≡ ̺huh.
Lemma 3.3. In addition to the assumption of Lemma 3.1, let h ∈ (0, 1). Then there hold
‖̺h‖L2L2 . hβ , β =
{
max
{
−3α+d
6γ
, γ−2
2γ
d
}
, if γ ∈ (1, 2),
0, if γ ≥ 2,
‖̺h‖L2L6/5 . hζ , ζ =
{
max
{
−3α+d
6γ
, γ−2
2γ
d, 5γ−6
6γ
d
}
, if γ ∈ (1, 6
5
),
0, if γ ≥ 6
5
,
‖̺huh‖L2L2 . hβ, β =

−3α+d
6γ
, if γ ∈ (1, 2),
γ−3
3γ
d, if γ ∈ [2, 3),
0, if γ ≥ 3.
(3.3)
Proof. First, for the case γ ≥ 2, it is clear that the first estimate of (3.3) holds. Indeed,
‖̺h‖L2L2 . ‖̺h‖L∞Lγ . 1.
Concerning the case γ ∈ (1, 2) we show the proof in two steps. On one hand a direct application of the
inverse estimate (2.6) leads to
‖̺h‖L2L2 . hd(
1
2
− 1
γ
)‖̺h‖L∞Lγ . hd(
1
2
− 1
γ
).
On the other hand, we may start by recalling the Sobolev inequality for the broken norm [5, Lemma
A.1]
‖fh‖2L6 . ‖fh‖2L2 + ‖∇Efh‖2L2, fh ∈ XT ,
and the algebraic inequality
aγ
(
̺
γ/2
L − ̺γ/2K
)2
≤ ∂
2H(z)
∂̺2
(̺L − ̺K)2, ∀ z ∈ co{̺L, ̺K}, ̺L, ̺K > 0 provided γ ∈ (1, 2).
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Then the estimate of the density jumps (3.2e) indicates that
‖∇E̺γ/2h ‖2L2L2 =
∫ T
0
∫
Ω
|∇E̺γ/2h |2 dx dt .
∫ T
0
∫
Ω
H′′(̺h,†)|∇E̺h|2 dx dt . h−α.
Applying the above inequalities together with the inverse estimate (2.6) and the estimate (3.2a) we
derive
‖̺h‖L1L∞ =
∫ T
0
‖̺γ/2h ‖2/γL∞ dt ≤
∫ T
0
(
h−d/6‖̺γ/2h ‖L6
)2/γ
dt
≤ h−d/(3γ)
∫ T
0
(
‖̺γ/2h ‖2L2 + ‖∇E̺γ/2h ‖2L2
)1/γ
dt ≤ h−d/(3γ)
(
‖̺h‖L1Lγ + ‖∇E̺γ/2h ‖2/γLγ/2L2
)
≤ h−d/(3γ)
(
‖̺h‖L∞Lγ + ‖∇E̺γ/2h ‖2/γL2L2
)
. h−
3α+d
3γ .
Further application of the above inequality together with the Gagliardo–Nirenberg interpolation inequal-
ity, Ho¨lder’s inequality, and the density estimate stated in (3.2a) yields
‖̺h‖L2L2 =
(∫ T
0
‖̺h‖2L2 dt
)1/2
≤
(∫ T
0
‖̺h‖L1‖̺h‖L∞ dt
)1/2
≤ ‖̺h‖1/2L∞L1‖̺h‖1/2L1L∞ . h−
3α+d
6γ .
Collecting the above results finishes the proof of the first estimate of (3.3).
Next, the second estimate of (3.3) can be shown in the following way. First, it is obvious for γ ≥ 6
5
that
‖̺h‖L2L6/5 . ‖̺h‖L∞Lγ . 1.
Second, we show the proof for γ ∈ (1, 6/5) in two steps. On one hand, it is easy to observe that
‖̺h‖L2L6/5 . ‖̺h‖L2L2 . hβ0 , β0 = max
{
−3α + d
6γ
,
γ − 2
2γ
d
}
.
On the other hand, due to the inverse estimates (2.6) we have
‖̺h‖L2L6/5 . ‖̺h‖L∞L6/5 . hd(
5
6
− 1
γ
)‖̺h‖L∞Lγ
which completes the proof of the second estimate of (3.3).
The last estimate of (3.3) can be shown in the following way: if γ ∈ (1, 2)
‖̺huh‖L2L2 . ‖√̺h‖L2L∞‖√̺huh‖L∞L2 = ‖̺h‖1/2L1L∞‖̺hu2h‖1/2L∞L1 . h−
3α+d
6γ .
In the case γ ≥ 3, it follows by Ho¨lder’s inequality
‖̺huh‖L2L2 . ‖̺h‖L∞L3‖uh‖L2L6 . ‖̺h‖L∞Lγ‖uh‖L2L6 . 1.
Finally for γ ∈ [2, 3), we have by inverse estimate (2.6) and Ho¨lder’s inequality that
‖̺huh‖L2L2 . ‖̺h‖L∞L3‖uh‖L2L6 . hd(
1
3
− 1
γ
)‖̺h‖L∞Lγ‖uh‖L2L6 . hd
γ−3
3γ ,
which completes the proof.
Next we report the dissipation estimates on the density.
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Lemma 3.4. ([16, Lemma 4.3]) For any (̺h,uh) satisfying the assumptions of Lemma 3.1 there holds∫ T
0
∑
σ∈E
∫
σ=K|L
(̺K − ̺L)2
max{̺K , ̺L} |uh · n| dS(x) dt ≤ c (3.4)
for c = c(γ, E0) > 0 provided γ ≥ 2.
The following lemma completes the list of useful estimates for the derivation of the consistency
formulation.
Lemma 3.5. Under the assumption of Lemma 3.1 there exists c = c(M0, E0) > 0 independent of h and
∆t such that ∫ T
0
∑
σ∈E
∫
σ=K|L
|J̺hKuh · n| dS(x) dt ≤ chβ, (3.5)
where
β =
{
−1
2
if γ ≥ 6
5
,
−1
2
+ d
2
5γ−6
6γ
, if γ ∈ (1, 6
5
).
Proof. First, for γ ≥ 2 we apply (3.4) and get∫ T
0
∑
σ∈E
∫
σ=K|L
|J̺hKuh · n| dS(x) dt
≤
(∫ T
0
∑
σ∈E
∫
σ=K|L
J̺hK
2
max{̺L, ̺K} |uh · n| dS(x) dt
)1/2(∫ T
0
∑
σ∈E
∫
σ=K|L
|uh · n|max{̺L, ̺K} dS(x) dt
)1/2
. h−1/2‖̺h‖1/2L2L6/5‖uh‖
1/2
L2L6 . h
−1/2
as ‖̺h‖L2L6/5 . ‖̺h‖L∞Lγ ≤ c(E0) provided γ ≥ 2.
Next, for γ ∈ (1, 2) it is easy to check that H′′(̺h,†)(̺h,† + 1) ≥ 1. Thus we derive∫ T
0
∑
σ∈E
∫
σ=K|L
|J̺hKuh · n| dS(x) dt ≤
∫ T
0
∑
σ∈E
∫
σ=K|L
|J̺hKuh · n|
√
H′′(̺h,†)(̺h,† + 1)︸ ︷︷ ︸
≥1
dS(x) dt
≤
(∫ T
0
∑
σ∈E
∫
σ=K|L
H′′(̺h,†) J̺hK2 |uh · n| dS(x) dt
)1/2(∫ T
0
∑
σ∈E
∫
σ=K|L
(̺h,† + 1) |uh · n| dS(x) dt
)1/2
≤ ch−1/2 (‖̺h‖L2L6/5 + 1)1/2 ‖uh‖1/2L2L6 ≤ ch−1/2‖̺h‖1/2L2L6/5 ≤ chβ,
where thanks to the second estimate of Lemma 3.3 β reads
β =
{
−1
2
, if γ ∈ [6
5
, 2),
−1
2
+ d
2
5γ−6
6γ
, if γ ∈ (1, 6
5
).
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3.2 Consistency formulation
Another step towards the convergence of a sequence of approximate solutions is the consistency of the
numerical scheme.
Lemma 3.6. Let the pressure p satisfies (1.2) with γ > 1. Let (̺h,uh) be a solution of the numerical
scheme (2.15) with ∆t ≈ h. Then, for any φ ∈ C2c ([0, T ]× Ω), and any Φ ∈ C2c ([0, T ]× Ω;Rd) it holds
that
−
∫
Ω
̺0hφ(0, ·) dx =
∫ T
0
∫
Ω
[̺h∂tφ+ ̺huh · ∇xφ] dx dt +O(hβ1), β1 > 0; (3.6a)
−
∫
Ω
̺0hu
0
hΦ(0, ·) dx =
∫ T
0
∫
Ω
[̺huh · ∂tΦ+ ̺huh ⊗ uh : ∇xΦ+ phdivxΦ] dx dt
− µ
∫ T
0
∫
Ω
∇ǫuh : ∇xΦ dx dt− (µ+ λ)
∫ T
0
∫
Ω
divT uh : divxΦ dx dt +O(hβ2), β2 > 0. (3.6b)
Proof. First we show the proof for γ ≥ 2 in two steps.
Step 1 – Consistency of density equation. To show the consistency formulation (3.6a) we multiply
the discrete density equation (2.15a) with ΠT φ for φ ∈ C2c ([0, T ] × Ω) and integrate over Ω. In what
follows we handle each term of the product separately.
• Time derivative term. It is easy to calculate
N∑
n=1
∆t
∑
K∈T
∫
K
Dt̺
n
h ΠT φ dx =
N∑
n=1
∆t
∑
K∈T
Dt̺
n
h
∫
K
φ dx =
∫ T
0
∫
Ω
Dt̺h(t)φ(t) dx dt
=
∫ T
0
∫
Ω
̺h(t)− ̺h(t−∆t)
∆t
φ(t) dx dt
=
∫ T
0
∫
Ω
̺h(t)φ(t)
∆t
dx dt−
∫ T−∆t
−∆t
∫
Ω
̺h(t)φ(t+∆t)
∆t
dx dt
=
∫ T
0
∫
Ω
̺h(t)
φ(t)− φ(t+∆t)
∆t
dx dt−
∫ 0
−∆t
∫
Ω
̺h(t)φ(t+∆t)
∆t
dx dt +
∫ T
T−∆t
∫
Ω
̺h(t)φ(t+∆t)
∆t
dx dt
= −
∫ T
0
∫
Ω
̺h(t)
(
∂tφ(t) +
∆t
2
∂ttφ(t
∗)
)
dx dt−
∫
Ω
̺0hφ(0) dx−
∫ ∆t
0
∫
Ω
̺0h
(φ(t)− φ(0))
∆t
dx dt
= −
∫ T
0
∫
Ω
̺h(t)∂tφ(t) dx dt−
∫
Ω
̺0hφ(0) dx+ I0
where I0 = −
∫ T
0
∫
Ω
̺h(t)
∆t
2
∂ttφ(t
∗) dx dt − ∫ ∆t
0
∫
Ω
̺0h∂tφ(t
†) dx dt for suitable t∗, t† ∈ (t, t + ∆t).
Obviously, I0 can be controlled by
|I0| . ∆t‖̺h‖L1L1‖φ‖C2 +∆t‖̺0h‖L1‖φ‖C1 . c (M0, E0, ‖φ‖C2)∆t.
Therefore, we have
N∑
n=1
∆t
∑
K∈T
∫
K
Dt̺
n
h ΠT φ dx+
∫ T
0
∫
Ω
̺h∂tφ dx dt +
∫
Ω
̺0φ(0) dx ≤ c (M0, E0, ‖φ‖C2)∆t.
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• Convective term. Setting rh = ̺h in (2.12) for the convective term, we get
N∑
n=1
∆t
∑
K∈T
divUp(̺h,uh) (|K|ΠT φ) dx =
∫ T
0
∫
Ω
̺huh · ∇xφ dx dt + I1 + I2 + I3,
where
I1 =
∫ T
0
∫
Ω
̺huh ·
(∇E(ΠT φ)−∇xφ) dx dt,
I2 =
∫ T
0
h
2
d∑
i=1
∑
K∈T
∫
K
̺h∆
(i)
T (ΠT φ)|ui,h| dx dt,
I3 =
∫ T
0
h
2
d∑
i=1
∑
K∈T
∫
K
̺hð
(i)
E (ΠT φ)∂
(i)
T |ui,h| dx dt.
The terms Ii, i = 1, 2, 3 can be controlled as follows
|I1| . h‖̺h‖L2L6/5‖uh‖L2L6‖φ‖C2 . c(E0, ‖φ‖C2)h,
|I2| . h‖̺h‖L2L6/5‖uh‖L2L6‖φ‖C2 . c(E0, ‖φ‖C2)h,
|I3| . h‖̺h‖L2L2‖divT uh‖L2L2‖φ‖C2 . c(E0, ‖φ‖C2)h,
where we have used Ho¨lder’s inequality, Lemma 2.1 and the uniform bounds (3.2).
• Artificial diffusion term. Using the integration by parts formula (2.10a) twice together with
the estimate (2.9c) yields
N∑
n=1
∆t
∑
K∈T
hα∆T ̺
n
h (|K|ΠT φ) = hα
∫ T
0
∫
Ω
∆T ̺hφ dx dt = h
α
∫ T
0
∫
Ω
̺h∆T φ dx dt
. hα‖̺h‖L1L1‖φ‖C2 ≤ c(E0, ‖φ‖C2)hα.
Collecting the above proves (3.6a) for γ ≥ 2.
Step 2 – Consistency of momentum equation. To show the consistency formulation (3.6b), we
multiply the discrete momentum equation (2.15b) with ΠEΦ for Φ = (Φ1, . . . ,Φd) ∈ C2c ([0, T ]× Ω;Rd)
and integrate over Ω. Then we proceed analogously as in Step 1.
• Time derivative term. Similarly as in Step 1, we have
N∑
n=1
∆t
d∑
i=1
∑
σ∈Ei
∫
Dσ
{Dt(̺hui,h)} (i)Π(i)E Φi dx =
∫ T
0
∑
K∈T
∫
K
Dt(̺huh) ·Φ dx dt + I0
=
∫ T
0
∫
Ω
̺huh · ∂tΦ dx dt−
∫
Ω
̺0hu
0
h ·Φ(0) dx
where
I0 = −∆t
2
∫ T
0
∫
Ω
̺h(t)uh · ∂ttΦ(t∗) dx dt−
∫ ∆t
0
∫
Ω
̺0hu
0
h · ∂tΦ(t†) dx dt
for suitable t∗, t† ∈ (t, t+∆t). Obviously
|I0| . ∆t‖̺huh‖L1L1‖Φ‖C2 +∆t‖̺0hu0h‖L1‖Φ‖C1 . c (E0, ‖̺0‖L2, ‖u0‖L2, ‖Φ‖C2)∆t.
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Consequently, we have
N∑
n=1
∆t
d∑
i=1
∑
σ∈Ei
∫
Dσ
{Dt(̺hui,h)} (i)Π(i)E Φi dx+
∫ T
0
∫
Ω
̺huh · ∂tΦdx dt +
∫
Ω
̺0u
0
h ·Φ(0) dx
. c (E0, ‖Φ‖C2)∆t.
• Convective term. Setting (rh, φ) = (̺huj,h,Φj) in (2.13) for the convective term, we get
d∑
j=1
∫ T
0
∫
Ω
{divUp[̺huj,h,uh]}}(i)Π(i)E Φj dx dt =
∫ T
0
∫
Ω
(rhuh ⊗ uh) : ∇xΦ dx dt + I1 + I2 + I3,
where
I1 =
d∑
j=1
∫ T
0
∫
Ω
̺huj,huh ·
(∇E(ΠTΠ(i)E Φj)−∇xΦj) dx dt,
I2 =
d∑
j=1
∫ T
0
h
2
d∑
i=1
∑
K∈T
∫
K
̺huj,h∆
(i)
T (ΠTΠ
(i)
E Φj)|ui,h| dx dt,
I3 =
d∑
j=1
∫ T
0
h
2
d∑
i=1
∑
K∈T
∫
K
̺huj,hð
(i)
E (ΠTΠ
(i)
E Φj)∂
(i)
T |ui,h| dx dt.
Employing Lemma 3.3 with γ ≥ 2, the terms Ii, i = 1, 2, 3, can be controlled as follows
|I1| . h‖̺hu2h‖L1L1‖φ‖C2 . c(E0, ‖φ‖C2)h,
|I2| . h‖̺huh‖L2L2‖uh‖L2L6‖φ‖C2 . c(E0, ‖φ‖C2)h,
|I3| . h‖̺huh‖L2L2‖divT uh‖L2L2‖φ‖C2 . c(E0, ‖φ‖C2)h,
where we have used Ho¨lder’s inequality and the uniform bounds (3.2).
• Pressure term. By (2.11) and the integration by parts formula (2.10b), we have
N∑
n=1
∆t
d∑
i=1
∑
σ∈Ei
∫
Dσ
ð
(i)
E p(̺
n
h) Π
(i)
E Φi dx = −
∫ T
0
∑
K∈T
∫
K
p(̺h)divTΠEΦdx dt
= −
∫ T
0
∫
Ω
p(̺h) divxΦ dx dt.
• Diffusion term. Analogously as the pressure term, we have
−
N∑
n=1
∆t
d∑
i=1
∑
σ∈Ei
∫
Dσ
ð
(i)
E divT u
n
h Π
(i)
E Φi dx = +
∫ T
0
∫
Ω
divT uh divxΦ dx dt.
Next, employing the integration by parts formula (2.10b) we can write
−
N∑
n=1
∆t
d∑
i=1
∑
σ∈Ei
∫
Dσ
∆Eu
n
i,hΠ
(i)
E Φi dx =
∫ T
0
∫
Ω
∇ǫuh : ∇ǫΠEΦdx
=
∫ T
0
∫
Ω
∇ǫuh : ∇xΦdx+
∫ T
0
∫
Ω
∇ǫuh : (∇ǫΠEΦ−∇xΦ) dx︸ ︷︷ ︸
=R
,
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where Ho¨lder’s inequality and the estimate (2.9b) imply
|R| . ‖∇ǫuh‖L2L2‖∇ǫΠEΦ−∇xΦ‖L2L2 . c(E0, ‖Φ‖C2) h.
• Artificial diffusion term. We apply (2.10b), Lemma 2.1 and 3.3 and chain rule to get
hα
N∑
n=1
∆t
d∑
i=1
∑
σ∈Ei
∫
Dσ
d∑
j=1
{{
∂
(j)
T
({{
uni,h
}}(j)
(ð
(j)
E ̺
n
h)
)}}(i)
Π
(i)
E Φi dx
= hα
∫ T
0
d∑
i=1
d∑
j=1
∫
Ω
∂
(j)
T
({{
uni,h
}}(j)
(ð
(j)
E ̺h)
)
Π
(i)
E Φi dx dt
= −hα
∫ T
0
d∑
i=1
d∑
j=1
∫
Ω
{{
uni,h
}}(j)
(ð
(j)
E ̺h)ð
(j)
E Π
(i)
E Φi dx dt
= hα
∫ T
0
d∑
i=1
d∑
j=1
∫
Ω
̺h∂
(j)
T
({{
uni,h
}}(j)
ð
(j)
E Π
(i)
E Φi
)
dx dt
= hα
∫ T
0
d∑
i=1
d∑
j=1
∫
Ω
̺h∂
(j)
T
({{
uni,h
}}(j))
ð
(j)
E Π
(i)
E Φi dx dt
+ hα
∫ T
0
d∑
i=1
d∑
j=1
∫
Ω
̺h
{{
uni,h
}}(j)
∂
(j)
T
(
ð
(j)
E Π
(i)
E Φi
)
dx dt
. hα‖̺h‖L2L2 (‖∇ǫuh‖L2L2‖Φ‖C1 + ‖uh‖L2L2‖Φ‖C2)
. c(E0, ‖Φ‖C2)hα.
Collecting the estimates of Step 2 proves (3.6b) and finishes the whole consistency proof for γ ≥ 2.
Concerning γ ∈ (1, 2), the consistency of the numerical scheme (2.15) with the no-slip boundary condi-
tions was shown in [19, Theorems 4.6 and 4.7]. Note that the proof remains the same for the periodic
boundary conditions, thus we omit it here.
3.3 Convergence to DMV solution
We aim to pass to the limit with the discretization parameter h → 0 to show the convergence of a
sequence of numerical solutions to the DMV solution. Having established the two essential prerequisites,
i.e. stability estimates and consistency formulation in Lemmas 3.1 and 3.6, respectively, the convergence
proof can be done analogously as in our recent work [10] or the pioneering paper [8], in which the same
strategy was used. For completeness we briefly recall the main steps.
Weak limit. First, the energy estimates (3.1) yield, at least for suitable subsequences (not relabelled),
̺h → ̺ weakly-(*) in L∞(0, T ;Lγ(Ω)), ̺ ≥ 0,
uh,uh → u weakly in L2((0, T )× Ω;Rd),where u ∈ L2(0, T ;W 1,2(Ω)),
∇ǫuh →∇xu weakly in L2((0, T )× Ω;Rd×d),
divT uh → divxu weakly in L2((0, T )× Ω),
̺huh → ˜̺u weakly-(*) in L∞(0, T ;L 2γγ+1 (Ω;Rd)),
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̺h(uh ⊗ uh) + p(̺h)I→ {̺u⊗ u+ p(̺)I} weakly-(*) in [L∞(0, T ;M(Ω))]d×d ,
where ·˜ and {·} denote the L1-weak limit and the L∞(M(Ω))-weak-(*) limit, respectively.
Young measure generated by numerical solutions. According to the weak convergence state-
ment, we can conclude that the family of numerical solutions (̺h,uh) = {(̺nh,unh)}Ntn=1 generates a Young
measure
Vt,x ∈ L∞((0, T )× Ω;P([0,∞)×Rd)) for a.a. (t, x) ∈ (0, T )× Ω, with V0,x = δ[̺0(x),u0(x)]
such that
〈Vt,x, g(̺,u)〉 = g˜(̺,u)(t, x) for a.a. (t, x) ∈ (0, T )× Ω,
whenever g ∈ C([0,∞)×Rd), and
g(̺h,uh)→ g˜(̺,u) weakly in L1((0, T )× Ω).
We refer the reader to, e.g., [1, 25] for more details on a parametrized measure Vt,x.
Passing to the limit. We pass to the limit with h→ 0 in the consistency formulation (3.6) and the
energy inequality (3.1) to get[∫
Ω
〈Vt,x; ̺〉φ(τ, ·) dx
]t=τ
t=0
=
∫ τ
0
∫
Ω
[〈Vt,x; ̺〉 ∂tφ+ 〈Vt,x, ̺u〉 · ∇xφ] dx dt (3.7)
for any 0 ≤ τ ≤ T and any φ ∈ C∞([0, T ]× Ω);[∫
Ω
〈Vt,x; ̺u〉 ·Φ(0, ·) dx
]t=τ
t=0
=
∫ τ
0
∫
Ω
[
〈Vt,x; ̺u〉 · ∂tΦ+ 〈Vt,x; ̺u⊗ u+ p(̺)I〉 : ∇xΦ
]
dx dt
−
∫ τ
0
∫
Ω
S(∇xu) : ∇xΦdx dt +
∫ τ
0
∫
Ω
R : ∇xΦ dx dt
(3.8)
for any 0 ≤ τ ≤ T , Φ ∈ C∞c ([0, T ]× Ω;Rd), where R is the concentration remainder,
R = {̺u⊗ u+ p(̺)I} − 〈Vt,x; ̺u⊗ u+ p(̺)I〉 ∈ [L∞(0, T ;M(Ω))]d×d;[∫
Ω
1
2
〈Vt,x; ̺u2 +H(̺)〉 dx]t=τ
t=0
+
∫ τ
0
∫
Ω
S(∇xu) : ∇xΦdx dt +D(τ) ≤ 0 (3.9)
for a.e. τ ∈ [0, T ], where D is the dissipation defect
D(τ) = lim
h→0
∫
Ω
(
1
2
̺h|uh|2 +H(̺h)
)
dx−
∫
Ω
〈
Vτ,x; 1
2
̺|u|2 +H(̺)
〉
dx
+ lim
h→0
µ
∫ τ
0
∫
Ω
|∇ǫuh|2 dx dt− µ
∫ τ
0
∫
Ω
|∇xu|2 dx dt
+ lim
h→0
(µ+ λ)
∫ τ
0
∫
Ω
|divT uh|2 dx dt− (µ+ λ)
∫ τ
0
∫
Ω
|divxu|2 dx dt,
which, using [6, Lemma 2.1], can be shown to satisfy∫ τ
0
‖R‖M(Ω) dt . D(τ). (3.10)
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The detailed passage to the limit can be found in our recent work [10]. Based on relations (3.7)–(3.10)
we finally conclude that the Young measure {Vt,x}t,x∈(0,T )×Ω represents a DMV solution of the Navier–
Stokes system (1.1) in the sense of Definition 2.7 which proves the first result of Theorem 2.10. The
second result is an immediate consequence of Theorem 2.8.
4 Proof of Theorem 2.11: convergence rate
The proof of error estimates via the relative energy functional requires the derivation of three estimates,
namely
i) consistency error: the identity (inequality) satisfied by a strong solution;
ii) discrete relative energy: the discrete counterpart of the continuous version of the relative energy
inequality;
iii) approximate relative energy: approximation of the discrete relative energy with a particularly
chosen discrete test functions and suitably transformed terms.
Application of the Gronwall inequality on a suitable combination of the approximate relative energy
inequality and the consistency error shall yield the desired convergence rate at the end of this section.
We start the proof by reporting the consistency error satisfied by a strong solution from [16, Lemma
7.1] (see also [17, Lemma 7.1]).
Lemma 4.1 (Consistency error). Let (̺h,uh) ∈ XT ×YE and uh satisfy the estimates (3.2b), i.e.,
‖divT uh‖L2L2 . 1, ‖∇ǫuh‖L2L2 . 1, ‖uh‖L2L6 . 1.
Let (r,U) be a solution of the Navier–Stokes system (1.1) that belongs to the class (2.16). Then for any
m = 1, . . . , Nt and (rh,Uh) := (ΠT r,ΠEU) the following identity holds true:
5∑
i=1
Ji +Rmh = 0,
where |Rmh | . h+∆t and
J1 = ∆t
m∑
n=1
µ
∫
Ω
∇ǫUnh : ∇ǫ(unh −Unh) dx+∆t
m∑
n=1
(µ+ λ)
∫
Ω
divTU
n
h : divT (u
n
h −Unh) dx,
J2 = ∆t
m∑
n=1
∫
Ω
rn−1h DtU
n
h
(
unh −U
n
h
)
dx,
J3 = ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
rn,uph
(
u
n,up
h −U
n,up
h
) · (Unh −Unh)(Un,uph · nσ,K) dS(x),
J4 = ∆t
m∑
n=1
∫
Ω
p(rnh)[divxU]
n dx, J5 = ∆t
m∑
n=1
∫
Ω
p′(rnh)u
n
h · [∇xr]n dx.
(4.1)
Next, recalling [16, Lemma 8.1] (see also [17, Lemma 8.1]) we have the following estimates.
Lemma 4.2. Let (̺h,uh) ∈ XT ×YE satisfy the uniform bounds stated in Corollary 3.2. Let (r,U) be
a solution to the Navier–Stokes system (1.1) that belongs to the class (2.16). Then it holds that
6∑
i=1
Qi +
5∑
i=1
Ji = Ph,
23
where |Ph| ≤ c∆t
∑m
n=1 E(̺
n
h,u
n
h|rnh ,Unh) + cδ∆t
∑m
n=1‖∇ǫ(unh − Unh)‖L2 with δ sufficiently small with
respect to µ, and
Q1 = −∆t
m∑
n=1
µ
∫
Ω
∇ǫUnh : ∇ǫ(unh −Unh) dx−∆t
m∑
n=1
(µ+ λ)
∫
Ω
divTU
n
h : divT (u
n
h −Unh) dx,
Q2 = ∆t
m∑
n=1
∫
Ω
̺n−1h DtU
n
h
(
U
n
h − unh
)
dx,
Q3 = ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) · (Unh −Unh)(Un,uph · nσ,K) dS(x),
Q4 = −∆t
m∑
n=1
∫
Ω
p(̺nh)[divxU]
n dx, Q5 = ∆t
m∑
n=1
∫
Ω
(rnh − ̺nh)
p′(rnh)
rnh
[∂tr]
n dx,
Q6 = −∆t
m∑
n=1
∫
Ω
̺nh
p′(rnh)
rnh
unh · [∇xr]n dx.
(4.2)
4.1 Exact relative energy inequality
In this section, we derive the relative energy on the discrete level.
Lemma 4.3 (Discrete relative energy). Let (̺h,uh) ∈ XT ×YE be a solution to the MAC scheme (2.15).
Then for any (rh,Uh) ∈ XT ×YE , rh > 0, and for m = 1, . . . Nt it holds∫
Ω
1
2
(
̺mh |umh −Umh |2 − ̺0h|u0h −U0h|2
)
dx+
∫
Ω
(
E(̺mh |rmh )− E(̺0h|r0h)
)
dx
+∆t
m∑
n=1
µ
∫
Ω
|∇ǫ(unh −Unh)|2 dx+∆t
m∑
n=1
(µ+ λ)
∫
Ω
|divT (unh −Unh)|2 dx+
8∑
i=1
Ti ≤ 0,
(4.3)
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where Ti =
m∑
n=1
∆t T ni and T
n
i read
T n1 = µ
∫
Ω
∇ǫUnh : ∇ǫ(unh −Unh) dx+ (µ+ λ)
∫
Ω
divTU
n
h : divT (u
n
h −Unh) dx,
T n2 = −
∫
Ω
̺n−1h DtU
n
h
(
U
n−1
h +U
n
h
2
− un−1h
)
dx,
T n3 =
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
({{
U
n
h
}}− un,uph ) ·Unh(unh · nσ,K) dS(x),
T n4 =
∑
K∈T
∑
σ∈E(K)
∫
σ
p(̺nh)(U
n
h · nσ,K) dS(x),
T n5 = −
∫
Ω
rnh − ̺nh
∆t
(
H ′(rnh)−H ′(rn−1h )
)
dx,
T n6 = −
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph H
′(rn−1h )(u
n
h · nσ,K) dS(x),
T n7 = h
α
∫
Ω
∆T ̺
n
hH
′(rn−1h ) dx,
T n8 = h
α
∫
Ω
∇E̺nh · ∇EUnh ·
{{
U
n
h − unh
}}
dx.
Proof. We multiply the discrete density equation (2.15a) by 1
2
(|Unh|2 − |unh|2) and (H ′(̺nh)−H ′(rn−1h )).
Then we multiply the discrete momentum equation (2.15b) by
(
uni,h − Uni,h
)
, and sum over i = 1, . . . , d.
We integrate the resulting equations over Ω to get
0 =
∫
Ω
Dt̺
n
h
|Unh|2 − |unh|2
2
dx+
∫
Ω
divUp[̺
n
h,u
n
h]
|Unh|2 − |unh|2
2
dx− hα
∫
Ω
∆h̺
n
h
|Unh|2 − |unh|2
2
dx
=:
3∑
k=1
Ik,
0 =
∫
Ω
Dt̺
n
h
(
H ′(̺nh)−H ′(rn−1h )
)
dx+
∫
Ω
divUp[̺
n
h,u
n
h]
(
H ′(̺nh)−H ′(rn−1h )
)
dx
− hα
∫
Ω
∆h̺
n
h
(
H ′(̺nh)−H ′(rn−1h )
)
dx =:
6∑
k=4
Ik,
0 =
∫
Ω
Dt
{{
̺nhu
n
h
}} · (unh −Unh) dx+ ∫
Ω
{{
divUp[̺
n
hu
n
h,u
n
h]
}} · (unh −Unh) dx+ ∫
Ω
∇Ep(̺nh) · (unh −Unh) dx
−
∫
Ω
(
µ∆Eu
n
h + (µ+ λ)∇E(divT unh)
) · (unh −Unh) dx
− hα
d∑
i=1
∫
Ω
d∑
j=1
{{
∂
(j)
T
({{
uni,h
}}(j)
(ð
(j)
E ̺
n
h)
)}}(i) (
uni,h − Uni,h
)
dx =:
11∑
k=7
Ik.
Now we sum up all Ik terms and derive the desired inequality in 7 steps:
• The sum of I1 and I7 yields T n2 :
I1 + I7 =
1
2∆t
∫
Ω
[
̺nh|unh −U
n
h|2 − ̺n−1h |un−1h −U
n−1
h |2
]
dx
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+
1
2∆t
∫
Ω
̺n−1h
(
|un−1h −U
n−1
h |2 + |unh|2 − |U
n
h|2 − 2un−1h unh + 2un−1h U
n
h
)
dx
=
1
2∆t
∫
Ω
[
̺nh|unh −U
n
h|2 − ̺n−1h |un−1h −U
n−1
h |2
]
dx+ T n2 +D1,
where
D1 =
1
2∆t
∫
Ω
̺n−1h |un−1h − unh|2 dx ≥ 0.
• Term I4 results in T n5 :
I4 =
1
∆t
∫
Ω
[
H(̺nh)−H(̺n−1h ) +
1
2
H ′(̺∗h)(̺
n
h − ̺n−1h )2
]
dx+
1
∆t
∫
Ω
(̺n−1h − ̺nh)H ′(rn−1h ) dx
=
1
∆t
∫
Ω
E(̺nh|rnh)− E(̺n−1h |rn−1h ) dx+ T n5 +D2,1 +D2,2,
where
D2,1 =
1
2∆t
∫
Ω
H ′(̺∗h)(̺
n
h − ̺n−1h )2 dx ≥ 0,
D2,2 =
1
∆t
∫
Ω
[
H(rnh)−H(rn−1h )−H ′(rn−1h )(rnh − rn−1h )
]
dx =
1
2∆t
∫
Ω
H ′′(r∗h)(r
n
h − rn−1h )2 dx ≥ 0.
• Term T n3 comes from adding I2 and I8 together:
I2 + I8 =
∑
K∈T
∑
σ∈E(K)
∫
σ
[
̺n,uph u
n,up
h · (unh −U
n
h)− ̺n,uph
|unh|2 − |U
n
h|2
2
]
unh · nσ,K dS(x)
=
∑
σ=K|L∈E
∫
σ
̺nK [u
n
h · nσ,K ]+
(
1
2
|unK − unL|2 + (U
n
K −U
n
L)
(
U
n
K +U
n
L
2
− unK
))
dS(x)
+
∑
σ=K|L∈E
∫
σ
̺nL[u
n
h · nσ,L]+
(
1
2
|unL − unK |2 + (U
n
L −U
n
K)
(
U
n
L +U
n
K
2
− unL
))
dS(x)
= T n3 +D3,
where
D3 =
1
2
∑
σ=K|L∈E
∫
σ
̺n,uph |unK − unL|2|unh · nσ,K | dS(x) ≥ 0.
• The sum of I5 and I9 yields both T n4 and T n6 :
I5 + I9 =
∑
K∈T
∑
σ∈E(K)
∫
σ
[
̺n,uph (H
′(̺nh)−H ′(rn−1h ))unh · nσ,K − p(̺nh)(unh −Unh) · nσ,K
]
dS(x)
= T n6 + T
n
4 +D4,
where
D4 =
∑
K∈T
∑
σ∈E(K)
∫
σ
(
̺n,uph H
′(̺nh)− p(̺nh)
)
unh · nσ,K dS(x)
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=
∑
σ=K|L∈E
∫
σ
[unh · nσ,K ]+(H(̺nK)−H ′(̺nL)(̺nK − ̺nL)−H(̺nL)) dS(x)
+
∑
σ=K|L∈E
∫
σ
[unh · nσ,L]+(H(̺nL)−H ′(̺nK)(̺nL − ̺nK)−H(̺nK)) dS(x) ≥ 0.
• The sum of I3 and I11 gives exactly T n8 :
I3 + I11 = −hα
∫
Ω
∆T ̺
n
h
|Unh|2 − |unh|2
2
− hα
d∑
i=1
{{
d∑
j=1
∂
(j)
T
( {{
uni,h
}}(j)
ð
(j)
E ̺
n
h
)}}(i)
(uni,h − Uni,h) dx
=
hα
2
∫
Ω
∇E̺nh · ∇E
(|Unh|2 − |unh|2) dx+ hα d∑
i=1
d∑
j=1
∫
Ω
{{
uni,h
}}(j)
ð
(j)
E ̺
n
hð
(j)
E (u
n
i,h − Uni,h) dx
= hα
d∑
i=1
d∑
j=1
∫
Ω
ð
(j)
E ̺
n
hð
(j)
E U
n
i,h
{{
Uni,h
}}(j)
dx− hα
d∑
i=1
d∑
j=1
∫
Ω
{{
uni,h
}}(j)
ð
(j)
E ̺
n
hð
(j)
E U
n
i,h dx = T
n
8 .
• Term I6 results in T n7 :
I6 = T
n
7 +D5,
where
D5 = h
α
∑
K∈T
∑
σ∈E(K)
∫
σ
∇E̺nh · ∇EH ′(̺nh) dS(x) = hα
∑
K∈T
∑
σ∈E(K)
∫
σ
|∇E̺nh|2H ′′(̺nh,†) dS(x) ≥ 0.
• Finally, by rewriting I10 in a convenient way we get T n1 :
I10 = µ
∫
Ω
|∇ǫ(unh −Unh)|2 dx+ (µ+ λ)
∫
Ω
|divT (unh −Unh)|2 dx+ T n1 .
Collecting all the above calculations and summing them up for all times steps i = 1, . . . , m finishes
the proof.
4.2 Approximate relative energy inequality
In this subsection, we further analyse the inequality derived in Lemma 4.3 (for the numerical solution).
The aim is to derive the Qi terms stated in Lemma 4.2 (for the strong solution) from the Ti terms, such
that we can use the result of Lemmas 4.1 and 4.2 to estimate the relative energy between the numerical
and strong solutions. To this end, the test function pair (rh,Uh) in Lemma 4.3 must be chosen properly,
see the result below.
Lemma 4.4 (Approximate relative energy). Let (̺h,uh) ∈ XT × YE be a solution to scheme (2.15),
and let (rh,Uh) := (ΠT r,ΠEU) for (r,U) be a strong solution to the system (1.1) that belongs to the
class (2.16). Then there exists a positive constant
c = c(M0, E0, r, r, |p′|C([r,r]), ‖(∇xr, ∂tr, ∂t∇xr, ∂2t r,U,∇xU,∇2xU, ∂tU, ∂t∇xU)‖L∞(Ω))
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such that for all m = 1, . . . , Nt it holds
E(̺mh ,u
m
h |rmh ,Umh )− E(̺0h,u0h|rh(0),Uh(0)) + ∆t
m∑
n=1
µ
∫
Ω
|∇ǫ(unh −Unh)|2 dx
+∆t
m∑
n=1
(µ+ λ)
∫
Ω
|divT (unh −Unh)|2 dx ≤
6∑
i=1
Qi +R
m
h +G
m,
where Qi, i = 1, . . . , 6 are given in (4.2) and
|Gm| ≤ c∆t
m∑
n=1
E(̺nh,u
n
h|rnh ,Unh), |Rmh | ≤ c(
√
∆t + hA), A =
{
2γ−d
γ
if γ ∈ [3
2
, 2),
1
2
if γ ≥ 2.
Proof. We start the proof from the inequality (4.3) derived in the previous Lemma 4.3. We only need
to deal with the terms Ti, i = 1, . . . , 8, as the other terms will remain the same.
• We keep the term T1 unchanged and set Q1 = −T1.
• The second term T2 can be rewritten as
−T2 = ∆t
m∑
n=1
∫
Ω
̺n−1h DtU
n
h
(
U
n−1
h +U
n
h
2
− un−1h ±
1
2
U
n
h ± unh
)
dx =
= Q2 +
1
2
∆t
m∑
n=1
∫
Ω
̺n−1h DtU
n
h(U
n−1
h −U
n
h) dx+∆t
m∑
n=1
∫
Ω
̺n−1h DtU
n
h(u
n
h − un−1h ) dx︸ ︷︷ ︸
=:R1
,
where by the interpolation estimate (2.9c) and the uniform bounds (3.2) we have
|R1| =
∣∣∣∣∣12∆t
m∑
n=1
∫
Ω
̺n−1h DtU
n
h(U
n−1
h −U
n
h) dx+∆t
m∑
n=1
∫
Ω
̺n−1h DtU
n
h(u
n
h − un−1h ) dx
∣∣∣∣∣
. ∆t‖̺h‖L∞L1‖∂tU‖2L∞W 1,∞ + ‖̺h‖1/2L1L1‖∂tU‖L∞W 1,∞
(∫ T
0
∫
Ω
̺n−1h
|unh − un−1h |2
(∆t)2
(∆t)2 dx dt
)1/2
. c(E0, ‖U‖C2)∆t.
• From the third term T3 we get
−T3 = −∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
({{
U
n
h
}}− un,uph ) ·Unh(unh · nσ,K) dS(x)
= −∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) ·Unh(unh · nσ,K) dS(x) +R2,1,
where
R2,1 = ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h −
{{
U
n
h
}}) ·Unh(unh · nσ,K) dS(x)
=
∆t
2
m∑
n=1
∑
σ=K|L∈E
∫
σ
[
̺nK |UnK −UnL|2[unh · nσ,K ]+ + ̺nL|UnK −UnL|2[unh · nσ,L]+
]
dS(x).
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Seeing the equality∑
K∈T
∑
σ∈E(K)
∫
σ
fuph ·Unh(unh · nσ,K) dS(x) = 0 for fuph = ̺n,uph
(
U
n,up
h − un,uph
)
we have
−T3 = ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) · (Unh −Unh)(unh · nσ,K) dS(x) +R2,1
= ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) · (Unh −Unh)(Un,uph · nσ,K) dS(x) +R2,1 +R2,2
= Q3 +R2,1 +R2,2,
where
R2,2 = ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) · (Unh −Unh)(Un,uph − unh) · nσ,K dS(x)
= ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) · (Unh −Unh)(Un,uph − un,uph ) · nσ,K dS(x)
+ ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph
(
U
n,up
h − un,uph
) · (Unh −Unh)(un,uph − unh) · nσ,K dS(x)
= R2,2,1 +R2,2,2.
Given γ ≥ d
2
> 6
5
, we get
|R2,1| . h‖̺h‖L2L6/5‖uh‖L2L6(‖∇xU‖L∞L∞)2 . c(E0, ‖U‖C1)h,
by using Ho¨lder’s inequality, the uniform bounds (3.2) and the trace inequality (2.7). Further, by
a similar argument it holds
|R2,2,1| . c(‖U‖C1)∆t
m∑
n=1
E(̺nh,u
n
h|rn,Un),
and
|R2,2,2| . ‖U‖C1‖√̺h‖L∞L2γ∆t
m∑
n=1
E(̺nh,u
n
h|rn,Un)1/2‖un,uph − unh‖Lq
. ‖U‖C1‖̺h‖1/2L∞Lγ
(
h2d(
1
q
− 1
2)h2‖∇ǫuh‖2L2L2 +∆t
m∑
n=1
E(̺nh,u
n
h|rn,Un)
)
. c(E0, ‖U‖C1)h
2γ−d
γ + c(E0, ‖U‖C1)∆t
m∑
n=1
E(̺nh,u
n
h|rn,Un),
where we have also used Young’s inequality. Here q = 2γ
γ−1 ∈ (2, 6) provided γ > d2 .
29
• The fourth term T4 directly yields
−T4 = −∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
p(̺nh)divxUh dS(x) = −∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
p(̺nh)[divxU]
n dS(x)
= Q4.
• We proceed with the fifth term T5 and obtain
−T5 = ∆t
m∑
n=1
∫
Ω
rnh − ̺nh
∆t
(
H ′(rnh)−H ′(rn−1h )
)
dx
= ∆t
m∑
n=1
∫
Ω
rnh − ̺nh
∆t
(
H ′′(rnh)(r
n
h − rn−1h )−
H ′′′(rn,⋆h )
2
(rnh − rn−1h )2
)
dx
= Q5 +R3,1 +R3,2,
where
R3,1 = −∆t
m∑
n=1
∫
Ω
rnh − ̺nh
∆t
H ′′′(rn,⋆h )
2
(rnh − rn−1h )2 dx,
R3,2 = ∆t
m∑
n=1
∫
Ω
(rnh − ̺nh)
p′(rnh)
rnh
(Dtr
n
h − [∂tr]n) dx.
The two residual terms can be estimated as follows
|R3,1| . ∆t‖rh − ̺h‖L1L1 |p′|C1([r,r])‖∂tr‖L∞L∞ . c(M0, ‖p‖C2([r,r]), ‖r‖C1)∆t,
|R3,2| . ∆t‖rh − ̺h‖L∞L1 |p′|C1([r,r])
(‖∂2t r‖L∞L∞ + ‖∂t∇xr‖L∞L∞).
• Term T6 yields Q6 after a suitable manipulation and estimating three residual terms. Indeed,
−T6 = ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺n,uph H
′(rn−1h )(u
n
h · nσ,K) dS(x),
= ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺nh
(
H ′(rn−1h )−H ′(ΠErn−1)
)
(unh · nσ,K) dS(x)
+ ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
(̺n,uph − ̺nh)
(
H ′(rn−1h )−H ′(ΠErn−1)
)
(unh · nσ,K) dS(x)︸ ︷︷ ︸
R4,1
= ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺nhH
′′(rn−1h )(r
n−1
h − ΠErn−1)(unh · nσ,K) dS(x) +R4,1
− ∆t
2
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺nhH
′′′(rnh,†)(r
n−1
h − ΠErn−1)2(unh · nσ,K) dS(x)︸ ︷︷ ︸
R4,2
= −∆t
m∑
n=1
∫
Ω
̺nhH
′′(rn−1h )u
n
h · [∇xr]n−1 dx+R4,1 +R4,2
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+∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺nhH
′′(rn−1h )(r
n−1
h − ΠErn−1)(unh − unh) · nσ,K dS(x)︸ ︷︷ ︸
=:R4,3
= Q6 +R4,1 +R4,2 +R4,3,
where we have used the following equality in the last second line∑
σ∈E(K)
∫
σ
(rK − ΠEr)uh · nσ,K dS(x) = −
∫
K
uh · [∇xr] dx.
Now we estimate the residual terms R4,i, i = 1, 2, 3. It holds
|R4,1| =
∣∣∣∣∣∣∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
(̺n,uph − ̺nh)
(
H ′(rn−1h )−H ′(ΠErn−1)
)
(unh · nσ,K) dS(x)
∣∣∣∣∣∣
. ∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
|(̺n,uph − ̺nh)unh · nσ,K | H ′′(rn−1h,† )|rn−1h − ΠErn−1| dS(x)
. h|p|C1([r,r])‖∇xr‖L∞L∞
∫ T
0
∑
K∈T
∑
σ∈E(K)
∫
Dσ
∣∣∇E̺h(uh · n)−∣∣ dx dt
. c
(
E0, |p|C1([r,r]), ‖∇xr‖L∞L∞
)
h1/2,
(4.4)
where we have used Lemma 3.5. Further, given γ ≥ d
2
> 6
5
, we get
|R4,2| = ∆t
2
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺nhH
′′′(rnh,†)(r
n−1
h −ΠErn−1)2(unh · nσ,K) dS(x)
. h|p′|C1([r,r])‖∇xr‖2L∞L∞‖̺h‖L2L6/5‖uh‖L2L6
≤ c (E0, ‖p′‖C1([r,r]), ‖∇xr‖2L∞L∞)h.
Finally, by using Ho¨lder’s inequality, the trace inequality (2.7), the velocity bounds (3.2b), and
Lemma 3.3 we get
|R4,3| =
∣∣∣∣∣∣∆t
m∑
n=1
∑
K∈T
∑
σ∈E(K)
∫
σ
̺nhH
′′(rn−1h )(r
n−1
h −ΠErn−1)(unh − unh) · nσ,K dS(x)
∣∣∣∣∣∣
. h|p′|C0([r,r])‖∇xr‖L∞L∞‖̺h‖L2L2‖∇ǫuh‖L2L2
. c
(
E0, |p′|C0([r,r])‖∇xr‖L∞L∞
)
hβ,
where
β =
{
1 + γ−2
2γ
d > 2γ−d
γ
if γ ∈ [d
2
, 2),
1 > 1
2
if γ ≥ 2. (4.5)
• For the seventh term T7 we get
|T7| =
∣∣∣∣∣∆thα
m∑
n=1
∫
Ω
∆T ̺
n
hH
′(rn−1h ) dx
∣∣∣∣∣ =
∣∣∣∣∣∆thα
m∑
n=1
∫
Ω
−∇E̺nh · ∇EH ′(rn−1h ) dx
∣∣∣∣∣
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=∣∣∣∣∣∆thα
m∑
n=1
∫
Ω
̺nh∆TH
′(rn−1h ) dx
∣∣∣∣∣
. hα|p′|C1([r,r])‖∇xr‖L∞L∞‖̺h‖L1L1 . hα|p′|C1([r,r])‖∇xr‖L∞L∞‖̺h‖L∞Lγ
≤ c(E0, |p′|C1([r,r]), ‖∇xr‖L∞L∞) hα.
• The last term T8 yields the bound
|T8| = ∆thα
∣∣∣∣∣
m∑
n=1
d∑
i=1
d∑
j=1
∫
Ω
ð
(j)
E ̺
n
hð
(j)
E U
n
i,h
{{
Uni,h − uni,h
}}(j)
dx
∣∣∣∣∣
= ∆thα
∣∣∣∣∣
m∑
n=1
d∑
i=1
d∑
j=1
∫
Ω
̺nh∂
(j)
T
(
ð
(j)
E U
n
i,h
{{
Uni,h − uni,h
}}(j))
dx
∣∣∣∣∣
= ∆thα
∣∣∣∣∣
m∑
n=1
∫
Ω
̺nh
(
∆TU
n
h ·
{{
U
n
h − unh
}})
dx
∣∣∣∣∣
+∆thα
∣∣∣∣∣
m∑
n=1
d∑
i=1
d∑
j=1
∫
Ω
̺nhð
(j)
E U
n
i,h · ∂(j)T
{{
Uni,h − uni,h
}}(j)
dx
∣∣∣∣∣
. hα‖̺h‖L2L6/5‖U‖C2 (‖Uh‖C0 + ‖uh‖L2L6) + hα‖̺h‖L1L1‖U‖2C1 + hα‖U‖C1‖̺h‖L2L2‖∇ǫuh‖L2L2
. c (‖U‖C2, ‖̺h‖L∞Lγ , ‖uh‖L2L6) hα + c (‖U‖C1 , ‖uh‖L∞Lγ , ‖∇ǫuh‖L2L2) hζ ,
where we have used the inequality
‖∂(j)T
{{
uni,h
}}(j)‖L2 . ‖ðjui,h‖L2,
and ζ = α− 1 + β > A with β being given in (4.5) due to the same trick as in the estimate of the
term R4,3.
4.3 End of error estimates
Collecting the estimates in Lemmas 4.1, 4.2, and 4.4 immediately yields the following inequality
E(̺mh ,u
m
h |rm,Um) + ∆t
m∑
n=1
µ
2
∫
Ω
|∇ǫ(unh −Unh)|2 dx+∆t
m∑
n=1
(µ+ λ)
∫
Ω
|divT (unh −Unh)|2 dx
≤ c
[
hA +
√
∆t+ E(̺0h,u
0
h|r(0),U(0))
]
+ c∆t
m∑
n=1
E(̺nh,u
n
h|rn,Un),
for all m = 1, . . . , N . Here, the convergence rate A is defined in (2.17), and the positive constant
c = c(M0, E0, r, r, |p′|C([r,r]), ‖(∇xr, ∂tr, ∂t∇xr, ∂2t r,U,∇xU,∇2xU, ∂tU, ∂t∇xU)‖L∞(Ω))
depends tacitly also on T, γ, diam(Ω), |Ω|.
Finally, applying Gronwall’s inequality to the above estimates, we finish the proof of Theorem 2.11.
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5 Numerical experiments
Concerning the performance of scheme (2.15), we refer to [19, Section 5], where both the homogeneous
Dirichlet and periodic boundary conditions were implemented. Here we aim to validate the theoretical
results stated in Theorem 2.11, that is the convergence rate derived in terms of the relative energy.
Hence, we measure the following errors
eE = sup
1≤n≤Nt
E(̺nh,u
n
h|r(tn, ·),U(tn, ·)), e∇u = ‖∇ǫ(uh −U)‖L2(0,T ;Ω),
e̺ = ‖̺h − r‖L1(0,T ;Ω), eu = ‖uh −U‖L2(0,T ;Ω), ep = ‖p(̺h)− p(r)‖L∞(0,T ;Ω)
(5.1)
between the numerical solution (̺h,uh) and the reference solution (r,U). For this purpose we perform
two experiments in the domain Ω = [0, 1]2. In the first experiment the reference solution is explicitly
given by considering suitable external force in the momentum equation. In the second experiment the
reference solution is set as the numerical solution computed on a very fine mesh. In both tests, we set
µ = 1, α = 1.6 satisfying (2.15c).
5.1 Experiment 1
We first consider the following analytical solution
r(x, y, t) = 1, U(x, y, t) =
(
sin(2πx) cos(2πy)e−kt
− cos(2πx) sin(2πy)e−kt
)
, k = 0.01, (5.2)
that is driven by the corresponding external force in the momentum equation. We show in Table 1
the relative errors in the norms presented in (5.1) for different values of γ. Clearly, we observe the
second order convergence rate for the relative energy and the first order convergence rate for the density,
velocity and the gradient of velocity.
Table 1: Experiment 1: error norms at T = 0.1 for different γ
h eE EOC e∇u EOC e̺ EOC eu EOC ep EOC
γ = 1.4
1/32 1.34e-02 – 5.03e-01 – 3.90e-03 – 4.31e-02 – 9.73e-02 –
1/64 3.44e-03 1.96 2.53e-01 0.99 1.93e-03 1.02 2.16e-02 0.99 5.03e-02 0.95
1/128 8.71e-04 1.98 1.27e-01 1.00 9.57e-04 1.01 1.08e-02 1.00 2.55e-02 0.98
1/256 2.19e-04 1.99 6.35e-02 1.00 4.76e-04 1.01 5.42e-03 1.00 1.28e-02 0.99
γ = 1.67
1/32 1.39e-02 – 5.02e-01 – 3.86e-03 – 4.28e-02 – 1.15e-01 –
1/64 3.58e-03 1.96 2.53e-01 0.99 1.91e-03 1.01 2.15e-02 0.99 5.93e-02 0.95
1/128 9.07e-04 1.98 1.27e-01 1.00 9.50e-04 1.01 1.08e-02 1.00 3.00e-02 0.98
1/256 2.28e-04 1.99 6.34e-02 1.00 4.72e-04 1.01 5.40e-03 1.00 1.51e-02 0.99
γ = 2
1/32 1.45e-02 – 5.00e-01 – 3.82e-03 – 4.26e-02 – 1.36e-01 –
1/64 3.75e-03 1.95 2.52e-01 0.99 1.90e-03 1.01 2.14e-02 0.99 7.02e-02 0.95
1/128 9.50e-04 1.98 1.26e-01 1.00 9.41e-04 1.01 1.07e-02 1.00 3.56e-02 0.98
1/256 2.39e-04 1.99 6.32e-02 1.00 4.68e-04 1.01 5.37e-03 1.00 1.79e-02 0.99
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5.2 Experiment 2
This experiment is the so-called Gresho–vortex problem that has been studied in [12, 18] and references
therein for the isentropic flow. Initially, a vortex of radius R0 = 0.2 is prescribed at location (x0, y0) =
(0.5, 0.5) with the velocity field given by
r(x, y, 0) = 1, U(x, y, 0) =
(
uR(R) ∗ (y − 0.5)/R
uR(R) ∗ (0.5− x)/R
)
,
where R =
√
(x− 0.5)2 + (y − 0.5)2 and the radial velocity of the vortex ur is given by
uR(R) =
√
γ

2R/R0 if 0 ≤ R < R0/2,
2(1− R/R0) if R0/2 ≤ R < R0,
0 if R ≥ R0.
As there is no analytical solution to this problem, we take the solution to scheme (2.15) computed on
the very fine mesh for h = 1/1024 as the reference solution. We present the error of numerical solutions
with respect to the reference solution in Table 2 for different values γ. Similarly as in Experiment 1, we
see the second order convergence rate for the relative energy and the first order convergence rate for the
density, velocity and the gradient of velocity.
Table 2: Experiment 2: error norms at T = 0.1 for different γ
h eE EOC e∇u EOC e̺ EOC eu EOC ep EOC
γ = 1.4
1/32 6.98e-04 – 6.09e-02 – 1.25e-05 – 3.25e-03 – 1.91e-04 –
1/64 2.05e-04 1.77 3.39e-02 0.84 4.00e-06 1.65 1.86e-03 0.80 6.04e-05 1.66
1/128 8.35e-05 1.29 2.08e-02 0.71 1.62e-06 1.31 1.12e-03 0.73 2.45e-05 1.30
1/256 1.76e-05 2.25 9.37e-03 1.15 6.38e-07 1.34 5.11e-04 1.14 9.62e-06 1.35
γ = 1.67
1/32 8.38e-04 – 6.67e-02 – 1.37e-05 – 3.56e-03 – 2.50e-04 –
1/64 2.47e-04 1.76 3.65e-02 0.87 4.41e-06 1.64 1.97e-03 0.85 7.93e-05 1.66
1/128 7.29e-05 1.76 1.94e-02 0.91 1.76e-06 1.33 1.06e-03 0.90 3.17e-05 1.32
1/256 1.80e-05 2.02 9.47e-03 1.04 7.04e-07 1.32 5.16e-04 1.03 1.26e-05 1.33
γ = 2
1/32 7.43e-04 – 6.34e-02 – 1.50e-05 – 3.46e-03 – 3.29e-04 –
1/64 3.05e-04 1.29 3.99e-02 0.67 4.89e-06 1.61 2.13e-03 0.70 1.06e-04 1.64
1/128 7.62e-05 2.00 1.99e-02 1.01 1.94e-06 1.33 1.08e-03 0.99 4.20e-05 1.33
1/256 1.91e-05 1.99 9.73e-03 1.03 7.81e-07 1.31 5.30e-04 1.02 1.68e-05 1.32
Remark 3. On one hand we have proven the theoretical convergence rate of 1/2 for the relative energy
functional (see Theorem 2.11). On the other hand we have observed the first order convergence rate for
the density and velocity (see Table 1 and 2), and the second order convergence rate for the relative energy
functional, as it is a function of the density and velocity squared. Even if the theoretical convergence
rate is not optimal, we would like to emphasize that it is unconditional, meaning there is no assumption
on the regularity nor boundedness of the numerical solution. Moreover, as far as we know, it is the best
theoretical convergence rate proven in the literature. Nevertheless, assuming the numerical solution is
bounded would allow the convergence rate to reach the value 2 in the case of relative energy (1 for the
density and velocity).
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Conclusion
We have studied a finite difference scheme on the staggered grid for the multi-dimensional compressible
isentropic Navier–Stokes equations in a periodic domain originally proposed in [19]. The solutions of the
scheme were shown to exist while preserving the positivity of the discrete density. Employing the stability
and consistency estimates we have shown in Theorem 2.10 that the numerical solutions of the scheme
(2.15) unconditionally converge to a strong solution of the limit system (1.1) on its lifespan. Further,
we have derived uniform convergence rate for the error between the finite difference approximation and
the corresponding strong solution in terms of the relative energy functional. Finally, we have presented
two numerical experiments to support our theoretical results. To the best of our knowledge, this is the
first rigorous result concerning convergence analysis of a finite difference scheme for the compressible
Navier–Stokes equations in the multi-dimensional setting.
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