Introduction
The recent development of analysis on fractal spaces is physically motivated by the study of diffusion in disordered media. The natural questions that arise concern the existence and uniqueness of a suitable Laplace operator, and the behaviour of the associated heat semigroup, on a space which is fractal. The classes of fractals for which these questions were ®rst answered were classes of exactly self-similar fractals, with strong spatial symmetry, such as nested or af®ne nested fractals (see, for example, [2, 8] ). The existence of a Laplacian and estimates on the heat kernel were obtained by considering the associated diffusion process and using the symmetry of the space. The uniqueness of the Laplacian for nested and af®ne nested fractals has recently been solved through consideration of their Dirichlet forms [23] .
In [15] the framework of post critically ®nite (which we abbreviate to p.c.f.) self-similar sets was introduced in order to capture the notion of exactly selfsimilar ®nitely rami®ed fractals as used in the physics literature. Finitely rami®ed fractals have the property that the intersection of any connected subset of the fractal with the rest of the set should occur only at a ®nite number of points. This makes these structures much easier to analyse than in®nitely rami®ed sets such as the Sierpinski carpet [5] . The p.c.f. self-similar sets do not have spatial symmetry in general and have provided a mathematical test bed for analysis on fractals. In this paper we will obtain uniform short time estimates on the heat kernel associated with a natural Laplacian on the fractal.
A Laplacian can be constructed on a p.c.f. self-similar fractal as a limit of discrete Laplacians on graph approximations to the fractal based on the rami®cation points. We construct these operators via their Dirichlet forms, which can be set on any L 2 -space with a full measure, n. In [23] , criteria are given which give a partial answer to the existence and uniqueness of Laplace type operators on p.c.f. self-similar sets.
In a series of papers [16, 17, 18, 20, 25, 7] some of the interesting spectral properties of p.c.f. sets have been elucidated. It has been shown that there can exist localized eigenfunctions if there is a high degree of symmetry in the set and corresponding Laplace operator. This corresponds to oscillation in the leading order term for the asymptotics of the eigenvalue counting function. Such behaviour occurs for nested fractals [7] and p.c.f. sets with strong harmonic structure [25] . However, for general p.c.f. sets with an arbitrary Bernoulli measure the oscillation only occurs under a certain condition [18] .
From [17] , [18] and [10] it has become clear that the analytic properties of these sets are best discussed in terms of an effective resistance metric. If we write d n s for the spectral exponent which describes the asymptotic scaling of the eigenvalue counting function for the Laplacian de®ned with respect to the measure n, then the spectral dimension d s is de®ned to be the number which maximizes d n s over all measures n. The maximizing measure is equivalent to the Hausdorff measure in the effective resistance metric and the spectral dimension d s 2S=S 1, where S is the Hausdorff dimension of the set in the effective resistance metric [16] . We will be concerned here with the behaviour of the heat kernel associated with the Laplacian with respect to the maximizing measure.
The heat kernel associated with the Laplace operator on fractals has been considered probabilistically for some sub-classes of p.c.f. sets, such as nested and af®ne nested fractals [19, 8] , as it is the transition density of the diffusion process generated by the operator. We will extend this work to general p.c.f. self-similar sets by obtaining best possible heat kernel estimates in terms of the effective resistance metric.
By applying the results to some examples we show that uniform Aronson type estimates do not hold in general on fractals. This is a situation in which we have a Poincare Â inequality and a doubling condition for the measure, but Aronson type estimates do not hold. For the Laplace±Beltrami operator on a Riemannian manifold, it was shown independently in [24, 9] that a Poincare Â inequality and a doubling condition are equivalent to a parabolic Harnack inequality. Using this result one can obtain upper and lower bounds on the heat kernel of Aronson type. In order to get sharp off-diagonal estimates we need to investigate the relationship between the short paths on the fractal and the effective resistance metric. The results show that in general, given a time and two points in the set, the heat kernel estimate is not in¯uenced by structure in the fractal below a certain scale, determined by the relationship between the time and effective resistance between the points.
The plan of the paper is as follows. In § 2 we will introduce p.c.f. self-similar sets, their Dirichlet forms and the effective resistance metric Rx; y. This will be followed by some preliminary results in § 3, which will be used to obtain the estimates. In particular, we introduce the shortest path counting function, N m x; y, for the effective resistance metric and give a version of the Einstein relation for p.c.f. self-similar sets; expressing the random walk dimension in the effective resistance metric as d w S 1. In § § 4 and 5 we will deduce the following upper and lower uniform short time estimates on the heat kernel for the p.c.f. self-similar set K. Note that this theorem contains the diagonal estimate as N m km; t x; x 0 for all m P N, 0 < t < 1 and x P K. We can write this in terms of the effective resistance and a chemical exponent for this metric, d c k x; y log N log Rx; y k x; y=k as follows. Corollary 1.2. There exist constants c 1:5 ; c 1:6 ; c 1:7 ; c 1:8 such that, for x; y P K and 0 < t < 1, with m and k as above, p t x; y < 
:
In the ®nal section we will show how Theorem 1.1 can be used in several examples. The ®rst will be the af®ne nested fractals of [8] , where Aronson type estimates can be obtained. We then consider a one-parameter family of diffusions on the Sierpinski gasket which are not spatially symmetric and have a multifractal Bernoulli measure for invariant measure. The heat kernel estimates in this case are not of Aronson type. We will also discuss the non-unique diffusion on the Vicsek set and show that each diffusion can be controlled by estimates of the same functional form but different constants. The abc-gaskets of [12] present a family of p.c.f. self-similar sets with no spatial symmetry. We can obtain heat kernel estimates in this case. We will conclude with two conjectures concerning the chemical exponent.
P.C.F. self-similar fractals and their Dirichlet forms
In this section we brie¯y introduce post critically ®nite (p.c.f. for short) selfsimilar sets and summarize known results about their Dirichlet forms. This class was introduced in [15] and a detailed discussion can be found in [2] . At the end of the de®nitions we will describe the Sierpinski gasket (see Fig. 1 ) as a p.c.f. fractal. First, we introduce the one-sided shift space and give some notation.
Notation. (1) Let S f1; 2; . . . ; Ng. The one-sided shift space S is de®ned by S S N . Also, let W n S n .
(2) For w P S, we denote the ith element in the sequence by w i and write w w 1 w 2 w 3 . . . .
(3) If w P W n , we de®ne jwj n.
(4) We denote Ç i iiii . . . for i P S.
(5) Let j: S 3 S be the shift map, that is, jw w 2 w 3 . . . if w w 1 w 2 . . . . De®ne Ä j s : S 3 S as Ä j s w sw for s P S.
We now introduce the notion of self-similar structures and p.c.f. self-similar sets.
De®nition 2.1. Let K be a compact metrizable space and for each s P S, let F s : K 3 K be a continuous injection. Then, K; S; fF s g s P S is said to be a selfsimilar structure on K if there exists a continuous surjection p: S 3 K such that p±Ä j s F s ±p for every s P S.
For w P W n , we denote F w F w 1 ±F w 2 ± . . . ±F w n and K w F w K. In particular, K s F s K for s P S. Note that Hutchinson's self-similar set, as de®ned in [14] , is a self similar structure in the sense of De®nition 2.1 by taking
and the post critical set of L is de®ned by
We say that L is post critically ®nite ( p.c.f.) if P PL is a ®nite set.
In the following, we only consider a connected p.c.f. self-similar set K; S; fF s g s P S .
Notation.
(1) For m > 0, let
Moreover, B w F w pP for w P W m for any m > 0. (1) r s > 0 for each s P S,
From the quasi-harmonic structure D; r, we have a difference operator H m on V m . where R w : lV m 3 lV 0 is de®ned by R w u u±F w and r w r w 1 . . . r w m .
where
We will write T T 1 , J J 1 , and X X 1 .
We now give the notion of the harmonic structure, under which harmonic functions on V m (with respect to H m ) automatically become harmonic functions on V mÀ1 (with respect to H mÀ1 ). De®nition 2.5. A quasi-harmonic structure D; r is called a harmonic structure if there exists l > 0 such that
Furthermore, a harmonic structure D; r is said to be regular if r s < l for each s P S.
Let r i l=r i 1 < i < N , which is greater than 1 if the harmonic structure is regular. Note that regularity of the harmonic structure is a condition for the reproducing kernel of the following quadratic form E; F to be bounded continuous. Throughout this paper, we treat a regular harmonic structure D; r.
The uninitiated reader is advised to think of the above de®nitions in the context of the 2-dimensional Sierpinski gasket, Fig. 1 . This can be considered as a p.c.f. self-similar set by setting S f1; 2; 3g;
The set V 0 is then the vertices of the largest triangle and V m denotes the set of vertices of all triangles of size 2 Àm . The natural Laplace operator on the Sierpinski gasket can be constructed from a quasi-harmonic structure given by
The matrix D is the generator of a continuous time random walk on the complete graph formed by the vertices V 0 with unit conductors on each edge. The equation (2.1) is satis®ed with l Á n . The fact that the structure is harmonic means that the random walk on V m is decimation invariant in that, if it is stopped when it hits V 0 , it has the same probabilistic structure as the random walk on V 0 . Another way to view the existence of a harmonic structure is that it ensures that the networks V 0 ; H 0 and V m ; H m are electrically equivalent. De®nition 2.6. We say that f P CK f f : f is a continuous function on Kg is m-harmonic if and only if H n f j V n n V m 0 for all n > m. A 0-harmonic function is called a harmonic function. De®nition 2.8. For f P lV Ã , we de®ne P m f to be a continuous function on K satisfying the following:
(
By Proposition 2.7, if D; r is a harmonic structure, P m f exists uniquely for all f P lV Ã and m > 1.
For u; v P lV m , de®ne
By Corollary 6.14 in [15] , we see that E m u; u < E m 1 u; u for u P lV m 1 (equality holds if and only if P m uj V m 1 u). Using this fact, let
In order to embed F into some L 2 -space, we de®ne the following effective resistance between p; q P V Ã :
Proposition 2.9 [16, 17] .
(1) The function R ? ; ? is a metric on V Ã . It can be extended to a metric on K (which will be denoted by the same symbol R), and it induces the same topology as the original one on K.
(2) For p; q P V Ã with p T q,
We remark that the regularity condition for D; r is needed for R ? ; ? to be a metric on K. By Proposition 2.9(2), we know that j f p À f qj 2 < R p; qE f ; f for all f P F and p; q P V Ã , so that f P F can be extended uniquely to a continuous function on K (we thus consider F Ì CE). Now, let m be a Bernoulli measure on K such that
; m and we have the following theorem [15, 16, 18] .
Theorem 2.10. The form E; F is a local regular Dirichlet form on L 2 K; m which has the following property:
Further, if we set
If we let D m be the generator for E; F on L 2 K; m, then, by the above theorem, we know that ÀD m has a compact resolvent and hence the spectrum of ÀD m consists of eigenvalues. We will call the operator associated with any of the harmonic structures a Laplacian on the fractal. Our interest here is to obtain estimates on the heat kernel for the corresponding diffusion process. For this purpose, we need a`natural' measure, which is suggested by the following theorem from [18] . 
(2) Let S be the unique constant which satis®es
where the maximum is attained only at the Bernoulli measure m satisfying
In the following we de®ne m i r ÀS i for 1 < i < N and consider this measure unless otherwise stated. We note that, using Lemma 3.4, this measure is equivalent to the Hausdorff measure with respect to the effective resistance metric R ? ; ? .
The harmonic structure for the Sierpinski gasket is regular and we have a regular local Dirichlet form corresponding to the Brownian motion on the Sierpinski gasket. The Hausdorff dimension of this set is log 3= log 2, while the Hausdorff dimension in the resistance metric is S log 3= log5=3. Thus the spectral dimension is 2 log 3= log 5.
Preliminary results
In this section we establish some of the results that we will use in order to prove our heat kernel estimates. To begin we set up a new sequence of graph approximations to the p.c.f. self-similar set. This sequence will have the property that the resistance of any edge in the nth graph approximation will be within constants of e Àn . We will call this approximation conductivity coordinates. Let L n be de®ned by
For typographical reasons we will sometimes write Ln instead of L n . The approximation that we use for the fractal will be denoted by V L n and is the graph obtained from the vertex set
where we include an edge whenever D pq > 0. We can think of this as taking a sequence of cross-sections of the tree associated with the shift space, determined by the conductivity of the corresponding cells. The conductance of the L n -cell at w when w w 1 . . . w k P V L n is given by r w k i 1 r w i . From the approximation we have, by de®nition, that there exist constants c 3:1 ; c 3:2 ; c 3:3 ; c 3:4 > 0 such that for w P L n , c 3:1 e n < r w < c 3:2 e n ; c 3:3 e ÀSn < m w < c 3:4 e ÀSn : 3:1
We need some further properties of the Dirichlet form E, which are essentially corollaries of earlier results. We have a Poincare Â inequality and a decomposition of the Dirichlet form. For u P CF we write u F u dm.
Lemma 3.1. There exists c 3:5 > 0 such that for f P F and n > 0,
Proof. Let g f À Å f . Then from Theorem 2.10, for x; y P F ,
So, as the harmonic structure is regular, Rx; y < c 1 and
Equation (3.3) follows from the repeated application of (2.3).
Lemma 3.2. There exist constants c 3:6 ; c 3:7 such that if x; y P V L n and are neighbours, then c 3:6 e Àn < Rx; y < c 3:7 e Àn :
Proof. This follows from the construction of the Dirichlet form. By de®nition we have for all f with f x 0, f y 1 with x; y P ¶K w , w P L n ,
Thus there is a constant such that
For the lower bound we take the L n -harmonic function f 1 which is 1 at y and 0 at all other points of V L n . Then
where E L n f ; f w P L n r w f x À f y 2 , and we have the lower bound.
We will also need to de®ne a means of determining the behaviour of the shortest paths on the fractal in the effective resistance metric. For x; y P K de®ne the set of paths between them on V L m to be
where jpj is the cardinality of the steps in the path p. The number of steps in the shortest path is de®ned to be N m x; y inffjpj: p P P m x; yg:
This shortest path counting function will determine the off-diagonal behaviour of the heat kernel. As we are using the sequence of approximations determined by the resistance there may not be geodesics in the effective resistance metric. Indeed for the ordinary Sierpinski gasket we see that there is no point x P IntK for which R0; x Rx; 1 R0; 1. This means that we must determine the behaviour of the short paths in the effective resistance metric. We de®ne a chemical exponent in the effective resistance metric for the fractal by setting d c k x; y k À1 log N m k x; y, when e ÀmÀ1 < Rx; y < e Àm . Note that we have the following upper bound on the length of the shortest path. Proof. First we prove the theorem when x; y P V 0 . For z 0 P V 0 , let
Then observe that
The
Using the triangle inequality, we see that the result follows.
Thus the chemical exponent d S 1log Rx; y k 2k ; for all x; y P K:
Now, we will obtain estimates of the mean hitting times for the diffusion. In order to do this, we introduce some more notation and prove some lemmas. For x P K, let B r x fy P K: Rx; y < rg. Also, for x P K and l > 0, let
Proof. Using Lemma 3.2, we can show that the ®rst inclusion holds, by taking k H 0 to be such that max
For the second inequality, it is enough to prove that there exists c 1 > 0 such that for all k > 0 and for all y T P D 
where c 2 depends only on the shape of the fractal we treat. Thus, For the diffusion fX t g t > 0 associated with the Dirichlet form E; F, de®ne the hitting time for a set A Ì K by T A infft > 0: X t P Ag.
From (3.4) and an easy Markov chain calculation we have an upper bound
Summing these terms, we have
Using Theorem 3.7 below, we have the results from (3.4) and (3.5).
We need estimates for the tail of the crossing time distribution. De®ne for
Lemma 3.6. (1) There exist c 3:13 > 0, 0 < c 3:14 < 1 such that for all 0 < r < m,
< t < c 3:13 e 1 S r t c 3:14 for all 0 < t < 1; z P V L r :
(2) There exist c 3:15 , c 3:16 > 0 such that for all 0 < r < m,
< t < c 3:15 expfÀc 3:16 N r k zg; for all 0 < t < 1; z P K; 3:6 where N r; j z inf
Remark. Note that from Lemma 3.3, k < 1 for each r > 0, 0 < t < 1, z P K.
Proof. As in the last lemma, we ®rst take n q m > r and consider the continuous-time Markov chain X n on V L n associated with E L n . The random variables W i L r i P N are i.i.d. so that it is enough to show the result for i 1. Then, following [3] , we have
Thus, by the Markov property,
On the other hand, by Lemma 3.5(1), c 3:10 e À1 S r < E z X n T ¶D Lr 0 z . Also, using Lemma 3.5(2), one can easily see that E x X n T ¶D Lr 0 z < c 1 e À1 S r for x P D 0 L r z. Substituting these results into (3.7) and calculating, we have
) so that the P z X n version of (1) is proved. b. m. hambly and t. kumagai Next, we prove that for all z P V L m m > r,
< t < c 3:15 expÀc 3:16 N r; k z; for t n < t < 1; 3:8 where t n 3 0 as n 3 1. For Ã c > 0, let
and kÃ c k Ã c . Then, provided k Ã c < n, that is, t > t n N n ze ÀnS 1 Ã c À1 , we have
where we use Lemma 1.1 of [3] and Lemma 3.6 in the second inequality, and (3.9) in the last equality (we choose Ã c so that c 2 < Ã cc 3 ). On the other hand, note that there exists c 5 > 0 such that N l l H x; y < c 5 e Sl H N l x; y for all x; y P K; l; l H > 0:
This is because, when we add vertices and construct
Using this fact and by the de®nition of k and k Ã c , we easily see that there exists c 6 > 0 such that N r k Ã c > c 6 N r k so that (3.8) is proved. Using the following Theorem 3.7, we can prove the lemma.
We now prove that X n 3 X in law.
Theorem 3.7. We have E x n X n f w ? 3 E x X f w ? as n 3 1 for any f P C b D0; 1 : K 3 R and any sequence x n P V L n with x n 3 x P K as n 3 1. Here the expectations are taken over w P D0; 1 : K.
Proof. The idea of the proof is the same as that of Theorem 6.1 in [11] , so we just sketch the proof. We need tightness and convergence of the ®nite-dimensional distributions. The latter is deduced from the general theory as E L n is a monotone increasing sequence of quadratic forms which converges to E. To prove the former, we ®rst show that there exist c 1 ; c 2 > 0 such that for all x P K, m; j P N, c 1 e j < N m; j x < c 2 e S 1m j = 2 :
3:11
The upper bound is proved in Lemma 3. where fz i g is a minimum L m j -walk from x m to y m . As Rx m ; y m > c 3:6 e Àm , we have (3.11) . Using this and (3.8), with the de®nition of k, we have for each t > t n , 
:
The right-hand side converges to 0 as t 3 0 and the tightness of P x n X n is proved.
This result also completes the proof of Lemma 3.5 and Lemma 3.6. Note that this argument shows that the result of Lemma 3.5(2) holds for all z P K. Proof. First, by Lemma 3.4, . By Lemma 3.5 (1), (2) and simple Markov chain arguments, the right-hand side can be estimated from above by c 2 e Àl 1 S < c 3 r
We remark that S is the Hausdorff dimension of K with respect to the resistance metric and it coincides with the box dimension (due to Theorem 3.2 of [16] [13] ). We also remark that, with the formula (2.4), we have the relation d s =2 d f =d w which is a generalization of the formula given in [5, 8, 19 ].
Transition density estimates: upper bounds
Let P t be the semigroup of positive operators associated with the Dirichlet form E; F on L 2 K; m. As E; F is local and regular, there exists a Feller diffusion fX t g t > 0 ; fP x g x P K with semigroup P t , on K. As in [8, Lemma 2.9 ] the existence of a reproducing kernel ensures that the transition function has a density p t x; y with respect to m which satis®es the Chapman±Kolmogorov equations.
We will obtain upper bounds on p t x; y, beginning with the on-diagonal upper bound, where we follow closely the argument of [21, 6] . b. m. hambly and t. kumagai x; y P K p t x; y < c 4:1 t Àd s = 2 ; for 0 < t < 1:
The transition density p t x; y is jointly continuous in t; x; y P 0; 1´K´K.
Proof.
(1) For w P L n write f w f ±F w and
Note that for v P CK, v v dm w P L n v w m w . Let u 0 P DD with u 0 > 0 and ku 0 k 1 1. Set u t x P t u 0 x and gt ku t k 2 2 . We remark that g is continuous and decreasing. As the semigroup is conservative, ku t k 1 1, and using Lemma 3.1 and (3.1) we have Thus g H t < Àc 2 e S 1 n gt À c 4 e Sn , for all n > 0. Therefore
Let s n infft > 0: gt < c 4 e Sn g for n P N. Thus (4.3) holds for 0 < t < s n . Integrating (4.3) from s n 2 to s n 1 we obtain c 2 e S 1 n s n 1 À s n 2 < À loggs n 1 À c 4 e Sn loggs n 2 À c 4 e Sn loge Sn 2 À c 4 e Sn =e Sn 1 À c 4 e Sn < c 5 :
Thus s n 1 À s n 2 < c 6 e ÀS 1 n , and iterating this we have
This implies that gc 7 =e S 1 n < gs n c 4 e Sn . It follows that there exists c 6 < 1 such that if e ÀS 1 n < t < e ÀS 1n À 1 then gt < c 8 e Sn c 9 t ÀS = S 1 :
Using the fact that kP t k 1 3 1 kP t k 2 1 3 2 , we deduce that p t x; y < c 4:
for all x; y P K. For (2), the joint continuity will follow from the upper bound on the heat kernel, as in [8, Lemma 4.6]. post critically ®nite self-similar fractals
We next prove an off-diagonal upper bound for p t x; y. Proof. Fix x T y and t as above and let « > 0 be suf®ciently small. Let n x mj B « x , n y mj B « y ,
and
Choose « small enough such that B « x Ì C 6 x. By the same argument as in the proof of Lemma 3.6(2),
where k Ã c is de®ned in the same way as in (3.9). On the other hand, if qz PX t P B « yj X t = 2 z, then by Lemma 4.1, qz B « y p t = 2 z; w mdw < c 5 t
Àd s = 2 mB « y:
For I 2 , by the symmetry of p t x; y,
which is bounded in exactly the same way as I 1 .
Adding the bounds for I 1 and I 2 , we have
We remark that, from the de®nitions, it is easy to check that there are constants c 8 and c 9 such that c 8 N m k x; y < Rx; y Dividing both sides of (4.5) by mB « x, mB « y and using the continuity of p t x; y in x; y proves the theorem.
Lower bounds
In this section we use techniques developed in [5, 8] to obtain lower bounds on p t x; y which will be identical, apart from the constants, to the upper bound. for all x P F; 0 < t < 1:
5:1
Proof. Note that from (3.6), we have
for all x P K, r > 0, 0 < t < 1. Let a > 0 satisfy c 1 expÀc 2 a < 1 2 . And take 1 > t > ae Àr S 1 (we choose r large enough so that ae Àr S 1 < 1). Then, N r; kÀ1 x > te r k À1S 1 > ae k À 1S 1 > a so that the right-hand side of (5.2) is less than 1 2 . Thus,
On the other hand, by (3.1), mD 1 L r x < c 2 e ÀrS < c 3 t S = S 1 . Now, using the Cauchy±Schwarz inequality, we have
Hence we deduce that p t x; x > c 4 t ÀS = S 1 .
We need to extend this`on-diagonal lower bound' to a`near-diagonal lower bound', which we do via an estimate on the Ho Èlder continuity of the heat kernel.
Lemma 5.2. There exists a constant c 5:2 > 0 such that j p t x; y À p t x H ; yj < c 5:2 Rx; x H 1 = 2 t À2S 1 = 2S 1 ; for all x; x H ; y P K; 0 < t < 1:
5:3
In particular, p t ? ; ? is uniformly continuous on K´K for each t > 0. 
so that (5.3) holds.
Lemma 5.3. There exist c 5:3 ; c 5:4 > 0 such that for all x; y P K, 0 < t < 1, We can now use a standard chaining argument to obtain general lower bounds on p t from Lemma 5.3. For « e Àm À k H À 1 , write G i B « x i . If z i P G i and z i 1 P G i 1 , we have
Choose Ã c small enough so that 2 c 2 eÃ c 1 = S 1 < c S 1 5:4 . We can then apply the chaining argument with N N m k H x; y, s t =N,
In the last inequality, we use the fact that mG i s ÀS = S 1 is bounded from above and below, which comes from Lemma 3.4 and the de®nition of k H . As in (3.10), N m k H > c 6 N m k and using (4.6) completes the proof. Theorem 1.1 and Corollary 1.2 then follow as a consequence of (4.4), (5.6) and (4.6) with appropriate identi®cation of constants.
Examples
In this section, we discuss some examples for which more exact estimates can be obtained.
Af®ne nested fractals
The ®rst examples are af®ne nested fractals. This is a subclass of p.c.f. selfsimilar sets which consists of fractals with strong symmetries. Speci®cally, a connected p.c.f. self-similar fractal L K; S; fF i g i P S is called an af®ne nested fractal if the following hold:
for some a i > 1 and fF i g i P S satis®es the open set condition; (A2) if x; y P V 0 , then re¯ection in the hyperplane H xy fz P R D : kz À xk kz À ykg maps V n to itself. For the heat kernel p t x; y of the Dirichlet form constructed by a regular harmonic structure with the measure mentioned in Theorem 2.11(2), we have the following Aronson type estimates [8] .
Theorem 6.1. There exist constants c 6:1 , c 6:2 , c 6:3 , c 6:4 > 0 and 0 < g H < S 1 such that Wc 6:1 Rx; y; c 6:2 t < p t x; y < Wc 6:3 Rx; y; c 6:4 t ;
In order to estimate the heat kernel of the corresponding Dirichlet form, we prepare a lemma. for all l > 0;
6:1 for some a ij > 0.
In order to compute the values for the scale factors we observe that on the Sierpinski gasket the shortest paths consist of straight lines. The chemical exponent is then the box dimension of the shortest path in the resistance metric. To see this, note that the box dimension d B , when it exists, is given by
where N R « is the minimum number of sets of radius « in the resistance metric required to cover the path. For « e Àk this is N k p i ; p j . Hence, by (6.1), we see that the limit exists for the sequence (and it is easy to show d B exists), giving
We thus see that the scaling in the length of the shortest path will be determined by the box dimension. Next, we calculate the exact values. We ®rst consider the horizontal direction p 2 p 3 for p < 1 2 . In this case, we can easily calculate the dimension of the straight line path as the resistance of each triangle on a given level is the same. Thus N k p 2 ; p 3 2 l where l is the number of maps applied in order that the resistance of a piece is of order e
Àk . Hence we see that d h c lim k 3 1 log N k p 2 ; p 3 =k log 2= log r 2 . For p > 1 2 , as it is possible to make a horizontal step via two diagonal ones, this becomes the shortest path, and we see that the horizontal estimate coincides with the diagonal one. For the diagonal walk each step in the path on V L k is of resistance e Àk and the box dimension of the straight line is required. By comparing with the calculation of the dimension for self-similar fractals with different scale factors, which was remarked on after Theorem 3.8, we obtain the result. c . Also, for x P K , « > 0, set Lx fy P K: $l horizontal line, x; y P l; l Ì Kg;
L « x fy P K: RLx; y < «g;
where a horizontal line is a line in R 2 which is parallel to p 2 p 3 . 
Then, there exist constants c 6:9 ; c 6:10 ; c 6:11 ; c 6:12 ; c 6:9:« ; c 6:11:« > 0 (c 6:9:« and c 6:11:« depend on «) such that the following hold.
(1) For the case 1 2 < p < 1, Wc 6:9 Rx; y; c 6:10 t : d c < p t x; y < Wc 6:11 Rx; y; c 6:12 t : d c ; for all 0 < t < 1, x; y P K.
(2) For the case 0 < p < for all 0 < t < f x; y; «. For x P K, y P Lx, (6.2) with c 6:9 and c 6:11 instead of c 6:9:« and c 6:11:« holds for all 0 < t < 1.
Proof. Observe that if p > (2) . In order to obtain the result we apply Theorem 1.1. We will compute the shortest path in the effective resistance metric as above.
For Case (1) the shortest paths between all points involve diagonal steps so that the result is easily deduced from Theorem 1.1 and Lemma 6.2.
For Case (2) , choose m so that e Àm À 1 < Rx; y < e Àm and decompose the shortest path p fx i g j p j i 1 between x and y in the following way. For each m 1 < j < m k k km; t, let x 1 i j denote the ®rst point in the path when it hits a vertex of V L j , and let x 2 i j denote the last such vertex. We regard our path p as consisting of the pairs x where the coef®cients c hv j
x; y give the number of horizontal (diagonal) steps of the j size between x and y. (Here f , g means that g=f is bounded from above and below by some positive constant which is independent of the choice of x, y, k.) By the construction of the path we see that these are bounded above by 2 for m 2 < j < m k. For j m 1, we see from Lemma 3.4 that it is also bounded from above and below by some uniform constant.
