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Summary 
 
This paper presents a study of how social factors related to network effects, social influence, 
recognition, and reciprocal benefits can predict attitude towards gamification, intentions to 
continue using it, and intentions to recommend it to others. The paper considers the 
moderating effect of demographic variables on the effectiveness of social factors in 
motivating the use of services.  
Gamification is a developing trend in society that has contributed to the success of several 
mobile services (Deterding et al. 2011). Gamification refers to service design that provides a 
game-like experience for users, commonly with the goal of affecting user behaviour. One 
well-known gamification-based app is Foursquare, which allows users to check in at 
locations and earn badges. Those how earn enough points at a particular location become 
‘king of the hill’ and get a reward (e.g., a user who becomes king of the hill at a Mc Donald’s 
restaurant might receive a coupon for a free hamburger).       
Hamari and Koivisto (2015) investigated how social motivations predict attitude towards the 
use of gamification and intentions to continue using a gamified service. Their results indicate 
that social factors are strong predictors for how gamification is perceived and whether the 
user intends to continue using the service and/or recommend it to others. Following a 
suggestion for further research cited as a limitation to Hamari and Koivisto’s research (2015), 
this paper analyses the moderation of demographic variables on the effectiveness of social 
factors in motivating the use of such services. Regarding social aspects in gamification of 
health and exercise particularly, for example, Chen and Pu (2014) and Chen et al. (2014) 
studied social features in an exercise gamification context with the aim of increasing physical 
activity. They experimented with social conditions of cooperation, competition and a hybrid 
setting with features of both of the previous. In their studies, the social conditions did 
increase physical activity when compared to exercising alone.  
The aim of this study is to investigate whether social factors are related to social influence 
and, if so, can they be used to predict attitude towards gamification in relation to 
generational differences (Zemke et al, 2000). Demographic differences are a pertinent 
question also in research of technology adoption and use (Venkatesh, Morris, & Ackerman, 
2000). Furthermore, relevant to the context of gamification, both age and gender represent 
perspectives on games and gameplay wherein variation and preferences have been long 
disregarded by the industry and to some degree also by academics (Greenberg et al., 2010; 
Griffiths et al., 2003; Williams et al., 2008).  
The objective of this study is: How do generational differences moderate the relationship 
between attitude and intention to continue to use gamification. 
The research model draws from the theory of planned behaviour and is extended with 
recognition and perceived reciprocal benefits. Both are hypothesised to be relevant social 
3 
 
factors that predict attitudes and user behaviour in gamification services. The social factors 
used in this study can be categorised as follows: Attitude, Continued Use, Continued 
Exercise, Reciprocal Benefits, Recognition, Subjective Norms, and Word-of-Mouth 
Intentions. Generational difference is used to incorporate the demographic effect. For this 
study four generations were defined: (1) Veterans; (2) Baby Boomers; (3) Generation Xers; 
and (4) Nexters. 
Figure 1 illustrates the relationships among these variables that have been identified in the 
literature.  
 
The data was gathered via a questionnaire filled in by users of a running app ( an app that 
tracks running that people do for fitness), a mobile service that gamifies running. The service 
enables users to track their running. The survey was conducted by asking people to fill in a 
hard copy of the questionnaire. The questionnaire was distributed to a random sample of 
people during a period of one month (November 2015). Only those with experience in using 
a running app were asked to fill in the questionnaire. Each variable  included four items 
except for Continued Exercise, which included three items, and were measured with 7-point 
Likert scales. The total number of respondents is 160 persons, of which 51% are male and 
49% female. The convenience sampling method was used for this study.   
The data were tested for both convergent and discriminant validity, and the intercorrelation 
was determined. All tests indicate that the validity and reliability are considered adequate.  
All of the model testing was conducted via component-based PLS-SEM. WarpPLS software 
was used to analyse the empirical data. The findings of this thesis do not support all of the 
hypothesized relationships proposed in the theoretical model. Specifically, the results 
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revealed that subjective norms have a significant effect on recognition, and recognition also 
has a significant effect on reciprocal benefits. The final relationship that shows a significant 
effect is that users who continued to use the app continued to exercise. The other 
relationships hypothesized in this study appear to have no significant effect.  
After analysing the results (Figure 2), it seems there is no moderation effect of generational 
differences on the relationship between a user’s attitude and continued use of gamification. 
The relationship between the elements could be described as more of a ‘dissatisfiers’ type 
because only the method of linear regression is used. Based on the outcome of this research, 
there is no need to reorganize the practical approach. In-depth research on the relationship 
between ATT and CU is recommended by the researchers because it is too early to claim that 
ATT has no role in predicting CU intentions. It begs for further theoretical and empirical 
investigations. As Liao et al. (2006) states, CU will increase job performance and 
organizational rewards. It would be interesting to investigate the through motivator for CU. 
This would contribute by interpreting this research mode and by creating a stepping stone 
for further research and alternative models. There is no need to focus on a specific 
generation (e.g., generational differences), because the outcome seems to show there is no 
direct relationship between generational differences and the need to continue using a 
running app. . Furthermore, it is wise to develop a community around a gamification service 
so that users can receive feedback on their exercise results. This creates the possibility of 
influencing the subjective norms of the users. Also the sample method (i.e., convenience 
sampling) has limitations because there is no sound basis for estimating statistical 
confidence intervals around the sample statistics of interest (Green, 1988). In further 
research it would be interesting to see on what gameful aspects a run app have the best 
social influence on user’s attitudes.    
 
  Figure 2 Path Model Results  
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1. Introduction 
 
1.1 introduction to the Topic  
 
Gamification (Hamari and Lehdonvirta, 2010; Deterding et al. 2011; Huotari and Hamari, 
2012) and persuasive technologies (Fogg, 2003; Oinas-Kukkonen and Harjumaa, 2009) have 
been strongly harnessed for the purposes of marketing, attitude change, and motivational 
pull (Hamari and Koivisto, 2015).     
 
Gamification has raised a lot interest both in industry (Kim, 2008) and in academia 
(Deterding, 2011). With the success of several mobile services such as Foursquare and Nike+, 
gamification has often attributed to this (Deterding, 2011).  Gartner (2011) predicts that by 
2015 a full 50% of organisations will have gamified their processes. In particular, social 
networking services (SNSs) and (social) games have been two parallel precursors to 
gamification. SNSs such as Facebook, Google+, Twitter, and MySpace provide motivational 
affordances that address needs for social interaction (Boyd and Ellison, 2007; Ellison et al., 
2007). Concurrently, games such as Angry Birds and World of Warcraft have shown how 
games are powerful providers of persuasive service design (Hamari and Järvinen, 2011) that 
invoke cognitive intrinsic motivations, such as feelings of mastery (Hamari and Koivisto, 
2015).  
Several examples of how these developments come together in form of services are 
specifically focused on gamifying specific activities, such as listening to music (Last.fm, a 
gamified music tracking service), watching TV (GetGlue, a gamified television watching 
service), or exercising (Fitocracy, a gamified exercise tracking service). In essence, these 
gamification services provide game-like features that enable, for example, goal-setting by 
providing objectives, rewards, and tracking, and by monitoring these activities (Hamari, 
2013). Furthermore, essential to typical gamification services are the social aspects: people 
collect badges, rise in high-score lists, and collect points for social reasons, such as receiving 
recognition (Hamari and Koivisto, 2015).  
 
This paper presents a study on how social factors related to network effects, social influence, 
recognition, and reciprocal benefits can predict attitude towards gamification, intentions to 
continue using it, and intentions to recommend it to others. The paper considers the 
moderating effect of demographic variables on the effectiveness of social factors in 
motivating the use of services.  
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1.2 Cause and Relevance of the Problem  
 
Hamari and Koivisto (2015) investigated how social motivations predict attitude towards the 
use of gamification, and intentions to continue using a gamified service. The results 
indicated that social factors are strong predictors for how gamification is perceived and 
whether the user intends to continue using the service and/or recommend it to others. 
Additionally, these relationships were further positively influenced by the degree to which 
users are exposed to other users using the same service. 
 
The study of Hamari and Koivisto (2015) points to a potential avenue for further research. 
Future studies could analyse the moderation effects of demographic variables on the 
effectiveness of social factors in motivating the use of such services. 
 
1.3 Objectives and Research Question 
 
This study is aimed at investigating how the social factors related to social influence could 
predict attitude towards gamification, (Hamari and Koivisto, 2013) in relation to generational 
differences (Zemke et al, 2000). Therefore in this study we investigate how social influence 
aids people in continuing and maintaining the beneficial behaviours promoted by the 
gamification technology and whether generational differences have any influence.  
 
The objective of this study is: How do generational differences moderate the relationship 
between attitude and indentation to continue to use gamification. 
 
RQ 1. What is meant by gamification? 
RQ 2. Which social factors are relevant in the case of gamification? 
RQ 3. How can generational difference be described? 
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2. Theoretical Background  
 
2.1 Gamification, Persuasion, and Related Concepts 
 
Gamification refers to service design aimed at providing game-like experiences to users, 
commonly with the end-goal of affecting user behaviour (Huotari and Hamari, 2012). 
Gamification differs from other parallel developments in a few key ways: (1) Gamification 
commonly attempts to afford experiences reminiscent of games (e.g., flow, mastery and 
autonomy), rather than offering direct hedonic experiences by means of, for example, audio-
visual content or economic incentives as seen in loyalty marketing (Huotari and Hamari, 
2011; Huotari and Hamari, 2012). (2) Gamification attempts to affect motivations rather 
than attitude and/or behaviour directly, as is the case in persuasive technologies (Fogg, 
2003; Oinas-Kukkonen and Harjumaa, 2009; Hamari 2013). (3) Gamification refers to adding 
‘gamefulness’ to existing systems rather than building an entirely new game as is done with 
‘serious games’ (Deterding, 2011; Huotari and Hamari, 2012). 
 
Persuasive technologies, on the other hand, refer to interactive computer systems designed 
to change the attitude and/or behaviour of the user (Fogg, 2003; Oinas-Kukkonen and 
Harjumaa, 2009). Clearly there is some overlap between gamification and persuasive 
technology. For instance, some persuasion mechanisms can be regarded as similar to those 
applied in gamification, such as feedback and rewards (see, e.g., Oinas-Kukkonen and 
Harjumaa, 2008). 
 
Overall, most gamification services, games, social networking services, and persuasive 
systems include affordances for both social as well as gameful interaction. Social and game 
dimensions can be considered complementary in persuasive design. Therefore, it is essential 
to also study the social factors in gamification along with goals and rewards (Hamari, 2013). 
 
Depending on how we conceptualize different approaches in persuasive design, gamification 
could be seen as an overarching concept in the sense that it can be used in several domains 
or as a particular kind of persuasive design within other approaches (see Table 1). 
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Table 1.  Comparison of Parallel Concepts Related to Changing Attitude and Behaviour 
(Hamari and Koivisto, 2013). 
 
Concept Definition Goal 
Gamification ‘A process of enhancing a service with 
(motivational) affordances for gameful 
experiences in order to support the user’s 
overall value creation’ — Huotari and Hamari 
(2012). 
To support the user’s overall 
value creation by providing 
gameful experiences (see goal 
of games) 
 
Games Free, no material interest, voluntary, 
uncertain, governed by rules, interesting 
choices, mastery, flow — Huizinga (1955), 
Caillois (1958), Avedon and Sutton-Smith 
(1971) 
To create experiences such as 
flow, intrinsic motivation, 
achievement and mastery 
 
Loyalty 
programme 
‘Marketing efforts which reward, and 
therefore, encourage loyal customer 
behaviour in order to increase the 
profitability of stable customer relationships’ 
— Sharp and Sharp (1997) 
To increase customer loyalty 
 
Persuasive 
technology 
Interactive information technology designed 
for changing users’ attitudes or behaviour — 
Fogg (2003), Oinas-Kukkonen and Harjumaa 
(2009) 
To change attitudes and 
behaviours 
 
Choice 
architecture 
‘To nudge people towards the right choices 
[to make their lives better]’ — Sunstein and 
Thaler (2008) 
To help people make better 
decisions 
 
Decision 
support systems 
‘A computer based system to aid decision-
making [for running organisations more 
efficiently]’ — Sol et al. (1987) 
To make decision-making 
activity more effective 
 
 
 
2.2 Social Factors 
The core of the research model draws from the theory of planned behaviour (TPB) (Ajzen, 
1991) and extends the TPB with factors related to recognition (Hernandez et al., 2011; Hsu 
and Lin, 2008; Lin and Bhattacherjee, 2010; Lin, 2008) and perceived reciprocal benefits (Hsu 
and Lin, 2008; Lin, 2008), which we hypothesize to be relevant social factors predicting 
attitudes and user behaviour in a gamification service. The TPB is a model widely applied to 
explain behavioural intentions by measuring the attitude towards the behaviour and social 
influence (Ajzen, 1991). It appears highly applicable for measuring attitudes in a persuasive 
environment because the goals of persuasion and gamification are ultimately related to 
attitude and behaviour change (Hamari and Koivisto, 2013). 
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2.2.1 Social Influence 
Social influence refers to an individual’s perception of how important others regard the 
target behaviour and whether they expect one to perform that behaviour (Ajzen, 1991; 
Fishbein and Ajzen, 1975). In the context of this study, the target behaviour is the use of 
gamification to motivate oneself to exercise. Social influence is then likely to reflect the 
user's perceptions of how other users perceive the use of the service. By receiving 
recognition in the form of 'likes' and comments, users receive feedback on how well they 
have conformed to the perceived expectations of other users. 
 
In line with Bock et al. (2005), Lewis et al. (2003), and Venkatesh and Davis (2000), we 
propose that social influence, through the identification and internalization processes 
relevant for group formation (Kelman, 1958), affect attitude towards using the service. 
Therefore, we hypothesize that social influence positively affects perceptions of recognition: 
The more strongly a person believes that others expect and support certain behaviour, the 
better it feels to conform to those expectations. Furthermore, when the relevant behaviour 
is supported and socially accepted, such social influence has a positive effect on the attitude 
towards the service. 
2.2.2 Recognition 
Recognition fundamentally describes the social feedback users receive on their behaviours, 
that is, users interacting with other users (Cheung et al., 2011; Lin, 2008). We propose that 
receiving recognition creates willingness to recognize others reciprocally within a service, 
which further promotes social interaction. In this manner, receiving recognition creates 
reciprocal behaviour (Cialdini et al., 1992; Cialdini and Goldstein, 2004) and increases the 
perceived benefits received from the use of the service. Furthermore, we hypothesize that 
the service is conceived more positively (Preece, 2001) when it produces a sense of 
recognition from others, thus positively affecting the user’s attitude to using the service. 
2.2.3 Attitude and Intentions 
In this study, attitude towards system use refers to the overall evaluation of the systems’ 
usage, be it favourable or unfavourable (Ajzen, 1991; Fischbein & Ajzen, 1975). A strong 
relationship between attitude and use intentions has been confirmed in several studies (see, 
e.g., Baker & White, 2010; Bock et al., 2005; Lin & Bhattacherjee, 2009).   
Word-of-mouth (WOM) refers to users willingness to recommend a service to others. In the 
context of continued use intention (Bhattacherjee, 2001), it reflects users’ satisfaction with 
the service in question and their trust that the service will continue to fulfil their 
expectations (Kim and Son, 2009; Srinivasan et al., 2002).  
Because the instrument purpose of the investigated technology (Run-app) is to promote 
continued exercise (CE), it is also important to measure whether the continued use of the 
technology (Ajzen, 1991) does indeed co-exist with the intention to continue exercising. 
Harmari & Koivisto (2015) confirm this in their research on social influence in exercise 
gamification.     
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2.3 Generational Differences  
What is a generation? First introduced in sociological theory in the 1950s by Karl Mannheim, 
sociologists have used generations to illustrate the impact of collective experience on 
American culture (Eyermand & Turner, 1998). In this research, generation is defined as: 
[… people] passing through time who come to share a common habitus, hexis and culture, a 
function of which is to provide them with a collective memory that serves to integrate the 
generation over a finite period of time (Eyerman & Turner, 1998, p. 93). 
This definition draws special attention to a shared or collective field of emotions, attitudes, 
preferences, and dispositions and a set of embodied practices such as leisure activities that 
each generation uses to create their own traditions or culture (Schewe & Evans, 2000).  
 
Wyatt (1993) states that a generation is constituted of six causes or determinations:  
1. A traumatic or formative event, such as the assassination of a political leader or the 
Vietnam War.  
2. A dramatic shift in demographics that influences the distribution of resources in a 
society (e.g., the size of the Baby Boomer generation).  
3. A ‘privileged interval’ that connects a generation to a cycle of success and/or failure 
(e.g., the Great Depression). 
4. The creation of a sacred space wherein sacred places (e.g., Woodstock) sustain a 
collective memory. 
5. Mentors who give impetus and voice through their work (e.g., Martin Luther King).  
6. Generations are formed through the work of people who know and support each 
other. Examples are the technological innovators of the Gen Xers (e.g., Bill Gates and 
Steve Jobs).  
 
Therefore, generations form personas based on these factors, which include attitudes, 
values, and beliefs about family life, religion, gender roles, lifestyles, and more that do not 
change as a function of age (Strauss and Howe, 1997).  
 
Social scientists differ somewhat on how to name and segment these generations 
(Arsenault, 2003). Kick (2002) states there are many names for each generation. For 
example, Nexters are known by many names, including the Echo Boomers, the Millennials, 
and the Internet Generation. Other names for Veterans are the GI Generation, Matures, and 
the Silent Generation.  
Smith and Clurman (1997) segmented generations into three broad groups: Matures, Baby 
Boomers, and Generation X (a.k.a. Gen X). 
 
Meredith and Schewe (1994) identified six generations that include the Depression 
generation, which came of age during a time of economic strife and high unemployment, the 
Baby Boomer generations I and II, and Generation X, which is known for accepting cultural 
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diversity and computer literacy. Zemke et al. (2000) designate four generations: Veterans, 
Baby Boomers, Generation X, and Nexters. 
 
Table 2 gives the birth years of each generation along with some core values and examples 
of defining moments for each generation. The major reason for using Zemke et al.’s 
segmentation procedure in this research is their addition of the Nexter generation.  
 
Table 2.  A Description of Generations (Adapted from Zemke et al. 2000) 
 
Generations Birth years Core values Defining moments 
Veterans 1922–1943 Dedications, hard work, 
respect for authority 
The Great Depression, the 
Second World War, 
Lindbergh, FDR 
Baby Boomers 1944–1960 Optimism, personal 
gratification an growth 
JFK, civil rights and women’s 
movements 
Generation Xers 1961–1980 Diversity, techno literacy, fun 
informality 
The Challanger incident, 
AIDS, Rodney King 
Generation Nexters 1981–2000 Optimism, civic duty, 
confidence, achievement 
Terrorism, Boston Bombing, 
IT innovation 
 
 
Research (Koivisto, Hamari, 2014) has shown that there is an interaction effect between 
gamification and demographic differences. Research regarding the effects of age in 
technology adoption and use has indicated that younger technology users value usefulness 
of the technology more than older users when deciding on use intentions (Venkatesh, 
Morris, Davis, Davis, 2013). Furthermore, older users are considered to be more affected by 
social influence than young ones (Morris & Venkatesh, 2000; Venkatesh et al., 2003; Whang 
et al., 2009). Consequently, older generations tend to experience lower self-efficacy and 
more computer anxiety than younger people and so perceive their skills in using digital 
technologies as lower (Chung et al., 2010).  
 
2.4 Derived Hypotheses  
 
When considering social influence in the context of technology use, subjective norms reflect 
users’ perceptions of how other users perceive the use of the service (Ajzen, 1991; 
Fishbein,1979). By participating in the community created by the service, users are likely to 
be exposed to the influence of others. Furthermore, in services that incorporate social 
interaction (e.g. ‘liking’ and commenting) users can receive recognition of their activities 
from other users. In the context of an information technology with social elements, such 
recognition could be considered to represent the social feedback a user receives about their 
behaviour (Cheung & Lee, 2010; Cheung et al., 2011; Lin, 2008 ) or on accepting the social 
influence and the normative expectations of the community. Based on the discussions of 
subjective norms and recognition, we hypothesize that the more strongly a person believes 
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others to expect and support a certain behaviour, the more positively the recognition from 
conducting the behaviour and thus conforming to those expectations will be perceived by 
the individual (see, e.g., Kelman, 1958 ). In line with Bock et al. (2005), Lewis et al. (2003), 
and Venkatesh and Davis (2000) , we propose that the subjective norm affects  attitude 
directly as well as behavioural intentions mediated by attitude. Accordingly, we hypothesise 
the following pertaining to the influence of subjective  norms:  
 
H1a. Subjective norms positively influence the impact of recognition received from 
conforming to subjective norms. 
 
H1b. Subjective norms positively influence the attitude towards the technology. 
 
Furthermore, receiving recognition from relevant others can create reciprocal behaviour 
(Cialdini & Goldstein, 2004; Cialdini et al., 1992). Reciprocal interaction can promote a form 
of social usefulness of the system, that is, receiving benefit from and, in turn, contributing to 
the social community (Lin, 2008; Preece, 2001; Wellman & Wortley, 1990 ). In other words, 
receiving recognition potentially increases the perceived mutual benefit received from using 
the system (see, e.g., Chiu et al., 2006). We operationalise the measurement of this 
construct as reciprocal benefits (see, e.g., Hsu & Lin, 2008; Lin, 2008) and hypothesise that a 
positive relationship can be expected to exist between receiving recognition and perceived 
reciprocal benefits derived from the system use. Furthermore, we hypothesise that simply 
receiving recognition also has a direct positive effect on attitude towards the use of the 
service because receiving positive recognition in general is considered to be a positive 
experience and, thus, is likely to have a positive relationship with attitude. Similarly, as the 
reciprocal activities are expectedly regarded as positive, they are likely to create further 
positive attitude towards the service as well (see, e.g., Cialdini et al., 1992). Consequently, 
we hypothesise a positive relationship to exist also between reciprocal benefits and attitude 
towards the system use. In conclusion, the following hypotheses are suggested to pertain to 
receiving recognition and reciprocal benefits:  
 
H2a. Getting recognition positively influences the experience of reciprocal benefits within 
the system. 
 
H2b. Recognition positively influences attitude towards the system. 
 
H3. Perceived reciprocal benefits positively influence the attitude towards the system. 
 
The relationship between attitude and use intentions has been confirmed in several studies 
(see, e.g., Baker & White, 2010; Bock et al., 2005; Lin & Bhattacherjee, 2009). 
Word-of-mouth (WOM) refers to a person’s willingness to recommend a system to others. In 
the context of continued-use intention (Bhattacherjee, 2001), it reflects users’ satisfaction 
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with the system in question and their willingness to recommend the service to other people 
(Cheung & Thadani, 2012; Kim & Son, 2009; Srinivasan et al., 2002). As the instrumental 
purpose of the investigated technology is to promote continued exercise, it is also important 
to measure whether the continued use of the technology (Ajzen, 1991) does indeed co-exist 
with the intention to continue exercising. We expect to find that users who are more likely 
to continue the system use, will also be more likely to pursue the behaviour that is promoted 
by the system. Thus, the intentions to continue the behaviour are hypothesized to increase 
as a behavioural outcome. Accordingly, we suggest the following hypotheses: 
 
H4. Attitude positively influences intentions to continue using the system. 
 
H5. Attitude positively influences intentions to recommend the system to others (i.e., 
WOM). 
 
H6. Intentions to continue using the system positively influence intentions to continue 
exercising. 
 
Related to generational differences, there is a general belief that younger generations, while 
being more susceptible to playful interaction, might also become bored more quickly than 
more mature users (Koivisto & Hamari, 2014). Also, the older the user is, the more 
recognition they perceive to be receiving, the longer their experience with the service is. This 
finding could also be explained by the connection of age and affiliation needs and the 
satisfaction received from fulfilling such needs (Morris, Venkatesh, 2000; Venkatesh et al., 
2003). Thus we suggest the following hypotheses: 
 
H7. Generational differences positively influence the relationship between attitude and 
intentions to continue using the system.   
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Figure 1 illustrates a conceptual model that reflects the problem. The relationships among 
relevant variables and proposed relationships between the variables are shown. 
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3. Methodology  
 
3.1 Data 
The data was gathered via a hard copy questionnaire filled in by the users of  a running app 
(e.g., Nike+, RunKeeper, Endomondo, Strava, iSmoothrun, Runtastic). The running app is a 
mobile service that gamifies fitness running. The motivational design of the system consists 
mainly of affordances corresponding to achievements and competence as well as social 
influence and relatedness (see Zhang, 2008 on motivational affordances). More specifically, 
the service enables users to track their running activity. The systems contain automatic 
tracking that is guided by GPS. Thus, the service relies on the automatic-reported data 
logged by the electronic device (e.g., mobile phone). Furthermore, the service incorporates 
motivational design in the form of gamification. Based on the data automatically generated 
by running activities, the system enables users to gain points, level-ups, and achievements 
(or  badges, see Hamari & Eranti, 2011). For example, when a user completes a run, the 
system automatically calculates the running distance, average speed, time, and so on. The 
point value is adjusted based on applicable details, such as whether conditions, track 
conditions, and personal conditions, which are provided by the user. The user can also 
complete quests by performing and tracking an exercise corresponding to a given set of 
conditions, or challenge other users to duels. Moreover, other people can give feedback on 
achievements when they are shared on social media. By offering the possibility of sharing 
achievements online, everyone in the community can like or commenting on the updates. 
This creates a venue for social activity, such as group-forming and communication. It also 
incorporates profile-building and the offers the possibility of sharing content (Baker & White, 
2010; Boyd & Ellison, 2007; Ellison et al., 2007; Lin & Lu, 2011; Pfeil et al., 2009).  
 
The survey was conducted by asking people to fill in a hardcopy of the questionnaire. The 
survey was conducted in the month November 2015. The researchers went to sport venues 
(e.g., fitness clubs, running tracks) to find people who use running apps. As a result, it was 
possible to select only people who had experience using a running app by asking them. The 
procedure was that the respondents filled in the questionnaire at location and returned it 
after completion.  Table 3 outlines the demographic details of the respondents. The gender 
divide of the respondents was fairly equal. The generational divide shows no responses from 
the Veterans generation, so that generation is not included in the analysis. Most 
respondents (44%) use the Nike+ app.  
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Table 3.  Respondents Profile 
 
Measure Items Percentage 
Gender Male 51% 
 Female 49% 
Generational Differences Veterans 0% 
 Baby Boomers 31% 
 Generation Xers 31% 
 Generation Nexters 38% 
Run-app Runkeeper 4% 
 Runtastic 6% 
 Nike+ 44% 
 Endomondo 14% 
 Evy 25% 
 Map My Run 4% 
 Anders 3% 
 
3.2 Measurement   
All variables included four items except for CE (three items) and were measured with seven-
point Likert scales. We chose a seven-point Likert scale because the psychometric literature 
suggests that having more scale points is better, but there is a diminishing return after 
around 11 points, so having 7 points seemed to be a good balance between having enough 
points of discrimination without having to maintain too many response options (Nunnally, 
1978). All operationalization’s of psychometric constructs were adapted from previously 
published sources. Table 4 reports the number of items in each construct as well as the 
sources from which each of the constructs was adapted. 
 
A convenience sampling method was used to select respondents. A group of selected 
running-app users are the sample group. They represent the national average during this 
research, however, there is no sound basis for estimating statistical confidence intervals 
around the sample statistics of interest (Green et al. 1988). Surveys based on convenience 
sampling tend to have a low response rate. For this research we approached people in 
person after they had finished their sports activities. As a result, the response rate was 
rather high because people could answer directly with no delay. Convenience sampling 
means that the sampling units are accessible, convenient, and easy to measure, cooperative, 
or articulate (Green et al. 1988). For this research the sampling unit consists of athletic 
people who have used or are currently using a running app and who are members of a  
fitness club or running association. Ideally the sample frame should identify each population 
element only once and should not include elements that are not in the defined population. 
As the literature states (Green et al., 1988) that a perfect frame is seldom available for 
marketing-research purposes. The frame may be incomplete, too comprehensive, or a 
combination of the two. In addition, the frame may include some elements more than once. 
Any of these situations can lead to coverage error. Because we approached people only after 
their sport activities and in person, this coverage error has been eliminated. For the sample 
size we used the minimum cell size method. For this case an N of 160 is needed.            
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Table 4.  Measurement Instruments 
 
Construct Name Total items Adapted from  
ATT Attitude 4/4 Ajzen (1991) 
CU Continued Use 4/4 Bhattacherjee (2001) 
CE Continued Exercise 3/3 Bhattacherjee (2001) 
RECIPB Reciprocal Benefits 4/4 Hsu and Lin (2008), 
Lin (2008) 
RECOG Recognition  4/4 Hernandez et al. 
(2002) 
SUBJN Subjective Norms 4/4 Venkatesh et al. 
(2003) 
WOM Word-of-Mouth 
Intentions 
4/4 Kim and Son (2009) 
  
 
3.3 Validity and Reliability 
All the model-testing was conducted via component-based PLS-SEM in WarpPLS after the 
data was gathered. The key advantage of the component-based PLS (PLS-SEM) estimation is 
that it is nonparametric, and therefore, makes no restrictive assumptions about the 
distributions of the data. PLS-SEM is considered to be a more suitable method for prediction-
oriented studies, while covariance-based SEM is better suited for determining which models 
fit  the data (Anderson & Gerbing, 1988; Chin et al. 2003). 
PLS-SEM results were reviewed and evaluated using a systematic process. The goal of PLS-
SEM is to maximize the explained variance (i.e., the R2 value) of the endogenous latent 
variables in the PLS path model. For this reason, the evaluation of the quality of the PLS-SEM 
measurement and structural models focuses on metrics that indicate the model’s predictive 
capabilities. As with CB-SEM, the most important measurement model metrics for PLS-SEM 
are reliability, convergent validity, and discriminant validity. For the structural model, the 
most important evaluation metrics are R2 (explained variance), f2 (effect size), Q2 (predictive 
relevance), and the size and statistical significance of the structural path coefficients (Hair et 
al., 2013) 
 
3.4 Structural Equation Modeling (SEM) 
Various methods available to analyse the relationship between a set of variables including 
(Hair 2010):  
• Discriminant Analysis (DA)  
• Path Analysis (PA)  
• Factor Analysis (FA)  
• Multiple Regression Analysis (MRA)  
• Structural Equation Modeling (SEM) 
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This thesis used Structural Equation Modelling (SEM). SEM is a second-generation technique 
which can be used to explain the relationships between multiple variables (Hair 2010). 
Compared with first-generation techniques such as factor analysis and discriminant analysis, 
which examine only single relationships, SEM can simultaneously test and estimate causal 
relationships among multiple independent and dependent constructs (Gefen et al., 2000). 
 
SEM allows the researcher to construct unobservable latent variables (LVs), which cannot be 
directly measured. Latent variables (LVs), however, are responsible to determine the 
correlation among the manifest variables. Observable and empirically measurable indicator 
variables known as manifest variables (MVs) were used to estimate LVs in the proposed 
model (Hair, 2010). Indicators can be classified into two groups: (a) reflective indicators, 
which depend on the construct; and (b) formative indicators, which cause the formation of 
or changes in an unobservable variable (Gefen et al., 2000). Many studies have employed 
the SEM method to examine their hypothesized models (Whu, 2007; Jen 2008).  
According to Anderson and Gerbing (Anderson, 1988), SEM provides ‘a comprehensive 
means for assessing and modifying theoretical models’. SEM is more of a confirmatory 
technique, but it also can be used for exploratory purposes. Confirmatory factor analysis 
(CFA) require one to specify which variables are associated with each construct. It involves 
testing and potentially confirming a theory. CFA is a tool that enables the researcher to 
either ‘confirm’ or ‘reject’ pre-conceived theory.  
As pointed out by Aibinu and Al-Lawati (2010), first-generation techniques such as factor 
analysis (FA), multiple regression analysis (MRA), and path analysis (PA) are not suitable as a 
method of analysis for the following reasons:  
• MRA handles only the relationships between single dependent variables and many 
independent variables. Furthermore, both MRA and PA deal only with manifest or 
observable variables and not with latent or unobservable variables.  
• Although FA can detect underlying latent variables from observed variables, it cannot 
provide additional information on the relationships between latent variables.  
 
Further, SEM can simultaneously assess the measurement model (relationships between 
constructs and measures) and the path model (relationships between one construct and 
another) to test theoretical relationships. There are two approaches to estimate the 
parameters of an SEM, namely, the covariance-based approach and the variance-based 
approach (or component-based approach) (Gefen, et al., 2000). Covariance-based SEM 
attempts to minimize the differences in the sample covariance’s and those predicted by the 
theoretical model whereby the parameter estimation process tries to reproduce the 
covariance matrix of the observed measures (Gefen, et al. 2000). The variance-based 
approach, by contrast, focuses on maximizing the variance of the dependent variables 
explained by the independent ones (Gefen et al., 2000). The Partial Least Squares (PLS) 
approach, which is used in this thesis, is a variance-based SEM, and is described in more 
depth in the following section. 
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3.5 Partial Least Square Approach 
Partial Least Squares (PLS) is a variance-based approach (a.k.a. component-based approach) 
that is used for testing structural equation models. It is also known as a soft modelling 
technique that does not require a normal distribution assumption (Chin, 2010). According to 
Haenlein (2004), PLS was first introduced by H. Wold in 1975 under the name nonlinear 
iterative partial least squares (NIPALS) and focused on maximizing the variance of the 
dependent variable explained by the independent ones. PLS starts by calculating case values, 
unlike covariance-based SEM, which estimates first model parameters and then case values. 
Thus, in PLS, the unobservable variables, which are latent variables (LVs), are measured as 
exact linear combinations of their empirical indicators (Fornell, 1982). As with SEM, PLS 
models also consist of two parts. The structural part shows the relationships between the 
latent variables, and the measurement part shows the relationship between latent variables 
and their indicators. An additional feature of PLS is weight relations, which are used to 
estimate case values for the latent variables (Vinzi, 2010). According to Urbach and 
Ahlemann (2010), PLS can be used either for theory confirmation (confirmatory factor 
analysis) or theory development (exploratory factor analysis). The following are the features 
of PLS (Gefen, 2000; Vinzi, 2010; Chin 2010):  
• PLS makes no distributional assumption. PLS avoids the assumptions that 
observations follow a specific distributional pattern and that they must be 
independently distributed.  
• Relatively small sample size. A Monte Carlo simulation performed by Chien et al. 
(2010) indicated that PLS could be performed with a sample size as low as 50.  
• Unlike covariance-based SEM, variance-based SEM yields robust results even in the 
presence of small samples and multivariate deviations from normality.  
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4. Results 
Assessing The Measurement Model The measurement model is defined as ‘an SEM model 
that (a) specifies the indicators for each construct and (b) enables an assessment of 
construct validity’ (Hair, 2010). This means, the purpose of the measurement model is to 
specify which measurement items are related to each latent variable. Each of the constructs 
under consideration—Subjective Norm (SUBJN), Recognition (RECOG), Reciprocal Benefits 
(RECIPB), Attitude (ATT), Word-of-Mouth Intention (WOM), Continued Use (CU), Continued 
Exercise (CE)—are assessed for reliability features using factor loading. Validity is assessed 
using convergent and discriminant validity. 
 
The individual item reliability was assessed by looking at factor loading. The loading shows 
that all the measurement items loaded higher on the latent variables they are theoretically 
specified to measure than to other latent variables. The loadings are from a structure matrix 
(unrotated). The structure matrix contains the Pearson correlations between indicators and 
latent variables. As indicated in Appendix I, all items loading exceeded the recommended 
value of 0.50 (Hair, 2010). However, the items ATT3, ATT4, CU1, CU2, and WOM3 did not 
demonstrate a satisfactory level per individual item and so these items were deleted.    
4.1 Validity 
Convergent validity (see Table 6) was assessed with three metrics: average variance 
extracted (AVE), composite reliability (CR), and Cronbach’s alpha (Alpha).  Most of the 
convergent validity metrics were clearly greater than the thresholds cited in relevant 
literature. For example, AVE should be greater than 0.5, CR greater than 0.7 (Fornell & 
Larcker, 1981), and Cronbach’s alpha above 0.7 (Nunnally, 1978). Only WOM is not greater 
than the thresholds cited in literature (0.030). Taking this in to consideration the researchers 
accept the minor difference so the conceptual model stays the same, and it will be a 
limitation in this research. The convergent validity is assessed with Cronbach’s alpha. The 
convergent validity metrics all had a Cronbach’s Alpha above 0.7 (Nunnally, 1978).  
Furthermore, there were no missing data so no imputation methods were used. We can 
therefore conclude the convergent validity and reliability requirements are met.  
 
Table 6.  Convergent Validity 
 
 
Alpha CR AVE 
ATT 0.739 0.880 0.787 
CE 0.879 0.918 0.789 
CU 0.816 0.916 0.844 
Recipb 0.833 0.882 0.661 
Recog 0.956 0.968 0.884 
Subjn 0.961 0.972 0.896 
WOM 0.736 0.838 0.634 
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Discriminant validity is assessed by comparing the correlations between constructs and the 
square root of average variance extracted (AVE) for a construct. Table 7 displays the 
correlation matrix for the constructs. First, through comparison of the square root of the 
AVE of each construct to all of the correlation between it and other constructs (see Fornell & 
Larker, 1981), where all of the square roots of the AVEs should be greater than any of the 
correlations between the corresponding constructs and another construct (Chin, 1998; 
Jöreskog & Sörbom, 1996). As shown in this table, the diagonal elements are greater than 
the off-diagonal elements in the corresponding rows and columns (Hair, 2010). The results 
show that there is no correlation between any two latent variables larger than or even equal 
to the square root AVEs of the two latent variables. Second, we determined that no inter-
correlation between constructs was higher than 0.9 in accordance with the work of Pavlou, 
et al. (2007). The results demonstrate adequate discriminant validity for all constructs in the 
proposed conceptual model. Based on the analysis performed, the measurement model in 
this thesis demonstrated adequate discriminant validity which means that all the latent 
variables proposed in the hypothesized model are different from each other. In total, the 
measurement model in this thesis demonstrated adequate convergent validity and 
discriminant validity. 
Table 7.  Discriminant Validity 
 
 
ATT CE CU Recipb Recog Subjn WOM 
ATT 0.887 
      CE 0.130 0.888 
     CU -0.074 0.348 0.940 
    Recipb 0.084 -0.159 -0.135 0.813 
   Recog 0.082 -0.140 -0.123 0.735 0.940 
  Subjn 0.054 -0.127 -0.184 0.484 0.605 0.947 
 WOM 0.093 -0.067 -0.175 0.392 0.612 0.718 0.796 
   
4.2 Path Model Results 
Once the validity of the structural model is confirmed, the next step is to assess the path of 
the proposed structural model. Figure 2 exhibits the structural model and the analytical 
results. Each path corresponds to each proposed hypotheses in this thesis. The test of each 
hypothesis is achieved by looking at the sign, size, and statistical significance of the path 
coefficient (β) between the latent variable and its dependent variables. The higher the path 
coefficient, the stronger the effect of LVs on the dependent variable. The research model 
could account for 0% of Attitude as well as 0% of continued intention to exercise. As can be 
seen in Figure 2 only the direct paths between subjective towards Recognition and 
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Recognition towards Reciprocal benefits were positive and statistically significant (p<0.001). 
Therefore, the model supports the hypotheses H1a and H2a.  
Because there are kind-of relationships between Continued Use towards Continued Exercise 
we could say that further research on these variables would be beneficial.   
No statistically significant relationship between Generational Differences towards Continued 
Intention was found. 
 
 
 
Figure 2.  Path Model Results  
 
Subjective norms positively influence the impact of recognition received from conforming to 
subjective norms. There is a positive relationship between them. So when people participate 
in a community, users are likely to be exposed to the influence of others. Furthermore, in 
services that incorporate social interaction (e.g. liking and commenting), users can receive 
recognition of their activities from other users. In the context of an information technology 
with social elements, such recognition could be considered to represent the social feedback 
users receive about their behaviour. This has a relationship to the recognition of the 
participant.    
 
In conclusion, we can say that getting recognition does not seem to positively influence the 
experience of reciprocal benefits within the system. In other words, receiving recognition 
does not potentially increase the perceived mutual benefits received from the use of the 
system. There is no significant proof for this relationship.   
24 
 
Table 8.  Confirmation of Hypotheses  
 
H# IV->DV Hypothesis Supported 
H1a SUBJN -> RECOG Subjective norms positively influence the 
impact of recognition received from 
conforming to subjective norms. 
Yes 
H1b SUBJN -> ATT Subjective norms positively influence the 
attitude toward the technology. 
No 
H2a RECOG -> RECIPB  Getting recognition positively influences the 
experience of reciprocal benefits within the 
system. 
Yes 
H2b RECOG -> ATT Recognition positively influences attitude 
toward the system. 
No 
H3 RECIPB -> ATT Perceived reciprocal benefits positively 
influence the attitude toward the system. 
No 
H4 ATT -> CU Attitude positively influences intentions to 
continue using the system. 
No 
H5 ATT -> WOM Attitude positively influences intentions to 
recommend the system to others (i.e., 
WOM). 
No 
H6 CU -> CE Intentions to continue using the system 
positively influence intentions to continue 
exercising. 
No 
H7 GD -> CU Generational Differences positively influence 
the intentions to continue using the system.   
No 
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5. Conclusion, Discussion, and Recommendations 
 
5.1 Conclusion 
In this study, we investigate how the social factors related to social influence can predict 
attitude towards gamification, (Hamari and Koivisto, 2013) in relation to generational 
differences (Zemke et al, 2000). We focus on the role of social influence in gamified exercise 
with the aim of examining how the social aspect affected use intentions of the technology, 
intentions to recommend it to others, and the intention to continue exercising, and we 
compare that with the influence of generational differences. After analysing the results we 
can say that it appears there is no moderation effect of generational differences on a 
person’s attitude towards gamification. 
 
5.2 Discussion 
There seems to be no relationship between social motivators and the use intentions of the 
respondents. In line with earlier research (Hamari, 2015) we can confirm that the association 
between subjective norms and recognition is supported, and therefore this social motivator 
is important in creating an information system. Creating interaction with other users fosters 
social feedback, which is in line with the theory of Cheung and Lin (2011, 2008). Because 
social influence positively affects perception of recognition, it also means that the more 
strongly a person believes that others expect and support certain behaviour, the better it 
feels to conform to those expectations. However, there appear to be no proof that relevant 
behaviour is supported and socially accepted, so social influence seem to has no positive 
effect on the attitude towards the service. This research therefore offers no proof to support 
the proposal of Bock et al. (2005), Lewis et al. (2003), and Venkatesh and Davis (2000) that 
the social influence, through the identification and internalization processes relevant for 
group-formation (Kelman, 1958), affects attitude towards using the service. 
Recognition fundamentally describes the social feedback users receive on their behaviours: 
users interact with other users (Cheung et al., 2011; Lin, 2008). As the results show, receiving 
recognition creates willingness to recognize others reciprocally within a service, which 
further promotes social interaction. In this manner, receiving recognition creates reciprocal 
behaviour (Cialdini et al., 1992; Cialdini & Goldstein, 2004) and increases the perceived 
benefits received from the use of the service. However, we conclude that the service is not 
conceived more positively (Preece, 2001) when it produces a sense of recognition from 
others, thus there seems to be no positive affect on the user’s attitude about using the 
service. 
 
In contrast to what several studies confirmed (see, e.g., Baker & White, 2010; Bock et al., 
2005; Lin & Bhattacherjee, 2009), in the outcome of this research there seems to be no 
strong relationship between attitude and use intentions. As social identity variables are most 
often used to examine identification with the group, whereas group norm variables 
investigate the sharing of common goals within the group (e.g., Cheung & Lee 2010; Cheung 
et al., 2011), therefore we could suggest that running is still a single user activity, and the 
information systems do not fully focus on social identity (e.g., Cheung & Lee, 2010; Zhou, 
2011) and group norms (e.g., Cheung et al., 2011; Dholakia et al., 2004; Zhou 2011). 
As for word-of-mouth there is no willingness to recommend a service to others regarding 
this research. In line with that conclusion, it appears there is no significant relationship 
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between  continued use intention (Bhattacherjee, 2001), and continued fulfilment of users’ 
expectations (Kim & Son, 2009; Srinivasan et al., 2002). The fact that it seems there is no 
significant relationship between them is partly because of three elements that are 
underexposed within the running apps: (1) recognition as an indicator of feedback from 
conforming to social influence; (2) perceived reciprocal benefit obtained from the process of 
conforming and the feedback received on it; and (3) the effect of the size of the community 
on the factors of social influence (Hamari & Koivisto, 2015)  
  
By extension, the results show that it seems there is no direct relationship to the 
generational differences regarding the motivators to continue the exercise with a running 
app. Generational differences seems to be no moderator of the relationship between 
attitude and intention to continue using the system.  
The Veterans generation is not represented in the study because they rarely use technology 
during exercise. Schullery (2013) already concluded that this generation does not adopt 
modern technology as easy as other generations. This may also be related to the physical 
limitations of their age. They are also less likely to exercise at all or less frequently.    
 
In this study we investigated the phenomenon of social influence in the context of 
gamification. As the system studied here has been designed to have affordances that 
support social interaction (Zhang, 2008), it might be intuitive that factors pertaining to social 
influence play an important role (Hamari & Koivisto, 2015). Nevertheless, more traditional 
information technologies can also benefit from the use of similar design. The results of this 
research suggest that in order to support adoption and use of a running app, the process of 
social influence could be harnessed by the design in several ways. First, features that enable 
users or a community to signal (subjective) norms within the community in the system 
enables the diffusion of norms, and thus, enables creation and strengthening of the 
community. Second, providing features such as sharing functions and badges (see Hamari, 
2013; Hamari & Eranti, 2011; Zhang, 2008) allows users to communicate or make visible 
their behaviour related to accepting the social influence. Third, providing features such as 
liking and commenting enables users to give feedback on other users activities. Fourth, the 
information of such social communities can support continued social interaction and further 
use as well as the formation of reciprocal benefits through increased cooperation.  
 
5.3 Theoretical and Practical Implications 
This thesis attempted to provide a model that can be used to better understand social 
motivations to use gamification. More specifically, this thesis has extended the research on 
social motivations by investigating the influence of generational differences in relation to 
continuing the use of a running app from the users perspective. The findings provide 
implications for the theoretical side, and the results indicate that subjective norms influence 
the recognition of the user. Furthermore, getting recognition for exercising increases the 
experience of reciprocal benefits of the user. The other hypotheses do not seem to confirm 
the theory of Hamari and Koivistio (2015) on social influence on exercise gamification. As an 
important addition to the literature, it seems that there is no direct relationship between 
generational differences and the need to continue using a running app.   
 
The relationships between the different elements are all analysed using a linear regression 
method. It appears there is no significant relationship between them, so it could be possible 
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that linear regression is not the best way to analyse the data. The relationship between the 
elements could be more of a ‘dissatisfiers’ type. 
 
The relationship between the two element Attitude (ATT) and Continued Use (CU) are 
particularly interesting in this study. Before this research, the researchers suspected a 
significant relationship between these two elements. This is also confirmed by several other 
theories (Hamari & Koivisto, 2015; Zhang, 2009). In-depth research on the relationship 
between ATT and CU is recommended by the researchers because it is too early to claim that 
ATT has no role in predicting CU intentions. It begs for further theoretical and empirical 
investigations. As Liao et al. (2006) states, CU will increase job performance and 
organizational rewards. It would be interesting to investigate the through motivator for CU. 
This would contribute by interpreting this research mode and by creating a stepping stone 
for further research and alternative models.      
   
Based on the outcome of this research, there is no need to reorganize the practical 
approach. There is no need to focus on a specific generation (e.g., generational differences), 
because the outcome seems to show there is no direct relationship between generational 
differences and the need to continue using a running app. However, focusing on the 
Veterans generation is also not a good idea, because the use of running apps by this 
generation is minimal. Furthermore, it is wise to develop a community around a gamification 
service so that users can receive feedback on their exercise results. This creates the 
possibility of influencing the subjective norms of the users. 
 
As for the sample method (convenience sampling) the question is whether the outcome was 
representative enough for a larger population or if another method would be more suitable 
for this research. There is no sound basis for estimating statistical confidence intervals 
around the sample statistics of interest (Green, 1988). This form of sampling allows us to 
formulate theories quickly. However, biased results are a risk as we have a tendency to treat 
data as accurate depiction of the general public, and typically data is not representative of 
the entire population. Also this research included only users of the running app, which 
excludes non-users. This research also included no representatives from the Veterans 
generation, so no conclusion could be made for that group.            
      
5.4 Future Research Directions  
Most of the respondents where gathered at exercise-related venues (fitness centres, running 
tracks, etc.).  Because running apps are exercise-driven it is most likely that the respondents 
are actively engaged with the service and eager to participate in activities related to it. 
Therefore, the results possibly represent perceptions and intentions of active users of the 
service and disregard less active and unengaged users. The perceptions of less active users 
could be addressed in future studies as could reasons for not being involved in the service. 
Future research would also benefit from combining survey data with actual usage data as 
well as randomized experiments in order to diminish the effects of actively engaged users. 
 
Furthermore, it is not uncommon for the results of quantitative studies to be reductionist 
and geared towards generalizable overall indications of the phenomenon (Hamari & 
Koivisto, 2015). Therefore, this study does not investigate all possible ways of using a 
running app or all possible motivations behind using it. Therefore, it is expected and likely 
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that the phenomenon could be found to be more complex if we were to investigate the 
phenomenon at a more granular level by using, for example, qualitative methods. As with 
any system, the users ultimately determine how they will interact with a running app. For 
example, it is possible that some users may be motivated simply by the tracking features of 
the system and may pay less attention to the gameful and social aspects. By contrast some 
users may be motivated simply by the gamification and disregard the social effects. In this 
research because the users used different types of running apps, the gameful aspect of each 
app could be different. In further research it would be interesting to determine which 
gameful aspects of a running app have the best social influences on users’ attitudes.  
Further studies could analyse future work differences, such as how people perceive 
gamification, by measuring whether different gaming motivations differ with regards to 
adopting gamified services (Yee, 2007; Tuunanen & Hamari, 2012). This paper explored only 
social motivations fur using gamification regarding generational differences. Further studies 
could investigate hedonistic (Hirschman & Holbrook, 1982; van der Heijden, 2004) and 
utilitarian motivations (e.g., Davis, 1989) for gamifying activities. Other research could 
measure the attitudes towards the gamified activities as well as intentions to partake in 
those activities.   
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Appendix I  Descriptive statistics on item level 
 
  
  Mean 
Std. 
Deviation Loading t-value Skegness Kurtosis   
ATT1 All things considered, I find using a run-app to be a wise 
thing to do.  
5,76 ,895 0.839 3.850 -1,414 3,845 
ATT2 All things considered, I find using a run-app to be a good 
idea.  
5,81 ,820 0.933 4.201 -1,842 6,130 
CU3 I predict that I will use a run-app more frequently rather that 
less frequently.  
4,33 ,994 0.914 39.595 -,108 -,419 
CU4 It is likely that I will use a run-app more often rather than 
less often during the next couple months.  4,24 1,068 0.924 46.069 -,220 ,124 
CE1 I plan to increase the amount of exercise rather to decrease 
it.  3,64 1,494 0.934 17.202 ,641 -,631 
CE2 I predict that I will exercise more frequently within the next 
three months.  2,91 1,543 0.919 33.705 1,354 ,078 
CE3 I do not think I will keep exercising in the near future at least 
as much as I have during the last months. 3,02 1,320 0.806 8.502 ,713 -1,290 
RECIPB1 I find that participating in the run-app community can be 
mutually helpful.  4,98 1,055 0.509 4.184 -,581 -,080 
RECIPB2 I find my participation in the run-app community can be 
advantageous to me and other people.  4,93 1,053 0.892 27.792 -,942 1,113 
RECIPB3 I think that participating in the run-app community improves 
my motivation to exercise.  5,43 1,169 0.946 81.108 -1,447 2,446 
RECIPB4 The run-app community encourages me to exercise.  
5,29 1,227 0.832 26.759 -1,511 1,463 
RECOG1 I feel good when my achievements with a run-app are 
notice.  4,79 1,095 0.920 66.607 -,993 ,789 
RECOG2 I like it when other run-app users comment and like my 
exercise.  4,74 1,090 0.949 78.153 -,965 ,600 
RECOG3 I like it when other people notice my exercise reports.  5,11 1,114 0.941 87.290 -1,236 1,221 
RECOG4 It feels good to notice that other people browsed my 
exercise results.  5,19 1,260 0.952 105.638 -,857 ,671 
SUBJN1 People who influence my attitudes would recommend the 
use of a run-app. 4,96 1,230 0.948 82.047 -1,291 1,298 
SUBJN2 People who are important to me would think positively of 
me using a run-app.  5,02 1,266 0.959 82.438 -,807 ,656 
SUBJN3 People who I appreciate would encourage me to use a run-
app.  4,87 1,161 0.931 46.284 -,864 ,437 
SUBJN4 My friends would think using a run-app is a good idea.  
4,90 1,309 0.947 92.310 -,426 -,108 
WOM1 I would recommend using a run-app to my friends.  
5,47 ,964 0.848 2.145 -,209 -,977 
WOM2 I will recommend using a run-app to anyone who seeks my 
advice.  5,36 1,024 0.733 1.802 ,057 -,872 
WOM4 I will day positive things about using a run-app to other 
people.  4,93 1,244 0.804 2.081 -,800 -,723 
34 
 
Appendix II  Survey Items  
 
Indicator Survey item Construct source 
ATT1 All things considered, I find using a run-app to be a wise thing to do.  Ajzen (1991) 
ATT2 All things considered, I find using a run-app to be a good idea.  
ATT3 All things considered, I find using a run-app to be a positive thing.  
ATT4 All things considered, I find using a run-app to be favourable.  
CU1 I predict that I will keep using a run-app in the future at least as much as I 
have used lately.  
Bhattacherjee 
(2001) 
CU2 I intend to use a run-app at least as often within the next three months as I 
have previously used.  
CU3 I predict that I will use a run-app more frequently rather that less 
frequently.  
CU4 It is likely that I will use a run-app more often rather than less often during 
the next couple months.  
CE1 I plan to increase the amount of exercise rather to decrease it.  Bhattacherjee 
(2001) CE2 I predict that I will exercise more frequently within the next three months.  
CE3 I do not think I will keep exercising in the near future at least as much as I 
have during the last months. 
RECIPB1 I find that participating in the run-app community can be mutually helpful.  Hsu and Lin (2008) 
RECIPB2 I find my participation in the run-app community can be advantageous to 
me and other people.  
RECIPB3 I think that participating in the run-app community improves my motivation 
to exercise.  
RECIPB4 The run-app community encourages me to exercise.  
RECOG1 I feel good when my achievements with a run-app are notice.  Hernandez et al. 
(2011), Hsu and lin 
(2008), Lin (2008), 
Lin and 
Bhattacherjee 
(2010) 
RECOG2 I like it when other run-app users comment and like my exercise.  
RECOG3 I like it when other people notice my exercise reports.  
RECOG4 It feels good to notice that other people browsed my exercise results.  
SUBJN1 People who influence my attitudes would recommend the use of a run-app. Ajzen (1991), 
Fishbein (1979), 
Venkatesh, Morris, 
Davis, and Davis 
(2003) 
SUBJN2 People who are important to me would think positively of me using a run-
app.  
SUBJN3 People who I appreciate would encourage me to use a run-app.  
SUBJN4 My friends would think using a run-app is a good idea.  
WOM1 I would recommend using a run-app to my friends.  Kim and Son (2009) 
WOM2 I will recommend using a run-app to anyone who seeks my advice.  
WOM3 I will not refer my acquaintances to using a run-app.  
WOM4 I will day positive things about using a run-app to other people.  
