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ABSTRACT
ESPAR antennas can direct radiation and steer nulls by using variable pas-
sive elements like varactors, avoiding the cost and complexity of devices like
phase shifters. Past attempts to design multi-band ESPARs have often su-
perimposed multiple antenna arrays, each scaled for a different frequency
band. This often results in large, cluttered, complicated designs. To ac-
commodate multi-band operation the radiators can be loaded with reactive
elements.
To preserve the array properties across bands, a means to control the cou-
pling between driven and parasitic elements is needed. The control mech-
anisms must be inexpensive and simple to implement. They should not
fundamentally alter the array design procedure, but rather compliment it.
This study investigates the effects of different approaches to controlling
coupling through reactive loading, develops a design procedure and imple-
ments it to synthesize an ESPAR that operates at 2.4 GHz and 3.5 GHz.
These experiments help further develop a principled method of designing
frequency-reconfigurable ESPARs. Since stationary base station antennas
can afford to be larger and more complex, these low-profile and inexpensive
antennas can find use in femtocells for mobile ad-hoc networks and other
portable devices.
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To whomsoever it may concern.
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CHAPTER 1
INTRODUCTION
Personal electronics require access to a growing number of wireless standards.
A common handheld mobile device requires access to a cellular network, wi-
fi, and bluetooth accessories, with each connection operating in a different
frequency band. Aesthetically the radiating element or elements must be
low profile in order to accommodate the decreasing size of electronic devices,
a trend driven by the decreasing scale of digital electronics. Covering the
multiple standards with a single broadband antenna is often infeasible due
to these increasingly strict size limitations.
A popular approach to dealing with these multiple requirements is co-
locating multiple antennas in a single device, which may lead to significant
coupling between radiators. In some implementations this interaction is uti-
lized and used to couple parasitic resonators to add additional resonances to
the structure [1]. More recently, reconfigurable antenna designs have become
an attractive option for these applications. By using integrated switches and
tunable elements, the mechanical and electrical properties of an antenna can
be altered by a control circuit. One reconfigurable design of interest is an
electrically steerable parasitic array (ESPAR), an array design where only a
single element is excited and the other elements are parasitically coupled to
the main radiator. By adding reconfigurable elements the electrical proper-
ties of the parasitic patches can be altered, resulting in current phase changes,
enabling a degree of array control and beamsteering. This is typically done
by loading the parasitic elements with variable capacitances in the form of
varactor diodes.
In the interest of keeping these designs inexpensive and electrically simple,
we will study a number of techniques used for further controlling the coupling
of an ESPAR design. These methods will be examined in a design utilizing
switched segments which allow the array to operate at two frequencies.
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1.1 Thesis overview
Chapter 2 provides an overview of the building blocks of the antenna de-
sign. A review of microstrip antenna principles is provided. Further, early
examples of ESPAR designs and the principles behind them are explored. Fi-
nally array properties and Yagi-Uda antenna principles are examined, both of
which are used in explaining the operation of an ESPAR. Chapter 3 overviews
the design procedure of an unloaded antenna array which will serve as the
starting point for the later modified designs. Chapter 4 covers the imple-
mentation of the three main means of coupling control explored: the parallel
construction of defected ground structures, direct conductive connections,
and embedded conductive loops. Chapter 5 details the measured results
from experimentation and measurement of a fabricated design, as well as the
difficulties encountered in doing so. Finally Chapter 6 explains our conclu-
sions and ideas for future work.
2
CHAPTER 2
MICROSTRIP PATCH MODELS AND
ESPAR COUPLING
2.1 Microstrip antenna theory
Microstrip patch type antennas are used to construct this ESPAR due to
their low profiles as well as the ease with which they can be fabricated. The
design proposed by Munson [2] is a dielectric slab bonded between two con-
ductive sheets with the patch made by etching away the conductor from the
top of the slab. The remaining geometry acts as the top plane of the patch
antenna. The close proximity between the conductors and the oppositely-
directed currents on them limit the structure’s use as a current radiator.
Instead, microstrip antenna radiation is caused by the electric field inside
the dielectric fringing at the ends of the patch as shown in Figure 2.1. The
antenna radiates best when it supports a resonant mode, which results in a
large voltage amplitude which drives these radiating fringe fields. Therefore
as resonant structures, patch antennas are highly frequency sensitive and
consequently high Q devices. As such it is difficult to expand the antenna’s
instantaneous bandwidth, but different loading techniques allow us to elec-
trically tune the patch, shifting its resonant frequency. To understand how
these loading and tuning methods work we must first understand how the
patch antenna operates. We will do so by investigating two different models,
one a fields based approach, the other a circuit based one.
2.1.1 Cavity model
A microstrip patch antenna can be modeled in a number of ways. Early
work on circular patches utilized a cavity model [3] analyzing the patch as
a dielectric loaded cavity surrounded by fictitious magnetic walls. When the
patch is excited by some source, charges become aligned along the top of the
3
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Figure 2.1: Electric field lines displaying the fringing fields at the radiating
edges of a microstrip patch antenna
E(001)
Ms
Figure 2.2: Cavity model of a microstrip patch antenna vertical arrows
represent E-field intensity, horizontal arrows represent magnetic current
ground plane and on both sides of the etched strip. Since the majority of the
charges are on the bottom of the patch, the electric field is largely contained
in the dielectric. As the patch is very close to the ground plane, the electric
field distribution does not vary along the x-axis (refer to Figure 2.2). This
effectively shorts out any TEx modes, leaving only TMx modes. Because the
electric field is largely tangential to the x-axis, which coincides with the side
boundaries of the antenna, the structure can be regarded as a cavity enclosed
by perfect magnetic conductors [4].
This resonant cavity of PEC top and bottom segments, and PMC side
segments, accurately represents the field behavior of the antenna. Using the
equivalence principle, the electric field distributions at the patch edges are
related to the equivalent magnetic current densities as defined by the PMC
boundary conditions. Because the magnetic current is radiating in close
proximity to the surrounding ground plane, an image current is induced,
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resulting in a larger effective current density:
Ms = −2nˆ× Ea (2.1)
These equivalent currents act as two in-phase array elements spaced a half
wavelength apart. These sources constructively interfere normal to the patch
surface, producing the characteristic broadside pattern of a half-wavelength
patch antenna. The distribution of the equivalent currents across the radi-
ating slots is shown in Figure 2.2.
2.1.2 Transmission line model
Following an analysis adapted from Derneryd [5], a patch antenna can also
be viewed with a transmission line model. This model portrays two radiating
slots connected by a low impedance half-wavelength parallel plate waveguide.
Modeled as a waveguide loaded with a dielectric, the length of the patch is
relative to the effective wavelength, λg. The slots are seen as high impedance
terminations since the edges of the patch look like open terminations on
a microstrip line. One can characterize the termination as a combination
of an equivalent conductance G representing the radiation loss of the slot,
and a susceptance B related to the capacitance of the slot with the values
determined by applying uniform aperture theory to the slots:
G =
W
120λ0
[
1− 1
24
(
2pih
λ0
)2]
(2.2)
B =
W
120λ0
[
1− 0.636 ln
(
2pih
λ0
)2]
(2.3)
At resonance, the imaginary impedance equals zero, leaving only the con-
ductance. The input impedance seen at the feed is therefore highly depen-
dent on the feed location, with the patch acting as a transmission line thus
transforming the slot conductance. In terms of the load admittance YL and
the transmission line characteristic admittance Y0, the input impedance in
a given direction denoted as Yi, for the circuit in Figure 2.3, is shown in
Equation 2.4. Thus, the total input admittance seen at the input is the sum
5
Figure 2.3: Transmission line model of patch antenna with feed point
of Y1 and Y2.
Yi = Y0
YLi + jY0 tan(βLi)
Y0 + jYLi tan(βLi)
(2.4)
2.1.3 Reconfigurable adaptations
The low profile and cost of microstrip antennas make them attractive op-
tions for personal electronics, but due to their limited bandwidth, multiple
antennas are often needed to cover multiple frequency bands. In order to
avoid the problems associated with closely spaced, cosite radiators, we look
to integrate reconfigurable antennas requiring fewer adjustable radiating de-
vices to provide coverage across a wideband or at a set of specific frequencies.
Reconfigurable structures require their own increased complexity, so finding
optimal structures and reconfiguration techniques is crucial. Although we
are looking to utilize these antennas in base station type devices, size and
simplicity are still driving factors in the design process. Variations of the
popular microstrip patch antenna are attractive options. Their relatively
simple physical structure can be modified to include tunable devices. One
of the earlier and simpler modifications is loading a radiating edge of the
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patch with a variable capacitance [6]. This variable reactance, implemented
by means of a varactor, alters the electrical length of the patch, and there-
fore its resonant frequency. Bhartia [6] observed an effective bandwidth of
30%, versus 1-2% for the unloaded patch and little distortion in the radia-
tion pattern over this range. Using existing models for patch antennas, one
can anticipate the effects of reconfigurable elements, resulting in less time
being used in parametric testing and verification. Research in the area of
reconfigurable microstrip antennas [7], [8] has yielded a wide variety of de-
signs that can be configured for combinations of varied frequency operation,
radiation patterns or polarizations. Understanding how these methods can
be adapted to parasitic microstrip arrays requires a physical understanding
of the principles of ESPAR operation.
2.2 ESPAR theory
In an effort to increase the antenna system directivity, the patch antenna
can be loaded with non-driven parasitic elements. This method is also often
used to increase the bandwidth of a patch antenna. If the parasitic patch
is placed close enough to the edge of a driven patch, it will couple to the
excitation and radiate as well. Coupling can be attributed to a combination
of several effects, whose significance decreases with distance between patches.
The primary causes are proximity coupling (sometime called Fresnel zone
coupling), space wave coupling, and surface wave coupling, with proximity
and space wave coupling dominating in very close proximities. Aligning the
antennas in the E-field plane results in higher coupling due to the fringing
electric field at the patch edge, as well as the coupling from surface waves
excited by the dominant TM mode. The resonance frequency of the parasitic
patch, determined by its geometry, is chosen to be close to that of the driven
patch. The result is a VSWR response that is the superposition of the two
patches. Often these broadband array elements are arranged equidistantly
around the driven element. This is because the phase-delayed excitation at
the parasitic element causes the radiation pattern to lean towards the lagging
non-driven patch.
These phase driven effects allow us to use parasitic patches loaded with
variable reactances as director and reflector elements in an array. The reac-
7
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Figure 2.4: A circular array of reactively loaded dipoles equispaced from a
central driven dipole (adapted from [9])
tive loading of an ESPAR helps control the phase delay of the scattered field
in order to steer the beam. One of the earliest references to an ESPAR was
made by Harrington in 1978 [9] expanding on his work in modal analysis of
multi-port scattering systems [10]. Harrington presented the case of a sin-
gle driven dipole antenna, surrounded by an array of equispaced, reactively
loaded dipoles as shown in Figure 2.4. The basic ESPAR concept has been
applied to planar antennas, in simple one [11] and two [12] dimensional ar-
rays. Following the analysis of Yusuf and Gong [11], a linear planar ESPAR
is analyzed. The array is shown in Figure 2.5. This design can be regarded
as a three-port network, with the antenna voltages and currents related by
an impedance matrix: V1V2
V3
 =
 Z11 Z12 Z13Z21 Z22 Z23
Z31 Z31 Z33

 I1I2
I3
 (2.5)
The impedances of the parasitic patches include their capacitive loadings
at their feed points, which are denoted as ZC =
1
jωC
. The ratio of the parasitic
patch currents, I2 and I3, in relation to the driven element current I1 can
then be solved for. The array factor is then found in terms of these currents
relative to the driven element current regarded as unity. For patches spaced
distance d apart:(
I2
I1
I3
I1
)
=
(
Z22 + ZC2 Z23
Z32 Z33 + ZC3
)−1( −Z21
−Z31
)
(2.6)
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Driven portParasitic port 1 Parasitic port 2
Figure 2.5: A three-element patch antenna ESPAR (adapted from [11])
This general form can be adapted to multidimensional arrays and multiplied
by varying element factors for applications with different patch geometries.
It is important to keep in mind that the reactive loading also affects the
impedance match of the element, and therefore the gain of the radiator. As
such, the array is sensitive to changes in the coupling that can occur as the
frequency changes and the elements are adjusted. One recent attempt at
mitigating these effects is seen in the work of Luther et al. [13] by connecting
the driven and parasitic elements directly with varactors. This allows the
capacitive coupling between the patches to be adjusted and maintained by
the bias voltage across the variable capacitance. Loading the parasitic ele-
ments with variable reactances allows the array element current to be phase
shifted, but without the use of phase shifters. Phase shifters may introduce
appreciable loss, as well as physical complexity and cost.
2.3 Design origins
A pattern reconfigurable microstrip parasitic array was designed and ana-
lyzed by Zhang [14]. This design adapted the operating principle of a Yagi-
Uda antenna to a microstrip array. As seen in Figure 2.6, a central patch is
driven by a coaxial feed and this patch couples to two cosite parasitic patches.
The parasitic patches are very narrow and have narrow switches connecting
shorter end segments. Biasing the switches can connect or disconnect the
shorter end segments, change the patches’ total lengths, and cause them to
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act as directing or reflecting elements. This work was built upon by Slater [15]
in the design of compound reconfigurable antennas (CRA), adding the ca-
pability to operate at one of two frequency bands. Additionally, variable
capacitive loading of varactors allowed gradual beam steering capabilities,
as opposed to steering to only a discrete set of directions. These varactors
appear as the thin segments in the center of the antenna shown in Figure 2.6
and were not originally present in Zhang’s work. The basic groundwork of the
design builds upon the CRA which using PIN diode switches and varactors
operates as a dual-band microstrip ESPAR.
One difficulty encountered in designing a dual-band microstrip array is
determining the element spacing. Element spacing is a key factor when de-
signing an array, and in addition to current phase, will determine how the
radiated fields interfere in the far-field to produced desired pattern peaks
and nulls. However, in a parasitic array the current phase of the parasiti-
cally coupled elements is dependent upon the element spacing, as opposed
to how phase shifters directly control it in a phased array. When the array
is operated at different frequencies the electrical length of the spacing can
drastically change despite the physical distance remaining the same, greatly
degrading the desired array pattern. The present work evolves the CRA
by examining and implementing means of controlling the coupling between
the driven and parasitic elements, thereby altering the electrical spacing of
the array elements. Before implementing these coupling control methods we
must examine how electrical coupling affects our design in the context of it
acting as a quasi Yagi-Uda radiator and as a basic array.
2.3.1 Yagi-Uda design principle
The proposed design of a planar array of linear radiators coupled along the
H-plane can be conceptualized as a modified Yagi-Uda antenna. The Yagi
antenna for short was developed by Shintao Uda and widely publicized by
Hidetsugu Yagi [16]. The design is an array of differently sized dipoles as
shown in Figure 2.7. The central element is the only driven element. Longer
dipoles behind it act as reflectors while shorter dipoles in front of it act as
directors, giving the design a highly directive endfire pattern.
In Figure 2.6 we see that the basic three patch array looks like a conformal
10
Figure 2.6: Basic patch array with switched end segments
...
single driven element
reflectors
directors
Figure 2.7: Diagram of a basic Yagi-Uda antenna
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Yagi design. By tuning a varactor inline with the parasitic patches we can
adjust their electrical length, which will make them appear as director or
reflector elements. The tuned varactors will be used to steer the antenna
patterns. The switches connecting the short end segments will be either
both on or both off, changing the antenna operation from low frequency to
high frequency.
2.3.2 Array factor approximation
Like the CRA before it, this antenna is designed to operate at two different
frequencies. We therefore want a way to model our array and determine its
radiation pattern at both frequencies. To do so without resorting to fullwave
solutions we note that the radiation pattern of an array is the product of
the array factor and the radiation pattern of an individual radiator. For a
rectangular grid of M by N radiating elements, the array factor in three-
dimensional space can be calculated as
AF (Θ,Φ) =
N∑
n=1
M∑
m=1
Imne
j(βrˆ·r′mn+αmn) (2.7)
where Imn is the relative amplitude of the element, r′mn is the vector from
element m to element n, and αmn is the relative phase difference between the
elements. We can use this formulation to analyze our ESPAR by applying
some accurate approximations about the design. Thin microstrip patches
viewed in the H-plane can be regarded as isotropic radiators, meaning the
antenna pattern is equal to the array factor. For a design with a sufficiently
large ground plane one can apply image theory. In this case the effect of
the ground plane is manifested through image current sources of the actual
radiating elements as shown in Figure 2.8. These image sources will have
the same phase offset as the microstrip patches, and they will have equal
magnitude, reversed tangential components relative to the ground plane.
Looking at equation 2.7, and as noted earlier in Section 2.3, we see that
the antenna pattern is dependent upon the current amplitudes, relative phase
shifts, and the operating frequency included in the β term. This fact is im-
portant in designing a multi-band array. Ideally the antenna array would
operate identically at both operating frequencies, meaning it would have the
12
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Ip1∠αp1 Id∠αd Ip2∠αp2 
-Ip1∠αp1 -Id∠αd -Ip2∠αp2 
Figure 2.8: Point source representation of proposed ESPAR in the H-plane
same pattern, gain, and impedance match. However, the change in frequency,
as noted earlier, results in an electrical size change which will result in differ-
ent phase shifts and result in potentially two very different array factors at
the two operating frequencies. In order to preserve pattern integrity across
the two operating frequencies we can use this simple calculation to find the
phase shifts necessary to produce similar array factor functions. With the
desired electrical lengths calculated, ideally we would be able to choose an
element spacing that is fitting for one frequency range, and alter the coupling
at the other frequency to keep the electrical distance the same. If the cou-
pling control method is not tunable, meaning it is decided and unchangeable
once fabricated, then optimally it would be “invisible” at one frequency and
active at the other frequency. This would let us choose a spacing that is
ideal for one band, and use the coupling control method to alter the effective
spacing at the other band.
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CHAPTER 3
DESIGN PROCEDURE FOR THE
UNLOADED ANTENNA ARRAY
Before implementing different means of coupling control we first build a tem-
plate antenna array. Section 2.3 briefly explains the origins of this design
and how it follows past designs of reconfigurable arrays [14], [15]. The di-
mensions of this unloaded antenna array are devised by utilizing standard
design equations [17], modifying them in simulation, and performing opti-
mization routines on the results. This procedure typifies the difficulties that
are inherent to heuristic antenna design, and that are only compounded fur-
ther by the later inclusion of coupling control methods as will be seen in
Chapter 4. The dimensions noted in Table 3.1 will be referred to by their
labels shown in Figure 3.1.
Table 3.1: Unloaded antenna template dimensions in Figure 3.1
Parameter Description Value
P(3.5) Length of 3.5 GHz parasitic patch 22.892 mm
P(2.4) Length of 2.4 GHz parasitic patch 39.336 mm
D(3.5) Length of 3.5 GHz driven patch 26.739 mm
D(2.4) Length of 2.4 GHz driven patch 41.497 mm
probe3.5 Feed offset for 3.5 GHz mode 9.929 mm
probe2.4 Feed offset for 2.4 GHz mode 17.525 mm
patch sep Space between patch center points 20 mm
patch width Patch width 6 mm
c gap Gap space for surface mount chip 1 mm
3.1 Microstrip patch lengths
The most important dimension of the ESPAR is the length of the central
driven element. The fed element is a half-wavelength microstrip antenna op-
erating on the principles described in section 2.1. Ground plane and coupling
14
P(3.5) P(2.4)
D(2.4) probe2.4
D(3.5)
patch_width
c_gap
patch_sep
probe3.5
Figure 3.1: Array template with labeled dimensions
effects will cause the pattern and input impedance to deviate from what the
basic design equations dictate. Optimization routines in HFSSr are used
to fine tune the design by iteratively testing slight variances in feed point
location and patch length.
3.2 Antenna element separation
Using HFSSr we simulate the array with no additional components seen in
Figure 3.1. This means that in the gaps reserved for varactors and switches,
we instead fill the region with PEC equal to the patch width. Included
in the simulated model are non-physical loops which closely wrap around
the individual radiators. To extract electric current phase and magnitude
information we use the included fields calculator utility to evaluate∮
l
~H · d~l (3.1)
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Figure 3.2: Effects of patch sep variation
where ~l is the path tangent to the lines wrapped around the patches. Using
this equation we can calculate the difference in current phase angle between
the driven and parasitic patches. To have a baseline example we calculate
the current phase difference and magnitude on an unloaded array at both
2.4 and 3.5 GHz for varied values of element separation. These results will
indicate the phase differences introduced by the electrical distance between
the elements. For the phase measurements, “driven” refers to the center
element, and “p1” refers to the parasitic element on the left in Figure 3.1.
For the simulations shown in Figure 3.2 there are no varactors inline with
the parasitic patches or gaps where they will be placed. In the graphs, the
distance between the edges of the parasitic patches and those of the driven
patch is swept from 2 mm to 52 mm.
Examining the results in the low band of 2.4 GHz, we see that the phase
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difference initially decreases until the spacing reaches approximately 17 mm,
at which point the relative difference starts to increase in value. This trend
is not seen in the high band results to 3.5 GHz. One possible explanation is
that at 2.4 GHz, compared to 3.5 GHz, the patches are electrically closer to
each other. In this case, the coupling mechanism is subject to stronger effects
from proximity (Fresnel) zone coupling than from space wave coupling.
In regard to the relative current magnitudes, again we see two distinctive
trends. The highest amplitude of the high band current is half that of the low
band case. This difference will influence the performance of the array greatly
as the current amplitude is a factor that cannot be adjusted once the design
is fabricated. The parasitic nature of the design makes this magnitude factor
and its effect on the array performance invariable. This effect is key when
considering the directivity of the array. As noted by Thiele and Stutzman,
the current amplitude across an array tapers from the center to the edges
resulting in decreased side lobes and increased main beamwidth [17]. Addi-
tionally, they define the approximate definition of directivity for a broadside
uniformly excited linear array as
D ≈ 2L
λ
=
Nd
λ
(3.2)
where N is the number of elements in the array and d is the spacing between
them. However, for our ESPAR we cannot space our elements close to the
optimum distance of λ [84.275 mm at 2.4 GHz; 27.789 mm at 3.5 GHz]
because of the severe drop in current magnitude we would experience on the
outer elements. At best the beam will broaden more than we would like
for this application, and at worst the outer patches will barely be excited,
making the driven patch the only strong radiator.
3.3 Inherited dimensions
For this design certain dimensions and properties were inherited from previ-
ous designs [14, 15] of a similar nature. One such parameter is the dielectric
substrate, which was chosen to have a relative permittivity of 2.2 and thick-
ness of 6.35 mm. The relatively thick substrate is chosen to help counteract
the reduced bandwidth incurred from using narrow patches. Similarly, the
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low r is chosen to further increase the antenna bandwidth. The patch width
is another legacy value. The dimension was chosen to keep the antenna
footprint small while allowing the radiating edges of the patches to be wide
enough to prevent the edge-loaded elements from blocking the radiated fields.
For designs where antenna size is not critical, changing the width of the patch
could be a way of improving the ESPAR’s performance. Following the design
equations of Bahl and Bhartia [18], when high efficiency is the goal, the patch
width should be
W =
λ
2
[
r + 1
2
]− 1
2
(3.3)
where λ is calculated at resonance. For the operating frequencies of 2.4
GHz and 3.5 GHz, the calculated width values are 49.41 mm and 33.88
mm, respectively. As Figure 3.2 shows, current magnitude rapidly drops as
the individual patches are spread apart. A higher efficiency structure could
help mitigate this problem by ensuring that more of the power delivered to
the driven antenna is radiated, which would increase the re-radiated field
strength of the parasitic patches. In future attempts, finding an optimized
patch width between the two previously calculated values could improve the
antenna’s performance, albeit at the loss of a more compact design.
An additional inherited trait of this design is its coaxial probe feed. This
feed method is easy to fabricate with the input impedance determined by the
distance of the probe from the antenna’s radiating edge. One disadvantage of
the probe feed is that it introduces an inductance which can be strong enough
to prevent resonance if the pin is longer than 0.1λ. Relative to the effective
wavelength in the dielectric substrate, the pin is 0.07λ and 0.11λ long in the
low and high frequency modes, respectively. Other feed methods such as
inset microstrip feeds have been used in successful designs [11]; however, it
could prove difficult to implement this feed along with the switch-connected
end segments.
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CHAPTER 4
COUPLING CONTROL APPROACHES
As mentioned in section 2.2, the coupling between the driven and parasitic el-
ements is influenced by many different design parameters. The amplitude and
phase of the currents excited on the parasitics are most strongly determined
by their spacing from the center driven antenna. Related to this distance is
the permittivity of any substrate used, which affects the effective electrical
length. Further, all of these parameters must be reconsidered if the antenna
is used at an additional frequency. In order to preserve the design’s effective
electrical dimensions and allow multi-band operation we investigate the use
of parasitic ground plane resonators which are etched perturbations in the
microstrip antenna ground plane. Further we explore the option of directly
connecting the array elements and controlling the coupling with embedded
lumped reactive elements. Finally, and most successfully, we study and im-
plement coupling control by placing conducting loops with inline reactive
elements in between the antenna elements. While the first two methods were
ultimately not pursued, interesting information was gained and could be of
use in other related antenna applications. All three methods are introduced
and explored below.
4.1 Defected ground structures
To help enable multi-band operation of the ESPAR previously described in
Chapter 3, one must be able to control the coupling between the driven
antenna element and the co-site parasitic patches. The array dimensions
are chosen for optimum operation at 3.5 GHz, the higher operating fre-
quency of the design. The individual patches can be tuned to alter their
resonant lengths either by adjusting their edge loaded capacitances or by us-
ing switches to connect additional lengths to the radiator. Regardless of the
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method used, with the former allowing a minor change in resonant frequency
and the latter providing significant frequency shifts, the array dimensions
remain unchanged. To preserve the phase length differences between the
driven and parasitic patches at the lower operating frequencies we incor-
porate ground plane resonators into the design. The ground plane defects
are placed between the driven and parasitic patches where they can most
strongly influence the parasitic coupling. These perturbations are intended
to increase the electrical length between the antenna elements, allowing the
design dimensions to appear electrically longer at lower frequencies.
4.1.1 Meander-line ground plane resonator
A variant of the meander-line resonator, referred to as an interdigital defected
ground structure (DGS) slot, is examined [19]. This structure has been
used in microwave filters for microstrip topologies. Its resonant properties
are determined by a number of factors. As shown Figure 4.1b, a circuit
equivalent of a unit cell can derived. The equivalent reactance is determined
by the length and spacing of the conductive arms of the structure. While
equivalent circuit models may find some use in providing an abstracted view
of the DGS operation, a more thorough means of determining its resonant
properties is required.
One intuitive way to determine the resonant properties of the DGS cell
is to integrate it into a microstrip transmission line. As shown in the work
of Wang et al. [20], a meanderline pattern is etched into a ground plane
with a microstrip line placed above it. Examining the S21 response of the
transmission line reveals three distinct stopband nulls. Wang shows that the
frequencies of these nulls correspond to points where the resonant lengths of
the meander pattern are a λ\2 long. Because of the quasi-TEM nature of
microstrip transmission line, the wavelength is calculated with respect to an
approximate effective permittivity
εeff ≈ εr + 1
2
(4.1)
where εr is the effective permittivity of the substrate used. Following the
procedure of Wang et al. in [20], a large resonant slot made of multiple DGS
cells, like the one shown in Figure 4.1a, is etched from the microstrip ground
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(a) A single DGS cell
(b) Equivalent circuit [19]
Figure 4.1: Defected ground structure for microstrip applications
plane and placed under the transmission line trace as shown in Figure 4.2a.
Simulating the design in the frequency range examined in [20] produces three
stopbands as displayed in the S21 measurements of Figure 4.2b.
For the sizing of the example case, the physical length (Lp) of the con-
ductive path, shown by the dashed line in 4.1a, of a single DGS cell is 51.01
mm. The dielectric used in the simulation is FR4 epoxy with a relative per-
mittivity of εr = 4.4, making the effective permittivity 2.7. As expected the
Table 4.1: DGS simulations parameters and results of design shown in
Figure 4.2
Frequency (GHz) 2.182 3.769 5.31
λeff (mm) 83.67 48.44 34.38
Lp/λeff .609 1.05 1.48
S21 (dB) -7.71 -34.50 -10.99
major stopbands occur close to frequencies where the DGS length is full and
at multiples of a half wavelength as shown in Table 4.1. The first resonance
deviates furthest from this trend, but if one considers the length of the DGS
cell to exclude one of the lengths that connects to the next cell, Lt becomes
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Figure 4.2: DGS cell tested under a microstrip transmission line
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(a) Top-down view of antenna
(b) Isometric view of antenna
Figure 4.3: Low band ESPAR with meander-line resonators
45.4624 mm and the resulting value of Lt/λeff becomes .543, making it closer
to a half wavelength as expected.
In addition to transmission line applications, DGS cells can be used as
frequency selective surfaces for isolating cosite microstrip patch antennas [21].
The DGS designs are then added to our ESPAR and placed between the
driven and parasitic patches.
First we examine the antenna in the low band configuration with the
patches sized for a match close to 2.4 GHz.
The ground plane resonator shown in Figure 4.3 does introduce a notice-
able reactive loading effect, seen in the major drop in S11 in Figure 4.4.
Once the impedance has been determined we examine the antenna patterns
produced at the frequencies with the lowest reflection coefficients. Without
the DGS, the patterns in Figure 4.5a are produced, exhibiting the expected
lobe at broadside. We note that at both low reflection coefficient points that
the antenna produces similar main lobe patterns. Figure 4.5b shows three
antenna patterns, the extra low S11 point caused by the DGS. It is interest-
ing to note that only the lowest frequency pattern, at 2.37 GHz, produced
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Figure 4.4: Low band mode S11
the desired broadside pattern. At higher frequencies the patterns appear to
be due to the DGS. Another important comparison point is noting that the
broadside pattern of the DGS produces a stronger backplane lobe than the
model with no ground plane defects, -7dB versus -14dB, respectively.
We now examine the same design with the patch lengths and feed point
altered to have the lowest reflection coefficient at the high band of 3.5 GHz.
In these simulations, the DGS is scaled about its relative center to show the
effect of changing the resonant lengths of the meander-line pattern.
The design is well matched at 3.5 GHz with no DGS present. Adding the
resonator introduces a deeper second S11 null at a lower frequency. Compared
to the added null seen in the low band configuration, the high band response
is much more strongly altered by the DGS. This is expected as the structure is
electrically larger at the higher frequency. As such we see that scaling the size
of the ground plane structure has a large effect on the reflection coefficient of
the antenna. The same range of resonator sizes was also applied to the low
band example but had no significant effect on the S11 measurement. This
is a desirable trait in our design process as it gives us a means to control
the antenna response in one band, without altering the response in the other
frequency range.
The simulated far field radiation patterns in Figure 4.6 reveal that the
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Figure 4.5: Comparison of radiation patterns of the antenna in Figure 4.3
with and without DGS
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Figure 4.8: An earlier simulation of a microstrip fed ESPAR using wide
patch antennas
pattern is more directive at the higher frequency match point. As seen in
Figure 4.7 this is the frequency closer to our intended operating frequency of
3.5 GHz.
Varying studies have shown how different resonator geometries exhibit dif-
ferent loading effects [22–24], but of the ones examined in this project the
backplane radiation in the low band can be too large to make this method of
reactive loading a viable option. For antenna designs using wider patches the
back plane pattern grows even stronger. This occurs because the antenna
patches move closer to each other and begin to overlap with the DGS as
shown in Figure 4.8, and produce the resulting pattern in Figure 4.9. One
explanation is that when excited the entire structure starts to act as a cav-
ity backed slot antenna, with the larger patches acting as cavity walls and
the DGS becoming a radiating aperture. This problem could potentially be
mitigated by lining the back of the ground plane with an absorber, but this
method sacrifices efficiency and is avoided in most antenna designs.
4.2 Direct connections and LC circuits
The second attempt at coupling control utilizes direct connections between
the driven and parasitic patches. The method of directly connecting arrays
of patch antennas was first used as a way to achieve a wideband operating
range [25]. Patches of similar size would be connected and the length variance
among them would allow the entire radiator to be well matched across a
wider frequency range. This method has been successfully adapted for the
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Figure 4.9: Radiation pattern of the antenna in Figure 4.8
purpose of exercising direct control over the coupling between the patch
antennas and was used successfully in a three-patch ESPAR operating at a
single frequency [13]. This approach was adapted to our proposed narrow
microstrip antenna array which we operate at two frequencies with the use
of switched segments.
Certain difficulties arose in using this method which prevented it from
being the final choice for the design. Our first attempt was using a single
conductive trace between the driven antenna and each parasitic resonator.
When the connection is placed near the center of the driven patch it has
very little effect on the design. This is due to the null in the electric field
distribution under the center of a patch antenna, as shown before in Figure
2.2. Moving the connection toward the radiating edge resulted in a strong
effect on the antenna match, adding another variable to the design process.
This conductive path unfortunately causes severe cross polarization, the ef-
fect of which can be seen in Figure 4.11. The connections are acting as thin,
high current density radiators that are orthogonal to the primary radiating
current on the patch antennas. This problem can be mitigated partially by
connecting the parasitic resonators with two connections each, symmetrically
spaced about the center of the patch. In this configuration the currents on
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(a) Top-down view of antenna
(b) Isometric view of antenna
Figure 4.10: ESPAR with direct connections
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Figure 4.11: Cross polarization in the theta plane and intended pattern in
the phi plane of the antenna in Figure 4.10
the connections will cancel each other out, reducing the cross polarization.
To reduce the current density on the connectors we also attempted to put
parallel RLC circuits inline with the conductive strips. At resonance they
would ideally present a high impedance. However, our initial results still
showed a strong degradation in the antenna pattern as seen in Figure 4.12,
where the location of the conducting band is moved from 1 mm from the
radiating edge to 16 mm from the radiating edge.
This method can be used effectively in other single frequency designs,
but for our design it is inadequate. Using two switched segments we can
physically adjust the length of the central driven patch to resonate at one of
the two bands. The locations of the switches are chosen in order to ensure the
proper feed point location at both frequencies, so as to keep a 50 Ω match.
However, the placement of the connecting bands cannot be made symmetrical
at both frequencies, and therefore one band will be subject to strong cross
polarization. Another way to reduce the cross polarization is to shorten the
connecting strips. This however means we must move the parasitic patches
closer to the driven patch, which reduces the achievable directivity of our
design. Since we wish to steer a broadside lobe, reduced directivity is not
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Figure 4.12: Antenna patterns with conducting bands varying lengths from
patch radiating edge
an acceptable compromise. If this option were to be explored, an additional
lower limit would be enforced as Kumar and Gupta note [25] that the strip
length should be more than twice the substrate thickness. With this length
constraint the strips would be the dominant coupling mechanism instead of
the gap coupling that would arise from the close proximity of the patches.
4.3 Conducting loops with inline LC circuits
The methods shown in sections 4.1 and 4.2 both had distinct effects on the
antenna design and its performance, and for other applications either of these
methods could find some use. Defected ground plane structures can take
many shapes making them difficult to systematically design. This freedom
can also be advantageous as the changes do not alter the main radiating
structure and are instead made on the ground plane. The direct connection
method suffered due to high current densities found on the connecting bands
and the asymmetry of the design made this difficult to counteract. However,
it benefited from integrating lumped reactive elements, giving the designer a
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Figure 4.13: ESPAR with embedded loops
more predictable means of loading the radiators.
The third method examined incorporates properties of both prior ap-
proaches. Conducting loops with inline lumped element LC circuits are
placed between the radiators in order to cause a phase shift in the current
induced on the parasitic patches. The lack of any direct connection to the
driven patch limits the current amplitude induced on the band but also helps
reduce the influence of the loops on cross polarization. Two different loop
geometries are explored below.
4.3.1 Design with embedded loops
Motivated by the defected ground structures, the embedded loop design
places a lumped inductor and capacitor in between the array elements as
shown in Figures 4.13 and 4.14. The series elements are shorted to ground
forming a conducting loop as seen in Figure 4.15.
The loop is meant to be excited by the magnetic flux in the dielectric
substrate. This same field contributes to the coupling between the para-
sitic and driven patches. The loop being partially on top of the dielectric
also exposes it to the more prominent effects of space wave coupling. Addi-
tionally, while the loop itself will contribute some reactance and resistance,
lumped elements are added inline in order to give the designer a simple way
of modifying the reactive effects of the loop. Initially the loop length is made
comparable to the entire patch length. For different values of the varactor
32
Figure 4.14: Top view of ESPAR and embedded loops with reactive
elements labeled
ɛr
Figure 4.15: Simplified diagram of the LC loop connected to the antenna
ground plane
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Figure 4.16: Phase shift for varied values of b cap as p2cap is set at three
different values
on the second parasitic patch, the phase effect on the first parasitic patch is
shown in Figure 4.16. Additionally the value of b cap is varied from 1 pF
to 4 pF. The plot shows that the largest phase shifts are clearly introduced
by the tuned varactor, with the different b cap values only causing the slight
variance seen in each cluster of points. The effect is shown related to the
first parasitic patch so that the varactor effect would not entirely dominate
the phase shifting.
In the next iteration the length of the loop is made comparable to λeff
at 3.5 GHz which strongly reduces the influence of the loops in the 2.4 GHz
mode. This is an important distinction as it lets us control the coupling
in high frequency band while not affecting the low one as seen in Table 4.2
where, when b ind is held at 2.5 nH and b cap is varied from 1 pF to 51
pF, we can induce a phase shift swing of 13 degrees. These results were
drawn from a model where at the high frequency the patches are simply
shortened to resonant length and where the inline varactors are modeled as
lumped variable capacitances. As seen in Figure 4.14 for these simulations
the varactor lumped elements are as wide as the patch antennas, a dimension
that is eventually changed in later simulations. For comparison, with no
embedded LC loops αdriven − αp1 at 3.5 GHz was measured as -277°. In
simulation the LC elements are implemented in parallel, but a series circuit
produces similar results. Additionally the width of the conductive loop has
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Table 4.2: Phase difference values for varied values of the band capacitor
b cap 1 pF 26 pF 51 pF
αdriven − αp1 at 2.4 GHz 56.4° 56.3° 56.6°
αdriven − αp1 at 3.5 GHz -271° -267° -280°
a minor effect on the phase shift, but parametric models show that larger
phase shifts are achieved when the strip is thin. As the strip is widened
the shifting ability diminishes, possibly because the increased surface area
provides a larger region from which the induced current can radiate while
reducing the current density incident on the reactive inline elements. In
a later version of the simulation the switched segments used for changing
the lengths of the patches were introduced. Additionally the models for the
varactors and connecting switch segments were made 1 mm wide, closer to
the actual dimensions of a chip element. Making these width changes reduced
the range of phase shift from an already small 13° to a minuscule 2°. To help
mitigate this problem a new loop geometry was implemented.
4.3.2 Design with planar loops
Due to shortcomings of the embedded loop method exposed in simulation,
a second loop geometry was implemented. The planar loop design is still a
conductive loop with an inline LC series circuit, but the entire loop is on
top of the dielectric, in the same plane as the microstrip patches as seen in
Figure 4.17. The motivation of this design is to allow the loops to be entirely
exposed to the radiated space waves of the driven antenna. Additionally, as
noted in section 2.1, the primary source of radiation of the patch is from
fringing electric field at the antenna’s ends as shown in Figure 2.1. The
loop being in the plane of the antenna allows more of this fringing field
to flow through the loop. The reflection coefficients plotted in Figure 4.18
show that a second strong null is introduced in the low band operation. The
corresponding Smith charts are shown in Figure 4.19.
In Table 4.3 the conductive loop seen in Figure 4.17 is moved with the
loop distance being measured from the loop’s center to the driven patch’s
center. For comparison, with no loop present a current phase difference,
defined identically as the phase differences in 4.2, of 133.159° is measured.
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(a) Top-down view of antenna
(b) Isometric view of antenna
Figure 4.17: ESPAR with planar conductive loops
Table 4.3: Phase difference values for varied placement of planar loops
Loop distance Phase swing at 2.4 GHz Phase swing at 3.5 GHz
6 mm 143.139°⇐⇒ 144.592° -193.384°⇐⇒ -183.639°
10.6 mm -215.075°⇐⇒ -213.494° 160.152°⇐⇒ 166.898°
20 mm 134.148°⇐⇒ 138.566° -200.770°⇐⇒ -188.778°
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Figure 4.18: S11 of the antenna in Figure 4.17 with b ind = 2.5 nH; b cap
= 10 pF; p1cap = p2cap = 4 pF
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Figure 4.19: Smith chart representations of the S-parameters shown in
Figure 4.18, normalized to Z0 = 50 Ω
The ranges of values are taken as the value of b ind is held at 2.5 nH and
b cap is varied from 1 pF to 51 pF, as it was in Table 4.2. Again we see
the desired trait of the loops having a very small effect on the low frequency
operation. Furthermore we see larger relative ranges of phase shift with the
ranges being further from the result with no loop present.
In order to increase the accuracy of the simulated model the PIN diode
models seen in Figure 4.20 are then added to the HFSS simulation with
lumped RLC boundary conditions. With this more accurate model the phase
swing at the high frequency unfortunately is reduced to 2°. This is why in
the experiments of Chapter 5 we choose to omit the PIN diodes from the
fabricated design and instead use conductive tape in their place. While the
loaded loops do exhibit some degree of phase control as desired, as we saw in
Figure 4.16, the elements directly connected to the patches have the strongest
influence on the cross-patch phase shift. This conclusion is consistent with
the effect of the modified PIN diode model. Up until this point when the
antenna was simulated in the low-band mode, the gap where the PIN diode
would be placed was simply bridged with the conductive trace of the patch,
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Figure 4.20: PIN diode equivalent circuits
making it one continuous antenna like the ones seen in Figure 4.13. When
the antenna was simulated in the high-band mode the gap was left open.
However, the accurate PIN model includes a degree of inductance represented
by the Ls element in Figure 4.20. This inductance cancels out a portion of
the coupling capacitance introduced by the c gap as labeled in Figure 3.1,
which could explain the reduced current phase shift measured.
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CHAPTER 5
MEASURED RESULTS
Following our parametric simulations we moved to fabricating and testing one
of the antenna designs utilizing the planar loop technique explored in Sec-
tion 4.3.2. The antenna was fabricated on a sheet of Rogers 5880 Duroidr
by means of ferric chloride etching and is pictured in Figure 5.1. Because
of bias line and loading complications induced by using PIN diode switches,
they were omitted from this attempt at fabrication. In their place conduc-
tive tape is used when the design is set to operate in the low band. In the
high band the conductive tape is removed. For an actual application some
electronic means of controlling the patch length would be required. By im-
plementing switches we would increase the number of biased elements from
two to eight. Additionally the PIN diodes would introduce their own reactive
loading effects due to their non-ideal operation. As our goal is studying the
effects of parasitic elements as reactive loading, we accept the inaccuracy of
using conductive tape so that we can best isolate the effects of our reactive
loops. In future work addressing the problem of biasing such a design must
be examined further and is an ambitious task unto itself.
Copper wire bias lines are run from the parasitic patches to the underside
of the antenna ground plane and to a DC power supply. To isolate the
coupled RF signal on the parasitics from the DC supply two wideband bias
choke inductors are placed in series with the bias line connections. Coilcraft
4310LC wideband bias chokes were chosen due to their flat bandwidth with
high impedance to 6 GHz. Had we implemented the PIN diode switches as
originally planned, those on the driven patch would require a DC isolation
circuit to protect the network analyzer. In its current iteration, shown in
Figures 5.2 and 5.3, the design does not require these measures.
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Figure 5.1: Picture of fabricated design
Figure 5.2: Test setup schematic
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Figure 5.3: Picture of fabricated bias circuit on the back side of the
antenna ground plane
5.1 Measurement considerations
Discrepancy between our original simulated results and our fabricated re-
sults are shown to be largely due to differences in how discrete elements are
modeled as well as the dimensions of the radiating edge gaps.
5.1.1 Effect of radiating edge gap space
The initial fabricated model had c gap = 1 mm as noted in Figure 3.1 for
all three patches. This produced the “High freq mode” S11 value noted in
Figure 5.4. The shallow S11 indicated that power was not radiating from
the structure as intended. Additionally the trough was centered around a
lower frequency than intended. To fix this the coupled patch segments were
shortened in order to increase the c gap values as shown in Figure 5.6. Best
results were achieved when only the driven patch c gap value was increased
to 2 mm. The results for this configuration in the low freq mode are shown
in Figure 5.5.
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Figure 5.4: High band measured S11 with bcap = 56 pF
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Figure 5.5: Low band measured S11 with bcap = 56 pF
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(a) Originally sized gaps between
patch and extended sections
(b) Enlarged gap on the driven
patch
Figure 5.6: Close-up of gaps in simulation
5.1.2 Effect of inaccurate varactor model
Originally we planned to use the NXP BB135 UHF variable capacitance
diodes as the beam steering elements in the parasitic patches. Using the
minimal documentation provided, the element was implemented in HFSS as
lumped RLC segments of the circuit in Figure 5.7a. The varactor diode
is implemented as a capacitor of the intended diode capacitance. However
once the antenna was fabricated, measurements revealed that this model was
highly inaccurate.
The NXP diodes were then replaced with Skyworks SMV1235 varactors.
These varactors were simulated using the more accurate model provided in
Figure 5.7b. The model values given by the varactor manufactures are noted
in Table 5.1 Similar to the changes caused by the more accurate PIN diode
Table 5.1: Varactor component values of models in Figure 5.7
Varactor model Rs Ls Cp
NXP 0.75 Ω – –
Skyworks 0.60 Ω 1.7 nH 2.00 pF
model noted at the end of Section 4.3.2 these new varactor diode models fur-
ther reduced the effective phase shift of the current on the parasitic patches.
With the actual phase differences increasingly diverging from the those sim-
ulated, the measured and simulated models fall out of agreement.
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(a) Simple varactor model
(b) SPICE varactor model
Figure 5.7: Equivalent varactor circuit models
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
In this work a number of passive forms of reactive loading have been ex-
amined for applications with electrically steerable antennas. The methods
are tested largely in full-wave simulation with current magnitude and phase
information being calculated via integration of the antenna’s magnetic fields.
The antenna is tested at two frequencies and steered by means of variable
center-loaded reactances. The design follows basic design principles utilizing
half-wavelength-long microstrip patch antennas.
The reactive loads were placed between the driven and parasitic antennas
in an attempt to exert a degree of control over the phase and, less so, the
magnitude of the current induced on the unfed patches. It became evident
that the problem could not be regarded as simply as most array synthesis
problems as there was no strong control over the parasitic current. The effects
induced by the reactive loading varied greatly depending on their location.
Furthermore their location relative to a wavelength changed depending on
which frequency mode the antenna was operating in. As emphasized in
Section 4.3.1, specifically in Figure 4.16 it was shown that the phase shifting
effects of the varactors far outweigh those of the reactive loading methods.
This means that in this sort of design any loading methods may have to be
directly integrated into the radiators, as opposed to being coupled to them by
means of surface or space wave coupling. It was shown that some proposed
methods could find use in other similar designs, such as the direct connection
method being applicable to single frequency ESPAR designs.
Further difficulty was encountered in implementing parasitic effects of var-
actors and switches in simulation. These discrepancies became most evident
when an initial design was fabricated and tested. The strong effects caused
by the parasitics of the discrete elements in the array demonstrate the need to
start the design process and simulation with accurate element models. When
focusing on phase effects especially, the seemingly minor parasitic reactances
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can have a pronounced effect.
Future work may include examining the reactive loading methods in a sim-
pler topology before implementing them in a parasitic array. In this attempt
it was not clear that the varactor and switch elements would complicate the
simulation and measurements as much as they did. A simpler design, akin to
the microstrip test setup used for the DGS measurements should be explored.
Additionally, different antenna topologies could be investigated. These iter-
ations look at H-plane coupled rectangular patches, which face the difficulty
of reduced coupling due to their being coupled by the non-radiating edges
of the patches. Different designs may make the coupling effects more easily
modified.
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