Abstract. The debugging of lazy functional programs is a non yet satisfactorily solved problem. Different approaches have been proposed during the last years, all of them having a property in common: The graph produced by the traced program is different from the original graph, i.e. the one without traces. In this paper we propose a cleaner and more modular approach to the trace problem. We regard traces as observations of the program and at the same time we want to preserve the original graph. In this way, a clean separation between the trace and the program being observed is established. Consequently, there may be variables in the trace referencing parts of the graph (i.e. pointers from the trace to the graph), but not the other way around. By doing so the correctness is guaranteed, as the normal execution process is not altered. In order to reach this goal, a monadic approach is followed. The success of the approach is shown by simulating three up-to-date Haskell tracers.
Introduction
The debugging of lazy functional programs is a non yet satisfactorily solved problem (e.g. see [17] ). In recent years there have been several proposals for incorporating execution traces to lazy functional languages. In [3] , an extensive comparison of three of these systems can be found, namely Freja [9, 8] , the Redex Trail System (RTS) [13, 14, 15] and the Haskell Object Observation Debugger (Hood) [4] . They have been incorporated to different Haskell [6] compilers. Freja is a question-answer system that directs the programmer to the cause of an incorrect value. RTS allows the user to travel backwards from a value along the redex history leading to it, and it is incorporated to the nhc98 compiler 1 . In Hood, the programmer first instruments the program marking the variables he wants to observe and then the system produces a printing of their final value. Final value does not necessarily mean normal form, but evaluation to the degree required by the computation. Hood can currently be used with the Glasgow Haskell Compiler (GHC) [10], Hugs98 2 and also with nhc98. Their implementation follows different strategies such as modifying the abstract machine or transforming the source program, but all of them have a property in common: The graph produced by the traced program is different from the original graph, i.e. the one without traces. In this paper we propose a cleaner and more modular approach to the trace problem. We regard traces as observations of the program and at the same time we want to preserve the original graph. In this way, we establish a clean separation between the trace and the program being observed. Consequently, there may be variables in the trace referencing parts of the graph (i.e. pointers from the trace to the graph), but not the other way around. Moreover, we would like to experiment with different trace systems without modifying the normal evaluation. In order to reach this goal, a monadic approach is followed: First a normal evaluator for a lazy language is defined; then it is trivially converted into a monadic one following well known patterns (e.g. see [16] ). A state transformer monad is used for incorporating traces. The trace is kept in the hidden state while the normal evaluation proceeds in the visible part. When the evaluation finishes, a browser can access the state and print or consult the trace (see Fig. 1 ). We define three different monads, one for every of the above mentioned systems: Freja, RTS and Hood. Due to our restriction of not allowing references from the program to the trace, a few limitations arise with respect to these systems.
The evaluator is written in Haskell and implements a simple version of Sestoft's lazy abstract machine [12] . This has been chosen in order to keep manageable the explanation. However the basic elements such as the heap, the stack, and the updating and sharing of nodes are already present in this machine. The same approach could be used for evaluators based on more complex machines.
A Lazy Evaluator Based on Sestoft's Abstract Machine

The Language
The language is an enriched λ-calculus with recursive let, (saturated) constructor applications and case expressions. It is shown in Fig. 2 , where x i denotes a list of variables. The case expressions are used to force evaluation to weak head normal form, while the let ones are used to create new closures. To ensure sharing, the argument of an application is always a variable.
