Abstract-Limited annotated data available for the recognition of facial expression and particularly action units makes it hard to train a deep network which can learn disentangled invariant features. However, a supervised linear model is undemanding in terms of training data. In this paper, we propose an elegant linear model to untangle facial actions from expressive face videos which contain a mixture of linearly-representable attributes. Previous attempts require an explicit decoupling of identity and expression which is practically inexact. Instead, we exploit the low-rank property across frames to implicitly subtract the intrinsic neutral face, which are modeled jointly with sparse representation only on the residual expression components. On CK+, our one-shot C-HiSLR on raw-face pixel-intensities performs far more competitive than conventional shape+SVM models with landmark detection and two-stepped SRC of the same type yet applied on manually prepared expression components. It is also comparable with the piecewise linear model DCS and temporal models, such as CRF and Bayes nets. We apply it to action unit (AU) recognition on MPI-VDB achieving a decent performance. As expression is a mixture of AUs, the result gives hopes of approximating an expression using a piecewise linear model.
I. INTRODUCTION

I
N THIS paper, the problem is to recognize facial actions given a face video and action categories in the granularity of either the holistic expression ( Fig.1) or Action Units (muscles, Fig. 2 ). Paul Ekman defines 6 basic expressions including surprise, sadness, disgust, anger, fear and happiness and Facial Action Coding System (FACS) using which we can code almost any expression. A face video is a perspective projection over time to a 2-D plane for a face varying with AU surfaces. Suppose that it is generated by a weighted linear mixture of attributes including AUs, identity and viewpoint, it is unrealistic to expect raw faces with the same expression to lie on a subspace as assumed in Eigenface [1] , sparse coding, sparse representation [2] and dictionary learning.
However, Fig.1 implies that a face can be separated into a Principal Component of the neutral face encoding identity cues and a residual expression component encoding motion cues such as the brow, cheek and lip relating to AUs. For Manuscript received January 11, 2017; revised April 7, 2017 identification, PCs across well-normalized images of different people are known as Eigenfaces. Similarly, PCs across frames of the same person are Eigenfaces for that specific person at different time. Thus, the neutral face corresponding with the first PC is supposed to encode identity cues. For that reason, an expressive face in identification is warped into a neutral face using a piece-wise linear transformation such as AAM. Without decoupling attributes, a similar identity can confuse a similar expression. Once getting rid of the intrinsic neutral face, we simplify the problem to recognizing the expression component. Given videos with only identity and expression varying, two-piece linear representation is feasible, which follows the idea of piecewise linear representation based on Independent/Morphological Component Analysis verified for dual purposes [3] . As we do not need coupled representations, we separate the neutral face as an interference and stack the neutral face vector across frames as a low-rank matrix, ideally with rank 1. While theoretically the low-rank matrix recovery (robust PCA) is exact under conditions, the Principal Component Pursuit algorithm [4] is of approximate nature due to relaxation and alternative optimization. Avoiding such an explicit PCP is beneficial in precision and computation. We perform both the separation and linear representation in a joint model named SLR [5] . Since all frames collaboratively yet redundantly represent an expression, in SLR we sample frames to represent an expression component as a joint-sparse coefficient matrix [6] which induce consistent classifications across frames. The class-level sparsity is 1 and the coefficient matrix exhibits group sparsity, because ideally non-zero coefficients all drop to the ground-truth class. But coefficient vectors share class-wise yet not necessarily atomwise sparsity [7] . In C-HiSLR [5] , we enforce both the group sparsity and atom-wise sparsity. In the remainder of this paper, we have a brief review in Sec. II and Sec. III, elaborate our model in Sec. IV and discuss solving the model via joint optimization in Sec. V with experiments in Sec. VI.
II. RELATED WORKS
Linear representation [2] , [3] , [8] models are mostly based on appearance and even raw sigals. In computer vision it is standard to represent shape using keypoints [9] - [11] . For facial actions, we treat videos as multichannel signals [6] , different from image-based methods [3] , [8] . Furthermore, [11] - [13] models temporal dynamics such as shape evolving [12] . One sort of nonlinear models is kernel-based methods [11] while another is deep learning [14] - [16] . See details in Sec. VI-A.
A. Piecewise Linear Unmixing
The dual sparse representation [3] first separates the neutral face explicitly and then discriminates morphological components including the expression and identity respectively.
B. Nonlinear Unmixing
SVM [17] jointly selects and disentangles expression or AU specific features via kernel SVM. Deep learning [16] , [18] using auto-encoders or adversarial training has shown the capability to disentangle facial expression from identity and pose. But limited labelled training data are available for facial expressions and AUs, unlike identification.
III. LINEAR SIGNAL REPRESENTATION REVISITED
In a supervised linear model for classification tasks, observing a random signal y, we hope to send the classifier a discriminative compact representation x over a dictionary D formed by training samples of all classes such that Dx = y where x is computed by pursuing the best reconstruction. If D is undercomplete, then a closed-form approximate solution can be obtained by Least-Squares. Nomally it is easy to obtain more training data than the dimensionality so D is over-complete. Then we add a Tikhonov regularizer or seek a sparse usage of D. Sparse Representation based Classification [2] (SRC) expresses a test sample y as a linear combination y = Dx of training samples stacked columnwise in a dictionary D. Presumably, non-zero weight coefficients drop to the groundtruth class, which induces a sparse coefficient vector or the so-called sparse representation. In practice, non-zero coefficients also drop to other classes due to noises and correlations among classes. For classification, SRC evaluates which class leads to the minimum reconstruction error (max-margin-like).
IV. LEARNING DISENTANGLED REPRESENTATION
In this section, we explain how to model X using Y and training data D, which contains K ∈ Z + types of actions. We would like to classify a test video as one of the K classes. 
A. SLR: Joint Sparse Representation and Low-Rankness
First, we need an explicit representation Y of an expressive
We emphasize our model's discriminative power by simply using the raw pixel intensities and thus gray-scale images are shown in figures. Now we seek a compact latent representation X ∈ R n×τ of a test expression component Y e ∈ R d×τ as a sparse linear combination of expressions in a prepared dictionary D ∈ R d×n :
Since an expressive face y = y e + y n is a superposition of an expression y e ∈ R d and a neutral face y n ∈ R d , we have
where L ∈ R d×τ is ideally τ -times repetition of the column vector of a neutral face y n ∈ R d . Presumably L = y n | . . . |y n d×τ . As shown in Fig. 3 , X subjects to
where the dictionary matrix D d×n is an arrangement of all submatrices D [ j ] , j = 1, . . . , If we write X and Y in the homogeneous form, we have
In the ideal case with rank(L) = 1, if the neutral face y n is pre-obtained [3] , [8] , it is trival to solve for X. Normally, y n is unknown and L is not with rank 1 due to noises. As X is supposed to be sparse and rank(L) is expected to be as small as possible (maybe even 1), intuitively our objective is to
where rank(L) can be seen as the sparsity of the vector formed by the singular values of L. Here λ L is a nonnegative weighting parameter we need to tune. When λ L = 0, the optimization problem reduces to that in SRC. With both terms relaxed to be convex norms, we alternatively solve where · 1 is the entry-wise 1 matrix norm, whereas · * is the Schatten 1 matrix norm (nuclear norm, trace norm) which can be seen as applying 1 norm to the vector of singular values. Now, the proposed joint SLR model is expressed as min
We solve (1) for matrices X and L by the Alternating Direction Method of Multipliers (ADMM) (see Sec. V and Fig. 4) .
B. C-HiSLR: a Collaborative-Hierarchical SLR Model
If there is no a low-rank term L, Eqn.
(1) becomes a problem of multi-channel LASSO. For single channels, Group LASSO has explored the group structure and yet does not enforce sparsity within a group, while Sparse Group Lasso yields an atom-wise sparsity as well as a group sparsity. Then, [7] extends Sparse Group LASSO to multichannel, resulting in a Collaborative-Hierarchical LASSO (C-HiLasso) model. For our problem, we do need L, which induces a CollaborativeHierarchical Sparse and Low-Rank (C-HiSLR) model:
where X [G] is the sub-matrix formed by all the rows indexed by elements in group G ⊆ {1, . . . , n}. For a group G of indices, the sub-dictionary of columns indexed by G is denoted as D [G] . Given a non-overlapping partition
is a group-wise linear representation. The Frobenius norm · F is the Schatten 2 matrix norm and characterizes a matrix's energy (entry-wise 2 norm). λ G is a non-negative weighting parameter for the group regularizer, which is generalized from an 1 regularizer (consider G = {1}, {2}, . . . , {n} for singleton groups) [7] . Note that C-HiSLR degenerates into sparse group LASSO when λ L = 0 and SLR when λ G = 0. 
C. Classification
V. OPTIMIZATION
Both SLR and C-HiSLR models can be seen as solving
To follow a standard iterative ADMM procedure, we write down the augmented Lagrangian function for (3) as
where is the matrix of multipliers, ·, · is inner product, and β is a positive weighting parameter for the penalty (augmentation). A single update at the k-th iteration includes
The sub-step of solving (5) has a closed-form solution:
where D is the shrinkage thresholding operator. In SLR where f (X) = X 1 , (6) is a LASSO problem, which we solve by using the Illinois fast solver. When f (X) follows (2) of C-HiSLR, computing X k+1 needs a Taylor expansion at X k .
VI. EXPERIMENTAL RESULTS
We evaluate our model on facial expressions and AUs. Images are cropped using the Viola-Jones face detector. Perclass accuracy rates are averaged over 20 runs.
A. Recognition of Holistic Facial Expression
We perform experiments on the CK+ dataset [9] consisting of 321 videos. 1 A test unit contains the last (τ tst − 1) frames together with the first frame, which is not explicitly known as a neutral face. But for the dictionary, we subtract the first frame from the last τ trn frames per video. The parameters are set as τ trn = 8, τ tst = 8, λ L = 10 and λ G = 4.5. We randomly choose 10 videos for training and 5 for testing per class, due to only 17 contempt videos. Fig. 5 visualizes the recovery results after 600 iterations to convergences for sure. As matrix computations are mostly light, we parallelize the iterative ADMM using CUDA (25 ∼ 30 fps).
As a comparison, we replicate the image-based SRC [3] , [8] and assume knowing the neutral face (the first frame). We represent an expression component by subtracting the neutral face from the last frame per video and choose 10 videos for training and 5 for testing per class. The optimal sparsity is 35% and it takes ≤100 iterations to converge.
Evaluation: Table I summarizes per-class performances. Top to down, the first three sub-tables present the confusion matrix for C-HiSLR, SLR and SRC, respectively. Columns are predictions and rows are ground truths. The recognition rate is 0.80 with a std of 0.05 for C-HiSLR and 0.70 with a std of 0.14 for SLR. SRC [8] with neutral faces explicitly provided achieves an accuracy of 0.67 (std: 0.05). It is clear that the performance is boosted step by step among those three linear models of the same kind. Going bottom-up in Table I , the fourth sub-table takes the diagonal from the confusion matrix to compare the true positive rate. Along with the model name, we give the average recognition rates, which are also listed in Table 2 . Most models' accuracy is in (0.7,0.9) except DTGAN [14] , which mutually fine tune an appearance-based CNN and a shape-based fully connected network. While the intrinsic model is likely nonlinear, expertise is needed in fine-tuning such a complex deep model. An adaptation of 3D-CNN to expression achieves just 0.78 [15] . Then, temporal modelling [11] - [13] surely helps but the gain over simply stacking frames is marginal (0.85 vs. 0.80). Furthermore, the proposed C-HiSLR is more competitive than shape+SVM models such as CLM [10] (0.74), which makes sense because SRC works as a max-margin classifier. When the features are insufficient, adding non-lineararity [11] does not help (RBF [11] : 0.72). Once combined with appearance, AAM+SVM [9] performs up to 0.83. C-HiSLR is comparable with the piecewise linear model DCS [3] ) and is one of the simplest working models to approximate the problem's nature. A even simpler model SLR behaves unstably likely due to the the inconsistent order of residuals. Note that the group sparsity may be violated due to viewpoints or poses (see Fig. 5 ) and alignment does not necessarily mean frontalization (see Fig. 2 and next section) .
B. Detection of Facial Action Unit Occurrence
To be pose-independent, the following experiments are performed on a profile view of MPI-VDB 2 containing 27 long video all with over 100 frames (1 video per class, see Fig. 2 ). From each video we sample 10 disjoint sub-videos each of which contains 10 equally-spaced sampled frames. Different from Sec. VI-A, all frames are directly used without subtracting the first frame because the sub-videos do not start with neutral states. However, there underlies implicit neural states and presumably the proposed model is still valid. Then we randomly sample 5 sub-videos from the 10 for forming dictionary and the other 5 for testing (namely τ trn = 5 and τ tst = 5). In this way, the dataset is divided into a training set and a disjoint testing set both with 5 sub-videos per category.
Evaluation: When λ L = 15, SLR's performance is shown in Fig. 6 -left with an average recognition rate of 0.80. When Table III , which lists the per-class recognition rate for SLR and CHi-SLR, respectively. See Fig. 2 for the class index. For example, they both perform poorly on the first row and the second last column (0.03 for SLR and 0.22 for C-HiSLR). Regarding the reason, we can see from Fig. 2 that the corresponding AU is 10R, which is the right upper lip raiser and confuses with right lip corner (12R). Similar for 13 (cheek puffer), 14R (right dimpler) and 15 (lip corner depressor) because they are all about lips. Note that related works discriminate over around 10 selected non-confusing AUs while we test on 27 AUs all over the entire list. Fig. 7 exemplifies the recovered neutral and AU components.
VII. CONCLUSION
We propose an expression-identity decoupled linear model to learn a representation of expression, unlike [8] requiring neutral faces as inputs and [3] generating labels of the identity and expression as mutual by-products yet with extra efforts. Our contribution are two-fold. First, we retain the separation of the neutral face and the sparse representation of the expression component jointly. Second, we enforce both the atom-wise and group-wise joint sparsity over channels to induce consistent classification over frames. For the CK+ dataset, C-HiSLR's performance on raw faces is way more competitive than SRC given neutral faces and shape+SVM methods. We apply the model on recognizing actions units with limited training data achieving decent performances, which gives the hope of approximating a nonlinear facial action using piecewise or a mixture of linear models and should be generalizable to human action datasets using skeletons. While it needs work to ensure such properties in the feature space, we have observed temporal models correlating CNN features over time.
