Abstract. -The disorder-induced critical phenomena of a random field Ising model are numerically investigated by analyzing time-dependent magnetization in ordering processes. We find that the intensity of fluctuations of magnetization, χ(t), attains a maximum value at a time t = τ in a normal phase and that χ(τ ) and τ exhibit divergences near the disorder-induced critical point. Furthermore, spin configurations around the time τ are characterized by a length scale, which also exhibits a divergence near the critical point. We estimate the critical exponents that characterize these power-law divergences by using a finite-size scaling method.
Introduction. -It has been known that earthquakes, acoustic emissions in a deformed complex material and Barkhausen noise exhibit distinctive power-law behaviors [1, 2] . All these systems possess some disorder in the system parameters and also they are driven by a slowly varying external field. As the simplest model of such systems, a random field Ising model (RFIM) [3] under a slowly varying magnetic field has been investigated in order to elucidate the essential mechanism of the phenomena. By performing numerical experiments of the RFIM under a slowly varying magnetic field, it was found that the size distribution of avalanches, each of which represents a spin flipping in a connected region, becomes a power-law function for some strength of the disorder [4] . Since this occurs due to the existence of disorder, such power-law behaviors are called disorder-induced critical phenomena.
The power-law behaviors observed in previous extensive studies [5] [6] [7] [8] [9] are clear evidences for some criticality, but the characterization in terms of avalanches in the quasi-static operation appears to be technical. Obviously, the simplest quantity in the RFIM is magnetization. With regard to magnetization, it has been conjectured since the report in Ref. [6] that a discontinuous jump occurs at the disorder-induced critical point. Thus, fluctuations of magnetization in equilibrium states does not exhibit a power-law divergence. In this sense, the nature of disorder-induced critical phenomena is different from that of conventional critical phenomena such as a ferromagnet-paramagnet transition. This raises a naive question whether the disorder-induced critical phenomena are characterized in terms of fluctuations of magnetization.
In this paper, we present a positive answer to this question. Our key idea is to notice the recent extensive studies for critical fluctuations near an ergodicity breaking transition in glassy systems [10] [11] [12] [13] [14] [15] [16] . Here, we review these studies briefly. As an example, let us consider behaviors near the transition point in colloidal suspensions. In this system, near the transition point, there exist long-range spatial correlations among movable particles during a time interval τ , which is chosen as a typical relaxation time. When we introduce an appropriate quantity Q(r, t) that indicates the occurrence of large particle displacement at the position r during the time interval t, a discontinuous jump occurs in Q(r, t → ∞) accompanied with critical fluctuations of Q(r, τ ) at the ergodicity breaking transition. It should be noted that Q(r, t) characterizes the dynamical event intrinsic to glassy systems.
These results motivates us to study the disorder-induced critical phenomena of the RFIM from the viewpoint of critical fluctuations of some dynamical events. In particular, we consider ordering processes of the magnetization from a special initial condition. We have numerically found that fluctuations of the time-dependent magnetization exhibit a critically divergent behavior near the disorder-induced critical point.
p-1 Preliminaries. -Let us consider a three-dimensional cubic lattice Λ ≡ {i = (x, y, z)|1 ≤ x, y, z ≤ L}. A spin variable σ i ∈ {−1, 1} is defined at each site i ∈ Λ. We study the RFIM described by the Hamiltonian
where i, j represents a nearest-neighbor pair of sites, h is a constant external field and the random field h i obeys a Gaussian distribution
The time evolution of the spin variables is described by the Metropolis method. That is, a site is chosen randomly and the spin on the site is flipped with the probability min(1, exp(−β∆E)), where ∆E represents the energy increment caused by the spin flip and β represents the inverse temperature. The Boltzmann constant is set to unity. A Monte Carlo step per site (MCS), which is given as L 3 Monte Carlo step, is used as the time unit. Here, we review the disorder-induced critical phenomena in the RFIM. Let us consider the quasi-static change of the external field from h = −∞ to h = ∞. In this operation with a given R, h c (R) is defined as the special value of h (if it exists) at which a spin flipping in a region over the whole system first occurs. Then, R c is defined as the maximum value below which h c (R) exists. Their actual values were numerically determined as (R c , h c (R c )) ≃ (2.16, 1.44) [6] , which is called disorderinduced critical point. It was reported that power-law behaviors of the size distribution of avalanches were observed in the quasi-static change of the magnetic field when R = R c . Such power-law behaviors are called the disorder-induced critical phenomena.
In this paper, we study ordering processes of magnetizationm
from the initial conditionm(0) = −1 in which all the spins are downward. We also focus on the case T = 0, except for a brief discussion in the final section. As preliminary calculations, we measure
for several values of (R, h), where A represents the average of a physical quantity A with respect to the stochastic time evolution and quenched disorder. In the argument given below, we consider at least 20 samples of time evolution for each set of {h i } and at least 20 samples of {h i } for calculating average values. Typical samples of m(t) for the case R = 2.16 are displayed in Fig. 1 . It is observed that the magnetization m(t) quickly approaches the equilibrium value m eq from -1 to approximately 1 when h is sufficiently large and that the ordering process becomes slower for the system with smaller h. Note that the equilibrium value m eq is slightly less than 1 because h i on some sites, whose values are largely negative, prevent the magnetization from approaching 1. Then, by decreasing h further, we find that there is a value below which m(t) does not reach the state with the equilibrium value m eq .
In order to quantify this transition, we consider the quantity m(t ∞ ), where t ∞ is chosen as 1000 MCS in our numerical experiments. We confirmed that the results reported below did not depend on the choice of t ∞ when t ∞ ≥ 1000 MCS. (The lowest value of t ∞ depends on the system size.) On the basis of this, we define the frozen phase as the state with m(t ∞ ) < m eq . Since a discontinuous transition from m eq to m(t ∞ ) is expected to occur at a certain value of h in the large size limit, we can replace the exact definition of the frozen phase with an operational one expressed as m(t ∞ ) < 1 − ǫ, where ǫ = 0.1 for numerical simplicity. Indeed, as shown in Fig. 2 , the transition becomes sharper when L is larger. Therefore, we expect that our operational definition provides an accurate determination of the phases in the large size limit. Presently, we fix L = 40 and test whether the system exhibits a frozen phase for several values of (R, h). The result is summarized in Fig. 3 , which suggests the presence of a transition curve h b (R, L, ǫ) between the frozen and unfrozen phases. Note that the disorder-induced critical point (R c , h c ) reported in Ref. [6] appears to be located p-2
The disorder-induced critical phenomena of RFIM on this curve. More precise correspondences with previous phase diagrams reported in Refs. [5, 17, 18] will be discussed elsewhere.
Result. -Now, we focus on the behaviors near the disorder-induced critical point (R c , h c ). That is, by fixing R as R c , we investigate the system with several values of h near h c . Following our motivation, we are interested in studying fluctuations ofm(t). It should be noted that our study is concerned with fluctuations of relaxation events. Although such types of fluctuations of dynamical events have been studied extensively in an ergodicity breaking transition in glassy systems, to our knowledge, there have been no such arguments on statistical properties near the disorder-induced critical point.
Since the simplest quantity characterizing the fluctuations ofm(t) is given by
we first demonstrate the graphs of χ(t) for a few values of h in Fig. 4 . It is observed that χ(t) has a peak at a time τ and that both χ m = χ(τ ) and τ increase when h approaches h c (≃ 1.44). Based on this observation, we next attempt to extract divergent behaviors of χ m and τ by using a finite-size scaling analysis. Thus, for the systems with L = 10, 20, and 40, we measured τ (h, L) as a function of (h−h c )/h c . As shown in the inset of Fig. 5 , when we plot τ (h, L)L −α as a function of L 1/θ (h−h c )/h c , these three graphs do not depend on L, where α and θ are fitting parameters whose values (θ ≃ 0.7 and α ≃ 1.7) are determined in such a manner that the three graphs are collapsed into a single curve as exactly as possible. Based on this result, we conjecture a scaling form
by using the scaling function F τ . Considering the asymptotic law F τ (z) ≃ z −ζ (with ζ ≃ 1.3) in the regime z ≫ 1, we expect the following critical behavior in the large size limit: In a manner similar to that in the analysis of τ (h, L), we assume a form of the finite-size scaling as follows:
Indeed, from Fig. 5 , we determine β and the scaling function F χ , where β ≃ 3.0 and we find the asymptotic relation
These divergent behaviors observed near the disorderinduced critical point lead us to expect that some spins flip cooperatively around the time τ . In order to describe the nature of the cooperative phenomena, we attempt to define a spatial correlation length that characterizes it, as carried out in studies on traditional critical phenomena. Here, it should be noted that the magnetization grows around the time τ . In this paper, for numerical simplicity, we focus on the spin configurations at the time t 0 such thatm(t 0 ) = 0 for each sample because the magnetization is expected to grow at this time. We then consider the spatial pattern indicating whether the spin on each site has already flipped by the time t 0 . Thus, we measure
where δ(m, n) represents Kronecker's delta. Calculating its Fourier transform
we define the structure function
where we set k = (k, 0, 0) in the argument given below. For S(k) obtained for several values of (h, L), we find that the fitting is obtained well with n = 3/2, as shown in the inset of Fig.  6 . This is called the Ornstein-Zernike form if n = 2 [10] . Then, ξ represents the correlation length characterizing the spatial pattern ρ(i). Now, in the manner same as those for τ and χ m , we perform a finite-size scaling analysis assuming the form Figure 6 illustrates that this assumption is reasonable and that F ξ (z) obeys the asymptotic relation F ξ (z) ≃ z −ν for large z (ν ≃ 0.7). On the basis of this, we obtain the critical behavior of the dynamical correlation length:
Note that the obtained value ν ≃ 0.7 is close to the value θ ≃ 0.7, where θ is the exponent that characterizes the length scale appearing in the finite scaling method. This coincidence implies that the manner of the divergence for length scales is characterized by a single exponent.
Concluding remarks. -We have presented the power-law divergences (7), (9) , and (15) near the disorderinduced critical point in the RFIM. We have determined the exponents by using the finite-size scaling method as γ ≃ 2.1, ζ ≃ 1.3 and ν ≃ 0.7. These values are regarded as preliminary values and more precise values will be determined by using systems with considerably larger sizes. At present, the accuracy of values is not of primary interest, but the existence of divergent fluctuations of time-dependent magnetization is rather important. Indeed, based on our results, we conclude that the disorderinduced critical phenomena are classified into the universality class including the cooperative phenomena in glassy systems and jamming systems.
Lastly, we introduce a few examples of studies motivated by this conclusion. The first example is the phase diagram in the (R, H, T ) space. Since the precise definition of the frozen phase appears to be complicated in the finite temperature case, we just plotted the region m(t ∞ ) < 0 as a tentative frozen phase. Figure 7 shows a schematic diagram of this phase. From this figure, one may recall the phase diagram of the jamming transition in granular systems (See Fig. 1 in Ref. [19] or Fig. 4 in Ref [20] ). This resemblance motivates us to study the common aspects between granular systems and the present system. The second example is related to a theoretical framework. In addition to extensive analysis on the power-law distribution of avalanches [5, 7, 9] , it was conjectured that the critical behaviors of avalanches in some spin models with disorder are related to metastable states induced by the replica symmetry breaking [21] [22] [23] . It is interesting to investigate χ(t) in the system near the replica symmetry breaking transition. Furthermore, we are interested in conducting a theoretical analysis of our numerical results. Since χ(t) proposed in this paper has never been studied in the RFIM, such a theoretical analysis would shed light on a new aspect of the disorder-induced criticality. * * * 
