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Abstract
A double proton transfer reaction in a Guanine-Cytosine (GC) base pair has been
proposed as a possible mechanism for rare tautomer (G*C*) formation and thus a
source of spontaneous mutations. We analyze this system with free energy calculations
based on extensive Quantum Mechanics / Molecular Mechanics simulations to properly
consider the influence of the DNA biomolecular environment. We find that, although
the G*C* rare tautomer is metastable in the gas phase, it is completely unstable in the
conditions found in cells. Thus, our calculations show that a double proton reaction
cannot be the source of spontaneous point mutations. We have also analyzed the intra-
base H transfer reactions in Guanine. Our results show that the DNA environment
1
Page 1 of 26
ACS Paragon Plus Environment
Journal of Chemical Theory and Computation
gives rise to a large free energy difference between the rare and canonical tautomers.
These results show the key role of the DNA biological environment for the stability of
the genetic code.
Proton-transfer reactions are ubiquitous throughout biochemical reactions and have therefore
arisen much interest both in experimental and theoretical studies. In particular, the signifi-
cance of proton-transfer reactions in DNA was already highlighted by Watson and Crick in
1953,1 as they noted that “spontaneous mutations may be due to a base occasionally occur-
ring in one of its less likely tautomeric forms.” The reason for this is that tautomerization of
a nucleotide alters the adenine-thymine/guanine-cytosine (A-T/G-C) correspondence. The
rare tautomers of the DNA bases differ from their canonical forms by the position of the H
atoms, see Figure 1. Thus, for instance, the rare tautomer G∗ does not pair up with cytosine,
C, but instead with thymine, T.2 Therefore, if at the time of DNA replication the polymerase
runs over the rare tautomeric G∗ form of guanine, a substitution mutation will appear in
the DNA sequence. It is then clear why it would be of interest to know the probability of
these tautomerizations to take place by proton transfer, the mean life of the rare tautomeric
forms and the reaction mechanisms of these processes. After many years of investigations
on this topic2–20 the relationship between proton transfer reactions and spontaneous point
mutations is still under debate. The main reason behind this is the difficulty to properly
assess the influence of the complex biomolecular environment on these reactions.
The rare tautomers of the different DNA bases can be obtained from their canonical forms
via a double proton transfer (DPT) along the DNA hydrogen bonds,2 see Figure 1. In the gas
phase (i.e. considering only the interaction between the two DNA bases), different studies
for the potential energy or free energy landscapes indicate that there is no local minimum
corresponding to a A*T* rare tautomer3,7,10 ( or there is only a very shallow minimum12,14).
Thus, DPT do not contribute to the presence of A* or T* rare tautomers. In the case of GC,
however, the rare tautomer G*C* shown in Figure 1 is metastable in vacuo, with values for
the direct and reverse energy barriers between the canonical and rare tautomers that could
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yield the formation of spontaneous point mutations.3,7,14
Figure 1: Proton transfer and rare tautomers. Left: the canonical (GC, top) and rare
(G*C*, bottom) tautomers; in the GC↔ G*C* DPT reaction the H atoms H1 and H4 jump
along the N1-H1-N3 and O6-H4-N4 hydrogen bonds. Right: potential energy (in kcal/mol)
for the GC ↔ G*C* reaction as a function of the reaction coordinate d1 = |~rH1 − ~rN1| (in
Å), calculated using the Quantum Espresso and Fireball DFT codes, see text.
The influence of the solvent, DNA backbone and base stacking on these reactions has
been analyzed in a number of works.4,7,10,16,17,19–21 In particular, the effect of the aqueous
environment has been investigated using implicit models for the solvent or including a few
water molecules around the DNA bases (microhydration) explicitly in the calculation.7,10,19,20
These studies indicate that the water molecules around the DNA bases have an important ef-
fect changing the relative stability of rare and canonical tautomers; also, the water molecules
can participate in proton transfer reactions, interchanging protons with the DNA bases in a
Grotthus-like fashion.10,17 It is also interesting to mention that in the original idea proposed
by Löwdin for DPT in DNA,2 the transitions between canonical and rare tautomers are
due to quantum tunneling of the protons along the hydrogen bonds. There are some recent
studies22–24 on quantum nuclear effects using path integral molecular dynamics (PIMD).25 A
recent study26 using an open quantum systems approach indicates that quantum tunneling
does not play any role in DPT reactions in DNA, so that the jump of the protons should
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be entirely due to thermal activation. The combination of having a large system and a high
temperature makes the quantum nuclear effects negligible.
A different situation arises when one considers proton-transfer in excited states or in
ionized base-pairs. Several studies show how the barrier in this case drops dramatically
and the inter-base tautomerization can become spontaneous.27–31 These results suggest that
proton-transfer could be a deactivation pathway for excited base-pairs,27,32 which would
subsequently go back to the canonical tautomer after decaying to the ground state. Thus, the
tautomerization by proton-transfer could be considered, more than a source of spontaneous
mutations, a defensive mechanism against radiation damage.33,34
Intra-base proton transfer can also induce the formation of rare tautomers. In this case,
the energy difference between the canonical and rare tautomers is small in the gas phase, but
there is a high energy barrier for the transition between the different isomers, e.g. G ↔ G*;
this barrier is reduced when one or two water molecules are included in the calculation.5,6,35
DNA is a very large macromolecule, with a complex atomic structure. At the conditions
found in the cells, it generally presents the double helix B-DNA form that is stabilized by the
interactions with the aqueous solvent; also, at these conditions DNA is a dynamic system
that displays significant atomic motions. Thus, the DNA environment, i.e. solvent, DNA
backbone, double helix interactions and atomic dynamics at room temperature (RT), must
have an important impact on the properties of the DNA bases,34 and in particular in the
H transfer reactions taking place on them. In order to properly assess the influence of this
environment the free energy of the system must be considered.34,36–38
In this work we analyze how a realistic biomolecular environment, including the double
helix DNA backbone in B-form and water molecules and counterions of the solvent, mod-
ifies the free energy of the tautomerization reactions for the GC base pair at RT. In our
approach we combine free energy techniques and extensive Quantum Mechanics / Molecular
Mechanics (QM/MM) molecular dynamics (MD) simulations. Since the calculation of the
free energy at RT requires an appropriate sampling of a large number of different atomic
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configurations, it is particularly important that the QM/MM method presents both a good
accuracy and a good computational efficiency. We use Fireball / Amber,39 a QM/MM
technique that combines the Amber40,41 MM force fields and simulation programs with
the Density Functional Theory (DFT) method Fireball.42–44 The computational efficiency
of this approach is related to the use of an optimized basis set of Numerical Atomic-like
Orbitals (NAOs)45,46 together with a practical tabulation-interpolation scheme.42,45 The ba-
sis set used in the present work was optimized comparing with benchmark results for the
dissociation curves for different molecular complexes relevant to biomolecular systems (the
S66x847 and IHBx848 data sets). We use the BLYP exchange-correlation functional49,50 and
the D3-BJ correction51,52 to include dispersion effects. See Methods for further details. Fig-
ure 1 (right) shows the potential energy profile for GC in the gas-phase as a function of the
distance N1-H1, in comparison with the accurate plane-waves result, calculated using the
code Quantum Espresso (QE);53,54 in both calculations we use the BLYP functional with
D3-BJ dispersion corrections. The good agreement between both profiles shows that we can
use Fireball / Amber in our calculations, with a critical speedup in the MD simulations
while retaining a good accuracy, thus allowing for the extensive sampling required for the
free energy calculations (see below for further comparisons).
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Figure 2: Snapshot of the system. The DNA double helix is simulated using two DNA
strands that contain 12 DNA base pairs. The QM region, which corresponds to the comple-
mentary guanine and cytosine nucleosides (51 atoms in total), is highlighted. The rest of the
atoms in the DNA strands, water molecules and counterions (Na+) are included in the MM
region. For clarity, in this figure the solvent is represented by only a few water molecules
around the QM region.
Figure 2 shows the system used in our QM/MM free energy calculations. The DNA
double helix is simulated by means of two DNA strands that contain 12 base pairs (sequence:
TTAGGGTTAGGG). The QM region consists of the guanine and cytosine nucleobases and
corresponding deoxyriboses, 51 atoms in total, in the middle of the DNA double helix; in
some calculations we have also included three water molecules in the QM region, see below.
The rest of the DNA, water molecules and counterions (Na+) are included in the MM region,
that contains ∼ 1.1 ×104 atoms. The overall charge of the system is neutral. We employed
the ff14SB force field55 incorporated in the AMBER package, TIP3P water molecules56
and the Langevin thermostat57 for the simulation of the Canonical Ensemble. The initial
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positions of the water molecules and Na+ counterions are set by the tleap software included
in AMBER,41 and the system is then thermalized at T = 300 K, first with a long MM
simulation (20 ns) followed by a 100 ps QM/MM simulation from which we extract different
conformations as seeds for our production runs, see below.
We have used three different free energy methods; two of them, the Weighted Histogram
Analysis Method (WHAM)58 and Umbrella Integration (UI),59 are based on the Umbrella
Sampling (US) technique, while the third one is based on Steered Molecular Dynamics (SMD)
and the Jarzynski equality60,61 (JE), see below. We have used as reaction coordinates (see
Figure 1) d1 = |~rH1−~rN1|, d2 = |~rH4−~rN4|, q1 = |~rH1−~rN1|− |~rH1−~rN3|, q2 = |~rH4−~rN4|−
|~rH4−~rO6|, and d3 = |~rH1−~rO6|. Other reaction coordinates such as d1 +d2, d′1 = |~rH1−~rN3|
or d′2 = |~rH4 − ~rO6| were also tested. Given a reaction coordinate, which is a function of




, the free energy profile for different
values, q, of the reaction coordinate is
F (q) = −kBT lnP (q), (1)








dNr exp (−βU) δ(q̂ − q); (2)
in this equation the integral extends over the coordinates of all the atoms in the system,





and β = 1/(kBT ). Similarly, a free energy map F (q1, q2) can be defined as a function of two
reaction coordinates, etc.
In long-enough simulations ergodicity holds and P (q) could be obtained directly by e.g.
constructing the histograms associated to the different values that q̂ takes during the dy-
namics. In practice, however, the time scales accessible in MD or Monte Carlo simulations
are almost always far below the times for which ergodicity can be observed. In the US
7
Page 7 of 26
ACS Paragon Plus Environment
Journal of Chemical Theory and Computation
technique62 the idea is to enhance sampling at different values of the reaction coordinate by
adding artificial ”bias” potentials Vj. Different simulations are performed for a set of ”win-
dows”, {Vj}, and all together the different US simulations provide appropriate sampling over
all the relevant values of the reaction coordinate. This information, however, is biased by
the Vj potentials, and an unbiasing procedure is required (see Methods).
A different approach to calculate free energy differences consists of performing a set of
SMD trajectories, computing the work for each trajectory and then using the non-equilibrium
Jarzynski equality (JE):60,61
exp (−β∆F ) = 〈exp (−βW )〉, (3)
where W is the work associated to a trajectory and the 〈 〉 denote the average over trajectories
starting from different configurations taken from a canonical ensemble for the the initial state.
Figure 3: Free energy profiles in the gas-phase (red lines) and in the DNA environment (blue
lines), as a function of the reaction coordinates d1 (a) or q1 (b). In (a) the dashed lines
correspond to the case in which the 3 water molecules closer to the O6-H4-N4 hydrogen
bond are included in the QM region, see text.
Figure 3 shows the free energy profiles for the GC ↔ G*C* reaction in the gas phase,
FG, and in the DNA environment, FE, as a function of the d1 or q1 reaction coordinates. In
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both figures the canonical tautomer is on the left and the rare tautomer on the right. The
gas phase free energy profile FG(d1) is shifted to smaller values as compared to the potential
energy profile shown in Figure 1: the energy barrier is reduced from 13.1 kcal/mol to 9.9
kcal/mol and the energy difference between G*C* and CG changes from 10.4 kcal/mol to 7.5
kcal/mol; also, the position of the top of the barrier and the G*C* equilibrium distance are
shifted to slightly smaller d1 values. Both FG(d1) and FG(q1) yield very similar results, with
slightly lower free energy values for the d1 case due to the extra freedom that this reaction
coordinate provides. For comparison, we mention that FG(q1) has also been analyzed by
Xiao et al.14 by means of DFT calculations with the BLYP exchange-correlation functional,
with very similar results. In particular, we obtain a slightly smaller free energy barrier (12.2
vs. 13.6 kcal/mol) and energy difference between G*C* and GC (8.9 vs. 9.4 kcal/mol),
probably due to the inclusion of dispersion corrections51,52 in our calculations.
Figure 3 shows that the rare tautomer G*C* is metastable in the gas phase, with a free
energy barrier of ∼ 2.4–3.3 kcal/mol for the reverse reaction. The DNA environment has
a profound impact on the stability of the G*C* tautomer, changing qualitatively the free
energy profile to the point that the rare tautomer is no longer a metastable configuration.
This important result is confirmed by the free energy map shown in Fig. 4: FE(q1, q2) presents
only one minimum, corresponding to the canonical tautomer, with a sharp uphill slope when
the system goes away from that minimum. Neither the rare tautomer, nor the single proton
transfer configurations (upper-left and lower-right regions), are accessible structures. In
particular, the G*C* tautomer (upper-right corner in the map) is completely unstable. We
have further corroborated this result performing dozens of MD simulations starting from
configurations corresponding to the G*C* rare tautomer (conveniently thermalized using
bias potentials). These simulations show how the system reverts to the canonical tautomer
in an ultra-fast motion, in full agreement with the free energy landscape shown in Figure
4. Thus, a DPT reaction cannot be a source of spontaneous point mutations due to the
appearance of G* or C* rare tautomers. We have also analyzed the evolution of the atomic
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charges as a function of the reaction coordinates, both in SMD and US simulations, finding
that the charges on the H1 and H4 atoms remain practically constant across the map, with
a value of ∼ +0.15e (sum of the proton charge, +e and an electron charge of ∼ −0.85e),
see Supplementary Material. Therefore, it would be more appropriate to speak of hydrogen
atom transfer in this case.16
Figure 4: Free Energy (kcal/mol) map in the DNA environment as a function of the reaction
coordinates q1 and q2 (in Å). There is only one local minimum, the canonical tautomer GC.
We have analyzed in more detail the effect of the few water molecules surrounding the
hydrogen bonds that participate in the DPT. In the DNA environment there are no wa-
ter molecules nearby the central hydrogen bond N1-H1-N3, but there are always 2-3 water
molecules close to the lateral hydrogen bond O6-H4-N4. We have calculated the free energy
profile F (d1) including in the QM region 3 water molecules around the O6-H4-N4 atoms both
for the gas phase and DNA environment cases. The initial positions of these water molecules,
alongside the rest of the system, are extracted from previously thermalized QM/MM simu-
lations (in which these 3 molecules belonged to the MM region). These configurations are
further thermalized including now these molecules in the QM region and different configu-
rations are then extracted to be employed as seeds for the productions runs. As shown in
Figure 3(a), the inclusion of these water molecules in the gas phase reduces the stability of
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the rare tautomer and the barrier for the reverse reaction, although the rare tautomer is still
meta-stable, in agreement with previous results.17–20,35 In the case of the DNA environment,
including these water molecules explicitly in the QM region yields almost identical free en-
ergy profile as obtained when these molecules are included in the MM region, with a slightly
higher value of the free energy for rare tautomer configurations. These results indicate that
the water molecules around the lateral hydrogen bond are an important factor reducing the
stability of the rare tautomer, but also highlight the importance of the rest of the DNA
environment, which must be fully included to predict the complete instability of the rare
tautomer.
Figure 5: Probability distribution functions for the distances H4-N4 and H4-O6 (see Fig. 1)
for the rare tautomer at RT; the distance H1-N1 (d1) is restrained to a value ∼ 1.9 Å using a
bias potential. Red lines: gas phase; blue lines: DNA environment (with 3 water molecules
around the O6-H4-N4 hydrogen bond included in the QM region). Distances in Å.
Figure 5 shows the probability distribution functions (PDFs) for the distances H4-O6
and H4-N4 in the rare tautomer configuration, i.e. adding a flat-bottom bias potential that
restrains the distance H1-N1 to be ∼ 1.7–2.1 Å. To construct the PDFs we perform long
US simulations of 50 ps and use the Kernel Density Estimator63 over the time series of the
distances. In the gas phase the rare tautomer is fully formed, with a H4-O6 distance ∼ 1.1 Å
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and a H4-N4 distance oscillating around ∼ 1.8 Å. In the DNA environment, however, there
is a drastic change in the PDFs. The H4-N4 and H4-O6 PDFs are now both spread between
∼ 1.0-1.8 Å, and each of them is a superposition of two broad peaks centered at ∼ 1.15 Å
and ∼ 1.5 Å. This situation is an indication of a low-barrier hydrogen bond (LBHB) in which
the H atom can easily move between the O and N atoms; these short and strong hydrogen
bonds typically enhance the stability of certain transition states in enzymatic reactions and
help the catalytic activity of the protein.64–66 Thus, when the covalent bond H1-N3 is formed
in the biomolecular environment, instead of forming the corresponding O6-H4 covalent bond
(see Fig. 1), the GC system prefers to form a O6-H4-N4 LBHB. This is due, in part, to
the interaction with the surrounding water molecules, but also to the influence of the rest
of the environment (e.g. see Fig. 3(a)). We remark that if the restraining bias potential
is removed, the GC system reverts in an ultra-fast process to the canonical tautomer; thus,
the LBHB discussed here is completely unstable (existing only in the virtual scenario of H1
being bonded to N3). On the other hand, if we restrain the distance H4-N4 to be ∼ 1.7–2.1
Å (instead of the distance H1-N1), the rare tautomer is fully formed for both the gas phase
and the DNA environment cases.
Figure 6: Free energy profiles (in kcal/mol) for the guanine intra-base proton transfer as
a function of the distance d3 = |~rH1 − ~rO6| (in Å): gas-phase (red); DNA-environment,
double-helix (blue, solid line); DNA-environment, single-helix (blue, dashed line).
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We turn now our attention to intra-base proton transfer, which in principle could also
yield rare tautomers. We have studied the transfer of H1 from N1 to O6 in guanine (see
Figure 1), both for the single helix and double helix cases. It is relevant to study also the
single helix case because, while DNA replication, that is the structure in which DNA is found.
In vacuo, the energy difference between the two tautomers, G and G*, is quite small: 3.2
kcal/mol in our calculations, in excellent agreement with the value of 3.0 kcal/mol obtained
with the plane-waves code Quantum Espresso. A very similar difference is obtained in the
free energy profile, Figure 6, which also shows that there is a very large G↔ G* free energy
barrier, ∼ 48 kcal/mol. The most important effect of the DNA environment is the large shift
in the free energy difference between the canonical and rare tautomers, which is increased to
14.9 kcal/mol (single helix) or 22.4 kcal/mol (double helix). At the same time, the G ↔ G*
free energy barrier is reduced to 32.3 kcal/mol (single helix) or 38.8 kcal/mol (double helix),
but it is still quite high.
In summary, we have analyzed H transfer reactions in guanine-cytosine base-pairs em-
bedded in a realistic DNA biomolecular environment by means of free energy calculations
based on extensive QM/MM MD simulations. We find that, although G*C* is metastable
in the gas phase, this rare tautomer is not an accessible state in the DNA environment, i.e.
the inter-base GC → G*C* DPT reaction does not take place. We have also analyzed the
intra-base H transfer in Guanine for DNA in single helix or double helix configurations. Our
calculations indicate that the DNA environment changes dramatically the relative stability
between the canonical and rare tautomers. The QM/MM free energy calculations presented
here for both inter-base and intra-base H transfer reactions demonstrate the important role
of the DNA environment enhancing the stability of the genetic code against spontaneous
mutations.
METHODS
Free energy techniques. The free energy methods WHAM58 and UI59 are based on the
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Umbrella Sampling (US) technique62 to properly sample the corresponding phase space.
In this technique, bias potentials Vj are used to enhance sampling at different values of
the reaction coordinate and an unbiasing procedure is required. Notice that if a system




, is modified by adding a potential Vj(q̂), then the





dNr e−β(U+Vj) δ(q̂ − q) = Z
Zj
e−βVj(q) Pj(q), (4)
where Zj is the configurational partition function for the system with potential energy U+Vj
and Pj(q) is the unbiased probability density P (q) obtained from a simulation with bias
potential Vj.
In practice, Pj(q) will only provide a good estimation for P (q) for values within the j-
window. In WHAM the different Pj(q) are combined with certain weights to have a window-







j cj(q) = 1); these weights are calculated minimizing the statistical error for the
calculation of P (q).58 As equation (4) shows, Pj(q) depends on the unknown ratios Zj/Z
which in turn depend on P (q); this problem is solved iteratively until self-consistency is
achieved.67 Finally, F (q) is obtained from equation (1).
In Umbrella Integration59 the derivatives dFj/dq are calculated from the probability









see equation (4), and P̃j(q) are approximated by gaussian functions. Then one combines the
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which is numerically integrated to obtain F (q).
In the calculation of the free energy profiles with SMD-JE we use time-dependent bias




to generate the SMD trajectories, with µ(t) = vt + q0. The





q̂{~rα(t′)} − vt′ − q0
)
dt′. (8)
To avoid directionality effects, we have performed SMD trajectories starting from the canon-
ical tautomer and also starting from the rare tautomer. The initial configurations for each
SMD trajectory are independent samples taken from restrained equilibrated dynamics.
In the calculation of the WHAM and UI free energy profiles we have used harmonic bias




, with k = 2000 kcal/mol . Å−2, and 100 windows, µj, along the
reaction coordinate. For each window we run MD simulations at RT to generate 5 × 103
configurations out of which we use the last 3 × 103 to calculate the free energy profiles. In
all the US and SMD simulations we use a time step ∆t = 0.5 fs. The initial configurations
for each window are obtained from SMD trajectories departing from equilibrated structures.
The free energy map (Figure 4) was calculated by using a total of 30×30 US simulations of
1 ps (2000 snapshots), which gives a total of 1.8× 106 structures. We use Alan Grossfield’s
code to solve the WHAM self-consistent equations.67
When using the Jarzinsky equality, we have typically employed six trajectories from
the canonical tautomer to the rare tautomer and other six with the opposite directionality,
from the rare tautomer to the canonical one. Each trajectory consists of 2000 steps, with
timesteps of ∆t = 0.5 fs, as above. Slower SMD trajectories of 5000 and 10000 have been
also performed in order to check that the results are converged.
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The free energy profiles FG(d1) and FE(d1) shown in Figure 3(a) have been calculated
using the WHAM technique; identical results are obtained with UI. The calculation of these
free energy profiles using the SMD-JE technique yields also almost identical results. Notice
that WHAM and UI are based on US, while SMD-JE is a completely different approach
(based on SMD simulations and the Jarzynski equality). The fact that we obtain practically
the same free energy profiles using these different techniques is an excellent confirmation
regarding the accuracy of these techniques. In this case, the SMD-JE technique is more
efficient than WHAM or UI. Thus, the free energy profiles for the case with 3 water molecules
included in the QM region were calculated using SMD-JE. Also, the free energy profiles for
the intra-base proton transfer were calculated as well by means of the SMD-JE approach.
As mentioned above, the free energy map (Figure 4) was calculated with WHAM.
QM/MM. The free energy results are obtained from extensive QM/MM MD simulations
at RT. For this purpose we have used Fireball / Amber.39 Fireball42–44 is a local-
orbital Density Functional Theory (DFT) Molecular Dynamics (MD) technique based on a
self-consistent extension of the Harris-Foulkes approach.68 We also mention that Fireball
is a fully real-space technique (no need for super-cells), which is a suitable property for
non-periodic complex systems and QM/MM implementations. The numerical atomic-like
orbitals (NAOs) are short-range and are optimized46 in order to have a reduced number of
orbitals in the basis set. These NAOs are generated from atomic calculations with given
cut-off radii, Rc(µ), and atomic charges, qµ, in the different orbitals; Rc is the confinement
distance at which the orbitals vanish. In particular, we have used two s-orbitals (ss∗) for
H, sp3-orbitals for C, and sp3d5-orbitals for N and O; the optimized basis set yields Mean
Absolute Deviations (MAD) of 0.70 kcal/mol and 1.28 kcal/mol as compared to the S66×8
and IHBx8 data sets,47,48 respectively.
QE. Regarding the test calculations performed using the QE code (e.g. Fig. 1(right)),
we have used a cut-off of 80 Ry, and norm-conserving Martins-Troullier pseudopotentials.69
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Supporting Information
Map of the average charge on the H1 and H4 hydrogen atoms as a function of the reaction
coordinates q1 and q2.
This information is available free of charge via the Internet at http://pubs.acs.org
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