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Abstract
We consider differential-difference equations that determine the continuous sym-
metries of discrete equations on the triangular lattice. It is shown that a certain
combination of continuous flows can be represented as a scalar evolution lattice
equation of order 2. The general scheme is illustrated by a number of examples,
including an analog of the elliptic Yamilov lattice equation.
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symmetry.
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1 Introduction
One of characteristic features of integrable discrete equations is the existence of con-
tinuous symmetries, that is, vector fields ∂x which preserve the equation E[u] = 0 on
the lattice: ∂x(E) = 0|E=0. In particular, it is well known that differential-difference
equations define continuous symmetries for quad-equations and their higher order gen-
eralizations [15, 14, 7, 11]. In this paper we study a relation of evolution lattice equation
of second order
u,t = f(u−2, u−1, u, u1, u2), uj = u(t, n+ j), u,t = ∂u/∂t, (1)
with another type of discrete equations, namely, 7-point equations on the triangular
lattice
f(q, q1,0)− f˜(q, q−1,0) + g(q, q0,1)− g˜(q, q0,−1) + h(q, q−1,−1)− h˜(q, q1,1) = 0. (2)
Continuous symmetries for equations (2) are determined by vector fields of the form
q,x = a(q, f(q, q1,0)− g˜(q, q0,−1)− h˜(q, q1,1)) (3)
and similar equations that arise under reflections of the lattice. Here we do not discuss
the problem of classification of all consistent pairs (2), (3) and confine ourselves to
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examples that can be obtained by starting from already known integrable equations
(2). Such equations were studied, for example, in [17, 18, 19, 2, 3, 9, 10], where the
zero curvature representations and Ba¨cklund transformations were constructed and a
continuous limit to differential-difference equations of the Ruijenaars–Toda lattice type
was investigated. Continuous symmetries (3) have not been considered before, with the
exception of one example [2].
The main result of the paper is related to the observation that a symmetrized linear
combination of flows of the type (3) is described, under certain additional conditions, by
a lattice equation of the form (1). A direct search shows that such equations exist for all
examples from the cited works. Almost all of them are new if we distinguish equations
up to the point transformations.
For the case h = h˜ = 0 corresponding to 5-point equations on the square lattice, the
continuous symmetries of type (3) were stidied in [9, 8]. Here, instead of (1), the lattice
equations of order 1 appear, as it was shown in [9] by example related with the elliptic
Yamilov lattice (a semi-discrete analog of the Krichever–Novikov equation)
u,t =
H(u, u1)
u1 − u−1 −
1
2
∂1(H(u, u1)),
where H is a symmetric biquadratic polynomial, ∂i := ∂/∂ui. Recall, that this equation
is the main case in the classification of integrable lattice equations of first order [21, 22].
The classification problem for second order equations (1) is much more difficult and in
this direction only few particular results were obtained so far [4, 5, 13]. New equations
found in this paper essentially expand the list of examples and give some idea of the
complexity of the answers in this problem (although they obviously do not cover all
integrable cases; in particular, all the lattice equations under scrutiny should admit zero
curvature representations in 2× 2 matrices, as well as the parent equations (2); on the
other hand, such examples as the Bogoyavlensky lattice and some its generalizations are
related to 3× 3 matrices).
Section 2 contains the general definition of consistency of 7-point equations (2) and
flows of the type (3), and the derivation scheme of the associated lattice equations (1).
An important intermediate step here is related with 2-component evolution systems
corresponding to the choice of dynamical variables on a pair of neighboring lines of the
lattice. Such systems form an independent class of equations deserving a separate study.
The examples given in section 3 are related with the list of 7-point Lagrangian
equations that are invariant under translation q → q+ ε [2, 3, 10]. We will demonstrate
that the lattice equations (1) can be attached to all equations from the list; in the
cases when the parent equation (2) is not symmetric with respect to reflections of the
lattice, one has to apply an additional point transformation. Two of obtained equations
have been considered earlier [12, 11, 5], the rest ones seem to be new. It turns out,
however, that all of them admit difference substitutions w = φ[u] which bring to the
same equation [5]
w,t = (w + 1)
(
w2
( 1
w1
+ 1
)
w − w
( 1
w−1
+ 1
)
w−2 + w1 − w−1
)
, (4)
which plays a role of a kind of universal object in the theory. About the equation (4)
little is known so far, but, undoubtedly, it deserves a detailed study.
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In section 4 we consider 7-point equations from [9], which are related with the Q4
quad-equation and its degeneracies (symmetrical examples from section 3 can be ob-
tained from here as limiting cases, as well). This brings us to the most general family
of integrable lattice equations in this paper,
u,t =
H(u−1, u)H(u, u1)(u2 − u−2)
P (u−2, u−1, u, u1)P (u−1, u, u1, u2)
, (5)
where P (u−1, u, u1, u2) is an affine-linear polynomial with the symmetry group of a
square
P (u−1, u, u1, u2) = P (u2, u1, u, u−1) = P (u1, u, u−1, u2),
and H(u, u1) = H(u1, u) is a symmetric biquadratic polynomial determined through P
by relation
constH(u, u1) = ∂−1(P )∂2(P )− ∂−1∂2(P )P.
The generic equation (5) corresponds to an elliptic curve, and it is likely that it cannot
be brought by substitutions to other lattice equations, in the same way as the Yamilov
lattice. In the cases of trigonometric and rational degenerations, equation (5) admits a
substitution into (4).
2 General scheme
In this section we explain how the lattice equations (1) appear in the theory of discrete
equations on triangular lattice. The presented construction include the following steps:
— derivation of continuous symmetries for discrete equations;
— an equivalent form of these flows as 2-component lattice equations;
— rewriting in the scalar form, possible in a symmetric situation.
We start from the discrete equations of the form
f(q, q1,0)− f˜(q, q−1,0) + g(q, q0,1)− g˜(q, q0,−1) + h(q, q−1,−1)− h˜(q, q1,1) = 0, (6)
where function q = q(n1, n2) depends on two integer variables and subscripts denote the
offsets: qi,j = q(n1 + i, n2 + j). We will use also the following notations for the shift
operators generating the triangular lattice:
T1 : q → q1,0, T2 : q → q0,1, T3 = T−11 T−12 .
The basic continuous symmetries for equations (6) are defined by differential-difference
equations of the form
q,x = a(q, F ), F = f(q, q1,0)− g˜(q, q0,−1)− h˜(q, q1,1). (7)
Taking the initial equation into account, one can write the differentiation ∂x also in the
equivalent form
q,x = a(q, F˜ ), F˜ = f˜(q, q−1,0)− g(q, q0,1)− h(q, q−1,−1). (8)
3
Definition 1. Discrete equation (6) and continuous equation (7) are consistent, if the
equality ∂x(F − F˜ )|F=F˜ = 0 holds identically on the lattice.
From the computational point of view, the check of the compatibility condition
amounts to the equality(
∂F
∂q
+
∂F
∂q1,0
T1 +
∂F
∂q0,−1
T−12 +
∂F
∂q1,1
T−13
)
(a(q, F˜ ))
−
(
∂F˜
∂q
+
∂F˜
∂q−1,0
T−11 +
∂F˜
∂q0,1
T2 +
∂F˜
∂q−1,−1
T3
)
(a(q, F )) = φ[q](F − F˜ ) (9)
with an indefinite factor φ which may depend, as it is easy to prove, only on the same
set of variables which are involved in (6).
It should be stressed that, although equations (7), (8) contain three independent
variables n1, n2 and x, this is not a 3-dimensional system, because we consider both equa-
tions simultaneously and this pair of equations is defined only on the two-dimensional
equation (6). (Such a situation is rather typical for discrete and semi-discrete equations,
but, unfortunately, it is often misused in the literature. Dimension of a system is one
greater than the dimension of submanifold, on which the initial conditions for generic
solution are given, and may not coincide with the number of independent variables.)
Equations (7), (8) can be rewritten in the form of a differential-difference equation
with two components corresponding to two neighboring lines of the lattice parallel to
the axis T2 or to the axis T3.
Statement 1. Let j be a constant integer. The variables q(k) = q(j, k), p(k) = q(j+1, k)
satisfy the system of equations
q,x = a(q, f(q, p)− g˜(q, q−1)− h˜(q, p1)),
p,x = a(p, f˜(p, q)− g(p, p1)− h(p, q−1));
the variables q(k) = q(−k, j − k), p(k) = q(−k, j + 1− k) satisfy the system
q,x = a(q, f(q, p)− g˜(q, p1)− h˜(q, q−1)),
p,x = a(p, f˜(p, q)− g(p, q−1)− h(p, p1)).
Further on, we will be interested in the situation, when equation (6) admits, along
with ∂x, two another compatible flows of similar kind, corresponding to the Z3-symmetry
of the lattice (see fig. 1 on the left).
Definition 2. We will say that the discrete equation (6) admits a complete set of basic
symmetries, if it is consistent, in the sense of Definition 1, with each of three equations
q,x = a(q, f − g˜ − h˜) = a(q, f˜ − g − h), (10)
q,y = b(q,−f˜ + g − h˜) = b(q,−f + g˜ − h), (11)
q,z = c(q,−f˜ − g˜ + h) = c(q,−f − g + h˜), (12)
and the vector fields ∂x, ∂y, ∂z commute on equation (6).
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Figure 1. Left: 7-point equation and differentiations ∂x, ∂y, ∂z.
Right: embedding into triangle lattice of the second order lattice
equation corresponding to the differentiation ∂t = ∂y + ∂z.
Statement 1 and Z3-symmetry of the lattice imply that for any two of three equations
(10), (11), (12) there exist a common direction, one of three on the lattice, such that
both these equation can be represented as 2-component system along this direction.
For the sake of definiteness, let us consider the basic symmetries ∂y and ∂z, then the
variables q(k) = q(k, j), p(k) = q(k, j + 1), j = const, satisfy the following equations:
q,y = b(q,−f˜(q, q−1) + g(q, p)− h˜(q, p1)),
p,y = b(p,−f(p, p1) + g˜(p, q)− h(p, q−1)), (13)
q,z = c(q,−f(q, q1)− g(q, p) + h˜(q, p1)),
p,z = c(p,−f˜(p, p−1)− g˜(p, q) + h(p, q−1)). (14)
This is the choice of variables which is most convenient when checking commutativity
of the flows ∂y and ∂z, because here we do not need to take the discrete equation (6)
into account.
The next step of our construction is the change of variables
u(2k) = q(k) = q(k, j), u(2k − 1) = p(k) = q(k, j + 1), j = const, (15)
which can be described as projection of the vertices from two neighboring lines onto
one common line (right fig. 1). As a result, systems (13), (14) turn into scalar lattice
equations for the variable u, but with different equations for even and odd sites rather
than autonomous ones:
u,y = b(u,−f˜(u, u−2) + g(u, u−1)− h˜(u, u1)), u = u(2k),
u,y = b(u,−f(u, u2) + g˜(u, u1)− h(u, u−1)), u = u(2k − 1); (16)
u,z = c(u,−f(u, u2)− g(u, u−1) + h˜(u, u1)), u = u(2k),
u,z = c(u,−f˜(u, u−2)− g˜(u, u1) + h(u, u−1)), u = u(2k − 1). (17)
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Figure 2. 5-point equation and embedding of the first order lattice
equation into the square lattice.
Finally, it remains to note that, under certain conditions, the equations for even and
odd variables can be made identical by considering a linear combination of flows. This is
reminiscent of the situation with the Ablowitz–Ladik lattice [1] which is the symmetrized
sum of two commuting flows.
Statement 2. Let the equations under scrutiny are such that
b(u, v) = c(u, v), g(u, v) = h(u, v), g˜(u, v) = h˜(u, v), (18)
then the sum of the flows ∂t = ∂y+∂z is described by autonomous second order evolution
lattice equation:
u,t = b(u,−f˜(u, u−2) + g(u, u−1)− g˜(u, u1))
+ b(u,−f(u, u2)− g(u, u−1) + g˜(u, u1)). (19)
It is clear that the choice of the pair of basic symmetries ∂z, ∂x or ∂x, ∂y instead of
∂y, ∂z will bring to analogous formulas, up to the cyclic permutation of a, b, c and f, g, h.
The rest sections contain a number of examples that fall under the described scheme.
Notice, that in some cases the symmetry condition (18) can be relaxed.
For the sake of completeness, let us briefly consider the case h = 0, when the basic
symmetries ∂x, ∂y coincide. After change of notation, we arrive, instead of 7-point
equation, to 5-point one (see fig. 2)
f(q, q1,0)− f˜(q, q−1,0) + g(q, q0,1)− g˜(q, q0,−1) = 0 (20)
and two basic symmetries
q,x = a(q, f + g) = a(q, f˜ + g˜), (21)
q,y = b(q, f − g˜) = b(q, f˜ − g). (22)
Each of equations (21), (22) can be written as a two-component lattice equation by
choosing variables on a pair of neighboring lines parallel to any of the coordinate axes.
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Moreover, for equation (21) it is possible to select variables on a pair of diagonals
n1 + n2 = j, n1 + n2 = j + 1, as it is shown on right fig. 2 (analogously, for equation
(22) the lines n1 − n2 = const are suitable). The variables
u(2k) = q(k, j − k), u(2k − 1) = q(k, j + 1− k), j = const,
satisfy equations
u,x = a(u, f(u, u1) + g(u, u−1)), u = u(2k),
u,x = a(u, f˜(u, u−1) + g˜(u, u1)), u = u(2k − 1).
Obviously, in order for the equations at even and odd sites to coincide, it suffices to
satisfy the symmetry conditions
f(u, v) = g˜(u, v), f˜(u, v) = g(u, v).
Remark 1. The compatibility condition (9) is rather restrictive with respect to the
functions involved and, in principle, its analysis may result in a finite list of consistent
pairs of equations (6), (7). At the moment, this problem is open, even for the special
type of equations (23) considered in the next section. The classification of integrable
lattice equations from Statement 1 or, in more general setting, of the form
q,x = a(q−1, q, p, p1), p,x = b(q−1, q, p, p1),
is not known as well, although some examples are found in the literature. More results
are known in the square lattice case, in particular, the problem of classifying 5-point
equations (20) admitting both basic symmetries (21), (22) is completely solved [8].
Remark 2. In this paper we consider only autonomous equations (6), although, in a
more general setting, integrable equations of this type may contain variable parameters
on the lattice (see eg. [9]). This restriction is caused not only by reasons of simplicity,
but also by the essence of the matter. In fact, one basic symmetry can exist also for an
equation with variable parameters, but one can see by more detailed analysis of examples
that the complete set of three basic symmetries is possible only in the autonomous case.
It is not yet known whether the scheme given in this section admits any generalization
to the non-autonomous case.
3 Shift-invariant examples
3.1 Basic symmetries
Let us consider 7-point equations of the special form
(T1 − 1)(f) + (T2 − 1)(g) + (T3 − 1)(h) = 0 (23)
(recall that T3 = T
−1
1 T
−1
2 ), where functions f, g, h depend only on the differences of q
in the respective lattice direction:
f = f(q − q−1,0), g = g(q − q0,−1), h = h(q − q1,1).
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f(x) g(x) h(x) a(x) b(x) c(x)
α
x
β
x
γ
x
1
x
1
x
1
x
(A)
α cothx β cothx γ cothx
1
x
1
x
1
x
(B)
log
x+ α
x− α log
x+ β
x− β log
x+ γ
x− γ
1
ex − 1
1
ex − 1
1
ex − 1 (C)
− log(1 + 1/x) log x log x e−x 1
ex + 1
1
ex + 1
(D)
1
1 + ex
− ex e−x x 1
x
1
x+ 1
(E)
log(e−x − 1) log(ex − 1) log(ex − 1) 1
ex + 1
e−x e−x (F)
− x − log(e−x − 1) log(ex − 1) 1
ex + 1
e−x ex (G)
log(e−x − 1) log e
x + 1
γex + 1
log(ex + 1)
1
ex + 1
e−x
1
ex + γ
(H)
log
αex − 1
ex − α log
βex − 1
ex − β log
γex − 1
ex − γ
1
ex − 1
1
ex − 1
1
ex − 1 (I)
Table 1. Functions defining equation (23) and its basic symmetries. The
parameters are constrained by relation α + β + γ = 0 in the cases (A), (B),
(C), and by relation αβγ = 1 in the case (I).
This is the class of equations, which are invariant with respect to the one-parametric
group of translations q → q + ε and are Lagrangian with respect to the functionals of
the form
S =
∑
i,j
T i1T
j
2
(
ϕ(q − q−1,0) + ψ(q − q0,−1) + χ(q − q1,1)
)
.
A list of integrable equations (23) was obtained under assumption on existence of Ba¨ck-
lund auto-transformation of special type [2, 3]. It turns out that all equations from this
list also admit a complete set of basis symmetries (10), (11), (12); moreover, functions
a, b, c in these equations do not depend explicitly on q. The basic symmetries for the
case (A) in the table 1 were found in [2]; for the remaining cases this result seems to be
new. We note that in the formulas for f, g, h there are nonessential differences compar-
ing to the cited papers, which are related to a more convenient choice of variables and,
in some cases, rotation of the lattice.
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Statement 3. Equation (23) is consistent with equations
q,x = a( T1(f)− g − h) = a( f − T2(g)− T3(h)),
q,y = b(−f + T2(g) + h) = b(−T1(f) + g − T3(h)),
q,z = c(−f − g + T3(h)) = c(−T1(f)− T2(g) + h),
for all function sets f, g, h, a, b, c from the table 1. Moreover, the corresponding vector
fields ∂x, ∂y, ∂z are mutually commutative and define the variational symmetries for the
functional S.
The statement 3 is verified by direct computation. As for the method that allows us
to find the functions a, b, c, then it is based on the well-known connection of equations
(6) with quad-equations. Recall that if we consider quad-equations consistent on a cubic
lattice, then the variables on the hyperplane n1 + n2 + n3 = 0 are governed by equation
of the form (6). All three coordinate directions are transversal to this hyperplane, and
the basic symmetries arise as a result of a continuous limit along one of these directions.
A similar approach for derivation of continuous symmetries of 5-point equations was
applied in [9].
Equations in the table 1 correspond to type H quad-equations and their asymmetric
generalizations [6, 10]. It is rather tedious to consider their embedding in a 3-dimensional
lattice, but in fact it is sufficient to know that as a result of the limiting procedure, one
of the functions in the three-leg form of the quad-equation becomes a linear fractional
function of q,x. The coefficients of this function are easily found by the method of
undetermined coefficients. In more details, let us notice that equations (23), for the
above function sets f, g, h, can be cast into the rational form, after the change eq → q
when necessary. After this, we search functions a, b, c in the linear fractional form
like a(x) = κX+λµX+ν , where X = x in the additive cases (A), (B), (E) and X = e
x
in the multiplicative ones (all other cases, that is, such that functions f, g, h contain
logarithms). Moreover, since the symmetries are defined up to the change q,t → c1∂t(q)+
c2 (scaling of t and the classical translational symmetry), hence it is sufficient to consider
a = X and a = 1/(X + ν). This trick works in all cases without exception.
3.2 Lattice equations of second order in the symmetric cases
Let us now turn to the construction of lattice equations (19). They can be attached to
all equations from the above list under certain restrictions on the parameters. We begin
with the cases when the conditions of discrete symmetry (18) are fulfilled. For equations
of the form (23), these conditions amount to relations
b(x) = c(x), g(x) = h(x). (24)
One can readily see from table 1, that these equalities can be satisfied in all cases except
for (E), (G). To this end, in the cases (A), (B), (C) the parameters must be constrained
by relations β = γ, α = −2γ, moreover, it is possible to scale the parameter γ into
any non-vanishing constant. We will not consider the case (B), because it is related
with (A) by point transformation e2q → q [2]. In the case (H), one should set γ = 0,
and in the case (I) the constraint is β = γ, α = γ−2, with essential parameter γ. All
9
equations under consideration can be brought to a rational form by making, if necessary,
the change eu → u. Taking into account also the scaling of t, we prove the following
statement by direct computation.
Statement 4. Equations (19) corresponding to the cases (A), (C) at β = γ, α = −2γ;
(D), (F); (H) at γ = 0; (I) at β = γ, α = γ−2, are, respectively, point equivalent to the
following lattice equations:
1
2
u,t =
1
2
u2−u +
1
u−u1 +
1
u−u−1
− 12
u−2−u +
1
u−u1 +
1
u−u−1
, (a)
1
4
u,t =
1
(u2−u+2)(u1−u−1)(u−1−u−1)
(u2−u−2)(u1−u+1)(u−1−u+1) − 1
+
1
(u−2−u−2)(u1−u+1)(u−1−u+1)
(u−2−u+2)(u1−u−1)(u−1−u−1) − 1
, (c)
u,t =
u− u−1
u1 − u−1 + u−u1u−u2
− u− u1
u1 − u−1 + u−u−1u−u−2
, (d)
u,t = u
(
1− uu2
)(
1− u−1u
)
1− uu1
+ u
(
1− u−2u
)(
1− uu1
)
1− u−1u
, (f)
u,t = u
(
1− uu2
)(
1 + u−1u
)
1 + uu1
+ u
(
1− u−2u
)(
1 + uu1
)
1 + u−1u
, (h)
− 1
1 + γ2
u,t =
(u− γu−1)(u− γu1)(u− γ−2u2)
(γu−1 − u)(γu1 − u2)− (γu− u1)(u−1 − γu2)
− (u− γ
−1u−1)(u− γ−1u1)(u− γ2u−2)
(γu−2 − u−1)(γu− u1)− (γu−1 − u)(u−2 − γu1) . (i)
Notice that equations (f), (h) coincide under the non-autonomous change u(n) →
(−1)nu(n).
The obtained equations look rather cumbersome and, as a rule, the bringing of the
right-hand side to the common denominator only complicates the formulas. However,
we should take into account the possibility of adding to the right-hand side terms of the
form c or cu which correspond to the classical symmetries of translation and scaling.
By construction, the lattice equation under consideration admits at least one of these
symmetries. In all cases, except for (f), (h), it is not difficult to choose an appropriate
linear combination which brings the equation to the factorized form (5)
u,t =
H(u−1, u)H(u, u1)(u2 − u−2)
P (u−2, u−1, u, u1)P (u−1, u, u1, u2)
,
where H is a biquadratic and P is an affine-linear polynomials. This can be considered
as a standard form; we will see in section 4 that it exists also for more general lattice
equations. Here we will not rewrite the equations in this form and give only a couple
of examples. In the case (a), the right hand side does not require corrections and its
factorization yields
H = (u1 − u)2, P = 1
2
(u2 + u)(u1 + u−1)− u−1u1 − uu2; (25)
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in the case (i) the correction term is (γ2 − γ−2)u and
H = (γ+γ−1)(u1−γu)(γu1−u), P = (γu2−u−1)(u1−γu)+(u2−γu1)(γu−1−u). (26)
The remarkable fact is that all equations listed above are brought, by difference
substitutions, to the same universal equation
w,t = (w + 1)
(
w2
( 1
w1
+ 1
)
w − w
( 1
w−1
+ 1
)
w−2 + w1 − w−1
)
. (27)
These substitutions are given in the following statement. The constant factors in the
left-hand sides of the lattice equations were selected in such a way that an additional
scaling of t is not needed.
Statement 5. The lattice equations listed in Statement 4 are related with (27) by the
following substitutions:
(a) : w =
1
2 (u3−u2)(u1−u)(u3−u1)(u2−u) − 1
,
(c) : w =
(u3 − 2u2 + u1)(u2 − 2u1 + u)
2− 2(u2 − u1)2 − (u3 − 2u2 + u1)(u2 − 2u1 + u) ,
(d) : w = − 1
1 + u2−u1(u3−u1)(u2−u)
,
(f) : w =
u
u1
− 1,
(h) : w = − u
u1
− 1,
(i) : w =
γ(u− (γ−1 + γ)u1 + u2)(u1 − (γ−1 + γ)u2 + u3)
(γu− u1)(γu2 − u3)− (γu1 − u2)(u− γu3) .
Remark 3. All these substitutions are of the form w = φ(ρ[u]), where ρ[u] is equivalent
to the density log ∂2(f) of the conservation law for the corresponding lattice equation
u,t = f [u]. Equations (27), (a) and the substitutions between them were considered in
paper [5], devoted to integrable lattice equations which are invariant under the group of
Mo¨bius transformations u→ κu+λµu+ν . It is easy to verify that equation (a) and substitution
u→ w can be written in terms of the invariants X and Y/u,t of this group,
X =
(u1 − u)(u−1 − u−2)
(u1 − u−1)(u− u−2) , Y =
(u1 − u)(u− u−1)
u1 − u−1 ,
namely,
u,t =
4Y (1−X −X1)
(2X − 1)(2X1 − 1) , w =
1
2X − 1 .
It is interesting that there is also another substitution into (27) in this case; it is of the
form w = H/P − 1 with polynomials (25).
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3.3 Asymmetric cases
In the rest cases (G), (E), we first apply the change eq → q. In the case (G) the basic
symmetries ∂y and ∂z take the form
q,y = q−1,0
( q
q0,1
− 1
)( q
q1,1
− 1
)
=
1
q1,0
(q − q0,−1)(q − q−1,−1),
q,z = q1,0
( q
q0,1
− 1
)( q
q1,1
− 1
)
=
1
q−1,0
(q − q0,−1)(q − q−1,−1).
One can see that the change (15) used in the symmetric examples,
u(2k) = q(k) = q(k, j), u(2k − 1) = p(k) = q(k, j + 1), j = const,
brings to equations which are different for odd and even variables u, for any linear
combination of the flows ∂y and ∂z. However, this can be easily fixed by applying the
change
u(2k) = q(k) = q(k, j), u(2k − 1) = p(k) = − 1
q(k, j + 1)
, j = const
instead. As a result, the basic symmetries turn into the following pair of 2-component
lattice equations [20]:
q,y = q−1(qp+ 1)(qp1 + 1), p,y = −p1(qp+ 1)(q−1p+ 1),
q,z = q1(qp+ 1)(qp1 + 1), p,z = −p−1(qp+ 1)(q−1p+ 1),
and the difference of the flows ∂t = ∂z − ∂y will be equivalent to the lattice [12, 11]
u,t = (u1u+ 1)(uu−1 + 1)(u2 − u−2). (g)
Like usually, this equation admits a substitution into equation (27), w = uu1 [5]. A
remarkable feature of equation (g) is that this is the only example with a polynomial
right-hand side from all the equations arising in our approach.
In the case (E), let us apply a similar change
u(2k) = q(k) =
1
q(k, j)
, u(2k − 1) = p(k) = q(k, j + 1), j = const .
As the result, the flows ∂y, ∂z take the form
q,y =
q + q−1
1 + (q + q−1)(p1 + p)
, p,y = − p1 + p
1 + (q + q−1)(p1 + p)
,
q,z = − q1 + q
1 + (q1 + q)(p1 + p)
, p,z =
p+ p−1
1 + (q + q−1)(p+ p−1)
,
and the flow ∂t = −∂z − ∂y is equivalent to the lattice equation
u,t =
u2 − u−2
(1 + (u2 + u)(u1 + u−1))(1 + (u1 + u−1)(u+ u−2))
. (e)
Substitution into equation (27) is of the form
w =
1
1 + (u3 + u1)(u2 + u)
− 1.
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4 Elliptic lattice equation
In [9] equations (6) in the multiplicative form
f(q, q1,0;α)f(q, q−1,0;α)f(q, q0,1;β)f(q, q0,−1;β)f(q, q−1,−1; γ)f(q, q1,1; γ) = 1, (28)
were considered, with α+ β + γ = 0 and factors f of the general form
f(q, p;α) =
s(q + p+ α)s(q − p+ α)
s(q + p− α)s(q − p− α) .
Equations of this type are related with quad-equation Q4 which is associated with elliptic
curve and its trigonometric and rational degenerations Q3|δ=1 and Q2 (moreover, cases
(A), (C), (I) from the previous section can be obtained by further limiting procedures,
corresponding to equations Q3|δ=0 and Q1). Equation (28) is equivalent to the Euler–
Lagrange equation for the functional
S =
∑
i,j
T i1T
j
2
(
ϕ(q, q−1,0;α) +ϕ(q, q0,−1;β) +ϕ(q, q1,1; γ)
)
, ∂qϕ(q, p;α) = log f(q, p;α),
provided that ϕ(q, p;α) = ϕ(p, q;α), which is true if s is an odd function.
Statement 6. Equation (28) corresponding to functions
s(x) = σ(x), s(x) = sinh(x), s(x) = x,
where σ(x) is the Weierstrass function, is consistent with equations
q,x + 1
q,x − 1 = f(q, q1,0;α)f(q, q0,−1;β)f(q, q1,1; γ)
= f(q, q−1,0;−α)f(q, q0,1;−β)f(q, q−1,−1;−γ),
q,y + 1
q,y − 1 = f(q, q−1,0;α)f(q, q0,1;β)f(q, q1,1; γ)
= f(q, q1,0;−α)f(q, q0,−1;−β)f(q, q−1,−1;−γ),
q,z + 1
q,z − 1 = f(q, q−1,0;α)f(q, q0,−1;β)f(q, q−1,−1; γ)
= f(q, q1,0;−α)f(q, q0,1;−β)f(q, q1,1;−γ).
The basic flows ∂x, ∂y, ∂z mutually commute and define the variational symmetries for
the functional S.
The proof is based, like for the Statement 3, on embedding of (28) into the cubic
lattice and continuous limit in the corresponding quad-equations (cf with equation (9.3)
in [9] for the 5-point case).
The symmetry condition (18) for equations under consideration amounts to the
equality of the parameters β = γ. The resulting lattice equation is the following.
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Statement 7. Let α = −2γ, β = γ, then the flow ∂t = 12(∂y + ∂z) is governed by the
lattice equation
u,t =
1
f(u, u2; 2γ)f(u, u1;−γ)f(u, u−1;−γ)− 1
− 1
f(u, u1;−γ)f(u, u−1;−γ)f(u, u−2; 2γ)− 1 (29)
for the variables u(2k) = q(k, j), u(2k − 1) = q(k, j + 1).
After replacing of f with its expression through the function s, equation (29) becomes
very bulky, but it can be simplified by use of the point transformation of the form
φ(u) = u˜, κ(γ) = γ˜, ∂t = c(γ)∂t˜.
Function φ is chosen in such a way that the underlying quad-equation is brought to the
affine-linear form [9], in this case equation (28), the basic flows ∂x, ∂y, ∂z and the lattice
equation (29) are brought to rational form with numerator and denominator of minimal
degree.
Theorem 8. Equation (29) corresponding to functions s(x) = σ(x), s(x) = sinh(x),
s(x) = x, is point equivalent to an equation of the form
u,t =
H(u−1, u)H(u, u1)(u2 − u−2)
P (u−2, u−1, u, u1)P (u−1, u, u1, u2)
, (30)
where P is an affine-linear polynomial obeying the symmetry of a square with the vertices
u−1, u, u1, u2:
P (u−1, u, u1, u2) = P (u2, u1, u, u−1) = P (u1, u, u−1, u2), (31)
and H(u, u1) = H(u1, u) is a symmetric biquadratic polynomial related with P by equality
constH(u, u1) = ∂−1(P )∂2(P )− ∂−1∂2(P )P. (32)
The family of equations (30) is invariant with respect to the group of the Mo¨bius trans-
formations u→ κu+λµu+ν . The polynomial P corresponding to the case s(x) = σ(x) belongs
to the generic orbit of this group.
Proof. In the case s = σ(x), we apply the change
℘(u) = u˜, ℘(γ) = γ˜, ∂t = 4℘
′(γ)2℘′(2γ)∂t˜.
In order to pass from σ to ℘ Weierstrass functions, we use the identity
−σ(a+ b)σ(a− b)
σ(a)2σ(b)2
= ℘(a)− ℘(b).
Replace here a with a+b and with a−b, then taking the quotient brings to the following
identity as a corollary:
σ(a+ 2b)σ(a− b)2
σ(a− 2b)σ(a+ b)2 =
℘(a+ b)− ℘(b)
℘(a− b)− ℘(b) .
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Function f(q, p;α) is rewritten in the form
f(q, p;α) =
σ(q + α)2
σ(q − α)2 ·
℘(q + α)− ℘(p)
℘(q − α)− ℘(p)
by use of the first identity; then the second one makes possible to replace the σ-functions
in the common factor of the product of three functions f :
f(u, u2; 2γ)f(u, u1;−γ)f(u, u−1;−γ)
=
(℘(u+ γ)− ℘(γ))2
(℘(u− γ)− ℘(γ))2 ·
℘(u+ 2γ)− ℘(u2)
℘(u− 2γ)− ℘(u2) ·
℘(u− γ)− ℘(u1)
℘(u+ γ)− ℘(u1) ·
℘(u− γ)− ℘(u−1)
℘(u+ γ)− ℘(u−1) .
This expression is already rational with respect to the variables u˜2, u˜±1. Now, we only
have to expand the instances of the form ℘(u+ const) by use of the relations
℘′(a)2 = 4℘(a)3 − g2℘(a)− g3, ℘(a+ b) + ℘(a) + ℘(b) = 1
4
(
℘′(a)− ℘′(b)
℘(a)− ℘(b)
)2
,
and to substitute this into equation (29), omitting the tilde at new variables u, t and
parameter γ. Rather tedious, but direct computation brings to the lattice equation of
the form (30) with the polynomials
H =
(
uu1 + γu+ γu1 +
g2
4
)2 − (u+ u1 + γ)(4γuu1 − g3),
P = (12γ2 − g2)
(
u−1uu1u2 +
g22
16
)
− (4γ3 + g2γ + 2g3)(u−1uu1 + u−1uu2 + u−1u1u2 + uu1u2 − g3)
+ 2
(
γ4 − g3γ − g
2
2
16
)
(u−1 + u1)(u+ u2)
− γ(4γ3 − 3g2γ − 4g3)(u−1u1 + uu2)
+ γ
(
g2γ
2 + 6g3γ +
g22
4
)
(u−1 + u+ u1 + u2),
(33)
which satisfy the relations (31), (32). This form of polynomials P,H is related only with
the special gauge associated with the Weierstrass form of the elliptic curve (a simpler
parametrization is provided by the Jacobi form). The invariance of equation (30) with
respect to the Mo¨bius transformations is easily verified. The general form of polynomials
P with the required type of symmetry is
P = a4u−1uu1u2 + a3(u−1uu1 + u−1uu2 + u−1u1u2 + uu1u2)
+ a2(u−1 + u1)(u+ u2) + b2(u−1u1 + uu2) + a1(u−1 + u+ u1 + u2) + a0.
The procedure of reconstruction of affine-linear polynomial by the respective biquadratic
one [6] proves that the polynomials (33) correspond to the generic orbit, indeed.
Analogously, in the trigonometric case s(x) = sinh(x) one finds
cosh(2u) = u˜, e2γ = γ˜, ∂t = − sinh(4γ)∂t˜,
H = (γ + γ−1)(u1 − γu)(γu1 − u) + 1
4
(1− γ2)2(1 + γ−2),
P = (γu2 − u−1)(u1 − γu) + (u2 − γu1)(γu−1 − u) + 1
4
(1− γ2)2(1 + γ−2)
(34)
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(again, we omit tilde at u, γ in the formulas for H,P ); in the rational case s(x) = x the
change is given by equations
u2 = u˜, ∂t = −16γ∂t˜,
H = (u1 − u)2 − 2γ2(u1 + u) + γ4,
P =
1
2
(u2 + u)(u1 − u−1)− u2u− u1u−1 − γ2(u−1 + u+ u1 + u2) + 3γ4.
(35)
Computations in these case are straightforward.
Remark 4. The polynomial P (33) differs from the polynomial Q from the respective
quad-equation Q4 by the dependence on parameter: P contains only one parameter γ,
associated with the square itself, while Q depends on parameters γ, γ′ associated with
pairs of opposite edges of the square. The relation between two polynomials is described
by the limiting procedure
constP (γ) = lim
γ′→γ
Q(γ,−γ′)
γ − γ′ .
The polynomials (34) and (35) are related in similar way with quad-equations Q3|δ=1
and Q2.
The following property is proven by direct computation.
Statement 9. Equations (30) and (27) are related by substitution w = H/P − 1 both
in the trigonometric (34) and the rational (35) cases.
In the elliptic case, such a substitution does not pass; more generally, in this case I
was not able to find any substitution to another second-order lattice equation.
Finally, let us mention the degenerations leading to the lattice equations from section
3. In the limiting case γ = 0, polynomials (35) coincide with polynomials (25) which
correspond to the lattice equation (a) (notice, that substitution γ = 0 directly into (29)
makes no sense because f(q, p; 0) ≡ 1; one has to apply scaling to t at first). If γ 6= 0
then one can set γ = 1 wthout loss of generality, by scaling of u and t. In the case
(34), the scaling u → δ−1u and passing to the limit δ → 0 bring to polynomials (26)
corresponding to equation (i).
Conclusion
In this paper, we studied evolution second order lattice equations associated with special
continuous symmetries for discrete 7-point equations on a triangular lattice. Except for
a few of the most degenerate cases (equations (f), (g), (h)), all these equations belong
to the family (30). Except for the maximally non-degenerate case, all lattice equations
admit a difference substitution to equation (27). The proposed construction scheme
leaves no doubt about the integrability of all obtained examples (a convincing indication
is that the shift along the two-dimensional triangular lattice can be interpreted as a
Ba¨cklund transformation). However, such aspects of integrability as higher symmetries,
zero curvature representations, soliton solutions, are still unexplored and need additional
investigation, possibly individual for each lattice equation. It is of interest to study also
more general two-component systems connected with the basic continuous symmetries
of 7-point equations.
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