The structure and dimensionality ofthe user information satisfaction (UIS) construct is an important theoretical issue that has received considerable attention. Building upon the work of Bailey and Pearson (1983) . Ives et al. (1983) conduct an exploratory factor analysis and recommend a 13-item instrument (two indicators per item) for measuring user information satisfaction. Ives et al. also contend that UIS is comprised of three component measures (information product, EDP staff and services, and user knowledge or involvement). In a replication using exploratory techniques. Baroudi and Orlikowski (1988) confirm the three factor structure and support the diagnostic utility ofthe three factor model. Other researchers have suggested a need for caution in using the UIS instrument as a single measure of user satisfaction; they contend that the instrument's three components measure quite different dimensions whose antecedents and consequences should be studied separately.
The structure and dimensionality ofthe user information satisfaction (UIS) construct is an important theoretical issue that has received considerable attention. Building upon the work of Bailey and Pearson (1983) . Ives et al. (1983) conduct an exploratory factor analysis and recommend a 13-item instrument (two indicators per item) for measuring user information satisfaction. Ives et al. also contend that UIS is comprised of three component measures (information product, EDP staff and services, and user knowledge or involvement). In a replication using exploratory techniques. Baroudi and Orlikowski (1988) confirm the three factor structure and support the diagnostic utility ofthe three factor model. Other researchers have suggested a need for caution in using the UIS instrument as a single measure of user satisfaction; they contend that the instrument's three components measure quite different dimensions whose antecedents and consequences should be studied separately.
The acceptance of UIS as a standardized instrument requires confirmation that it explains and measures the user information satisfaction construct and its components. Based on a sample of 224 respondents, this research uses confirmatory factor analysis (LISREL) to test alternative models of underlying factor structure and assess the reliability and validity of factors and items.
The results provide support for a revised UIS model with four first-order factors and one second-order (higher-order) factor. To cross-validate these results, the authors reexamine two data sets, including the original Baroudi and Orlikowski data, to assess the revised UIS model. The results show that the revised model provides better model-data fit in all three data sets. Thus, the evidence supports the use of: (1) the 13-item instrument as a measure of an overall UIS; and (2) four component factors for explaining the UIS construct.
Confirmatory factor analysis-UKr informalion talisfaction-Us«r salisfactiun-Validily-ReliabiIit>-Higher-order factor models F or nearly two decades, the user satisfaction construct has occupied a central role in behavioral research in information systems (Melone 1990) .' User satisfaction is an attitudinal or affective response; i.e.. the sum of one's feelings and attitudes towards a variety of factors (components) related to the delivery of information products and services (Bailey and Pearson 1983, Ives et al. 1983) . The structure and dimensionality of user satisfaction are an important theoretical issues that have received considerable attention (Zmud 1978 , Larcker and Lessig 1980 . Swanson 1982 , Doll and Torkzadeh 1988 . These issues have not been fully resolved. Most of this literature focuses on explaining what user satisfaction is by identifying its components, but the discussion usually suggests that user satisfaction is a single construct.
The Ives, Olson and Baroudi (IOB) instrument is the most widefy used instrument for measuring general user information satisfaction (UIS). The IOB instrument implies a single second-order user information satisfaction (UIS) construct comprised of three component factors (i.e., knowledge or involvement, information product, and EDP staff and services). Galletta and Lederer (1989) question the dimensionality of the UIS instrument, suggesting that the three factors are comprised of heterogeneous items that do not measure a single construct. Despite this criticism, substantive research studies using the UIS instrument typically assume that user information satisfaction is a single construct.
Several researchers (e.g., Ives and Olson 1984 , Straub 1989 , DeLone and McLean 1992 have stressed the importance of developing standardized instruments for measuring user satisfaction. Despite the importance of user information satisfaction as a measure of system success, no rigorous follow-up (i.e., cross-validation) studies of model-data fit have been conducted to confirm the structure and validity of the instrument. Confirmatory factor analysis is needed to provide a more rigorous and systematic test of alternative factor structures than is possible within the framework of exploratory factor analysis.
Research Methods
Confirmatory factor analysis involves the specification and estimation of one or more putative models of factor structure, each of which proposes a set of latent variables (factors) to account for covariances among a set of observed variables. LISREL VII (Joreskog and Sorbom 1989 ) is used to describe alternative models and to test the fit of each hypothesized model against the sample data. Model specification is accomplished by fixing or constraining elements in three matrices that are analogous to the ' This paper was shortened to conform to requirements of a research report. A complete version of this paper is available upon request from Dr. factor pattern matrix, factor correlation matrix, and communalities from a common factor analysis. Higher-order factor models require the specification of an additional matrix containing loadings ofthe first-order factors on the higher-order factors.
In this study, the analysis proceeds in three steps. First, based on logic, theory and previous studies, plausible alternative models of underlying data structure are proposed. Using several goodness-of-fit indexes, confirmatory factor analysis is used to compare data-model fit and examine evidence for a higher-order construct. One model is selected as best representing the underlying factor structure in the sample data. Second, confirmatory factor analysis is used to assess the reliability and validity ofthe factors and items in the selected model. Third, to cross-validate these results, goodness-of-fit indexes for the plausible alternative models are compared using two data sets reported in previous research on the IOB instrument.
The A Iternative Models
The need to examine alternative models (see Figure 1 ) of underiying data structure is suggested by two apparent inconsistencies between the instrument development process and resultant recommendations for measuring UIS (Ives et al. 1983, Baroudi and Orlikowski 1988) . First, factors were rotated orthogonally to derive three firstorder factors yet these independent factors were combined into a single overall measure of UIS. Second, they imply a single second-order factor without statistical evidence. Exploratory factor analysis, which can only identify first-order factors, was used, yet a global indicator of user information satisfaction was proposed (Baroudi andOriikowski 1988) .
Model 1 hypothesizes one first-order factor (UIS) accounting for all the common variance among the 13 items. Theory as well as substantive research studies using user satisfaction instruments typically assume that user satisfaction is a single firstorder construct. This assumption is implicit in the typical practice of scaling the satisfaction construct by adding individual items to obtain a total score. Baroudi and Orlikowski {1988) scale UIS by using such a total score, implying that one first-order factor is a plausible model of underlying data structure.
Model 2 hypothesizes that the 13 items form into three uncorrelated or orthogonal first-order factors (EDP Statf and Services, Information Product. Knowledge or Involvement). The Ives et al. use of varimax (orthogonal) rotation should have resulted in three uncorrelated factors: thus. Model 2 is considered a plausible alternative model of underlying data structure. Examining this model also provides a test of the necessity of incorporating correlated factors by enabling a comparison ofthe increase in fit between uncorrelated and correlated models.
Model 3 hypothesizes that the three first-order factors are correlated with each other. The 13 Items used in the IOB short-form instrument were a subset of 39 items suggested by Bailey and Pearson (1983) as measures of a single user satisfaction construct; thus, subscaies based on these items are likely to be correlated. Furthermore, the Ives et al. original study used corrected-item total correlations and correlations with an overall criterion (a four-item scale emphasizing satisfaction with the "data processing group") to eliminate items. This elimination method resulted in 13 items that had substantial common variance. The factor scores from a varimax rotation are orthogonal, but the subscales are not necessarily orthogonal (uncorrelated) . If the items have a large amount of common variance, scales based on these items may be correlated. This model was not explicitly proposed by Ives et al., yet it is plausible because of common variance among the 13 items.
Model 3H (H denotes higher order construct) hypothesizes three first-order factors and one second-order factor (UIS). This model was not explicitly proposed by IOB, yet it is plausible because of common variance. Their instrument development effort used exploratory factor analysis which does not reveal second-order constructs; thus, they could not provide statistical evidence of a second-order construct. The common variance shared by the three first-order factors may be statistically "caused" by a single second-order factor (Tanaka and Huba 1984) .
Model 4 hypothesizes that the thirteen items form into four correlated first-order factors (EDP Staff, EDP Services. Information Product. Knowledge or Involvement). The EDP Staff and Services constructs represent phenomena of a distinctly different nature. The EDP St9*'"items focus on user relationships with the information systems group using adjective pairs such as belligerent vs. cooperative (Attitude of EDP Staff), harmonious vs. dissonant (Relationship with the EDP Staff)^ productive vs. destructive (Communication with EDP Staff). The EDP Services items focus solely on delivery time for products or services using adjective pairs such as fast vs. slow (Processing Requests for Changes to Existing Systems) and acceptable vs. unacceptable (Time Required for New Systems Development).
The EDP Staff and Services constructs have different determinants and consequences (Senn 1989) . Delivery time for products or services is a function of project management or technical skills while good user relationships with the information systems group are thought to require interpersonal and communication skills. Delivery delays have direct consequences for the cost of systems development and maintenance while poor user relationships are generally thought to have a more indirect linkage to costs (e.g., through user resistance to change). Since these two constructs reflect such different phenomena and are assumed to have different determinants as well as consequences, it is plausible to test whether they should be treated as separate constructs.
Model 4H (H denotes higher order construct) hypothesizes four first-order factors and a single second-order factor (UIS). The rationale for examining the four factors is the same as that described above for Model 4. Since substantive research studies using the IOB instrument typically treat UIS as a single construct, implying theoretical consensus on this i^ue, we considered it appropriate to test for the existence of a single second-order construct.
Criteria for Comparing Model-data Fit
Because no one statistic is universally accepted as an index of mode! adequacy, our interpretation of results emphasizes substantive issues, practical considerations, and several measures of fit. In this study, absolute indexes of goodness-of-fit such as chisquare, goodness-of-fit index (GFI), adjusted goodness-of-fit index (AGFI). and root mean square residual (RMSR) are used to evaluate individual models. Relative or incremental fit indexes reflecting the improvement in fit of one model over an alternative (i.e., ratio of chi-square to degrees of freedom, normed fit index (NFI), and target coefficient are used to compare models.
Although Ihe chi-square statistic is a global test of model's ability to reproduce the sample variance/covariance matrix, its significance levels are sensitive to sample size and departures for multivariate normality; thus, the chi-square statistic must be interpreted with caution in most applications (Joreskog and Sorbom 1989) . The GFI and AGFI are measures ofthe relative amount of variance and covariance implied by the data set that are jointly accounted for by the model. The AGFI differs from the GFI by adjusting for the degrees of freedom in the model. GFI and AGFI range from 0 to I with higher values indicating better fit (Joreskog and Sorbom 1989) . Many researchers interpret GFI or AGFI scores in the 0.80 to 0.89 range as representing reasonable fit; scores of 0.90 or higher are considered evidence of good fit. The RMSR (Joreskog and Sorbom 1984) reflects the average residual obtained by taking the difference between the model-generated and sample variance/covariance matrices. Smaller values are associated with better fitting models with scores below 0.05 considered as evidence of good fit (Byrne 1989) .
The ratio of chi-square to the degrees of freedom provides information on the relative efficiency of competing models in accounting for the data. Researchers have recommended using ratios as low as 2 or as high as 5 to indicate a reasonable fit (Marsh and Hocevar 1985) . The NH (Bentler and Bonett 1980) assesses the fit of a model relative to the fit of a null model by scaling the chi-square value from 0 to 1 with larger values indicating better models. Well-fitting models generally yield normed fit indexes of at least 0.90, i.e., only a relatively small amount of variance remains unexplained by the model (Harvey et al. 1985) .
The target coefficient index (the ratio ofthe chi-square ofthe first-order model to the chi-square ofthe higher-order model) is used to provide evidence ofthe existence of a higher order construct (Marsh and Hocevar 1985) . It reflects the extent to which the higher-order factor model accounts for covariation among the first-order factors. The target coefficient can be interpreted as the percent of variation in the first-order factors that can be explained by the second-order construct.
Evaluating Validity and Reliability
In confirmatory studies, the concepts of reliability and validity are approached somewhat differently than they are in exploratory studies. In confirmatory factor analysis, factor loadings can be viewed as regression coefficients in the regression of observed variables on latent variables. On the first-order level of measurement models, the standard factor loadings of observed variables (items) on latent variables (factors) are estimates ofthe validity ofthe observed variables. For second or higher levels, the standard structural coefficient of factors on higher-order constructs are estimates ofthe validity ofthe factors. The larger the factor loading or coefficientsas compared with their standard errors and expressed by the corresponding t valuesthe stronger is the evidence that the measured variables or factors represent the underiying constructs (Bollen 1989) . There is no universally accepted cut-off value for factor loadings. In this research, factor loadings or standard structural coefficients above 0.7 will be considered good measures of their latent construct.
Confirmatory factor analysis enables us to estimate the reliability of individual items as well as factors and the overall instrument. On the first-order level of measurement models, the proportion of variance (R-square) in the observed variables that is accounted for by the latent variables influencing them can be used to estimate the reliability ofthe observed variables (items) with R-square values above 0.49 considered evidence of acceptable reliability. For second or higher levels, the proportion of variance (R-square) in the latent variables (factors) that is accounted for by the higher-order construct influencing them can be used to estimate the reliability of the latent factors (Bollen 1989) . The total coefficient of determination for observed variables is an estimate ofthe reliability ofthe overall instrument.
The Confirmatory Sample
The confirmatory sample. like the sample Baroudi and Orlikowski used for exploratory factor analysis ofthe IOB instrument, was gathered in a variety of industries. Research assistants contacted firms and requested their participation in the survey. Questionnaires were completed by full time employees from 30 firms during working hours. The sample consists of 224 respondents distributed by industry as follows: manufacturing. 70; education. 42; retail/wholesale, 30; government agencies. 12; banking and finance. 22; insurance. 11; healthcare. 31; and "other," 6. Respondents were asked to identify their position within the organization; they responded as follows: 93 managers. 69 professional employees without supervisory responsibility, and 62 operating personnel. The sample is select, but the large number of firms and the variety of industries supports the generalizability ofthe results.
Results
The goodness-of-fit indexes for the alternative models (see Figure 1 ) and the null model are summarized in Table la. The primary purpose ofthe null model is to establish the zero-point for the NFI. As expected, the null model provides a poor fit to the data as evidenced by a ratio of chi-square to degrees of freedom of 17.72. Models 1 and 2 have substantially better fit reiative to the null mode! for all indexes of goodness-of-fit. By the criteria described above for comparing model-data fit, neither Model 1 nor Model 2 demonstrate a reasonable fit with the sample data.
Model 3 and 3H compare favorably with Model 1 and Model 2 on all indexes of goodness-of-fit. In the case of three correlated first-order factors, a second-order A Confirmatory Factor Analysis of the User Informatioa Satisfaction Instrument model with three first-order factors (i.e., 3H) has the same degrees of freedom and chi-square; thus. Models 3 and 3H have identical goodness-of-fit coefficients. Model 3H hypothesizes three first-order factors and a single second-order construct that can be interpreted as UIS. The ratio of chi-square to degrees of freedom indicates a reasonable fit but the NFI is below the 0.90 score required for a "well-fitting" model. Both GFI (0.882) and AGFI (0.827) are within the range indicating reasonable fit (0.80-0.89), but below the 0.90 score required for evidence of good fit. The root mean square residual (0.059) is slightJy above the 0.05 score considered evidence of good fit. In this case or any three factor model, the T coefficient of 1.0 has no meaning because the goodness-of-fit indicators are identical and the degrees of freedom are the same.
Model 4 (four correlated first-order factors) provides a significantly better fit than Model 3 or 3H. The change in chi-square of 49.73 for three degrees of freedom is significant at/j< 0.001. The NFI is above 0.90, indicatingaweil-fitting model. Both GFI and AGFI are substantially better than model 3H's scores with the GFI score above the 0.90 required for evidence of good fit. The root mean square residual (0.051) is very close to the 0.05 score required for evidence of good fit. Model 4H's scores for all indicators of goodness-of-fit are not significantly dififerent from Model 4"s scores. This suggests that Models 4 and 4H are satisfactory and competing representations ofthe underlying structure ofthe instrument. Model 4 frees the correlations among the four factors but does not hypothesize a higher-order construct. Model 4H hypothesizes the existence of a single second-order construct (UIS) that accounts for the variation in the four first-order factors. The T coefficient was used to test for the existence of this second-order UIS construct. Using Model 4 as the target model, the target coefficient is the ratio of chi-square of Model 4 to chi-square of Model 4H. In this case, a target coefficient of 0.983 provides good evidence of a higher-order UIS construct. Ninety-eight percent ofthe variation in the four firstorder factors in Model 4 is explained by Model 4H's user information satisfaction construct.
Ofthe alternative models tested, the four factor models (4 and 4H) were judged to demonstrate the best fit with the sample data. Since theory in this field suggests the existence of a single overall user information satisfaction construct. Model 4H is of greater theoretical interest than Model 4. In this study, there is good evidence (T coefficient equals 0.983) of a single second-order construct. Both Model 4 and Model 4H enable us to examine the validity and reliability of individual items. Estimates of item validity and reliability are not sensitive to the addition of a second-order factor, thus, conclusions concerning the validity and reliability of tbe thirteen items would be the same regardless which model was selected. Mode! 4H has the additional advantage of providing estimates ofthe validity and reliability ofthe latent factors (EDP Staff, EDP Services, Information Product, Knowledge or Involvement). For these reasons., the researchers recommend Model 4H and proceed with the analysis ofthe validity and reliability of factors and items assuming this second-order model.
Validity and Reliability
Using confirmatory factor analysis, the LISREL's maximum likelihood estimates of Model 4H's standardized parameter estimates are presented in the "present data" column of Table 2 for both latent variables and observed variables. For the observed variables. Table 2 presents factor loadings, their corresponding (values, and R-square values. With / values above 2.0 being considered significant, factor loadings can be interpreted as indicators of validity for the thirteen items. All 13 items have significant factor loadings (/ values above 6.9) on their corresponding factors. Two items (X8 and X12) have factor loadings substantially below the 0.7 required for items that are considered good measures of their latent factor. X7 has a factor loading (0.697) only slightly below the required 0.70. The proportion ofthe variances, or R-square, in the observed variables that is accounted for by its corresponding latent variable is used as an indicator of each item's common factor reliability. R-square values range from 0.213 to 0.780. Ten items have acceptable reliability (above 0.49 R-square) with one (X7) only slightly below and two (X8 and X12) substantially below the 0.49 Rsquare value required for items with good reliability. The total coefficient of determination for the first-order model is 0.996, indicating excellent overall reliability ofthe 13 items combined.
For the latent variables. Table 2 presents the standard structural coefficient, their corresponding t values, and R-square values. Standard structural coefficients can be interpreted as indicators of validity ofthe latent factors as components ofthe user information satisfaction construct. With / values above 2.0 being considered significant, all factors have large (greater than 0.75) and significant (/ values above 8.7) structural coefficients, indicating good construct validity. R-square values for each of the four latent factors range from 0.57 to 0.78, indicating acceptable reliability for all factors. The total coefficient of determination for the structural equation ofthe second-order factor is 0.889. indicating acceptable overall reliability of the four firstorder factors combined.
To verify that the reliability problems found above were not caused by the respecification ofthe model (e.g., using Model 4H instead of 3H to evaluate item and latent factor validity and reliability), the researchers examined item reliability and validity for Model 3H. Model 3H had four items (XI, X2, X8 and XI2) with factor loadings substantially below the 0.7 required for items that are considered good measures of their respective latent factor. The same four items also had R-square values below 0.49. indicating reliability problems with these items. In Model 3H, all three standard structural coefficients had acceptable validity and reliability, indicating the first-order factors were good measures of the second-order UIS construct. Respecifying the model from a three factor model (3H) to a four factor model (4H) reduced the number of items that were not good measures (factor loading below 0.7) of their latent variable. This provided confirmation that resF)ecifying the modei to provide separate "EDP Staff" and "EDP Services" factors improved validity and reliability.
Cross Validation
The researchers sought to cross validate these results using two previously published data sets collected by Baroudi and Orlikowski (1988) and Raghunathan and King (1988) . Cross validation provides assurance that the results obtained are not sample specific and enhances confidence that these results can be generalized to the referent population. The Baroudi and Orlikowski (1988) data set consists of 354 respondents selected from a variety of industries. Using a correlation matrix supplied by Baroudi, the researchers computed goodness-of-fit indexes for the alternative models shown in Figure 1 . The results, summarized in Table lb , show a pattern similar to our data (see Table la ) with the four factor models (4 and 4H) achieving better fit with the sample data than the alternative models. As with the previous data set, an examination of standardized parameter estimates revealed that Model 4H improves both item and factor reliabilities over Model 3H. Using Model 4 as the target model, the target coefficient of 0.946 provides good evidence of a higher-order UIS construct in the Baroudi and Orlikowski data.
The Raghunathan and King (1988) data set consists of 233 respondents selected A Confirmatory Factor Analysis ofthe User Information Satisfaction Instrument from 200 organizations representing a variety of industries. Using a correlation matrix supplied by Raghunathan, the researchers computed goodness-of-fit indexes for the alternative models shown in Figure 1 . The results, summarized in Table lc , again show a pattern similar to our data (see Table la ) with the four factor models (4 and 4H) achieving better fit with the sample data than the alternative models. Using Model 4 as the target model, the target coefficient of 0.903 provides good evidence of a higherorder UIS construct. Ninety percent ofthe variation in the four first-order factors in Model 4 is explained by Model 4H"s user information satisfaction construct. This cross validation indicates that Model 4H {the four factor model with a single second order construct) fits the other published data sets better than the three factor model (Model 3H). Even using this better fitting model (i.e., 4H) and despite an overall fit that was considered acceptable, the short-form ofthe IOB instrument continues to have individual items that have inadequate validity and reliability in all three data sets (see Table 2 ). Items X7 and X12 have validity and reliability problems in all three data sets. Perhaps indicating sample specific variance, X8 had inadequate validity and reliability in our data set and X10 and X11 had inadequate validity and reliability in the Raghunathan and King data set.
Discussion and Conclusions
The results enhance our understanding of the nature and dimensionality of the UIS construct. Ives et al. (1983) imply that user information satisfaction is a single higher-order construct. This single second-order model was plausible, but neither the efforts of Ives et al. in developing the short-form nor a replication conducted by Baroudi and Orlikowski (1988) provided statistical evidence of a higher-order UIS construct. With target coefficients above 0.90 in three independent samples, this research provides strong empirical evidence that UIS is a single second-order construct. Galletta and Lederer's (1989) concern that the UIS instrument is comprised of heterogeneous items that do not measure a single construct does not appear to be well founded.
The results enhance our understanding ofthe strengths and weaknesses ofthe 13-item short-form instrument and its subscales. AH items comprising the proposed "EDP Staff' and "EDP Services" subscales have adequate validity and reliability in all three data sets, suggesting that researchers can use these subscales with confidence. Both the 'information Product" and the "Knowledge and Involvement" subscales have at least one item with inadequate validity and reliability in all three data sets. These results suggest the need for additional research to develop replacement items for these subscales.
Additional research is necessary to assess whether EDP staff and EDP services have different determinants and consequences. Which construct (i.e., EDP staff or EDP services) is most strongly linked to possible consequences such as performance or usage? How strongly are each of these constructs linked to possible antecedents such as systems characteristics or user involvement? What are the key moderators of these links?
This study completes one exploratory-confirmatory research cycle by more rigorously validating the short-form ofthe three factor user information satisfaction instrument developed by Ives et al. (1983) . The results support a modified model consisting of four first-order factors and one second-order construct interpreted as UIS. Thus, the results support the thirteen-item instrument as a measure of an overall UIS. With subscale modifications to improve reliability and validity, these results support 
