Abstract-We have used measurements taken on real network to enhance the performance of our radio network planning tool. A distribution learning technique is adopted to realize this challenged task. To ensure better generalization capabilities of the learning algorithm, a preprocessing of data is required and involves the use of a clustering algorithm that divides the whole learning space into subspaces. In this paper we apply a new fuzzy clustering algorithm to a prediction tool of a third generation (3G) cellular radio network. Results show that the differences observed between simulations and measurements can be considerably diminished and the generalization capacity is enhanced thanks to the proposed clustering algorithm. This algorithm performs well than classical k-means algorithm. We can then predict with enhanced accuracy new configuration for which we don't have measurements, as long as they are not very different from learned configurations.
I. INTRODUCTION

A. General framework
The current mobile radio networks offer a wide class of services, from real time (RT) multimedia like video conference or television on mobile to non-real time (NRT) service of type best effort like web page download. Under a great competition, mobile operators are involved to undertake on the quality of service (QoS) that they offer. This QoS is becoming, for an operator, an major challenge to choose its infrastructure and the associated services. To attend these purposes, operators use simulations during the network conception phase as well as the optimization network phase.
The 3 rd generation (3G) radio access network relies upon novel, flexible and efficient communication methods; a consequence of which is that novel modeling and planning approaches became of prime importance to the network's rollout success. Thus, the need for accurate prediction has become a challenging task. The planning of any modern radiocommunication network is carried out by one of two methods. The first method, called semiempirical simulation, is based on the a priori system This paper is based on "A New Fuzzy Bayesian Clustering Algorithm to Enhance Radio Planning Tool Predictions," by Z. Nouir information [1] like propagation model, traffic model and mobility model. This method uses computer algorithms that numerically calculate the desired network characteristics [2] . It uses mathematical and/or statistical models that represent real, physical phenomena like propagation, traffic, etc. These equations give a good idea on the described phenomena. The good idea notion is relative to the desired precision degree that we want: higher precision implies higher complexity model. Being inexact in nature, such models yield predictions that exhibit inevitable discrepancies with reality. Therefore this method is not robust. For example, using our 3G radio network planning tool to predict the UpLink and DownLink loads (ULL and DLL) for a given station, we remark that values given by the planning tool are slightly different from real values taken on real network as shown in figures 1 and 2. These figures show that the distribution given by the simulation does not correspond to the one taken from the real network. The second method, called empirical simulation, uses a posteriori data (in the form of observations and/or measurements). It uses an automatic learning system like an Artificial Neural Network (ANN) that models the whole mobile network [3] , [4] . The transfer function found by the automatic learning system is a simple mathematical operator without any physical reality, which may lead to stability problems.
Consequently, we have proposed in [5] an alternative solution based on a combination of the described two methods to benefit from their respective advantages. Table I compares the semi-empirical method, the empirical method and the proposed method.
B. Authors' Previous Works
The proposed scheme [5] basically consists of finding the mapping between measurements and predictions via an ANN, thus enhancing the quality and precision of the predictions. To make the scheme tractable and easy to use we have proposed to make the variables as independent as possible by using Independent Component Analysis (ICA). The method proposed in [5] was enhanced by the use of a clustering algorithm based on k-means [6] . The learning space is clustered into subspaces that guarantee good generalization capabilities. Generalization enables us to better predict new cases (new traffic, new network parameters, etc.) for which no measurement is available. Generalization with different traffic values was treated in [6] where the proposed scheme was shown to yield enhanced predictions that are much closer to measurement values than simulation results are. Generalization with different network parameters is handled in [7] . The chosen parameters are mechanical antenna tilts. Therefore the proposition in [7] enables us to correctly predict the mobile cellular network behavior in the case of an antenna tilt modification and saves us considerable amount of resources.
In [6] , the clusters obtained by k-means presents a problem with objects located near the boundaries of clusters. These objects can belong to many groups until they are in the frontier of many clusters. This led us to propose the use of fuzzy classification for objects that are in the boundaries of two or more clusters [8] .
The proposed fuzzy clustering algorithm is based on Bayes rule and assigns for each object in the learning space a membership probability vector. We called it fuzzyBayesian clustering algorithm (FBC). In our knowledge there is no work in the literature that proposes such an algorithm.
In [8] we have described the application of the proposed method to a third generation (3G) UMTS network to enhance the predictions of uplink and downlink base station loads. Comparisons between Radio Network Planning (RNP) tool simulation results and enhanced predictions are made using the analytical 2-D Kolmogorov-Smirnov (KS) distance [9] which is a measure of the degree of similarity between two multidimensional distributions.
The results have shown that the proposed approach is able to correct the errors made by the RNP tool and the learning is successful.
C. About this paper
In this paper we study the generalization capacity of the FBC in the case of tilt change. We are interested in two performance indicators: The UL Load (ULL) and the DL Load (DLL) whose expressions for an arbitrary base station m can be written as [10] :
where K m is the number of mobiles connected to base station m, CIR i ul(dl) is the required UL (DL) CIR (carrier-to-interference ratio) for mobile i, α i is the orthogonality factor, L mi is the path loss from the serving base station m to mobile i, L bi is the path loss from the neighbouring base station b to mobile i, B m is the number of neighbouring base stations of base station m, and f is the proportionality factor between the power received from the mobiles connected to other base stations, I oth , and the power received from the mobiles connected to base station m, I own , i.e. f =
I oth
Iown . Note that equations 1 and 2 are valid when a single serve is considered and the handovers are not taken into account.
Results show that with FBC we can prevent overlearning and ameliorate generalization properties of the ANN.
The remainder of this paper is structured as follows: Section 2 gives a brief description of the fuzzy clustering algorithm as proposed in the literature and presents the proposed fuzzy-Bayesian clustering algorithm, its advantages and its difficulties. Section 3 describes the application of the fuzzy Bayesian clustering to a RNP tool and gives results. Finally, Section 4 gives the concluding remarks.
II. FUZZY AND FUZZY BAYESIAN CLUSTERING
Clustering is the classification of similar objects into different groups (say c), or more precisely, the partitioning of a data set into subsets (clusters), so that the data in each subset (ideally) share some common trait, often proximity according to some defined distance measure [11] A. Fuzzy Clustering
In fuzzy clustering, each point has a degree of belonging to clusters, as in fuzzy logic [12] , rather than belonging completely to just one cluster. Thus, points on the edge of a cluster may be in the cluster to a lesser degree than points in the center of cluster. For each point x j we have a coefficient giving the degree of being in the k th cluster . Usually, the sum of those coefficients is Complexity: complex to process ⇒ inheritance from semi empirical method ⋆ Robustness: simple models ⇒ non perfects models ⇒ bias in simulations ♣ Coupling: required data base which is hard to have defined to be 1, so that u k,j (x j ) denotes a probability of belonging to a certain cluster:
Fuzzy c-means (FCM) is one of the most popular fuzzy clustering algorithms [13] that was proposed by Bezdek [14] . With fuzzy c-means, the centroid (m k ) of a cluster is the mean of all points, weighted by their degree of belonging to the cluster:
The degree of belonging is related to the inverse of the distance to the cluster:
Where D(m k , x j ) is the distance measure between x j and m k . Then the coefficients are normalized and fuzzyfied with a real parameter m > 1 so that their sum is 1. For m equal to 2, this is equivalent to normalising the coefficient linearly to make their sum 1. When m is close to 1, then cluster center closest to the point is given much more weight than the others, and the algorithm is similar to k-means.
The fuzzy c-means algorithm is very similar to the kmeans algorithm:
1) Choose a number of clusters.
2) Assign randomly to each point coefficients for being in the clusters. 3) Repeat until the algorithm has converged (that is, the coefficients' change between two iterations is no more than ǫ, the given sensitivity threshold):
• Compute the centroid for each cluster, using formula (4).
• For each point, compute its coefficients of being in the clusters, using formula (5). The FCM algorithm minimizes intra-cluster variance as well, but has the same problems as k-means, the minimum is a local minimum, and the results depend on the initial choice of weights.
The FCM uses the Euclidean or L 2 norm distance function. Kersten suggested that city block distance (or norm) could improve the robustness of FCM to outliers [15] . Furthermore, Hathaway extended FCM to a more universal case by using Minkowski distance (or L p norm, p > 1 ) and seminorm (0 < p < 1 ) for the models that operate either directly on the data objects or indirectly on the dissimilarity measures [16] .
B. Proposed Fuzzy Bayesian Clustering
To cluster a set of data points x j ∈ ℜ d into c classes, we propose a new Bayesian framework, a free parameter scheme based on the Bayes formula. This new proposed fuzzy Bayesian algorithm works as fellows: 1) Perform a hard clustering on the data set using c clusters. Hard clustering algorithms can be hierarchical clustering algorithms, squared errorbased algorithms, pdf estimation via mixture densities, graph theory-based algorithms, combinatorial search techniques-based algorithms, etc. 2) Compute the cluster's probabilities p(C j ), the prior probability 3) Perform the conditional of x i given C j , p(x i /C j ) 4) Compute the posterior probability, the probability of membership of x i to the cluster C j , i.e p(Cj/x i ) The fuzzy Bayesian framework is based on the formula:
Where: p(C j /x i ) is the x i membership probability to C j . p(C j ) is the probability of the j th cluster. p(x i /C j ) is the probability of x i if we consider only C j 1) Computation of cluster's probability: After performing the hard clustering on the data set x i , we obtain c (j = 1, . . . , c) classes. Each cluster contains n j objects. Thus, the probability of each cluster can be computed as: Where N represents the total number of the objects:
2) Computation of the likelihood: As we have c clusters with n j elements each, the probability of x i given C j , p(x i /C j ), is calculated after distribution computation of the j th cluster. This distribution is determined using the objects of the j th cluster, x 
4) Example:
In the context of the enhancement of 3G radio network planning tool predictions, we focus on the clustering of the 2-d learning space (ULL and DLL). The space to cluster is composed of 1000 objects and the number of cluster is equal to 2. Figure 4 shows the objects to be clustered and table II shows the membership matrix for the 3 first objects. 
5) Advantages and inconveniences:
Compared to others fuzzy algorithms, fuzzy Bayesian clustering is a very speed clustering algorithm. Table III gives a comparison of computation speed with the FCM algorithm for the example given above.
The computation speed of the fuzzy Bayesian algorithm is better than the classical c-means algorithm because the last one is based on convergence criteria while the fuzzy Bayesian algorithm works without convergence condition. It is a free parameter learning algorithm. The c-means algorithm converges when there is no change in the cluster prototype and this can take time for convergence. However, fuzzy Bayesian algorithm can be applied only when we dispose of an abundant amount of objects. If the number of objects to be clustered, N , is not significant, the computation of the prior probabilities will not be accurate.
III. METHODOLOGY AND RESULTS
A. Architecture
Figures 5(a) and 5(b) depict the block diagrams of the learning and prediction phases of the proposed scheme. The core of the scheme is a Multi-Layer Perceptron (MLP). The training algorithm is the well-known Back Propagation algorithm, the generalization of the Least-Mean-Square algorithm that is based on gradient search [17] . In the learning phase, both measurement and simulation data are input to the system and the ANN is trained with these data. In the prediction phase, simulation data is input to the system and the trained ANN yields enhanced predictions.
The measurement data used in the learning phase comes from the field with specific traffic and network parameter values and the simulation data are produced by calibrating the RNP tool with the same traffic and network parameter values. However, a problem arises at this point. The performance indicators that are to be predicted are statistically dependent variables. Thus when we are interested in more than one indicator, we have to use the joint probability distributions (i.e. multi-dimensional histograms) in order to conserve the joint statistical features. Using multidimensional distributions makes the learning process excessively complex and intractable. To overcome this problem we propose to use ICA, a linear technique that extracts independent features from a data set. ICA aims at finding W ≈ A −1 , the pseudo-inverse of A, that maximizes the non-gaussianity of the components of the vectorŝ = Wx .
ICA processing is performed for each cluster (figure 5) but for reasons of notation simplicity, we will focus on one cluster and drop the cluster indices (the superscripts c lk of the independent component vectors D in figure 5 in the following. Note that we use the same matrix W for both measurements and simulations. W is then applied to measurement ( c 
The real interest in using such a learning system lies in using the generalization capability of the ANN: the input simulation data of the prediction phase corresponds to a case that has never been encountered by the ANN during the learning phase (such as different traffic, different network parameters, etc.) and the ANN succeeds in correcting the simulations of the new case. However, the generalization is not always easy to achieve since it is an extrapolation operation that requires special attention. The proposition we make to facilitate the generalization process is to use fuzzy Bayesian clustering block to restrict the space on which the ANN carries out its learning and prediction. In a previous work, we showed that successful generalization to different traffic values was achieved thanks to the k-means clustering [6] . In [7] we took an additional measure to ameliorate the generalization: the training is performed for only one base station but its training data comprises of samples from several base stations. This aims at exposing the ANN to cases as rich as possible during learning in order to maximize the learning space and minimize the extrapolation failure risk.
B. Learning and Generalization Results
1) Leraning Results:
The proposed scheme is tested on a 3G network. For practical reasons, we have used synthetic measurement data that are produced by the RNP tool. To obtain the synthetic measurement data, we have modified the target UL CIR It is set to -20 dB for the simulation data and to -18 dB for the measurement data, accounting for a bias between field parameters and RNP parameters.
After clustering and ICA processing, each data stream is passed through a histogram transformation. Each histogram has 10 bins and requires at least 50 data samples for each bin. In [8] we have shown that the learning phase is usefully done and results have shown that the enhanced prediction data are much closer to the measurement data than the simulation data are. Furthermore, we have shown in [8] that the statistical relation between simulations and measurements was successfully learned by the proposed scheme.
2) Generalization Results: In this study we focus on the generalization results for the case of tilt change. A new simulation data is generated by modifying the (mechanical) tilt of an antenna from 0 o to 10 o . In practical cases, we would not dispose of measurement data for such a case and we would like to be able to obtain accurate predictions. This ability saves us from the cost of going out to the field to modify the tilt and to collect the measurements. Thus, the new simulation data corresponding to a tilt value of 10 o is passed through the proposed scheme where all the coefficients and parameters of the trained ANN is preserved as well as those of the FBC algorithm and ICA blocks.
In order to evaluate the performance of the proposed scheme, the following error metrics are used:
whereẽ is the error that represents the discrepancy between measurements and enhanced predictions,ê is the error that represents the discrepancy between measurements and simulations and D KS is the 2-D KolmogorovSmirnov (KS) distance, a distance metric that measures the degree of similarity between two distributions [9] . Using KS distance, we obtain the results depicted in table IV. We can see here that the enhanced prediction data for the Bayesian framework are much closer to measurements than are the enhanced prediction data for k-means algorithm. The KS distance has decreased from e = 0.297 toê = 0.239 accounting for a gain of 7.7%. 
IV. CONCLUSION
FBC algorithm is used to prevent over-learning and to enhance the generalization capabilities of a learning system that uses measurements to reduce the bias between simulations and reality. The results have shown that FBC performs well than the classical k-means algorithm and the scheme is able to learn and predict the stochastic transfer function between simulations and measurements. The prediction results are especially important since they imply that it is possible to reduce the discrepancy between simulations and measurements, and hence improve significantly the precision and quality of the simulations. 
