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ABSTRACT
We consider systems Aℓ(t)y(q
ℓt)+ . . . +A0(t)y(t) = b(t) of higher
order q-recurrence equations with rational coefficients. We extend
a method for finding a bound on the maximal power of t in the
denominator of arbitrary rational solutionsy(t) aswell as amethod
for bounding the degree of polynomial solutions from the scalar
case to the systems case. e approach is direct and does not rely
on uncoupling or reduction to a first order system. Unlike in the
scalar case this usually requires an initial transformation of the
system.
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1 INTRODUCTION
Let K be a field of characteristic 0, and let q ∈ K \ {0} be not a root
of unity. Moreover, let t be an indeterminate over K. We define
an automorphism σ on the rational function field K(t) by seing
σ (t) = qt . We will refer to σ as the q-shi. Note that with this
definition we have σ (α) = α for all α ∈ K. is is an easy case of a
homogeneous or Π-extension in the sense of [23]. In the following
we will oen let σ act on (column) vectors in K(t)m . is is to be
understood as component-wise application of σ .
We consider the recurrence equation
Asσ
s (y) + . . . +A1σ (y) +A0y = b (rec)
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where A0, . . . ,As ∈ K[t]
m×m are square polynomial matrices and
b ∈ K[t]m is a polynomial vector. We will assume that the ma-
trix A = Asσ
s
+ . . . +A0 has full (le row) rank over the operator
ring K(t)[σ ] (see Section 3 for details). Note that any q-recurrence
system can be brought into this form using unimodular transfor-
mations (see, for example, [25, Lem. 7.5]; it is easy to verify that
the method discussed there works for general Ore operators – see
Section 3 for the definition – and not just differential operators).
We will briefly explain the idea at the end of Section 3.
Generally, one major area where recurrence equations arise is
symbolic summation. See, for example, [23], [31], [28], or [18].
In particular, note that symbolic simplification of products in [23]
and [31] is done within so-called homogeneous or Π-extension of
which our field K(t) is a special case. Examples which deal explic-
itly with q-hypergeometric sums are [27] or [30].
Our motivating goal is to find new algorithms to compute all
rational solutions of (rec); that is, we want to know all y ∈ K(t)m
such that the equation holds for that y.
A first step will be to determine a so-called denominator bound:
we are looking for a polynomial d ∈ K[t] \ {0} such that dy ∈
K[t]m for every possible rational solution y ∈ K(t)m . ere are
comparatively easy ways to determine all the factors in d except
for powers of t ; cf., for example, [3], [5], [17], or [32]. See [23], [15]
or [31] for a discussion on why this distinction is necessary. us,
in this work we will only concentrate on finding a bound on the
powers of t ind in a computationally cheap way. e next step will
then be to compute polynomial solutions of the system. For this,
we are computing a bound on the degree of polynomial solutions
y˜ ∈ K[t]m . Once such a bound is determined, a solution to (rec)
can be found by making an ansatz with unknown coefficients and
solving the resulting linear system over K.
Methods for determining such a denominator bound (or univer-
sal denominator as some authors prefer to call it), have already
been discussed in the literature. See, for example, [3], [10], [17],
or [5]. Most of these approaches rely on the transformation of the
system into first order; the method in [5] seems to be the only one
which deals with systems directly (albeit for shi recurrences and
not the q-case; although it might be possible to adapt the method
using ideas from [2]). Another way of determining a denominator
bound would be to decouple the system using cyclic vector meth-
ods, the Danilevski-Barkatou-Zu¨cher algorithm (see [21], [9], [34],
or [14]), or Smith–Jacobson form computations.
In this paper, however, we want to avoid uncoupling and con-
version to first order systems as these oen introduce an additional
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cost and also tend to blur the structure of the input system. Instead
we aim at computing the denominator bound and degree bound
directly from the matrices of the higher order system (rec). Our
hope here is that this will lead to more efficient algorithms.
is paper is structured as follows: In Section 2, we discuss how
the powers of t in the denominator can be bounded and how we
may determine a bound for the degree of polynomial solutions. e
results will require certain determinants not to be identically zero.
Since this of course cannot be guaranteed for an arbitrary system,
we need to develop an algorithm which transforms a given system
into an equivalent one where the method of Section 2 is applica-
ble. is is done in Section 4 which constitutes the major result of
this paper. e section also includes a comparison with compet-
ing methods. In between, Section 3 recalls some basic facts about
operators and matrix normal forms which are needed for the trans-
formation.
2 BOUNDING THE POWER OF THE
INDETERMINATE AND THE DEGREE OF
POLYNOMIAL SOLUTIONS
Consider (rec) whereA0, . . . ,As arematrices inK[t]
m×m andwhere
b ∈ K[t]m is a column vector. For technical reasons the useful-
ness of which will become apparent in Section 4, we consider the
slightly modified system
Asσ
s (y) + . . . +A1σ (y) +A0y = t
−νb (rec’)
where ν > 0, that is, where we allow the right hand side to be a
rational vector but only with powers of t in the denominator.
We start by considering possible denominators. e following
method is folklore. Similar ideas can be found, for example, in [23].
Let y ∈ K(t)m be an arbitrary solution of (rec’) and let дtn ∈ K[t]
be the denominator of y where t ∤ д. Using an (entry-wise) partial
fraction decomposition, we may writey = u/д+v/tn whereu,v ∈
K[t]m and where v = 0 or t ∤ v (that is, t does not divide every
entry ofv). In the first case, n = 0 is a candidate for the power of t
in the degree bound. In the other case, substituting this into (rec’)
yields
s∑
j=0
Ajσ
j (u)
σ j (д)
+
s∑
j=0
Ajσ
j (v)
qnjtn
= t−νb
since σ j (tn ) = qnjtn for all j. We may transform the equation into
tν−n
( s∏
j=0
σ j (д)
) s∑
j=0
q−njAjσ
j (v)
=
( s∏
j=0
σ j (д)
)
b −
s∑
j=0
(∏
k,j
σk (д)
)
Ajσ
j (u).
Note that the right hand side is in K[x]m , that is, a polynomial
vector. at means that also the le hand side must be polynomial,
and this in turn implies that either ν > n or else that t divides(∏s
j=0 σ
j (д)
) ∑s
j=0 q
−njAjσ
j (v). Assume that the laer case holds.
en, since t ∤ д, we also have t ∤ σ j (д) for all j (or else t ∼ q−jt =
σ−j (t) | д). Hence, t cannot divide
∏s
j=0 σ
j (д). We obtain
t

s∑
j=0
q−njAjσ
j (v).
In particular, the coefficient vector of t0 in the sum must vanish.
Write now Aj = Ajℓt
ℓ
+ . . . + Aj1t + Aj0 with Aj0, . . . ,Ajℓ ∈
Km×m being constant matrices for all j; and writev = vd t
d
+ . . .+
v1t +v0 withv0, . . . ,vd ∈ K
m . From the assumption that t ∤ v we
know that in particular v0 , 0. Using these representations in the
sum above, we find that the constant term is
0 =
( s∑
j=0
q−njAj0
)
v0 .
Now, Λ =
∑s
j=0 q
−njAj0 ∈ K
m×m is just a matrix and since v0 , 0
we see that Λ must have a non-trivial kernel. is implies that the
determinant of Λ vanishes. We may regard detΛ as a polynomial
expression in q−n . erefore, assuming that detΛ does not identi-
cally vanish, we can obtain candidates for n by checking if it has
roots of the form q−n .
is observation motivates the following definition.
Definition 2.1 (t-tail regular). We call the system (rec’) t-tail reg-
ular if λ = det
(∑s
j=0Aj0x
j
)
∈ K[x] is not the zero polynomial.
Summarising the argumentation so far, we obtain eorem 2.2
below. It remains to deal with the case of systems which are not
t-tail regular. We will do so in Section 4.
Theorem 2.2. Assume that the system (rec’) is t-tail regular. If
y ∈ K(t)m is a rational solution of (rec’) and if tn divides the de-
nominator of y, then
(1) n = 0,
(2) or n 6 ν ,
(3) or q−n is a root of λ = det
(∑s
j=0 Aj0x
j
)
∈ K[x].
Consequently, we obtain a bound on n by taking the maximum of
those values. 
If K happens to be of the form F(q) where F is a computable
field and q is transcendental over F, then the method of [7, Ex. 1]
can be applied to find all roots of λ of the required form. In the
case that K = Q, we can use the method of [11, Sect. 3.3] for that.
Example 2.3. Let K = Q and q = 2. We consider the system
(
8 0
8 0
) (
y1(4t)
y2(4t)
)
+
(
−16t + 4 8
−16t2 + 16t − 12 8
) (
y1(2t)
y2(2t)
)
+
(
16t − 4 −8t3 − 1
16t2 − 8t + 4 −8t4 − 1
) (
y1(t)
y2(t)
)
= 0.
Here, ν = 0. Computing the polynomial λ yields
λ = det
(
8x2 + 4x − 4 8x − 1
8x2 − 12x + 4 8x − 1
)
= 128x2 − 80x + 8.
e roots of λ are 1/2 = q−1 and 1/8 = q−3. at yields the upper
bound 3 for n. Note that this fits the actual solutions well which
are generated by (
1
t−3
)
and
(
t−1
t−3
)
.
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(We can easily check that the two vectors are indeed solutions; and
– aer row reduction – [4, m. 6] gives the dimension of the so-
lution space as 2.)
We turn our aention to polynomial solutions now. e ap-
proach is rather similar to the degree bounding and has been dis-
cussed in the literature before, for example, in [7, Sect. 2]. Assume
that y ∈ K[t]m is a solution of (rec’). We make an ansatz
y = ynt
n
+ . . . + y1t + y0
where y0, . . . ,yn ∈ K
m . We assume that yn , 0, that is, that n
is the degree of y. In addition, let b = bϰt
ϰ
+ . . . + b1t + b0 with
b0, . . . ,bϰ ∈ K
m ; and write once moreAj = Ajℓt
ℓ
+ . . .+Aj1t+Aj0
with Aj0, . . . ,Ajℓ ∈ K
m×m for all j. We assume that bϰ , 0 and
that Ajℓ , 0 for at least one j. Substituting all of this into (rec’)
gives
s∑
j=0
( ℓ∑
i=0
Aji t
i
)
σ j
( n∑
k=0
ykt
k
)
=
s∑
j=0
ℓ∑
i=0
n∑
k=0
q jk t i+kAjiyk = t
−ν
ϰ∑
j=0
bjt
j
.
If the right hand side contains negative powers of t , then there
cannot be a polynomial solution. Else, the degree (in t ) of the le
hand side is at most ℓ + n. We compute the coefficient of tℓ+n on
both sides. is yields (since i = ℓ and k = n)
( s∑
j=0
Ajℓq
nj
)
yn = bℓ+n+ν .
ere are two cases:
(1) Either ϰ > ℓ + n + ν (that is, n 6 ϰ − ν − ℓ),
(2) or ϰ < ℓ + n + ν .
In the first case, we do already have a bound onn (namely ϰ−ν−ℓ).
In the second case, the right hand side of the equation for the co-
efficient of tℓ+n is zero. Just as for the denominator bound, we see
that the le hand side contains a matrix with a non-trivial kernel.
Again, its determinant is a polynomial expression—this time in qn .
We make an analogous definition.
Definition 2.4 (t-head regular). We call the system (rec’) t-head
regular if the polynomial ϱ = det
(∑s
j=0Ajℓx
j
)
∈ K[x] is not iden-
tically zero.
e computations above have show that for a t-head regular sys-
tem qn is a root of ϱ. us, we can again obtain all the candidates
for the degree n of y by computing the roots of ϱ. e following
theorem summarises these findings.
Theorem 2.5. Assume that the system (rec’) is t-head regular.
Let ℓ be the maximum of degt A0, . . . , degt As and let ϰ = degt b .
If y ∈ K[t]m is a polynomial solution of degree n, then
(1) either n 6 ϰ − ν − ℓ,
(2) or qn is a root of ϱ = det
(∑s
j=0 Ajℓx
j
)
∈ K[x].
As in eorem 2.2, we obtain a finite number of candidates for n.
Example 2.6. We continue Example 2.3. We have already seen
that rational solutions have the shape y = t−3z for some z ∈
K[t]m .1 Substituting this into the equation and clearing denom-
inators yields(
1 0
1 0
) (
z1(4t)
z2(4t)
)
+
(
4 − 16t 8
12 + 16t − 16t2 8
) (
z1(2t)
z2(2t)
)
+
(
128t − 32 −64t3 − 8
128t2 − 64t + 32 −64t4 − 8
) (
z1(t)
z2(t)
)
= 0.
e maximal degree in t is ℓ = 4 and thus, we have
ϱ = det
(
0 0
0 −64
)
= 0.
us, eorem 2.5 is not applicable here. We will revisit the exam-
ple in Section 4.
3 ORE OPERATORS AND MATRIX NORMAL
FORMS
is section is devoted to introducing some concepts which are
necessary in order to deal with the cases λ = 0 or ϱ = 0. is
section introduces the algebraic model which we are going to em-
ploy as well as some necessary background information and other
results.
In Section 4, we will try to transform the system (rec’) into an
equivalent form such that the new λ or ϱ becomes non-zero. Dur-
ing this, we are allowed to use the following transformations:
(1) multiply a row of the system by a rational function inK(t);
(2) add a K(t)-linear combination of shied versions of one
row to another row.
We will apply the transformations in such a way that the coeffi-
cients on the le hand side of (rec’) will always be polynomial
matrices. However, the right hand sidemight contain rational func-
tions in t .
It will be convenient to express the transformations using the
language of Ore operators. Roughly speaking, these are a class of
non-commutative polynomials. ey are named aer their first in-
troduction by Ø. Ore in [26]; a first interpretation of them as oper-
ators seems to be [22]. Ore operators have been used to model dif-
ferential or difference equations (see [16] for an introduction) and
have been applied to problems in symbolic summation (cf. [18]).
Implementations exist for Maple (for example, [6]) and Mathe-
matica (for example, [24]).
We will only require a special case where the derivative is the
zero map. ese rings are sometimes also referred to as skew poly-
nomials. For us, this is simply the (non-commutative) ring
K[t ,σ ] = {αd (t)σ
d
+ . . . α1(t)σ + α0 | α0, . . . ,αd ∈ K[t]}
which consist of polynomial expressions in σ with coefficients be-
ing polynomials in t . e addition in this ring is the same as for
regular polynomials. e multiplication, however, is governed by
the commutation rule
σt = qtσ
(and consequently σt−1 = q−1t−1σ in the extensions which we
introduce below). We will usually refer to the elements of R as
operators. ese operators act on K(t) in the usual way: Denoting
1We did not explicitly show that the denominator ofy does not have any other factors
apart from t – however, this is the case here since we do know the complete solution
space.
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the action of a ∈ K[t ,σ ] ony ∈ K(t) by a•y we have t •y(t) = ty(t)
and σ • y(t) = y(qt).
We will also need to consider a related ring where we allow
rational functions in t in the coefficients of our operators. e cor-
responding ringK(t)[σ ]may be constructed fromK[t ,σ ] since the
non-zero polynomials in t form a so-called (le or right) Ore set
in K[t ,σ ] (for a definition see, for example, [20, p. 177]). We have
K[t ,σ ] ⊆ K(t)[σ ]. e action of K[t ,σ ] on K(t) can easily be ex-
tended to an action of K(t)[σ ].
We may now associate the system (rec’) with a matrix A ∈
K[t ,σ ]m×m writing it as
A • y = t−νb .
Doing so, wemay identify the transformations above as multiplica-
tion of the system by a certain matrix from the le. More precisely,
each of the allowed transformations correspond to multiplication
by a unimodular matrix Q ∈ K(t)[σ ]m×m , that is, a matrix which
has an inverse Q−1 ∈ K(t)[σ ]m×m in the same matrix ring. We
denote the set of unimodular matrices by GLm (K(t)[σ ]). Note that
Q transforms the system (rec’) into
(QA) • y = Q • t−νb
where both the le and the right hand side are modified. It is easy
to see that the solutions of the original and the transformed sys-
tem are exactly the same if Q is unimodular. We will call the two
systems (and by extension also the matrices A and QA) equivalent.
We would like to point out that being unimodular is a stronger
property than merely having full (le row) rank where we under-
stand the rank as the maximal number of linearly independent
rows over K(t)[σ ] – see also [12, Def. 2.1, m. A.2]. For instance,
the 1-by-1 matrix (σ ) ∈ K(t)[σ ]1×1 has full rank, but no inverse in
K(t)[σ ]1×1. We will call a matrix of full rank regular in order to
distinguish this case.
Before we are able to propose an algorithm for transforming
the system (rec’) into an equivalent system which is t-tail regular
or t-head regular, we need to introduce one more concept. First,
we would like to point out that the subring K[σ ] of K[t ,σ ] may
actually be regarded as a commutative polynomial ring because σ
commutes with all elements ofK. erefore, it makes sense to look
at matrix normal forms for polynomial matrices. We will again use
the terms unimodular and regular, this time referring to matrices
which have an inverse in K[σ ]m×m or which have full rank over
K[σ ], respectively.
e normal form which we are going to employ here is the so-
called Popov normal form. e most succinct way to describe it is
using Gro¨bner bases for modules. See [25] for a detailed explana-
tion; or see [33] or Popov’s original paper [29] for a more tradi-
tional definition. See, for example, [8] for more details on Gro¨bner
bases over modules. We introduce the term over position ordering
on the polynomial moduleK[σ ]1×m by saying that eiσ
a
6top ejσ
b
if a < b or a = b and i > j. Here, ei denotes the i th unit vector. We
say that a matrix is in Popov normal form if its rows form a mini-
mal Gro¨bner basis with respect to 6top . It is possible to prove that
for every matrix M ∈ K[σ ]m×m there exists a unimodular matrix
Q ∈ GLm(K[σ ]) over K[σ ] such that
2
QM =
(
P
0
)
where P ∈ K[σ ]ℓ×m is in Popov normal form. It can further be
shown that a matrix in Popov normal form has maximal row rank.
Also, using Gro¨bner basis division (for each row ofC) we can write
every matrixC ∈ K[σ ]ℓ×m asC = XP +Y where X ∈ K[σ ]ℓ×ℓ and
where Y ∈ K[σ ]ℓ×m has no rows which are reducible by the Popov
normal form P (again in the Gro¨bner basis sense). is offers an
algorithmic way to determine whetherC is a le multiple of P . We
are going to need this property in Algorithm 4.1 and Algorithm 4.5
below.
We would like to point out, that despite its definition in terms
of Gro¨bner bases, the Popov normal form can easily be computed
in polynomial time. In fact, even the naive method which is based
on row reduction will be polynomial (cf. [25, Lem. 5.14]). See, for
example, [13, Cor. 6.1] for a faster method.
It is possible to use other row equivalent forms instead of the
Popov normal form; as long as they have a similar division prop-
erty. One possible example is the Hermite normal form which is a
Gro¨bner basis with respect to the position over term ordering (see,
for example, [25] for a details on why the Hermite normal form is
a Gro¨bner basis). However, to our best knowledge, with current
methods computing a Popov normal form can be done more effi-
ciently than computing a Hermite normal form.
We briefly recall the reasoning of [25, Lem 7.5] to explain how
the Popov normal form can also be used to remove redundancies
from a system: Starting with a general matrix A ∈ K[t ,σ ]m×n –
that is, with a matrix which is not necessarily square or of full
row rank – we first compute the column Popov normal form of
A. It is defined analogously but for right modules of column vec-
tors instead of le modules of row vectors. Moreover, algorithms
to compute the (row) Popov normal form and the corresponding
transformation matrix can easily be translated to the column Her-
mite normal form. We obtain a representation
AU =
(
A˜ 0
)
where U ∈ GLn (K(t)[σ ]) and A˜ has full column rank. Next, we
compute the row Popov normal form of AU which yields
QAU =
( ≈
A 0
0 0
)
where Q ∈ GLm (K(t)[σ ]) and
≈
A has full row rank. Since the row
transformations do not change the column rank and since (le)
row and (right) column rank coincide by [19, m. 8.1.1], we con-
clude that
≈
Amust be square and of full row rank.
Now, asQ andU are both unimodular, the system A •x = b has
a solution if and only if the system
≈
A • y = c has a solution and
w = 0 where
x = Q
(
y
z
)
and Q • b =
(
c
w
)
2at is, here unimodularity means that the inverse of Q is a polynomial matrix
Q−1 ∈ K[σ ]m×m .
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(with the blocks matching those of QAU ). us, either the com-
patibility condition w = 0 does not hold and we know that the
system is not solvable; or it suffices to concentrate on the system
≈
A •y = c which is of the correct form for the method presented in
this paper. Aer solutions y have been found, we can easily trans-
late them into solutions x of the original system using the matrix
Q . (e vector z does not have any conditions imposed on it and
contributes free variables to the solution x .)
It is not necessary to employ the Popov normal form in order to
remove the redundancies of the system. Any pair of rank revealing
column and row transformation would be sufficient. For instance,
we could use the Hermite normal form. Since we do not need the
division property, also row and column reduction (see [12] for a
definition and an efficient algorithm) or EG-eliminations (see [1])
could be used.
4 DESINGULARISING THE DETERMINANTS
With the notation and concepts from Section 3, we are finally pre-
pared to deal with the case of identically vanishing determinants in
Section 2. is section here will introduce an algorithm for trans-
forming any system into an equivalent one (using elementary row
transformations over K(t)[σ ]) where λ or ϱ do not vanish. is
constitutes the main result of this paper.
We write system (rec’) in operator form A • y = t−νb where
A ∈ K[t ,σ ]m×m is an operator matrix as explained in Section 3.
We express A as
A = tℓA˜ℓ + . . . + tA˜1 + A˜0
where A˜0, . . . , A˜ℓ ∈ K[σ ]
m×m are matrices in σ alone. We will call
A˜0 the t-trailing matrix ofA and – assuming that A˜ℓ , 0 – we will
call A˜ℓ the t-leading matrix of A. It is easy to see that (using the
notation of Section 2) we have
A˜0 =
s∑
j=0
Aj0σ
j and A˜ℓ =
s∑
j=0
Ajℓσ
j
.
In other words, λ and ϱ are the same as the determinants of A˜0 and
A˜ℓ – except that we used x instead ofσ as the name for the variable.
(As explained in Section 3, K[σ ] can be interpreted as univariate
commutative polynomial ring.) us, the task of transforming the
system into an equivalent one (using a unimodularmultiplier)with
λ or ϱ non-zero can be equivalently described as the task of having
the t-trailing or the t-leading matrix being regular.
e definition of the t-trailingmatrix in particular is also the rea-
sonwhywe allowed a denominator for the right hand side of (rec’).
Should A˜0 be the zero matrix, then we simply divide the entire
equation by a suitable power of t in order rectify that problem.
ere are similar works which consider recurrence systems and
place requirements on certain leading or trailing matrices. For in-
stance, see the method in [5] or the concept of strong row-reduction
in [4, Def. 4]. ere is, however, an essential difference between
those approaches and the one presented here: We consider the
leading and trailing matrices with respect to t as the main variable
while those other approaches consider σ to be the main variable
(and are consequently dealing with leading and trailing matrices
that are in K(t)).
e choice of variable does make a big difference. While we
can easily do a non-commutative version of row-reduction (that is,
working over K(t)[σ ]) in order to work on the leading coefficient
with respect to σ , say; simply switching the variables would cat-
apult us into K(σ )[t]. e later ring, however, contains arbitrary
denominators in σ and therefore does not have a natural action on
K(t) which extends the action of K[t ,σ ]. (To see that let p ∈ K[σ ]
and f ∈ K(t). If we want to compute p−1 • f , then we have to find
д ∈ K(t) such that p • д = f . However, not all equations of that
form have rational solutions.)
We will thus need to develop a different approach which does
not require division by expressions in σ .
Also note that our algorithmbears some similarities toEG-eliminations
as described in [1]. In particular, the idea to reduce the trailing
matrix A˜0 and to shi down coefficients from the higher matrices
whenever a row of A˜0 becomes zero are the same. e difference
is again the choice of the main variable. e transformations used
during EG-eliminations are unimodular overK(t)[σ ,σ−1] (the Lau-
rent skew polynomials3) and do thus not alter the solutions; how-
ever switching the main variable does again expose us to arbitrary
fractions in σ .
e need to keep all transformations unimodular over K(t)[σ ]
also means that we cannot proceed row by row as [1] does where
the σ -trailing or -leading matrix is brought into trapezoidal form
one row at a time. Instead we always have to consider the entire t-
trailing or -leading matrix for each elimination step. In particular,
we cannot force the “t-width” (as defined in [1]) of the lower rows
to decrease.
We are going to deal with the t-trailing matrix first. Below we
state an algorithm which we claim will transform the system into
the desired shape. Note that while we do not explicitly compute
the transformation matrixQ , this could be easily done by applying
all the transformations done to A in parallel to the identity matrix
1m . Alternatively, we may also apply them directly to the right
hand side of (rec’).
Algorithm 4.1.
Input: A regular matrix A ∈ K[t ,σ ]m×m .
Output: An equivalent matrixB ∈ K[t ,σ ]m×m such that the
t-trailing matrix of B is regular.
Procedure: (1) Compute the t-trailing matrix A˜0 of A. If
det A˜0 , 0, then return A.
(2) Else, compute the Popov normal form of A˜0 and let
X ∈ GLm(K[σ ]) be the corresponding transforma-
tion matrix and let r be the rank of A˜0.
4 Set A← XA
and write the new trailing matrix of A as
A˜0 =
(
B˜0
0
)
where B˜0 ∈ K[σ ]
r×m is in Popov normal form.
3ese are well-defined since the powers of σ form an Ore set in K(t )[σ ] – see, for
example, [20, Chptr. 5]
4at is, the number of nonzero rows.
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(3) Let T = diag(1r , t
−1
1m−r ) and set A ← TA.
5 e
new trailing matrix is now
A˜0 =
(
B˜0
C˜0
)
with the same B˜0 as before and some C˜0 ∈ K[σ ]
(m−r )×m .
(4) Use Gro¨bner bases reduction of C˜0 by B˜0 trying to
eliminate all the rows in C˜0. Write the result as C˜0 =
XB˜0 + Y with a matrix X ∈ K[σ ]
r×r and a matrix
Y ∈ K[σ ](m−r )×m . Let
Q =
(
1r 0
−X 1m−r
)
and set A← QA.
(5) If Y = 0, then continue the inner loop with Step 3.
Else, go back to the outer loop in Step 1.
Wewould like to point out that for any matrixX ∈ K[σ ]m×m we
have Xt = tX for some X ∈ K[σ ]m×m since σ is the q-shi. us,
in Step 2 of Algorithm 4.1 the productXA has the form tℓX (ℓ)A˜ℓ +
. . . + tX (1)A˜1 +XA˜0 for some matrices X
(1), . . . ,X (ℓ) ∈ K[σ ]m×m .
In other words, X acts on the t-trailing matrix of A without inter-
ference from the other parts. Consequently, if aer applying the
transformation by X the lower rows of the t-trailing matrix A˜0 be-
come zero, this means that the lower rows of the entire matrix A
must be divisible by t . is explains why the transformation by
T in Step 3 will still result in a matrix A ∈ K[t ,σ ]m×m . A similar
reasoning as in Step 2 also holds true for Step 4: again the transfor-
mation ofA byQ acts on the t-trailing matrix without disturbance
from the other coefficients. Its effect is to replace the lower block
C˜0 of A˜0 by Y .
Note that this reasoning onlyworks because of our special choice
of σ and would not be possible with more general automorphisms.
In particular, the algorithm is not applicable for the normal shi
case.
Theorem 4.2. Algorithm 4.1 is correct and terminates.
Before we can prove the theorem, we state two simple remarks:
Remark 4.3. As long as the inner loop runs, we always consider
the trailing matrix
A0 =
(
B0
C0
)
and compute a matrix X (if possible) such that C0 = XB0. (e
inner loop terminates if that is not possible any more.) We then
apply the following transformations to A
A =
(
B
C
)
reduction
−−−−−−−→
(
1 0
−X 1
) (
B
C
)
shi
−−−→
(
1 0
0 t−11
) (
1 0
−X 1
) (
B
C
)
=
(
1 0
−t−1X t−11
) (
B
C
)
.
us, we see that the transformation matrix for a single step has
the form (
1 0
−t−νX t−ν
)
5is shis the lower rows of A by t−1 .
for some ν > 1 (where wewrite t−ν in the lower right block instead
of t−ν 1). Moreover,(
1 0
−t−µX t−µ
) (
1 0
−t−ν X˜ t−ν
)
=
(
1 0
−t−(µ+ν )(tνX + X˜ ) t−(µ+ν )
)
for all µ, ν > 0 and matricesX , X˜ ∈ K[t ,σ ](m−r )×r . us, we easily
see that all transformation matrices in the inner loop must be of
this shape.
Remark 4.4. Let A ∈ K[t ,σ ]m×m have full (le) row rank. We
want to prove thatA has a (two-sided) inverse in the quotient skew
field K(t ,σ ). We first remark that we can embed K[t ,σ ] into the
non-commutative Euclidean domainK(t)[σ ]. OverK(t)[σ ], we can
compute the Jacobson normal form
N = diag(e1, e2, . . . , em) = SAT
of A where S,T ∈ GLm(K(t)[σ ]) are unimodular (see, for exam-
ple, [19, m. 8.1.1]). e diagonal entries e1, . . . , em cannot be
zero since otherwise A did not have full row rank. us, the in-
verse N−1 = diag(e−11 , . . . , e
−1
m ) ∈ K(t ,σ )
m×m of N exists. We
obtain
1 = N−1SAT , or, equivalently, S−1NT−1 = A.
Since S−1NT−1 is the product of (from both sides) invertible matri-
ces, we conclude that A is invertible.
Proof of Theorem 4.2. If the algorithm terminates, then the
trailing matrix A˜0 is in Popov normal form which implies that it
has full rank (over K[σ ]) which in turn implies that det A˜0 , 0 as
a polynomial in K[σ ].
It remains to reason about the termination of the algorithm.
First, we note that the outer loop starting in Step 1 cannot be reached
infinitely oen: A new Popov normal form is only computed if the
lower rows of A˜0 are not in the row space of the upper block. is
implies that we either gain new nonzero rows in the Popov normal
form or that the degrees or positions of the leading monomials de-
crease. In both cases, the module generated by the rows of A˜0
becomes strictly larger which can happen only finitely oen since
K(t)[σ ]1×m is noetherian.
Second, we have to show that the inner loop starting in Step 3
cannot be run infinitely oen. For this, assume that the matrix
A =
(
B
C
)
∈ K[t ,σ ]m×m
with B ∈ K[t ,σ ]r×m and C ∈ K[t ,σ ](m−r )×m has full (row) rank
and assume that the inner loop repeats infinitely, that is, assume
that for every ν > 0 there are Cν ∈ K[t ,σ ]
(m−r )×m and Xν ∈
K[t ,σ ](m−r )×r such that(
1r 0
t−νXν t
−ν
) (
B
C
)
=
(
B
Cν
)
(where we write t−ν instead of t−ν 1m−r for the lower le block).
We explained why the transformation matrices always look like
this in Remark 4.3 above.
We now form the quotient (skew) fieldK(t ,σ ) ofK[t ,σ ]. SinceA
has full row rank, it does have a (two-sided) inverse by Remark 4.4.
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us, the equation above is equivalent to the identity(
1 0
t−νXν t
−ν
)
=
(
B
Cν
)
A−1 =
(
BP BQ
CνP CνQ
)
where we write A−1 =
(
P Q
)
with P ∈ K(t ,σ )m×r and Q ∈
K(t ,σ )m×(m−r ). In particular, we have the identity CνQ = t
−ν .
Note that Q does not depend on ν , that is, the denominator in t
of Q is the same for every ν > 0. In addition, Cν is a polynomial
matrix, that is, its denominator is always 1. us, the denominator
on the le hand side is bounded. However, the denominator of the
right hand side is not. is is a contradiction. Hence, there cannot
be infinitely many steps where Cν is in the row space of B. 
An analogous method works for the t-leading matrix. e only
differences to Algorithm 4.1 are that we have to work with the
Popov normal formof the t-leading matrix A˜ℓ in Step 3 and that we
shi the lower rows by t instead of t−1 in Step 3. Again, we state
the algorithm without explicit computation of the transformation
matrix.
Algorithm 4.5.
Input: A regular matrix A ∈ K[t ,σ ]m×m .
Output: An equivalent matrix B ∈ K[t ,σ ]m×m such that the
t-leading matrix of B is regular.
Procedure: (1) Compute the t-leading matrix A˜ℓ of A. If
det A˜ℓ , 0, then return A.
(2) Else, compute the Popov normal form of A˜ℓ and let
X ∈ GLm (K[σ ]) be the corresponding transforma-
tion matrix and let r be the rank of A˜ℓ . Set A← XA
and write the new trailing matrix of A as
A˜ℓ =
(
B˜ℓ
0
)
where B˜ℓ ∈ K[σ ]
r×m is in Popov normal form.
(3) Let T = diag(1r , t1m−r ) and set A ← TA.
6 e new
trailing matrix is now
A˜ℓ =
(
B˜ℓ
C˜ℓ
)
with the same B˜ℓ as before and some matrix C˜ℓ ∈
K[σ ](m−r )×m .
(4) Use Gro¨bner bases reduction of C˜ℓ by B˜ℓ trying to
eliminate all the rows in C˜ℓ . Write the result as C˜ℓ =
XB˜ℓ + Y with a matrix X ∈ K[σ ]
r×r and a matrix
Y ∈ K[σ ](m−r )×m . Let
Q =
(
1r 0
−X 1m−r
)
and set A← QA.
(5) If Y = 0, then continue the inner loop with Step 3.
Else, go back to the outer loop in Step 1.
Theorem 4.6. Algorithm 4.5 is correct and terminates.
6is shis the lowerm − r rows of A by t .
Proof. e proof is mostly analogous to that of eorem 4.2.
e only noticeable change is that for the termination of the inner
loop we have to deal with transformation matrices of the shape
(
1 0
tνXν t
ν
)
(with some Xν ∈ K[t ,σ ]
(m−r )×r ) instead of having fractions in t .
However, we come to an analogous equationCνQ = t
ν where the
degree of the le hand side is boundedwhile the degree of the right
hand side is not. (It is easy to check that the degree in t ofA during
execution of Algorithm 4.5 is always equal to ℓ). us, we arrive
at a similar contradiction as for the proof of eorem 4.2. 
Example 4.7. We continue Example 2.6. e t-leading matrix of
the system was (
0 0
0 −64
)
which is not regular. us, we will apply Algorithm 4.5. e Popov
normal form of the t-leading matrix is simply
(
0 64
0 0
)
with transformation X =
(
0 −1
1 0
)
.
(Actually, for the proper Popov normal form we would need to
divide the first row by 64; however, we want to avoid fractions in
order to save some space.) We obtain the new system matrix
A← XA =
(
−σ 2 + (16t 2 − 16t + 12)σ + (−128t 2 + 64t − 32) −8σ + (64t 4 + 8)
σ 2 + (−16t + 4)σ + (128t − 32) 8σ + (−64t 3 − 8).
)
Next, we multiply the lower row by t which leads to the new t-
leading matrix (
0 64
0 −64
)
which does not have full rank yet. Gro¨bner basis reduction amounts
to adding the upper row to the lower. We obtain the new system
matrix
(
−σ 2 + (16t 2 − 16t + 12)σ + (−128t 2 + 64t − 32) −8σ + (64t 4 + 8)
(t − 1)σ 2 + (12 − 12t )σ + (32t − 32) (8t − 8)σ + (8 − 8t )
)
.
It turns out that we have to shi the lower row by t three times
before the t-leading matrix changes again (since the lower row is
only linear in t ). e final result is the system matrix
(
−σ 2 + (16t 2 − 16t + 12)σ + (−128t 2 + 64t − 32) −8σ + (64t 4 + 8)
(t 4 − t 3)σ 2 + (12t 3 − 12t 4)σ + (32t 4 − 32t 3) (8t 4 − 8t 3)σ + (8t 3 − 8t 4)
)
with t-leading matrix
(
0 64
σ2 − 12σ + 32 8σ − 8
)
.
is yields ϱ = −64σ2 + 768σ − 2048 with roots 4 = q2 and
8 = q3. us, the degree of polynomial solutions is at most 3.
From Example 2.3 we do know that the solution space is spanned
by (t3, 1) and (t2, 1); so the bound is actually sharp in this case.
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5 CONCLUSIONS
In this paper we have presented a method for determining degree
bounds for the polynomial solutions and for determining the power
of t in the denominator bound for rational solutions ofq-recurrence
systems. Although the translation from the scalar case seems to be
straight-forward at first, we quickly discovered a problem when
certain determinants are vanishing. is required us to develop a
new method for transforming the system into an equivalent form
where those determinants are non-zero.
ere exist other ways of obtaining the same information, as for
instance uncoupling or transformation of the system into first or-
der. However, those approaches are oen computationally costly
(since uncoupling is and since conversion to first order usually in-
troduces a lot of new variables). e method presented in this pa-
per does avoid those problems.
We do not have strict bounds on the complexity of the transfor-
mation algorithm yet; we hope to deliver those in the near future.
However, in all the examples which we have computed, termina-
tion usually occurred within a very small number of steps. More-
over, the degree bounds found were usually tight. Althoughwe did
not yet carry out extensive comparisons with the existing methods
mentioned above, we are therefore confident that this method will
prove to be useful in practical applications.
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