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Theoretical modeling of computer virus/worm epidemic dynamics is an important problem that
has attracted many studies. However, most existing models are adapted from biological epi-
demic ones. Although biological epidemic models can certainly be adapted to capture some com-
puter virus spreading scenarios (especially when the so-called homogeneity assumption holds),
the problem of computer virus spreading is not well understood because it has many important
perspectives that are not necessarily accommodated in the biological epidemic models. In this
paper we initiate the study of such a perspective, namely that of adaptive defense against epidemic
spreading in arbitrary networks. More specifically, we investigate a non-homogeneous Susceptible-
Infectious-Susceptible (SIS) model where the model parameters may vary with respect to time.
In particular, we focus on two scenarios we call semi-adaptive defense and fully-adaptive defense,
which accommodate implicit and explicit dependency relationships between the model parame-
ters, respectively. In the semi-adaptive defense scenario, the model’s input parameters are given;
the defense is semi-adaptive because the adjustment is implicitly dependent upon the outcome of
virus spreading. For this scenario, we present a set of sufficient conditions (some are more general
or succinct than others) under which the virus spreading will die out; such sufficient conditions
are also known as epidemic thresholds in the literature. In the fully-adaptive defense scenario,
some input parameters are not known (i.e., the aforementioned sufficient conditions are not appli-
cable) but the defender can observe the outcome of virus spreading. For this scenario, we present
adaptive control strategies under which the virus spreading will die out or will be contained to a
desired level.
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1. INTRODUCTION
Theoretically modeling the spreading dynamics of computer virus (or malware such as
worm and bot) is important for deepening our understanding and for designing effective, if
not optimal, defenses. We observe, however, that the utility of theoretical modeling in this
context is not well understood yet because existing models are often adapted from biolog-
ical epidemic ones. As a consequence, many existing models of computer virus spreading
dynamics made the so-called homogeneity assumption, which roughly says that the nodes
are equally powerful in infecting others. Realizing the limitation of the assumption, there
have been investigations that aim to weaken the assumption by considering heterogeneous
network topology (where different nodes may have different infection capabilities because
they have different degrees). Along this line of study, the present paper moves a step fur-
ther by exploring models that accommodate realistic scenarios where the model parameters
may change over time (i.e., the parameters are some functions of time), which captures the
fact that both attack and defense are dynamically evolving or under dynamical adjustment
and reflects the persistence of virus spreading. This allows us to investigate an impor-
tant and novel perspective of virus spreading-defense dynamics, namely that of adaptive
defense against computer virus spreading.
1.1 Our Contributions
We investigate a non-homogeneous Susceptible-Infectious-Susceptible (SIS) model in ar-
bitrary networks (i.e., there is no restriction on the topology of the spreading networks and
the nodes may have different defense or cure capabilities). The model can accommodate
both semi-adaptive defense and fully-adaptive defense. In the semi-adaptive defense sce-
nario, the input parameters in the model are known and can vary with respect to time (e.g.,
according to some deterministic functions of time or according to some stochastic process,
but we do not impose any practical restrictions on the types of functions). For this scenario,
we present a set of sufficient conditions, from general to specific (but more succinct), un-
der which the virus spreading will die out. We note that such sufficient conditions are also
known as epidemic thresholds in the literature.
In the fully-adaptive defense scenario, some input parameters are not known and thus the
aforementioned sufficient conditions are not applicable. Nevertheless, the defender might
be able to observe the outcome of virus spreading (i.e., which nodes are infected at a point
in time). For this scenario, we present adaptive control strategies under which the virus
spreading will die out or will be contained to a desired level (which is important when, for
example, the price to kill the virus spreading may be too high).
Because of the above, our model supersedes previous homogeneous and non-homogeneous
models that offered relevant analytical insights; the concrete connection will be made when
the need arises. Our analytical results are confirmed via simulation, from which we draw
additional observations that serve as hints for future modeling studies. We discuss the
practical implications of our model and the derived insights as well.
Finally, we note that the present paper is meant to explore theoretical characterizations
of spreading-defense dynamics while assuming certain parameters can be observed or mea-
sured (e.g., based on extensive data and possibly expert knowledge). This may not be fea-
sible some times. Regardless, we believe that such studies are important on their own and
represent a necessary step towards the ultimate characterization of virus spreading-defense
dynamics (which in turn helps design more effective or even optimal defenses).
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1.2 Related Work
To the best of our knowledge, there are no existing studies on modeling adaptive spreading-
defense dynamics in arbitrary networks. The work that is most closely related to ours
was due to Chakrabarti et al. [Chakrabarti et al. 2008], who considered computer virus
spreading in arbitrary networks — a scenario also investigated in [Wang et al. 2003; Ganesh
et al. 2005]. The most important contribution of these studies is the identification of a
sufficient condition (i.e., epidemic threshold) under which the virus spreading will die out;
we will discuss the relationship between their result and ours when the need arises. Earlier
studies either made the homogeneity assumption (e.g., [Kephart and White 1991; 1993])
as in biological epidemic models (see, for example, [McKendrick 1926; Kermack and
McKendrick 1927; Bailey 1975; Anderson and May 1991; Hethcote 2000]), or considered
specific non-homogeneous networks [Chakrabarti et al. 2008].
We should mention prior work that is conceptually or spiritually relevant. The concept of
“adaptable robust computer systems” was investigated by Bhargava et al. [Bhargava et al.
1986], which however has a very different meaning and is for very different purposes.
Also for a different purpose, Zou et al. [Zou et al. 2005] explored the concept of “adaptive
defense” based on cost optimization, where cost was introduced by false positives and false
negatives. In particular, they considered optimal adaptive defense against worm infection,
but is from the perspective of decision whether or not to block/allow some specific host
traffic. As such, it may be possible to combine their studies and ours because we do not
consider cost.
Outline: In Section 2 we present our model as well as the analytical insights. We report
our simulation study in Section 3. We conclude the paper in Section 4 with open problems.
2. ADAPTIVE EPIDEMIC DYNAMICS: MODEL AND ANALYSIS
2.1 The model
Primary parameters. Because we want to accommodate spreading in arbitrary networks,
we assume that virus spreads over a series of finite, dynamical graphs G(t) = (V,E(t)),
where V , |V | = n, is the set of nodes or vertices and E(t) is the set of (possibly changing)
edges or arcs at time t ≥ 0 (i.e., the topology may change with respect to time). At any time
t, an infected node u can directly infect node v if (u, v) ∈ E(t). Denote byA(t) = [avu(t)]
the adjacency matrix of G(t), where avv(t) = 0 for all v ∈ V , and avu(t) = 1 if and only
if (u, v) ∈ E(t). Note that this representation naturally accommodates both directed and
undirected topologies, and thus our results equally apply to them.
A node v ∈ V is susceptible if v is secure but vulnerable, and infected if v is suc-
cessfully attacked (i.e., infected and infectious). At any time t, a node v ∈ V is either
susceptible or infected. Moreover, a susceptible node may become infected because of
some infected node u where (u, v) ∈ E(t), and an infected node may become suscep-
tible because of cure. Since an infected node may become susceptible again, our model
falls into the category of the so-called SIS models, but our model has the unique feature
that values of the parameters can change with respect to time.
We consider two dependent variables: sv(t), the probability v ∈ V is susceptible at
time t; iv(t), the probability v ∈ V is infected at time t. We consider a continuous-time
model, which preserves the invariant sv(t) + iv(t) = 1. The model’s input parameters are:
—βv(t): The probability an infected node v becomes susceptible at time t.
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—γuv(t): The probability an infected node u successfully infects a susceptible node v
over edge (u, v) ∈ E(t) at time t. For simplicity, we assume that γuv(t) = γ(t) for all
(u, v) ∈ E(t).
For the sake of mathematical rigorousness, the βv(t)’s and the γuv(t)’s, which are proba-
bilities, should be “measurable” so as to ensure the existence of solutions to system (2.4)
and be “bounded” so as to ensure the proof of Theorem 2 can get through. To avoid any un-
necessary mathematical subtleties, we simply assume that these parameters are “boundedly
measurable,” which has no consequence in practice. Note that A(t) is naturally bounded.
Other parameters and notations. Below is a summary of the major notations used in the
paper; notations only occasionally used are explained when the need arises.
model input parameters:
A(t) = [avu(t)] the adjacency matrix of graphG(t) = (V,E(t)) where
|V | = n, and avu(t) = 1 if and only if (u, v) ∈ E(t).
Moreover, avv(t) = 0 for all v ∈ V .
βv(t) the cure capability of node v at time t
γ(t) the edge infection capability at time t
dependent variables:
sv(t) the probability node v ∈ V is susceptible at time t
iv(t) the probability node v ∈ V is infected at time t
intermediate variables:
δv(t) the probability susceptible v ∈ V becomes infected
at time t because of infected neighbors {u : (u, v) ∈
E(t)}
other notations:
λ1 the largest (in modulus) eigenvalue of adjacency ma-
trix A
‖ · ‖ the 1-norm of vector or matrix
B(t) = diag[β1(t), · · · , βn(t)] the cure probability diagonal matrix
The state transition diagram and master equation. Figure 1 depicts the state transition
diagram of a node, where the probability δv(t) is given by
δv(t) = 1−
∏
(u,v)∈E(t)
[1− γ(t) · iu(t)] . (2.1)
susceptible infected
δv(t)
βv(t)
1 - δv(t) 1 - βv(t)
Fig. 1. State transition diagram of node v ∈ V at time t
Note that in the derivation of Eq. (2.1), we assumed that the events that infected neigh-
bors infect a node are independent. Note also that sv(t) + iv(t) = 1 for any t. Based on
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the state transition diagram we obtain the following master equation of dynamics:
div(t)
dt
=
[
1−
∏
u∈V
[1− γ(t)avu(t)iu(t)]
]
[1− iv(t)]− βv(t)iv(t), (2.2)
where avu(t) = 1 if and only if (u, v) ∈ E(t).
2.2 Sufficient conditions for dying out in the scenario of semi-adaptive defense
In this subsection we present a set of sufficient conditions under which the virus spreading
will die out. The sufficient conditions are applicable when the model’s input parameters,
namely the βv(t)’s and γ(t) are given. Moreover, it is possible that βv(t) relies on γ(t);
for example, the former is an (implicit) function of the latter. This explains why we call
this scenario the semi-adaptive defense.
THEOREM 1. (a general sufficient condition under which virus spreading dies out)
Consider the following comparison (and linearization) system of Eq. (2.2):
dxv(t)
dt
=
n∑
u=1
avu(t)γ(t)xu(t)− βv(t)xv(t). (2.3)
Let x(t) = [x1(t), · · · , xn(t)]⊤, we obtain the following compact form of Eq. (2.3):
dx(t)
dt
=
[
γ(t)A(t) −B(t)
]
x(t). (2.4)
Denote by U(t, t′) the solution matrix of linear system (2.4), namely that each solution
of linear system (2.4), x(t), with initial condition x(t0) = x0, can be written as x(t) =
U(t, t0)x0. Because the solution x(t) is dependent upon the initial value x0 but the so-
lution matrix U(t, t′) is not, the corresponding maximum Lyapunov exponent (MLE) is
determined by the solution matrix (rather than by the solution x(t)) and can be defined as
[Oseledec 1968]:
µ = lim
t→∞
1
t
ln ‖U(t, 0)‖
where ‖·‖ is (for specificality) the 1-norm of matrix (because µ is independent of the choice
of the norm). If µ < 0, the virus spreading will die out regardless of the initial infection
configuration; if µ > 0 and system (2.4) is ergodic [Oseledec 1968], the virus spreading
will not die out in some initial infection configurations (i.e., “the equilibrium of i∗ = 0 is
unstable” in mathematical terms).
PROOF. Note that
1−
∏
u∈V
[1− γ(t)avu(t)iu(t)] ≤ γ(t)
∑
u∈V
avu(t)iu(t). (2.5)
If iv(0) = xv(0) for all v ∈ V , then the comparison system (2.3) satisfies that iv(t) ≤
xv(t) holds for all t ≥ 0 and v ∈ V . Since Eq. (2.3) is actually the linear system of
the system (2.2) at iv = 0 for all v ∈ V . Therefore, we can conclude that the stability
of Eq. (2.2) is equivalent to that of Eq. (2.3). In other words, if all xv(t)’s of system
(2.3) converge to zero, then system (2.2) is stable regardless of the initial values; on the
other hand, if system (2.3) is unstable, then system (2.2) is also unstable. If system (2.4)
is ergodic [Oseledec 1968], then the limit µ exists; otherwise, we can alternatively define
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µ = limt→∞
1
t
ln ‖U(t, 0)‖, where limt→∞z(t) represents the upper bound of the limit of
z(t) as t goes to infinity, is also guaranteed to exist. In any case, by applying the definition
of MLE, we obtain the theorem immediately.
Discussion. The above sufficient condition µ < 0 for the virus spreading to die out is
actually close to being necessary, meaning that if µ > 0, then the virus spreading will
not die out in most, rather than just some, initial infection configurations. According to
the Lyapunov exponent and smooth ergodic theory developed by [Pesin 1977] and many
others, µ > 0 means that the system (2.2) possesses an unstable manifold, which implies
that the stable manifold, i.e., the set of points (i.e., the initial values) starting from which
the system (2.2) converges to the origin, has dimension less than n. Therefore, the stable
manifold has Lesbegue measure 0. That is, except a set with Lesbegue measure 0, the virus
spreading never dies out with respect to any initial infection configuration.
The sufficient condition given in Theorem 1 is very general because in its derivation
no “amplification” is used and dynamical topology E(t) is accommodated. However, it
requires to, among other things, solve a system of n linear equations of n variables (equiv-
alently, diagonalizing a n× n matrix), which can be quite time-consuming for large n (the
number of nodes). In what follows we give two succinct sufficient conditions, which can
be easily connected to previous state-of-the-art results.
THEOREM 2. (a succinct sufficient condition) Suppose βv(t) = β(t) for all v ∈ V
(i.e., all nodes have the same cure capability) and E(t) = E for any time t, meaning that
the topology does not change over time and A = A(t) for any t. Consider the system
dx(t)
dt
=
[
γ(t)A− βv(t)In
]
x(t), (2.6)
where In is the n× n identity matrix. Let
γ¯ = lim
t→∞
1
t
∫ t+t0
t0
γ(τ)dτ, β¯ = lim
t→∞
1
t
∫ t+t0
t0
β(τ)dτ,
and suppose the limits exist and are uniform with respect to t0. Let λ1 be the largest (in
modulus) eigenvalue of A. If
λ1 <
β¯
γ¯
, (2.7)
then the virus spreading will die out regardless of the initial infection configuration; if
λ1 >
β¯
γ¯
, (2.8)
then the virus spreading will not die out in some initial infection configurations.
PROOF. Consider system (2.4). Let A = S−1JS be the Jordan canonical form with
J =


J1
J2
J3
.
.
.
JK


, Jk =


λk 0 0 · · · 0
1 λk 0 · · · 0
0 1 λk · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 λk


,
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where λk, k = 1, · · · ,K , are the distinct eigenvalues of A. Recall that λ1 is the largest
eigenvalue in modulus. From the Perron-Frobenius theorem [Berman and Shaked-Monderer
2003], λ1 is a real number. Then, letting y(t) = Sx(t), we have
dy(t)
dt
= [γ(t)J − β(t)In]y(t).
Namely,
dyv(t)
dt
= [γ(t)λkv − β(t)]yv(t) + ξv(t),
where λkv is the eigenvalue of A corresponding to the Jordan block Jkv that contains col-
umn v, and ξv(t) = 0 if the v-th row of S is an eigenvector of A and ξv(t) = γ(t)yv−1(t)
otherwise. First, consider v = 1 corresponding to the eigenvalues λ1. We have
y1(t) = y1(0) exp
(∫ t
0
[γ(τ)λ1 − β(τ)]dτ
)
. (2.9)
One can see that the Lyapunov exponent of system (2.9) is calculated as
lim
t→∞
1
t
ln ||y1(t)|| = lim
t→∞
1
t
ln ||y1(0)||+ lim
t→∞
1
t
∫ t
0
[γ(τ)λ1 − β(τ)]dτ
= 0 + γ¯λ1 − β¯ < 0,
which implies limt→∞ y1(t) = 0.
Assuming limt→∞ yv(t) = 0 already proved, consider yv+1(t). We have
yv+1(t) = yv+1(0) exp
(∫ t
0
k(τ)dτ
)
+
∫ t
0
ξv+1(a) exp
(∫ t
a
k(τ)dτ
)
da
where k(τ) = γ(τ)λkv+1 − β(τ). From condition (2.7), there exists a sufficiently small
ǫ > 0 such that (γ¯ + ǫ)λ1 − (β¯ + ǫ) < 0. Let ϕ = −(γ¯ + ǫ)λ1 + (β¯ + ǫ). One can see
that ϕ > 0. Since the limits
∫ t0+t
t0
β(τ)dτ and
∫ t0+t
t0
γ(τ)dτ are uniform with respect to
t0, there exists T > 0 such that
1
t− a
∫ t
a
β(τ)dτ < β¯ + ǫ,
1
t− a
∫ t
a
γ(τ)dτ < γ¯ + ǫ
hold for any a and t with t− a > T . Let Re(z) denote the real part of a complex number
z. Then, we have
Re
(
1
t− a
∫ t
a
k(τ)dτ
)
=
1
t− a
∫ t
a
[γ(τ)Re(λkv+1 )− β(τ)]dτ
≤
1
t− a
∫ t
a
[γ(τ)λ1 − β(τ)]dτ
≤ (γ¯ + ǫ)λ1 − (β¯ + ǫ) = −ϕ < 0
for all t and a with t − a > T . This implies that the first term yv+1(0) exp(
∫ t
0 k(τ)dτ)
converges to zero. Let M > 0 be a constant such that sup
τ,j
|γ(τ)λj − β(τ)| < M . For the
ACM Transactions on Computational Logic, Vol. 2, No. 3, 09 2001.
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second term, we have∣∣∣∣
∫ t
0
ξv+1(a) exp
(∫ t
a
k(τ)dτ
)
da
∣∣∣∣
=
∣∣∣∣
∫ t−T
0
ξv+1(a) exp
(∫ t
a
k(τ)dτ
)
da+
∫ t
t−T
ξv+1(a) exp
(∫ t
a
k(τ)dτ
)
da
∣∣∣∣
≤
∫ t−T
0
|ξv+1(a)| exp (−ϕ(t− a)) da+
∫ t
t−T
|ξv+1(a)| exp(MT )da.
In the case of ξv+1(t) = 0, we immediately conclude that limt→∞ yv+1(t) = 0. Other-
wise, according to the condition and the L’Hospital principle, we have
lim
t→∞
∫ t−T
0
|ξv+1(a)| exp
[
− ϕ(t− a)
]
da = lim
t→∞
∫ t−T
0 |ξv+1(a)| exp(ϕa)da
exp(ϕt)
= lim
t→∞
|ξv+1(t− T )| exp(ϕ(t− T ))
ϕ exp(ϕt)
= lim
t→∞
|yv(t− T )γ(t− T )| exp(−ϕT ))
ϕ
= 0,
due to the assumption limt→∞ yv(t) = 0. We also have
lim
t→∞
∫ t
t−T
|ξv+1(a)| exp(MT )da = 0.
Therefore, we can conclude limt→∞ yv+1(t) = 0.
Note that condition (2.8) implies that system (2.4) is unstable. Since system (2.4) is in
fact the linearization system of Eq. (2.2), we can conclude that system (2.2) is unstable
under condition (2.8). This completes the proof.
If β(t) and γ(t) are ergodic stochastic processes, from the multiplicative ergodic the-
ory of the random dynamical systems [Arnold 1998], we have the following result as a
corollary of Theorem 2.
COROLLARY 1. (another succinct sufficient condition) Suppose βv(t) = β(t) for all
v ∈ V (i.e., all nodes have the same cure capability) and E(t) = E for any time t
(i.e., topology does not change over time). Suppose {β(t)}t≥0 and {γ(t)}t≥0 are ergodic
stochastic processes (i.e., β(t) and γ(t) are some random variables). Let E(β(0)) and
E(γ(0)) be the expectations with respect to the stationary distributions of the respective
ergodic stochastic process. Suppose the convergences
E(β(0)) =
1
t
∫ t0+t
t0
β(τ)dτ, E(γ(0)) =
1
t
∫ t0+t
t0
γ(τ)dτ,
are both uniform with respect to t0 almost surely. If
λ1 <
E(β(0))
E(γ(0))
,
the spreading will die out almost surely regardless of the initial infection configuration; if
λ1 >
E(β(0))
E(γ(0))
,
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the spreading will not die out in some initial infection configurations.
Discussion. The state-of-the-art sufficient condition for the dying out of virus spreading
in an arbitrary network is λ1 < βγ , which was given in [Chakrabarti et al. 2008]. In the
setting of [Chakrabarti et al. 2008], the parameters satisfy that βv(t) = β for all v ∈ V
and all t, and γ(t) = γ for all t. As such, their result is clearly a special case of the above
Corollary 1 (note that it is guaranteed that E(γ(0)) 6= 0), and thus of the above Theorem 2.
2.3 Adaptive control in the scenario of fully-adaptive scenario
In the semi-adaptive defense scenario investigated above, we assumed that the parameters
γ(t) and βv(t) are given. What if they are not given? In what follows we investigate a
representative scenario, where the defender is not given γ(t) but can observe iv(t). Specif-
ically, we consider two sufficient conditions of adaptive control: one under which the virus
spreading will die out (Section 2.3.1), and another under which the virus spreading will
not die out but will be contained to a desired level of infection (Section 2.3.2).
2.3.1 Sufficient condition under which the virus spreading dies out under adaptive
control. The question we ask is: How should the defender adjust the defense, namely how
βv(t) should depend upon iv(t), so that the virus spreading will die out? We assume for
concreteness that βv(0) = 0 for all v ∈ V ; this accounts for the worst-case scenario.
THEOREM 3. (characterization of adaptive control strategy under which the virus spread-
ing will die out) Suppose without loss of generality βv(0) = 0 for all v ∈ V . If
dβv(t)
dt
= ρiv(t),
where ρ is an (almost) arbitrary positive constant, then the virus spreading will die out
regardless of the initial infection configuration.
PROOF. Define a candidate Lyapunov function with respect to the infectious probabili-
ties i = [i1, · · · , in]⊤ and the cure capabilities β˜ = [β1, · · · , βn]⊤:
V (i, β˜) =
n∑
v=1
iv(t) +
1
2ρ
n∑
v=1
(βv(t)− β0,v)
2.
Let β0,v , v = 1, · · · , n, be positive constants satisfying
β0,v > (n− 1) sup
t
γ(t) + 1, ∀ v = 1, · · · , n
ACM Transactions on Computational Logic, Vol. 2, No. 3, 09 2001.
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owing to the fact that 1 ≥ γ(t) ≥ 0. Due to inequality (2.5), differentiating V (i, β˜) gives
dV (i, β˜)
dt
=
n∑
v=1

1− ∏
(u,v)∈E(t)
(1− γ(t)iu(t))

 (1 − iv(t))−
n∑
v=1
βv(t)iv(t)
+
n∑
v=1
(βv(t)− β0,v)iv(t)
≤
n∑
v=1
γ(t)
n∑
u=1
avu(t)iu(t)−
n∑
v=1
βv(t)iv(t) +
n∑
v=1
(βv(t)− β0,v)iv(t)
≤
n∑
v=1
γ(t)
n∑
u=1
avu(t)iu(t)−
n∑
v=1
β0,viv(t)
≤ γ(t)(n− 1)
n∑
u=1
iu(t)−
n∑
v=1
β0,viv(t)
≤ −
n∑
v=1
iv(t).
According to the LaSalle principle [LaSalle 1960], the system converges to the largest
invariant set {(i, β˜) :
∑n
v=1 iv = 0}, which implies limt→∞ iv(t) = 0 for all v =
1, · · · , n.
The above Theorem 3 has the following implications.
PROPOSITION 1. We can bound from above the accumulated number of infected nodes
in the long run (a node is counted multiple times if it is infected at multiple points in time)
as follows:
∫ ∞
0
n∑
v=1
i(τ)dτ ≤
(n− 1)2γm
ρ
+
n− 1
ρ
√√√√ n∑
v=1
iv(0) +
(n− 1)3γ2m
2ρ
(2.10)
where γm = sup
t
γ(t) and β0,m = min
v
β0,v.
PROOF. From the proof of Theorem 3, we have
dV (i, B)
dt
≤ [γm(n− 1)− β0,m]
n∑
v=1
iv(t),
which implies
∫ t
0
n∑
v=1
iv(τ)dτ ≤
1
β0,m − γm(n− 1)
[V (0)− V (t)] ≤
1
β0,m − γm(n− 1)
V (0).
If βv(0) = 0 for all v = 1, · · · , n and all βv,0 are the same and are thus denoted by β0, we
have the following estimation:
∫ ∞
0
n∑
v=1
i(τ)dτ ≤
1
β0 − γm(n− 1)
[ n∑
v=1
iv(0) +
1
2ρ
(n− 1)β20
]
.
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By setting
β0 = a+
√∑n
v=1 iv(0) + 1/(2ρ)(n− 1)
3γ2m
1/(2ρ)(n− 1)
,
we obtain the minimum of the right-hand side and thus complete the proof.
Physical meanings of Proposition 1. The term at the left-hand side of inequality (2.10)
captures, in addition to the aforementioned estimation of the total number of infected nodes
in the network (counting repetition) over time, the convergence rate of the adaptive control
strategy. This allows us to draw the following insights: (i) The larger ρ, the faster the
virus spreading will die out; (ii) the larger degree of initial infection, the slower the virus
spreading will die out; (iii) the larger edge infection probability γ, the slower the virus
spreading will die out.
2.3.2 Adaptive control under which the virus spreading will not die out but will be
contained to a desired level. In the above we have given some sufficient condition on
adjusting the defense or βv(t) so that the virus spreading will die out. What if the required
βv(t) cannot be achieved, meaning that we may not expect that the virus spreading die
out? This is possible because the defense may not be as good as one may wish or because
of budget limitation. In this case, we ask an alternative interesting question: What it takes
so that iv(t) can converge or be contained to some pre-determined level of infection i∗v?
THEOREM 4. (characterization of adaptive control strategy under which the virus spread-
ing will be contained to a desired level of infection) Consider the following variant of the
master equation Eq. (2.2),
div(t)
dt
=
[
1−
∏
(u,v)∈E
[1− γ · iu(t)]
]
(1− iv(t))− βv(t)iv(t) + wv (2.11)
For any 1 ≥ i∗v > 0, v = 1, · · · , n, letting
β∗v =
[1−
∏
(u,v)∈E(1 − γ · i
∗
u)](1 − i
∗
v)
i∗v
,
if we use the following adaptive control strategy
dβv(t)
dt
= ρ[iv(t)− i
∗
v]iv(t), wv = η[i
∗
v − iv(t)],
where ρ is an (almost) arbitrary positive constant, and η is a positive constant with η +
min
v
β∗v > 1 + (1− γ)λ1 where λ1 is the largest (in modulus) eigenvalue of the adjacency
matrix A, we have limt→∞ iv(t) = i∗v.
PROOF. From Perron-Frobenius theorem [Berman and Shaked-Monderer 2003], we
have that there exist some positive constants P1, · · · , Pn such that P = diag[P1, · · · , Pn]
satisfies [PA+ A⊤P ] ≤ λ1P . Consider the candidate Lyapunov function with respect to
i = [i1, · · · , in]
⊤ and β˜ = [β1, · · · , βn]⊤:
V (i, β˜) =
1
2
n∑
v=1
Pv[iv − i
∗
v]
2 +
1
2ρ
n∑
v=1
Pv(βv − β
∗
v)
2.
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Differentiating V (x, β˜) gives
dV (i, β˜)
dt
=
n∑
v=1
Pv[iv(t)− i
∗
v]
{
[1−
∏
(u,v)∈E
(1 − γ · iu(t))](1− iv(t))− βv(t)iv(t)− η(iv − i
∗
v)
}
+
n∑
v=1
Pv(βv(t)− β
∗
v )(iv(t)− i
∗
v)iv(t)
=
n∑
v=1
Pv[iv(t)− i
∗
v]
{[
1−
∏
(u,v)∈E
(1− γ · iu(t))
]
(1 − iv(t))
−
[
1−
∏
(u,v)∈E
(1− γ · i∗u)
]
(1 − i∗v)− βv(t)iv(t)− β
∗
v i
∗
v + η(iv − i
∗
v)
}
+
n∑
v=1
Pv(βv(t) + β
∗
v )(iv(t)− i
∗
v)iv(t).
Note that∣∣∣∣[1−
∏
(u,v)∈E
(1− γ · iu(t))](1− iv(t))− [1 −
∏
(u,v)∈E
(1 − γ · i∗u)](1 − i
∗
v)
∣∣∣∣
≤
∣∣∣∣(iv(t)− i∗v)
∏
(u,v)∈E
(1− γiv(t))
∣∣∣∣+
∣∣∣∣(1− i∗v)[
∏
(u,v)∈E
(1− γiu(t))−
∏
(u,v)∈E
(1− γi∗u)
]∣∣∣∣
≤ |iv(t)− i
∗
v|+
∑
(u,v)∈E
|iu(t)− i
∗
u|
∏
(u1,v)∈E, u1>u
|1− γi∗u1 |
∏
(u2,v)∈E, u2<u
|1− γiu2(t)|
≤ |iv(t)− i
∗
v|+ γ
∑
(u,v)∈E
|iu(t)− i
∗
u|.
Thus, we have
dV (i, β˜)
dt
≤
n∑
v=1
Pv|iv(t)− i
∗
v|
2 +
n∑
v=1
n∑
u=1
γPvavu|iv(t)− i
∗
v||iu(t)− i
∗
u|
−
n∑
v=1
β∗vPv(iv(t)− i
∗
v)
2 − η
n∑
v=1
Pv[iv(t)− i
∗
v]
2.
Let z(t) = [z1(t), · · · , zn(t)]⊤ with zv(t) = |iv(t)− i∗v|. Since β∗v ≥ 0, we have
dV (i, β˜)
dt
≤ z⊤
[
P + γ(PA+A⊤P )/2− ηP −B∗P
]
z
≤ z⊤
[
1 + γλ1 − η −min
v
β∗v
]
Pz < 0 , ∀ z 6= 0,
where B∗ = diag[β1, · · · , βn]. Due to the LaSalle principle [LaSalle 1960], we have that
the system will converge to the largest invariant set in {(i, β˜) :
∑n
v=1[iv − i
∗
v]
2 = 0},
which implies that limt→∞ iv(t) = i∗v for all v = 1, · · · , n.
ACM Transactions on Computational Logic, Vol. 2, No. 3, 09 2001.
Adaptive Epidemic Dynamics in Networks: Thresholds and Control · 13
Discussion. The above theorem is quite general because of the term wv in Eq. (2.11). If
wv 6= 0, the adaptive control strategy must be used with caution because we must guarantee
that its value does have physical meanings. In general, wv ≤ 0 would be reasonable; in
our simulation study (Section 3), we set wv = 0 for simplicity. On the other hand, the
theorem is necessarily based on the premise that γ(t) = γ, namely that γ(t) does not vary
with respect to time, because of the way β∗v is defined. In our simulation study (Section 3),
we will show that the result is quite robust, meaning that even if γ(t) varies with respect
to time (as we considered in Section 2.2), the result is still valid. This is very important
because the fixed γ can be seen as, in a sense, the average of the unknown γ(t) over time.
Similar to Proposition 1, we can have
PROPOSITION 2. We have∫ ∞
0
n∑
v=1
|iv(τ)− i
∗
v|dτ ≤
1
minv Pv(η − 1− γλ1)
[1
2
n∑
v=1
Pi|iv(0)− i
∗
v|
2
+
1
2ρ
n∑
v=1
|βv(0)− β
∗
v |
2
]
. (2.12)
Physical meanings of Proposition 2. The above proposition offers the following insights:
The larger ρ, the larger η, the smaller λ1, the smaller γ, the smaller differential between
iv(0) and i∗v, or the smaller the differential between βv(0) and β∗v , the faster the virus
spreading will die out.
3. SIMULATION STUDY
We conduct simulation to complement our analytic study for two purposes. First, we want
to confirm our analytical results offered in Section 2. Second, we want to draw some
relevant observations that are not offered by our analytic results. Such observations may
guide future studies of analytic models (e.g., how to enhance them so that other useful
insights may be obtained analytically).
As mentioned above, our model is very general because it accommodates dynamical
graph topologyG(t) = (V,E(t)). However, it’s not clear at this stage how to appropriately
define a physically meaningful way according to which the topology changes. Therefore
we leave the full-fledged characterization (beyond what is implied by our analytical results)
of the impact of dynamical topology to future work. We conducted simulations using both
synthetic (regular, random, and power-law) graphs and a real network graph. Due to space
limitation, here we report the simulation results in the latter case (but all the simulation
results are consistent). The real network graph G = (V,E) is based on the Oregon router
views (available from http://topology.eecs.umich.edu/data.html), where
|V | = 11, 461 representing AS peers, |E| = 32, 730 representing links between the AS
peers. The largest eigenvalue of the corresponding adjacency matrix is λ1 = 75.2407.
3.1 Methodology
Our simulation is conducted in an event-driven fashion. For the purpose of studying the
dynamics under our adaptive control strategies, we need to measure iv(t), the probability
that node v ∈ V is infected at time t. This parameter can be obtained in a tedious way
(i.e., by conducting for example 100 simulation runs in parallel, rather than in sequence,
because we need to count the number of times each node v is infected at each time step).
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A much more simpler way however is to use our model formula Eq. (2.2) to compute
iv(t) instead, as long as the model is accurate. To confirm the accuracy of the model, we
compare it with simulation. For simplicity, we let both β(t) and γ(t) be some periodic
functions with period T , which means that both attack and defense vary with respect to
time. We consider three settings: β(t) and γ(t) being synchronous, asynchronous, or anti-
synchronous because we want to observe whether, and if so to what extent, the degree of
(a)synchrony has an impact on the outcome. Specifically, we consider two sets of param-
eters: β(t) ∈ {0.3, 0.5} and γ(t) ∈ {0.003, 0.007} according to the functions shown in
Figure 2; β(t) ∈ {0.005, 0.015} and γ(t) ∈ {0.003, 0.007} in the same fashion. In the
asynchronous case, we let βv(t) is T/4 behind γv(t) because cure often comes after attack
is identified. To draw insights into whether the period T has an impact on the outcome, we
consider T = 8, 16, respectively. In any case, it is clear that β(t) is an implicit function of
γ(t).
  
0.3
0.5
0.003
0.007
γβ	

(a) synchronous setting
 
0.3
0.5
0.003
0.007
γβ
(b) asynchronous setting
 
0.3
0.5
0.003
0.007
γfffiflβffi 
(c) anti-synchronous setting
Fig. 2. Examples of synchronous, asynchronous, and counter-synchronous β(t) and γ(t)
Figure 3 plots the curves obtained by simulation and by model computing in the case of
both βv(t) and γv(t) have period T = 8 and T = 16 (as shown in Figure 2). In each graph,
we let the virus initially infect 2,292 or 20% vertices that are randomly selected; note that
the degree of initial infection does not impact whether the virus spreading will die out
or not. Since the model computing and simulation results (obtained as the average of 50
simulation runs) match almost perfectly no matter the virus spreading will die out or not,
we will use simulation and model computing interchangeably. Since the same phenomenon
applies to both cases of T = 8 and T = 16, in what follows we only report the case of
T = 8. Again, the accuracy result allows us to obtain iv(t) via model computing in the
process of confirming the analytical results of our adaptive control strategies.
3.2 Confirmation of the sufficient conditions in the semi-adaptive scenario
In this section, we use the aforementioned Oregon graph to confirm our analytical results
presented in Section 2.2. We confirm Theorem 2 and Corollary 1 because they offer suc-
cinct sufficient conditions under which the virus spreading dies out.
3.2.1 Confirmation of Theorem 2. For the graph, we let the virus initially infect 2,292
or 20% randomly selected nodes, and consider three cases between the model’s input pa-
rameter — synchrony, asynchrony, and anti-synchrony as illustrated in Figure 2. Since
Theorem 2 has two parts, we confirm them respectively.
Case 1: Confirmation of the sufficient condition under which the virus spreading
will die out. We consider two sets of parameters: (i) β(t) ∈ {0.3, 0.5} and γ(t) ∈
{0.003, 0.007}; (ii) β(t) ∈ {0.1, 0.22} and γ(t) ∈ {0.001, 0.003}. Both functions, β(t)
and γ(t), have period T = 8. Both parameter sets satisfy the sufficient condition of Theo-
rem 2, namely λ1 < β¯/γ¯, which means that the virus spreading will die out. Figure 4 plots
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Fig. 3. Model accuracy
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Fig. 4. Confirmation of sufficient condition under which virus spreading dies out (T = 8)
the dynamics of the numbers of infected nodes with respect to time. From Figure 4 we can
draw the following observations. First, the virus spreading does die out at about the 50th
and 25th step, respectively, which confirms the sufficient condition under which the virus
spreading will die out. It is an interesting future work to quantitatively characterize how
the speed of convergence (i.e., dying out) depends upon functions β(t) and γ(t). Second,
it is counter-intuitive and interesting that the virus spreading is somewhat more effectively
defended against in the anti-synchronous case than in the synchronous case, which is in
turn more effectively defended against than in the asynchronous case. More studies are
needed in order to explain this phenomenon. Third, the curves are convex, meaning that
cure is more effective in the early stage of the attack-defense dynamics than in the later
stage. For example, it takes a shorter period of time to reduce the infection from 2,292
nodes to 100 nodes than to reduce the infection from 100 nodes to zero nodes (i.e., dying
out).
Case 2: Confirmation of the condition under which the virus spreading may not die
out. We consider two sets of parameters: (i) β(t) ∈ {0.2, 0.4} and γ(t) ∈ {0.003, 0.007};
(ii) β(t) ∈ {0.05, 0.15} and γ(t) ∈ {0.001, 0.003}. Both functions, β(t) and γ(t), have
period T = 8. Both parameter sets do not satisfy the sufficient condition of Theorem 2
ACM Transactions on Computational Logic, Vol. 2, No. 3, 09 2001.
16 · Shouhuai Xu et al.
because λ1 > β¯/γ¯, which means that the virus spreading does not die out in some initial
infection configurations.
 0
 300
 600
 900
 1200
 1500
 1800
 2100
 2400
 2700
 3000
 0  20  40  60  80  100
n
u
m
be
r o
f i
nf
ec
te
d 
no
de
s
time
synchronous case
asynchronous case
anti-synchronous case
(a) Parameter set (i)
 0
 300
 600
 900
 1200
 1500
 1800
 2100
 2400
 2700
 3000
 0  20  40  60  80  100
n
u
m
be
r o
f i
nf
ec
te
d 
no
de
s
time
synchronous case
asynchronous case
anti-synchronous case
(b) Parameter set (ii)
Fig. 5. Confirmation of virus spreading not dying out (T = 8)
Figure 5 plots the dynamics, from which we draw the following observations. First,
the virus spreading does not die out, which confirms Theorem 2. Second, all the curves
exhibit periodic behaviors, but the extent of oscillation in the case of anti-synchrony is more
significant than in the case of asynchrony, which in turn is more significant than in the case
of synchrony. This means that the degree of synchrony between β(t) and γ(t) will impact
the outcome when the virus spreading does not die out. Third, comparing Figures 5(a) and
5(b), we observe that, under the same synchrony, the outcome will depend on functions
β(t) and γ(t). More studies are needed to characterize these dependence relationships.
3.2.2 Confirmation of Corollary 1. Corollary 1 gives an even more succinct sufficient
condition under which the virus spreading will die out. For the graph, we let the virus
initially infect 2,291 or 20% randomly selected nodes. For the case the sufficient condition
in Corollary 1 is satisfied, we consider two sets of parameters that are uniformly chosen
at random from certain intervals: (i) β(t) ∈ [0.7, 0.9] and γ(t) ∈ [0.006, 0.0014]; (ii)
β(t) ∈ [0.1, 0.3] and γ(t) ∈ [0.0015, 0.0035]. In each parameter setting, the sufficient
condition stated in Corollary 1 is satisfied, namely λ1 < E(β(0))/E(γ(0)), which means
that the virus spreading will die out.
For the case the sufficient condition in Corollary 1 is not satisfied, we consider two
sets of parameters that are uniformly chosen at random from certain intervals: (i) β(t) ∈
[0.4, 0.6] and γ(t) ∈ [0.006, 0.014]; (ii) β(t) ∈ [0.05, 0.15] and γ(t) ∈ [0.0015, 0.0035].
In each parameter setting, the sufficient condition stated in Corollary 1 is not satisfied
because λ1 > E(β(0))/E(γ(0)), and thus the analytical result says that the virus spreading
does not die out in some initial infection configurations.
Figure 6(a) plots the dynamics of the number of infected nodes with respect to time
when the sufficient condition is satisfied. From it we can draw the following observations.
First, the virus spreading does die out, as predicted by Corollary 1. Second, the larger the
β(t), the more effective the defense against the virus spreading. Third, all the curves are
convex, meaning that it takes a shorter period of time to significantly reduce the number
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Fig. 6. Confirmation of Corollary 1 (T = 8)
of infected nodes (e.g., from 2,291 to 50) than to making the virus spreading die out (e.g.,
from 50 to zero).
Figure 6(b) plots the dynamics of the number of infected nodes with respect to time
when the sufficient condition is not satisfied. From it we can draw the following obser-
vations. First, the virus spreading does not die out, which confirms Corollary 1. Sec-
ond, the larger (in a stochastic sense) the β(t), the earlier the system will converge to the
steady state. However, the ultimate degree of infection does not depend on β(t), but rather
on E(β(0))/E(γ(0)), which means that E(β(0))/E(γ(0)) may be used as an indicator of
steady-state infection when the virus spreading does not die out. It is an interesting future
work to rigorously characterize this phenomenon.
3.3 Confirmation of the controllability in the fully-adaptive scenario
3.3.1 Confirmation of Theorem 3. Theorem 3 states that even if we do not know γ(t)
but we may be able to observe iv(t) and may be able to adjust the defense as needed,
following its control strategy will cause the dying out of the virus spreading. To compare
the effects of adaptive control and semi-adaptive control, in our simulation study, we also
used the periodical functions β(t) ∈ {0.375, 0.40} and γ(t) ∈ {0.003, 0.007}with period
T = 8 as illustrated in Figure 2. These parameters satisfy the sufficient condition in Theo-
rem 2, which means that the virus spreading will die out as we discussed above. To ensure
comparability, we also let the virus initially infect 2,291 or 20% randomly selected nodes.
As mentioned before, since the anti-synchronous defense is somewhat more effective than
the synchronous and asynchronous defenses, we will compare it with the outcome of the
adaptive control strategy.
Figure 7(a) plots the dynamics of the number of infected nodes with respect to time
in the following four cases: the adaptive control parameter ρ = 0.005; the adaptive
control parameter ρ = 0.01; the adaptive control parameter ρ = 0.02; the comparison
dynamics corresponding to the anti-synchronous case with T = 8 periodical function
β(t) ∈ {0.375, 0.40}. We draw the following observations. First, ρ plays a crucial role
in indicating the rate at which the virus spreading dies out. For example, for ρ = 0.02, it
takes only about 80 steps to reduce the number of infected nodes from 2,291 to 160 (nev-
ertheless it takes another 60 steps to kill the virus spreading, namely to reduce the number
of infected nodes from 160 to zero); for ρ = 0.01, it takes about 130 steps to reduce the
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Fig. 7. Confirmation of semi-adaptive dying out vs. fully-adaptive control
number of infected nodes from 2,291 to 160 (nevertheless it takes about another 100 steps
to kill the virus spreading, namely to reduce the number of infected nodes from 160 to
zero). This also confirms the physical meanings of Proposition 1 discussed above.
Second, Figure 7(a) indicates that for all ρ = 0.005, ρ = 0.01 and ρ = 0.02, the
fully-adaptive defenses are less effective than the semi-adaptive defense represented by
β(t) ∈ {0.375, 0.40}. As we show in Figure 7(b), this is caused by the fact that the
semi-adaptive β(t) is much larger than the adaptive β(t). This means that the sufficient
condition in the semi-adaptive case, under which the virus spreading dies out, may be
significantly beyond being necessary. In contrast, the fully-adaptive control strategy is
much more “cost-effective” because larger β(t) will likely cause a higher cost.
3.3.2 Confirmation of Theorem 4. Theorem 4 states that even if we do not know γ(t)
but we may be able to observe iv(t) and may be able to adjust the defense (but can-
not kill the virus spreading), then following its control strategy will cause the contain-
ment of the virus spreading. In our simulation study, we used the periodical function
γ(t) ∈ {0.0005, 0.001} with period T = 8 similar to what was shown in Figure 2. This
input parameter is not used in our adaptive control algorithm, rather it is merely for the
purpose of comparison to the sufficient condition in Theorem 2, which requires the βv(t)
satisfy certain property (for example, we use β(t) ∈ {0.01, 0.02}, meaning that the virus
spreading does not die out as predicated), and the βv(t) derived from our adaptive con-
trol strategy. To ensure the comparability, we also let the virus initially infect 2,291 or
20% randomly selected nodes. As mentioned before, since the anti-synchronous defense is
more effective than the synchronous and asynchronous defenses, we will compare it with
the outcome of the adaptive control algorithm.
In our simulation we set i∗ = 0.1 (i.e., we want to contain the degree of infection to
10%) and uv = 0 (i.e., a special case of Theorem 4). Figure 8(a) plots the dynamics
of the number of infected nodes with respect to time in the following three cases: the
adaptive control parameter ρ = 0.001; the adaptive control parameter ρ = 0.001 with
fixed γ¯(t) = (0.0005 + 0.001)/2 = 0.00075 as specified in Theorem 4); the compari-
son dynamics corresponding to the anti-synchronous case with T = 8 periodical function
β(t) ∈ {0.01, 0.02}. We draw the following observations. First, the control strategy does
contain the infection to the pre-determined level of i∗ = 0.1 or 10% infection. Moreover,
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Fig. 8. Confirmation of the virus spreading containment via fully-adaptive control (the
red-color curves are hidden behind the green-color curves)
the adaptive control strategy is robust because perturbation in γ does not fundamentally
change the dynamics behavior. This also confirms the physical meanings of Proposition 2
discussed above.
Second, Figure 8(a) indicates that the adaptive defenses are slightly less effective in
defending against the virus spreading than the defense of T = 8 periodical function β(t) ∈
{0.01, 0.02}. As we show in Figure 8(b), the adaptive control strategy can be much more
“cost-effective” because it leads to significantly smaller β(t).
4. CONCLUSION
We have presented a novel dynamical systems model for studying both semi-adaptive and
fully-adaptive defenses against virus spreading. For semi-adaptive defense, we give gen-
eral as well as succinct sufficient conditions under which the virus spreading will die out.
For fully-adaptive defense, we characterize two adaptive control strategies under which
the virus spreading will die out or will be contained to a desired level of infection. Our
analytical results are confirmed with simulation study.
This paper brings a range of open questions for future research. In addition to those
mentioned in the body of the paper, here are more examples: What are the necessary
conditions under which the virus spreading will die out? What are the optimal adaptive
control strategies?
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