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Uno de los problemas al que con más frecuencia 
debe enfrentarse un estadístico que trabaje en la 
práctica es el recibir datos obtenidos con bastan-
te esfuerzo y a altos costos con la misión de ex-
traer de ellos una cierta o la mayor información 
estadística posible. El trabajo de encontrar "bue-
nos" estimadores o de realizar pruebas de hipótesis 
"óptimas" es bastante elemental cuando estos datos 
provienen de un modelo de diseño de experimentos c£ 
nocido y "limpiamente" realizado, pero lamentable-
mente no es ésta la generalidad. En la mayoría de 
los casos los datos provienen de modelos no conoci-
dos, no completamente ortodoxos y el estadístico es 
el encargado de aplicar métodos, como el aquí ex-
puesto, para obtener lo que de él se exige. 
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A nivel teórico representa este artículo un a-
vance importante en la teoría de los modelos line£ 
les y el diseño de experimentos, aunque lo que aquí 
se expone tiene una edad mayor de 20 años y cientí-
ficamente tan solo un caso especial de métodos más 
sofisticados y modernos (1977-1978) constituye una 
buena manera de comenzar a familiarizarse con los 
modelos lineales. 
Por último quiero aclarar que este no constitu-
un trabajo original (a nivel científico) sino un r£ 
sumen sencillo y sin demostraciones del trabajo re£ 
lizado en 1961 por Graybill y Hultquist [9]. Este 
artículo fué el manuscrito en mi charla del 25 de 
Sep./80 en la U. Nal. 
Mode1 o. 
y = Xo6o+X^8^ + ...-HXfc^^8fe^j 
donde 
y = («X 1)-vector de observaciones 
8̂ 1 = constante fija desconocida (normalmente y) 
Ü 
Notación X„ •• 1^ O n 
X^ = ( n ^ p ^ )-matrice8 de constantes conocidas. 
^ k + l " ^n>^n (Matriz de identidad). 
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8, = (nxl)-vector aleatorio (normalmente llamado 
fe-H 




( I = l,...,fe) vector aleatorio 
Supuestos 
1. Independencia estocástica de los vectores aleato 
rios 8. y entre las variables aleatorias dentro de 
los vectores. 
2. 8. ( I " l,...,fe-»-l) tiene una distribución multi-
2 
normal con media O (vector cero) y varianza o . I . 
3. Sea X.»X. » A- (8 es la notación para 8 tras-
puesto) se exige entonces: 
a) A. { I = 0,l,...,fe-H) son linealmente independiejn 
tes . 
b) El producto A.*A. = A-'A- para todo l , j » 0,1,.. 
A, j J A . 
.,fe+l . 
Nota: Si X„ = 1 entonces A^ = 
1 1 ... 1 
1 1 . . . 1 
1 1 n'<n 
emplearemos para esta matriz la notación 1„. 
n 
k . Lí matriz X. es tal que 
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a) 1 «X . = .̂  . 1 ; /l .€ Z"̂  
b ) X . • 1 = 1 
i p - I 
es decir 










~ . ~ 
5. Si 
^ 1 
" 1 2 
X.P 
se exige • ' < 00 •' 
para todo 
y , fe=i , . . , p^ 
para todo I = 1 , . . . , fe-H 
2 2 
6. '^0'"^ 1 ' • • '''̂ fc-i-l ® ° " f une ionalmente independientes. 
Nota: En la práctica los modelos comúnmente más utili^ 
zados satisfacen el modelo y las suposiciones plantea^ 
das, por ejemplo: los modelos de diseño de experimen-
tos con igual número de subclases. 
- Modelos cruzados de tamaño n con o sin interacción. 
- Modelos anidados de tamaño n . 
- Modelos de parcelas divididas. 
además sí olvidamos los supuestos 3b) y 4. el modelo 
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de regresión es un modelo II de Eisenhart. 
Problema; El problema a resolver es encontrar a) e^ 
2 
tadístieos que estimen la constante 6» y a • , I ^ 
l,...,fe+I; b) las distribuciones de estos estadísti^ 
eos y c) las restricciones que se deben imponer al 
modelo para que los estimadores sean "óptimos" es 
decir insesgados y únicos de mínima varianza. 
Desarrollo. Dado que existe independencia estocaste 
ca (sup.l) y distribución normal de los 8. { I = 1,. 
. . , fe-i-1) (sup.2) sabemos que la densidad de / es 
6 y ( y ) '̂  e x p { ( y - i ^ 8 Q ) ' i / ( í / ) " ^ y - i ^ 8 Q ) } 
nuestro propósito es expresar esta forma cuadrática 
en forma tal que podamos distinguir la pertenencia 
de esta familia a la clase exponencial. 
Llamemos V(.y) = f entonces 
fe-H fe-l-1 fe-H fe-fl 
X.-0 ^»1 4 . " ! 4.-1 
Llamemos ahora W = E{yy ) entonces 
fe-H fe-H , fe-l-l fe-fl , , 
W = e [ ( I X^8^)( I K . S . ) ] . E [ ( I X^8^)( I B.K^)] 





Teorema 1 . (Alg.Lin.) Sea ¿ t a can t idad de vatofie¿ 
pAoploA dl^exenteA ent^e ¿ i de l a matr iz W, entonces 
6 ^ fe+2. 
,A, ¿on matKl-Teorema 2. (Alg. Lin.) S I A ,A ,. 
ce¿ ¿lmitf i lca¿ que conmutan do¿ a do¿ entonce¿ ex-¿4 
t e una mat i l z octogonal P t a l que PA P = P• donde 
V. e¿ l a matr iz diagonal con{,OAmada pol to¿ valoh.e¿ 
pn .op lo¿ de A-, [l] pag.35 Teor.54, [2]pag.l89. 
Entonces podemos diagonalizar la matriz W 
fe-fl , , fe-fl -
P( I o^A .)P = I o V . 
l ' -O ^ ^ 1 = 0 ^ ^ 
PWP 
O Veamos ahora que según nota del supuesto 3 
esta matriz tiene rango uno y por lo tanto un solo 
valor propio diferente de cero y este es n . 
" „ • 
Si escogemos apropiadamente P podemos obtener que 
n I 
O y como ya establecimos que ¿ sea 
P Q sea 
O 
O 
la cantidad de valores propios diferentes entre si 





B ; + I a ^ . V . 
O > - -t -t 
^ = 0 
1 
' • d . 
' d j 
¿ J 
1 v e z 
«2 v e c e s 
n . v e c e s 




r t * 
^ 2 - ^ n . 
^ ¿ " ^ n 
* 2 
donde d^ = d . - n B ^ . 
Ahora volviendo al problema inicial llamemos 
O = ( V - 1 ^ 8 Q ) 1/ ^ ( ^ - 1 ^ 8 ^ ) e n t o n c e s 
O = ( y - l ^ B ^ ) ' p ' p I / " ^ P ' P ( I / - I ^ 8 Q ) 
= ( P / - P 1 ^ 8 o ) ' ( P l / P ' ) " ^ P y - P l ^ 8 Q ) y a s í 
a=(py -p i „8Q) 
l / d 
(l/ '^J^. 
\hK ¿ ' ¿ 
( P Í ' - P I ^ B Q ) 
Ahora observamos que PA^P = diag . (nOO. . .0) es de-
cir PKQK'QP ' = ^ ^ n ^ n ^ ' " diag. (nOO. . . 0) y si particio 
namos P 
P 
donde P es una (n xn)-matriz; obtenemos 
•lln>' - " - ^ ^ l ' n ' ^ 
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(P 1 ) = O para todo u = 2,...,¿ y así podemos ex 
r e s a r 
= 




•V ^ 1 ' l/dj 
' ^ d . ' ^ n 
l/d.I 
¿ ' n ¿1 
P,y-B^n 
p , y 
\ ' 
\ 
es decir ^ = I /d* (P^V-B^n^)^ '*' I I T ^'^ú^u'' ^ ^^^ ^^ 
u=2 "a 
densidad 
é y i y ) = exp{l/dJ(Pjy-8on^)2 -f [ ^ ^ ' P Ú ^ U ^ I I 
u=2 "U 
Así obtenemos ¿ estadísticas suficientes según el 
criterio de Neymann [3j pág.150 teor.3.22. 
r _" 
Pj/, y P^P.^."^, . . . , y P^P^V y según teorema de Leh-
mann-Scheffé podemos comprobar que éstas conforman 
un conjunto minimal suficiente [4]. 
Teorema 3. S^ A » fe-f2 e n t o n c e s e l c o n j u n t o de e¿ta^ 
d í ¿ t l c a ¿ P. , y P P y (u = 2 , . . . , 4 ) genefian una ((a 
m i l l a c o m p l e t a , [5] . 
Veamos por último la distribución de cada una 
de ellas. 
1. p,y ~ " ( P i ^ A ' ^ ^ P P ' "í^o""^' <> 
2. Según teorema de Graybill [6] se cumple (también 
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en este caso) 
I I 
y p p y 
,^ "• - x l y debido a que P/^^P/y = 0 (li ?< v) 
u u 
se puede demostrar la independencia estocástica de 
todas estas variables aleatorias; es decir tenemos 
estimadores insesgados para 8 Q y d 2 , - ' ' , d . . 
Ahora si se cumple que ¿ = fe-f 2 , es decir si hay 
completez, podemos aplicar el teorema de Lehmann-
Seheffé [7] que dice: Si U(T) es insesgado para 9. 
T conforma un conjunto de estadísticas suficieii 
tes y la familia de densidades Z(T) es completa en-
tonces UiT) es el único estimador insesgado de míni^ 
ma varianza para 9. 
Y este era precisamente nuestro propósito, veamos 
ahora un ejemplo práctico. 
Ej emplo; 
^ I j = ^ ^ ^ l ^ ^ j ' ^ ' ^ l j i l ' 1,2 y = 1,2) 


















8^ ~ «(0, a^) 
2 
T. ~ n(0, 0^) 
e^- n(0, o2) 
i . i . d . 
para todo I , j 







































fe+1 = 3 ; 
= diag 
^ = diag(Il2. ^ 2 * ^2* ^2^ 
1 0 1 o' 
0 1 0 1 
1 0 1 0 


















y por supuesto A. 
1 
8^ 
1 L J 
~"1 ^ 1 ^ . 
-1 - 1 
I - 1 -1 
-1 - 1 1 
1 1 - ] 
1 - 1 - ] 




1 ^ 1 
- ; 
~ - -
— 1 1 -• 
•-. -_1 _ L -J 
l - 1 _ - 1 ] 
1 - 1 -
-
^ -- , 
-
V. - PA -P 
A. 
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P Q = d i a g ( 8 . O, O, O, O, O, O, 0) 
P j - d i a g ( 2 , 2 , O, O, 2 , 2 , O, 0 ) 
p2 = d i a g ( 2 , 2 , 2 , 2 , O, O, O, 0) 
^3 ' h 
3 
PWP'̂  I a\v^ - diag(8^-f2a^-f2oJ-fo^, 2o^-f2oJ+aJ. 
^ - l 
2 2 2 2 2 2 2 2 2 2 
20^- fa^ , 2a^ - fa^ , 2o^ - fa^ . ^ ^ ^ ' ^ e * ^e» ^ e ^ 
= d i a g ( < í ^ ,(Í2»<^3.<^3.<^4 »<^4.c'5.cÍ5) 
y por consecuencia P será particionada como arriba 
se señala. 
4 " 5 > 4 ' = f e - f 2 es decir no hay completez, además 
n, •= 1 n2 = 1 n- = 2 n, « 2 y n^ = 2. Las es-
tadísticas suficientes que se obtienen son: 
I ^ • • 
p y „ ^ « i ' l >2 y „ / Q 1 Í , . ^ * 
^ 8^ 
Tj ~ n ( 8 ^ y , r i p ; E Úl £i 
y ' p ' p y - i / 8 ( J: y ^ . - I y . . ) ' ^ j , ^ .. ^ , 
^ ^ l , j - 3 ^^ l , Í - V ^^ / 02 1 
/ p ; p 3 y - l / * ( ( ^ l + i ' 2 l - ^ 2 - ^ 2 > ' ^ < ^ 3 3 + ^ 3 - ^ 4 - ^ 4 > ' > 
- T. 
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V'P[P,V - l/A((y,i+yi2-^l-^22>'^<^3^^4-^3-^4>'> 
v'p'^P^y - l/A((^,+i^22-^2-^21>'^í^3+%4-^4-%3>'> 
Y aunque no podemos decir mucho acerca de la "cali-
dad" de estos estimadores si podemos realizar pruebas 
de hipótesis en base a la distribución F dado que es-
- . 2 
tas estadísticas tienen una distribución X • 
Un último ejemplo es el conocido diseño de expe-
rimentos de bloques aleatorios (b-bloques y t-trata-
mientos) ; el modelo es: 
y = yl -f Xĵ B + X2T + e donde X^ - diag (1_̂ , 1^, . . , 1^) 
Xĵ  = (btxb)-matriz 
X2 = diag(I_^, I^, . . . , I^) , X2 " (btxb)-matriz 
A, - ^ i - ^ ( h , h ' - " ' h \ t ^ b t 
f<2 = *'^^8(X2'^2 • * • ''''̂ 2̂ btxbt ' ^°^ valores propi 
de h/ son: 
os
2 2 2 ^ 2, 2 ^ 2 ^ 2^^ 2^ 2 
O3, ta.-fOj, bOj+o^ y tby -fta.-fba2+CT2 ; 
y en este caso ¿ > 4 - fe-f2 y los estimadores obteni^ 
dos son los estimadores cuadráticos únicos de mínima 
varianza. 
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Conc I US i one s y. r e c o m e n da c l o n e s . 
E n f r e n t a d o s a un p r o b l e m a de este tipo y luego 
de c e r c i o r a r n o s c o m p l e t a m e n t e de la v a l i d e z de los 
s u p u e s t o s es r e l a t i v a m e n t e fácil a p l i c a r el m é t o d o 
p a r a e n c o n t r a r e s t i m a d o r e s de "alta c a l i d a d " o r e a -
lizar p r u e b a s de h i p ó t e s i s u n i f o r m e m e n t e m á s p o d e r £ 
sas . 
C u a n d o la c o m p l e t e z no e x i s t e h a b r á que p r o b a r 
los e s t i m a d o r e s a la c o t a de R a o - C r a m e r o t r a t a r de 
o b t e n e r e s t i m a d o r e s por o t r o s m é t o d o s - M i n g u e ó 
M i v q u e - [sJ, y asi p o d e r h a c e r c o m p a r a c i o n e s ( V a -
r l a n z a s ) . 
Para a q u e l l o s que se i n t e r e s a n d e s d e el p u n t o 
de v i s t a t e ó r i c o t e n d r á n que r e c u r r i r al a r t i c u l o 
o r i g i n a l ( d o n d e se e n c u e n t r a n a p r o x i m a d a m e n t e 10 
e r r o r e s t i p o g r á f i c o s que h a c e n m á s d i f í c i l su com-
p r e n s i ó n ) o al l i b r o de K e n d a l l y S t u a r t , The a d v a n 
ced t h e o r y of s t a t i s t i c s , G r i f f i n - L o n d o n 1 9 7 3 , V o l . 
2 y 3 c a p . 2 3 - 3 6 d o n d e el a r t i c u l o ha sido t r a b a j a 
do en forma a m p l i a . O t r o caso d i f e r e n t e desarrolla^ 
do en forma s i m i l a r se e n c u e n t r a en el a r t i c u l o : 
H u 1 t q u i s t , R . , A t z i n g e r , E . The m i x e d e f f e c t s m o d e l 
and s i m u l t a n e o u s d i a g o n a l i z a t l o n of s y m m e t r i c 
m a t r i c e s , the a n n a l s of m a t h . S t a t . 1973 V o l . 4 3 
p a g . 2 0 2 4 - 2 0 3 0 . 
P a r a f i n a l i z a r q u i e r o de n u e v o s e ñ a l a r que toda esta 
t e o r í a se c o n v i e r t e en c a s o s p a r t i c u l a r e s del t r a b a -
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jo realizado por Seely en los últimos años, por eso 
son recomendables los siguientes artículos: 
Seely,J. Minimal sufficient statistics and complet£ 
ness for multivariate normal familias, Sankhyá 
1977 Vol. 39 pág. 170-185. 
Seely,J.A. Compl. suff. statistics for the linear 
model under normality and a singular covariance 
matriz, Communic. Statistics 1978 Vol.15 pág. 
1465-1473. 
* * * 
BIBLIOGRAFÍA 
[l] Ballman.R., I n t K o d u c t l o n t o m a t r i z a n a t y ¿ l ¿ , Me 
Graw-Hill, N.Y. (1960). 
[2] Thrall,R., Tornheim,L., Vec to r ¿pace¿ and matA.1 
c e ¿ , John Wiley and sons, N.Y. (1957). 
[3] Witting,H., Ma thema t l ¿che S t a t l ¿ t l k , B.g. Teubner 
Stuttgart (1978) . 
[4] Lehmann,L., Scheffé.H., C o m p l e t e n e ¿ ¿ , ¿ I m i t a n KC 
g l o n and u n b l a ¿ e d e ¿ t l m a t l o n , part. I, Sank-
hyá, Vol. 10 pág. 305-340, (1950). 
[5] Gautschi.W., Some fiemafik¿ on He^bach ' ¿ p a p e l , 
Ann. Math. Stat. Vol. 30 pág. 960-963, (1959), 
[6] G r a y b i l l , F . , Mar s a g l i a , G . , 1 dempoten t matfLlce¿ 
and quad f i a t l c (Jo>imA l n t h e g e n e n a l t l n e a i hy-
p o t h e ¿ l ¿ . Ann. Math. S t a t . Vo l . 28 p a g . 6 7 8 -
686 , ( 1 9 5 7 ) . 
65 
[7] Mood,A..Graybill,F., Boes,D., I n t r o d u c t i o n o^ 
t h e t h e o x y o^ ¿ t a t l ¿ t l c ¿ , Mc-Graw Hill, 
N.Y. (1950). 
[s] Rao,C.R., Ulnlmum vaKlance quad^ ia t l c u n b l a ¿ e d 
e s t i m a t i o n o^ vaKlance component¿ , Journal 
of multivariate analysis 1 N''4, pag. 445-
456, (1971). 
, E ¿ t l m a t l o n o^ vaf i lance and covaf t lance 
COmponent¿ MIWOUE thecKy , J o u r n a l of multi_ 
v a r í a t e a n a l y s i s 1 N ' ' 4 , p a g . 2 5 7 - 2 7 5 , ( 1 9 7 1 ) 
K l e f f e , J . Op t lma l e ¿ t l m a t l o n o{¡ vaf i lance compo-
n e n t s , a ¿ufLvey, Sankhyá Vo l . 39 , ( 1 9 7 7 ) . 
[9] G r a y b i l l , F . , H u l t q u i s t , R . , Theo^ems conceKnlng 
E l s enha f i t ' S m o d e t t I I , Ann. Math. S t a t . 
Vo l . 32 p á g . 2 6 1 - 2 6 9 , ( 1 9 6 1 ) . 
66 





La Sociedad Colombiana de Matemáticas se propo-
ne realizar un seminario-taller de Matemática Apli-
cada sobre los siguientes temas específicos: 
Optimización numí.fLlca 
Mítodoi numéricos pafia s i s temas l i n e a l e s 
lAodeloi matemS.tlcos pafta fiecufisos n a t u r a l e s 
Sistemas de Ecuaciones Vlf^exenclates de Stufim-Llou-
v l t l e 
ProgfLamaclón de mlcfiocumputadoxes 
PfLobabllldad y E s t a d í s t i c a Matemática 
Participantes invitados del exterior: 
W l l t l a m R. VeHfilck (U.of Montana). Modelos de admi-
nistración de recursos, optimización. 
J u l i o C. V í a z (u.of Kentucky). Optimización numérica 
8^uce H. E d w a i d s (u.of Florida). Métodos numéricos 
para ecuaciones diferenciales. 
K t a n LazeK (U. of Cincinnati). Sistemas de ecuacio-
nes diferenciales. Análisis Funcional. 
S h a l K khmad (U.of Florida). Sistemas de Sturm-Liouvi^ 
lie. 
J o h n Ho>iváth (U. of Maryland). Análisis Funcional. 
Fechas: 10 al 22 de Agosto-1981 
Informes: Sociedad Colombiana de Matemáticas 
Apartado Aéreo 2 5 2 1 
Bogotá. 1. 
