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Abstract
We initiate a program of average-smoothness analysis for efficiently learning real-valued
functions on metric spaces. Rather than using the (global) Lipschitz constant as the regular-
izer, we define a local slope at each point and gauge the function complexity as the average
of these values. Since the average is often much smaller than the maximum, this complexity
measure can yield considerably sharper generalization bounds — assuming that these admit
a refinement where the global Lipschitz constant is replaced by our average of local slopes.
Our first major contribution is to obtain just such distribution-sensitive bounds. This re-
quired overcoming a number of technical challenges, perhaps the most significant of which
was bounding the empirical covering numbers, which can be much worse-behaved than the
ambient ones. This in turn is based on a novel Lipschitz-type extension, which is a pointwise
minimizer of the local slope, and may be of independent interest. Our combinatorial results
are accompanied by efficient algorithms for denoising the random sample, as well as guaran-
tees that the extension from the sample to the whole space will continue to be, with high
probability, smooth on average. Along the way we discover a surprisingly rich combinatorial
and analytic structure in the function class we define.
1 Introduction
Smoothness is a natural measure of complexity commonly used in learning theory and statistics.
Perhaps the simplest method of quantifying the smoothness of a function is via the Lipschitz
seminorm. The latter has the advantage of being an analytically and algorithmically convenient
broadly applicable complexity measure, requiring only a metric space (as opposed to additional
differentiable structure). In particular, the Lipschitz constant yields immediate bounds on the
fat-shattering dimension [Gottlieb et al., 2010], covering numbers [Kolmogorov and Tihomirov,
1961], and sample compression [Gottlieb et al., 2018] of a function class, which in turn directly
imply generalization bounds for classification and regression.
The simplicity of the Lipschitz seminorm, however, has a downside: it is a worst-case measure,
insensitive to the underlying distribution. As such, it can be overly pessimistic in that a single
point pair can drive the Lipschitz constant of a function arbitrarily high, even if the function is
nearly constant everywhere else. Intuitively, we expect the complexity of learning a function that
is highly smooth, apart from of low-density regions of high fluctuation, to be determined by its
average — rather than worst-case — behavior. To this end, we seek a complexity measure that
is resilient to local fluctuations in low-density regions. Formalizing this intuition and exploring
its analytic and algorithmic ramifications is the main contribution of this paper.
Very roughly speaking, to learn an L-Lipschitz (in the Euclidean metric) function f : [0, 1]d →
[0, 1] at fixed precision and confidence requires on the order of Ld examples [Wainwright, 2019],
and this continues to hold in more general metric spaces [Kpotufe, 2011, Kpotufe and Dasgupta,
2012, Kpotufe and Garg, 2013, Gottlieb et al., 2017, 2014, Chaudhuri and Dasgupta, 2014]. The
goal of this paper is to replace the worst-case Lipschitz constant L by an average one L¯, while still
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obtaining bounds of the genral form L¯d. Further, we seek fully empirical generalization bounds,
without making any a priori assumptions on either the target function or the distribution.
Our contributions. A detailed roadmap of our results is given in Section 4; here we only
provide a brief summary. We initiate a program of average-case smoothness analysis for efficiently
learning binary and real-valued functions on metric spaces. To any function f : Ω→ R acting on
a metric probability space (Ω, ρ, µ), we associate a complexity measure Λf = Λf (Ω, ρ, µ) ∈ [0,∞],
which corresponds to an average slope. Our measure always satisfies Λf ≤ ‖f‖Lip and, as we
illustrate below, the gap can be considerable. Having defined our notion of average smoothness,
we show that the worst-case Lipschitz constant L can essentially be replaced by its averaged
variant Λf in the covering number bounds. Our results are fully empirical in that we make no a
priori assumptions on the target function or the sampling distribution, and only require a finite
diameter and doubling dimension of the metric space. The statistical generalization bounds are
accompanied by efficient algorithms for performing sample denoising and a novel Lipschitz-type
extension for label prediction on test points. The function classes we define turn out to exhibit
a surprisingly rich structure, making them an object worthy of future study.
2 Related work
For the line segment metric (Ω, ρ) = ([a, b], |·|), the bounded variation (BV) of any f : [a, b]→ R
with integrable derivative is given by V ba (f) =
∫ b
a |f ′(x)| dx; this is perhaps the most basic no-
tion of average smoothness. BV does not require differentiability; see Appell et al. [2014] for an
encyclopedic reference. Generalization bounds for BV functions may be obtained via covering
numbers [Bartlett et al., 1997, Long, 2004] (the latter also gave an efficient algorithm for learning
BV functions via linear programming) or the fat-shattering dimension [Anthony and Bartlett,
1999, Theorem 11.12]. The aforementioned results correspond to the case of a uniformly dis-
tributed µ on [a, b], and thus are not distribution-sensitive. A natural extension of BV to general
measures would be to define V ba (f) =
∫ b
a |f ′(x)| dµ(x), but then the known fat-shattering and
covering number estimates break down.
Generalizing the notion of BV to higher dimensions is not nearly as straightforward. A com-
mon approach is via the Hardy-Krause variation [Appell et al., 2014, Kuipers and Niederreiter,
1974, Niederreiter and Talay, 2006]. Even the two-dimensional case evades a simple character-
ization; counter-intuitively, Lipschitz functions f : [0, 1]2 → R may fail to have finite variation
in the Hardy-Krause sense [Basu and Owen, 2016, Lemma 1]. Some (rather loose) L1 covering
numbers for BV functions on [0, 1]n were obtained by Dutta and Nguyen [2018, Theorem 3.1];
these are not distribution-sensitive. Generalizations of BV to metric measure spaces beyond the
Euclidean are known [Ambrosio and Ghezzi, 2016]; we are not aware of any covering number or
combinatorial dimension estimates for these.
If one considers bracketing (rather than covering) numbers, there are known results for con-
troling these in terms of various measures of average smoothness. Nickl and Pötscher [2007]
bound the bracketing numbers of Besov- and Sobolev-type classes. Malykhin [2010] also gave
bracketing number bounds, using a different notion of smoothness: the averaged modulus of
continuity developed by Sendov and Popov [1988]. We note that covering numbers asymptoti-
cally always give tighter estimates than bracketing ones [Hanneke, 2018]. More significantly, to
our knowledge, all of the previous results bound the ambient rather than the empirical covering
numbers (see Sections 3 and 5), when it is precisely the latter that are needed for Uniform
Glivenko-Cantelli laws [Giné and Zinn, 1984].
A seminal work on recovering functions with spacially inhomogeneous smoothness from noisy
samples is Donoho and Johnstone [1998]. More in the spirit of our program is the notion of
Probabilistic Lipschitzness [Urner and Ben-David, 2013], which seeks to relax a hard Lipschitz
condition on the labeling function in binary classification. The authors position it as a “data
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niceness” condition, analogous to that in Mammen and Tsybakov [1999]. These significantly
differ from our notion of average Lipschitz. Most importantly, PL and the various Tsybakov-
type noise conditions are assumptions on the data-generating distribution rather then empirically
computable quantities on a given sample. Our approach is fully empirical in the sense of not
making a priori assumptions on the distribution or the target function. Additionally, PL is
specifically designed for binary classification with deterministic labels — unlike our notion, which
is applicable to any real-valued function and any conditional label distribution.
3 Definitions and preliminaries
Metric probability spaces. We assume a basic familiarity with metric measure spaces and
refer the reader to a standard reference, such as Heinonen [2001]. Standard set-theoretic notation
is used throughout; in particular, for f : Ω→ R and A ⊂ Ω, we denote the restriction of f to A
by f |A. The triple (Ω, ρ, µ) is a metric probability space if µ is a probability measure supported
on the Borel σ-algebra induced by the open sets of ρ. For Ω-valued random variables, the
notation X ∼ µ means that P(X ∈ A) = µ(A) for all Borel sets A.
Covers, packings, nets, partitions. The diameter of A ⊆ Ω is the maximal interpoint
distance: diam(A) = supx,x′∈A ρ(x, x
′). For t > 0 and A,B ⊆ Ω, we say that A is a t-cover of B
if
sup
b∈B
inf
a∈A
ρ(a, b) ≤ t
and define the t-covering number of B to be the minimum cardinality of any t-cover, denoted
by N(t, B, ρ). We say that A ⊆ B ⊆ Ω is a t-packing of B if ρ(a, a′) > t for all distinct
a, a′ ∈ A. Finally, A is a t-net of B if it is simultaneously a t-cover and a t-packing. We denote
by B(x, r) = {x′ ∈ Ω : ρ(x, x′) ≤ r} the (closed) r-ball about x. If there is a D < ∞ such that
every r-ball in Ω is contained in the union of some D r/2-balls, the metric space (Ω, ρ) is said
to be doubling. Its doubling dimension is defined as ddim(Ω) = ddim(Ω, ρ) =: log2D
∗, where
D∗ is the smallest D verifying the doubling property. It is well-known [Krauthgamer and Lee,
2004, Gottlieb et al., 2016] that
N(t,Ω, ρ) ≤
(
2 diam(Ω)
t
)ddim(Ω)
, t > 0. (1)
To any finite V ⊆ Ω we associate the map ϕV : Ω → V taking each x ∈ Ω to its nearest
neighbor in V , with ties broken arbitrarily (say, via some fixed ordering on Ω)1. The collection
of sets
{
ϕ−1V (v) : v ∈ V
}
is said to comprise the Voronoi partition of Ω induced by V . If V
happens to be a t-net of Ω, then
ρ(x, ϕV (x)) ≤ t, x ∈ Ω. (2)
Indices, norms. We write [n] := {1, . . . , n} and use the shorthand z[n] := (z1, . . . , zn) for
sequences. For any metric probability space (Ω, ρ, µ), p ≥ 1, and any f : Ω → R, we define the
norm ‖f‖p
Lp(Ω,ρ,µ)
= EX∼µ[|f(X)|p] =
∫
Ω |f(x)|pdµ(x).
This work assumes a single fixed metric probability space (Ω, ρ, µ); this will be termed
the ambient space. Several derived metric probability spaces (Ω′, ρ′, µ′) will be considered,
which will all be induced subspaces of (Ω, ρ) in the sense that Ω′ ⊆ Ω and ρ′ = ρ|Ω′×Ω′ .
To lighten the notation, we will often suppress the common metric ρ and use the shorthand
1 A doubling metric space is necessarily separable, and so a measurable total order always exists.
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‖ · ‖Lp(µ′) := ‖ · ‖Lp(Ω′,ρ,µ′). For any f, g : Ω → R and any induced subspace (Ω′, ρ) of Ω with
measure µ′, we use the shorthand
‖f − g‖Lp(µ′) := ‖f |Ω′ − g|Ω′‖Lp(µ′) = ‖ f |Ω′ − g|Ω′ ‖Lp(Ω′,ρ,µ′). (3)
In particular, sampling Ωn := X[n] ∼ µn induces the empirical space (Ωn, ρ, µn) with the norm
‖·‖Lp(µn), where µn is the empirical measure on Ωn, formally given by µn(x) = n−1
∑n
i=1 1[Xi =
x]. The ℓ∞ norm ‖f‖∞ = supx∈Ω |f(x)| is measure-independent and dominates all of the
measure-induced norms:
‖f − g‖Lp(µ′) ≤ ‖f − g‖∞, p ≥ 1.
The Lipschitz seminorm ‖f‖Lip is the smallest L ∈ [0,∞] satisfying |f(x)− f(x′)| ≤ Lρ(x, x′)
for all x, x′ ∈ Ω.
Local and average slope. For f : Ω → R, we define the slope of f at x ∈ Ω with respect to
an A ⊆ Ω as
Λf (x,A) := sup
x′∈A\{x}
|f(x)− f(x′)|
ρ(x, x′)
. (4)
We will define two notions of average slope: strong and weak, corresponding, respectively, to the
strong and weak L1 norms of the random variable Λf (X), where X ∼ µ. The two averages are
defined, respectively, as
Λ
s
f (µ,Ω) := E
X∼µ
[Λf (X,Ω)] = ‖Λf (·,Ω)‖L1(µ), (5)
Λ
w
f (µ,Ω) := sup
t>0
tµ(Mf (t)), (6)
where Mf (t) is the t-level set, a central object in this paper:
Mf (t) := {x ∈ Ω : Λf (x,Ω) ≥ t} . (7)
It is immediate from Markov’s inequality that
µ(Mf (t)) ≤
Λ
w
f (µ,Ω)
t
≤ Λ
s
f (µ,Ω)
t
, t > 0 (8)
always holds; further, Λ
s
f (µ,Ω) might be infinite while Λ
w
f (µ,Ω) is finite (as demonstrated by
the step function on [0, 1] with the uniform measure, see Section 11). Since the above definitions
were stated for any metric probability space, Λf (x,Ωn), Λ
s
f (µn,Ωn), and Λ
w
f (µn,Ωn) are well-
defined as well. (To appreciate the subtle choice of our definitions, note that some intuitively
appealing variants irreparably fail, as discussed in Section 11.)
The collection of all [0, 1]-valued L-Lipschitz functions on Ω, as well as its strong and weak
average-slope counterparts are denoted, respectively, by
LipL(Ω, ρ) =
{
f ∈ [0, 1]Ω; ‖f‖Lip ≤ L
}
, (9)
Lip
s
L(Ω, ρ, µ) =
{
f ∈ [0, 1]Ω; Λsf (µ,Ω) ≤ L
}
, (10)
Lip
w
L(Ω, ρ, µ) =
{
f ∈ [0, 1]Ω; Λwf (µ,Ω) ≤ L
}
. (11)
It follows from (8) that Lip
s
L(Ω, ρ, µ) ⊂ LipwL(Ω, ρ, µ) and for most of this paper, we shall be
interested in the larger latter class, but results for Lip
s
L(Ω, ρ, µ) will also be presented.
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Empirical and true risk. For any probability measure ν on Ω × [0, 1], we associate to any
measurable f : Ω→ R its risk R(f ; ν) := E(X,Y )∼ν loss(f(X), Y ), where loss(y, y′) = |y − y′| for
regression and loss(y, y′) = max {0, 1 − (2y − 1)(2y′ − 1)} for classification2. (See Mohri et al.
[2012] for a standard reference.)
Numerical inequalities, ∨, ∧. We will use the following elementary facts: for all a, b, c ∈ R,
we have
(a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2 (12)
and
|a− b| ∨ |a− c| ≥ 1
2
|b− c|; (13)
for all a, b, c, d ∈ R+ such that ac 6= bd , we have
a+ b
c+ d
>
a
c
∧ b
d
, (14)
and for or all f : Ω→ R and x, y, z ∈ Ω such that f(x) ≤ f(y) ≤ f(z), we have
f(z)− f(x)
ρ(z, x)
≥ f(y)− f(x)
ρ(y, x)
∧ f(z)− f(y)
ρ(z, y)
, (15)
where s ∨ t := max {s, t} and s ∧ t := min {s, t}. The floor ⌊·⌋ and ceiling ⌈·⌉ functions map a
real number t to its closest integers below and above, respectively.
Bound on ‖µ− µn‖1. If µ is a probability measure with support size m and µn is its empirical
realization, then the following bound is well-known (see, e.g., Berend and Kontorovich [2013, Eqs.
(5) and (17)]):
‖µ − µn‖1 ≤
√
m
n
+
√
2
n
log
2
δ
, 0 < δ < 1 (16)
holds with probability at least 1− δ.
Order of magnitude. We use standard order-of-magnitude notation f = O(g) to mean that
0 ≤ f(·) ≤ cg(·) for some universal c > 0. We write f = Θ(g) to indicate that both f = O(g)
and g = O(f) hold. In the tilde notation (O˜(·), Θ˜(·)), logarithmic factors are ignored.
4 Main results and roadmap
This section assumes a familiarity with the terminology and notation defined in Section 3.
Combinatorial structure. Our point of departure is Theorem 5.1, which bounds the L2(µ)
covering numbers of the function class Lip
w
L(Ω, ρ, µ) — and, a fortiori, of Lip
s
L(Ω, ρ, µ) [defined
in (10, 11)] — in terms of L, diam(Ω), and ddim(Ω). Crucially, there is no dependence on the
worst-case Lipschitz constant ‖·‖Lip. This simple result appears to be novel and interesting in
its own right, but is insufficient to guarantee generalization bounds (via a Uniform Glivenko-
Cantelli law), since the latter require control over the empirical (i.e., L2(µn)) covering numbers.
Bounding these proved significantly more challenging. The calculation in Theorem 5.3 reduces
2 This is the margin loss, which, for y, y′ ∈ [−1, 1] has the more familiar form max {0, 1− yy′}. The form
above is due to the “centering map” t 7→ 2t− 1 taking [0, 1] to [−1, 1].
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the problem to bounding the empirical measure of the level set, µn(Mf (ℓ)), unifromly over all the
functions in our class. We make the perhaps surprising discovery that (i) uniform control over
the µn(Mf (ℓ)) is possible for the sub-class of functions free of certain local defects (Lemma 7.1)
and (ii) any f ∈ LipwL(Ω, ρ, µ) is approximable in ℓ∞ by a defect-free function (Lemma 7.2);
see the beginning of Section 7 for some discussion and intuition. Together, these enable us to
overcome the central challenge of controlling the empirical covering numbers (Theorem 5.2).
Novel extension. The main work-horse driving our analytical and algorithmic results — in-
cluding the discovery of the aforementioned defect-free structure — is our novel Lipschitz-type
extension. Defined in Section 6 and termed Pointwise Minimum Slope Extension (PMSE), it
guarantees a unique extension for any function from a bounded subset of Ω to the whole space.
The PMSE has a simple and intuitive closed-form expression (34) and achieves the pointwise
minimum local slope, in the sense of (4), over all other possible extensions. In addition to being a
useful theoretical tool, PMSE is efficiently computable and forms the foundation of our learning
algorithms. See the discussion in Section 11, where we compare and contrast PMSE to the more
familiar Absolutely Minimal Lipschitz Extension (AMLE).
Learning algorithms. The learning problem, in a nutshell, is to guarantee low true risk
(with high probability), with the empirical risk as the only empirically computable proxy. These
notions are briefly defined in Section 3 and discussed in more detail in Section 10.2. In light of
the generalization bounds given in Section 10 (see discussion at the beginning thereof) — which
are standard, once the empirical covering number estimates of Theorem 5.2 are established
— the learning procedure may be recast as follows. The learner has a “complexity budget”
L > 0. Given a labeled sample, (Xi, Yi) ∈ (Ω × [0, 1]), i ∈ [n], the learner seeks to fit the
data by some function with average smoothness not exceeding L by much. This requires solving
an optimization problem, where the objective function is derived from either the margin loss
(classification) or the L1 loss (regression); these results are presented in Section 8. Here a novel
challenge arises: ensuring that average smoothness under the empirical measure µn translates
to average smoothness under the sampling measure µ. We refer to this problem as adversarial
extension and address it in Section 9; the result may also be of independent interest.
5 Covering numbers
It follows from (8) that all of our covering-number results, stated for Lip
w
L, hold verbatim for
Lip
s
L as well. (These function classes are defined in (9, 10, 11)).
5.1 Ambient
Theorem 5.1 (Ambient L2 Covering Numbers). For L, t > 0,
logN(t,Lip
w
L(Ω, ρ, µ), L2(µ)) ≤ N(t3/(64L),Ω, ρ) log(16/t).
In particular, for doubling spaces with diam(Ω) ≤ 1, we have
logN(t,Lip
w
L(Ω, ρ, µ), L2(µ)) ≤
(
128L
t3
)ddim(Ω)
log
16
t
.
The following result is stated in Gottlieb et al. [2017, Lemma 5.2]:
Lemma 5.1. For L, t > 0,
logN(t,LipL(Ω, ρ), ℓ∞) ≤ N(t/(8L),Ω, ρ) log(8/t).
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In particular, for doubling spaces with diam(Ω) = 1, we have
logN(t,LipL(Ω, ρ), ℓ∞) ≤
(
16L
t
)ddim(Ω)
log
8
t
.
Proof of Theorem 5.1. Recall the definition of the level set Mf (·) in (7). It then follows from
(8) that for any f ∈ LipwL(Ω, ρ, µ) and t > 0, we have µ(Mf (L/t)) ≤ t and by construction that
Λf (x,Ω) ≤ L/t for all x ∈M ′f (L/t) := Ω \Mf (L/t). Thus, for all f ∈ LipwL(Ω, ρ, µ), we have
f |M ′f (L/t) ∈ LipL/t(M
′
f (L/t), ρ). (17)
Let Fˆ be a t/2-cover of Lip4L/t2(Ω, ρ) under ℓ∞. We claim that Fˆ is a t-cover of Lip
w
L(Ω, ρ, µ)
under L2(Ω, ρ, µ). Indeed, choose an f ∈ LipwL(Ω, ρ, µ). It follows from (17) that
f |M ′f (4L/t2) ∈ Lip4L/t2(M
′
f (4L/t
2), ρ). (18)
Via the McShane-Whitney Lipschitz extension [McShane, 1934, Whitney, 1934], there is an
f˜ ∈ Lip4L/t2(Ω, ρ) coinciding with f on M ′f (4L/t2). Since Fˆ is a t/2-cover, there is an fˆ ∈ Fˆ
such that ‖f˜ − fˆ‖L2(µ) ≤ ‖f˜ − fˆ‖∞ ≤ t/2. Therefore
‖f − fˆ‖L2(µ) ≤ ‖f − f˜‖L2(µ) + ‖f˜ − fˆ‖L2(µ)
=
(∫
Ω
(f(x)− f˜(x))2dµ(x)
)1/2
+ ‖f˜ − fˆ‖L2(µ)
=
(∫
Mf (4L/t2)
(f(x)− f˜(x))2dµ(x)
)1/2
+ ‖f˜ − fˆ‖L2(µ)
≤
(∫
Mf (4L/t2)
12dµ(x)
)1/2
+ ‖f˜ − fˆ‖L2(µ)
≤ t/2 + t/2 = t.
The claim follows from Lemma 5.1, which bounds the size of Fˆ .
5.2 Empirical
The main result of this section is a bound on the empirical covering numbers. To avoid trivialities,
we we state our asymptotic bounds in n under the assumption that ddim(Ω), L ≥ 1.
Theorem 5.2 (Empirical L2 Covering Numbers). Let (Ω, ρ, µ) be a doubling metric measure
space (the ambient space) with diam(Ω) ≤ 1 and (Ωn, ρ, µn) its empirical realization.
Then, for constant δ > 0 and L,ddim(Ω) ≥ 1, we have that
logN((α + 1)ε0,Lip
w
L(Ω, ρ, µ), L2(µn)) ≤
(
L
α3ε30
)ddim(Ω)
log
1
αε0
, α > 0
holds with probability at least 1−2δ, where ε0 ≤ Cδ
√
Ln−1/8d and Cδ > 0 is a universal constant.
The proof will be given below, and follows directly from Theorem 5.1 and the following
result:
Theorem 5.3 (Preserving distances between L2(µ) and L2(µn)). Let (Ω, ρ, µ) be a doubling met-
ric measure space (the ambient space) with diam(Ω) ≤ 1 and (Ωn, ρ, µn) its empirical realization.
Then, with probability at least 1− 2δ, we have that all f, g ∈ LipwL(Ω, ρ, µ) satisfy
‖f − g‖L2(µn) ≤ 6‖f − g‖L2(µ)
+ 25n−1/4d + 15
√
Ln−1/8d + (6 + 2d/4)n−1/8 +
(
162
n
log
2
δ
)1/4
,
where d = ddim(Ω) and we follow the notational convention in (3).
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Proof. Let r, t, η > 0 be parameters to be chosen later. Our first step is to approximate the
function class Lip
w
L(Ω, ρ, µ) by its “η-smoothed” version
Lip
w
L
,η
(Ω, ρ, µ) :=
{
fη : f ∈ LipwL(Ω, ρ, µ)
} ⊆ LipwL(Ω, ρ, µ),
where fη is the function constructed in Lemma 7.2, when the latter is invoked with the parameter
ℓ = L/t. In particular, ‖f − fη‖∞ ≤ 4η and Λfη (x,Ω) ≤ Λf (x,Ω) for all x ∈ Ω. Thus, for
f, g ∈ LipwL(Ω, ρ, µ),
‖f − g‖L2(µn) ≤ ‖f − fη‖∞ + ‖g − gη‖∞ + ‖fη − gη‖L2(µn)
≤ 8η + ‖fη − gη‖L2(µn), (19)
and so it will suffice to bound the latter.
Let V ⊂ Ω be an r-net of (Ω, ρ); by the doubling property (1),
|V | ≤ (2/r)ddim(Ω). (20)
The net V induces the Voronoi partition Ω =
⋃
v∈V W (v), such that for each cell W (v) we have
x ∈ W (v) =⇒ ρ(x, v) ≤ r, as well as the measure under µ, denoted by π(v) := µ(W (v)).
Together, these induce the finite metric measure space (V, ρ, π). The map ϕV : Ω → V takes
each x ∈ Ω with its Voronoi cell; thus, ϕ−1V (ϕV (x)) = W (v) for all x ∈W (v).
The proof proceeds in several steps, in which always f, g ∈ LipwL,η(Ω, ρ, µ) and the notational
convention in (3) is used. DefineMf (L/t),Mg(L/t) ⊂ Ω as in (7). As in the proof of Theorem 5.1,
we have that f is L/t-Lipschitz on M ′f (L/t) := Ω \Mf (L/t), with extension f˜ ∈ LipL/t(Ω, ρ).
Define g˜ ∈ LipL/t(Ω, ρ) analogously, as extending g|M ′g(L/t) ∈ LipL/t(M ′g(L/t), ρ).
Comparing the norms ‖f−g‖2
L2(µn)
= 1n
∑n
i=1(f(Xi)−g(Xi))2 and ‖f˜−g˜‖2L2(π) =
∑
v∈V (f˜(v)−
g˜(v))2π(v). We begin by invoking (12):
‖f − g‖2
L2(µn)
≤ 3‖f˜ − g˜‖2
L2(µn)
+ 3‖f − f˜‖2
L2(µn)
+ 3‖g − g˜‖2
L2(µn)
. (21)
The second and third terms in the bound (21) are bounded identically:
‖f − f˜‖2
L2(µn)
=
1
n
n∑
i=1
(f(Xi)− f˜(Xi))2
≤ 1
n
∑
i:Xi∈Mf (L/t)
1 = µn(Mf (L/t)). (22)
To estimate the first term in the bound (21), recall that f˜ is L/t-Lipschitz on Ω and
ρ(x, ϕV (x)) ≤ r (and the same holds for g˜), whence
|f˜(Xi)− g˜(Xi)| ≤ |f˜(Xi)− f˜(ϕV (Xi))|+ |g˜(Xi)− g˜(ϕV (Xi))|+ |f˜(ϕV (Xi))− g˜(ϕV (Xi))|
≤ |f˜(ϕV (Xi))− g˜(ϕV (Xi))|+ 2Lr/t.
Using (a+ b)2 ≤ 2a2 + 2b2, this yields
‖f˜ − g˜‖2
L2(µn)
=
1
n
n∑
i=1
(f˜(Xi)− g˜(Xi))2
≤ 2
n
n∑
i=1
(f˜(ϕV (Xi))− g˜(ϕV (Xi)))2 + 8(Lr/t)2
= 2
∑
v∈V
(f˜(v) − g˜(v))2µn(W (v)) + 8(Lr/t)2
= 2‖f˜ − g˜‖2
L2(πn)
+ 8(Lr/t)2,
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where πn is the measure on v given by πn(v) = µn(W (v)). Observe that∣∣∣‖f˜ − g˜‖2L2(π) − ‖f˜ − g˜‖2L2(πn)
∣∣∣ ≤ ∑
v∈V
(f˜(v)− g˜(v))2|π(v) − πn(v)|
≤
∑
v∈V
|π(v) − πn(v)| = ‖π − πn‖1.
A bound on ‖π − πn‖1 is provided by (16): with probability at least 1− δ,
‖π − πn‖1 ≤
√
|V |
n
+
√
2
n
log
2
δ
≤
√
(2/r)ddim(Ω)
n
+
√
2
n
log
2
δ
.
To bound µn(Mf (L/t)) in (22), we invoke Corollary 7.1: with probability at least 1− δ,
sup
{
µn(Mf (L/t)) : f ∈ LipwL,η(Ω, ρ, µ)
} ≤ 24t+ 1
2
√
(2L/ηt)ddim(Ω)
n
+
1
2
√
2
n
log
2
δ
.
These calculations culminate in the bound
‖f − g‖2
L2(µn)
≤ 6‖f˜ − g˜‖2
L2(π)
+ 24(Lr/t)2 + 144t (23)
+ 6
√
(2/r)ddim(Ω)
n
+ 9
√
2
n
log
2
δ
+ 3
√
(2L/ηt)ddim(Ω)
n
.
Comparing the norms ‖f˜−g˜‖2
L2(π)
and ‖f−g‖2
L2(µ)
. Since f˜ is L/t-Lipschitz and diam(W (v)) ≤
r, we have f˜(W (v)) ⊆ f(v)± Lr/t, and analogously for g˜. It follows that
|f˜(v)− g˜(v)| ≤ |f˜(x)− g˜(x)| + 2Lr/t, x ∈W (v) (24)
and hence
(f˜(v)− g˜(v))2 ≤ 2(f˜(x)− g˜(x))2 + 8(Lr/t)2, x ∈W (v). (25)
Integrating,
‖f˜ − g˜‖2
L2(π)
=
∑
v∈V
(f˜(v)− g˜(v))2π(v) =
∑
v∈V
∫
W (v)
(f˜(v)− g˜(v))2dµ(x)
≤
∑
v∈V
∫
W (v)
[2(f˜ (x)− g˜(x))2 + 8(Lr/t)2]dµ(x)
= 2‖f˜ − g˜‖2
L2(µ)
+ 8(Lr/t)2.
Using (12) and the triangle inequality, we have
‖f˜ − g˜‖2
L2(µ)
≤ 3‖f − g‖2
L2(µ)
+ 3‖f − f˜‖2
L2(µ)
+ 3‖g − g˜‖2
L2(µ)
≤ 3‖f − g‖2
L2(µ)
+ 6t
(since each of ‖f − f˜‖L2(µ), ‖g − g˜‖L2(µ) is at most
√
t).
Combining these yields
‖f˜ − g˜‖2
L2(π)
≤ 6‖f − g‖2
L2(µ)
+ 12t+ 8(Lr/t)2. (26)
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Finishing up. Combining (23) and (26) yields
‖f − g‖2
L2(µn)
≤ 36‖f − g‖2
L2(µ)
+ 72(Lr/t)2 + 216t (27)
+ 6
√
(2/r)ddim(Ω)
n
+ 9
√
2
n
log
2
δ
+ 3
√
(2L/ηt)ddim(Ω)
n
.
Choosing r, t, η. Putting d = ddim(Ω), we choose r = n−1/2d, t = Ln−1/4d, and η = 2n−1/4d.
For this choice,
‖f − g‖2
L2(µn)
≤ 36‖f − g‖2
L2(µ)
+ 72n−1/2d + 216Ln−1/4d
+ 2d/2 · 6n−1/4 + 9
√
2
n
log
2
δ
+ 3
(
n1/4d
)d/2
n−3/8.
Applying the inequality
√
a+ b ≤ √a+√b to (27) proves the claim.
Proof of Theorem 5.2. Let ε+ be the additive term in the bound in Theorem 5.3:
ε+ = 25n
−1/4d + 15
√
Ln−1/8d + (6 + 2d/4)n−1/8 +
(
162
n
log
2
δ
)1/4
. (28)
Since for fixed δ > 0 and d, L ≥ 1 the dominant term in (29) is 15√Ln−1/8d, and so there is a
C = Cδ < 0 such that
ε+ ≤ Cδ
√
Ln−1/8d =: ε0. (29)
Now Theorem 5.3 implies that any ε-cover of Lip
w
L(Ω, ρ, µ) under L2(µ) also provides a (6ε+ε0)-
cover under L2(µn). Equivalently, an αε0/6-cover of the former yields an (α+ 1)ε0-cover of the
latter, for α > 0. Hence,
logN((α + 1)ε0,Lip
w
L(Ω, ρ, µ), L2(µn)) ≤ logN(αε0/6,LipwL(Ω, ρ, µ), L2(µ))
≤
(
cL
α3ε30
)ddim(Ω)
log
1
αε0
,
where c > 0 is a universal constant.
6 Pointwise Minimum Slope Extension
Let f : Ω→ R, x ∈ Ω and ∅ 6= A ⊆ Ω be fixed (and hence frequently suppressed in the notation
for readability). We assume for now that |A| ≥ 2; the degenerate case |A| = 1 will be handled
below. For u, v ∈ A, define
Rx(u, v) :=
f(v)− f(u)
ρ(x, v) + ρ(x, u)
,
Fx(u, v) := f(u) +Rx(u, v)ρ(x, u),
R∗x := sup
u,v∈A
Rx(u, v),
Wx(ε) :=
{
(u, v) ∈ A2 : Rx(u, v) > R∗x − ε
}
, 0 < ε < R∗x
Φx(ε) := {Fx(u, v) : (u, v) ∈Wx(ε)} .
The assumption |A| ≥ 2 implies that R∗x > 0. Further, supx∈ΩR∗x <∞ if and only if ‖f |A‖Lip <
∞.
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Definition 6.1 (PMSE). For any metric space (Ω, ρ), any f : Ω → R and ∅ 6= A ⊆ Ω with
diam(A) ∧ ‖ f |A ‖∞ < ∞, define the Pointwise Minimum Slope Extension (PMSE) of f
from A to Ω, denoted fA : Ω→ R by:
fA(x) := lim sup
ε→0
Φx(ε) = lim inf
ε→0
Φx(ε), x ∈ Ω. (30)
In the degenerate case A = {a}, define fA(x) := f(a).
The first order of business is to verify that PMSE is well-defined (i.e., that the limit in (30)
indeed exists):
Lemma 6.1. Assume A ⊆ Ω, |A| ≥ 2, and ‖f |A‖Lip < ∞. Then, for (u, v) and (u′, v′) in
Wx(ε), ε < R
∗
x/2, we have∣∣Fx(u, v)− Fx(u′, v′)∣∣ ≤ εmin {4 diam(A), 16‖ f |A ‖∞/R∗x} .
Remark. In words, it suffices for either A to be bounded or for f to be bounded on A in order
that approximate maximizers of Rx(·, ·) all yield approximately the same value of Fx(·, ·).
Proof. Since x is fixed, we omit it from the subscripts for readability. Observe that R(u, v) > 0
for (u, v) ∈W (ε) and that F (u, v) = f(v)−R(u, v)ρ(x, v). Thus,
f(u) ≤ F (u, v) ≤ f(v), (31)
and the same holds for (u′, v′) ∈ W (ε). There is no loss of generality in assuming F (u, v) ≤
F (u′, v′). In this case, (31) implies that f(u) ≤ f(v′) and hence
R∗ ≥ f(v
′)− f(u)
ρ(x, v′) + ρ(x, u)
=
f(v′)− F (u′, v′) + F (u′, v′)− F (u, v) + F (u, v) − f(u)
ρ(x, v′) + ρ(x, u)
=
f(v′)− F (u′, v′) + F (u, v) − f(u)
ρ(x, v′) + ρ(x, u)
+
F (u′, v′)− F (u, v)
ρ(x, v′) + ρ(x, u)
=
R(u′, v′)ρ(x, v′) +R(u, v)ρ(x, u)
ρ(x, v′) + ρ(x, u)
+
F (u′, v′)− F (u, v)
ρ(x, v′) + ρ(x, u)
≥ R(u
′, v′)ρ(x, v′) +R(u, v)ρ(x, u)
ρ(x, v′) + ρ(x, u)
+
F (u′, v′)− F (u, v)
2 diam(A)
≥ R(u
′, v′)ρ(x, v′) + (R(u′, v′)− ε)ρ(x, u)
ρ(x, v′) + ρ(x, u)
+
F (u′, v′)− F (u, v)
2 diam(A)
= R(u′, v′)− ε+ F (u
′, v′)− F (u, v)
2 diam(A)
.
This proves ∣∣Fx(u, v)− Fx(u′, v′)∣∣ ≤ 4εdiam(A). (32)
To prove the remaining claim, we argue that for ε < R∗/2, all (u, v) ∈ W (ε) satisfy u, v ∈
B(x, 2‖ f |A ‖∞/R∗). Indeed, assume for a contradiction that some (u, v) ∈ W (ε) violates this
assumption, with ρ(x, v) ∨ ρ(x, u) > 2‖ f |A ‖∞/R∗. Then,
R(u, v) =
f(v)− f(u)
ρ(x, v) + ρ(x, u)
≤ ‖ f |A ‖∞
ρ(x, v) + ρ(x, u)
≤ R
∗
2
< R∗ − ε,
implying that (u, v) /∈ W (ε), a contradiction. Since the diameter of the point pairs in W (ε) is
at most 4‖ f |A ‖∞/R∗, we can repeat the calculation leading to (32) to complete the proof.
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Corollary 6.1. For given f : Ω → R, x ∈ Ω and A ⊆ Ω, |A| ≥ 2, if the PMSE existence
condition
‖f |A‖Lip ∨ (diam(A) ∧ ‖ f |A ‖∞) <∞ (33)
is met, then (30) is well-defined.
Remark 6.1. When Rx(·, ·) has a unique maximizer (u∗, v∗) ∈ A2, the definition of fA simplifies
to
fA(x) = f(u
∗) +
ρ(u∗, x)
ρ(u∗, x) + ρ(v∗, x)
(f(v∗)− f(u∗)). (34)
In light of Corollary 6.1, when (33) holds, there is no loss of generality in assuming that for each
x ∈ Ω, there is a unique maximizer (u∗, v∗) = (u∗(x), v∗(x)).
For the remainder of this section, |A| ≥ 2 and (33) are assumed. It is readily verified that
for x ∈ A, we have f(x) = fA(x); thus PMSE is indeed an extension.
Lemma 6.2 (Pointwise minimality of the PMSE). For A ⊆ Ω and f : Ω → R, let fA be the
extension of f from A to Ω. Then
ΛfA(x,Ω) ≤ Λf (x,Ω), x ∈ Ω.
Proof. We break down the proof into three shorter claims. As argued in Remark 6.1, there is
no loss of generality in assuming, for any x ∈ Ω, a unique maximizer (u∗, v∗) = (u∗(x), v∗(x)) of
Rx(u, v) over A
2.
Claim I. For any x ∈ Ω\A, PMSE achieves the minimum local slope on A among all functions
that agree with fA on A:
ΛfA(x,A) ≤ Λf (x,A), x ∈ Ω \A.
We first show that fA achieves the optimal slope at x with respect to (u
∗, v∗), which define
fA(x) as in (34). It is enough to show that
|fA(u
∗)−fA(x)|
ρ(u∗,x) =
|fA(v
∗)−fA(x)|
ρ(v∗ ,x) , since any other value
of fA(x), for which the equality does not hold, will result in a larger slope between x and either
u∗ or v∗. In light of (31), there is no loss of generality in assuming fA(u
∗) ≤ fA(x) ≤ fA(v∗).
Then:
|fA(u∗)− fA(x)|
ρ(u∗, x)
=
[
f(u∗) + ρ(u
∗,x)
ρ(v∗,x)+ρ(u∗,x)(f(v
∗)− f(u∗))
]
− f(u∗)
ρ(u∗, x)
=
f(v∗)− f(u∗)
ρ(v∗, x) + ρ(u∗, x)
=
f(v∗)−
[
f(v∗)− ρ(v∗,x)ρ(v∗,x)+ρ(u∗,x)(f(v∗)− f(u∗))
]
ρ(v∗, x)
=
|fA(v∗)− fA(x)|
ρ(v∗, x)
.
(35)
Let ℓ1 :=
|fA(u
∗)−fA(x)|
ρ(u∗,x) =
f(v∗)−f(u∗)
ρ(v∗,x)+ρ(u∗,x) . It remains to show that
|fA(x
′)−fA(x)|
ρ(x′,x) ≤ ℓ1 for all x′ ∈ A.
Assume, to the contrary, the existence of an x′ ∈ A such that fA(x′)−fA(x)ρ(x′,x) > ℓ1. Then by (14),
f(x′)− f(u∗)
ρ(x′, x) + ρ(x, u∗)
=
fA(x
′)− fA(x) + fA(x)− fA(u∗)
ρ(x′, x) + ρ(x, u∗)
> ℓ1,
which contradicts the definition of (u∗, v∗) in (34) as maximizers of Rx. This proves Claim I.
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Claim II.
ΛfA(x,Ω \ A) ≤ ΛfA(x,A), x ∈ Ω \A.
Let us define the slope operator S(u, v) := |fA(u)− fA(v)|/ρ(u, v). It suffices to show that
S(x, y) ≤ ΛfA(x,A) ∧ ΛfA(y,A), x, y ∈ Ω \A.
Let (u∗(x), v∗(x)) and (u∗(y), v∗(y)) be as defined in (34). It follows from the proof of Claim I
that S(x, u∗(y)) ∨ S(x, v∗(y)) ≤ ΛfA(x,A).
Assume for concreteness that ΛfA(x,A) ≤ ΛfA(y,A). As in the proof of Claim I, fA(u∗(x)) ≤
fA(x) ≤ fA(v∗(x)) and fA(u∗(y)) ≤ fA(y) ≤ fA(v∗(y)). Suppose, for a contradiction, that
S(x, y) > ΛfA(x,A).
If fA(x) ≤ fA(y), then
fA(v
∗(y)) = fA(x) + ρ(x, y)S(x, y) + ρ(y, v
∗(y))ΛfA(y) > fA(x) + ρ(x, v
∗(y))ΛfA(x),
implying that S(x, v∗(y)) > ΛfA(x) — a contradiction.
If fA(x) > fA(y), then
fA(x) = fA(u
∗(y)) + ρ(u∗(y), y)ΛfA(y) + ρ(y, x)S(x, y) > fA(u
∗(y)) + ρ(u∗(y), x)ΛfA(x),
implying that S(x, u∗(y)) > ΛfA(x) — a contradiction, which proves Claim II.
Claim III.
ΛfA(x,Ω) = ΛfA(x,A) ≤ Λf (x,Ω), x ∈ A.
Assume for a contradiction that for some y /∈ A we have
ΛfA(x,Ω) ≥ S(x, y) =
|fA(x)− fA(y)|
ρ(x, y)
> ΛfA(x,A).
Let (u∗(y), v∗(y)) ∈ A2 be the maximizer defining fA(y), as in Remark 6.1. Since x ∈ A, Claim
I implies that S(y, u∗(y)) = S(y, v∗(y)) ≥ S(x, y). Then by (14), either fA(x) ≥ fA(y) satisfying
fA(x)− fA(u∗(y))
ρ(x, y) + ρ(u∗(y), y)
=
fA(x)− fA(y) + fA(y)− fA(u∗(y))
ρ(x, y) + ρ(u∗(y), y)
> ΛfA(x,A),
or fA(y) > fA(x) satisfying
fA(v
∗(y))− fA(x)
ρ(v∗(y), y) + ρ(x, y)
=
fA(v
∗(y))− fA(y) + fA(y)− fA(x)
ρ(v∗(y), y) + ρ(x, y)
> ΛfA(x,A).
Either of these contradicts the maximizer property of (u∗(y), v∗(y)), which proves Claim III.
Putting it together. Combining Claims II and III yields that the local slope of x with respect
to fA is determined by a point in A:
ΛfA(x,Ω) = ΛfA(x,A), x ∈ Ω.
Therefore:
ΛfA(x,Ω) = ΛfA(x,A) ≤ Λf (x,A) ≤ Λf (x,Ω) (36)
where the first inequality stems from Claim I and the fact that f and fA agree on A.
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Corollary 6.2 (Properties of the PMSE). Suppose that A ⊆ Ω and f : Ω→ R satisfy (33). Then
for any x ∈ Ω, B ⊆ A, and (u∗, v∗) = (u∗(x), v∗(x)) as defined in Remark 6.1, the following
hold:
(i) Local slope value:
ΛfA(x,Ω) =
|fA(x)− fA(u∗)|
ρ(x, u∗)
=
|fA(x)− fA(v∗)|
ρ(x, v∗)
=
|fA(v∗)− fA(u∗)|
ρ(v∗, x) + ρ(x, u∗)
;
(ii) Local slope bounds:
ΛfA(x,Ω) ≤ ΛfA(u∗, A) ∧ ΛfA(v∗, A) ≤ ΛfA(u∗,Ω) ∧ ΛfA(v∗,Ω);
(iii) Global Lipschitz: ‖fA‖Lip = ‖f |A‖Lip;
(iv) Local Lipschitz monotonicity: ΛfB (x,Ω) ≤ ΛfA(x,Ω);
(v) Extension sandwich: fA(u
∗) ≤ fA(x) ≤ fA(v∗).
Proof. All of the claims follow from Lemma 6.2 and its proof:
(i) Follows from Claim II and the proof of Claim I,
(ii) Follows from (i): ΛfA(x,Ω) =
|fA(v
∗)−fA(u
∗)|
ρ(v∗ ,x)+ρ(x,u∗) ≤ |fA(v
∗)−fA(u
∗)|
ρ(v∗,u∗) ≤ ΛfA(u∗, A),
(iii) Follows from (ii): ΛfA(x,Ω) ≤ ΛfA(u∗, A) ≤ ‖f |A‖Lip.
(iv) Direct result of Lemma 6.2 where fA assumes the role of f
(v) Was proved in the course of proving Claim I.
7 Defect free functions
This section contains the core of the analytic and combinatorial structure we discovered in the
realm of real-valued functions on metric spaces. Such a function may fail to be on-average
smooth for two “moral” reasons: due to “large jumps” or “small jumps”. The former is witnessed
by two nearby points x, x′ for which |f(x)− f(x′)| is large — say, 1. The latter is witnessed by
two nearby (say, ε-close) points x, x′ for which ε≪ |f(x)−f(x′)| ≤ T (ε)≪ 1 — say, T (ε) = √ε.
It turns out that the large jumps do not present a problem for the combinatorial structure we
seek in Lemma 7.1, which forms the basis for Corollary 7.1, the latter a crucial component in
the empirical covering number bound, Theorem 5.3. Rather, it is the small jumps — which we
formalize as defects below — that present an obstruction. Fortunately, as we show in Lemma 7.2,
any bounded real-valued function on a doubling metric space admits a defect-free approximation
in ℓ∞.
7.1 Definition and structure
For a given f : Ω→ R, ℓ > 0, and x, y ∈ Ω, we say that y is an ℓ-slope witness for x (w.r.t. f)
if |f(x)− f(y)|/ρ(x, y) ≥ ℓ. For η, ℓ > 0 and c ≥ 1, we say that an x ∈ Ω is an (η, ℓ, c)-defect
of f if:
(a) Λf (x) ≥ ℓ
(b) Every ℓ/c-slope witness y of x verifies |f(x)− f(y)| ≤ η.
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Define Ξf (η, ℓ, c) ⊆ Ω to be the set of all (η, ℓ, c)-defects of f . Note that Ξf (η, ℓ, c) ⊆ Ξf (η, ℓ, c′)
whenever c′ ≤ c. For η, ℓ > 0, c ≥ 1 define G(η, ℓ, c) to be the collection of all f : Ω→ [0, 1] such
that f does not have any (η, ℓ, c)-defects.
Lemma 7.1 (Combinatorial structure of defect-free functions). There is a partition Π = {B1, . . . , BN}
of Ω of size N ≤ (2ℓ/η)ddim(Ω) such that for each f ∈ G(η, ℓ, c), we have
Mf (ℓ) ⊆ Uf ⊆Mf (ℓ/4c), (37)
where Mf (·) is the level set defined in (7) and
Uf :=
⋃
{B ∈ Π : B ∩Mf 6= ∅} . (38)
Proof. Let Π be the Voronoi partition induced by an η/ℓ-net of Ω. Then the claimed bound on
|Π| holds by (1) and the first inclusion in (37) is obvious by construction; it only remains to
show that Uf ⊆Mf (ℓ/4c).
Choose any u ∈ Uf . Since Π is a net, there is some x ∈Mf (ℓ) for which ρ(x, u) ≤ η/ℓ. Since f
has no (η, ℓ, c)-defects and Λf (x) ≥ ℓ, there must be some ℓ/c-slope witness y ∈ Ω of x for which
|f(x)− f(y)| > η. Invoking (13), we have |f(u)− f(x)|∨|f(u)− f(y)| ≥ |f(x)− f(y)| /2 > η/2.
We consider the two cases:
(i) ρ(x, y) ≤ η/ℓ
(ii) ρ(x, y) > η/ℓ.
In the first case, the triangle inequality implies that ρ(u, x) ∨ ρ(u, y) ≤ 2η/ℓ, and hence
Λf (u) ≥ |f(u)− f(x)|
ρ(u, x)
∨ |f(u)− f(y)|
ρ(u, y)
≥ η/2
2η/ℓ
=
ℓ
4
≥ ℓ
4c
=⇒ u ∈Mf (ℓ/4c).
For the second case, if |f(u)− f(x)| ≥ η/2, the proof is the same as in the first case. Otherwise,
|f(u)− f(y)| ≥ |f(x)− f(y)| /2 and so
|f(u)− f(y)|
ρ(u, y)
≥ |f(x)− f(y)|
2ρ(u, y)
≥ |f(x)− f(y)|
2 · 2ρ(x, y) ≥
ℓ
4c
=⇒ u ∈Mf (ℓ/4c),
where the second inequality is a result of applying the triangle inequality to the fact that ρ(u, x) <
ρ(x, y).
7.2 Repair
Lemma 7.2 (Defect repair). For each η, ℓ > 0 and f : Ω→ [0, 1], there is an f¯ ∈ G(η, ℓ, c = 6)
such that ‖f − f¯‖∞ ≤ 4η and
Λf¯ (x,Ω) ≤ Λf (x,Ω), x ∈ Ω. (39)
Proof. We will prove the equivalent claim that f¯ ∈ G(η/2, ℓ, c = 6) and ‖f − f¯‖∞ ≤ 2η. We
begin by constructing f¯ . Let Mf (ℓ) be as defined in (7) and V be a η/ℓ-net of this set. Partition
V = V0 ∪ V1, where V0 is “smooth,”
V0 := {v ∈ V : B(v, η/ℓ) * Ξf (η, ℓ, 1)} ,
and V1 is “rough,”
V1 := {v ∈ V : B(v, η/ℓ) ⊆ Ξf (η, ℓ, 1)} .
Define
Af :=
⋃
v1∈V1
B(v1, η/ℓ) \

 ⋃
v0∈V0
B(v0, η/ℓ) ∪ V

 .
In words, Af consists of the entirely defective (or “rough”) balls without their center-points or
their intersections with smooth balls. Define f¯ as the PMSE extension of f from Ω \ Af to Ω,
as in Definition 6.1. Having constructed the f¯ , we proceed to verify its properties.
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Proof that (39) holds. This is an immediate consequence of Lemma 6.2.
Proof that ‖f−f¯‖∞ ≤ 2η. Since PMSE is an extension, we need only establish
∣∣f(x)− f¯(x)∣∣ ≤
2η for x ∈ Af . For any such x, the definition of Af implies the existence of some v1 ∈ V1 for
which ρ(x, v1) ≤ η/ℓ. Since
∣∣f(x)− f¯(x)∣∣ ≤ |f(v1)− f(x)| + ∣∣f¯(x)− f(v1)∣∣, it is sufficient to
bound each term separately by η.
To bound the first term, assume, for a contradiction, that |f(v1)− f(x)| > η. Then
|f(v1)−f(x)|
ρ(v1,x)
> ηη/ℓ = ℓ, contradicting the defectiveness of v1.
To bound the second term, again assume for a contradiction that f¯(x)− f(v1) > η; the case
f(v1) − f¯(x) > η is handled analogously. Our assumption implies Λf¯ (x) ≥ f¯(x)−f¯(v1)ρ(x,v1) ≥ ℓ. By
properties (i) and (v) of Corollary 6.2, there is an x′ ∈ Ω \ Af for which Λf¯ (x) = f¯(x
′)−f¯(x)
ρ(x′,x) ≥ ℓ
and f¯(x′) ≥ f¯(x). Invoking (15), we have f(x′)−f(v1)ρ(x′,v1) ≥ ℓ. Additionally, we have f¯(x′)− f¯(v1) >
f¯(x)− f¯(v1) > η, again contradicting the defectiveness of v1.
Proof that f¯ ∈ G(η/2, ℓ, 6). A statement equivalent to f¯ ∈ G(η/2, ℓ, 6) is that Ξf¯ (η/2, ℓ, 6) =
∅. Let us define the sets
E1 :=
⋃
v0∈V0
B(v, η/ℓ),
E2 := Af ∪ V1,
E3 := Ω \Mf (ℓ),
which are, by construction, a (not necessarily disjoint) cover of Ω. Hence, it suffices to show
that Ξf¯ (η/2, ℓ, 6) ∩ Ei = ∅ for i ∈ [3].
Let x ∈ E3. By Lemma 6.2, Λf¯ (x,Ω) ≤ Λf (x,Ω). Since x /∈Mf (ℓ), we have that Λf¯ (x) < ℓ,
implying that x is not (η/2, ℓ, c)-defect for any c ≥ 1 with respect to f¯ .
Let x ∈ E1. Then there is a v0 ∈ V0 such that ρ(x, v0) ≤ η/ℓ. Being in V0 implies that
v0 has some ℓ-slope witness v
′
0 ∈ E1 such that |f(v0)− f(v′0)| > η. This implies by (13) that∣∣f¯(x)− f¯(v0)∣∣ ∨ ∣∣f¯(x)− f¯(v′0)∣∣ > |f(v0)− f(v′0)| /2 > η/2, since f and f¯ must agree on v0 and
v′0. The triangle inequality yields a slope of at least ℓ/4 witnessed by at least one of {v0, v′0}.
Let x ∈ E2. Then there is a v1 ∈ V1 ⊆ Ξf (η, ℓ, 1) for which ρ(x, v1) ≤ η/ℓ. By Remark 6.1,
the maximal slope at x is achieved at the two distinct points u∗ and v∗ by which it is determined.
Suppose ρ(x, u∗) ∨ ρ(x, v∗) > η/2ℓ. If Λf (x) ≥ ℓ and one of {u∗, v∗} — say, u∗ — satisfies the
inequality then:
|f(x)− f(u∗)| ≥ ℓρ(x, u∗) > ℓ · η
2ℓ
=
η
2
.
This contradicts the second condition for an (η/2, ℓ, c)-defect. Otherwise, ρ(x, u∗) ∨ ρ(x, v∗) ≤
η/2ℓ. Since V is an η/ℓ-net, it is not possible that both u∗, v∗ ∈ V . Therefore (without loss of
generality) u∗ ∈ E1 ∪ E3. If u∗ ∈ E3, it follows from property (ii) in Corollary 6.2 that
Λf¯ (x,Ω) ≤ Λf¯ (u∗,Ω) ≤ Λf (u∗,Ω) < ℓ,
which implies that x /∈ Ξf¯ (η/2, ℓ, c) for any c ≥ 1. If u∗ ∈ E1 then there is some v0 ∈ V0 for
which ρ(u∗, v0) ≤ η/ℓ. Since Λf (v0) > ℓ and v0 /∈ Ξf (η, ℓ, 1), it must have some witness v′0
such that |f(v0)− f(v′0)| > η and the slope between them is at least ℓ. Similarly to previous
arguments,
∣∣f¯(x)− f¯(v0)∣∣ ∨ ∣∣f¯(x)− f¯(v′0)∣∣ > |f(v0)− f(v′0)| /2 ≥ η/2. In either case, applying
the triangle inequality yields a slope of at least ℓ/6 witnessed by at least one of {v0, v′0}, which
shows that x /∈ Ξf¯ (η/2, ℓ, 6).
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Corollary 7.1. Let fη be the function constructed from f as in Lemma 7.2, when the latter is
invoked with the parameter ℓ = L/t, and let
Lip
w
L
,η
(Ω, ρ, µ) :=
{
fη : f ∈ LipwL(Ω, ρ, µ)
} ⊆ LipwL(Ω, ρ, µ).
Then, with probability at least 1− δ, we have
sup
{
µn(Mf (L/t)) : f ∈ LipwL,η(Ω, ρ, µ)
} ≤ 24t+ 1
2
√
(2L/ηt)ddim(Ω)
n
+
1
2
√
2
n
log
2
δ
,
where µn is the empirical measure induced by µ.
Proof. Let Π be as in Lemma 7.1. For each f ∈ LipwL,η(Ω, ρ, µ), let Uf be as defined in (38).
Then, invoking the inclusion in (37) and recalling that µ(Mf (L/t)) ≤ t for all f ∈ LipwL(Ω, ρ, µ)
and t > 0,
sup
f
µn(Mf (L/t)) ≤ sup
f
µn(Uf )
= sup
f
[µn(Uf )− µ(Uf )] + µ(Uf )
≤ sup
f
(µn(Uf )− µ(Uf )) + sup
f
µ(Uf )
≤ sup
U⊆Π
(µn(U)− µ(U)) + sup
f
µ(Mf (L/4ct))
≤ sup
U⊆Π
(µn(U)− µ(U)) + 24t
=
1
2
∑
B∈Π
|µ(B)− µn(B)|+ 24t,
where the last step used the variational characterization of the total variation distance. The
latter is bounded as in (16), completing the proof.
8 Learning algorithms
We consider two learning problems — classification and regression — in a unified “agnostic”
setting [Mohri et al., 2012]. In each case, the learner receives a labeled sample, (Xi, Yi)i∈[n],
where Xi ∈ Ω and Yi ∈ {0, 1} for classification or Yi ∈ [0, 1] for regression. He then selects a
hypothesis f ∈ LipwL˜(Ω, ρ, µ), where L˜ = O(1)L and L is fixed a prioi, which incurs no loss of
generality, as discussed at the beginning of Section 10. Finally, given a test point X ′ ∈ Ω (with
corresponding Y ′ ∈ [0, 1], drawn from ν) the learner predicts a label f(x′) ∈ [0, 1] and pays
loss(f(X ′), Y ), as defined in Section 3.
As defined in Section 3, the sample is drawn from the joint measure ν over Ω × [0, 1] —
whose first marginal, by definition, always coincides with µ, — and, once drawn, induces the
empirical measure νn. The empirical (respectively, true) risk of f : Ω→ R is the expected value
of loss(f(X), Y ) under ν (respectively, νn); these are denoted by R(f ; ν) and R(f ; νn). The
learner seeks to minimize R(f ; ν) but can only directly access R(f ; νn); hence, an optimization
algorithm will seek to minimize the latter, while a generalization bound will provide a high-
confidence bound on the former.
Our learning problem presents a novel challenge, not typically encountered in the classic
setting. Namely, ensuring that the learner’s hypothesis belongs to Lip
w
L˜(Ω, ρ, µ) (or Lip
s
L˜(Ω, ρ, µ))
is non-trivial, and is certainly not guaranteed “by construction”. Indeed, let us break down the
learning process into its basic stages. The first stage, which may be called denoising or smoothing,
involves choosing a hypothesis f that stays within the “smoothness budget” and achieves a low
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R(f ; νn). Algorithmically, this is done by computing an fˆ : Ωn → [0, 1], where Ωn = (Xi)i∈[n] and
fˆ(Xi) is a “smoothed” version of the Yi, achieving a desired average empirical slope Λ
w
fˆ (µn,Ωn)
(or perhaps Λ
s
fˆ (µn,Ωn)). The function fˆ is then extended (via a variant of PMSE) from Ωn
to all of Ω. The novel challenge is to ensure that Λ
w
fˆ (µ,Ω) (respectively, Λ
s
fˆ (µ,Ω)) does not
much exceed its empirical version. We term this problem adversarial extension and address it
in Section 9.
The results for regression are conceptually simpler and are presented first; those for classifi-
cation follow. Throughout this section, we assume diam(Ω) ≤ 1 and d := ddim(Ω) <∞.
8.1 Regression
Theorem 8.1 (Strong mean version.). Let ν be some distribution on Ω × [0, 1], and Sn =
(Xi, Yi)i∈[n] ∼ νn be a set sampled i.i.d. from ν. Denote by fˆ ∈ LipsL(Ωn, ρ, µn) the minimizer
of R(·; νn).
Then there is an efficient learning algorithm A, which constructs a hypothesis f = A(Sn)
such that such that for any given L > 0 and 0 < ε, δ < 1:
(a) With probability at least 1− exp (−n(ε/8)d+1 + d ln (8/ε))− 3δ,
R(f ; ν) ≤ R(fˆ ; νn) + εL+ Cδ
√
5L
n1/8d
+
C
−d/2
δ
√
2
n5/16
+ 3
√
log(2/δ)
2n
,
(b) f(x) can be evaluated at each x ∈ Ω in time O(n2) after a one-time “smoothing” computa-
tion of min{2O(d)O˜(n log ∆), O(n2 log n)} where ∆ = minx 6=x′∈x[n] ρ(x, x′),
where Cδ is a constant depending only on δ.
Proof. The smoothing algorithm described in Lemma 8.1 constructs the requisite fˆ ∈ LipsL(Ωn, ρ, µn)
and the “adversarial extension” algorithm in Lemma 9.1 provides an extension f of fˆ from Ωn
to Ω belonging, with high probability, to Lip
s
5L(Ω, ρ, µ). The claimed bound is then a direct
application of (57).
Lemma 8.1 (Smoothing for regression, strong mean). Let (Ω, ρ) be a metric space with diam(Ω) ≤
1 and ddim(Ω) < ∞. Suppose that (x, y) = (x[n], y[n]) ∈ (Ωn,Rn) and L > 0 are given, and
denote
A(f ;x, y, L) := {‖f − y‖L1(µn) : f ∈ LipsL(x[n], ρ, µn)}, (40)
where µn is the counting measure on x[n].
Then a minimizer fˆ ∈ LipsL(x[n], ρ, µn) of A(·;x, y, L) can be computed in time
min{2O(ddim(Ω))O˜(n log ∆) , O(n2 log n)},
where ∆ = minx 6=x′∈x[n] ρ(x, x
′) is the aspect ratio.
Proof. We cast the optimization problem as a linear program over the variables Li, wi, zi:
Minimize W =
∑
i∈[n]wi
subject to
∑
i∈[n]Li ≤ L
wi ≥ |zi − yi| ∀i ∈ [n]
|zi − zj | ≤ Li · ρ(xi, xj) ∀i, j ∈ [n]
0 ≤ wi, zi ≤ 1 ∀i ∈ [n].
A linear program in O(n) variables and constraints can be solved in time O˜(nω) Cohen et al.
[2019] (where ω is the best exponent for matrix inversion, currently ω ≈ 2.37) we have a total
runtime of O˜(nω).
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First runtime improvement. To improve on the runtime, we will utilize the packing-covering
framework of Koufogiannakis and Young [2014]. For a constraint matrix of at most m rows and
columns with all non-negative entries and at most z non-zero entries, the algorithm computes
an approximate solution in time O(m log z + z). A difficulty in utilizing this framework is that
our constraint matrix has non-negative values; in particular, each constraint of the form
|zi − zj | ≤ Liρ(xi, xj)
reduces to solving two constraints of the form
zi − zj ≤ Liρ(xi, xj)
zj − zi ≤ Liρ(xi, xj).
To address this, we introduce dummy variables z˜i satisfying zi + z˜i = 1. Then the above
constraints become:
Liρ(xi, xj) + z˜i + zj ≥ 1
Liρ(xi, xj) + zi + z˜j ≥ 1.
Similarly, the constraint
wi ≥ |zi − yi|
is replaced by two constaints
wi + zi ≥ yi
wi + z˜i ≥ 1− yi.
For the runtime, we have that both terms m, z are bounded by O(n2), for a total runtime of
O(n2 log n).
Second runtime improvement. The main obstacle to improving the above runtime lies in
the quadratic number of constraints necessary to compute the average Lipschitz constant. Here
we show that we can reduce these to only 2O(ddim)n log∆ constraints, each with a constant
number of variables, and so the linear program of Koufogiannakis and Young [2014] will run in
time 2O(ddim)O˜(n log∆).
We first extract from x[n] a hierarchy H of at most log ∆ levels. Let P (x, k) be the nearest
neighbor of x ∈ x[n] in level Hk, and for each point x′ ∈ x[n], let heighborhood N(x′, k) include
all points x for which P (x, k) = x′. (Of course, N(x′, q) can be non-empty only if x′ ∈ Hq.) Now
let representative set C(x, k) include all net points in Hk satisfying 2 · 2k ≤ ρ(x, y) < 4 · 2k.
Instead of computing the average Lipschitz constant between every two points, we will record
for each hierarchical point xj ∈ Hk the maximum and minimum labels of points in its neigh-
borhood (z′j,k, z
′′
j,k, repectively), and for each point xi ∈ S, compare its label to the maxi-
mum and minimum among the neighborhoods of the points of representative set C(x, k) for
all k. For any point pair x, x′ ∈ S, the triangle inequality implies that for level k satisfying
2 · 2k ≤ ρ(x, x′) < 4 · 2k we have 2k ≤ ρ(x,C(x′, k)) < 5 · 2k, and so the Lipschitz constant is
preserved up to constant factors.
Minimize W =
∑
i∈[n]wi
subject to 1n
∑
i∈[n]Li ≤ L
wi ≥ |zi − yi| ∀i ∈ [n]
max{|zi − z′j,k|, |zi − z′′j,k|} ≤ Li · ρ(xi, xj) ∀i, k ∈ [n], xj ∈ C(xi, k)
z′′i,k ≤ zj ≤ z′i,k ∀i, k ∈ [n], xj ∈ N(xi, k)
0 ≤ zi, z′i, z′′i ≤ 1 ∀i ∈ [n].
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By the packing property of doubling spaces, each point of S can be found in at most 2O(ddim)
neighborhoods of each level, so that the sum of sizes all all neighborhoods is 2O(ddim)n log ∆. Sim-
ilarly, |C(x)| = 2O(ddim) log ∆, and so the sum of sizes of all representative sets is 2O(ddim)n log∆.
It follows that the program has 2O(ddim)n log∆ constraints, each with only a constant number of
non-zero variables. As before, the program can be adapted to the framework of Koufogiannakis and Young
[2014] by separating the max term into two separate constraints, and introducing dummy vari-
ables z˜i, z˜
′
i, z˜
′′
i respectively satisfying zi + z˜i = 1, z
′
i + z˜
′
i = 1 and z
′′
i + z˜
′′
i = 1. The claimed
runtime follows.
Extension to the weak mean. Before discussing a weak-mean version of Theorem 8.1 we
make a simple observation:
Lemma 8.2. Suppose that Ω is a finite set and X : Ω → R+ is a random variable with range
R = X(Ω) ⊂ R. Then
E[X] ≤ 2W[X]log 1
p∗
,
where p∗ := min {P(X = r) 6= 0 : r ∈ R} and W[X] := supt>0 tP(X ≥ t) is the “weak mean” of
X.
Proof. Put r∗ = maxR. Then
E[X] =
∫ r∗
0
P(X ≥ t)dt
≤ a+W[X]
∫ r∗
a
dt
t
, 0 < a ≤ r∗.
The integral evaluates to log(r∗/a), and our choice a := p∗r
∗ yields the bound
E[X] ≤ p∗r∗ +W[X] log 1
p∗
≤ W[X] +W[X] log 1
p∗
≤ 2W[X] log 1
p∗
.
Corollary 8.1. Let (Ω, ρ) be a finite metric space endowed with the uniform distribution µ.
Then, for any f : Ω→ R, we have
Λ
s
f (µ,Ω) ≤ 2log(|Ω|)Λwf (µ,Ω).
We conclude that relaxing the constraint in (40) from f ∈ LipsL(x[n], ρ, µn) to f ∈ LipwL(x[n], ρ, µn)
will yield an improvement in the objective function that can also be achieved via the relaxation
f ∈ Lips2Llogn(x[n], ρ, µn), and hence forgo designing a specialized algorithm for this case.
8.2 Classification.
The only difference between the classification and the regression problems is the form of the loss
function. Similarly to the L1 loss for regression, the margin loss loss(y, y
′) is piecewise linear
in each argument (separately) and hence amenable to the linear programming approach almost
identical to that above.
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9 Adversarial extension
In this section, we imagine that the learner plays the following adversarial extension game,
motivated by the learning problem spelled out at the beginning of Section 8. First, Ωn =
X[n] ∼ µn is drawn, which induces the usual empirical measure µn. Next, the adversary picks
an ε > 0 and y : Ωn → [0, 1] arbitrarily. Finally, the learner is challenged to construct a function
f : Ω→ [0, 1] satisfying the following criteria:
(a) f is close to y on the sample
(i) (in terms of strong average): ‖f − y‖
L1(µn)
≤ O(ε)(1 ∨ Λsy(µn,Ωn)),
(ii) (in terms of weak average): ‖f − y‖
L1(µn)
≤ O˜(ε)(1 ∨ Λwy (µn,Ωn));
(b) f ’s average slope does not much exceed the sample one
(i) (in terms of strong average): Λ
s
f (µ,Ω) ≤ O(1)Λsy(µn,Ωn) ,
(ii) (in terms of weak average): made precise in Lemma 9.9.
Two immediate observations are in order. First, we notice the tension between the criteria
(a) and (b). Each one is trivially satisfied individually — (b) by a constant function and (a) by
any extension, including PMSE — but it is not obvious that both can be satisfied simultaneously.
Second, (b) can at best hold with high probability. Indeed, let µ be a distribution over Ω = [0, 1]
with high density near 1/2 and low density at the endpoints. Suppose further that the sample
Ωn has turned out rather unrepresentative: many points near the endpoints and only two near
1/2. In such a setting, the adversary can force, say, Λ
s
f (µ,Ω)/Λ
s
y(µn,Ωn) to be large for any
extension f of y.
Throughout this section, we assume diam(Ω) ≤ 1 and d := ddim(Ω) <∞.
9.1 Strong average
We begin by handling the conceptually simpler case of addressing the adversarial extension
problem for the strong average.
Lemma 9.1 (Adversarial extension for strong average). In the adversarial extension game, there
is an efficient algorithm for satisfying conditions (a.i) and (b.i), the latter with probability at least
1− exp
(
−n(ε/8)d+1 + d log((8/ε)
)
,
where ε < 1 and n ≥ (8/ε)d+2. (For concrete constants, O(ε) may be replaced by 3ε and O(1)
by 5.)
Proof. We begin by constructing the extension f .
1. Sort the Λy(Xi,Ωn) in decreasing order, and let Ωn(ε) ⊂ Ωn consist of the ⌊εn⌋ points
with the largest values.
2. Put Ω′n(ε) := Ωn \ Ωn(ε).
3. Let V be an ε-net of Ω′n(ε).
4. Define f : Ω→ R as the PMSE extension of y from V to Ω, as defined in Definition 6.1.
Since |Ω′n(ε)| < n, the value of f(x) can be computed in time O(n2) at any given x ∈ Ω. The com-
putational runtime for net construction is min{2O(d)O˜(n log ∆), O(n2)} [Krauthgamer and Lee,
2004].
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Proof of (a.i). Recalling that f ≡ y on V , we have
‖f − y‖
L1(µn)
=
1
n
∑
x∈Ωn\V
|f(x)− y(x)|
=
1
n
∑
x∈Ωn(ε)\V
|f(x)− y(x)|+ 1
n
∑
x∈Ω′n(ε)\V
|f(x)− y(x)|. (41)
Since 0 ≤ f, y ≤ 1, the first term is trivially bounded by |Ωn(ε)|/n ≤ ε. To bound the second
term, we recall the map ϕV : Ωn(ε) → V defined in Section 3 — and in particular, that
ρ(x, ϕV (x)) ≤ ε — and compute
1
n
∑
x∈Ω′n(ε)\V
|f(x)− y(x)| ≤ 1
n
∑
x∈Ω′n(ε)\V
ε
ρ(x, ϕV (x))
|f(x)− y(x)|
≤ ε
n
∑
x∈Ω′n(ε)\V
|y(ϕV (x))− y(x)|+ |f(x)− y(ϕV (x))|
ρ(x, ϕV (x))
≤ ε
n
· 2
∑
x∈Ω′n(ε)\V
Λy(x,Ωn) (42)
≤ 2εΛsy(µn,Ωn),
where the third inequality follows from Lemma 6.2:
|f(x)− y(ϕV (x))|
ρ(x, ϕV (x))
=
|f(x)− f(ϕV (x))|
ρ(x, ϕV (x))
≤ Λf (x, V ) ≤ Λy(x, V ) ≤ Λy(x,Ωn).
Hence f satisfies (a.i) with 3ε.
Proof of (b.i). Let q > 0 be a parameter to be determined later. Let U ⊆ Ω be an ε/4-net of
Ω, with induced Voronoi partition Π =
{
ϕ−1U (u) : u ∈ U
}
. Put m = |Π| ≤ (8/ε)d (see (1)) and
segregate the elements of Π into “light,” Π0, and “heavy,” Π1:
Π0 := {B ∈ Π : µn(B) < nq/m} , Π1 := {B ∈ Π : µn(B) ≥ nq/m} .
We will need three auxiliary lemmata.
Lemma 9.2 (Local slope smoothness of the PMSE). Suppose that A ⊆ Ω and f is the PMSE
of some function from A to Ω. Suppose further that E ⊆ Ω satisfies
diam(E) ≤ 1
2
min
x 6=x′∈A
ρ(x, x′). (43)
Then
sup
x,x′∈E
Λf (x,Ω)
Λf (x′,Ω)
≤ 2.
Lemma 9.3 (High probability of cell-mass reconstruction). The individual heavy cells have
empirical measure within a constant factor of their true measure, with high probability:
P
(
min
B∈Π1
µn(B)
µ(B)
≤ 1
2
)
≤ m exp(−nq/4m), (44)
P
(
max
B∈Π1
µn(B)
µ(B)
≥ 2
)
≤ m exp(−nq/3m). (45)
Additionally, the combined µ-mass of the light cells is not too large:
P

∑
B∈Π0
µ(B) ≥ 2q

 ≤ exp [−(m+ nq2)/2 + q√mn] , nq2 ≥ m. (46)
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Finally, we bound the global Lipschitz constant of the PMSE f of y:
Lemma 9.4 (Global Lipschitz constant of f).
‖f‖Lip ≤ 2ε−1Λwy (µn,Ωn) ≤ 2ε−1Λsy(µn,Ωn).
We are now in a position to prove (b). We choose q := ε/8 and calculate
Λ
s
f (µ,Ω) =
∫
Ω
Λf (x,Ω)dµ
=
∑
B∈Π
∫
B
Λf (x,Ω)dµ
=
∑
B∈Π0
∫
B
Λf (x,Ω)dµ+
∑
B∈Π1
∫
B
Λf (x,Ω)dµ. (47)
The first term in (47) is bounded using (46) in Lemma 9.3 and Lemma 9.4
∑
B∈Π0
∫
B
Λf (x,Ω)dµ ≤
∑
B∈Π0
∫
B
2Λ
s
y(µn,Ωn)
ε
dµ
=
2Λ
s
y(µn,Ωn)
ε
∑
B∈Π0
µ(B)
≤p
2Λ
s
y(µn,Ωn)
ε
(
2 · ε
8
)
≤ Λsy(µn,Ωn),
where the inequality indicated by ≤p holds with high probability, as in (46).
To bound the second term in (47), we first observe that for all B ∈ Π and x′ ∈ B,
Λf (x
′,Ω) ≤ 2 min
x∈Ωn∩B
Λf (x,Ω).
Indeed, this follows from Lemma 9.2, invoked with A = V and E = Ωn ∩B. Proceeding,
∑
B∈Π1
∫
B
Λf (x,Ω)dµ ≤
∑
B∈Π1
∫
B
2 min
x∈Ωn∩B
Λf (x,Ω)dµ
=
∑
B∈Π1
2 min
x∈Ωn∩B
Λf (x,Ω)µ(B)
≤p 4
∑
B∈Π1
min
x∈Ωn∩B
Λf (x,Ω)µn(B)
=
4
n
∑
B∈Π1
∑
x′∈Ωn∩B
min
x∈Ωn∩B
Λf (x,Ω)
≤ 4
n
∑
B∈Π1
∑
x′∈Ωn∩B
Λf (x
′,Ω)
≤ 4
n
∑
x′∈Ωn
Λf (x
′,Ω) ≤ 4Λsy(µn,Ωn),
where the inequality indicated by ≤p holds with high probability, as in Lemma 9.3, and the last
inequality follows from Corollary 6.2(i), since Λf (x
′,Ω) is determined by f ’s values on V :
Λf (x
′,Ω) = Λf (x
′, V ) = Λf (x
′,Ωn) ≤ Λy(x′,Ωn).
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Plugging these estimates back into (47) yields (b.i) with 5 in place of O(1). Applying
the union bound to the probabilistic inequalities marked by ≤p above yields the claim with
probability at least 1− δ, where
δ =
[
exp
(
−m+ nq
2
2
− q√mn
)
+m exp
(
− nq
4m
)]
≤ exp
(
−n(ε/8)d+1 + d log((8/ε)
)
.
Proofs of the auxiliary lemmata.
Proof of Lemma 9.2. By Corollary 6.2(i), we have that the local Lipschitz slope of f at x is
determined by a pair of points u∗, v∗ ∈ Ωn:
Λf (x) =
f(v∗)− f(u∗)
ρ(v∗, x) + ρ(x, u∗)
.
From (43), we have ρ(v∗, x) + ρ(x, u∗) ≥ ρ(v∗, u∗) ≥ 2 diam(E), and hence ρ(v∗, x) + ρ(x, u∗) +
2diam(E) ≤ 2(ρ(v∗, x) + ρ(x, u∗)). Thus,
Λf (x
′) ≥ f(v
∗)− f(u∗)
ρ(v∗, x′) + ρ(x′, u∗)
≥ f(v
∗)− f(u∗)
ρ(v∗, x) + diam(E) + ρ(x, u∗) + diam(E)
≥ f(v
∗)− f(u∗)
2(ρ(v∗, x) + ρ(x, u∗))
=
Λf (x)
2
.
Proof of Lemma 9.3. The claims in (44) and (45) are standard applications of multiplicative
Chernoff bounds [Dubhashi and Panconesi, 2009, Theorem 1.1].
To prove (46), observe that
P

∑
B∈Π0
µ(B) ≥ 2q

 ≤ P

∑
B∈Π0
(µ(B)− µn(B)) ≥ q


≤ P
(∑
B∈Π
|µ(B)− µn(B)| ≥ q
)
.
To bound the latter, define the random variable Jn :=
∑
B∈Π |µ(B) − µn(B)|. It follows from
Berend and Kontorovich [2013, Eqs. (5) and (17)] that E[Jn] ≤
√
m/n and
P(Jn ≥ q) ≤ P(Jn ≥ E[Jn] + (q −
√
m/n))
≤ exp[−n(q −
√
m/n)2/2], nq2 ≥ m,
which completes the proof.
Proof of Lemma 9.4. We only prove the first inequality, since the second one is immediate from
(8). It follows directly from the definition of Λ
w
y (µn,Ωn) that
µn(My(L)) ≥ α =⇒ L ≤ α−1Λwy (µn,Ωn).
The algorithm removes the ⌊εn⌋ points with the largest Λy(x,Ωn) from the set Ωn and it is
a basic fact that
εn ≤ 2 ⌊εn⌋ , ε > 0, n ≥ ε−1.
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This corresponds to removing a mass of α ≥ ε/2 points, and so for n ≥ ε−1,
max
x∈Ω′n(ε)
Λy(x,Ω
′
n(ε)) ≤
2Λ
w
y (µn,Ωn)
ε
. (48)
Finally, Corollary 6.2(iii,iv) implies
‖f‖Lip = ‖f |V ‖Lip ≤
∥∥∥f |Ω′n(ε)
∥∥∥
Lip
≤ 2Λ
w
y (µn,Ωn)
ε
.
9.2 Weak average
We now extend the above techniques to address the adversarial extension problem for the weak
average. The following notation will be used throughout:
ℓmin := min
x∈Ωn
Λf (x,Ωn),
ℓmax := max
x∈Ωn
Λf (x,Ωn).
The function f : Ω → [0, 1] will refer exclusively to the one constructed by the “adversarial ex-
tension” algorithm in the proof of Lemma 9.1. We proceed to make some observations regarding
f .
Lemma 9.5 (f is defect-free). For all ℓ > 0, the function f is (ℓε/2, ℓ, 1)-defect-free, as defined
in Section 7.1.
Proof. By construction, f is the PMSE of an ε-net V . Let u∗(x) and v∗(x) be as in Remark 6.1.
Suppose that Λf (x,Ω) ≥ ℓ. Then
max{|f(x)− f(u∗(x))|, |f(x) − f(v∗(x))|}
≥ ℓ ·max{ρ(x, u∗(x)), ρ(x, v∗(x))} ≥ ℓ · ε
2
= ℓε/2.
Lemma 9.6 (Combinatorial structure). For any t > 0 and 0 < q < 1, we have
µ(Mf (t)) ≤ 2µn(Mf (t/4)) + 8m
n1/3
log(m/δ), (49)
with probability at least 1− 2δ, where m ≤ (8/ε)d.
Proof. Let Π be the partition defined in Lemma 7.1 and let Π = Π0 ∪ Π1 be the dichotomy of
Π into light and heavy cells as in the proof of Lemma 9.1. Put Uf = U0 ∪ U1, where:
U0 = {B ∈ Π0 : B ∩Mf (t) 6= ∅} ,
U1 = {B ∈ Π1 : B ∩Mf (t) 6= ∅} .
Then
µ(Mf (t)) =
∑
B∈Π0
µ(B ∩Mf (t)) +
∑
B∈Π1
µ(B ∩Mf (t))
≤
∑
B∈U0
µ(B) +
∑
B∈U1
µ(B)
≤p (2µn(∪U0) + 2q) + 2
∑
B∈U1
µn(B)
≤ 2µn(∪U0) + 2µn(∪U1) + 2q
= 2µn(Uf ) + 2q
≤ 2µn(Mf (t/4) + 2q,
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where ≤p follows from (44, 46) and the final inequality from Lemma 7.1. Hence the bound
holds with probability at least 1 −
[
m exp
(− nq4m)+ exp (−m+nq22 + q√mn)]. Choosing q =
(4m/n(1/3)) log(m/δ), we have that (49) holds with probability at least
1−m
(
δ
m
)n2/3
− exp
(
−m+ n(4m/n
(1/3))2 log(m/δ)2
2
+ (4m/n(1/3)) log(m/δ)
√
mn
)
≥ 1− δ − exp(−m/2) ·
(
δ
m
)8m2 log (m/δ)n1/3−4m3/2 log (m/δ)n1/6
= 1− δ − exp(−m/2) ·
(
δ
m
)log(m/δ)n1/6(8m2n1/6−4m3/2)
≥ 1− 2δ.
Lemma 9.7 (Bounded local slope ratio).
max
x 6=x′∈Ω
Λf (x,Ω)
Λf (x′,Ω)
≤ 2 diam(Ω)
ε
.
Proof. By Corollary 6.2(iii), we may assume that for some u, v ∈ V ,
‖f‖Lip =
|f(u)− f(v)|
ρ(u, v)
.
Since ρ(u, v) ≥ ε, we have, for any x ∈ Ω,
Λf (x,Ω) ≥ max
{ |f(x)− f(u)|
ρ(x, u)
,
|f(x)− f(v)|
ρ(x, v)
}
≥ max
{ |f(x)− f(u)|
diam(Ω)
,
|f(x)− f(v)|
diam (Ω)
}
≥ |f(u)− f(v)|
2 diam (Ω)
= ‖f‖Lip ·
ρ(u, v)
2 diam (Ω)
≥ ‖f‖Lip ·
ε
2 diam (Ω)
.
Lemma 9.8 (f is close to y in weak average). The “adversarial extension” function f satisfies
(a.ii) for 0 < ε < 1.
Proof. We begin with the same decomposition as in (41):
‖f − y‖
L1(µn)
=
1
n
∑
x∈Ωn(ε)\V
|f(x)− y(x)|+ 1
n
∑
x∈Ω′n(ε)\V
|f(x)− y(x)|
and, as above, bound the first term by ε and the second term as in (42):
1
n
∑
x∈Ω′n(ε)\V
|f(x)− y(x)| ≤ 2ε
n
∑
x∈Ω′n(ε)\V
Λy(x,Ωn)
= 2ε
|Ω′n(ε) \ V |
n
∫
Ω′n(ε)\V
Λy(x,Ωn)dµ¯(x),
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where µ¯ is is the uniform measure on Ω′n(ε) \ V , given by µ¯(x) = n|Ω′n(ε) \ V |−1µn(x). Now
|Ω′n(ε) \ V |
n
∫
Ω′n(ε)\V
Λy(x,Ωn)dµ¯(x) =
|Ω′n(ε) \ V |
n
∫ ∞
0
µ¯(
{
x ∈ Ω′n(ε) \ V : Λy(x,Ωn) > t
}
)dt
=
∫ ∞
0
µn(
{
x ∈ Ω′n(ε) \ V : Λy(x,Ωn) > t
}
)dt
=
∫ β
0
µn(
{
x ∈ Ω′n(ε) \ V : Λy(x,Ωn) > t
}
)dt
≤ α+ Λwy (µn,Ωn)
∫ β
α
dt
t
,
where α > 0 is arbitrary and β =
2Λ
w
y (µn,Ωn)
ε , in light of (48). The integral evaluates to log(β/α)
and our choice α := Λ
w
y (µn,Ωn) yields the estimate
1
n
∑
x∈Ω′n(ε)\V
|f(x)− y(x)| ≤ 2ε(α + α log 2
ε
) = O˜(ε)Λ
w
y (µn,Ωn).
Lemma 9.9 (Satisfying (b.ii)). For 0 < ε, δ < 1, the adversarial extension function f satisfies
Λ
w
f (µ,Ω) ≤ 16Λwf (µn,Ωn) + 8Λwy (µn,Ωn)
m
εn
log
(
m log(2/ε)
δ
)
with probability at least 1− 2δ, where m ≤ (8/ε)d.
Proof. Fix a δ > 0 and put δij := δ2
−i−j ; then
∑∞
i=1
∑∞
j=1 δij = δ. Define also τij = 2
i−j for
i, j ∈ {1, 2, . . .}. Invoking Lemma 9.6 with the union bound, we have:
P
(
∃τij : µ(Mf (τij)) > 2µn(Mf (τij/4)) + 8m
n1/3
log
m2i+j
δ
)
≤ 2δ. (50)
For t < ℓmin, we have
tµ(Mf (t)) ≤ t = tµn(Mf (t)) (51)
and for t > ℓmax, recalling from Lemma 9.4 that ‖f‖Lip = ℓmax ≤ 2ε−1Λwy (µn,Ωn), we have
tµ(Mf (t)) = 0 = tµn(Mf (t)). (52)
For any other t > 0, define τ(t) to be the largest τij ≤ t. Then, for t ∈ [ℓmin, ℓmax],
tµ(Mf (t)) ≤ 2τ(t)µ(Mf (τ(t)))
≤p 4τ(t)µn(Mf (τ(t)/4)) + 16τ(t) m
n1/3
log
m log(ℓmax/ℓmin)
δ
≤ 16(τ(t)/4)µn(Mf (τ(t)/4)) + 32ℓmax m
n1/3
log
m log(ℓmax/ℓmin)
δ
≤ 16Λwf (µn,Ωn) + 64ε−1Λwy (µn,Ωn)
m
n1/3
log
(
m log(2/ε)
δ
)
,
where ≤p holds with probability at least 1− δ and Lemma 9.7 was invoked in the last inequality.
The claim follows.
Remark 9.1. A careful reader will notice that our learning algorithms do not currently make
use of the adversarial extension for the weak average. Rather, the strong mean is optimized (as
in Theorem 8.1), with implications for the weak mean (Corollary 8.1). In future work, we plan to
design algorithms specifically geared toward optimizing the weak mean and enjoying the sharper
generalization bounds afforded by this much larger class.
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10 Generalization
Generalization guarantees refer to claims bounding the true risk in terms of the empirical risk,
plus confidence and hypothesis complexity terms. Throughout this paper, we assume that
the learner has a fixed target average smoothness parameter L. This assumption incurs no
loss of generality, since a standard technique, known as Structural Risk Minimization (SRM),
[Shawe-Taylor et al., 1998], creates a nested family of function classes with increasing L, allowing
the learner to select one based on the sample, so as to optimize the underfit-overfit tradeoff.
10.1 Uniform Glivenko-Cantelli
We begin by dispensing with some measure-theoretic technicalities. Our learner constructs a
hypothesis f : Ω → [0, 1] via the PMSE extension, which, by Corollary 6.2(iii), is a Lipschitz
function. Thus, operationally, the learner’s function class is
HL = LipwL(Ω, ρ, µ) ∩
{
f : Ω→ R; ‖f‖Lip <∞
}
. (53)
Our assumptions that ddim(Ω),diam(Ω) < ∞ imply that (Ω, ρ) has compact closure; this in
turn implies a countable F ⊂ HL such that every member of HL is a pointwise limit of a
sequence in F. This suffices [Dudley, 1999] to ensure the measurability of the empirical process
supf∈HL
(∫
Ω fdµ−
∫
Ω fdµn
)
.
A standard method for bounding this empirical process is via the Rademacher complexity
(see, e.g., Mohri et al. [2012, Theorem 3.1]): with probability at least 1− δ,
sup
f∈HL
(∫
Ω
fdµ−
∫
Ω
fdµn
)
≤ 2Rn(HL|X[n]) + 3
√
log(2/δ)
2n
, (54)
where X[n] = (X1, . . . ,Xn) ∼ µn and
Rn(HL|X[n]) := E
σ∼Uniform({−1,1}n)
sup
f∈HL
1
n
n∑
i=1
σif(Xi).
Finally, an elementary estimate on Rademacher complexity is in terms of the empirical L2
covering numbers (see, e.g., Bartlett [2006]):
Rn(HL|X[n]) ≤ inf
ε>0
ε+
√
2 logN(ε,HL, L2(µn))
n
. (55)
Invoking the estimate in Theorem 5.2 with α = L−1/6 and combining it with (54, 55) yields
that
sup
f∈HL
(∫
Ω
fdµ−
∫
Ω
fdµn
)
≤ Cδ
√
L
n1/8d
+
C
−d/2
δ
√
2
n5/16
+ 3
√
log(2/δ)
2n
(56)
holds with probability at least 1− 3δ, where d = ddim(Ω) and Cδ is a constant depending only
on δ (assuming, to avoid trivialities, that L, d ≥ 1). We have not attempted to optimize any of
the constants.
10.2 Risk bounds
Recall our learning setup: ν is an unknown distribution on Ω × [0, 1], from which the learner
receives a labeled sample Sn = (Xi, Yi)i∈[n] ∼ νn. Based on Sn, the learner constructs a
hypothesis f : Ω→ [0, 1], to which we associate the (true) risk R(f ; ν) := E(X,Y )∼ν loss(f(X), Y )
as well as the empirical risk R(f ; νn).
We discuss regression and classification separately.
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Regression. The learner selects a hypothesis f ∈ HL (seeking to minimize R(f ; νn), but this
will not be used in our analysis). Then
sup
f∈HL
(R(f ; νn)−R(f ; ν)) ≤ 2R(G|(X,Y )[n]) + 3
√
log(2/δ)
2n
holds with probability at least 1− δ, where G is the loss class consisting of
G = {g : (x, y) 7→ |f(x)− y| ;x ∈ Ω, y ∈ [0, 1], f ∈ HL} ⊆ [0, 1]Ω×[0,1].
To bound the Rademacher complexity of G, we notice that each g ∈ G is of the form g = ϕ ◦ h,
where ϕ(·) = |·| and h : (x, y) 7→ f(x) − y. Since ϕ : R → R is 1-Lipschitz, Talagrand’s
contraction principle [Ledoux and Talagrand, 1991, Corollary 3.17] implies that
R(G|(X,Y )[n]) ≤ E
σ
sup
f∈HL
1
n
n∑
i=1
σi(f(Xi)− Yi)
= E
σ
sup
f∈HL
1
n
n∑
i=1
σif(Xi) = R(HL|X[n]).
Combining this with (56) yields
sup
f∈HL
(R(f ; νn)−R(f ; ν)) ≤ Cδ
√
L
n1/8d
+
C
−d/2
δ
√
2
n5/16
+ 3
√
log(2/δ)
2n
(57)
with probability at least 1− 3δ.
Classification. Here the analysis is nearly identical to that for regression. The only differences
are that (i) the loss class is now defined as consisting of g : (x, y) 7→ ϕ(1 − (2x − 1)(2y − 1)),
where ϕ(t) = max {0, t}— again, a 1-Lipschitz function, and (ii) ν is over Ω×{0, 1}. Proceeding
with the Rademacher analysis,
R(G|(X,Y )[n]) ≤ E
σ
sup
f∈HL
1
n
n∑
i=1
σi(1− (2f(Xi)− 1)(2Yi − 1))
= 2E
σ
sup
f∈HL
1
n
n∑
i=1
σif(Xi) = 2R(HL|X[n]),
since Yi ∈ {0, 1}.
11 Illustrative examples and discussion
Savings of average over worst-case. For γ ∈ (0, 1/2), consider the metric space Ω =
[0, 1/2 − γ] ∪ [1/2 + γ, 1] equipped with the standard metric ρ(x, x′) = |x− x′|, the uniform
distribution µ, and f : Ω → R given by the step function f(x) = 1[x > 1/2]. Then ‖f‖Lip =
1/(2γ) and
Λ
s
f (Ω, ρ, µ) =
1
1− 2γ
∫
[0,1/2−γ]∪[1/2+γ,1]
1
|x− 1/2|+ γdx =
2
1− 2γ log
(
1 + 2γ
4γ
)
. (58)
For small γ, we have ‖f‖Lip = Θ(γ−1) and Λsf = Θ(log γ−1), so even the cruder strong average
smoothness measure provides an exponential savings over the worst-case one. This example has
natural higher-dimensional analogues (i.e., Ω = [0, 1]d−1× ([0, 1/2−γ]∪ [1/2+γ, 1])), where the
phenomenon persists.
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An analogous behavior is exhibited by the “margin loss” function f(x) = max {1,min {0, 1− x/γ}}
defined on ([0, 1], |·| , µ), where µ is the uniform distribution on [0, 1]. In this case, ‖f‖Lip = 1/γ,
while
Λ
s
f ([0, 1], |·| , µ) = γ ·
1
γ
+ (1− γ)
∫ 1
γ
1
x
dx = 1 + (1− γ) log 1
γ
= Θ
(
log
1
γ
)
(59)
— again, an exponential savings.
For a more dramatic gap between the two measures, consider the family of functions fp(x) =
xp for p ∈ (0, 1), on Ω = [0, 1] with the uniform distribution µ and the standard metric ρ. These
all have ‖fp‖Lip =∞, while
Λ
s
f ([0, 1], |·| , µ) =
∫ 1
0
xp−1dx =
1
p
. (60)
Consider now the case of the step function f : [0, 1] → [0, 1] given by f(x) = 1[x > 0].
Taking Ω and µ as above, we have ‖f‖Lip = Λsf (µ,Ω) =∞, so here the strong average offers no
advantage over the worst-case. However, since µ(Mf (t)) = 1/t, we have that Λ
w
f (µ,Ω) = 1.
Uniform Glivenko-Cantelli. Take Ω = {1, 2, . . .} with any probability measure µ and metric
ρ(x, x′) = |x− x′|. Consider the function class F = [0, 1]Ω. It is well-known that F is UGC with
respect to µ; this follows, for example, from missing mass arguments (see, e.g., [Efremenko et al.,
2020, Theorem 2]). We note in passing that under a fixed distribution, UGC is a strictly stronger
property than learnability [Benedek and Itai, 1991]. Let us specialize our general techniques to
this toy setting.
It is easily seen that ddim(Ω) = 1, but we must address the technical issue that diam(Ω) =∞.
A cursory glance at the proof of Theorem 5.2 shows that in fact only diam(Ωn) <∞ is needed.
In fact, even further savings is possible: we can relabel the elements of Ωn so that
diam(Ωn) = ‖µn‖0 ≡ | supp(µn)| =: | {x ∈ Ω : µn(x) > 0} |.
Renormalizing the empirical diameter to 1 by shrinking the distances by ‖µn‖0, we have that∥∥f |Ωn∥∥Lip ≤ ‖µn‖0 for all f ∈ F. To this we may apply Lemma 5.1, obtaining a t-covering
number bound (under ℓ∞) of order O(
‖µn‖0
t log
1
t ). Then the Rademacher bound in (55) yields a
rate of O((‖µn‖0 /n)1/3)), although Dudley’s chaining integral [Vershynin, 2018, Theorem 8.1.3]
yields the sharper estimate O((‖µn‖0 /n)1/2)). A more careful analysis [Cohen et al., 2020] shows
that essentially the optimal rate is O((‖µn‖1/2 /n)1/2)). The estimate in (56) loses out consider-
ably, due to the additive error in the covering number bound in Theorem 5.2; however, it does
suffice to conclude that F is UGC. Note that our techniques establish finite empirical L2 covering
numbers for this class — unlike, say, the covering number estimate of Mendelson and Vershynin
[2003], which requires bounded fat-shattering dimension.
Comparison between PMSE and AMLE. At first glance, PMSE might appear similar to
the Absolutely Minimal Lipschitz Extension (AMLE) [Juutinen, 2002, Peres et al., 2009]. Note
first that AMLE requires a length space in order to be well-defined, while PMSE of f from A ⊂ Ω
to Ω is well-defined as long as either diam(A) <∞ or ‖ f |A ‖∞ <∞.
A visual comparison of the behaviors of AMLE and PMSE on Ω = [0, 1] is instructive. We
evaluate the step function f(x) = 1[x > 1/2] at 10 uniformly spaced “anchor” points on [0, 1].
The AMLE is just the linear interpolation, illustrated by the piecewise-linear (blue) curve in
Figure 1. The behavior of PMSE is more interesting: at first, the sawtooth (red) shape looks
somewhat odd. Recall, however, that the PMSE is minimizing the local slope at each point, which
is affected by the values at all of the anchor points. Thus, each bottom spike reflects the tension
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between the 0-value at the nearby anchor points and the 1-value at the farther anchor points
(and similarly for the top spikes). The two curves coincide at the line segment representing the
steep rise between the 5th and 6th anchor points.
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 1: Comparing PMSE to AMLE on the step function.
Alternative notions of average smoothness. One might consider a natural alternative
definition of average smoothness, less stringent than our Λ
s
and our Λ
w
:
Λ
alt
f (µ,Ω) =
∫
Ω
∫
Ω
|f(x)− f(y)|
ρ(x, y)
dµ(x)dµ(y).
We argue that Λ
alt
f (µ,Ω) fails as an average measure of smoothness for bounding empirical
covering numbers and obtaining generalization guarantees. Indeed, consider Ω = [0, 1] endowed
with the standard metric ρ(x, x′) = |x− x′| and uniform distribution µ. Let F be the collection
of all f : Ω → {0, 1} with finite support. It is well-known that F is not UGC under µ, and
has typical empirical covering numbers exponential in sample size. However, since |f(x)− f(y)|
vanishes µ2-almost-everywhere, we have that Λ
alt
f (µ,Ω) = 0 for all f ∈ F. As a consistency
check, note that no uniform bound over all f ∈ F is possible for either Λs or Λw.
Acknowledgements. We thank Luigi Ambrosio and Ariel Elperin for very helpful feedback
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