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Abstract
The use of a binary counter as a mechanism for VLSI built-in test pattern generation is
examined. Four di1erent schemes are studied which are de3ned as partitioning problems on
the rows of a binary matrix T . The goal in all problems is to minimize the maximum distance
between the values of the binary patterns of any two rows of T , so that they can be generated by a
counter in the minimum number of cycles. Although all schemes are NP-hard, an approximation
algorithm is presented for the 3rst scheme which guarantees solutions within 2 ·p from the
optimal, where p is the prescribed number of partitions. The remaining problems are shown to
be NP-complete even to be approximated within twice the optimal. ? 2001 Elsevier Science
B.V. All rights reserved.
Keywords: Binary counters; Permutations; NP-complete; Approximation algorithms; Digital
circuit testing
1. Introduction
The high complexity and density of VLSI digital circuits make testing after fabrica-
tion a very challenging task. To check if a given chip functions as it was designed to
requires the application of appropriate test patterns on the inputs and the observance of
the resulting output values. The testing process typically concentrates on the combina-
tional components that are de3ned between successive levels of registers in the design
since it is signi3cantly easier to test combinational logic than sequential logic. Various
established methods can be applied to reduce the problem of testing sequential circuits
to that of testing the embedded combinational components (see, e.g., [1–6,8,11]). In
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this paper we study the use of a binary counter as a mechanism for generating patterns
in order to test stuck-at faults in embedded combinational logic.
There are three major ways to obtain the test input patterns [1]: pseudorandomly,
where patterns are generated at random or with some bias, pseudoexhaustively, where
all possible patterns for each suGciently small subcircuit are generated, and determinis-
tically, where computer programs (automatic test pattern generation (ATPG) programs)
3nd a test pattern for each modeled fault.
Once a set of test patterns (“test set”) has been derived, it can be applied to the
circuit either externally (using special tester devices) or internally (using “built-in” test
pattern generation (TPG) circuitry) [1]. The eGciency of the latter approach depends
on the required hardware overhead and the number of cycles needed to reproduce the
given test set. A great variety of schemes have been proposed for applying in a built-in
manner the generated patterns. They include counters, weighted linear feedback shift
registers (LFSRs), and cellular automata (see [9] for a sample of these approaches).
The test set normally includes only patterns for the “hard-to-detect” faults, i.e., faults
with low detection probability, for which patterns have to be found by a deterministic
ATPG method. (We consider only faults that require a single pattern to be detected.)
It has been observed that the remaining faults (“easy-to-detect”) can in practice be
detected by the additional test patterns that the built-in mechanism generates in the
process of reproducing the “hard” test set [1].
ROMs and FPGAs are alternative built-in mechanisms but they are very hardware
prohibitive to be used in a stand-alone mannner. Their hardware overhead is directly
proportional to the number of applied test patterns. In order to guarantee detection of all
nonredundant faults, they must explicitly store a test set for both easy and hard-to-detect
faults but this is prohibitive. They are typically used for storing only a subset of
the test set for the hard-to-detect faults, and they are combined with an additional
hardware-eGcient built-in mechanism (counter or LFSR) that generates patterns for
the remaining faults.
The number of patterns for the hard-to-detect faults is typically much smaller than the
number of patterns for the easy-to-detect faults. Consider, for example, the ISCAS’85
combinational circuits, a standard benchmark suite for evaluating the eGciency of TPG
schemes. Column 2 shows the number of inputs, w, in each circuit. Column 3 of Table 1
shows indicative values for the number of patterns for the hard-to-detect faults whereas
column 4 gives an upper bound on the number of patterns needed to detect all faults.
Column 5 in Table 1 lists the hardware overhead of a ROM-based generator for
the hard-to-detect faults in the ISCAS’85 benchmarks. The hardware overhead is given
in terms of transistors, and includes the decoding and addressing logic in the ROM.
For comparison, we also list in column 6 upper and lower bounds on the hardware
overhead (also in terms of transistors) for a counter-based scheme. The listed lower
bounds come closer to the actual hardware overhead. The consideration of the lower
bound is due to the fact that in practical BIST designs, the combinational circuits are
actually parts of larger sequential circuits and the existing register cells in the sequential
circuit can be modi3ed to serve also as cells in BIST structures (see, e.g. the BILBO
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Table 1
Indicative values for ISCAS’85 benchmarks
Ckt w  (hard)  (all) ROM ovrhd. E1C ovrhd. dE1C d2S
(only  (hard) lower(upper)
patterns)
c432 36 6 864 360 84(252) 125 92
c499 41 14 998 830 180(540) 22,064 17,002
c880 60 11 1760 892 60(180) 29 20
c1908 33 14 3816 718 132(396) 1169 670
c3540 50 22 7080 1500 120(360) 970 930
c5315 178 7 10,630 1396 72(216) 62 55
c6288 32 36 12,576 1800 524(972) 98,003,134 68,203,111
and other BIST architectures in [1]). This has a signi3cant impact on the hardware
overhead of a counter-based or LFSR-based scheme. In column 6 of Table 1 we list
the hardware overhead of a counter-based scheme when all the counter cells have been
implemented with existing registers. In parentheses, we list the worst-case bound where
no register can be used to implement a counter cell. Namely, in the worst case, a new
Nip-Nop is needed per test-phase input, and in the best case two 2 : 1 multiplexers
are needed for controlling the normal=test mode and converting a D Nip-Nop into a T
Nip-Nop. The hardware overhead in column 6 of Table 1 is given in terms of transistors,
assuming 36 transistors per T Nip-Nop in a ripple counter, and six transistors for a 2 : 1
multiplexer. Observe that the ROM-based generator has signi3cantly higher overhead
and only targets hard-to-detect faults. In contrast, the counter-based scheme can also
detect easy-to-detect faults with the listed hardware overhead.
Although the hardware overhead of a binary counter TPG mechanism is not a con-
sideration, the time required to reproduce the test set can be prohibitive unless the TPG
is carefully designed. In this paper, we analyze the behavior of a binary counter as a
TPG mechanism for reproducing a test set (for hard-to-detect faults).
This paper shows that it is a computationally diGcult problem to design a counter
that guarantees minimum reproduction time. This is due to the many alternative ways
for its design which do not allow us to explicitly consider each design. (We note
that for a given design we can compute the reproduction time in time linear to the
number of test patterns.) Fortunately, we show that we can design, in polynomial time,
counter-based TPGs that guarantee provably good reproduction times. In the following,
we formally state the problems studied in this paper.
Let T be a binary matrix of dimension  × w that represents a test set of  test
patterns (without don’t cares), each of length w. A binary counter with w cells cycles
through a maximum of 2w states, with the ith state, 06 i6 2w − 1 being the binary
representation of number i. The generation of all patterns in T by such a counter
involves initializing the counter by some pattern of T , and then cycling through the
sequence of the counter states until all patterns in T have appeared somewhere in that
sequence.
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The goal in any counter-based scheme is to minimize the length of that sequence
(i.e., minimize the test application time). Since the sequence of the counter states is in
fact cyclic, (“wrapping around” from 2w−1 to 0), the counter can start from a smaller
value and terminate at a larger, or start from a larger value and terminate at a smaller.
Based on the above, we formally de3ne the following: Let ri; 16 i6 , be the values
of the binary patterns of the rows of T . We de3ne the straight distance of T to be
max{ri} −min{ri}, and its wraparound distance of T to be 2w −max{ri − rj}, where
ri; rj are consecutive row patterns in sorted order and ri ¿ rj. The cyclic distance of
T is the minimum of its straight and wraparound distances.
If the cyclic distance of a ×w test matrix T is d, then a counter of length w starting
with the appropriate starting vector, will generate all  patterns in d clock cycles. It is
an easy task to compute the cyclic distance d of any given matrix T . However, T can
be transformed into another matrix T ′ with smaller cyclic distance, while all original
 patterns of T can still be generated by the counter corresponding to T ′. For this
transformation of test matrix T to T ′, we have used the following operations on the
columns of the test matrix:
(i) preprocessing operations: elimination of constant columns (columns with the same
bit value throughout), merging of identical columns, merging of complementary
columns. (The merging is done for up to f columns, where f is the allowable
fan-out.); and
(ii) basic operations: column permutation, generation of complementary columns (to
be obtained from the PQ state output of the counter cell).
An example for these operations is illustrated in Fig. 1.
In this paper, we show that it is an NP-complete problem to 3nd a permutation of
the columns of T so that its cyclic distance is no more than a prescribed integer B.
This decision problem will be referred to as 1C (1 Counter). We reduce 1C from the
vertex cover problem. In 1C we allow column permutations only. A similar reduction
from the vertex cover is also described in order to show the somewhat expected result
that the 1C problem remains NP-complete under any preprocessing or basic operation.
The latter problem is referred to as the Extended 1C (E1C) problem.
Although it is NP-complete to bound the cyclic distance of a test matrix T by any
prescribed integer B in general, it is polynomially solvable (for matrices with no don’t
cares) to bound it by a power of two, B = 2k for some integer k. Two conditions
pertain to this goal:
Condition C1. If a ×w matrix T contains d constant and=or identical columns (either
in their original or in their complemented form), there is a column permutation that
makes the cyclic distance of T be no more than 2w−d+1 − 1.
Condition C2. Given a ′×w′ matrix T ′ with a column C 3xed in the most signi3cant
position, the cyclic distance of T ′ can become no more than 2w
′−1 − 1, if there is a
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Fig. 1. (a) A test matrix with cyclic distance 130. (b) With identical column merging the cyclic distance of
1(a) becomes 9. (c) With complementary column merging the cyclic distance of 1(a) becomes 64. (d) Using
column permutation the cyclic distance of 1(a) becomes 5. (e) With complementary column generation the
cyclic distance of 1(a) becomes 128. (f) Using all 3ve operations the cyclic distance of 1(a) becomes 4.
permutation of the remaining columns of T ′ so that the minimum subrow containing
1 in C is no less than the maximum subrow containing 0 in C.
Conditions C1 and C2 are analyzed in Section 3.3, where they are used to establish
upper and lower bounds on the cyclic distance, as well as the approximation bound
with respect to the optimum cyclic distance.
If Condition C1 is satis3ed for a maximum group of d constant and=or identical
columns, (we observe that such a group contains at least one non-constant column),
a counter of length w − x, where x is the number of constant columns, can generate
all patterns within 2w−d+1 − 1 cycles, by assigning all d− x identical columns in the
most signi3cant cells and going in the wraparound direction or, alternatively, assigning
the w − k − 1 − x identical columns in the cells just after the most signi3cant cell,
which is assigned to the complementary column, and going in the straight direction.
(All constant columns are hardwired to source or ground.)
Condition C2 is useful in reducing the cyclic distance by an additional factor of
two. Consider the ′ × w′ =  × (w − d + 1) matrix T ′ which contains only one
non-constant column from the group of the d selected columns in T . If condition C2 is
satis3ed on matrix T ′ with the most signi3cant column C being the latter non-constant
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column, then the cyclic distance of T ′ (and, therefore, of T ) can become no more than
2w
′−1 − 1 = 2(w−d+1)−1 − 1 = 2w−d − 1.
As the number of patterns required for the hard-to-detect faults is not high, conditions
C1 and C2 are often satis3ed. Column 8 of Table 1 shows the cyclic distance for the
E1C scheme on ISCAS’85 benchmarks. These numbers clearly show that the two
conditions have a signi3cant impact in reducing the cyclic distance. (A trivial upper
bound for the cyclic distance is 2 to the number of the Nip-Nops in the counter.)
The counter scheme E1C involving the column operations o1ers a signi3cant reduc-
tion in the cyclic distance over that using a basic counter. In order to further improve
the cyclic distance, we consider counter schemes with slightly more hardware (but
always smaller than that of a ROM). We analyse four such schemes with increas-
ing overhead requirements. The choice among these schemes depends on the desired
tradeo1 between test application time and test hardware overhead.
The basic idea is to partition the test matrix T into submatrices Ti, 16i6p, and have
the counter run in a prescribed number p of test sessions. In each session a speci3c
starting vector–3nishing vector pair (seed) is used to reproduce the patterns in Ti.
In the 3rst partitioning problem, referred to as pS (p Seeds), the basic and prepro-
cessing operations may only be applied to the columns of T . A single binary counter
with p seeds may be used for generating the test patterns [10]. In each phase, the
ordering of the counter cells is 3xed and determined by an appropriate initial permu-
tation. Indicatively, values of the cyclic distance achieved by such a scheme for p=2
are given under column 9 (d2S) in Table 1.
The second partitioning problem, referred to as pP (p permutations), allows for
independent permutations on the columns of each Ti, 16i6p. However, the remaining
four operations are only applied to the columns of T . A binary counter with p seeds
may be used to generate the test patterns [10]. Its required hardware overhead is higher
than that of the counter used in the pS problem, but the cyclic distance dpP of any
matrix T is no more than its cyclic dpS under the pS problem.
In the third problem, referred to as pC (p Counters), all basic and preprocessing
operations may be independently applied to each submatrix Ti, 16i6p. The hardware
overhead of this scheme is, in the worst case, equal to that of using p di1erent counters.
However, the respective cyclic distance dpC is no more than dpP, for any matrix T .
In the 3nal problem, referred to as ′CR (′ patterns by counter, ′– patterns by
ROM), the goal is to select a prescribed number ′ of patterns from T so that the cyclic
distance dpCR of the induced matrix is minimized. This scheme is implemented using
a counter and a ROM. In contrast with the previous schemes where all the patterns in
T were to be generated by the counter structures, the counter in this scheme has to
generate ′ test patterns with the remaining –p test patterns generated by the ROM
in –′ time. The optimization version of this problem asks for maximizing ′, the
number of selected rows of T , so that the cyclic distance on the reduced matrix does
not exceed a positive integer dCR.
Simple proofs by restriction from the E1C problem may be used to show that the
decision versions of all four partitioning problems are NP-complete for arbitrary integer
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p. Furthermore, the reduction of Section 2 can be appropriately modi3ed to show that
the 3rst three problems remain NP-complete for any 3xed value of p. Concerning
approximation solutions to these problems, we obtained the following results: Section
3 presents a constant times optimal approximation algorithm for the pS problem. The
values of the constant in the approximation bound is two. In contrast, Section 4 shows
that it is an NP-complete problem to determine whether pP and PC problems can
approximated within a factor of two from the optimal, even when the value of p is
3xed to two. Our results show that the problem of synthesizing counters under the 2P,
2C and ′CR formulations is a very challenging task.
2. The NP-completeness of the 1C problem
We show that the 1C decision problem is NP-complete.
Theorem 1. The problem of 1nding a permutation of the columns of a ×w matrix
T so that the resulting matrix has cyclic distance less than a prescribed integer B is
NP-complete.
Proof. The problem is obviously in NP. We show a reduction from vertex cover [7],
that is, given a graph G and an integer k 3nd at most k nodes of G such that each
edge of G is incident to at least one of these nodes. Without loss of generality, we
consider that every node of G has degree at least two. Given a graph G = (V; E),
we construct a matrix (m + 1) × (n + 1), where m = |E| and n = |V | as follows
(Fig. 2): We number the columns from 0 to n, starting from the right side. The
leftmost column of T is set equal to a “dummy” column vector 100::::0 and the top
row is set equal to a “dummy” row vector 100:::0. The remaining rows and columns
correspond to edges and nodes of G, respectively. The row vector corresponding to
edge (vi; vj), 06i; j6n− 1 consists of all 0’s, except for two 1’s in columns i and j.
We will show that there is a vertex cover for G of size at most k, if and only if
there is a column permutation for T that results in a cyclic distance of size at most
B= 2n − 2n−k + 1.
If there is a vertex cover of size at most k for G, then there are at most k columns
of T such that each row of T except the top one has at least one 1 in these columns.
Then a permutation that keeps the leftmost column 3xed (equal to the dummy column)
and places the vertex cover columns immediately after it, in any order, satis3es the
cyclic distance bound: the maximum row in the resulting matrix is 2n (the top row),
and the minimum row is rm¿2n−k (since column n− k contains at least one 1). Since
rM − rm62n − 2n−k , we have that the cyclic distance of the matrix cannot exceed
B= 2n − 2n−k + 1.
Conversely, if there is a permutation of the columns of T that does not exceed the
cyclic distance bound B = 2n − 2n−k + 1, then we can obtain a vertex cover for G
of size at most k. Let rs and rf be the rows whose di1erence determined the cyclic
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Fig. 2. (a) A graph (b). Its corresponding test matrix. (c) Permuted test matrix with cyclic distance
27¡B = 25 − 25−3 + 1: Node cover of size 3 ({v4; v2; v1}).
distance under that permutation. Row rs corresponds to the test pattern that initializes
the counter and rf corresponds to the last test pattern that the counter has to generate.
We show 3rst that rs cannot be greater than rf , i.e., the cyclic distance cannot have been
determined by a di1erence of the form rf +2w−rs, where w=n+1. We distinguish three
cases. If rs starts with ‘0’, i.e., rs¡ 2n, then rf +2w− rs¿rf +2n+1−2n¿rf +2n ¿B.
If rs = 2n (i.e., rs is the dummy row), then rf + 2w − rs = rf + 2n+1− 2n= rf + 2n ¿B.
The 3nal case is that rs starts with ‘1’ and it is not the dummy row, i.e., rs = 2n+2p,
for some p6n − 1. Since every node has degree at least two, there must be some
row rx containing ‘1’ at position p. Row rx cannot contain ‘1’ at position n because
it would represent the same edge as row rs. That is, rx ¡ rs, and therefore rx must
be generated after the counter wraps around 0 and before it produces rf , i.e., rx ¡ rf .
But then rf¿rx¿2p ⇒ rf + 2w − rs¿2p + 2n+1 − (2n + 2p) = 2n ¿B. Therefore,
the cyclic distance must have been determined by a di1erence of the form rf − rs.
Then rf and rs must actually be the maximum and minimum rows, respectively, of the
permuted matrix. We have that, under any column permutation, rf¿2n, since every
column contains at least one 1. Since rf − rs6B = 2n − 2n−k + 1, we must have that
rs¿rf − 2n + 2n−k − 1¿2n − 2n + 2n−k − 1 = 2n−k − 1. Since every row cannot have
more than two ones, the latter means that every row contains at least one ‘1’ in the
leftmost k +1 columns, that is, the nodes that correspond to those columns (excluding
the dummy column), consist a vertex cover of size k for G.
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Fig. 3. Matrix Tˆ .
A similar reduction from the vertex cover problem may be used to show that the E1C
decision problem, that allows for any preprocessing or basic operation, is NP-complete.
We construct a matrix Tˆ that is larger than the matrix used in the above theorem. The
dimension of matrix Tˆ is (m + n + 2) × (n + 1). The leftmost column of Tˆ is set to
100 : : : 0. The top two rows of Tˆ are of the form 100 : : : 0 and 011 : : : 1. The subsequent
m rows correspond to an m× n submatrix T˜ which is the edge-node incidence matrix
of an arbitrary graph G = (V; E) with |V | = n and |E| = m, as shown earlier in Fig.
2 in the reduction for the 1C problem. The last n rows of Tˆ constitute an n × n
complemented identity matrix (excluding the 3rst column). It can be shown that Tˆ can
be manipulated by the column operations in order to make its cyclic distance be no
more than 2n − 2n−k + 1, for some given integer k, if and only if the vertex cover
problem is satis3ed with at most k nodes on graph G. Matrix Tˆ is shown in Fig. 3.
The detailed proof is given in [9].
3. Approximation algorithm for problem pS
In this section we describe a scheme based on single counter that works in p¿ 1
phases. In each phase the counter can be supplied with a di1erent starting vector–
3nishing vector pair. The ordering of the cells of the counter is 3xed in all p phases
according to an appropriately selected ordering. The general problem of 3nding a cell
ordering and p starting vector–3nishing vector pairs so that the total number of cycles
in all p phases is minimized is NP-hard, since it contains the special case for p = 1
of Section 2. However, we present here a polynomial-time approximation algorithm
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Fig. 4. A partition of a matrix into two parts, each having d = 4 constant=identical columns.
(assuming p is 3xed) that guarantees that the total time is no more than 2 × p the
best possible.
3.1. Preliminaries
The basic idea of our approach is to 3nd a partition of the rows of T into p subma-
trices Ti, 16i6p, so that each Ti has at least k constant and=or identical (sub-)columns
in the same k most signi3cant positions, for the maximum possible value of k. That is,
we want to satisfy condition C1 in each submatrix Ti for the maximum possible value
of d = k, while maintaining the same ordering of the subcolumns in each submatrix.
An example for p= 2 is shown in Fig. 4, where d= 4.
In the following, we assume that any constant columns of the test matrix have
been removed in a preprocessing step. We separate all columns of T into groups
(equivalence classes) so that all columns in each group are identical or complementary.
(In the example of Fig. 4, every column belongs to a group by itself except for f
and b that belong to the same group.) Each group is identi3ed with a representative
of the columns it contains. This representative will be referred to as matrix column
(MC) representative and can be selected to be either the column that is identical or
complementary to the majority of the columns in the group. Each MC representative
has an associated weight equal to the number of the columns in its group.
If each of the Q and PQ state outputs of the counter cells has a fan-out of f, and
MC representative i represents di identical columns of T and ei identical columns of T
that are complementary to the former, then all the columns in group i can be driven by
max{di=f; ei=f} counter cells, by making use of both the Q and PQ outputs. The
MC representatives derived as above are all distinct and, moreover, are all non-constant
and non-complementary.
Since each MC representative can be considered in its original or complemented
form, we concentrate on the structure of the patterns that appear on the Q (rather
than PQ) state outputs of the counter cells. All counter cells whose Q outputs are the
same are classi3ed under a separate counter cell (CC) representative. For each CC
representative, we distinguish p parts, each part corresponding to a phase. For each
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Fig. 5. CC Templates for p = 3. (a) “Implicit” template. (b) Two “explicit” templates obtained from (a).
part, we are interested in whether the corresponding subcolumn is constant (indicated
by C) or non-constant (indicated by D).
The partition of the rows is directed by appropriate sequences of CC representatives
which we call CC templates. Each CC template contains a number r of CC represen-
tatives. (The maximum possible value rmax of r is given later.) The CC representatives
in a template must appear in a well-de3ned order that is, in such an order so that in
each phase, all constant CC representative parts appear before all non-constant ones. In
addition, all non-constant parts in each phase must be identical (equal to some pattern
Di for phase i). An example for p=3 is shown in Fig. 5(a). In this example, we have
six CC representatives. The speci3c template indicates that the 3rst two CC represen-
tatives must have constant parts in all three phases, the third CC representative must
have constant parts in phases two and three, the fourth and 3fth CC representatives
must have constant part in phase three, while the last CC representative must have no
constant parts. In addition, all non-constant parts in each phase must be identical.
The structure of the CC templates is constrained by the following:
(R1) All CC representatives within the template are distinct and non-complementary.
(R2) No CC representative in the template is constant.
(R3) In each part, all constant subcolumn CC representatives must precede all non-
constant subcolumn CC representatives.
(R4) In each part, all non-constant subcolumn CC representatives must be identical.
We note that the parts indicated in Fig. 5(a) by “C” are not independent of each other.
For instance, the constant parts in the 3rst CC representative cannot in fact be all the
same because of (R2). Also the constant parts in the fourth and 3fth CCs are in fact
complementary because of (R1). For this reason there are actually many “explicit”
templates corresponding to the “implicit” template in Fig. 5(a), depending on which
constant parts are identical or complementary. Two cases are shown in Fig. 5(b). In
these “explicit” forms, constant parts with the same subscript indicate the same constant
value. (We note that these subscripts are not associated with the phases as is the case
for the identical parts Di.)
For each template (in its “implicit” form), we consider p+1 “sections” S0; S1; : : : ; Sp.
Section Si, 06i6p, contains only CCs that have non-constant parts in each of the 3rst
i phases. The maximum possible number of CCs in each section is given below.
Lemma 3.1. The maximum number of CCs in template section Si is si = 2p−i for
16i6p and s0 = 2p−1 − 1 for i = 0.
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Fig. 6. Templates with maximum number of CC representatives for p = 2 and 3.
Proof. Template section Si, 06i6p, contains only CCs that have non-constant parts
in each of the 3rst i phases. Because of restriction (R4), all these non-constant parts
must be identical in each phase. This leaves only the p− i constant parts to distinguish
among CCs in section Si. Since each of these parts can be made constant with either
1’s or 0’s, an upper bound on the number of CCs in section Si, 06i6p, is 2p−i. The
CCs in each section must satisfy also (R1), (R2). Because all CCs in a section Si,
16i6p, have at least one common (non-constant) part, (R1) and (R2) are satis3ed,
that is, the maximum number of CCs in these cases is si = 2p−i. However, for i = 0,
one must exclude from the 2p candidate CCs for section S0, those that contain all 1’s
and all 0’s, as well as those that are complementary. Therefore, for section S0, the
maximum number of CCs is s0 = (2p − 2)=2 = 2p−1 − 1.
Lemma 3.2. The maximum number of CCs in a CC template for p phases is rmax =
2p + 2p−1 − 2.
Proof. A CC template for p phases can have at most p + 1 (non-empty) sections.
Summing the maximum number of CCs in each section from Lemma 3.1, we 3nd that
rmax =
∑p−1
i=0 si =(2
p−1− 1)+∑pi=1 2p−i =(2p−1− 1)+∑p−1i′=0 2i′ =(2p−1− 1)+ 2p−
1 = 2p + 2p−1 − 2.
The CC templates with the maximum number of CCs for cases p=2 and p=3 are
shown in Fig. 6.
Given the CC template with the maximum number of CCs for p phases, one can
obtain all CC templates consisting of a given number r of CCs for p phases, r6p+1,
as follows: Let r0; r1; : : : ; rp be a partition of the number r into p + 1 non-distinct
non-negative sum terms, each of which is no more than the maximum possible number
of CCs in section Si, that is, 06ri6si, 06i6p, and r0 + r1 + · · ·+ rp = r. In a 3rst
step, all possible templates consisting of ri CCs from each section Si, 06i6p, are
obtained, ignoring the subscripts and the negations in the constant parts, and keeping
the relative order of the CCs as they appear in the template with the maximum number
of CCs. In a second step, all constant parts are assigned subscripts and negations so
that (R1) and (R2) are not violated and also no duplicate templates are created. As
an example, all CC templates for r = 2; 3; 4 CCs for p= 2 phases are shown in Table
2.Each CC template is labeled with the [r0; r1; : : : ; rp] sum terms of the partition from
which it was obtained based on the above procedure.
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Table 2
All valid CC templates of r ¿ 1 CCs for p = 2
[r0; r1; r2] r = 4 r = 3 r = 2
[1; 2; 1]
[
C1 D1 D1 D1
PC1 C2 PC2 D2
]
[1; 1; 1]
[
C1 D1 D1
PC1 C2 D2
]
[1; 2; 0]
[
C1 D1 D1
PC1 C2 PC2
]
[0; 2; 1]
[
D1 D1 D1
C1 PC1 D2
]
[1; 1; 0]
[
C1 D1
PC1 C2
]
[1; 0; 1]
[
C1 D1
PC1 D2
]
[0; 1; 1]
[
D1 D1
C1 D2
]
[0; 2; 0]
[
D1 D1
C1 D2
]
Notice that for case [1; 1; 1], it might seem that two templates exist, namely[
C1 D1 D1
PC1 C2 D2
]
and
[
C1 D1 D1
PC1 PC2 D2
]
;
but these are actually duplicates.
3.2. Checking for condition C2
The algorithm of the previous section will 3nd the maximum possible number k of
columns of T so that each of the submatrices Ti, 16i6p, contains at least k constant
and/or identical subcolumns out of these columns. That is, condition C1 is satis3ed
now for each submatrix Ti under a common column permutation for the maximum
possible number d=k. The cyclic distance in each submatrix is therefore no more than
2w−d+1− 1, if the submatrix contains at least one non-constant subcolumns among the
d columns, or no more than 2w−(d+1)− 1=1w−d, if all d subcolumns in the submatrix
happen to be constant. We may further reduce the overall cyclic distance – or in any
case bound it more closely as explained later – by checking whether condition C2 is
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Fig. 7. (a) A test matrix T and a partition of the test patterns into two parts with groups A1 = {v1; v2; v3},
B1 = {v4; v5} and A2 = {v6; v7}, B2 = {v8; v9}. (b) Test matrix T after the application of CHECK C2(): for
both parts, every test vector in group Ai is no less than any test vector in group Bi .
satis3ed in every submatrix that contains at least one non-constant subcolumns among
the d columns. This check is done by a procedure CHECK C2() described below.
Procedure CHECK C2(T; A1; B1; : : : ; Ap; Bp) accepts a matrix T and a partition of
the rows of T into p parts with each part i, 16i6p, further divided into two groups
Ai and Bi. According to condition C2, for each submatrix Ti, 16i6p, Ai (Bi) is the
set of rows that contain 1 (0) in the identical column representative for Ti. (In case Ti
contains only constant columns, either Ai or Bi is set equal to the empty set.) Procedure
CHECK C2() will 3nd in polynomial time a permutation of the columns of T (if such
a permutation exists) so that for each part i, every row in Ai becomes no less than
every row in Bi. An example is shown in Fig. 7.
The algorithm for CHECK C2() is based on a greedy scheme. For each part i, we
want to make the minimum row in group Ai be greater or equal to the maximum
row in group Bi. Consider a column Ck of M that contains all 1’s in some Ai. By
putting column Ck in the most signi3cant position, we guarantee that all rows of Bi
that contain 0 in Ck will be less than any row of Ai. Therefore, these rows of Bi can
be excluded from further consideration. However, those rows of Bi that contain 1 in
Ck need to be examined further. Similarly, if a column Ck contains all 0’s in some Bi,
the rows of Ai that contain 1 in Ck can be excluded from further consideration. Since
the candidate column Ck must satisfy all parts i, 16i6p, the above examination must
be done simultaneously for all parts. A Nowchart of CHECK C2() is given below:
PROCEDURE CHECK C2(T; A1; B1; : : : ; Ap; Bp)
TR ← {i : vi is a row of T};
TC ← {j : Cj is a column of T};
WHILE TR = ∅, DO
Find a column Ck , k ∈ TC , such that ∀i; 16i6p, either T [j; k] = 1, ∀j ∈ Ai, or
T [j; k] = 0, ∀j ∈ Bi;
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IF no such Ck exists THEN RETURN(FAIL);
FOR each i, 16i6p DO
R0 ← ∅; R1 ← ∅;
IF T [jk] = 1;∀j ∈ Ai THEN R0 ← {j : j ∈ Bi and T [j; k] = 0};
IF T [jk] = 0;∀j ∈ Bi THEN R1 ← {j : j ∈ Ai and T [j; k] = 1};
Bi ← Bi − R0; Ai ← Ai − R1;
TR ← TR − (R1 ∪ R0);
END FOR
END WHILE
RETURN(OK)
END CHECK C2
Based on procedure CHECK C2(), we can obtain a procedure CHECK C2∗(T; A; B)
that takes into account the possibility of complementary column generation and per-
mutes the columns of T so that every row in one of the sets A or B becomes no less
than every row in the other set. The structure of CHECK C2∗() is the same as that of
CHECK C2() with two modi3cations with respect to procedure CHECK C2():
(i) The sets in Lines 2, 5, 8, 10 consist of all columns that satisfy the respective test
either with Tij or with PT ij.
(ii) CHECK C2() is called twice from CHECK C2∗(), 3rst with parameters A1; B1; : : : ;
Ap; Bp and then with parameters B1; A1; : : : ; Bp; Ap.
3.3. Approximation bound
The overall algorithm (referred to as APPROXpS) consists of the following steps:
PROCEDURE APPROXpS(T; p)
1. Using the CC templates, partition T into p submatrices Ti, 16i6p, so that each
Ti has at least k constant and=or identical columns in the same k most signi3cant
positions, for the maximum value of k.
2. Apply procedure CHECK C2∗(). If successful, return the column permutation found
by CHECK C2∗(); otherwise return the column permutation found in step 1.
END APPROXpS
The approximation bound that the algorithm achieves is established as follows: We
assume that the column C involved in condition C2 is always the representative of the
identical columns selected for Condition C1. (In case there is only one non-constant
column and the cyclic distance is computed in the straight direction, column C is taken
to be the complement of the non-constant column.)
Lemma 3.3. If conditions C1 and C2 are satis1ed for a maximum number d of
constant and=or identical columns (either in their original or complemented form);
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the cyclic distance D of a  × w matrix T with no don’t cares is bounded by
2w−d−16D62w−d − 1.
Proof. Let rs and rf be the starting and 3nishing patterns that determine the cyclic
distance D, under a column permutation that satis3es conditions C1 and C2. We rewrite
rs and rf as rs=S−1·2w−d+S0 and rf =F−1·2w−d+F0, where S0; F062w−d−1. If D
has been determined in the straight direction, condition C1 means that F1=S1+1, while
condition C2 means that S0¿F0. Therefore, the upper bound on D is D = rf − rs =
2w−d(F1−S1)+F0−S0=2w−d−(S0−F0)62w−d−1. Concerning the lower bound, assume
that D¡ 2w−d−1. Then we should have D=rf−rs=2w−d(F1−S1)+F0−S0¡ 2w−d−1 ⇒
2w−d(F1 − S1)¡ 2w−d−1 + (S0 − F0). Assume moreover that S0 − F0¿ 2w−d−1. Since
S0¿F0, the most signi3cant bit (msb) of S0 cannot be 0 with the msb of F0 being 1.
If the msb of S0 were 1 and the msb of F0 were 0, we would have (as follows from
condition C2 in this case) at least one more column identical to the d columns. So the
msb of S0 and F0 must be the same, which means that S0−F062w−d−1. Consequently,
we have that 2w−d(F1 − S1)¡ 2w−d−1 + 2w−d−1 ⇒ F1 − S − 1¡ 1 ⇒ F1 − S1 = 0
which means that all d selected columns must be constant, in which case the number
d would not be maximum (as it can be enhanced by one more non-constant column).
Therefore, 2w−d−16D.
If D has been determined in the wraparound direction, condition C1 means that we
can have S1 = 2d − 1, F1 = 0, while, moreover, condition C2 means that S0¿F0.
Therefore, the upper bound on D is D=2w − rs + rf = 2w +2w−d(F1− S1)+F0− S0 =
2w−d(2d + F1 − S1)− (S0 − F0) = 2w−d − (S0 − F0)62w−d − 1. Concerning the lower
bound, assume that D¡ 2w−d−1. Then we should have D=2w−rs+rf =2w−d(2d+F1−
S1)− (S0 − F0)¡ 2w−d−1 ⇒ 2w−d − (S0 − F0)¡ 2w−d−1 ⇒ 2w−d−1¡S0 − F0, which
for the same reason as for the lower bound on the straight distance cannot happen.
Lemma 3.4. If condition C1 but not C2 is satis1ed for a maximum number d of
constant and=or identical columns (either in their original or their complemented
form); the cyclic distance D of a × w matrix T with no don’t cares is bounded by
2w−d6D6 2w−d+1 − 1.
Proof. Proceeding as in the previous lemma, we have: If D has been determined in the
straight direction, condition C1 means that F1 = S1 + 1, while the failure of condition
C2 means that S0¡F0. Therefore, the upper bound on D is D = rf − rs = 2w−d(F1 −
S1)+F0−S0=2w−d+F0−S−062w−d+F062w−d+2w−d−1=2w−d+1−1. Concerning
the lower bound, assume that D¡ 2w−d. Then we should have D= rf − rs =2w−d(F1−
S1) + F0 − S0¡ 2w−d ⇒ 2w−d ¡ 2w−d + S0 − F0 ⇒ F0¡S0, which cannot happen.
If D has been determined in the wraparound direction, condition C1 means that we
can have S1 = 2d − 1, F1 = 0, while the failure of condition C2 means that S0¡F0.
Therefore, the upper bound on D is D=2w − rs + rf = 2w +2w−d(F1− S1)+F0− S0 =
2w−d(2d+F1− S1)+F0− S062w−d+F062w−d+2w−d− 1=2w−d+1− 1. Concerning
the lower bound, assume that D¡ 2w−d−1. Then we should have D = 2w − rs + rf =
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2w−d(2d + F1 − S1) + F0 − S0¡ 2w−d ⇒ 2w−d + F0 − S0¡ 2w−d ⇒ F0¡S0, which
cannot happen.
Theorem 2. Algorithm APPROXpS ensures that a  × w test matrix T can be re-
produced by a p-phase counter with common cell ordering in time that is no more
than 2 · p times the optimum under any such counter.
Proof. Algorithm APPROXpS 3nds a con3guration of MC representatives matching
one of the valid (p-part) templates with the maximum sum of weights d. This means
that each of the p parts contains at least d constant=identical columns and d is the
maximum possible such value. If condition C2 is satis3ed in each part (this is found
out by procedure CHECK C2()) then, by Lemma 3.3, the total cyclic distance D of our
approach is no more than p(2w−d−1). Now, in a con3guration that yields the optimum
cyclic distance Dopt, there must be at least one part i whose number of constant=identical
columns, di, is at most d. Otherwise, if every part in the optimum con3guration had
more than d constant=identical columns, our algorithm would have found a larger value
d. So the optimum cyclic distance Dopt is at least 2w−d−1 (as seen by the lower bounds
in Lemmas 3.3 and 3.4), and, therefore, D6p(2w−d−1)=2w−d−1 ·Dopt ⇒ D62p ·Dopt.
If condition C2 is not satis3ed then by Lemma 3.4, D6p(2w−d+1− 1). Concerning
the lower bound, let i be the index of the part with the minimum number di of
constant=identical columns in the optimum con3guration. By the same justi3cation as
above, di must be at most d. Now, there are two cases to consider: If di6d − 1,
then the optimum cyclic distance Dopt is at least 2w−di−1¿2w−d; if di = d, then for
each part other than i, the induced subcolumn of the column placed after the 3rst d,
would be identical to the other columns in that part, which would make condition C2
be trivially satis3ed for each part other than i. This means that C2 cannot be satis3ed
for part i (to be consistent with the assumption). So by Lemma 3.4, Dopt is at least
2w−d, and, therefore, D6p(2w−d+1 − 1)=2w−d · Dopt ⇒ D62p · Dopt.
The above approximation bound can be improved with the following extension.
Once the maximum number d of columns has been found so that each part has at
least d constant=identical induced subcolumns, a search can be made to maximize the
number of additional identical subcolumns in at most p−1 parts. (For instance, notice
subcolumn c in part B of the partition in Fig. 4.) In the best case, this approach tends
to give a solution which is within two times the optimum, irrespective of the number
p of partitions.
4. On the approximation of the 2P, 2C and ′CR optimization problems
4.1. Problem 2P
This section shows that it is an NP-complete problem to determine a two–seed
counter with di1erent cell permutations to reproduce a matrix in total time that is no
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Fig. 8. The construction for the NP-completeness of problem 2P.
more than twice the best possible. This amounts to decide whether T can be partitioned
in submatrices T1 and T2 so that the sum of their cyclic distances is at most twice the
best possible. The NP-completeness is established by the examination of the following
problem. (A decision (in polynomial time) on the problem of Theorem 3 could also
decide problem 2P.)
Theorem 3. Given a ×w matrix T and an integer s¡w; the problem of partitioning
T into a 1 × w submatrix T1 and a 2 × w submatrix T2 such that T1 and T2 are
disjoint; 1 + 2 =  and such that the sum of the cyclic distance of T1 and T2 under
only di=erent column permutations in each submatrix is less than 2s; is NP-complete.
Proof. The problem is obviously in NP. We show a reduction from the E1C decision
problem. We construct a matrix T as shown in Fig. 8. (In this 3gure, Tˆ is the matrix
of Fig. 3 for the E1C problem.) We set s= n.
Assume that Tˆ has cyclic distance no more than 2n − 2n−k + 1. Then by including
the 3rst m+ n+ 2 rows of T in T1 and the remaining n− k + 1 rows in T2, we have
that the sum of the cyclic distances becomes no more than 2n=2s: The cyclic distance
of T1 is exactly that of Tˆ , namely at most 2n−2n−k +1, by a column permutation that
places all constant subcolumns before Tˆ . The cyclic distance of T2 is equal to 2n−k−1
(since it is actually the cyclic distance of a (n−k+1)×(n−k+1) identity matrix), by
a column permutation that places all constant subcolumns before the identity matrix.
Conversely, assume that there is a partition of T into two disjoint submatrices T1
and T2 with sum of cyclic distances no more than s = 2n. We observe that no row
among the 3rst m + n + 2 rows of T can be present with a row from the remaining
n − k + 1 rows of T in the same submatrix, because then two groups of identical
columns would be formed, each with at least 2n columns, i.e., the cyclic distance of
that submatrix would be at least 22n ¿ 2n. So all m+ n+2 rows of T have to go into
a submatrix T1, with the remaining n − k + 1 rows going into a submatrix T2. The
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cyclic distance of T2 becomes at least that of the identity submatrix (i.e., 2n−k − 1).
Consequently, submatrix T1 and, therefore, submatrix Tˆ , must have cyclic distance no
more than 2n − (2n−k − 1) = 2n − 2n−k + 1.
4.2. Problem 2C
This section shows that it is an NP-complete problem to determine two independent
counters so that the original test matrix T is reproduced in time which is at most twice
the best possible. This amounts to decide whether T can be partitioned in submatrices
T1 and T2 so that the sum of their cyclic distances is at most twice the best possible.
All operations (basic and preprocessing) may be applied in each submatrix. Before we
prove the basic result, we need a lemma.
Lemma 4.1. The cyclic distance of an identity matrix In×n is at least 2n−1− 1 under
any preprocessing and=or basic operations.
Proof. Since the matrix does not contain identical or constant columns, the only mean-
ingful operations are column permutation and complimentary column generation. Fur-
thermore, at least one column of I must be complemented, otherwise its distance is
invariant and equal to 2n−1 − 1 under any column permutation.
It is easy to see that the straight distance does not violate the lemma: If the 3rst
column in a given permutation is complemented, we must have another column at
position m that is not complemented. (If all the remaining columns were also comple-
mented the straight distance would be 2n−1 − 1.) But in that case there must be two
rows which in the 3rst m positions have 011 : : : 110 and 111 : : : 111, which makes the
cyclic distance be at least 2n−1 − 1. If the 3rst column is not complemented, let m be
the position of the 3rst complemented column. The lemma is shown by observing that
there are two rows whose 3rst m positions have 000 : : : 000 and 100 : : : 001.
Concerning the wraparound distance, we have four cases based on whether the 3rst
two columns are complemented or not. In each case, we have three rows that start
with 00, 01, 10, or with 00, 01, 11, or with 00, 10, 11, or with 01, 10, 11. In each
case the wraparound distance is at least 2n−1 − 1.
Problem 2C is proven NP-complete by showing that the problem below is NP-
complete. (A decision (in polynomial time) on the problem of Theorem 4 could also
decide problem 2C.)
Theorem 4. Given a ×w matrix T and an integer s¡w; the problem of partitioning
T into a 1 × w submatrix T1 and a 2 × w submatrix T2 such that T1 and T2 are
disjoint; 1 + 2 =  and such that the sum of the cyclic distance of T1 and T2
under potentially di=erent column operations in each submatrix; is less than 2s is
NP-complete.
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Fig. 9. The construction for the NP-completeness of problem 2C.
Proof. The problem is obviously in NP. We show a reduction from the E1C deci-
sion problem by using in particular the fact that the E1C decision problem remains
NP-complete even if k ¡n=2. We construct a matrix T as shown in Fig. 9. (In this
3gure, Tˆ is the matrix involved in the E1C decision problem (Fig. 3).) We assume a
maximum allowable fanout f = 2 and set s= n.
Assume that Tˆ has cyclic distance no more than 2n − 2n−k + 1 (k is assumed to
be at most n=2 here). Then by including the 3rst m+ n+ 2 rows of T in T1 and the
remaining n− k rows in T2, we have that the sum of the cyclic distances becomes no
more than 2n = 2s: The cyclic distance of T1 is exactly that of Tˆ since by identical
column merging the 2(n+1) columns of T1 yield the columns of Tˆ . The cyclic distance
of T2 becomes equal to 2n−k − 1, since all constant columns of T2 are eliminated and
the two identity matrices are merged into one by complementary column merging.
Conversely, if there is a partition of T into two disjoint submatrices T1 and T2
with sum of cyclic distances no more than s = 2n, then we can conclude that ma-
trix Tˆ has cyclic distance no more than 2n − 2n−k + 1. If all of the last n − k + 1
rows of T appear in the same submatrix and this submatrix contains at least one
row from Tˆ , then the submatrix would have at least (n − k + 1) + (n − k + 1) dis-
tinct non-constant and non-complementary columns. That is, the number of constant or
identical=complementary columns would be at most w − 2n + 2k − 2 = (2n + 2) −
2n + 2k − 2 = 2k and therefore the cyclic distance would be at least 2w−2k−1 =
22n−2k+1¿2n+1¿ 2n = 2s, since k6n=2. Consider now the case where each subma-
trix contains at least one row from the last n− k + 1 rows of T . Let Tp, p= 1; 2, be
the submatrix that contains the majority of the n rows of the complemented identity
submatrix of (each copy of) Tˆ . Since any n=2 rows of an identity (or complemented
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identity) n × n matrix contain n=2 distinct, non-constant and non-complementary in-
duced subcolumns, and, moreover, Tp contain at least one row from the last n − k
rows of T , Tp would have at least n=2 + n=2 + 1¿n + 1 distinct, non-constant and
non-complementary columns (including the leftmost column of the right copy). That
is, Tp would contain at most w− (n+1) constant or identical/complementary columns
and therefore its cyclic distance would be at least 2w−(n+1)−1 = 2(2n+2)−(n+1)−1 = 2n,
which would make the overall cyclic distance be strictly greater than 2n = 2s.
Consequently, the only possible case is for one submatrix (say T2) to contain all
of the last n− k + 1 rows of T with no row from Tˆ , while the other submatrix (T1)
contains all of Tˆ . The cyclic distance of T2 becomes at least 2n−k−1 (this is feasible by
complementary column merging). Consequently, submatrix T1 and, therefore, submatrix
Tˆ , must have cyclic distance no more than 2n − (2n−k − 1) = 2n − 2n−k + 1 (this is
feasible by identical column merging of the two copies of Tˆ ).
5. Counter-ROM scheme
This section shows that it is an NP-complete problem to decide whether ′ rows
can be selected so that the resulting matrix is reproduced in no more than twice
a prescribed cyclic distance. Let OPT be the best possible cyclic distance for the
problem of generating ′ patterns by a counter and –′ vector by a ROM. The result
of this section shows that it is a diGcult task to 3nd an approximation algorithm for
the Counter-ROM scheme with performance guarantee 2 ·OPT + − ′, since it is not
apparent which ′ rows to select.
Theorem 5. Given a ×w matrix T and two integers ′¡ and k ¡w; the problem
of 1nding a ′×w submatrix T ′ of T such that after column permutation and possible
complementation the cyclic distance of T ′ is less or equal to 2k is NP-complete.
Proof. The problem is obviously in NP. We show a reduction from the balanced
complete bipartite subgraph (BCBS) problem [7]. A bipartite graph is a graph whose
nodes belong to two disjoint sets V1 and V2 such that every edge of the graph has one
endpoint in V1 and the other endpoint in V2. Given a bipartite graph G = (V1 ∪ V2; E)
and an integer r6|V1 ∪ V2|, problem BCBS asks whether there exist subsets V ′1 ⊆V1
and V ′2 ⊆V2 such that |V ′1|= |V ′2|= r and such that every node in V ′1 (V ′2) is joined to
every node in V ′2 (V
′
1) by an edge of G. Without loss of generality, we assume that
the given graph G has |V1| = |V2| = n. This can be done by introducing ||V1| − |V2||
dummy nodes to the side with the fewer nodes without connecting these nodes to any
others.
Given a bipartite graph G = (V1 ∪ V2; E), we consider a n × n matrix T˜ , with the
rows corresponding to nodes in V1 and the columns corresponding to nodes in V2 and
such that entry T˜ (i; j) = 1 (0), if edge (i; j) ∈ E (∈ E). We expand matrix T˜ into a
matrix Tˆ by adding n more rows and n more columns. The n extra rows correspond to
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Fig. 10. The construction for the NP-completeness of problem ′CR.
n dummy nodes in a group D1 and the n extra columns correspond to n dummy nodes
in a group D2 such that every node in D1 connects to every node in V2∪D2 and every
node in D2 connects to every node in V1 ∪ D1 (Fig. 10). In order to avoid constant
columns in T , we also introduce a 2n × 2n all 0’s matrix below T˜ . The expanded
matrix will be referred to as Tˆ . The test matrix T is completed with the addition of a
2n× 2n identity matrix to the lower right side that guarantees also that T contains no
identical rows (test patterns).
We set ′=3n+r, w=4n, k =w−(n+r)= , and assume that the maximum allowable
fan–out is f = 1. We show that BCBS can be solved for graph G and an integer r
(i.e., there are r rows in matrix T˜ that contain all 1’s in the same r positions) , if and
only if there is a ′ × w submatrix T ′ of T such that after column permutation and
possible complementation the cyclic distance of T ′ is less or equal to 2k .
If there is a solution to BCBS, then there is a r × r submatrix of T˜ that contains
all 1’s. Then the ′ × w submatrix T ′ (′ = 3n+ r) that consists of the 3n lower rows
introduced in T and the r upper rows of T that correspond to the r selected rows of
T˜ , satis3es our problem, since matrix T ′ contains n+ r identical columns and its cyclic
distance becomes 2w−(n+r) = 2k .
Conversely, assume there is a ′ × w submatrix T ′ of T such that after column
permutation and possible complementation the cyclic distance of T ′ is less than or
equal to 2k . The set S of n+ r columns of T ′ that must exist according to Theorem 1
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cannot consist of columns only from the upper right identity submatrix because such
columns cannot (under any selection of n+ r rows out of the 2n rows of the identity
submatrix) be made identical or constant or complementary, either in their original or
complemented form. In addition, set S cannot comprise at least one column from the
identity submatrix and at least on column from Tˆ due to the same reason. Consequently,
set S must comprise columns only from Tˆ .
Since S contains ′ = 3n + r rows, S must comprise at least r rows from T˜ and,
moreover, at least one row with all 1’s and one row with all 0’s from Tˆ . Concerning
the at least n + r columns that S comprises, we observe that, according to Theorem
1, they must form either one group of identical columns or two groups of identical
columns with one group being complementary to the other (no mergings can be done
because of f=1). In order to achieve one of these con3gurations, S must have selected
at least r columns from the 3rst n of T , possibly complemented, and in addition these
columns must contain (in their original form) all 1’s in the r selected rows from T˜ .
Assume that the contrary were true, that is, a column Cx has been selected in S that
contains in its original form all 0’s in the r selected rows from T˜ . Consider also another
column Cd from the subsequent n columns of Tˆ . If Cx and Cd have been selected in
their original form (case CxCd), then there would be at least one row from the top n
ones with induced bit pattern 01, at least one row from the middle n ones with induced
pattern 11, and at least one row from the last 2n ones with induced pattern 00, i.e.,
we would have at least two non-complementary groups of identical columns which is
not allowed. The same thing holds for the other cases Cx PCd; PCxCd; PCx PCd. Therefore,
all r columns from the 3rst n of T must contain (in their original form) all 1’s in the
r selected rows from T˜ , that is, the corresponding nodes in G constitute a solution to
BCBS.
6. Conclusions
We presented four schemes that partition an input set of test patterns into subsets so
that one or more binary counters reproduce the patterns fast. We have shown that it is
NP-hard to minimize the reproduction time under any of the four schemes. We give,
however, an approximation algorithm for one scheme. This algorithm can be used as
the basis for developing heuristics (but not approximation algorithms) for the remaining
schemes. The studied problem formulations apply directly in VLSI testing.
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