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âGMW Gauß-Markov-Schätzer bei Annahme von weißem Rauschen des
Fehlerwerts ε
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In den vergangenen Jahrzehnten ist die Menge an digitalen Bilddaten
rasant gewachsen. Zwischen den Jahren 2013 und 2017 kann bspw. annä-
hernd eine Verdoppelung ausgemacht werden. Ein wesentlicher Grund für
diese Entwicklung ist die Möglichkeit, mit Smartphones Bildaufnahmen
durchzuführen. Diese Geräte sind ein fester Bestandteil im alltäglichen
Leben des Großteils der Bevölkerung. Der Beitrag an den weltweit auf-
gezeichneten Fotos durch Smartphones lag im Jahr 2017 bei 85 % [19].
Bei diesen Bildaufnahmen handelt es sich überwiegend um Farbbilder,
die mit den drei Farbkanälen rot, grün und blau in erster Näherung den
Seheindruck des menschlichen Auges nachbilden. Aus Sicht der Bildver-
arbeitung hat der Trend der digitalen Fotografie zur Folge, dass sich für
die Verfahren des maschinellen Sehens, neben dem industriellen Einsatz,
auch immer mehr Anwendungen im privaten Bereich ergeben. Durch die
Omnipräsenz von Bildsensoren wird z. B. eine medizinische Überwachung
im eigenen Zuhause denkbar [72].
Der Einsatz von Farbbildern beschränkt sich größtenteils auf die Au-
tomatisierung, d. h. die Unterstützung oder Ablöse des Menschens bei
Aufgaben, die durch die Fähigkeiten des menschlichen Auges prinzipiell
auch gelöst werden können. Bei vielen Problemstellungen in der Medizin,
dem Lebensmittelbereich sowie der Industrie im Allgemeinen ist diese
Bildinformation nicht ausreichend. Um dennoch mit der Anwendung
von bildgebenden Verfahren eine nichtinvasive Lösung bereitzustellen,
kann in den Prozess der Bildaufnahme eingegriffen werden. Ein hinsicht-
lich der Anwendungsmöglichkeiten sehr vielfältiger Weg ist der Ersatz
von Farbbildern durch Hyperspektralbilder. Bei diesen wird im Vergleich
zu Farbbildern der Wellengenlängenbereich wesentlich feiner abgetastet,
wodurch an jedem Pixel anstelle der drei Farbwerte ein Spektrum vorhan-
1
1 Einleitung
den ist. Mit Hyperspektralbildern ist es möglich, auch Stoffe mit gleicher
Farbvalenz zu unterscheiden, falls ihre Spektren verschieden sind [11].
Aufzeichnungen an verschiedenen schmal abgetasteten Wellenlängenbe-
reichen unterscheiden sich oft erheblich. In den Abbildungen 1.1–1.2 sind
beispielhaft zwei Aufzeichnungen einer Farbpulvermischung zu sehen,
die in Abschnitt 5 untersucht werden. Es öffnet sich der Zugang zur „ma-
terialverstehenden Bildverarbeitung “. Die kontaktlose Qualitätskontrolle
mit hyperspektralen Daten hat sich im Lebensmittelbereich bei bspw. dem
Bestimmen des Reifegrads von Tomaten [86] oder des Zuckergehalts von
Weintrauben [71], im industriellen Umfeld bei der Materialsortierung [108]
sowie in der Medizin bei Laboranalysen [52] vielfach bewährt.
Eine großflächige Verbreitung in den Alltag von Systemen, die auf hy-
perspektralen Bilddaten basieren, wie er bei der digitalen Farbaufnah-
me zu beobachten war, ist bislang nicht erfolgt. Die Hardware für die
hyperspektrale Bildgewinnung unterscheidet sich von der für die Farb-
bildgewinnung. Hyperspektrale Aufnahmesysteme sind meist voluminös
und kostspielig, was eine Integration auf bspw. einem Smartphone ohne
Minderung bestehender Merkmale verbietet. Die Einsatzmöglichkeiten
im Alltag werden zudem durch die vergleichsweise langen Aufnahmezei-
ten für hyperspektrale Daten eingeschränkt. Weiter nachteilig gegenüber
Farbbildern sind das größere Speichervolumen von Hyperspektralbildern
und die damit einhergehende wesentlich rechenintensivere Verarbeitung.
Auch setzen die für die Auswertung entwickelten Verfahren meist exakt
bekannte Umgebungsbedingungen sowie Expertenwissen voraus, um
die gesuchten Ergebnisse zu erhalten und deren Vertrauenswürdigkeit
einschätzen zu können. Dadurch ist die umfangreiche Verwendung hyper-
spektraler Daten im privaten Umfeld bis heute nicht möglich.
Im Bestreben, einige dieser Hürden beim Einsatz von Hyperspektral-
bildern zu überwinden und somit eine Integration im täglichen Leben
in Aussicht zu stellen, wurden bereits erste Ansätze unternommen, die
sich in unterschiedliche Gruppen einteilen lassen. Eine dieser Gruppen
verzichtet auf die Bildgebung und schränkt sich auf die Verwendung von
Punktspektren ein. In [63, 74, 94] wird ein Spektrometer im nahen Infra-
rot verwendet, das Ausmessungen besitzt, die einen mobilen Einsatz als
eine Erweiterung für Smartphones ermöglichen. Auch sind kurze Zeiten
im Bereich von wenigen Sekunden für die Aufnahme und Auswertung
2
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möglich. Für eine Anwendung, die robust gegenüber stark schwankenden
Umgebungsbedingungen ist, wird auf Datenbanken mit bekannten Punkt-
spektren zugegriffen. Die Auswertung neu aufgezeichneter Punktspektren
erfolgt durch Abgleich mit dieser Datenbank, meist mithilfe von Verfahren
des maschinellen Lernens. Da dies online erfolgt, werden keine weite-
ren Rechenressourcen vom Gerät des Anwenders verbraucht. Zwar kann
der Benutzer eine Voreinstufung der zu untersuchenden Materialprobe
vornehmen, unsinnige Ergebnisse können dadurch jedoch nicht ausge-
schlossen werden. In [58] wird dagegen eine miniaturisierte Hardware
zur Aufnahme von Hyperspektralbildern vorgestellt, die mobile Einsätze,
neben Smartphones auch auf bspw. kleinen Flugkörpern, aufgrund des
geringen Gewichts erlauben soll. Allerdings sind die örtliche und vor
allem spektrale Auflösungen dieser aufgezeichneten Hyperspektralbil-
der meist stark reduziert, sodass sie für eine Materialanalyse ggf. nicht
mehr ausreichend sind. Zudem muss weiterhin eine große Datenmenge
ausgewertet werden, wozu neben Hardwareressourcen auch fachliches
Wissen zusätzlich erforderlich bleibt. In einem dritten Ansatz werden
Hardwareaufbauten entwickelt, die eine angepasste spektrale Aufnahme
ermöglichen. Dabei werden sowohl bildgebende [48, 77] als auch nicht
bildgebende [13, 87] Ansätze vorgestellt. Bei den ersteren resultieren ein-
zelne Intensitätsbilder, die bereits die gesuchte Information an jedem Pixel
enthalten, oder die Information lässt sich leicht extrahieren. Die verwen-
deten Aufbauten sind aufgrund ihrer Größe nicht mehr für einen mobilen
Einsatz, wie er im Alltag gefordert wird, geeignet. Zudem wird für die
Anpassung der spektralen Aufnahme eine bekannte Problemstellung be-
nötigt, die eine umfangreiche Untersuchung der Umgebungsbedingungen
und teils vor der erstmaligen Anwendung Aufnahmen von Hyperspek-
tralbildern sowie deren rechenintensive Auswertung einschließt.
1.2 Problemstellung
Mit der Zielsetzung, hyperspektrale Information auch im Alltag zu nut-
zen, ergeben sich zahlreiche offene Problemstellungen. Keiner der im
vorherigen Abschnitt präsentierten Ansätze kann diese vollständig lösen.
Innerhalb dieser Arbeit wird der Ansatz der angepassten spektralen bild-
gebenden Aufnahme weiter untersucht, um den Transfer hyperspektraler
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Abbildung 1.1 Intensitätsbild über Mischfächer einer Farbpulvermischung bei 486 nm.
Abbildung 1.2 Intensitätsbild über Mischfächer einer Farbpulvermischung bei 758 nm.
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Daten ins tägliche Leben vergleichbar zu Farbbildern in Aussicht zu stel-
len. Es müssen dafür Entwicklungen sowohl einer geeigneten Hardware
als auch methodischer Lösungsansätze vorangetrieben werden. Bei der
Hardwareentwicklung bestehen die Herausforderungen in der Größe,
dem Gewicht und der möglichst exakten als auch schnellen Realisierung
der Anpassung im spektralen Bereich. Diese soll zur Aufzeichnung ei-
nes Intensitätsbilds bei möglichst kurzer Belichtungszeit führen, das die
gesuchte Information enthält. Die methodischen Lösungsansätze geben
die spektrale Anpassung vor, was zukünftig als Entwurf von optischen
Spektralfiltern bezeichnet wird. Auch dabei sind Ansprüche, die sich aus
einer Anwendung im Alltag ergeben, möglichst eng zu verfolgen. Die
Materialanteilsschätzung von Materialmischungen als ein Beispiel der
Materialanalyse soll den Anwendungsfall beschreiben. Die folgenden
Herausforderungen wurden als notwendige Schritte auf dem Weg zur
vielfältigen Einsetzbarkeit identifiziert:
Eingeschränktes Wissen: Lediglich die Reinstoffe mit ihrer jeweili-
gen spektralen Information sollen bekannt sein. Aus welchen dieser
Reinstoffe sich die Mischprobe zusammensetzt, soll unbekannt sein.
Auch das Mischverhalten der Reinstoffe soll nur in erster Näherung
angenommen werden dürfen.
Unbekannte Umgebungsbedingungen: Die Materialanteilsschät-
zung soll, soweit es die Ansätze erlauben, mit möglichst wenig
Information über die Beleuchtung der Materialprobe auskommen.
Breiter Anwenderkreis: Die Methoden zur Berechnung der opti-
schen Spektralfilter für die Materialanteilsschätzung sollen mit mög-
lichst wenigen festzulegenden Parametern versehen sein. Dadurch
kann auch eine Anwendung ohne tieferes Erfahrungswissen erfol-
gen. Zudem sollen die geschätzten Materialanteile stets interpre-
tierbar für den Anwender sein, was bspw. ausschließlich positive
Anteilsschätzungen einbezieht.
Ressourceneffizienz: Die Materialanteilsschätzung soll möglichst
effizient im Verbrauch von Hardwareressourcen sein, welche das
notwendige Speichervolumen und den Rechenaufwand, gemessen
in der Anzahl an auszuwertenden arithmetischen Operationen, be-
rücksichtigen. Als eine Konsequenz soll zu keinem Zeitpunkt eine
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hyperspektrale Aufnahme der zu untersuchenden Mischprobe be-
nötigt werden, um so dieses Speichervolumen bereits einzusparen.
1.3 Eigener Beitrag
Bestehende Methoden für eine Materialanteilsschätzung, die mithilfe von
optischen Spektralfiltern realisiert werden, können die gestellten Heraus-
forderungen nicht oder nur teilweise erfüllen. Im Rahmen dieser Arbeit
konnte ein ganzheitlicher Lösungsansatz entwickelt werden, der sich in-
haltlich wie folgt gliedern lässt:
Bandselektion: Nach der gegenwärtigen Literatur ist die Bandselek-
tion ein probates Mittel, um die Materialanteilsschätzung zu ver-
bessern. Es werden dabei gezielt einige Wellenlängenkanäle in den
Spektren für die Schätzung ausgewählt. Den betrachteten Wellenlän-
genkanälen wird bspw. eine geringe Spektrenvariabilität unterstellt
oder die Reinspektren der verschiedenen Materialien unterscheiden
sich in diesen besonders ausgeprägt voneinander. In dieser Arbeit
wurden zwei Methoden entwickelt, welche Bandbereiche, d. h. spek-
trale Abschnitte fester Länge, auswählen. Dabei werden neben der
Spektrenvariabilität auch Abweichungen zum angenommenen li-
nearen Mischverhalten berücksichtigt.
Klassifikation quantisierter Materialanteile: Im Gegensatz zu ähnli-
chen Verfahren der Literatur wird auf eine kontinuierliche Anteils-
schätzung verzichtet und stattdessen eine Bestimmung quantisierter
Anteile mithilfe von neuronalen Netzen durchgeführt. Für das Trai-
ning dieser Klassifikatoren wurden aufgrund der Problemstellung
lediglich berechnete Datensätze von Mischspektren verwendet. Das
Ergebnis wird durch die Auswertung von nur wenigen Intensitäts-
bildern mit geringen Rechenkosten erzielt.
Iterative Materialanteilsschätzung: Nur wenige bestehende iterative
Methoden sind ebenso mithilfe von optischen Spektralfiltern reali-
sierbar. Bedingungen an die Materialanteile für eine physikalische
Interpretation werden bereits berücksichtigt. In dieser Arbeit wurde
ein neues iteratives Vorgehen entwickelt, welches eine Verbesserung
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der physikalischen Interpretation mit jedem weiteren Iterations-
schritt sicherstellt. Zudem wird erstmalig die Spektrenvariabilität
gleichzeitig zu der physikalischen Interpretation berücksichtigt.
Mehrstufige iterative Materialanteilsschätzung: Es wird eine Me-
thode zur Materialdetektion entwickelt, d. h. die Erkennung, ob
ein Material vorhanden ist. Somit müssen in einer Mischung weni-
ger Materialanteile geschätzt werden. Die Bandbereichsselektion,
Materialklassifikation und iterative Materialanteilsschätzung wer-
den anschließend in eine Rahmenstruktur als mehrstufige iterative
Materialanteilsschätzung gesetzt.
1.4 Gliederung der Arbeit
Im nachfolgenden Kapitel werden zunächst sämtliche mathematische
Grundlagen und einige Klassifikationsverfahren in der für das Verständnis
der in dieser Arbeit entwickelten Methoden notwendigen Ausführlichkeit
aufgeführt. Daraufhin wird das Problem der Materialanteilsschätzung
mithilfe von hyperspektralen Daten in Abschnitt 3 erläutert. Im Mittel-
punkt stehen die Schwierigkeiten bei der Schätzung von Materialanteilen,
die dadurch entstehen, dass Mischmodelle in vielen Fällen nur in erster
Näherung einen Zusammenhang zwischen Hyperspektralbildern und Ma-
terialanteilen angeben (siehe Abschnitt 3.2.1). In den Abschnitten 3.2.3–3.3
wird über die un- und überwachte spektrale Entmischung zur Materialan-
teilsschätzung mithilfe von optischen Spektralfiltern hingeführt. Mit der
Realisierung von optischen Spektralfiltern in einer Hardware werden kei-
ne Hyperspektralbilder mehr aufgezeichnet, dennoch wird in dieser Arbeit
die Verwendung von optischen Spektralfiltern anhand von hyperspektra-
len Daten erläutert (siehe Abschnitte 4.1–4.1.1). Es folgen die einzelnen
Beiträge zur Bandselektion in Abschnitt 4.4, der Klassifikation quantisier-
ter Materialanteile in Abschnitt 4.5, zur iterativen Materialanteilsschätzung
in Abschnitt 4.6 und der mehrstufigen iterativen Materialanteilsschätzung
in Abschnitt 4.7, die insbesondere eine Erweiterung um die Erkennung
von Materialien enthält (siehe Abschnitt 4.7.1). Die Beiträge orientieren
sich an den in Abschnitt 4.1.2 gesetzten Anforderungen und Zielen, welche
von bestehenden Verfahren nicht erreicht werden (siehe Abschnitt 4.2). In
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Abschnitt 5 werden die Methoden zum Entwurf optischer Spektralfilter
für eine Materialanteilsschätzung ausgewertet, wobei eine Unterteilung
in den verwendeten Versuchsaufbau in Abschnitt 5.1, die Datensätze in
Abschnitt 5.2 und die Ergebnisse der Materialanteilsschätzungen in Ab-
schnitt 5.3 erfolgt. In Abschnitt 6 werden eine kurze Zusammenfassung
zu den wesentlichen Ergebnissen dieser Arbeit gegeben und Vorschläge
für zukünftige Untersuchungen genannt.
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Die folgenden Grundlagen sind unter Abstimmung mit der Problemstel-
lung sowie den Verfahren in den Kapiteln 3–5 dieser Arbeit ausgewählt.
Die Beschreibungen orientieren sich in ihrer jeweiligen Ausführlichkeit
an der unteren Grenze, die für das Verständnis der Inhalte notwendig ist.
Sofern ein unmittelbarer Zusammenhang vorhanden ist, werden zunächst
abstrakte mathematische Größen identisch mit späteren physikalischen
Größen bezeichnet.
2.1 Mathematische Grundlagen
Bei der Auswahl eines Schätzverfahrens (siehe Abschnitt 2.1.3) ist die
Verteilung des zugrundeliegenden Zufallsprozesses der zu schätzenden
Größe von Bedeutung, um bewertende Aussagen über die Schätzung tref-
fen zu können. Mit der Normalverteilung und der Dirichlet-Verteilung
werden in den beiden nachfolgenden Abschnitten zwei wichtige Vertei-
lungen vorgestellt.
2.1.1 Multivariate Normalverteilung
Eine Zufallsgröße x ∈ R mit dem Erwartungswert µx und der Varianz σ2x













gegeben ist. Eine entsprechend (2.1) verteile Größe wird als Gauß-verteilt
bezeichnet. Eine mehrdimensionale normalverteilte Zufallsgröße x ∈ RD
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(x− µx)T Σ−1x (x− µx)
)
(2.2)
mit dem Erwartungswertvektor µx und der Autokovarianzmatrix Σx
beschrieben. Sowohl die Verteilung von x als auch von x sind durch
µx und σ
2
x bzw. µx und Σx jeweils vollständig bestimmt. Es folgen die






und x ∼ N (µx,Σx). Falls x




mit σx ∈ R und ID
der Einheitsmatrix der Dimension D ×D, dann wird x insbesondere als
mittelwertfreies weißes Gauß’sches Rauschen bezeichnet.
Eine besondere Bedeutung wird der Normalverteilung aufgrund des
zentralen Grenzwertsatzes erteilt. Additiv überlagerte Zufallsprozesse un-
terschiedlicher Verteilungen, wie sie häufig in praktischen Anwendungen
auftreten, können in vielen Fällen in guter Näherung durch eine Normal-
verteilung beschrieben werden [16, 88].
2.1.2 Dirichlet-Verteilung
Die Dirichlet-Verteilung bezieht sich ebenfalls auf die Beschreibung einer
mehrdimensionalen Zufallsgröße. Dabei werden an x = [x1, . . . , xD]
T die
Bedingungen




xd = 1 (2.4)
gestellt, wie sie bspw. auftreten, falls x relativen Anteilen entspricht. Die















gegeben mit den Parametern α = [α1, . . . , αD]
T und der Gammafunktion
Γ(·). Die Parameter α bestimmen die Form von fx(x,α). Aus (2.3)–(2.4)
folgt, dass sich alle xd innerhalb eines (D − 1)-dimensionalen Simplex
befinden.
Bei der symmetrischen Dirichlet-Verteilung gilt α = αd ∀d. Wird α = 1
gewählt, so sind alle möglichen Werte von x gleich wahrscheinlich. Für
α < 1 sind Abweichungen zwischen den xd wahrscheinlicher. Dagegen
führt α > 1 zu sich eher ähnelnden xd [16] (siehe Abb. 2.1).
2.1.3 Least-Squares-Schätzer
Least-Squares-Schätzer sind Verfahren zum Lösen von Parameterschätz-
aufgaben. Darunter zählt die Suche nach Parametern a = [a1, . . . , aP ]
T
unter Verwendung von Messergebnissen y =
[
y1, . . . , yΛ
]T und der An-
nahme einer Beziehung zwischen a und y. Ein linearer Zusammenhang
ist bspw. gegeben durch
y = M a + ε (2.6)
mit M ∈ RΛ×P deterministisch und der Zufallsgröße ε. Least-Squares-
Schätzer minimieren die Summe der quadratischen Fehler:
min
a
(y −M a)T (y −M a) . (2.7)
Eine Schätzung von a kann bestimmt werden durch
âLS = M
†y (2.8)




MT. Die Genauigkeit der Schät-
zung âLS ist von (2.6) abhängig. Falls sämtliche Messwerte yλ, λ = 1, . . . ,Λ,
statistisch unabhängig sind und es sich bei ε um mittelwertfreies weißes
Gauß’sches Rauschen handelt, entspricht (2.8) der Maximum-Likelihood-
Schätzung von a. Insbesondere wurde dann nach dem Gauß-Markov-
Theorem mit âLS der beste lineare erwartungstreue Schätzer berechnet [16,
93].
Abseits der klassischen Statistik können die Parameter a als Zufallsgrö-
ßen betrachtet werden. Dadurch befindet sich die Parameterschätzaufgabe
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(a) α = [1, 1, 1]T.










(b) α = [1, 5, 1]T.










(c) α = [0,1, 0,1, 1]T.










(d) α = [5, 5, 5]T.
Abbildung 2.1 Beispielhafte Realisierungen der Dirichlet-Verteilung mit α ∈ R3 sowie
unterschiedlicher Wahl von α.
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innerhalb der Bayes’schen Statistik [23]. Bei bekannter Statistik von a
durch die Autokorrelationsmatrix Raa sowie vorliegender Autokovarianz-
matrix Cεε von ε kann über die Annahme (2.6) für die Schätzung von a
anstelle von (2.8) der Gauß-Markov-Schätzer
âGM =
(











(a− â)T (a− â)
}
. (2.10)
Die Schätzungen âLS und âGM unterscheiden sich somit nicht nur bei dem
benötigten Wissen zur Berechnung, sondern auch in den Gütekriterien,
die jeweils minimiert werden sollen.
2.1.4 Singulärwertzerlegung (SVD)
Die Singulärwertzerlegung (SVD) [33, 46] kann z. B. für das Lösen von
linearen Ausgleichsproblemen, die schlecht konditioniert oder singulär
sind, benutzt werden. Eine weitere Einsatzmöglichkeit der SVD ist die
numerische Bestimmung des Rangs sowie die Niedrigrangapproximation
einer Matrix, wodurch bspw. die Datenkompression von Bildern ermög-
licht wird [37].
Mithilfe der SVD wird eine Matrix M ∈ RΛ×P , Λ ≥ P , als Produkt von
Matrizen dargestellt:






 [v1, . . . ,vP ]T = UΣVT , (2.11)
wobei 0 eine Matrix bestehend aus Nullen geeigneter Dimension ist. In
(2.11) sind die linke Singulärvektormatrix U ∈ RΛ×Λ und die rechte Sin-
gulärvektormatrix V ∈ RP×P jeweils orthogonal. Im Gegensatz zu U
und V sind die Singulärwerte σ1, . . . , σP eindeutig bestimmt und es gilt
σ1 ≥ σ2 ≥ · · · ≥ σP ≥ 0. Durch das Verhältnis der Singulärwerte σ1 und
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σP kann bspw. die Kondition von M bestimmt werden, was in dieser
Arbeit jedoch nicht von Bedeutung ist, da stets von gut konditionierten
Matrizen ausgegangen wird. In Abschnitt 4 wird stattdessen der Zusam-







vielfach genutzt. Aus (2.12) geht hervor, dass durch die ersten P Spalten
von U eine orthonormale Basis der linearen Abbildung mit M gegeben ist.
Eine weitere wichtige Beobachtung ist die Auswirkung einer Skalierung
mit c ∈ R von M auf deren SVD. Es gilt
cM = cUΣVT = UcΣVT = UΣ̃VT (2.13)
mit
Σ̃ =
c σ1 . . .
c σP
 , (2.14)
da U und V weiterhin orthogonal sind. Folglich ist die Größe der Singu-
lärwerte nicht invariant gegenüber einer Skalierung von M. Auch wird
letztendlich die Spektralnorm von M gerade durch σ1 bestimmt [110].
Beim Entwurf von Bewertungsgrößen für die Bandselektion (siehe Ab-
schnitt 4.4.2) ist die SVD ein wichtiger Bestandteil. Durch eine Normierung
der Singulärwerte werden hier aufgrund von (2.13) Vergleiche ermöglicht,
die auch sinnvoll bei zugrundeliegenden Matrizen unterschiedlicher Grö-
ßenordnungen bleiben.
2.1.5 Diskrete Kosinustransformation
Zu den diskreten Frequenztransformationen gehört die diskrete Kosi-
nustransformation (DCT). Dabei wird eine Signalfolge x = [x0, . . . , xX−1]
T
in ihre spektralen Komponenten xDCT =
[
xDCTf0 , . . . , xDCTfX−1
]T
an den
diskreten Frequenzen f0, . . . , fX−1 transformiert. In der Bildverarbeitung
kann die DCT, vergleichbar zur SVD, für die Kompression von Bildern
angewendet werden [89, 106].
14
2.1 Mathematische Grundlagen
Diskrete Frequenztransformationen ergeben sich aus gewichteten Sum-























Folglich ist die DCT reell. Durch unterschiedliche Wahl der Vorfaktoren
ergeben sich mehrere gebräuchliche Berechnungsvorschriften für die DCT.
Die Berechnung nach (2.15) erlaubt eine Angabe der DCT als orthogonale
Transformation [2, 20]:
xDCT = TDCT x , (2.16)
x = TTDCT xDCT . (2.17)
Dabei sind in T ∈ RX×X zeilenweise die Vorfaktoren der Summanden
in den einzelnen Frequenzen aus (2.15) enthalten, d. h.
√
1
X in der ersten












in der fx + 1-ten Zeile und
x+ 1-ten Spalte.
Die Realisierung der DCT als Matrixmultiplikation ermöglicht eine
Verwendung der DCT innerhalb dieser Arbeit, da über diese Form ein Zu-
sammenhang zu optischen Spektralfiltern hergestellt werden kann (siehe
Abschnitt 4.1). Beispielsweise kann der im Folgenden behandelte Informa-
tionsgehalt nicht nur für x, sondern auch für xDCT untersucht werden.
2.1.6 Entropie nach Shannon
Um Information oder komplementär die Ungewissheit für Zufallsgrößen
zu quantifizieren, kann neben weiteren Größen die Entropie nach Shannon








Als diskret wird in diesem Zusammenhang die Eigenschaft bezeichnet,
dass x nur eine endliche Anzahl an Werten annehmen kann. In (2.18)
werden diesen Werten Zufallsereignisse z der Ereignismenge Z mit den
Wahrscheinlichkeiten pz zugeordnet. Der Ausdruck −log2pz in (2.18) gibt
den Informationsgehalt des Zufallsereignisses z an und besitzt, ebenso
wie die Entropie aufgrund der Basis zwei der Logarithmusfunktion, die
Einheit bit. Die Entropie nach Shannon besagt somit, welche Länge einer
binären Zeichenkette im Mittel mindestens notwendig ist, um die in x
enthaltene Information zu beschreiben.
Eine Veranschaulichung der Entropie sowie des Informationsgehalts
bietet folgende Beobachtung: Zufallsereignisse mit hohen Wahrschein-
lichkeiten besitzen einen niedrigen Informationsgehalt, −log2pz ≈ 0 . Die-
se Zufallsereignisse besitzen eine geringe Ungewissheit und sie liefern
einen geringen Beitrag zur Entropie. Umgekehrt führt das Eintreten von
Zufallsereignissen mit niedrigen Wahrscheinlichkeiten zur merklichen Re-
duktion der Ungewissheit. Diese Zufallsereignisse besitzen jeweils einen
hohen Informationsgehalt und folglich einen hohen Beitrag an der Entro-
pie.
Die Entropie nach Shannon findet in dieser Arbeit Einsatz, um Unge-
wissheiten im bereitgestellten Wissen in Form der Spektrenvariabilität
(siehe Abschnitt 3.2.2) zu quantifizieren und infolgedessen Bestandteile
mit hoher Ungewissheit in der weiteren Betrachtung auszuschließen.
2.2 Klassifikationsverfahren
Durch Klassifikationsverfahren ist es möglich, Eingangsdaten unbekann-
ter Klassenzugehörigkeit bekannten Klassen zuzuordnen. Erfolgt diese
Zuordnung neuer Daten nach Regeln, die mithilfe von verfügbaren Daten-
sätzen bestimmt wurden, handelt es sich um Verfahren des maschinellen
Lernens. Nachfolgend wird ein Überblick angeboten, der Gemeinsamkei-
ten der in dieser Arbeit verwendeten Klassifikationsverfahren darlegt. So
nutzen als eine Gemeinsamkeit sämtliche Verfahren die bekannten Klas-
senzugehörigkeiten in den verfügbaren Datensätzen für die Bestimmung




Bei Klassifikationsaufgaben mit K Klassen gilt es, Eingangsdaten y =
[y1, . . . , yΛ]
T unbekannter Klassenzugehörigkeit jeweils einer Klasse k, k =
1, . . . ,K, korrekt zuzuweisen. Mathematisch können die hier betrachteten
Verfahren durch K Eingangsfunktionen
ek(y) = w
T
k y + w0k , (2.19)




∈ RΛ+1 der Klasse k sowie der
Ausgangsfunktion
kz = arg max
k
ek(y) = arg max
k
(
wTk y + w0k
)
(2.20)
beschrieben werden. Das Gewicht w0k beschreibt in (2.19) einen Schwel-
lenwert und beträgt bei manchen Klassifikationsverfahren stets null. In
(2.20) bezeichnet kz die y zugewiesene Klasse. Dieses Vorgehen kann auch
als neuronales Netz der Struktur in Abb. 2.2 interpretiert werden [43].
Dabei bilden y die Eingangsschicht Uin, (2.19) die Ausgänge der Neuro-
nen der verdeckten Schicht Uhidden und (2.20) der einzige Ausgang der
Ausgangsschicht Uout.
Die Unterschiede der nachfolgend erläuterten Klassifikationsverfahren
bestehen darin, welche Anzahl K tatsächlich benötigt wird und wie die
Gewichte w̃k der Eingangsfunktionen bestimmt werden. Dabei kann ei-
ne grobe Unterteilung in zwei Gruppen bereits vorgenommen werden,
insofern Mehrklassenprobleme mit K > 2 behandelt werden. Zur ersten
Gruppe zählen die selbstorganisierenden Karten (SOM) und das Mittel-
wertsverfahren (MWV). Bei dieser ist eine Unterscheidung zwischen einer
binären Klassifikationsaufgabe und einem Mehrklassenproblem nicht not-
wendig. Der zweiten Gruppe sind die Fisher’sche Diskriminanzfunktion
(FDA) sowie die Support Vector Machine (SVM) angehörig. Für diese
Verfahren muss ein Mehrklassenproblem in mehrere binäre Klassifikati-
onsaufgaben unterteilt werden, wodurch allgemein für die Anzahl dieser
Teilklassen K ′ ≥ K gilt. Der größte Wert der resultierenden K ′ Unterschei-
dungen soll das Ergebnis liefern, was auf (2.19) und (2.20) zurückgeführt
werden kann [75].
Für die Unterteilung eines Mehrklassenproblems in binäre Klassifi-
kationsaufgaben können, neben weiteren, die Ansätze one-vs.-all oder
17
2 Grundlagen
one-vs.-one verwendet werden. Bei one-vs.-one wird der Datensatz paar-
weise in Daten der Klasse k sowie einer weiteren Klasse k̄, k̄ 6= k und
k̄ = 1, . . . ,K − 1, unterteilt. Es muss für jedes dieser Paare eine Eingangs-




≥ K für K > 2 (2.21)
Eingangsfunktionen und somit Neuronen in der verdeckten Schicht not-
wendig. Bei one-vs.-all werden dagegen alle nicht der Klasse k zugehörigen
Daten in eine einzige weitere Klasse zusammengefasst, wodurch sich die
Anzahl K nicht erhöht. In beiden Fällen kann weiterhin (2.20) verwendet
werden, um die Klassenzuweisung zu erhalten.
Nach [92] ragt kein Ansatz zur Übertragung von Mehrklassenproblemen
auf binäre Klassifikationsverfahren bezüglich einer zufriedenstellenden
Klassifikation (siehe Abschnitt 2.2.6) bei der Auswertung verschiedener
Problemstellungen heraus. Da in Abschnitt 4.5.2 eine niedrigere Anzahl an
Klassen auch zu weniger benötigten optischen Spektralfiltern führen wird,
kommt in dieser Arbeit ausschließlich der one-vs.-all Ansatz zum Einsatz.
Dennoch kann sich die Anzahl an Neuronen der verdeckten Schicht im
Allgemeinen von der Klassenanzahl im Datensatz unterscheiden, da diese
von dem gewählten Klassifikationsverfahren selbst abhängig ist (siehe
bspw. Abschnitt 2.2.4).
Aufgrund von (2.19) handelt es sich stets um lineare Klassifikatoren.
Bei den folgenden Klassifikationsverfahren sind zum Teil nichtlineare
Ausprägungen möglich. Die jeweiligen Beschreibungen beschränken sich
jedoch auf die lineare Form, da auch nur diese innerhalb von dieser Arbeit
nützlich sein wird (siehe Abschnitt 4.1.2).
2.2.2 Fisher’sche Diskriminanzfunktion
Die FDA verfolgt den Ansatz, die Klassifikation in einem transformierten
Raum durchzuführen, in welchem zwischen den Klassen leichter unter-
schieden werden kann. Mithilfe des bekannten Datensatzes wird die dazu
benötigte lineare Abbildung bestimmt. Es wird dabei zum einen eine ge-
ringe Klassenvariabilität innerhalb der einzelnen Klassen angestrebt. Zum








Abbildung 2.2 Interpretation der Klassifikationsverfahren als neuronales Netz mit y als
Eingang der Eingangsschicht Uin, einer verdeckten Schicht Uhidden und dem Ausgang kz als
Ergebnis der Ausgangsschicht Uout [70].
vorherrschen. Dadurch soll die Zuordnung neuer, ebenfalls transformier-
ter Eingangsdaten mithilfe eines festgelegten Abstandsmaßes ermöglicht
werden.
Die Maximierung des sog. Fisher’schen Kriteriums liefert die Transfor-
mationsmatrix in den gesuchten Raum:
J(TFDA) =
∣∣∣TTFDAΣ̂bTFDA∣∣∣∣∣∣TTFDAΣ̂wTFDA∣∣∣ (2.22)
[16]. Dabei beschreibt Σ̂w die Variabilität in den einzelnen Klassen durch
die Summe der Streumatrizen jeder Klasse:





















bewertet. In (2.23) bezeichnet d̄k den Mittelwert der Menge Dk der Daten
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mit Nk = |Dk|. In (2.24) wird mit d̄ dagegen der Mittelwert aller Daten der







Das Maximum von (2.22) ist die Lösung des verallgemeinerten Eigen-
wertproblems
Σ̂bTFDA = σ Σ̂wTFDA . (2.27)
Da Σ̂w sich aus der Summe von K Matrizen berechnet und K ≤ ND − Λ
angenommen wird, folgt rang(TFDA) ≤ K − 1 als die Dimension des
transformierten Raums und somit die Anzahl an Merkmalen zur Unter-
scheidung zwischen den Klassen.
Als Abstandsmaß zur Zuordnung der Eingangsdaten in eine Klasse soll
die quadratische euklidische Distanz eingesetzt werden. Unter Berücksich-
tigung der berechneten Transformation TFDA folgt für die zugewiesene
Klasse über die FDA












FDAd̄k. In Abschnitt 4.5.2 wird gezeigt,
dass (2.28) in die Form von (2.20) äquivalent geschrieben werden kann.
Folglich ist insbesondere eine Beschreibung nach (2.19) und (2.20) der
Klassifikation mithilfe der FDA möglich.
Die FDA zeichnet sich durch ihre Einfachheit, schnelle Umsetzung und
vergleichbare Ergebnisse auch bei der Anwendung verschiedener Daten-
sätze aus. Dagegen ist die FDA nicht optimal im Sinne einer minimalen
Falschklassifikationsrate. Die FDA verfolgt einzig das Ziel, den mittleren




2.2.3 Support Vector Machine
Die SVM versucht, genauso wie die FDA, den Merkmalsraum der Dimen-
sion Λ in Gebiete nach den Klassen im bekannten Datensatz zu unterteilen.
Dazu sollen Trennhyperebenen bestimmt werden, die bei einem binären




1 für ky = k ,
−1 sonst
(2.29)
mit ky als Klassenbezeichnung von y. Die Wahrscheinlichkeit, dass sich y
genau auf einer Trennhyperebene, beschrieben mit wk und w0k, befindet,
d. h. ek(y) = 0, beträgt null. Deshalb kann dieser Fall einer beliebigen
Klasse zugeordnet werden.
Ziel der SVM ist es, die Trennhyperebene so zu bestimmen, dass diese
einen maximalen Rand zu den nächstgelegenen Merkmalsvektoren (sog.
Supportvektoren) besitzt (siehe Abb. 2.3). Es lässt sich zeigen, dass sich
dieser maximale Rand bei Betrachtung einer binären Entscheidung für





gung der richtigen Klassenzuweisung ergibt [31]. Dadurch ist mithilfe der












(wTk dnD + w0k) ≥ 1, nD = 1, . . . , ND .
(2.30)
Für die Erweiterung der SVM auf ein Mehrklassenproblem nach dem
Prinzip one-vs.-all wird für sämtliche K binäre Entscheidungsfälle eine
Trennhyperebene mithilfe von (2.30) bestimmt. Die Entscheidung erfolgt
für die Klasse k mit dem maximalen Abstand des neuen Eingabedatums
y zur Trennhyperebene, d. h. (2.20). Da die Trennhyperebenenen sich als
Lösungen getrennter Optimierungsprobleme ergeben, ist das Prinzip des
maximalen Randes zu den Supportvektoren nur in dem jeweiligen bi-
nären Klassifikationsproblem enthalten. In [59] werden mehrere Verfahren
vorgeschlagen, die eine Klassifizierung mit SVMs erlauben und auch bei
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Mehrklassenproblemen nur ein einziges Optimierungsproblem ansetzen.
Die auf diese Weise bestimmten SVMs weisen in der Anwendung jedoch
keine eindeutige Verbesserung in der Genauigkeit der Klassifikation im
Vergleich zu den SVMs auf, die sich aus dem Lösen von K getrennten
Optimierungsproblemen ergeben.
Der SVM wird eine hohe Generalisierungsfähigkeit zugeschrieben, da
die für das Klassifikationsergebnis entscheidenden Trennhyperebenen
lediglich auf einige wenige Supportvektoren beruhen. Weiter ist (2.30)
konvex. Dadurch muss keine Maßnahme für eine geeignete Initialisierung
getroffen werden, was sich bei vielfältigen Anwendungsfällen als Vorteil
erweisen kann. Bemerkenswerterweise führt die FDA zum gleichen Ergeb-
nis wie die SVM, falls bei der FDA ausschließlich die Supportvektoren als
bekannter Datensatz verwendet werden. Die SVM in der hier gezeigten
Variante liefert zufriedenstellende Ergebnisse bei linear separierbaren Trai-
ningsdaten, die das Klassifikationsproblem möglichst genau wiedergeben.
Um auch für nichtlinear separierbare Problemstellungen mit der SVM
genaue Klassifikationen in Aussicht zu stellen, werden bspw. im Training
sog. Schlupfvariabeln eingeführt oder mithilfe von Kernels eine nichtlinea-
re Transformation bestimmt, in deren Abbild eine lineare Separation der
Trainingsdaten wieder möglich ist [16, 75].
2.2.4 Selbstorganisierende Karten
Bei der SOM handelt es sich um ein neuronales Netz mit dem gleichen
Aufbau in Schichten wie Abb. 2.2. Die Anzahl an Neuronen der verdeckten
Schicht der SOM QSOM unterscheidet sich meist von der Klassenanzahl
K des Datensatzes. In der Regel wird QSOM ≥ K gewählt. Neben der
Anzahl an Neuronen in der verdeckten Schicht ist bei der SOM auch die
Anordnung der Neuronen qSOM, qSOM = 1, . . . , QSOM, d. h. die Topologie
dieser, entscheidend. Meist wird die zweidimensionale Struktur einer Kar-
te angesetzt (siehe Abb. 2.4). Das ursprüngliche Anwendungsgebiet der
SOM ist das Clustering, d. h. es sollen mithilfe eines bekannten Datensat-
zes Cluster ermittelt werden. Eine möglicherweise gegebene Information
der Klassenzugehörigkeit in diesen Daten wird nicht berücksichtigt (sog.
unüberwachtes Lernen). Das Anwenden der SOM auf unbekannte, meist
hochdimensionale Eingangsdaten kann dann als eine Dimensionsredukti-









Abbildung 2.3 Optimale Trennhyperebene für Zwei-Klassen-Problem (gestrichelt) mit ma-
ximalem Rand γ. Die nächstgelegenen Merkmalsvektoren (Supportvektoren) sind fett darge-
stellt [31].
tur der SOM anbietet. Dies ist möglich, da die Anwendung der SOM den
Topologie erhaltenden Abbildungen zugehörig ist [68, 70].
Die Erstellung einer SOM besteht zum einen aus der Wahl der Größe
und der Struktur, die durch die Nachbarschaftsbeziehung zwischen den
einzelnen Neuronen bestimmt wird. Zum anderen ist ein Lernverfahren
festzulegen. Im Gegensatz zur FDA und SVM werden dabei die Daten
des bekannten Datensatzes der Reihe nach behandelt, weshalb das Erzeu-
gen der SOM auch als Training bezeichnet wird. Zunächst wird jedem
Neuron ein beliebiger Referenzvektor wqSOM ∈ R
Λ zugeordnet. Nach dem
Training sollen Neuronen in enger Nachbarschaft auch ähnliche Referenz-
vektoren besitzen. Durch den Einbezug der Nachbarschaft beim Anpassen
von wqSOM innerhalb von jedem Trainingsschritt t, t = 1, . . . , T , wird dies
verfolgt. Zwei häufig verwendete Nachbarschaften sind in Abb. 2.4 zu
sehen. Die Größe der Nachbarschaft nimmt im Verlauf des Trainings ab.
Indem sowohl jedem Referenzvektor zu Beginn eine Klasse zugeteilt wird
und die Klassenzugehörigkeit jedes Trainingsdatums bei der weiteren
Anpassung der Referenzvektoren berücksichtigt wird, kann mit der SOM
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auch ein überwachtes Lernen stattfinden. Die Supervised-SOM behandelt
die Klasseninformation als weitere Dimensionen in den Eingangsdaten
sowie Referenzvektoren und codiert diese numerisch. Nach dem Training
entsprechen die Werte dieser Dimension der Referenzvektoren in den
meisten Fällen keiner Codierung einer Klasse mehr, wodurch die Klassifi-
zierung unbekannter Eingangsdaten durch Zuordnung eines Neurons der
so trainierten SOM nicht möglich ist. Eine Abwandlung der SOM, die auch
eine Klassifikation neuer Daten nach dem Training sicherstellt, ist die Line-
ar Vector Quantization (LVQ)-SOM. Das Anpassen der Referenzvektoren
innerhalb des Trainings erfolgt zweistufig. Zuerst wird für das im Trai-
ningsschritt t betrachtete Datum d[t] das Neuron mit größter Ähnlichkeit
gesucht:











Neben der euklidischen Distanz sind in (2.31) beliebige andere Distanz-
maße möglich. Danach werden die Referenzvektoren wqSOM [t] in Abhän-
gigkeit ihrer Klassenzugehörigkeit kqSOM , der Klassenzugehörigkeit des
betrachteten Datums kd und der Nachbarschaft zu qSOMz, NqSOMz [t], ange-
passt:
wqSOM [t+ 1] =

wqSOM [t] + l[t](d[t]−wqSOM [t])
für kqSOM = kd und qSOM ∈ NqSOMz [t],
wqSOM [t]− l[t](d[t]−wqSOM [t])
für kqSOM 6= kd und qSOM ∈ NqSOMz [t],
wqSOM [t] für qSOM /∈ NqSOMz [t].
(2.32)
Es folgt eine Normierung von wqSOM [t+ 1] vor dem Übergang zum nächs-
ten Trainingsschritt. Dadurch ist es möglich, bei der Anwendung unbe-
kannter Daten auch das Skalarprodukt als Ähnlichkeitsmaß anstelle der
euklidischen Distanz in (2.31) einzusetzen (siehe Abschnitt 4.5.2). Mithilfe
der in t monoton fallenden Lernrate 0 < l[t] < 1 wird die Stärke der
Annäherung bzw. Abstoßung der Referenzvektoren gesteuert. Da auch
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die Größe der Nachbarschaft NqSOMz [t] mit t abnimmt, werden im Verlauf
des Trainings zunehmend konstante Werte für wqSOM [t] erreicht. Die Topo-
logie mit ähnlichen Referenzvektoren eng benachbarter Neuronen wird
durch eine große Nachbarschaft zu Beginn des Trainings begünstigt. Beim
Training der LVQ-SOM wird im Allgemeinen der Datensatz mehrfach
angewendet, weshalb T > ND gilt.
Die Klassifikation neuer Eingangsdaten erfolgt bei der LVQ-SOM durch
(2.31). Im Gegensatz zur FDA und SVM treten keine Schwellenwerte auf.
Da die Größe der SOM, d. h. die Anzahl an Neuronen, meist höher ist als
die Klassenanzahl, wird eine Klasse durch mehr als ein Neuron repräsen-
tiert. Durch diese Redundanz kann ggf. eine richtige Klassifikation auch
bei stärkeren Abweichungen zwischen dem zum Training verwendeten
Datensatz und neuen Eingangsdaten erreicht werden.
Neben dem gezeigten Ablauf zum Erstellen einer LVQ-SOM existieren
zahlreiche Abwandlungen. Es können bspw. anstelle scharfer Grenzen zur
Festlegung der Nachbarschaft auch unscharfe Grenzen betrachtet werden,
indem eine Gaußfunktion zur Beschreibung der Nachbarschaft verwendet
wird. Das Ergebnis des Trainings bei der LVQ-SOM ist im Vergleich zu den
anderen vorgestellten Klassifikationsverfahren nicht nur vom Datensatz
abhängig. Zwei Beispiele sind die Anzahl an Neuronen einer Klasse, die
bestimmt werden muss, sowie eine sinnvoll zu wählende Initialisierung
der Referenzvektoren. Das nachfolgende MWV besitzt wie die FDA und
SVM keine solcher zusätzlichen Freiheitsgrade.
2.2.5 Mittelwertsverfahren
Das MWV verfolgt genau den Aufbau eines neuronalen Netzes nach
Abb. 2.2. Gegenüber den bisher gezeigten Klassifikationsverfahren stellt
das MWV einen sehr pragmatischen Ansatz dar, um die Gewichte der
Neuronen zu bestimmen. Die Anzahl an Neuronen ist durch K festge-
legt. Aufgrund der Einfachheit wird das MWV als Referenzverfahren
betrachtet. An den Ergebnissen des MWV kann beurteilt werden, ob ein
Mehraufwand z. B. mit der LVQ-SOM vertretbar ist [141].
Für die Schwellenwerte im MWV gilt w0k = 0. Die Gewichte wk werden













Abbildung 2.4 Rechtwinklige (a) und hexagonale (b) Gitterstruktur der Ausgangsneuronen
mit verschiedenen NachbarschaftenN [t] um das Gewinnerneuron qSOMz [69].
(vgl. (2.25)) bestimmt:
wk =
1∥∥d̄k∥∥ d̄k . (2.33)
Die Klassifikation neuer Eingangsdaten erfolgt durch (2.20). Damit ent-
spricht die Klassenzuweisung der Zuordnung nach dem Mittelwert der
Klasse mit größter Ähnlichkeit. Aufgrund der Normierung in (2.33) ist das
Ergebnis dieser größten Ähnlichkeit über das Skalarprodukt gleich der
kleinsten euklidischen Distanz (Abschnitt 4.5.2).
Die Gewichte des MWV bieten sich insbesondere als eine sinnvolle
Initialisierung der Referenzvektoren der LVQ-SOM im Training an.
2.2.6 Beurteilung von Klassifikationsverfahren
Für die Beurteilung von Klassifikatoren können unterschiedliche Bewer-
tungsmaße betrachtet werden. Bei binären Klassifikatoren werden diese
überwiegend mithilfe von Verhältnissen von Häufigkeiten angegeben, um
somit quantitative Größen vorliegen zu haben. Wird die Zugehörigkeit
einer Klasse als positiv und ansonsten als negativ gekennzeichnet, sind
dabei bedeutende Häufigkeitswerte die Anzahl an richtig positiv (RP ),
falsch positiv (FP ), richtig negativ und falsch negativ bestimmten Daten.
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Die Bestimmung solcher Bewertungsmaße setzt somit Daten mit der
Kenntnis über deren wahren Klassenzugehörigkeiten voraus. Aus den
genannten Häufigkeiten lassen sich Maße wie die Konfusionsmatrix, Sen-
sitivität (engl. recall), Spezifität oder auch kombinierte Größen wie das






das Bewertungsmaß von größter Bedeutung (siehe Abschnitt 4.7.1). Mit
diesem kann quantitativ angegeben werden, wie wahrscheinlich es ist,
dass die durch den Klassifikator der positiven Klasse zugeordneten Daten
tatsächlich dieser Klasse angehören. Falls die Auswirkungen einer falschen
Klassifikation in die positive Klasse mit stärkeren Nachteilen verbunden
sind als die einer falschen Klassifikation in die negative Klasse, wird ein
Klassifikator mit einer hohen Precision bevorzugt. Weitere Bewertungsma-







Im Folgenden wird eine Einführung in Hyperspektralbilder gegeben. Dar-
auf wird die spektrale Entmischung als ein übergeordnetes Gebiet der
Materialanteilsschätzung vorgestellt. Es folgt über die hier enthaltenen
Problemstellungen die Hinführung zur spektralen Entmischung mit opti-
schen Spektralfiltern, worauf die weiteren Inhalte aufbauen.
3.1 Hyperspektralbild
Hyperspektralbilder unterscheiden sich von RGB-Bildern durch ihre spek-
trale Auflösung. Während bei RGB-Bildern das sichtbare Spektrum in
den drei Farbkanälen Rot, Grün und Blau abgetastet wird, erfolgt bei
Hyperspektralbildern eine Abtastung in bis zu mehreren hundert schmal-
bandigen Kanälen (siehe Abbildungen 3.1–3.2). Damit liegt an jedem Pixel
ein Spektrum vor. Für die Darstellung dieser hyperspektralen Daten wird
häufig ein Datenwürfel verwendet, der als Kanten die beiden räumlichen
Dimensionen und die spektrale Dimension besitzt. Die Einträge dieses
Würfels können in Form von Intensitätswerten oder Reflektanzwerten,
d. h. dem Quotienten aus reflektierter Photonenanzahl Rλ und eintref-
fender Photonenanzahl Eλ jedes Wellenlängenkanals λ, vorliegen (siehe





wobei die Ortsabhängigkeit zur Vereinfachung der Notation unterdrückt
wird.
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Abbildung 3.1 Typische spektrale Sensitivität des Sensors einer Farbkamera für die Gewin-








Abbildung 3.2 Schematische Aufteilung des spektralen Bereichs als Verteilung der Trans-
mission zur Gewinnung eines Hyperspektralbilds. Die Anzahl an Maxima entspricht der
Anzahl an betrachteten schmalbandigen Bereichen. Häufig auftretende Überlappungen der

















(b) Spektrum am Pixel (x1, x2).
Abbildung 3.3 Darstellung eines Hyperperspektralbilds als Datenwürfel in den beiden
räumlichen Dimensionen x1, x2 sowie der spektralen Dimension λ in (a). Beispiel eines
Spektrums an einem Pixel in (b).
Die bildgebende Gewinnung hyperspektraler Daten kann ohne Scannen
durch eine sog. Schnappschussaufnahme, räumlich-spektrales Scannen,
räumliches Scannen oder spektrales Scannen erfolgen [49]. Die Schnapp-
schussaufnahme ist meist sowohl in ihrer örtlichen als auch spektralen
Auflösung sehr gering, weshalb diese nicht weiter behandelt wird. Bei
den verbleibenden Verfahren erfolgt sequentiell die Aufnahme einzelner
Intensitätsbilder, wobei jede Aufzeichnung zu einem anderen Bereich des
hyperspektralen Datenwürfels beiträgt. Beim räumlichen Scannen liefert
ein Intensitätsbild die Spektren entlang einer räumlichen Richtung, wäh-
rend die andere festgehalten wird. Das spektrale Scannen wird in dieser
Arbeit zur Aufzeichnung von Hyperspektralbildern genutzt (siehe Ab-
schnitt 5.1) und steht dem Ansatz der Materialanteilsschätzung mithilfe
von optischen Spektralfiltern nahe. Dabei wird ein fester Wellenlängen-
bereich in Λmax Wellenlängenkanäle nahezu konstanter Breite unterteilt.
Mit einem einstellbaren Spektralfilter wird der Reihe nach jeder Bereich
mithilfe eines Bandpasses abgefahren. Es wird für jeden Bereich ein Inten-
sitätsbild mit einem sich hinter dem Spektralfilter befindlichen Bildsensor
bei einer festgelegten Belichtungszeit aufgezeichnet. Die so erhaltenen
Λmax Intensitätsbilder ergeben übereinander gelegt das Hyperspektralbild
der Szene.
Im Gegensatz zur Spektroskopie, bei welcher einzelne Punktspektren
betrachten werden, kann durch Hyperspektralbilder eine ortsaufgelöste
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Untersuchung der aufgezeichneten Szene erfolgen. Prinzipiell ist es hier-
bei möglich, weiterhin Methoden der Spektroskopie anzuwenden, indem
jedes Pixelspektrum losgelöst betrachtet wird. Ebenso können Methoden
der Bildverarbeitung für ortsaufgelöste Bilder auf alle Pixel eines Wel-
lenlängenkanals angewendet werden. Der gleichzeitige Einbezug aller
Dimensionen eines Hyperspektralbilds hat sich in vergangenen Arbeiten
[10, 25, 62, 91, 115] als am aussichtsreichsten herausgestellt, um die gesuch-
te Information zu extrahieren. Dabei war stets die spektrale Entmischung
Gegenstand der Untersuchungen.
3.2 Spektrale Entmischung
Erste Anwendungen hyperspektraler Bilder fanden in der Fernerkundung
statt. Dabei werden mithilfe von luftgestützten hyperspektralen Kameras
Aufnahmen entlang der Erdoberfläche durchgeführt. Ziel ist die Bestim-
mung der Anteile von Objekten an der Oberfläche, wie z. B. Gebäuden,
Gewässern und Pflanzen. Aufgrund der hohen Entfernung des Bildsensors
zur Szene ist die örtliche Auflösung meist gering. Ein Pixel entspricht einer
Abmessung von einigen Metern. Dadurch treten Pixel auf, an welchen sich
mehrere und auch verschiedene Objekte befinden. Spektren dieser Pixel
ergeben sich aus der Überlagerung der Spektren der einzelnen Objekte,
wobei diese Mischspektren u. a. von den Flächenanteilen der einzelnen
Objekte abhängig sind.
Mit der Weiterentwicklung hyperspektraler Aufnahmesysteme wuchs
auch deren Anwendungsgebiet. Die hinzugekommenen Einsatzgebiete
Medizin, Lebensmitteltechnik und Industrie besitzen maßgebliche Unter-
schiede zum Einsatz in der Fernerkundung [40]. Bei diesen Anwendungen
weisen die Hyperspektralbilder eine sehr viel höhere Ortsauflösung auf.
Gleichermaßen ist die räumliche Ausdehnung der hier auftretenden reinen
Materialien, die nun die Rolle der Objekte einnehmen, deutlich geringer.
Es ergeben sich weiterhin Pixel mit Mischspektren, die aus den Spektren
einzelner Materialien zusammengesetzt sind. Mit dem bloßen Auge kann
in den meisten Fällen nicht zwischen vermischten und reinen Materialien
unterschieden werden.
Die spektrale Entmischung verfolgt die Aufgabe, die Anteile der reinen
Materialien an einem jeden Pixel und, je nach Anwendungsfall, auch deren
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Spektren zu schätzen. Dafür wird meist nicht nur Gebrauch von den auf-
gezeichneten Mischspektren gemacht, sondern auch ein mathematischer
Zusammenhang für die Beschreibung der Mischspektren angenommen.
Die nachfolgenden Mischmodelle geben diesen wieder. Die Materialan-
teilsschätzung ist somit ein Teilgebiet der spektralen Entmischung und
eine Problemstellung der hyperspektralen Bildverarbeitung. Um an die
Verwendung von optischen Spektralfiltern für das Lösen dieser Aufgabe
heranzuführen (siehe Abschnitt 3.3), werden in den Abschnitten 3.2.3–3.2.4
zwei Teilgebiete der spektralen Entmischung vorgestellt.
3.2.1 Mischmodelle
Es existieren dutzende Mischmodelle, um Mischspektren anhand von
Spektren reiner Materialien zu beschreiben. Die Reihenfolge der folgen-
den Einführung einiger dieser Mischmodelle erfolgt nach zunehmender
Komplexität. Es wurde eine Auswahl der meistverbreiteten Mischmodelle
getroffen. Alle diese Mischmodelle weisen bereits eine gewisse Distanz
von einer nah an den physikalischen Hintergrund angelehnten Beschrei-
bung des Zustandekommens von Mischspektren auf. Ein Einblick in die
Vielfalt der Mischmodelle kann trotz der Einschränkung auf nur wenige
Mischmodelle gewonnen werden, da Überführungen der Modelle inein-
ander durch Restriktionen einzelner Parameter teilweise möglich sind.
3.2.1.1 Lineares Mischmodell
Das lineare Mischmodell (LMM) stammt aus der ursprünglichen Anwen-
dung von Hyperspektralbildern in der Fernerkundung. Bei diesem wird
das Mischspektrum y eines Pixels in Λ ≤ Λmax Wellenlängenkanälen
betrachtet und durch die lineare Überlagerung der Spektren der P rei-
nen Materialien mi, gewichtet mit den zugehörigen Materialanteilen ai,




mi ai + ε = M a + ε . (3.2)
Dabei geben M = [m1, . . . ,mP ] ∈ RΛ×P die Reinspektrenmatrix und
a = [a1, . . . , aP ]
T den Anteilsvektor an. Das Gewicht ai wird meist als
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die anteilige Fläche interpretiert, die Material i an dem betrachteten Pixel
einnimmt. Folglich werden an ai die Sum-to-one (STO)-Bedingung
P∑
i=1
ai = 1 (3.3)
und die Non-negativity (NN)-Bedingung
ai ≥ 0 ∀i (3.4)
für eine physikalische Interpretation gestellt. Dem LMM unterliegen die
folgenden Annahmen: Jedes Material kann durch ein einziges Reinspek-
trum repräsentiert werden [40, 44, 65]. Auf dem Weg eines Photons von
der Lichtquelle zum Bildsensor tritt keine Mehrfachreflexion auf; jedes
Photon interagiert mit nur einem Material (siehe Abb. 3.4 links). Damit
gleichbedeutend ergibt sich das Mischspektrum y aufgrund einer Mate-
rialmischung auf makroskopischer Ebene [98]. Die Annahmen werden z. B.
dann erfüllt, falls die räumlichen Ausdehnungen der einzelnen Materialien
in der Größenordnung des Vielfaches der aufgezeichneten Wellenlängen







Abbildung 3.4 Verschiedene Arten der Überlagerung von Reinspektren: Es werden die
Pfade der Photonen von der Lichtquelle über die Materialmischung zu einem Kamerapixel
skizziert. In (a) kann das lineare Mischmodell angenommen werden, während in (b) eine
nichtlineare Überlagerung der Reinspektren zu erwarten ist [39].
Abweichungen zu der rein linearen Überlagerung der Reinspektren mi
in (3.2) werden durch ε ∈ RΛ berücksichtigt. Falls sämtliche Annahmen
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des LMM erfüllt werden, entspricht ε dem Messrauschen, welches unver-
meidlich bei bildgebenden Aufnahmen auftritt. Dabei wird das Modell
der Bildgewinnung nach dem EMVA-1288-Standard [61] angenommen.
Dadurch ist ε die Realisierung einer Λ-dimensionalen Zufallsgröße. Die-
se ergibt sich aus der Addition unabhängiger Zufallsgrößen mit jeweils
unterschiedlichen Wahrscheinlichkeitsdichten. Nach dem zentralen Grenz-
wertsatz folgen die Einträge in ε der Beschreibung von Zufallsgrößen,
welche unkorreliert sowie normalverteilt mit jeweils gleicher Varianz sind
(siehe Bemerkung Abschnitt 2.1.1).
3.2.1.2 Nichtlineare Mischmodelle
Um eine Beschreibung von hyperspektralen Daten auch in komplexeren
Mischszenarien zu ermöglichen, die nicht durch das LMM abgedeckt
werden, wurden nichtlineare Mischmodelle entwickelt. Grundsätzlich
lassen sich diese unterscheiden in Mischmodelle, die durch physikalische
Zusammenhänge begründet werden, und Mischmodelle, die lediglich
allgemeinere mathematische Zusammenhänge als das LMM erlauben.
Zu den physikalisch motivierten Mischmodellen zählt bspw. das Hapke-
Modell [55], das aus der Strahlungstransporttheorie entstanden ist und
insbesondere Effekte der Mehrfachstreuung berücksichtigt (siehe Abb. 3.4
rechts). Allgemeinere mathematische Beschreibungsfähigkeiten werden









mi mj bij + ε (3.5)









mi mj bij + ε (3.6)
erzielt. Werden zusätzlich Einschränkungen an die Parameter bij in (3.5)
getroffen, so ergeben sich weitere Mischmodelle, wie das Nascimento-
Modell [83], das Fan-Modell [42] oder das generalisierte-bilineare Misch-
modell [54].
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Den nichtlinearen Mischmodellen nachteilig ist die im Verhältnis zum
LMM geringere Einfachheit. Das Hapke-Modell erfordert eine nichtli-
neare Transformation, um auf Strahldichten abzubilden. Zudem wird
Zusatzwissen über die Aufnahmebedingungen und die zu untersuchen-
de Materialmischung benötigt. Dazu zählen die exakten Positionen der
Lichtquelle und des Bildsensors sowie materialspezifische Größen, wie
die Dichte und das Volumen. Im angestrebten Anwendungsgebiet dieser
Arbeit (siehe Abschnitt 1.2) soll dieses Wissen nicht vorausgesetzt werden.
Prinzipiell können die physikalischen Parameter im Hapke-Modell auch
zunächst nicht festgelegt werden. Stattdessen werden diese als, neben den
Materialanteilen, weitere Unbekannte interpretiert. Ohne einen physika-
lischen Bezug zu nehmen, sind diese Parameter gleichgestellt mit den
unbekannten Parametern im BLMM und LQMM. Die Materialanteilsschät-
zung erweitert sich somit um die Bestimmung dieser Größen. Jedoch ist
häufig auch bei bestmöglicher Parameterwahl eine exakte Beschreibung
des Mischspektrums, d. h. ε nimmt kleine Werte an, nicht zwangsläufig
gegeben.
Aus diesen Gründen wird in Anlehnung an [5, 40, 41] in dieser Arbeit
die spektrale Entmischung in beiden Fällen, sowohl mit als auch ohne
Verwendung von optischen Spektralfiltern, nur auf Grundlage des LMM
betrachtet. Nichtlinearen Mischeffekten soll stattdessen mit ε in (3.2) Genü-
ge getan werden. Auch die nachfolgend eingeführte Spektrenvariabilität
wird zunächst ausschließlich auf diese Weise berücksichtigt. Eine genaue
Materialanteilsschätzung soll, trotz dieser einfachen Mischmodellannah-
me, durch die in Kapitel 4 entwickelten Vorgehensweisen für den Entwurf
der optischen Spektralfilter ermöglicht werden.
3.2.2 Spektrenvariabilität
Die vorgestellten Mischmodelle enthalten in ihren jeweiligen Ausprägun-
gen für jedes reine Material genau ein Spektrum. Werden jedoch die auf-
gezeichneten Spektren eines Materials bspw. räumlich, d. h. an mehreren
Pixeln, oder auch zu unterschiedlichen Aufnahmezeitpunkten miteinan-
der verglichen, so können oftmals Unterschiede zwischen den Spektren
ausgemacht werden [9, 99], die nicht durch unterschiedliche Realisierun-
gen des Messrauschens des bildgebenden Aufnahmeverfahrens erklärbar
sind (siehe Abb. 3.5). Diese sich so ergebende Vielfalt an Reinspektren
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Abbildung 3.5 Spektren des Farbpulvers Chromoxid-Grün aufgezeichnet an 100 Pixeln
als Beispiel für die Spektrenvariabilität. Durch die Wahl unterschiedlicher Farben für die
einzelnen Spektren werden die unterschiedlichen spektralen Verläufe deutlich.
wird als Spektrenvariabilität bezeichnet. Jedem Material wird, neben dem
Reinspektrum mi, eine Reinspektrenbibliothek
Mi = {mi1, . . . ,miM} ∈ RΛ×M (3.7)
zugewiesen mit der Größe der Reinspektrenbibliothek M . Beim LMM








Folglich können sich aufgrund der Spektrenvariabilität Abweichungen
des Mischspektrums y zu der linearen Überlagerung der Spektren der
reinen Materialien ergeben. Es wird mit mi nicht jedem Material das best-
mögliche Reinspektrum im Sinne der Beschreibung von y durch das LMM
mit möglichst kleinem ε zugeteilt. Diese Abweichungen sind von den
Materialanteilen abhängig. In Abschnitt 5.2.3 werden solche materialan-
teilsabhängigen Abweichungen beim Modellieren von Datensätzen mit
Mischspektren berücksichtigt.
Als Ursachen der Spektrenvariabilität können zum einen inhomogene
Materialeigenschaften genannt werden. Beispielsweise kann sich die Ober-
flächenstruktur örtlich von Pixel zu Pixel unterscheiden. Auch können sich
über die Zeit verändernde Umgebungsbedingungen, wie Luftfeuchtigkeit
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oder Alterungsprozesse, zu einer Veränderung des Reflektanzverhaltens
der Materialien führen. Zum anderen kann die Spektrenvariabilität durch
nicht gleichbleibende Aufnahmebedingungen verursacht oder verstärkt
werden. Die Beleuchtung ist oftmals weder zeitlich noch räumlich kon-
stant. Es kann sich bspw. der Winkel der Beleuchtung über der Szene
ändern. In der Fernerkundung werden zudem Veränderungen in der At-
mosphäre als Gründe für eine Spektrenvariabilität aufgezählt [47, 85],
welche in dem Anwendungsgebiet dieser Arbeit nicht von Bedeutung
sind.
Im Allgemeinen kann die Spektrenvariabilität bei Verwendung des
LMM zu ungenau geschätzten Materialanteilen führen [1, 7, 105], unab-
hängig von dem Vorliegen eines aufgezeichneten Hyperspektralbilds der
Mischprobe. Um diesen Effekt zu schmälern, wurden zahlreiche Verfahren
entwickelt, die sich in vier Kategorien einteilen lassen. In der ersten wird
vorgeschlagen, mehrere LMMs zu betrachten [90]. Für jedes dieser LMMs
wird eine andere Reinspektrenmatrix M gebildet, indem jeweils verschie-
dene Reinspektren aus den ReinspektrenbibliothekenM1, . . . ,MP aus-
gewählt werden. Es ergeben sich dadurch auch bei kleinen P schnell
zahlreiche Kombinationsmöglichkeiten für die Reinspektren und somit
viele verschiedene LMMs. Für ein Mischspektrum werden mit diesen
LMMs Materialanteile geschätzt. Um das Einhalten der STO- und NN-
Bedingungen zu gewährleisten, werden die Materialanteilsschätzungen
weiter verarbeitet, z. B. mit einer Normalisierung. Darauf wird ein Misch-
spektrum mit der jeweiligen Schätzung und dem entsprechenden LMM
berechnet. Das LMM, dessen berechnetes Mischspektrum die geringsten
Abweichungen zu y ergibt, wird schließlich ausgewählt. Da diese Vorge-
hensweise zahlreiche Anteilsschätzungen für jedes Pixel erfordert, wird
sie als rechnerisch äußerst aufwändig eingestuft. Eine weitere Möglichkeit
zur Reduktion der ggf. nachteiligen Auswirkung der Spektrenvariabilität
auf die Materialanteilsschätzung bietet eine Bandselektion [6, 102] (siehe
auch Abschnitt 4.4). Es werden nur die Bänder, d. h. Wellenlängenkanäle,
verwendet, die eine geringe Intra-Klassenvariabilität und gleichzeitig eine
hohe Inter-Klassenvariabilität besitzen [118]. Die Intra-Klassenvariabilität
bezieht sich dabei auf die Reinspektrenbibliothek eines Materials Mi,
während die Inter-Klassenvariabilität sämtliche Reinspektrenbibliotheken
berücksichtigt. Meist werden diese Klassenvariabilitäten durch Berech-
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nung von Stichprobenvarianzen ausgedrückt. Mit dem Verhältnis dieser
Größen kann eine Bewertung der einzelnen Bänder erfolgen. In der dritten
Kategorie werden Transformationen in spektraler Richtung [104, 113], wie
beispielsweise das Bilden der ersten oder zweiten spektralen Ableitung
[35, 117], eingesetzt. Diese sind ebenso wie die spektrale Gewichtung
[28, 101] als letzte Kategorie mit verhältnismäßig geringem rechnerischen
Aufwand verbunden. Bevor die Materialanteile geschätzt werden, wird
bei der spektralen Gewichtung jedes Band unterschiedlich gewichtet. Für
die Bestimmung der benötigten Gewichte wird oftmals erneut das Ver-
hältnis zwischen Intra-Klassenvariabilität und Inter-Klassenvariabilität
verwendet. Die zuvor genannte Bandselektion kann auch als spektrale
Gewichtung interpretiert werden, falls die Gewichtung mit ausschließlich
binären Gewichten erfolgt.
Es ist zu erwarten, dass die Spektrenvariabilität für präzise Material-
anteilsschätzungen miteinbezogen werden muss. Mithilfe von optischen
Spektralfiltern lassen sich unmittelbar Verfahren wie die Bandselektion
oder die spektrale Transformation und Gewichtung realisieren (siehe Ab-
schnitt 4). In sämtlichen Anwendungsfällen der oben genannten Verfahren
zur Reduktion des Einflusses der Spektrenvariabilität ist eine Beschrei-
bung der Mischspektren durch das LMM mit geringen Abweichungen ε
möglich. Dies ist nicht ohne Weiteres stets gegeben und trifft insbesondere
nicht auf alle betrachteten Mischproben innerhalb dieser Arbeit zu (siehe
Abschnitt 5.2). In den Abschnitten 4.4–4.6 werden deshalb neue Ansätze
vorgestellt, die die Berücksichtigung der Spektrenvariabilität bei der Schät-
zung von Materialanteilen mithilfe von optischen Spektralfiltern ebenfalls
ermöglichen.
3.2.3 Unüberwachte spektrale Entmischung
Wird ein Vergleich der unüberwachten spektralen Entmischung mit der
überwachten spektralen Entmischung und der Materialanteilsschätzung
mit optischen Spektralfiltern angestellt, ist festzuhalten, dass die unüber-
wachte spektrale Entmischung am wenigsten Wissen im Mischmodell
voraussetzt. Eine schematische Übersicht dieser drei Ansätze wird in
Abb. 3.6 gezeigt. Ziel der unüberwachten spektralen Entmischung ist
die gleichzeitige Bestimmung der Reinspektren und der Materialanteile
an allen Pixeln [14]. Dazu wird die Aufnahme eines Hyperspektralbilds
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Y ∈ RNx×Ny×Λ mit der Anzahl an Pixeln in den räumlichen Richtungen
Nx, Ny benötigt (siehe Abb. 3.6). Sowohl in der unüberwachten spektralen
Entmischung als auch der überwachten spektralen Entmischung ist die
Anzahl an Materialien bekannt oder wurde vorab mit einem geeigneten
Ansatz bestimmt [85]. Da Y aufgezeichnet wurde, können vor der spek-
tralen Entmischung datenvorverarbeitende Schritte unter Verwendung
der Information aus dem gesamten Datenwürfel durchgeführt werden.
Häufig wird ausgenutzt, dass sich die Daten in einem niedriger dimensio-
nalen Raum befinden. Der Rang der Reinspektrenmatrix M gibt nach dem
LMM die Dimension dieses Raums vor. Zudem können Maßnahmen zur
Rauschunterdrückung, wie z. B. Noise-Whitening [26], und Methoden des
Compressed-Sensings [34] Anwendung finden, da Y vorliegt.
Um bei der unüberwachten spektralen Entmischung alle N = Nx ·Ny
Pixel für die Bestimmung der Reinspektren und Materialanteile zu be-
trachten, wird das LMM meist zu der Matrixgleichung
Y = M A (3.9)
erweitert, wobei Abweichungen zu den rein linearen Überlagerungen
der Reinspektren nicht gesondert aufgeführt sind. Die hyperspektrale
Aufzeichnung Y wird dazu umsortiert in Y ∈ RΛ×N , sodass sämtliche
Mischspektren spaltenweise auftreten. Demnach sind die Materialanteile
in A ∈ RP×N zeilenweise enthalten.
Aus (3.9) folgt, dass die unüberwachte spektrale Entmischung einem
Spezialfall der Blind-Source-Separation entspricht. Aufgrund der Nicht-
negativität sämtlicher zu bestimmender Matrizen bieten sich insbeson-
dere Lösungsansätze der Nichtnegativen-Matrix-Faktorisierung an [30,
73]. Meist wird dazu (3.2) in ein zu minimierendes Gütemaß umgeschrie-
ben, wobei die Entscheidung für eine geeignete Matrixnorm getroffen
werden muss. Es ergibt sich ein nicht-konvexes, schlecht gestelltes Opti-
mierungsproblem [45]. Durch Hinzunahme von Zusatzwissen in Form
von Regularisierungstermen können oftmals dennoch zufriedenstellen-
de Lösungen für M und A erreicht werden. Dazu zählen physikalisch
bedingte Einschränkungen an die Materialanteile und Reinspektren so-
wie Annahmen, wie z. B. dass sich Materialanteile benachbarter Pixel nur
wenig unterscheiden.
In dieser Arbeit beschränken sich die Einblicke in die unüberwach-














Abbildung 3.6 Vergleich zwischen der überwachten und unüberwachten spektralen Entmi-
schung sowie der spektralen Entmischung mit optischen Spektralfiltern: Während sowohl
bei der überwachten als auch unüberwachten spektralen Entmischung eine hyperspektrale
Aufnahme für die Schätzung von Materialanteilen benötigt wird, kann auf diese im Ansatz
mit optischen Spektralfiltern verzichtet werden.
Entmischung auf oberflächliche Betrachtungen, wobei jeweils nur das
LMM enthalten ist. Es existieren zahlreiche weitere Ansätze unter der
Verwendung von nichtlinearen Mischmodellen sowie, davon losgelöst,
statistischen Verfahren [57].
3.2.4 Überwachte spektrale Entmischung
Im Gegensatz zur unüberwachten spektralen Entmischung wird bei der
überwachten spektralen Entmischung keine simultane Bestimmung der
Reinspektren und der Materialanteile verfolgt. Stattdessen werden drei
mögliche, verschiedene Ausgangsgegebenheiten betrachtet, in denen sich
die überwachte spektrale Entmischung befinden kann. In sämtlichen Sze-
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narien liegt auch hier eine hyperspektrale Aufnahme vor (siehe Abb. 3.6).
Im ersten Fall sind weder M noch A bekannt. Es wird jedoch zuerst
M bestimmt und erst in einem nächsten Schritt A berechnet. Da diese
Vorgehensweise ebenso das Lösen nicht-konvexer Optimierungsprobleme
erfordert, ist das Ergebnis von der Wahl sinnvoller Initialisierungen ab-
hängig. Um diese Wahl zu vereinfachen, werden bei manchen Verfahren
Ergebnisse wiederverwendet, die mithilfe von Methoden der unüberwach-
ten spektralen Entmischung erzielt wurden [51]. Im zweiten Fall sind die
Reinspektren und somit M bereits bekannt. Es müssen nur noch die Ma-
terialanteile A bestimmt werden. Eine Bibliothek an Reinspektren wird
im dritten Fall vorausgesetzt. Dieser Fall wird auch als semi-überwachte
spektrale Entmischung bezeichnet. Es werden mithilfe der Bibliothek an
Reinspektren nacheinander M und A bestimmt [38, 97].
Das Wissen über M bzw. die Bibliotheken an Reinspektren, das in
den beiden letzten Fällen vorausgesetzt wird, ist meist das Ergebnis sog.
Reinspektren-Extraktions-Algorithmen. Diese basieren häufig auf geo-
metrischen Betrachtungen: Aufgrund der Beschreibung durch das LMM
sowie den STO- und NN-Bedingungen liegt Y in einem (Λ − 1) dimen-
sionalen Simplex [32]. Falls Pixel nur ein Material abdecken, bilden die
Spektren dieser Pixel die Ecken des Simplex und können so als Reinspek-
tren extrahiert werden. Ohne diese Pixel erweist sich die Bestimmung der
Reinspektren als deutlich herausfordernder. Tiefer greifende Methoden
sind z. B. in [14, 15, 85] zu finden.
3.3 Materialanteilsschätzung mit optischen
Spektralfiltern
Bei der spektralen Entmischung mit optischen Spektralfiltern wird kein
Hyperspektralbild aufgezeichnet und verarbeitet (siehe Abb. 3.6). Im Be-
zug auf die unüberwachte spektrale Entmischung und die überwachte
spektrale Entmischung können Ähnlichkeiten insofern ausgemacht wer-
den, dass auch bei der Verwendung von optischen Spektralfiltern das
LMM angenommen wird. Es wird weiter vorausgesetzt, dass eine Rein-
spektrenmatrix M bekannt ist. Zusätzlich sollen Reinspektrenbibliotheken
Mi vorliegen, wie in Abschnitt 3.2.2 eingeführt. Dadurch zeigen sich weite-
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re Gemeinsamkeiten zur überwachten spektralen Entmischung. Bei dieser
sind jedoch die Reinspektrenbibliotheken meist nicht bereits nach den ein-
zelnen Materialien aufgeteilt, sondern es liegt eine einzige Bibliothek an
Reinspektren für sämtliche Materialien vor. Die Reinspektrenbibliotheken
Mi sollen bei der Materialanteilsschätzung mit optischen Spektralfiltern
durch abgelegte, vergangene hyperspektrale Aufzeichnungen über Pixel
mit nur einem Material verfügbar sein.
In beiden Varianten der spektralen Entmischung treten häufig Vorverar-
beitungsschritte, wie eine Dimensionsreduktion, auf. Dadurch lässt sich
zum einen der Nutzsignalanteil erhöhen. Zum anderen können auf diese
Weise die Rechenkosten, welche beim Lösen der jeweiligen Optimierungs-
probleme zur Bestimmung der Matrizen M und A entstehen, reduziert
werden. Auf die Materialanteilsschätzung mit optischen Spektralfiltern
sind solche Schritte zur Signalaufbereitung nicht unmittelbar übertragbar,
da auf die Aufzeichnung eines hyperspektralen Datenwürfels verzich-
tet wird und somit dieser nicht bereit liegt. Es sind jedoch durch den
Einsatz von optischen Spektralfiltern Maßnahmen zur Reduktion des Re-
chenaufwands nicht notwendig. Die Rechenkosten und auch die Menge
an aufzuzeichnenden Daten sind bereits erheblich reduziert (siehe Ab-
schnitt 4.1).
Ziel der spektralen Entmischung mit optischen Spektralfiltern ist die
Aufzeichnung von nur wenigen Intensitätsbildern, die die gesuchten Ma-
terialanteilsschätzungen bereits enthalten oder eine Bestimmung der Mate-
rialanteile mit wenig zusätzlichem Aufwand zulassen. Dadurch orientiert
sich der rechnerische Aufwand im Wesentlichen an der Anzahl an benötig-
ten Aufzeichnungen. Der Aufwand bezüglich der Rechenkosten als auch
des Speicherplatzbedarfs bei der jeweiligen spektralen Entmischung unter
Verwendung von Y bemisst sich dagegen stets, neben der Pixelanzahl,
auch an der Anzahl an betrachteten Wellenlängenkanälen. Diese Invarianz
gegenüber der spektralen Dimension bei der Anwendung von optischen
Spektralfiltern ist bei Ansätzen der optischen Regression [87] zu beob-
achten, wobei hier lediglich Punktspektren betrachtet werden und somit
keine ortsaufgelösten Ergebnisse vorliegen.
Im nachfolgenden Abschnitt wird der Entwurf von optischen Spektral-
filtern behandelt, was die zentrale Herausforderung bei der Materialan-
teilsschätzung mithilfe von optischen Spektralfiltern beschreibt. Es können
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dabei unterschiedlichste Strategien verfolgt werden. Im Gegensatz zu ver-
gleichbaren Ansätzen des multivariate optical Computing [84, 100] muss in
dieser Arbeit mit einem stark eingeschränkten Vorwissen umgegangen
werden. Der tatsächliche mathematische Zusammenhang zwischen den
Mischspektren, Reinspektren und Materialanteilen ist im Vergleich zu [84,
100] nur in grober Näherung bekannt bzw. an die Annahme des LMM mit





Für die Berechnung von optischen Spektralfiltern muss zunächst die Be-
deutung ihrer Anwendung aus mathematischer Sicht geklärt werden.
Anschließend wird diskutiert, wie optische Spektralfilter zur Materialan-
teilsschätzung eingesetzt werden können. Die darauffolgenden Heraus-
forderungen an den Entwurf von optischen Spektralfiltern für genaue
Materialanteilsschätzungen und die eingeschränkte Möglichkeit, beste-
hende Verfahren dafür einzusetzen, geben Anlass zur Entwicklung neuer
Methoden.
4.1 Analytische Formulierung des
Spektralfilterentwurfs
Die Aufzeichnung eines Intensitätswerts cf ∈ R bei Verwendung eines
optischen Spektralfilters, das durch die Filterfunktion f(λ) angegeben
ist, am Pixel (x1, x2) einer Materialmischung mit der Reflektanzfunktion
y(x1, x2, λ) wird mathematisch beschrieben durch das Innenprodukt über
die Wellenlänge λ:
cf = 〈f, y〉λ . (4.1)
Das optische Spektralfilter nach (4.1) entspricht schematisch Abb. 4.1.
In dieser Arbeit erfolgt die Anwendung der optischen Spektralfilter
stets simulativ, d. h. es wird anstelle von y(x1, x2, λ) mit aufgezeichne-
ten Mischspektren y ∈ RΛ die optische Spektralfilterung rechnergestützt
durchgeführt. Folglich wird statt f(λ) ein diskretes Spektralfilter f ∈ RΛ
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Abbildung 4.1 Beispiel für die Transmission eines optischen Spektralfilters ohne Diskreti-
sierung des Spektrums.
verwendet. Dies impliziert eine Diskretisierung des Spektrums, was in
(4.1) nicht auftritt. Die Wellenlänge λ geht über in einen spektralen Kanal
mit dem gleich benannten Wellenlängenkanalindex. In Abb. 4.2 ist die
Wirkung des simulativ angewendeten diskreten Spektralfilters in Rela-
tion zur herkömmlichen spektralen Abtastung nach Abb. 3.2 zu sehen.
Es besteht dadurch ggf. ein weiterer Vorteil bei der Verwendung von op-
tischen Spektralfiltern, indem keine Abtastung des spektralen Bereichs
zum Informationsgewinn notwendig ist. Jedoch können aufgrund fehlen-
der Hardware zur Umsetzung die Folgen davon in dieser Arbeit nicht
berücksichtigt werden.




gelten. Angewendet auf ein Hyperspektralbild Y liefert (4.2) die Aufzeich-
nung eines Intensitätsbilds Cf ∈ RNx×Ny . Dabei wird angenommen, dass
es möglich ist, für jedes Pixel ein anderes optisches Spektralfilter innerhalb
einer Aufzeichnung auszuwählen. Demnach resultiert Cf durch eine orts-
abhängige optische Spektralfilterung. Für die Auswertung von Cf können
sinnvoll gewählte Makropixel betrachtet werden, was der Farbaufnah-
me mit einem Bayer-Filter gleicht [11]. Einher geht diesem Umstand ein
Verlust an örtlicher Auflösung. Verfahren wie bspw. die iterative Material-
anteilsschätzung (siehe Abschnitt 4.6) können dadurch andererseits mit
deutlich weniger Aufzeichnungen auskommen.
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Abbildung 4.2 Mögliche Transmission eines optischen Spektralfilters nach Diskretisierung
des Spektrums in 10 Werte. Die Höhe der zur Diskretisierung verwendeten Bandpässe wird
nach der Transmission des optischen Spektralfilters im kontinuierlichen Fall an der jeweiligen
Stelle gewichtet. Die Wellenlängen maximaler Transmission der Bandpässe sind gestrichelt
gezeigt.
Im Vergleich zu Verfahren, die auf der Verarbeitung eines aufgezeichne-
ten und abgespeicherten Hyperspektralbilds basieren, können merkliche
Unterschiede zu Methoden, die einen Zusammenhang mit Y gegeben
durch (4.2) verwenden, hinsichtlich beanspruchter Speicherplatz- und
Rechenressourcen beobachtet werden. Es wird ein Speicher mit der Grö-
ße der Anzahl an Intensitätsbildern Cf , die zeitgleich vorliegen müssen,
benötigt. Somit ist der Speicherbedarf geringer gegenüber dem eines auf-
gezeichneten Y , solange die Anzahl an Cf geringer als die Anzahl an
Wellenlängenkanälen von Y bleibt. Bei einer Umsetzung in einer geeigne-
ten Hardware werden Cf aufgezeichnet und nicht berechnet, wie es in der
simulativen Anwendung der Fall ist. Dadurch entfallenNx ·Ny ·Λ ·(Λ − 1)
Rechenoperationen. An den Abhängigkeiten der benötigten Ressourcen
wird ersichtlich, dass der Einsatz von optischen Spektralfiltern besonders
bei sowohl räumlich als auch spektral hochaufgelösten Y vorteilhaft ist.
Es besteht gerade ein Trend zu Hyperspektralbildern mit zunehmender
Größe [66], was die Methode der Materialanteilsschätzung mit optischen
Spektralfiltern weiter bekräftigt. Auch ist dadurch die geminderte Orts-
auflösung, aufgrund der oben genannten Anwendung von örtlich unter-
schiedlichen Spektralfiltern innerhalb einer Aufzeichnung, zunehmend
vernachlässigbar.
Zwar ist eine Hardware für die Realisierung von optischen Spektral-
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filtern zum Zeitpunkt der Anfertigung dieser Arbeit nicht existent, Rea-
lisierungen mit Ähnlichkeiten zu dem Einsatz von f , wie er in dieser
Arbeit angenommen wird, sind jedoch vereinzelt aufzufinden [58, 77, 107].
Dies kann die Entwicklung einer Hardware für die Umsetzung der hier
simulativ entworfenen und angewendeten optischen Spektralfilter ermuti-
gen. Mit dem Versuchsaufbau, der zur Gewinnung von hyperspektralen
Daten über Mischproben verwendet wird, kann eine Realisierung der
optischen Spektralfilterung lediglich in erster Näherung stattfinden (siehe
Abschnitt 5.1).
Da sich der Entwurf von Methoden für die Bestimmung optischer Spek-
tralfilter zur Materialanteilsschätzung auf den analytischen Zusammen-
hang (4.2) beschränkt, besteht die Aufgabe darin, geeignete f zu bestim-
men. Auf mögliche Einschränkungen bei der Umsetzung von f in einer
Hardware oder bspw. damit verbundene, weitere Unsicherheiten bei der
Aufzeichnung von cf , wird nicht eingegangen. Dies kann nur bei vorlie-
genden Kenntnissen über erste Hardwareaufbauten auf eine sinnvolle
Weise erfolgen.
4.1.1 Optische Spektralfilterung zur
Materialanteilsschätzung
Nachdem die Bedeutung der in dieser Arbeit verwendeten simulativen
Anwendung von optischen Spektralfiltern aus analytischer Sicht bekannt
ist, kann diese für die Materialanteilsschätzung untersucht werden. Für
die Schätzung des Materialanteils ai des i-ten Materials einer Mischprobe
y folgt aus Abschnitt 4.1, dass ein geeignet bestimmtes optisches Spektral-
filter f gesucht wird, das
ai = cf = f
Ty = f Tφ (M,a, ε) (4.3)
erfüllt. In (4.3) beschreibt φ (·) : RΛ·P+P+Λ → RΛ den im Allgemeinen
unbekannten funktionalen Zusammenhang zwischen M,a, ε und y. Bei
Annahme des LMM gilt
φ := M a + ε . (4.4)
Hierbei ist bspw. die Spektrenvariabiltiät bereits nicht mehr explizit be-
rücksichtigt, da M nach (3.8) berechnet wird. Es sind den Materialien
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möglicherweise nicht die bestmöglichen Reinspektren, im Sinne von ge-
ringen Abweichungen ε zur Beschreibung von y bei Verwendung von a,
zugeordnet.
Der Least-Squares-Schätzer (2.8) beschreibt einen naheliegenden An-
satz, um geeignete f zu bestimmen, sodass (4.3) erfüllt wird (siehe Ab-
schnitt 2.1.3). Aus (4.4) folgt mit der Pseudoinversen von M, M† =[














für die Schätzung von ai mit den kleinsten quadratischen Abweichungen.
Die Genauigkeit der Schätzung âLSi ist von ε abhängig. Es wird eine
erwartungstreue Materialanteilsschätzung mit (4.6) erreicht, falls es sich
bei ε um die Realisierung von mittelwertfreiem weißen Rauschen handelt.
Nach den Abschnitten 3.2.1–3.2.2 ist dies in vielen Fällen nicht gegeben.
Gerade gegenüber vereinzelt betragsmäßig großen Werten in ε zeigt sich
der Least-Squares-Schätzer nicht robust [119]. Weiter können neben einer
ungenauen Schätzung sich auch als relative Materialanteile physikalisch
nicht interpretierbare âLSi ergeben. Die (STO)-Bedingung (3.3) kann nicht
erfüllt werden oder bei negativen Schätzungen wird die (NN)-Bedingung
(3.4) verletzt.
Es werden folglich geeignetere Ansätze als der Least-Squares-Schätzer
mit M† für die Bestimmung der optischen Spektralfilter benötigt. Im Nach-
folgenden werden Anforderungen und Schwierigkeiten aufgeführt, die
bei der Suche von weiteren Verfahren berücksichtigt werden sollten. Ein
schlecht konditioniertes M wird als Ursache für ungenaue Materialanteils-
schätzungen durch den Least-Squares-Schätzer ausgeschlossen.
4.1.2 Herausforderungen an den Entwurf optischer
Spektralfilter
Das übergeordnete Ziel des optischen Spektralfilterentwurfs ist eine mög-
lichst genaue Materialanteilsschätzung. Die dabei zu berücksichtigenden
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Forderungen und gegebenen Einschränkungen leiten sich aus der Pro-
blemstellung und der hier betrachteten analytischen Bedeutung der op-
tischen Spektralfilterung ab (siehe Abschnitte 1.2, 4.1). An dieser Stelle
werden diese Ansprüche in Zusammenhang mit Abschnitt 4.1.1 gestellt,
einschränkende Annahmen dieser Arbeit getroffen und nach Möglich-
keit Bewertungsmaße zur Beurteilung der Erfüllung der jeweiligen Ziele
eingeführt.
Um die Genauigkeit der Materialanteilsschätzungen zu bewerten, wird






(âi − ai)2 . (4.7)
Dabei bezeichnet âi den Schätzwert des i-ten Materials, der sich durch
den mit einem beliebigen Verfahren ermittelten, angewendeten optischen
Spektralfilter ergibt.
Das eingeschränkte Wissen bezieht sich zum einem auf die nicht vorlie-
gende hyperspektrale Aufnahme der Materialmischung und zum anderen
auf das unbekannte Mischverhalten der einzelnen Materialien. Beides
lässt eine genaue Beschreibung der Mischspektren durch ein passend
gewähltes Mischmodell unmöglich erscheinen. Zudem gibt es unsiche-
re Umgebungsbedingungen durch eine unbekannte Beleuchtung. Diese
werden auf eine sich örtlich ändernde Helligkeit der Beleuchtung einge-
schränkt. Für die betrachteten Reflektanzwerte (3.1) bedeutet dies bspw.
bei einzelnen Mischspektren:
ỹ = cy , (4.8)
wobei c ∈ R, c > 0 einen unbekannten Vorfaktor beschreibt. Es sind die
Reinspektren nach (3.8) und Reinspektrenbibliotheken (3.7) der einzelnen
Materialien in Form von Reflektanzmessungen sowie die maximale An-
zahl an Materialien, die in der Mischprobe auftreten kann, bekannt. Mit
den STO- und NN-Bedingungen der Materialanteile liegt weiteres Wissen
vor. Aufgrund dieser Vorgaben wird stets das LMM als mathematischer
Zusammenhang zwischen Mischspektrum und den Materialanteilen ange-
nommen. Folglich ist die Materialanteilsschätzung mithilfe von optischen
Spektralfiltern ein Parameterschätzproblem mit den Beobachtungen (4.1)
[12].
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Für die Bewertung des Einbezugs der Spektrenvariabilität sowie der
STO- und NN-Bedingungen bei einem Verfahren zum Entwurf optischer
Spektralfilter mit dem Ziel der Materialanteilsschätzung kann eine binäre
Angabe erfolgen. Das Einhalten der STO- und NN-Bedingungen der sich



















Die geforderte Ressourceneffizienz erlaubt keine Anwendung statisti-
scher Verfahren zur Behandlung der Problemstellung der Materialanteils-
schätzung, da allgemein mit nur wenigen Aufzeichnungen ausgekommen
werden soll. Dadurch wird weniger Speicherplatz als für ein Hyperspek-
tralbild benötigt. Der Rechenaufwand bemisst sich nach der Anzahl an
auszuwertenden mathematischen Operationen während der Material-
anteilsschätzung, d. h. bereits im Vorhinein durchführbare Rechnungen
werden nicht dazu gezählt. Da sämtliche Verfahren diesbezüglich nur
wenig Rechenaufwand erfordern und auch der Speicherbedarf als unwe-
sentlich angesehen werden darf, werden keine gesonderten Bewertungen
aufgeführt. Anders muss die Anzahl an Spektralfilterungen innerhalb
eines Auswerteschritts im jeweiligen Verfahren betrachtet werden. Entwe-
der erhöht diese die Anzahl an Aufnahmen oder reduziert die maximal
mögliche örtliche Auflösung des Schätzergebnisses. Um eine sinnvolle
Beurteilung hierfür durchzuführen, soll diese möglichst unabhängig von
einer späteren Hardwarerealisierung sein. Es wird die Anzahl an benötig-
ten optischen Spektralfilterungen in Relation zu sämtlichen Verfahren, die
untersucht werden, angegeben.
Das Ziel, die Materialanteilsschätzung mithilfe von optischen Spektral-
filterungen für einen breiten Anwenderkreis zu ermöglichen, wird bei
der Auswahl und Entwicklung von Verfahren berücksichtigt, indem ein
Augenmerk auf auftretende, frei zu wählende Parameter gelegt wird. Es
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sollen möglichst wenige Parameter enthalten sein. Zudem soll die Para-
meterwahl nur wenig Einfluss auf die Materialanteilsschätzung nehmen.
Letzteres kann stark von den untersuchten Mischproben abhängig sein
und kann nur nach Auswertung zahlreicher Anwendungsfälle fundiert
bewertet werden. Deshalb wird der Einfluss der Parameterwahl nicht un-
ter den Verfahren ausgewertet. Die Anzahl an zu wählenden Parametern
kann dagegen ohne Weiteres beurteilt werden, wobei erneut eine relative
Bewertung am sinnvollsten erscheint. Absolute Angaben sind hier nur
schwer sinnvoll einzuordnen.
4.2 Zur optischen spektralen Filterung
verwandte Verfahren
Mit dem vorherigen Abschnitt sind zum einen Anforderungen und zum
anderen Bewertungsgrößen für die Materialanteilsschätzung mithilfe von
optischen Spektralfiltern vorgestellt worden. Zunächst ist unklar, ob be-
stehende Methoden bereits für den optischen Spektralfilterentwurf in
Gegenwart dieser Zielsetzungen geeignet sind. Dazu muss vorrangig der
Zusammenhang (4.2) gegeben sein. Weiter soll das eingeschränkte Wissen
ausreichend sein, um die optischen Spektralfilter zu bestimmen. Es wer-
den nachfolgend der Gauß-Markov-Schätzer (siehe Abschnitt 2.1.3) und
der sog. Mixture-Tuned Matched-Filter-Ansatz [17] in Kürze untersucht, da
bei diesen auf den ersten Blick eine Anwendung für die Problemstellung
dieser Arbeit naheliegt.
4.2.1 Gauß-Markov-Schätzer
Nach (2.9) gewährt der Gauß-Markov-Schätzer den geforderten Zusam-
menhang (4.2), indem zeilenweise die Koeffizienten der optischen Spek-
tralfilter der mit y im Produkt stehenden Matrix entnommen werden
(siehe Abschnitt 2.1.3). Als Teil der Bayes’schen Statistik werden die zu
schätzenden Materialanteile beim Gauß-Markov-Schätzer als stochastisch
angesehen.
Für die Berechnung der optischen Spektralfilter mithilfe des Gauß-
Markov-Schätzers wird, neben den Reinspektren M, auch die Inverse
52
4.2 Zur optischen spektralen Filterung verwandte Verfahren
der Autovarianzmatrix, C−1εε , benötigt. Die Bestimmung von Cεε ist mit
dem bei der Materialanteilsschätzung vorhandenen Wissen nicht möglich.
Ein Ausweg kann mit der Annahme von mittelwertfreien weißen Rau-
schen bei ε gefunden werden, wobei die Gültigkeit dieser ungewiss ist.
Dadurch muss für die Bestimmung von Cεε anstelle von
Λ(Λ+1)
2 Parame-
tern lediglich ein weiterer Parameter σ2ε ∈ R als Einträge der Diagonalen
von Cεε gesucht werden. Die Materialanteilsschätzung mithilfe des Gauß-








Es bietet sich an, die Dirichlet-Verteilung (siehe Abschnitt 2.1.2) für a
anzunehmen. Dadurch können die STO- und NN-Bedingungen für die
Materialeinteile bei der Schätzung berücksichtigt werden. Der Erwartungs-







MT (y −ME{a}) + E{a} . (4.12)
Da die Materialanteile ai sämtlich unbekannt sind, wird mit α = 1 eine
symmetrische Dirichlet-Verteilung angenommen (siehe Abschnitt 2.1.2).
In (4.12) muss die Inverse der Autokovarianzmatrix, C−1aa , berechnet wer-
den. Die Autokovarianzmatrix einer durch eine symmetrische Dirichlet-
Verteilung beschriebenen Zufallsgröße ist singulär. Somit existiert C−1aa
nicht.
Daraus resultiert, dass der Gauß-Markov-Schätzer (4.11) mit dem ver-
fügbaren Wissen nicht nur aufgrund von unbekannten Cεε bzw. σ
2
ε ∈ R
mit der Problemstellung unvereinbar ist. Auch die mangelnde Vorkenntnis
über eine mögliche Materialanteilsverteilung macht seine Anwendung
unmöglich.
4.2.2 Mixture-Tuned Matched-Filter-Ansatz
Beim Mixture-Tuned Matched-Filter-Ansatz wird nachfolgend leicht ersicht-
lich sein, dass dieser genauso wie der Gauß-Markov-Schätzer nicht im Rah-
men dieser Arbeit eingesetzt werden kann. Dennoch wird dieses Verfahren
kurz erläutert. Zum einen können hier Einschränkungen der Anwendung
von optischen Spektralfiltern verdeutlicht werden. Zum anderen ist ein
53
4 Entwurf optischer Spektralfilter für die Materialanteilsschätzung
Ansatz aufzufinden, der in vielen der in den verbleibenden Abschnitten
vorgestellten Verfahren enthalten ist.
Zunächst von Interesse ist der Mixture-Tuned Matched-Filter-Ansatz,
da dieser von einem nicht weißen Rauschen mit ε ausgeht. Dazu wer-
den durch sog. Noise-Whitening, oder weiterführend, eine Minimum-Noise-
Fraction-Transformation die hyperspektralen Daten vor der Materialan-









Dabei bezeichnen yµ ∈ RΛ das Mittelwertsspektrum aller Mischspektren
einer Mischprobe und TMNF ∈ RΛ×Λ die Transformationsmatrix für das
Noise-Whitening. Als Folge beträgt das Mittelwertsspektrum aller yMNF
null. Die transformierten Wellenlängenkanäle dieser Spektren sind unkor-
















MNF mMNFi︸ ︷︷ ︸
fMNFi
yMNF (4.15)
mit der Autokovarianzmatrix CMNF ∈ RΛ×Λ über alle Spektren der Misch-
probe. Folglich ist fMNFi ∈ RΛ das anzuwendende optische Spektralfilter.
Die Schätzung (4.15) entspricht einem Matched-Filter [11].
Der Mixture-Tuned Matched-Filter-Ansatz erfordert mehr Information,
als durch das eingeschränkte Wissen bereitgestellt wird. Für die Berech-
nung von yµ und auch für die weiteren Größen TMNF, CMNF, wird ein
Hyperspektralbild der Mischprobe benötigt. Mithilfe von weiteren opti-
schen Spektralfiltern lassen sich diese nicht bestimmen, da Berechnungen
entlang der räumlichen Dimensionen notwendig sind. Darüber hinaus
werden nur genaue Materialanteilsschätzungen mithilfe des Mixture-Tuned
Matched-Filter-Ansatzes erreicht, falls die Mischspektren sich mit einer
rein linearen Überlagerung der Reinspektren genau angeben lassen.
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Das optische Spektralfilter fMNFi in (4.15) setzt sich aus mehreren Ma-
trizen zusammen, die den einzelnen Transformations- bzw. Vorverarbei-
tungsschritten der Spektren innerhalb des Mixture-Tuned Matched-Filter-
Ansatzes entsprechen. Die Verknüpfung einzelner solcher Schritte in ein
einziges optisches Spektralfilter, und somit einer Aufzeichnung, wird in
dieser Arbeit beim Entwurf neuer Methoden zur Berechnung von opti-
schen Spektralfiltern beibehalten. Das Prinzip einer Vorverarbeitung der
Mischspektren vor der Materialanteilsschätzung wird insbesondere in der
Anwendung der diskreten Kosinustransformtion im folgenden Abschnitt
weiter verfolgt.
4.3 Vorverarbeitung mithilfe der diskreten
Kosinustransformation
Durch die Berechnung der DCT über Matrizen (2.16) bzw. (2.17) ist es mög-
lich, diese auch bei der Materialanteilsschätzung mithilfe von optischen
Spektralfiltern einzusetzen. Angewendet auf ein Mischspektrum und bei
Annahme des LMM folgt:
TDCT y︸ ︷︷ ︸
yDCT
= TDCT M︸ ︷︷ ︸
MDCT
a + TDCT ε︸ ︷︷ ︸
εDCT
(4.16)
mit yDCT = [yDCT1, . . . , yDCTΛ]
T, MDCT und εDCT den jeweils transfor-
mierten Größen. Zeilenweise enthalten diese die spektralen Frequenzko-
effizienten in aufsteigender Reihenfolge der diskreten Frequenz, wobei
bspw. yDCT1 nach (2.15) den mit
√
Λ normierten spektralen Mittelwert
von y bezeichnet.
Wird (4.16) für die Materialanteilsschätzung über die Pseudoinverse
(4.5)–(4.6) verwendet, bleibt das Ergebnis unverändert, da mit der DCT
eine orthogonale Transformation vorliegt. Es können jedoch mit der Mul-
tiplikation weiterer Matrizen einzelne spektrale Frequenzkoeffizienten
unterschiedlich gewichtet oder entfernt werden. Für das Entfernen des
Anteils der spektralen Frequenz mit dem Index λ wird eine modifizierte
Einheitsmatrix Iλ ∈ RΛ×Λ verwendet, die identisch mit der Einheitsmatrix
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Abbildung 4.3 Normierte Standardabweichung σ der Spektren y des Farbpulvers
Chromoxid-Grün aufgezeichnet an 100 Pixeln.









Die Betrachtung DCT-transformierter Spektren ist von Interesse, um Ein-
flüsse der Spektrenvariabilität zu reduzieren. Nach Abschnitt 2.1.6 besitzen
Wellenlängenkanäle bzw. spektrale Frequenzen einen hohen Informations-
gehalt, falls deren Maß an Ungewissheit gering ist.
Bewertet werden kann die Ungewissheit in den Wellenlängenkanälen
bzw. spektralen Frequenzen, verursacht durch die Spektrenvariabilität,
über die empirische Standardabweichung der Reinspektren jedes Materials
inMi. In den Abbildungen 4.3–4.4 sind diese normiert für das Beispiel in
Abb. 3.5 aufgetragen. Es ist deutlich zu sehen, dass der Informationsgehalt
entlang der Wellenlängenkanäle schwankt und kein Trend ausgemacht
werden kann. Dagegen weist der spektrale Gleichanteil den höchsten
Informationsgehalt bzw. die größte empirische Standardabweichung auf.
Deshalb sollen bei der Materialanteilsschätzung mithilfe optischer Spek-
tralfilter als Vorverarbeitungsschritt der spektrale Gleichanteil, d. h. die
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Abbildung 4.4 Normierte Standardabweichung σ der DCT-transformierten Spektren yDCT
des Farbpulvers Chromoxid-Grün aufgezeichnet an 100 Pixeln.
spektralen Koeffizienten der Frequenz null, entfernt werden. Anstelle von
y wird
TTDCTI1TDCT y︸ ︷︷ ︸
ȳ
= TTDCTI1TDCT M︸ ︷︷ ︸
M̄
a + TTDCTI1TDCT ε︸ ︷︷ ︸
ε̄
. (4.18)
betrachtet. Es muss folglich TTDCTI1TDCT bei dem Entwurf von optischen
Spektralfiltern für eine Materialanteilsschätzung berücksichtigt werden.
Um lediglich den spektralen Gleichanteil zu entfernen, muss nicht die
DCT verwendet werden. Die Subtraktion mit 1 ∈ RΛ an einen optischen
Spektralfiltern würde zum gleichen Ergebnis führen. Der Ansatz über die
DCT wird eingeführt, da hiermit zukünftig weitere spektrale Koeffizienten
beliebiger Frequenz entfernt werden können.
Nach (4.18) führt das Entfernen des spektralen Gleichanteils zu einer
Veränderung der Abweichungen des Mischspektrums zu einer rein li-
nearen spektralen Überlagerung der Reinspektren. Auch der spektrale
Gleichanteil von ε̄ beträgt null. Ob dies stets zu genaueren Materialanteils-
schätzungen führt, darüber kann im Allgemeinen keine Aussage getroffen
werden. Weitere Einflüsse wie nichtlineare Mischeffekte müssen mit be-
rücksichtigt werden. Über diese kann nicht in gleicher Form eine Bema-
ßung stattfinden, wie es bei der Spektrenvariabilität möglich ist. Bei den
Auswertungen der Materialanteilsschätzung mithilfe von optischen Spek-
tralfiltern wird stets der spektrale Gleichanteil entfernt, da es unter dem
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Abbildung 4.5 Aufgezeichnetes Spektrum eines Mischfachs der Farbpigmente gemittelt
über alle Pixel und Spektrum unter Verwendung des LMM (3.2) mit ε = 0.
vorliegenden Kenntnisstand innerhalb dieser Arbeit eine begründete Maß-
nahme zur Verbesserung der Ergebnisse beschreibt (siehe Abschnitt 5.3). In
der nachfolgenden Bandselektion wird ausschließlich (4.18), d. h. Größen
ohne spektralen Gleichanteil, betrachtet. Es wird der Herausforderung
von betragsmäßig großen Abweichungen ε bzw. ε̄ begegnet. Mögliche
negative Einträge in ȳ müssen dabei berücksichtigt werden, welche bei y
aus physikalischen Gründen ausgeschlossen werden konnten (vgl. Abbil-
dungen 4.5–4.6).
4.4 Bandselektion
Bei der Bandselektion wird der Grundsatz verfolgt, nicht die maximal zur
Verfügung stehende spektrale Information zum Lösen einer Problemstel-
lung in Betracht zu ziehen. Die Motive dahinter sind vielfältig. Mithilfe
der Bandselektion werden effizientere Anwendungen von Hyperspektral-
bildern möglich, da sich die Aufzeichnungszeit ggf. verkürzen lässt und
sich die Datenmenge reduziert. Auch kann dadurch eine kostengünstigere
Hardware oftmals genutzt werden. In Abhängigkeit des Anwendungsge-
biets dient die Bandselektion dazu, spektrale Bereiche mit keiner, nicht
zielführender oder redundanter Information zu entfernen. In dieser Ar-
beit sind spektral stark unterschiedlich große Abweichungen zwischen
58
4.4 Bandselektion
Mischspektren und der reinen linearen Überlagerung von Reinspektren
der Grund für eine Bandselektion (siehe Abb. 4.6). Dabei muss beachtet
werden, dass die Bandselektion mit dem gleichen eingeschränkten Wissen,
wie es bei der Materialanteilsschätzung mit optischen Spektralfiltern zur
Verfügung steht, auskommt. Darüber hinaus ggf. weiter benötigte Infor-
mation muss sich aus der Anwendung optischer Spektralfilter gewinnen
lassen können.
4.4.1 Stand der Technik
In bestehenden Methoden der Bandselektion werden überwiegend auf-
gezeichnete hyperspektrale Daten oder hyperspektrale Datenbanken ein-
gesetzt. Diese werden benötigt, da die hierbei verwendeten Kriterien zur
Untersuchung der einzelnen Wellenlängenkanäle häufig auch räumliche
oder statistische Information einbinden.
In [81] werden Spektren als Merkmale betrachtet. Mit diesen sollen
Klassifikationsprobleme gelöst werden. Vornehmlich dient die Auswahl
einzelner Wellenlängenkanäle dabei der Reduktion der Datenmenge und
einer resultierenden schnelleren Verarbeitung. Die zwangsläufig statt-
findende Dimensionsreduktion soll dem Hughes-Phänomen [109] vor-
beugen. Ein weiterer Grund für das Entfernen spektraler Information ist
das unterschiedlich hohe Signal–Rausch-Verhältnis in den einzelnen Wel-
lenlängenkanälen, welches sowohl durch die verwendete Hardware zur
Aufnahme als auch physikalische Effekte, wie z. B. Wasserarbsorptionsbän-
der, bedingt ist. Es werden drei verschiedene Arten einer Bandselektion
vorgestellt. In der ersten wird eine Auswahl einzelner Wellenlängenkanäle
getroffen. In der zweiten wird dagegen der untersuchte spektrale Be-
reich neu aufgeteilt, d. h. vormals mehrere spektrale Wellenlängenkanäle
können bspw. einen einzigen Wellenlängenkanal ergeben. Dabei wird
zwischen einer Bandpartitionierung beim Beibehalten des gesamten spek-
tralen Bereiches und einer Bandextraktion beim Ausschluss einzelner
spektraler Bereiche unterschieden. Bei der dritten Art der Bandselektion
wird eine neue hyperspektrale Aufzeichnung durchgeführt, wobei sich
nun die Spektralfilter in der Form und Breite über den spektralen Bereich
unterscheiden.
Weitere Ziele werden in [53] mit der Bandselektion verfolgt. Um be-
nötigten Speicherplatz zu reduzieren, einen schnelleren Datentransfer
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zu ermöglichen und eine effizientere spektrale Entmischung in Aussicht
zu stellen, wird hier eine Dimensionsreduktion durch das Entfernen ein-
zelner Wellenlängenkanäle angestrebt. Die Verfahren zur Bandselektion
werden aufgeteilt in solche, die einzelne ursprüngliche Wellenkanäle bei-
behalten und somit physikalisch interpretierbar sind, und in solche, die
Transformationen enthalten. Nach diesen ist der dreidimensionale Raum
nicht mehr in örtliche und spektrale Richtungen einzuteilen. Das Motiv
ist das Ausnutzen von häufig auftretender redundanter Information im
hyperspektralen Datenwürfel. Bei beiden Varianten wird für die Bandse-
lektion zwischen Informationsverlust, Unterscheidbarkeit der Spektren,
dem Signal-Rausch-Verhältnis und der Präzision der Beschreibung der
hyperspektralen Daten durch z. B. das LMM abgewogen. Lösungen wer-
den mithilfe entsprechend formulierter Optimierungsprobleme oder der
Anwendung von Cluster-Verfahren gefunden.
In dieser Arbeit dient die Bandselektion dem Ziel, Materialanteile präzi-
se zu schätzen. Damit besteht grundsätzlich eine Übereinstimmung mit
den Motiven von [53]. Eine Übertragung dieser Verfahren ist aufgrund des
beschränkten Wissens und der Verwendung von optischen Spektralfiltern
nicht möglich. Wie nachfolgend ersichtlich, entspricht die hier entwickelte
Form der Bandselektion einer speziellen Ausprägung der Auswahl ein-
zelner Wellenlängenkanäle nach [81]. In einer Hardwarerealisierung kann
diese ggf. in einer Bandpartitionierung münden.
4.4.2 Bandselektion mit optischer Spektralfilter
Das LMM steht einerseits weitestgehend in Übereinstimmung mit den Her-
ausforderungen an den optischen Spektralfilterentwurf in Abschnitt 4.1.2.
Andererseits zeigt Abb. 4.6, dass Mischspektren beim LMM zum Teil
betragsmäßig hohe ε̄ enthalten. Diese Abweichungen sind spektral un-
terschiedlich groß. Eine Bandselektion soll dazu führen, dass sich die
Materialanteilsschätzung auf spektrale Bereiche mit betragsmäßig gerin-
gen Abweichungen zwischen LMM und Mischspektrum beschränkt. Die
Herausforderung besteht darin, solche Bereiche ohne ein aufgezeichnetes
Mischspektrum sowie die Kenntnis über die wahren Materialanteile zu er-
kennen. Nach der Bandselektion lassen sich ggf. mithilfe des Least-Squares-
Schätzers (2.8) optische Spektralfilter bestimmen, die zu präzisen Mate-
rialanteilsschätzungen führen. Nach [119] ist der Least-Squares-Schätzer
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(2.8) volatil gegenüber ε̄ 6= 0 allgemein sowie Ausreißern, d. h. in den
einzelnen Wellenlängenkanälen betragsmäßig stark unterschiedlich hohe
Werte von ε̄. Es muss folglich bei großen ε̄ von Materialanteilsschätzun-
gen ausgegangen werden, die sowohl die STO- als auch NN-Bedingungen
verletzen.
Die Bandselektion tritt auch beim Lösen von Klassifikationsproblemen
in dieser Arbeit in Erscheinung (siehe Abschnitt 4.5 sowie Abschnitt 4.7.1).
Dabei ist die möglichst präzise Beschreibung von Mischspektren mit der
reinen linearen Überlagerung von Reinspektren weiterhin vordergründig.
Die Verwendung der Bandselektion für eine Auswahl von stark unter-
scheidbaren Wellenlängenkanälen, als stark diskriminative Merkmale (vgl.
[81]), wird einer Auswahl von Wellenlängenkanälen mit geringen ε̄ un-
tergeordnet, da der Einfluss von ε̄ auch bei der Klassifikation als höher
eingestuft wird.
Grundsätzlich kann ε̄ in Abhängigkeit des Mischverhältnisses a und
somit in jedem Mischspektrum ȳ verschieden sein. Deshalb soll nachfol-
gend Information über ȳ mithilfe geeigneter optischer Spektralfilter bei
der Bestimmung von Auswahlkriterien für eine Bandselektion berücksich-
tigt werden. Damit der Aufwand gemessen an der Anzahl an benötigten
optischen Spektralfiltern und somit an aufgezeichneten, ggf. weiter zu
verarbeitenden Intensitätswerten gering bleibt, werden spektrale Bereiche
mit fester Breite anstelle von einzelnen Wellenlängenkanälen untersucht.
Dadurch verkleinert sich ebenso die Menge an Auswahlmöglichkeiten.
Die Bandselektion wird hier auch als Bandbereichsselektion bezeichnet.
Aufgrund der Betrachtung von Bereichen mit fester Anzahl an Wellen-
längenkanälen bietet sich die Anwendung der SVD an. Es wurden insge-
samt zwei Methoden entwickelt. Im ersten Verfahren wird versucht, die
Genauigkeit der Beschreibung des Mischspektrums in den einzelnen Band-
bereichen als reine lineare Superposition der gemittelten Reinspektren M
zu bewerten. Dagegen soll im zweiten Verfahren auch die Spektrenvaria-
bilität in die Bewertung einfließen.
Für die Ansätze der Bandbereichsauswahl wird das LMM spektral un-
terteilt in L Bereiche der Länge P + 1 (siehe Abb. 4.6). Nach einer Bandbe-
reichsauswahl kann sich die maximale Anzahl an Wellenlängenkanälen
ΛMAX reduzieren auf Λ mit Λ ≤ ΛMAX. Es wird ΛMAX = L · (P + 1) ange-
nommen. Somit folgt für die Beschreibung des Mischspektrums ȳl ∈ RP+1
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Abbildung 4.6 Aufgezeichnetes Spektrum eines Mischfachs der Farbpigmente gemittelt
über alle Pixel und das Spektrum unter Verwendung des LMM (3.2) mit ε = 0 nach Entfer-
nung des spektralen Gleichanteils sowie die Grenzen von L = 18 Bandbereichen gestrichelt.
im l-ten Bereich, l = 1, . . . , L, das Mischmodell
ȳl = M̄l a + ε̄l (4.19)
mit M̄l ∈ RP+1×P und ε̄l ∈ RP+1. Dabei geben ȳl, M̄l und ε̄l in den
Wellenlängenkanälen (l − 1) · (P + 1) + 1, . . . , l · (P + 1) die Werte des
Mischspektrums und der P Reinspektren sowie die Abweichungen zu
einer rein linearen Überlagerung der Reinspektren an. Es handelt sich
jeweils um die Größen nach der Vorverarbeitung mit der DCT (siehe
Abschnitt 4.3). Die nachfolgenden Betrachtungen sollen zur Bewertung
von ε̄l hinführen.
Im ersten Verfahren wird davon ausgegangen, dass M̄l maximalen Rang
P besitzt. Die SVD (siehe Abschnitt 2.1.4) von M̄l liefert
M̄l = Ūl Σ̄l V̄
T
l , (4.20)
wobei mit Ūl = [ūl1, . . . , ūlP+1] ∈ RP+1×P+1 und V̄Tl ∈ RP×P orthogona-
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0 . . . 0
 ∈ RP+1×P . (4.21)
Folglich ist durch {ūl1, . . . , ūlP } eine Orthonormalbasis des Bildraums
von M̄l gegeben. Zusammen mit (4.21) kann dies genutzt werden, um
den l-ten Bandbereich hinsichtlich ε̄l zu untersuchen. Im ersten Verfahren








vorgeschlagen, welche sich mithilfe von zwei optischen Spektralfiltern
ermittelt lässt. Es müssen dazu die Aufnahmen, die sich bei Verwendung






dividiert werden. Grundsätzlich sind neben der Länge P + 1 für die ein-
zelnen Bereiche auch größere Bereiche denkbar. Eine größere Wahl der
Länge würde sich auf den Zähler in (4.22) bzw. das enthaltene optische
Spektralfilter auswirken. Die Variation in der Länge der Bereiche wird in
dieser Arbeit nicht weiter verfolgt.
Aufgrund der Annahme von (4.19) lassen betragsmäßig kleine bAl gerin-
ge ε̄l vermuten. Es gilt
ūTlP+1ȳl = 0 , (4.23)
falls ȳl im Bildraum von M̄l liegt. Auch bspw. ȳl = 0 erfüllt (4.23). Um






ūli ein vorhandener Signalanteil im
l-ten Bandbereich sichergestellt werden. Betragsmäßig große Werte sind
hier nur für ȳl 6= 0 möglich. Nach Abschnitt 2.1.4 ist die Höhe der Sin-
gulärwerte von der Norm von M̄l abhängig. Um mit b
A
l verschiedene
Bandbereiche auch bei unterschiedlicher Norm von M̄l besser zu ver-
gleichen und keine Richtung ūli des Bildraums mit σli des Bildraums




sen Zusammenhängen folgt, dass bei der Auswahl von B Bandbereichen
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die spektralen Bandbereiche gewählt werden, denen die B kleinsten bAl
angehören.
Gänzlich unberücksichtigt bei der Bewertung eines spektralen Band-
bereichs l nach (4.22) ist die Spektrenvariabilität. Diese soll im zweiten
Verfahren zur Bandbereichsselektion auch einen Einfluss nehmen. Dazu
werden anstelle von M̄l die ReinspektrenbibliothekenMi in den entspre-
chenden Wellenlängenkanälen und nach der Vorverarbeitung mit der
DCT verwendet (siehe Abschnitt 3.2.2). Werden sämtliche sich auf diese
Weise ergebenden Bibliotheken durch spaltenweise Aneinanderreihung
vereinigt, ergeben sich L Matrizen M̄Ml ∈ RP+1×P ·M . Die SVD dieser
berechnet sich zu
M̄Ml = ŪMl Σ̄Ml V̄
T
Ml . (4.24)
Die Dimensionen und Eigenschaften von ŪMl = [ūMl1, . . . , ūMlP+1] in
(4.24) bleiben gegenüber denen in (4.20) unverändert. Es gilt
Σ̄Ml =

σ̄Ml1 0 . . . 0
. . .
σ̄MlP
σ̄MlP+1 0 . . . 0
 ∈ RP+1×P ·M
(4.25)
für die Matrix der Singulärwerte. Aufgrund von (3.8) kann weiter beob-
achtet werden, dass ŪMl bis auf das Vorzeichen nahezu gleich zu Ūl
ist. Tritt im spektralen Bandbereich l keine Spektrenvariabilität auf, gilt
σ̄MlP+1 = 0 und M̄Ml besitzt nicht den vollen Rang P + 1. Ansonsten
gilt σ̄MlP+1 6= 0 . Folglich kann mit σ̄MlP+1 ein Rückschluss auf die Spek-
trenvariabilität erfolgen. Für die Bewertung des spektralen Bandbereichs l










vorgeschlagen. Kleine σ̄MlP+1 lassen eine geringe Spektrenvariabilität
vermuten und führen zu einem kleinen bBl . In Übereinkunft mit b
A
l des
ersten Verfahrens zur Bandselektion werden auch im zweiten Verfahren
die spektralen Bandbereiche mit den kleinsten bBl ausgewählt.
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Die Bewertungsgrößen beider Verfahren zur Bandselektion nutzen le-
diglich das vorhandene eingeschränkte Wissen und berücksichtigen wei-
testgehend die Herausforderungen an den Entwurf optischer Spektralfilter
(siehe Abschnitt 4.1.2). Dabei handelt es sich jeweils um eine von vielen
Möglichkeiten zur Bewertung eines spektralen Bandbereichs. Prinzipiell
können auch längere spektrale Bereiche als P + 1 Wellenlängenkanäle
oder sich überlappende spektrale Bandbereiche betrachtet werden. Dazu
sind zusätzliche Parameter nötig, um die Breite oder den Grad der Über-
lappung festzulegen. Darüber hinaus steigt die Anzahl an notwendigen
optischen Spektralfiltern an. Diese Folgen stehen im Widerspruch mit den
Zielsetzungen innerhalb dieser Arbeit.
Es wird angemerkt, dass bAl und b
B
l keine hinreichenden Größen zur
Bewertung eines spektralen Bandbereichs l nach der Höhe von ε̄ darstel-
len. Beide Verfahren zur Bandselektion betrachten Abweichungen von
einer rein linearen Überlagerung der Reinspektren, wobei NN- und STO-
Bedingungen nicht enthalten sind. Daher können betragsmäßig große ε̄l in
kleinen bAl bzw. b
B
l resultieren, falls sich ε̄l gerade im jeweiligen Bildraum,
der durch die Orthonormalbasis {ūl1, . . . , ūlP } bzw. {ūMl1, . . . , ūMlP }
gegeben ist, befindet. Ähnliches gilt für die Abschätzung des Signal-









ūTMliȳl ≈ 0 auch bei betragsmäßig großen ȳl möglich, was ho-
he bAl und b
B
l zur Folge haben kann, auch bei verhältnismäßig kleinen ε̄l.
Nach der Vorverarbeitung mit der DCT ist ȳl nicht mehr zwangsläufig
positiv, womit eine Bewertung des Signalanteils durch einfaches Aufsum-
mieren mit bspw. dem optischen Spektralfilter 1 nicht möglich ist. Die
gewichtete Projektion in den jeweiligen Bildraum erscheint zielführender.
Das Fehlen von Bewertungsmaßen zur Bandselektion mit hinreichen-
den Bestandteilen zur Abschätzung von ε̄l ist als deutlicher Nachteil der
vorgeschlagenen Verfahren anzusehen. Dafür erfüllen diese alle Voraus-
setzungen, die von der Problemstellung in dieser Arbeit gestellt sind.
In Abschnitt 5 werden Vergleiche zwischen Materialanteilsschätzungen
mithilfe von optischen Spektralfiltern nach und vor einer Bandselektion
durchgeführt. Angesichts der Ergebnisse sollen die Auswirkungen der
Bewertung der spektralen Bandbereiche beurteilt werden.
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4.5 Klassifikation von Materialanteilen
Das Ergebnis der Klassifikation von Materialanteilen sind Schätzungen
der Materialanteile einer Mischprobe. Das Entfernen des spektralen Gleich-
anteils mithilfe der DCT sowie die Auswahl spektraler Bandbereiche kön-
nen Bestandteile dabei sein. Für den Übergang von dem Bestimmen von
Materialanteilen als Schätzaufgabe in ein Klassifikationsproblem wer-
den einschränkende Maßnahmen erforderlich (Abschnitt 4.5.2). Zudem
muss das Lernen eines Klassifikators sowie die Klassifikation (siehe Ab-
schnitt 2.2) mit dem eingeschränkten Wissen der Problemstellung dieser
Arbeit möglich sein. Auch muss sich das Verfahren mit optischen Spek-
tralfiltern realisieren lassen. Im besten Fall sollen dabei die Zielsetzungen
in Abschnitt 4.1.2 vollständig erreicht werden.
4.5.1 Stand der Technik
Mehrere Verfahren der Literatur betrachten bereits die Materialanteils-
bestimmung als Klassifikationsproblem. Genaueres Hinsehen zeigt, dass
sich diese nicht auf die hier formulierte Problemstellung mit optischen
Spektralfiltern übertragen lassen. Anlass zur Anwendung von Klassifi-
kationsverfahren in [111, 112] ist das häufige Verletzen der NN- und
STO-Bedingungen durch die geschätzten Materialanteile mithilfe von
Methoden ohne Klassifikation. Alleinige Ursache dafür soll die Spektren-
variabilität sein. Nichtlineare Mischeffekte und dennoch die Verwendung
des LMM werden nicht als Gründe für physikalisch kaum interpretier-
bare Materialanteilsschätzungen angesehen. Um Materialanteile durch
ein Klassifikationsverfahren zu gewinnen, wird in [111, 112] ein Ansatz
mit einer harten Klassifikation unter Verwendung von SVMs nach [21, 22]
erweitert für eine weiche Klassifikation. Die harte Klassifikation bezeich-
net hier das Zuweisen eines Mischspektrums zu genau einem Material
bzw. Reinspektrum. Dagegen wird bei der weichen Klassifikation ein
Mischspektrum mehreren Materialien zugeordnet. Dies gelingt, indem die
enthaltenen Zugehörigkeitsfunktionen für die einzelnen Materialien nicht
einem Maximum-Operator unterworfen werden, wie es bei der harten
Klassifikation meist der Fall ist, sondern auf weiteren Wegen ausgewertet
werden. Es können durch Normierung der Zugehörigkeitsfunktionen Wer-
te als geschätzte Materialanteile ermittelt werden, die sowohl die NN- als
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auch die STO-Bedingung erfüllen. Als Zugehörigkeitsfunktionen treten
meist Distanzmaße zu den Klassengrenzen oder -zentren auf. Deren Wahl
kann Einfluss auf die geschätzten Materialanteile nehmen.
Gemeinsam setzen diese Ansätze voraus, dass aufgezeichnete hyper-
spektrale Daten mit bekannten und gekennzeichneten wahren Material-
anteilen vorliegen, damit ein überwachtes Training der Klassifikatoren
stattfinden kann. Insbesondere sollen mehrere hyperspektrale Daten mit
gleichen bekannten Materialanteilen vorhanden sein. Die Unterschiede
zwischen diesen wird auf die Spektrenvariabilität zurückgeführt. Indem
solche Datensätze im Training der Klassifikatoren eingesetzt werden, wird
die Spektrenvariabilität berücksichtigt. Es werden auch nichtlineare Trans-
formationen durch Kernel-Funktionen beim Training und bei der späteren
Klassifikation in den betrachteten Anwendungsbeispielen eingesetzt, um
bei Verwendung der SVM präzise Schätzergebnisse zu erzielen (siehe Ab-
schnitt 2.2.3). Diese Vorgehensweisen können weder mit dem vorhanden
Wissen in dieser Arbeit zur Materialanteilsschätzung noch mithilfe von
optischen Spektralfiltern realisiert werden.
Im Folgenden wird ein neuer Ansatz vorgestellt, der den Einsatz von
Klassifikatoren bei Verwendung von optischen Spektralfiltern erlaubt und
auch ohne hyperspektrale Aufzeichnungen von Mischspektren mit be-
kannten Materialanteilen einsetzbar bleibt.
4.5.2 Klassifikation quantisierter Materialanteile
Der Ablauf der Klassifikation quantisierter Materialanteile erfolgt nach
dem Schema in Abb. 4.7 und weist mit der Datenaufzeichnung und der
Bewertung aufgezeichneter Intensitätsbilder zwei Elemente auf, die auch
in der iterativen Materialanteilsschätzung auftreten werden (siehe Ab-
schnitt 4.6). Es sollen die Anzahl FK und Koeffizienten der optischen
Spektralfilter ffK , fK = 1, . . . , FK, aus einem trainierten Klassifikator ab-
gelesen werden. Die Anwendung dieser optischen Spektralfilter liefert
aufgezeichnete Intensitätswerte, die nach einer geringfügigen weiteren
Auswertung zu einer Materialanteilsschätzung als Klassifikationsergebnis
führen. Die optischen Spektralfilter bestimmen sich durch die Gewichte
der Eingangsschicht des gleichbedeutenden neuronalen Netzes (siehe Ab-
schnitt 2.2.1). Folglich sind die Anzahl an optischen Spektralfiltern, deren
Koeffizienten und die Auswertung abhängig vom gewählten Klassifikati-
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f1, . . . , fFK
künstlicher
Datensatz
Abbildung 4.7 Schema der Klassifikation von quantisierten Materialanteilen für ein Materi-
al. Aus einem neuronalen Netz, das mithilfe eines künstlichen Datensatzes einmalig trainiert
wurde, mit FK Neuronen in der verdeckten Schicht, werden die optischen Spektralfilter zur
Aufzeichnung von Intensitätsbildern entnommen. Die Bewertung entspricht der Auswertung
der Ausgangsschicht des neuronalen Netzes.
onsverfahren sowie der Anzahl an Klassen. Das Trainieren von neuronalen
Netzen geht im Allgemeinen mit einem nicht unwesentlichen Rechenauf-
wand einher. Da dieses jedoch auch vor einer Materialanteilsschätzung
einmalig erfolgen kann, bleibt der Rechenaufwand für die Bestimmung
der Materialanteile mithilfe von optischen Spektralfiltern weiterhin gering.
Der Umstand des Mangels an hyperspektralen Aufzeichnungen über
Mischproben für das Training von Klassifikatoren soll durch das Berechnen
von Mischspektren aufgehoben werden. Das verfügbare Wissen soll dabei
vollständig ausgeschöpft werden, indem die Reinspektren und Bibliothe-
ken sowie die NN- und STO-Bedingungen benutzt werden. Dadurch ist
die Spektrenvariabilität auf eine ähnliche Weise wie in den Verfahren der
Literatur im vorherigen Abschnitt berücksichtigt. Zusätzlich werden beim
Erzeugen dieser künstlichen hyperspektralen Datensätze Abweichungen
zu einer rein linearen Überlagerung der Reinspektren angenommen. Spek-
trale Bänder mit stark unterschiedlich hohen Abweichungen werden je-
doch nicht betrachtet und treten somit nicht im Training auf. Die Anzahl
an Parametern für das Festlegen des Modells zur Berechnung von Misch-
spektren kann dadurch deutlich kleiner gehalten werden. Um dennoch
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mit den berechneten Mischspektren repräsentative Daten bei verschie-
densten Mischproben vorzuweisen, soll dieses Verhalten durch vorherige
Anwendung der Bandselektion gelöst werden (siehe Abschnitt 4.7). Der
Einfluss der Spektrenvariabilität und die Höhe der Abweichungen zu
einer rein linearen Überlagerung der Reinspektren werden jeweils mit
interpretierbaren Parametern gesteuert. Dadurch soll ein möglichst vielfäl-
tiger Datensatz vorliegen. Eine detaillierte Beschreibung zur Erzeugung
von künstlichen Datensätzen erfolgt in Abschnitt 5.2.3, da auch in der
Auswertung der weiteren Verfahren zur Materialanteilsschätzung ohne
Klassifikation diese berechneten Datensätze auftreten werden.
Ein weiterer wesentlicher Bestandteil bei der Berechnung der künst-
lichen Datensätze ist die Vorgabe der Verteilungen der Materialanteile.
Dazu könnten mögliche Materialanteile mithilfe von Realisierungen pa-
rametrierter Dirichlet-Verteilungen in Betracht gezogen werden (siehe
Abschnitt 2.1.2). Bei der Klassifikation von Materialanteilen treten die
Materialanteile als Klassen auf. Da deren Anzahl auch die Anzahl an
optischen Spektralfiltern mitbestimmt, wird die Klassenanzahl begrenzt,
indem sich die Materialanteilsschätzung auf quantisierte Materialanteile
beschränkt. Es wird eine äquidistante Quantisierung der Materialantei-
le angesetzt. Somit sind mit der Anzahl an Materialanteilsstufen Q die
Anzahl an Klassen und folglich die möglichen Schätzergebnisse mithilfe
eines Klassifikationsverfahrens gegeben. Für Q = 6 ergeben sich bspw. die
quantisierten Materialanteilsstufen aQ ∈ {0 ; 0,2 ; 0,4 ; 0,6 ; 0,8 ; 1}. In dieser
Arbeit soll sich die Wahl von Q nicht auf die Genauigkeit der Schätzung
auswirken, da z. B. keine der sich ergebenden Materialanteilsstufen in
der vorliegenden Mischprobe auftreten. Es ist stets Q so gewählt, dass
aQ auch den auftretenden wahren Materialanteilen entspricht. Dadurch
bestimmt lediglich die Klassifikationsgenauigkeit den RMSE und ∆STO
der Materialanteilsschätzung. Weiter wird für jedes Material ein eigen-
ständiger Klassifikator gewählt. Auf diese Weise lässt sich die Anzahl
an Neuronen der Eingangsschicht und somit der optischen Spektralfilter
zusätzlich reduzieren. Falls ein Klassifikator Q Eingangsneuronen besitzt
und für jedes Material das gleiche Klassifikationsverfahren verwendet
wird, ergibt sich FK = Q · P , was eine erhebliche Reduktion gegenüber
den möglichen Materialanteilsstufenkombinationen bedeutet. Für Q = 6
und P = 4 liegen bspw. 56 mögliche Kombinationen an Anteilsstufen vor,
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während FK = 24 beträgt.
Die Klassifikation quantisierter Materialanteile bietet einen unmittel-
baren Vorteil gegenüber der Verwendung von z. B. âLSi nach (4.6). Da
lediglich aQ als Materialanteilsschätzungen auftreten können, ist ∆NN
stets null. Dies gilt nicht für ∆STO. Dafür kann die Forderung nach einer
robusten Materialanteilsschätzung bei örtlich variierender Beleuchtung
(4.8) bei manchen Klassifikationsverfahren erreicht werden. Dazu wird
zunächst der Zusammenhang zwischen der euklidischen Distanz als Ab-
standsmaß zur Klassifikation z. B. bei der SOM (siehe Abschnitt 2.2) und
der optischen spektralen Filterung nach (4.2) gezeigt. Das Quadrat der
euklidischen Distanz kann umgeformt werden zu∥∥y −wiq∥∥22 = ‖y‖22 + ∥∥wiq∥∥22 − 2 wTiqy (4.27)
mit den trainierten Gewichten wiq ∈ RΛ für die Materialanteilsstufe
q = 1, . . . , Q des Materials i. Da wiq normiert ist, ist
∥∥wiq∥∥2 konstant
unabhängig von q. Es folgt
arg min
q
∥∥y −wiq∥∥22 = arg max
q
wTiqy (4.28)
[36]. Somit kann ohne Auswirkung im Training die euklidische Distanz
verwendet werden und die Klassifikation des quantisierten Materialan-
teils einer unbekannten Mischprobe mithilfe von optischen Spektralfiltern
erfolgen.
In Abhängigkeit des gewählten Klassifikationsverfahrens kann durch
Betrachtung der Ausgangsschicht über die Robustheit gegenüber einer




wTiqỹ∥∥wiq∥∥2 ‖ỹ‖2 = arg maxq
cwTiqy∥∥wiq∥∥2 ‖ỹ‖2 = arg maxq
wTiqy∥∥wiq∥∥2 .
(4.29)
Damit ist (4.29) unabhängig von der Norm des Mischspektrums. Nach
Abschnitt 2.2 erfüllen Materialanteilsschätzungen, die über die SOM und
das MWV bestimmt wurden, diese Eigenschaft. Für die SVM und FLDA
ist dies aufgrund der zusätzlichen Schwellenwerte nicht der Fall.
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Darüber hinaus gibt es weitere Unterschiede zwischen den Klassifika-
tionsverfahren für die Bestimmung von quantisierten Materialanteilen
bei der Umsetzung mithilfe von optischen Spektralfiltern. Die Anzahl
an Neuronen ist bspw. bei der LVQ-SOM aufgrund der Kartentopologie
nicht unmittelbar mit Q gegeben. In Tabelle 4.1 werden diese tabellarisch
zusammen mit weiteren Verfahren zur Materialanteilsschätzung gegen-
übergestellt.
4.6 Iterative Materialanteilsschätzung
Die Klassifikation von Materialanteilen, wie sie im vorherigen Abschnitt
vorgeschlagen wird, bietet die Vorteile von ausschließlich positiven Mate-
rialanteilen und die Robustheit gegenüber einer örtlich variierenden Be-
leuchtung bei bestimmten Klassifikationsverfahren. Die STO-Bedingung
wird nicht zwangsläufig erfüllt. Weiter nachteilig sind die auftretenden
Parameter, die bei der Festlegung der Materialanteilsstufen, im jeweiligen
Klassifikationsverfahren selbst als auch beim Erstellen von hyperspektra-
len Mischspektren, für das Training enthalten sind. Die Wahl der Parameter
ist ggf. nicht ohne Erfahrungswissen sinnvoll möglich und kann die Ge-
nauigkeit der Materialanteilsschätzung beeinträchtigen. Davon abgesehen
sind neben dem präsentierten Verfahren unzählige weitere Varianten mit
zusätzlichen Freiheitsgraden denkbar. Dazu zählt z. B. die Verwendung
von Ensembles, die hier wegen ihrer Vielfalt an Entwurfsmöglichkeiten mit
zahlreichen weiteren Parametern nicht näher diskutiert werden.
Mit der iterativen Materialanteilsschätzung mithilfe der SVD in Ab-
schnitt 4.6.2 wird eine Vorgehensweise vorgeschlagen, die die oben ge-
nannten Nachteile beseitigt oder abmildern kann. Dafür muss auf eine
Robustheit gegenüber einer örtlich variierenden Beleuchtung verzichtet
werden. Es werden sowohl die NN- als auch die STO-Bedingung bei
der Materialanteilsschätzung berücksichtigt. Zudem werden nur weni-
ge Parameter benötigt, deren Einfluss leicht einzusehen ist. Im Vergleich
zur Klassifikation oder allgemeinen nicht-iterativen Verfahren werden
in jedem Iterationsschritt deutlich mehr Intensitätswerte benötigt, aufge-
zeichnet mit unterschiedlichen optischen Spektralfiltern. Da keine Reihe
an Aufzeichnungen über mehrere Iterationsschritte notwendig ist, blei-
ben der Rechenaufwand und insbesondere der Speicherbedarf dennoch
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Abbildung 4.8 Allgemeines Schema der iterativen Materialanteilsschätzung bei Verwen-
dung von bis zu F optischen Spektralfiltern in jeder Iteration s.
vernachlässigbar.
Das Prinzip der iterativen Materialanteilsschätzung ist in Abb. 4.8 zu
sehen. In jeder Iteration s, s = 1, . . . , S, werden F optische Spektralfilter
f
(s+1)
1 , . . . , f
(s+1)
F für den nächsten Durchlauf berechnet. Die Anzahl F an
optischen Spektralfiltern ist vom Verfahren abhängig und kann zudem
mit s variieren. Dabei erfolgt die Berechnung der optischen Spektralfilter
unter der Verwendung der Spektren der Reinstoffe bzw. der Reinspektren-
bibliotheken, der Bewertung der aufgezeichneten Intensitätsbilder in den
vorangegangen Iterationen sowie in Abhängigkeit von Abbruchkriterien.
Die Dauer der iterativen Materialanteilsschätzung ist durch die maximale
Anzahl an Iterationen S und weitere Abbruchkriterien beschränkt. Es muss
nicht zwangsläufig durch das optische Spektralfilter f (s)f , f = 1, . . . , F ,
ein Intensitätsbild folgen, das die Schätzung der Anteile eines Materials
enthält. Die Information, die mit jeder Aufzeichnung gewonnen wird, ist
vom angewendeten iterativen Verfahren abhängig.
In den nachfolgenden Abschnitten werden Ansätze vorgestellt, die auf
ein Schema nach Abb. 4.8 übertragbar sind. Auch die mehrstufige iterative
Materialanteilsschätzung sowie die darin enthaltenen Verfahren, die zum
Teil bereits vorgestellt wurden, können als eine iterative Vorgehensweise
betrachtet werden (siehe Abschnitt 4.7.2).
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4.6.1 Stand der Technik
Auf dem Gebiet der spektralen Entmischung sind unzählige iterative Ver-
fahren bekannt. Nur wenige davon weisen Übereinstimmungen mit den
Herausforderungen an die Materialanteilsschätzung mithilfe optischer
Spektralfilter auf. Insbesondere muss bei der Auswahl von iterativen Ver-
fahren zur Materialanteilsschätzung der Literatur die Beziehung zum
Spektrum einer Mischprobe mit (4.2) gegeben sein, sodass eine Realisie-
rung mit optischen Spektralfiltern möglich ist und diese Spektren nicht
aufgezeichnet werden müssen. Es muss zudem das verfügbare Wissen zur
Bestimmung der optischen Spektralfilter ausreichen. Die Zielsetzungen in
Abschnitt 4.1.2 sollen möglichst vollständig erfüllt werden. Mit dem Fully
Constrained Least-Squares (FCLS)- und Modified Constrained Least-Squares
(MCLS)-Verfahren liegen zwei Algorithmen vor, die mit den Vorausset-
zungen und Zielen der optischen Materialanteilsschätzung größtenteils in
Übereinkunft stehen. Die Prinzipien dieser Verfahren werden im Folgen-
den, beschränkt auf die wesentlichen Bestandteile, beschrieben.
Das FCLS-Verfahren [56] liefert eine iterative Lösung für die Materialan-
teilsschätzung. Dazu wird in jeder Iteration eine Materialanteilsschätzung
zuerst ohne Betrachtung der NN- und STO-Bedingungen berechnet. Über
Korrekturterme werden diese als weitere Elemente der Iteration einbezo-
gen. Es wird das LMM-Modell für die Mischprobe, wie auch in sämtlichen
neu entwickelten Ansätzen dieser Arbeit, angenommen. Um die STO-
Bedingung hinzuzunehmen, wird eine Kostenfunktion formuliert, die
zum einen aus der gewichteten Gütefunktion des Least-Squares-Schätzers
(2.7) besteht und zum anderen den nicht betragsmäßigen ∆STO, gewichtet











Für die Materialanteilsschätzung wird die Ableitung von (4.30) nach a zu
null gesetzt. Dadurch ergeben sich
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In (4.31) tritt der Least-Squares-Schätzer für a auf (siehe Abschnitt 2.1.3).
Es können (4.31) und (4.32) iterativ gelöst werden. Der gesamte Ablauf für
die Bestimmung einer Materialanteilsschätzung nach dem FCLS-Verfahren
âFCLS ∈ RP ist in Algorithmus 1 gezeigt. Dabei wurde hier und im späte-
ren MCLS-Verfahren jeweils auf eine Darstellung, ohne Kennzeichnung
der Iteration s sowie Bezeichnungen mit einer Gültigkeit nur innerhalb
von Algorithmus 1, zurückgegriffen, um die Lesbarkeit nicht unnötig zu
erschweren. Großen Einfluss besitzt der Gewichtungsvektor gFCLS ∈ RP
(siehe Zeile 4). Innerhalb einer Iteration werden negativ geschätzte Materi-
alanteile mit diesem gewichtet und die kleinste Materialanteilsschätzung
zu null gesetzt (siehe Zeilen 8 und 9). Für die nächste Iteration wird dieses
Material nicht mehr weiter betrachtet (siehe Zeile 11). Dadurch wird in
jeder Iteration genau der Materialanteil nicht mehr weiter behandelt, der
zuvor die größte Korrektur für eine nicht-negative Schätzung benötigt
hatte. Das Mischspektrum der Materialprobe tritt einmalig in Form von
Zeile 3 auf. Demnach ist eine Realisierung mit optischen Spektralfiltern
möglich.
Offensichtlich kann nach Ablauf des FCLS-Verfahrens âFCLS stets die
NN-Bedingung erfüllen. Die STO-Bedingung wird zwar im Verfahren
aufgenommen, jedoch nach Beendigung von âFCLS ggf. dennoch verletzt.
Es ist möglich, dass das Bewertungsmaß ∆STO für âFCLS größer ist als
für eine nicht-iterative Schätzung wie aLS. Reinspektrenbibliotheken und
somit die Spektrenvariabilität werden im FCLS-Algorithmus nicht behan-
delt. Dagegen ist hervorzuheben, dass keine Parameter frei festzulegen
sind. Die maximale Anzahl an Iterationen ist beispielsweise durch Zeile
11 mit S = P − 1 bestimmt. Folglich profitiert das Verfahren, falls in der
untersuchten Mischprobe nicht auftretende Materialien bereits vor Beginn
des iterativen Algorithmus ausgeschlossen werden (siehe Abschnitt 4.7.1).
Im Vergleich zu ähnlichen Ansätzen [96] zeigt sich das FCLS-Verfahren als
effizienter, bewertet nach Anzahl an durchzuführenden Iterationen und
Rechenoperationen in jeder Iteration.
Der MCLS-Algorithmus weist Ähnlichkeiten zum FCLS-Algorithmus






1: Initialisierung: Stopp← false,
2: while Stopp = false do
3: âLS ← (MT M)−1 MT y
4: gFCLS ← (MT M)−1 1






6: âFCLS ← âLS − tFCLS gFCLS
7: if min
i∈P






9: âFCLSρ = 0 . Anteil in Endergebnis zu null setzen
10: âFCLS =
[




m1 . . .mρ−1mρ+1 . . .mP
]
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erneut Least-Squares-Schätzungen, um die Materialanteile iterativ zu be-
stimmen. Es werden mehrere Ausprägungen des MCLS-Algorithmus in
[29] vorgestellt. Die folgende Beschreibung beschränkt sich auf die para-
metrische Form des MCLS-Algorithmus, da diese wesentliche Einblicke
mit nur wenigen Angaben ermöglicht.
Das LMM wird beim MCLS-Verfahren erweitert, sodass die NN- und
STO-Bedingungen jeweils gewichtet enthalten sind:
yMCLS = MMCLS a + εMCLS . (4.33)









Während MMCLS mit MMCLS =
[
MT, tMCLS11, tMCLS2 sgn(a)
]T
gegeben
ist, wobei sgn(a)T elementweise mit
sgn(ai) =

1 für ai > 0,
−1 für ai < 0,
0 für ai = 0
(4.34)
definiert wird. Die Parameter tMCLS1, tMCLS2 ∈ R steuern, wie stark die
NN- und STO-Bedingungen im Verhältnis zu der Beschreibung des Misch-
spektrums der Materialprobe als gewichtete Überlagerung der Reinspek-
tren berücksichtigt werden. Daraus resultierend lässt sich mit tMCLS1, tMCLS2
auch der Einfluss dieser Bedingungen auf eine Materialanteilsschätzung
âMCLS ∈ RP im MCLS-Verfahren angeben. Nach Algorithmus 2 ist eine
einmalige Initialisierung von tMCLS1, tMCLS2 notwendig (siehe Zeile 1). Es
folgt die iterative Bestimmung von âMCLS. Dabei werden nur die Rein-
spektren M weiter benötigt, um mit MMCLS den Least-Squares-Schätzer
nach (2.8) bei Betrachtung von (4.33) für die Materialanteile anzugeben. In
jeder Iteration wird in Abhängigkeit der Stärke der Verletzung der NN-
und STO-Bedingungen der aktuellen Materialanteilsschätzung jeweils
ein ausgewähltes Reinspektrum tMCLS1 sowie tMCLS2 angepasst (siehe
Zeilen 6, 7, 11, 12 und 16, 17). Dazu werden mit εMCLS1 und εMCLS2 zur
Festlegung der Anpassungen weitere Schwellenwerte benutzt. Der Zah-
lenwert 10000 für die Anpassung in Zeile 7 ist nach [29] gewählt. Wie
in Zeile 5 zu sehen ist, erlaubt auch das MCLS-Verfahren eine Umset-







MTMCLS ∈ RP×Λ+2 als Filterkoeffizien-
ten gewählt werden. Die letzten beiden Spalten stehen im Produkt mit
[tMCLS1, tMCLS2]
T, sodass sich ein P -wertiger Vektor unabhängig von y er-
gibt. Folglich kann die Anteilsschätzung in jeder Iteration aus der Summe
der mit den optischen Spektralfiltern aufgezeichneten P Intensitätswerten
und diesem P -wertigen Vektor bestimmt werden, ohne das Mischspek-
trum aufzuzeichnen. In jedem Durchlauf wird MMCLS1 angepasst. Somit
ändern sich auch die optischen Spektralfilter mit jeder Iteration bis zur
endgültigen Materialanteilsschätzung âMCLS (siehe Zeile 22).
Im MCLS-Algorithmus kann mit âMCLS nicht zwingend eine Material-
anteilsschätzung erreicht werden, die geringere ∆NN und ∆STO besitzt als
z. B. âLS. Zudem gilt es beim MCLS-Algorithmus, zahlreiche Parameter
festzulegen. Neben den oben genannten Parametern muss auch die Stärke
der Erhöhungen von tMCLS1, tMCLS2 bestimmt werden (siehe Zeilen 12
und 17). Es fehlt in Algorithmus 2 eine maximale Anzahl an Iterationen,
um eine Beendigung des Algorithmus zu sichern. Es kommt hierbei er-
schwerend hinzu, dass diese Wahlen nur anhand von Erfahrungen sinnvoll
erfolgen können.
Sowohl der FCLS- als auch der MCLS-Algorithmus stützen sich auf
ein LMM-Modell, das die Reinspektren der Materialien mit M enthält.
Weitere Information, die in den ReinspektrenbibliothekenMi enthalten
ist, wird nicht verwendet. Das folgende Verfahren soll auch diese in die
iterative Materialanteilsschätzung einbeziehen, um das zur Verfügung
stehende Wissen möglichst vollständig auszuschöpfen. Zusätzlich sollen
hier in Erscheinung getretene Nachteile abgeschwächt oder gar beseitigt
werden.
4.6.2 Iterative Materialanteilsschätzung mithilfe der SVD
Ziel der iterativen Materialanteilsschätzung mithilfe der SVD (IMS) ist es,
Materialanteilsschätzungen zu bestimmen, die sukzessive mit jeder weite-
ren Iteration einen geringeren oder mindestens gleichen ∆NN und ∆STO
besitzen. Zudem sollen diese Bewertungsgrößen des Schätzergebnisses
nach diesem Verfahren stets nicht höhere Werte als von âLS annehmen.
Neben dem Ziel von physikalisch interpretierbaren Materialanteilsschät-
zungen soll auch die Spektrenvariabilität in die nachfolgende iterative
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1: Initialisierungen: tMCLS1 ← 10000, tMCLS2 ← 10000, â ← 1 ∈ RP ,
Bed1← false, Bed2← false, Bed3← false
















âi < 0 mit P = {1, . . . , P} then





















Wesentlich in diesem neuen Ansatz ist das Ausnutzen von Eigenschaf-
ten der SVD (siehe Abschnitt 2.1.4), um die Spektrenvariabilität in Form
der Reinspektrenbibliotheken mit dem LMM und somit mit der Mate-
rialanteilsschätzung in Verbindung zu setzen. Es werden dazu jeweils
zunächst die in der ReinspektrenbibliothekMi enthaltenen Spektren mim
in einer Matrix angeordnet:
Mi = [mi1, . . . ,miM ] ∈ RΛ×M . (4.35)
Für die SVD von (4.35) folgt
Mi = [ui1, . . . ,uiΛ]
σi1 . . . 0
σiΛ
VTi = UiΣiVTi . (4.36)
Die Reinspektrenmatrix M im LMM enthält Information ausMi mit mi




6= 0 für λ = 1 ,
≈ 0 für λ = 2, . . . ,Λ
(4.37)
beobachten. Folglich ist bei Verwendung des LMM mit M ein Verlust
an Information von Mi vorhanden. Dieser soll nun durch schrittweise
Manipulation von M mit jeder Iteration im LMM und letztendlich bei der
Materialanteilsschätzung berücksichtigt werden.
Im Einzelnen werden bei der Materialanteilsschätzung in der Iteration
s+ 1 für jedes Material zwei weitere Spektren berechnet, die als Reinspek-





gewählt und zu σi1‖ũi‖ ũi normiert. Aus (4.37) und (4.38) folgt
σi1
‖ũi‖
ũTi mi ≈ 0 . (4.39)
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‖ũi‖ ũi für u = 1 ,
m
(s)
i − C σi1‖ũi‖ ũi für u = 2 ,
m
(s)
i für u = 3
(4.40)
in den Fällen u ∈ {1, 2} jeweils Richtungen auf das Reinspektrum m(s)i
der Iteration s aufgeprägt, die nicht im Bild gegeben durch die lineare
Abbildung von M enthalten sind. Die Gewichtung mit σi1 dient dazu,
die Anpassung in Abhängigkeit der Norm von mi vorzunehmen. Der
Parameter C ∈ R erlaubt eine weitere Steuerung der Stärke der Manipula-













Dabei nummeriert s̃ in (4.41) mit s̃ = 1, . . . , 3P die möglichen Reinspek-






mit (4.41) und (2.8) über optische Spektralfilter geschätzt werden. Jede
dieser Schätzungen soll bezüglich der NN-und STO-Bedingungen beur-
teilt werden, indem die Bewertungsmaße ∆(s+1)NNs̃ und ∆
(s+1)
STOs̃ berechnet
werden. Es werden die Reinspektrenmatrix und Materialanteilsschätzung
beibehalten, bei denen die kleinsten Werte von ∆(s+1)NNs̃ und ∆
(s+1)
STOs̃ erreicht
werden. Zudem muss die Reihenfolge der â(s+1)IMSs̃ , sortiert nach der Größe,
gegenüber der Materialanteilsschätzung der vorherigen Iteration, â(s)IMS,











STO die Bewertungsmaße von â
(s)
IMS notieren, werden die zugehöri-













Das Verfahren der Materialanteilsschätzung mithilfe der SVD endet,
sobald in einer Iteration keine der Materialanteilsschätzungen â(s+1)IMSs̃ alle
der obigen Bedingungen erfüllen kann oder die maximale Anzahl an
Iterationen S erreicht wird (siehe Abb. 4.9).
Aus der entworfenen Vorgehensweise zur iterativen Materialanteils-
schätzung resultieren zwangsläufig Materialanteilsschätzungen, die die
NN- und STO-Bedingungen gegenüber âLS weniger stark oder zumindest
mit gleichbleibend hohen Bewertungsgrößen verletzen. Die zusätzliche
Bedingung der gleichbleibenden Reihenfolge der geschätzten Materialan-
teile innerhalb einer Iteration nach ihrer Größe wird hinzugenommen, da
sich gezeigt hat, dass sich die Genauigkeit der geschätzten Materialanteile
dadurch weiter erhöht. Es werden die Eingriffe in M stärker eingegrenzt.
In der Praxis bedeutet diese Bedingung, dass âLS zumindest ausreichend
präzise hinsichtlich der Reihenfolge nach der Größe ist, was sinnvoll er-
scheint. Es ist bemerkenswert, dass durch die iterative Neuberechnung
einer Reinspektrenmatrix Spektren erzeugt werden, die im Allgemeinen
keinem der Reinspektren in Mi entsprechen. Dadurch sollen nachteili-
ge Effekte für präzise Materialanteilsschätzungen zum einen aufgrund
der Spektrenvariabilität behoben werden. Zum anderen soll ein breite-
res Spektrum an Materialmischungen, die nur unzureichend als lineare
Überlagerung von Reinspektren beschrieben werden können, abgedeckt
werden. Da für die Materialanteile weiterhin ein linearer Zusammenhang
der neu erzeugten Reinspektren angenommen wird, können mit (4.42)
ohne weiteres Schätzungen über optische Spektralfilter erfolgen.
Im Gegensatz zum MCLS-Algorithmus lassen sich in diesem Ansatz
die einzigen auftretenden Parameter C und S ohne nennenswertes Erfah-
rungswissen bestimmen. Mit S kann die maximale Dauer als Anzahl an
Iterationen kontrolliert werden. Wird C sehr klein gewählt, ändern sich
die Materialanteilsschätzungen im Verlauf der einzelnen Iterationen kaum.
Dagegen wird stets S erreicht, ohne aufgrund der Verletzung von einer
der Bedingungen an â(s+1)IMSs̃ vorzeitig abzubrechen. Umgekehrt können zu
große C zu einem Abbruch nach bereits sehr wenigen Iterationen führen,
ohne S auch nur annähernd auszuschöpfen. Somit kann gezielt mit C und
S bei der Materialanteilsschätzung eingegriffen werden.
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Abbildung 4.9 Schema der iterativen Materialanteilsschätzung mithilfe der SVD bei Ver-
wendung von bis zu F optischen Spektralfiltern in jeder Iteration s. Innerhalb der Iteration s
erfolgen 3P · P Schätzungen, die mit s̃ gekennzeichnet sind. Die Bestandteile der Schätzung
mit der besten Bewertung werden für die Iteration s+ 1 übernommen, falls die maximale
Anzahl an Iterationen S nicht erreicht ist und eine Verbesserung erzielt wird.
4.7 Mehrstufige iterative
Materialanteilsschätzung
In den vorherigen Abschnitten wurden unterschiedliche Methoden ge-
zeigt, die sich mit optischen Spektralfiltern realisieren lassen. Dabei ist
eine Gruppierung nach Aufgabe der jeweiligen Methode möglich. Das
Entfernen des spektralen Gleichanteils unter Verwendung der DCT sowie
die Bandselektion, als eine Auswahl von spektralen Bandbereichen, geben
zwei vorbereitende Maßnahmen für die Materialanteilsschätzung an. Sie
dienen dem Zweck, Mischspektren durch lineares Überlagern von Rein-
spektren mit geringeren Abweichungen zu beschreiben. Dadurch sollen
mit einem gewählten Verfahren zur Materialanteilsschätzung präzisere
Ergebnisse resultieren. Als Verfahren stehen in dieser Arbeit die Anwen-
dung der Pseudoinversen der Reinspektrenmatrix M, die Klassifikation
von quantisierten Materialanteilen und die Materialanteilsschätzung mit
einem der drei vorgestellten iterativen Verfahren zur Auswahl.
Es liegt nahe, die genannten Vorgehensweisen in einem mehrstufigen
Schema zu platzieren, das diesen zwei Aufgabentypen nachkommt. Da-
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durch sollen verschiedene Kombinationen der Verfahren auf eine einfache
Art und Weise unter Berücksichtigung von geforderten Eigenschaften
der sich ergebenden Methode zur Materialanteilsschätzung möglich sein
(siehe Abschnitt 4.7.2). Zuvor soll mit der Erkennung von Materialien
eine weitere vorbereitende Maßnahme eingeführt werden. Es kann in
sämtlichen Verfahren zur Materialanteilsschätzung ein Zusammenhang
zwischen Anzahl an Materialien einer Mischprobe und der Anzahl an
optischen Spektralfiltern beobachtet werden. Wird vor der Materialan-
teilsschätzung bereits ein Material als nicht vorhanden, d. h. mit Materi-
alanteil gleich null, erkannt, wird bei Anwendung der Pseudoinversen
der Reinspektrenmatrix eine Aufzeichnung weniger notwendig. Bei der
Klassifikation von quantisierten Materialanteilen und insbesondere dem
neuen Verfahren zur iterativen Materialanteilsschätzung mithilfe der SVD,
bei dem in jeder Iteration 3P ·P optische Spektralfilter angewendet werden
müssen, ist die sich dadurch ergebende Einsparung an Aufzeichnungen
noch größer. Möglicherweise kann mit einer vorhergehenden Erkennung
von Materialien zudem von einer präziseren Materialanteilsschätzung
profitiert werden.
4.7.1 Erkennung von Materialien
Bei der Erkennung von Materialien wird das Ziel verfolgt, einzelne Ma-
terialien in der zu untersuchenden Mischprobe auszuschließen, falls de-
ren Materialanteil null beträgt. Die Anteile dieser Materialien sollen dar-
auf nicht mehr geschätzt werden. Daher ist eine hohe Precision (siehe
Abschnitt 2.2.6) beim Lösen der Klassifikationsaufgabe von besonderer
Bedeutung. Falls ein Material falsch beibehalten wurde, besteht in der
Materialanteilsschätzung weiterhin die Möglichkeit, einen niedrigen Ma-
terialanteil und somit insgesamt präzise Materialanteilsschätzungen zu
erhalten. Umgekehrt ist dies unabhängig vom gewählten Verfahren zur
Materialanteilsschätzung nicht möglich. Aus diesem Grund werden nach-
folgend die Aussagen zweier Klassifikationsverfahren basierend auf un-
terschiedlichen Ansätzen miteinander verknüpft. Da es sich nur bei einem
dieser um ein Verfahren nach Abschnitt 2.2, d. h. dem Trainieren von Ent-
scheidungsregeln durch einen Datensatz, handelt und sich die jeweiligen
Klassenmengen voneinander unterscheiden, entspricht der Verbund der
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beiden Verfahren zur Erkennung von Materialien nicht einem Ensemble
[82].
Grundsätzlich muss die Klassifikation mithilfe von optischen Spektralfil-
tern und ohne die Aufzeichnung von y möglich sein. Deshalb wird für das
erste Klassifikationsverfahren eines der Verfahren des maschinellen Ler-
nens gewählt, die auch bei der Klassifikation von quantisierten Materialan-
teilen eingesetzt werden (siehe Abschnitt 2.2 sowie Abschnitt 4.5.2). Die Er-
kennung eines Materials erfolgt auf eine ähnliche Weise wie die Klassifika-
tion von quantisierten Materialanteilen. Es werden dazu erneut Datensätze
berechnet, in denen auch z. B. die Spektrenvariabilität durch Einbezug
vonMi berücksichtigt ist (siehe Abschnitt 5.2.3). Statt der Wahl von quan-
tisierten Materialanteilen als Klassen in den Trainingsdaten erfolgt nun
eine Zuordnung in die binären Klassen 0 für die Kennzeichnung Material
vorhanden und 1 für die Kennzeichnung Material nicht vorhanden. Somit
unterscheiden sich die Klassenbezeichnungen von den quantisierten Mate-
rialanteilen, die zur Berechnung des Datensatzes verwendet werden. Die
Klassenbezeichnungen werden in aK = [aK1, . . . , aKP ]
T ∈ {0; 1}P notiert.
Das Ergebnis des ersten der beiden Klassifikationsverfahren zur Erken-
nung von Materialien ergibt sich nach Auswertung der Aufzeichnungen,
die durch die Umsetzung mit optischen Spektralfiltern der trainierten Ge-
wichte in der Eingangsschicht des ausgewählten Klassifikationsverfahrens
gewonnen werden. Dieses wird mit aKVK =
[






Das zweite Verfahren zur Erkennung von Materialien verwendet, wie
die Bandselektion (siehe Abschnitt 4.4.2), die SVD, um mit Bestandtei-
len aus dieser optische Spektralfilter anzugeben. Die Anwendung der
optischen Spektralfilter liefert Aufzeichnungen, die, mit wenig Aufwand
ausgewertet, Größen für eine einfache Entscheidung ergeben. Dabei wird
ein enger Zusammenhang des Spektrums der Mischprobe zu einer rein
linearen Überlagerung der Reinspektren unterstellt. Indem vor der Er-
kennung von Materialien bereits eine Bandselektion durchgeführt wird,
kann diese Annahme von geringen Abweichungen erfüllt sein. Zunächst
werden für sämtliche aK, die mindestens ein Material mit aKi = 1 besitzen,
jeweils Mengen an ReinspektrenMaK als eine Auswahl aus M erstellt. Es
gilt mi ∈ MaK , falls aKi = 1, sowie mi /∈ MaK sonst. Die Reinspektren
dieser Mengen werden spaltenweise in Matrizen MaK sortiert und jeweils
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mit MaK ∈ R
Λ×PK und PK =





für eine Entscheidung über die Präsenz der Materialien zu berechnen,
die in aK mit aKi = 0 vorliegen. In (4.46) bestimmen sich die als optische



























∈ {0; 1}P .
Mittels
∣∣daK ∣∣ soll abgeschätzt werden, ob sich das Spektrum der Misch-
probe y im Bildraum der linearen Abbildung, gegeben durch die Rein-
spektrenMaK , befindet. Dazu wird das Verhältnis der Projektionen in den
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Bildraum mit (4.47) bzw. Kernraum mit (4.48) ausgewertet. Aus (4.49) folgt
aSVDK als die Kombination aK von Materialien, die mit den zugehörigen
Reinspektren dem betragsmäßig kleinsten Verhältnis zugehören. Folglich
werden mit aSVDKi = 1 die Materialien angegeben, mit deren Reinspektren




erhalten wird, in deren Bildraum





auf die gleiche Weise wie MaK mit a
SVD
K anstelle von aK gebildet.
Die Materialien mit aSVDKi = 1 werden als nicht vorhanden gemutmaßt.
Umgekehrt ist ein Rückschluss auf die mit aSVDKi = 0 vorhandenen Mate-
rialien möglich. Der Vergleich zwischen den




y normiert wurden. Der Einbezug der Spektrenvariabi-
lität, wie in (4.26), ist auch an dieser Stelle möglich, führte jedoch in der
praktischen Anwendung zu keinen Verbesserungen. Dies kann dadurch
begründet werden, dass nicht die absoluten Werte von
∣∣daK ∣∣ das Ergebnis
herbeiführen, sondern die Relationen zwischen sämtlichen
∣∣daK ∣∣.
Das Verfahren zur Erkennung von Materialien über die SVD benötigt
keinen Trainingsdatensatz. Somit ist das Ergebnis nicht von diesem ab-
hängig. Unbrauchbar wird die zweite Vorgehensweise zur Klassifikation
jedoch bei Mischproben, die P Materialien enthalten. Das Prinzip mit
der Verwendung der SVD ist in solchen Fällen nicht anwendbar. Dafür
kann sich diese Vorgehensweisen als zweite Stufe in einem mehrstufigen
Klassifikationsverfahren als vorteilhaft erweisen, um die Precision des so
aufgebauten Klassifikators zu erhöhen. Es wird aKVK bestimmt, nachdem
ein Klassifikationsverfahren des maschinellen Lernens aus Abschnitt 2.2
einmalig gewählt und trainiert wurde. Nur falls mindestens ein Material
mit aKVKi = 1 vorliegt, wird a
SVD
K ermittelt. Das Ergebnis dieses zweistufi-





K  aSVDK . (4.50)
Diese kurze Schreibweise ist möglich, da eine zunächst als unüblich er-
scheinende gewählte Zuordnung der Klassen mit aKi = 0 für vorhanden
und aKi = 1 für nicht vorhanden gewählt wurde. Das erste Klassifikati-
onsverfahren verantwortet, ob einzelne Materialien Kandidaten für einen
Ausschluss sind. Eine falsche Klassifikation, d. h. alle P Materialien wer-
den fälschlicherweise als vorhanden erkannt, ist für die Precision irrelevant.
Mit dem zweiten Verfahren können dagegen die Kandidaten für einen Aus-
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schluss überprüft werden. Nach (4.50) werden nur die Materialien bei der
darauf folgenden Materialanteilsschätzung nicht weiter beachtet, die ein-
stimmig als nicht vorhanden erkannt wurden. Besonders hervorzuheben
ist, dass im Gegensatz zu bspw. [77] in diesem Schema zur Klassifikation
keine Schwellenwerte notwendig sind.
4.7.2 Mehrstufiger Ansatz
Der mehrstufige Ansatz vereinigt alle vorgestellten Ansätze, die in ihrer
Gesamtheit das Ziel der Materialanteilsschätzung mithilfe von optischen
Spektralfiltern verfolgen. In den Abschnitten 4.6.1–4.6.2 wurden zwei ite-
rative Verfahren gezeigt, die Materialanteilsschätzungen als Ergebnisse
liefern. Grundsätzlich beschreibt der nachfolgende mehrstufige Ansatz
stets eine iterative Vorgehensweise, auch wenn zur eigentlichen Materi-
alanteilsbestimmung z. B. die Klassifikation quantisierter Materialanteile
oder die Pseudoinverse mit dem Ergebnis âLS (PSE) eingesetzt wird. Die
Ergebnisse und somit Aufzeichnungen einer Stufe beeinflussen das Ver-
fahren der nächsten Stufe.
Ein Ziel des mehrstufigen Ansatzes (siehe Abb. 4.10) ist es, eine über-
sichtliche Darstellung über die behandelten Methoden zu geben, indem
eine Einordnung in einzelne Stufen erfolgt. Das Entfernen des spektra-
len Gleichanteils (ESG) mithilfe der DCT, die Bandselektion (BS) und die
Materialerkennung (ME) sind optionale Stufen, die für eine Materialan-
teilsschätzung nicht zwingend erforderlich sind. Es können mit diesen
jedoch ggf. präzisere Schätzergebnisse bei Verwendung von einer gerin-
geren Anzahl an optischen Spektralfiltern erzielt werden. Die gegebene
Reihenfolge in Abb. 4.10 zeigt, welche Verfahren von dem Ergebnis der
jeweils vorherigen Stufe profitieren können.
Insbesondere das gewählte Verfahren in der Stufe der Materialanteils-
schätzung entscheidet über die Eigenschaften des Schätzergebnisses, die
im Zusammenhang mit den Zielsetzungen nach Abschnitt 4.1.2 stehen.
In Tabelle 4.1 werden die Eigenschaften aller Methoden im Einzelnen
aufgeführt. Dadurch wird das weitere Ziel des mehrstufigen Ansatzes
deutlich. Es wird ein modularer Aufbau bereitgestellt, der es in Abhängig-
keit der geforderten Eigenschaften an die Materialanteilsschätzung erlaubt,
eine geeignete Auswahl an Verfahren in den einzelnen Stufen zu treffen.
Auf eine Unterscheidung zwischen quantisierten Schätzergebnissen bei
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der Klassifikation quantisierter Materialanteile (KQM) und kontinuierli-
chen Schätzergebnissen bei der PSE sowie den iterativen Verfahren (FCLS,
MCLS, IMS) wird dabei verzichtet. Dagegen werden die Eigenschaften
der zur Verfügung stehenden Klassifikationsverfahren explizit aufgeführt.
Offenbar erfolgt bspw. eine Materialanteilsschätzung, die robust gegen-
über örtlich variierender Beleuchtung ist, nur dann, falls jede Stufe diese
Eigenschaft besitzt. In Tabelle 4.1 werden für die Eigenschaften der Robust-
heit gegebenüber örtlich variierender Beleuchtung (kurz Beleuchtung),
das Berücksichtigen sowohl des Wissens über die Reinspektrenbibliothe-
ken (Spektrenvarianz) als auch der NN- und STO-Bedingungen binäre
Kennzeichnungen gewählt. Für die Anzahl an festzulegenden Parametern,
insofern welche im Verfahren auftreten, und einzusetzenden optischen
Spektralfiltern erfolgt eine relative Angabe mit der Materialanteilsschät-
zung über die PSE als Referenz.
Mit dem mehrstufigen Ansatz ist eine Vielzahl an Kombinationen der
Verfahren zur Materialanteilsschätzung, über die Wahl an Parametern in
den einzelnen Methoden hinaus, möglich. Im Folgenden wird die Aus-
wirkung auf die Materialanteilsschätzung an einzelnen Beispielen von
Materialmischungen untersucht. Im Mittelpunkt steht dabei, neben den ge-
gebenen Eigenschaften der jeweils gewählten Methode zur Materialanteils-
schätzung, das Aufzeigen der Potentiale zur Verbesserung der geschätzten
Materialanteile in den Bewertungsgrößen bezüglich des RMSE und dem
Einhalten der NN- und STO-Bedingungen. Fundierte Aussagen über z. B.
die Wahl einzelner Parameter können nur erfolgen, falls umfangreiche
Untersuchungen mit vielseitigen Problemstellungen durchgeführt werden.
Im besten Fall finden diese bei Verwendung eines existierenden Hard-
wareaufbaus statt, der den Zielsetzungen der Materialanteilsschätzung
mithilfe von optischen Spektralfiltern genügt. Während der Zeit, in der
die Ergebnisse dieser Arbeit entstanden sind, waren solche Auswertun-
gen nicht möglich. Deshalb wurde bei der Auswertung der entwickelten
Verfahren auf eine ausgiebige Parametersuche verzichtet.
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Abbildung 4.10 Schema der mehrstufigen iterativen Materialanteilsschätzung: Vor der
eigentlichen Materialanteilsschätzung können eine Entfernung des spektralen Gleichan-
teils mithilfe der DCT, eine Bandbereichsauswahl und eine Erkennung von vorhandenen
Materialien erfolgen.
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Tabelle 4.1 Übersicht der Eigenschaften der vorgestellten Verfahren. Das Erfüllen bzw.
Nichterfüllen einer Eigenschaft und das Berücksichtigen bzw. Nichtberücksichtigen einer
Bedingung werden jeweils mit X bzw. ×markiert. Höhere Anzahlen an Parametern oder
optischen Spektralfiltern werden in Relation zur PSE durch die Anzahl an + angegeben. Das
Symbol ◦ kennzeichnet keine Einflussnahme auf die Anzahlen an Parametern oder optischen













ESG X ◦ ◦ X ◦ ◦
BS b
A
l X + × × ◦ ◦
bBl X + + X ◦ ◦
ME/KQM
FLDA × + + X ◦/× ◦/X
SVM × + + X ◦/× ◦/X
MWV X + + X ◦/× ◦/X
LVQ-
SOM
X ++ ++ X ◦/× ◦/X
PSE × ◦ ◦ × × ×
FCLS × + +++ × X X
MCLS × ++ +++ × X X
IMS × + +++ X X X
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Aufgrund der bestehenden Gegebenheiten für die Materialanteilsschät-
zung mithilfe von optischen Spektralfiltern ist die PSE mit dem Schätzer-
gebnis âLS eine naheliegende Methode für die Festlegung der optischen
Spektralfilter. Die PSE geht im Vergleich zu den neu entworfenen Ansät-
zen zur Materialanteilsschätzung mit dem geringsten Aufwand, gemes-
sen bspw. an der Anzahl an zusätzlichen optischen Spektralfiltern oder
der Auswertung von aufgezeichneten Intensitätsbildern, einher. Deshalb
liegt im Fokus der Auswertung dieser Arbeit u. a. stets ein Vergleich zwi-
schen âLS und den Materialanteilsschätzungen, die mithilfe einer neuen
Vorgehensweise erzielt werden. Wegen der fehlenden Hardware zur Rea-
lisierung entworfener optischer Spektralfilter erfolgt deren Umsetzung
simulativ, indem die Auswertung über (4.2) mit aufgezeichneten Hyper-
spektralbildern bzw. Spektren betrachtet wird. Mögliche Vorzüge einzelner
Verfahren oder auch Einschränkungen, die sich durch die zu verwendende
Hardware ergeben können, müssen somit ungeachtet bleiben. Unabhängig
davon ermöglicht Tabelle 4.1 bereits die Auswahl eines Schätzverfahrens
nach gewünschten Eigenschaften.
In den nachfolgenden Auswertungen handelt es sich um einen Aus-
schnitt von Ergebnissen, die unter einer Vielzahl an erprobten Parametern
in den einzelnen Verfahren entstanden sind. Die Materialanteilsschätzung
mithilfe von optischen Spektralfiltern wird insgesamt für drei Typen hy-
perspektraler Datensätze über Materialmischungen angewendet (siehe
Abschnitt 5.2). Für die Untersuchung sämtlicher Datensätze sind zuvor
hyperspektrale Datenaufzeichnungen erforderlich. Die hierzu verwendete
Hardware besitzt wesentlichen Einfluss auf die Datensätze. Im Folgen-




5.1 Versuchsaufbau zur Datengewinnung
Für die Aufzeichnung von Hyperspektralbildern wird der in Abb. 5.1
schematisch dargestellte Versuchsaufbau verwendet. Dieser besteht aus
einem Acousto-Optical Tunable Filter (AOTF, Gooch&Housego HSi-300), ei-
ner EMCCD-Kamera (Andor iXon3897 EMCCD) und einer 300 W Xenon-
Lampe als Lichtquelle. Daneben sind ein Rechner zur Ansteuerung der
Hardware und zur Abspeicherung der Aufzeichnungen sowie ein Spiegel
zur Ausrichtung der Beleuchtung auf die Mischprobe vorhanden [121].
Die hyperspektralen Daten werden im Wellenlängenbereich von 450
bis 806 nm bei einer Unterteilung in ΛMAX = 90 Wellenlängenkanäle mit
einer mittleren Breite von ca. 4 nm aufgezeichnet. Bei Mischproben, die
aus bis zu P = 3 verschiedenen Materialien bestehen, werden die ersten
ΛMAX = 88 Wellenlängenkanäle beibehalten. Dadurch ist mit L = 18 bzw.
L = 22 in den Verfahren zur Bandselektion ΛMAX = L · (P + 1) stets er-
füllt. Für die Aufnahme wird mit dem AOTF der Reihe nach ein Bandpass
für den jeweiligen Wellenlängenkanal eingestellt. Die Kamera zeichnet
Intensitätsbilder bei einer festgelegten Belichtungszeit für jeden dieser Wel-
lenlängenkanäle auf. Nach Durchfahren sämtlicher Wellenlängenkanäle
liegen Intensitätsbilder vor, die bei konstant gewählten Belichtungszeiten
für jede Aufnahme das Hyperspektralbild der Mischprobe ergeben. In
dieser Arbeit wurde eine Belichtungszeit von 400 ms gewählt.
Indem die Belichtungszeiten der einzelnen Wellenlängenkanäle nach
den Koeffizienten der berechneten Spektralfilter als Vielfache einer Refe-
renzzeit angepasst werden, kann eine partielle Realisierung der optischen
Spektralfilter mit dem verwendeten Versuchssaufbau erfolgen. Dazu wird
das optische Spektralfilter f unterteilt nach
f = f+ − f− , (5.1)
mit f+ = [f+1, . . . , f+λ, . . . , f+Λ]













−fλ für fλ < 0 ,
0 sonst.
(5.3)
Es folgen Λ Aufzeichnungen mit Belichtungszeiten gewählt nach f+ und
f−. Die Summe bzw. Subtraktion der resultierenden Intensitätsbilder er-
geben das Intensitätsbild Cf (siehe Abschnitt 4.1). Falls jeweils eine Auf-
zeichnung erst nach Durchlaufen sämtlicher Wellenlängenkanäle bei ge-
öffnetem Shutter der Kamera erfolgt, wird zwischenzeitlich nur ein Inten-
sitätsbild für f+ bzw. f− aufgezeichnet. Diese ergeben nach Subtraktion
Cf .
Im Allgemeinen entspricht der Hardwareaufbau nicht den Anforderun-
gen, die sich aus den Zielsetzungen mit den angestrebten Anwendungsge-
bieten der optischen Spektralfilter ergeben (siehe Abschnitt 1.1). Es sind
bspw. kein mobiler Einsatz oder die Realisierung verschiedener optischer
Spektralfilter ortsaufgelöst möglich. Deshalb soll diese Art der Umsetzung
von optischen Spektralfiltern lediglich als ein Ausblick auf die Perspekti-
ven der Materialanteilsschätzung mithilfe von optischen Spektralfiltern
dienen. Bei der Auswertung der Methoden zur Materialanteilsschätzung
wird diese Umsetzung nicht weiter verfolgt.
5.2 Datensätze
An Datensätzen stehen mit den Farbpulvermischungen und den Quarz-
sandmischungen zwei Typen an händisch angefertigten Materialmischpro-
ben zur Verfügung (siehe Abschnitte 5.2.1–5.2.2). Mit diesen Materialien
ist es möglich, eigenständig Mischungen zu beliebigen Materialanteilen
herzustellen. Dabei erfolgt die Anteilsbemessung nach Volumenantei-
len. Es wird dadurch versucht, dem zugrundeliegenden Prinzip beim
LMM zur Beschreibung von Mischspektren, welches die Materialanteile
als anteilige Flächen eines Pixels betrachtet, zu entsprechen (siehe Ab-
schnitt 3.2.1.1). Die Materialmischungen werden in Setzkästen gefüllt, wie
sie in Ausschnitten in den Abbildungen 5.2 und 5.6 zu sehen sind. Mit
der Vorgehensweise zur Anfertigung von Materialmischungen können
zum einen die Materialanteile innerhalb von Messungenauigkeiten als









Abbildung 5.1 Schematische Darstellung des Versuchsaufbaus.
Materialien vor, die auch über größere Zeitabstände zu unveränderten
Reflektanzwerten führen. Zur Gewinnung eines Datensatzes erfolgt die
Aufzeichnung eines Hyperspektralbilds über den gesamten Setzkasten.
Nach einem Weißbildabgleich bei Verwendung eines Reflexionsstandards
des Herstellers Spectralon können die Reflektanzwerte ermittelt werden.
Anschließend werden die Bereiche mit Materialmischungen von anderen
Bereichen, wie bspw. den Rändern der Setzkästen, getrennt. Es werden
somit nur hyperspektrale Aufzeichnungen der Materialmischungen aus-
gewertet. Die Größe der Bereiche mit Materialmischungen wird fest zu
M = 20× 20 Pixel gewählt. Die Aufzeichnungen der Bereiche eines einzi-
gen Materials ergeben die ReinspektrenbibliothekenMi. Die Berechnung
von künstlichen Datensätzen in Abschnitt 5.2.3 greift auf diese Aufzeich-
nungen zurück.
5.2.1 Farbpulvermischungen
Bei den Farbpulvermischungen werden vier verschiedene Farbpigmente
des Herstellers Kremer Pigmente GmbH & Co. KG mit den Bezeichnungen
Chromoxid-Grün, Eisenglimmer-Violett, Eisenoxid-Gelb und Ultramarin-
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Blau zu Anteilsstufen {0 ; 0,2 ; 0,4 ; 0,6 ; 0,8 ; 1} miteinander vermengt
[121]. Es ergeben sich insgesamt 56 mögliche Kombinationen als Material-
mischungen. In Abb. 5.3 sind die gemittelten Spektren der reinen Farb-
pigmente bzw. -pulver zu sehen. Es können zwei Besonderheiten bei den
Farbpulvern beobachtet werden. Erstens neigen die Farbpulver zum An-
haften untereinander. Dadurch bilden sich zum Teil sichtbare Klümpchen
bei den vermischten Farbpigmenten aus, die auch an der Oberfläche in den
einzelnen Fächern des Setzkastens zum Vorschein treten (siehe Abb. 5.2).
Dies kann als Ursache für eine verhältnismäßig ausgeprägte Spektren-
variabilität angesehen werden (siehe bspw. Abb. 3.5). Zweitens besitzen
die meisten Farbpigmente Abmessungen von nur wenigen Nanometern
bis hinzu 600 nm. Dieser Bereich überschneidet sich mit dem Wellenlän-
genbereich, der mit dem Versuchsaufbau für die hyperspektralen Auf-
zeichnungen zur Verfügung steht. Als Folge sind Mehrfachstreuungen der
Photonen des einfallenden Lichts, wie bspw. die sog. Mie-Streuung [18],
innerhalb der Mischproben möglich. Somit interagieren in Richtung der
Kamera reflektierte Photonen mit mehren Reinstoffen, was als Grund für
nichtlineare Mischeffekte gilt (siehe Abschnitt 3.2.1). Es ergeben sich im Be-
trag teils hohe Abweichungen zwischen der Beschreibung der Mischspek-
tren als rein lineare Überlagerung der Reinspektren und den gemessenen
Mischspektren (siehe Abb. 4.6). Daraus folgt, dass eine genaue Materialan-
teilsschätzung mithilfe von optischen Spektralfiltern für den Datensatz der
Farbpulvermischungen, angesichts der gestellten Einschränkungen sowie
Zielen nach Abschnitt 4.1.2, eine schwierig zu lösende Aufgabe darstellt.
5.2.2 Quarzsandmischungen
Für den Erhalt von Mischungen aus eingefärbten Quarzsanden werden
zum einen vier verschiedene Quarzsande mit den Bezeichnungen Blau
5/104, Gelb 1/59, Grün 6/18 und Rot 3/4 des Herstellers Qsand mitein-
ander vermengt. Die Materialanteilsstufen werden gleich zu denen der
Farbpulvermischungen gewählt. Zum anderen werden drei verschiedene
Quarzsande mit den Bezeichnungen Blau 5/31, Gelb 1/17 sowie Rot 3/26
vermischt, wobei mit {0 ; 0,125 ; 0,25 ; 0,375 ; 0,5 ; 0,625 ; 0,75 ; 0,875 ; 1}
eine feinere Wahl der Anteilstufen erfolgt [135]. Es ergeben sich dadurch
zwei Datensätze mit 56 möglichen Mischungen der vier Quarzsande und
mit 45 möglichen Mischungen der drei Quarzsande. Es werden zwei
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Abbildung 5.2 Ausschnitt eines Setzkastens befüllt mit händisch angefertigten Mischproben
bestehend aus verschiedenen Farbpulvern.
gesonderte Setzkästen verwendet, die aufgezeichnet die Datensätze erge-
ben. Auch werden die Datensätze getrennt voneinander untersucht. Die
gemittelten Reinspektren zu den einzelenen Quarzsanden sind in den
Abbildungen 5.4–5.5 dargestellt.
Im Vergleich zu den Farbpulvermischungen besitzen die Quarzsande
Abmessungen in einem kleineren Bereich von 100 bis 300 nm. Folglich
muss erneut von Mehrfachstreuungen ausgegangen werden, die sich in
den gemessenen Mischspektren widerspiegeln können. Wie Abb. 5.6 zeigt,
sind die Mischungen der Quarzsande deutlich homogener als die der Farb-
pulvermischungen. Einzelne Klümpchenbildungen sind nicht zu sehen
und die Oberfläche der befüllten Mischfächer erscheint glatter. Weiterhin
ist eine Spektrenvariabilität beobachtbar, die nach Abb. 5.7 im betrachte-
ten Wellenlängenbereich unterschiedlich stark auftritt. Die gemessenen
Mischspektren weisen betragsmäßig deutlich kleinere Abweichungen zu
den rein linear überlagerten Reinspektren im Vergleich zu der Farbpul-
vermischung auf (siehe bspw. Abb. 5.8). Somit sollte die Materialanteils-
schätzung bei den Datensätzen der Quarzsandmischungen der Erwartung
gemäß genauer als bei den Farbpulvermischungen möglich sein.
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Abbildung 5.3 Reflektanz der Reinstoffe der Mischprobe aus vier verschiedenen Farbpig-
menten im betrachteten Wellenlängenbereich.











Grün 6/18 Rot 3/4
Blau 5/104 Gelb 1/59
Abbildung 5.4 Reflektanz der Reinstoffe der Mischprobe aus vier verschiedenen Quarzsan-
den im betrachteten Wellenlängenbereich.
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Blau 5/31 Rot 3/26
Gelb 1/17
Abbildung 5.5 Reflektanz der Reinstoffe der Mischprobe aus drei verschiedenen Quarzsan-
den im betrachteten Wellenlängenbereich.
Abbildung 5.6 Ausschnitt eines Setzkastens befüllt mit händisch angefertigten Mischproben
aus verschieden eingefärbten Quarzsanden.
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Abbildung 5.7 Spektren des Quarzsands Blau 5/104 aufgezeichnet an 100 Pixeln als Bei-
spiel für die Spektrenvariabilität. Durch die Wahl unterschiedlicher Farben für die einzelnen
Spektren werden die unterschiedlichen spektralen Verläufe deutlich.



















Abbildung 5.8 Nach Entfernen des spektralen Gleichanteils: Aufgezeichnetes Spektrum
eines Mischfachs der Mischungen aus bis zu vier Quarzsanden gemittelt über alle Pixel und




Sämtliche Verfahren zur Berechnung von optischen Spektralfiltern berufen
sich weitestgehend auf das LMM. Aus diesem Grund sollen auch das LMM
den nachfolgenden künstlichen Datensätze zugrunde liegen, wobei die
Möglichkeit bestehen soll, gezielt verschiedene Formen von Abweichun-
gen zu der rein linearen Überlagerung der Reinspektren hinzuzufügen.
Es liegt ein Augenmerk darauf, dass sowohl allgemeine Abweichungen
als auch Abweichungen durch die Spektrenvariabilität, die als anteilsab-
hängige Abweichungen angesehen werden, unabhängig voneinander und
in unterschiedlichen Stärken eingestellt werden können. Dadurch ist es
möglich, die Methoden zur Materialanteilsschätzung auf Mischspektren
anzuwenden, die festgelegte Abweichungen enthalten. Es sind nicht nur
die wahren Materialanteile bekannt, sondern auch die Stärke und Art der
Abweichungen. Als Folge können auch Auswertungen der Verfahren in
Abhängigkeit von gewählten Abweichungen erfolgen.
Im Allgemeinen bieten sich neben dem LMM auch weitere Mischmodel-
le der Literatur an, um Datensätze zur Auswertung zu berechnen (siehe
Abschnitt 3.2.1). Die Aussagefähigkeit der Auswertung solcher Daten-
sätze ist jedoch nur bedingt allgemeingültig. Oftmals werden Parameter
zum Erstellen der Datensätze festgelegt, die nicht unmittelbar im Zusam-
menhang zu einem bekannten Einfluss stehen, wie dieser bspw. durch
die Spektrenvariabilität vorliegt. Somit eignet sich die Verwendung von
solchen Mischmodellen vielmehr, falls eine Problemstellung gegeben ist,
die möglichst genau modelliert werden soll. Es kann notwendig sein,
um umfangreichere Auswertungen durchzuführen als diese, die mit den
verfügbaren aufgezeichneten hyperspektralen Daten möglich sind.
Eine auf eine einzelne Problemstellung zugeschnittene Auswertung
der Verfahren zur Materialanteilsschätzung wird in dieser Arbeit nicht
angestrebt. Stattdessen sollen nur wenige Parameter zur Datenerzeugung
notwendig sein, welche mit möglichst leicht einzusehenden Auswirkun-
gen festgelegt werden können. Es wird deshalb das Mischmodell
yKD = (M + ∆M)︸ ︷︷ ︸
:=MKD
aKD + εKD




zur Berechnung von künstlichen Datensätzen vorgeschlagen. Das Misch-
spektrum yKD ∈ RΛ ergibt sich somit aus der rein linearen Überlagerung
der gemittelten Reinspektren in M und den Abweichungen aufgrund
von ∆M = [∆m1, . . . ,∆mP ]
T ∈ RΛ×P , die mit den wählbaren Materi-
alanteilen aKD ∈ RP gewichtet werden, sowie allgemeinen Abweichun-
gen εKD ∈ RΛ. Um künstliche Datensätze zu erzeugen, müssen ∆M,
εKD und aKD vorgegeben werden. Dazu erfolgen für ∆M und εKD je-










. Mit dieser Wahl beschränkt
sich das Mischmodell (5.4), abgesehen von aKD und der Größe des Daten-




Parameter für ∆M sowie 2 ·Λ Parameter für εKD.
Indem Σ∆mi durch Berechnung der Kovarianzmatrix zuMi festgelegt
wird, reduziert sich die Anzahl an freien Parameter auf P · Λ für ∆M.
Um bspw. die Wurzeln der Diagonalelemente dieser Kovarianzmatrizen
σ∆mi =
[
σ∆mi1 , . . . , σ∆miΛ
]T leichter zu interpretieren und eine sinnvolle
Bestimmung von σεKD =
[
σεKD1 , . . . , σεKDΛ
















yLMM = [yLMM1, . . . , yLMMΛ]
T
= M aKD (5.7)
in Anlehnung an die üblichen Angaben in der Spektroskopie eingeführt
[24]. Es ergeben sich greifbare Darstellungen für die im künstlichen Daten-
satz enthaltenen Parameter. Die systematischen Abweichungen µ∆mi =[
µ∆mi1 , . . . , µ∆miΛ
]T und µεKD = [µεKD1 , . . . , µεKDΛ]T können als vorzei-






















= 1 + µεKDλ , (5.9)
sind auch die Festlegungen dieser Größen mit unmittelbar einsehbaren
Auswirkungen in der Berechnung des künstlichen Datensatzes verbunden.
Die Materialanteile aKD werden durch die Anzahl an Stufen QKD be-
stimmt, da eine äquidistante Aufteilung des physikalisch sinnvollen Be-
reichs [0, 1] vorgenommen wird. Es ergeben sich bspw. für QKD = 11
die möglichen Materialanteile {0 ; 0,1 ; 0,2 ; . . . ; 0,9 ; 1}, womit sämtliche
Mischkombinationen der P Materialien erzeugt werden. Das Mischspek-
trum yKD unterliegt einem Zufallsprozess. Es bestimmen die Anzahl an
Realisierungen NaKD für ein festes aKD sowie QKD und P die Größe des
künstlichen Datensatzes. Nach dem gewählten Ansatz zur Berechnung
von Mischspektren besitzt jedes Mischspektrum eine andere Reinspektren-
matrix MKD und allgemeine Abweichung εKD.
Die Verwendung von künstlichen Datensätzen bietet die Möglichkeit,
zahlreichere Auswertungen durchzuführen, als diese bei händisch ange-
fertigten Mischproben in einem angemessen Zeitrahmen möglich wären.
Zudem sind gezielte Eingriffe in einen Datensatz nur dadurch möglich. Im
Rahmen dieser Arbeit werden die künstlichen Datensätze insbesondere
auch zur Verwendung der Klassifikationsverfahren benötigt. Es müssen
hier Zugriffe auf bekannte Mischspektren für das Training innerhalb dieser
Methoden unter den gesetzten Einschränkungen der Materialanteilsschät-
zung mithilfe von optischen Spektralfiltern bereitgestellt werden. Durch
die Verwendung der aufgezeichneten Reinspektren der Farbpulver bzw.
der eingefärbten Quarzsande beim Erstellen der Trainingsdatensätze be-
stehen Zusammenhänge zur unbekannten Mischprobe.
Das vorgeschlagene Mischmodell (5.4) kann beliebig erweitert werden.
Indem z. B. auch keine Diagonalmatrix als Kovarianzmatrix für die Be-
schreibung der allgemeinen Abweichungen verwendet wird, kann berück-
sichtigt werden, dass benachbarte Wellenlängenkanäle häufig korreliert
sind [116]. Durch solche Maßnahmen erhöht sich die Anzahl an festzu-
legenden Parametern jedoch schnell erheblich, was bei der Erzeugung




Für die Bewertung von geschätzten Materialanteilen, die über eines der
Verfahren zum Entwurf dafür geeigneter optischer Spektralfilter ermittelt
wurden, werden der Effektivwert des Fehlers ERMS und die Bewertungs-
größen für das Einhalten der NN- und STO-Bedingungen mit ∆NN bzw.
∆STO nach Abschnitt 4.1.2 verwendet. Es stehen bei den Farbpulver- und
Quarzsandmischungen aufgrund der Ausmaße der Setzkästen und des
Versuchsaufbaus 400 Mischspektren je Mischfach zur Verfügung. Bei den
künstlichen Datensätzen wird mit NaKD = 400 die gleiche Anzahl gewählt.
Die Materialanteilsschätzung erfolgt mit dem über allen 400 Pixeln gemit-
telten Mischspektrum eines Mischfachs. Somit kann für jedes Mischfach o,
o = 1, . . . , O undO der Anzahl an Mischfächern, eine Materialanteilsschät-
zung erfolgen. Es lässt sich jeweils ein Wert der Bewertungsgrößen ERMSo,
∆NNo und ∆STOo bestimmen. Um einen Datensatz insgesamt zu bewerten,



















Es können dadurch die Bewertungsgrößen zwischen den Datensätzen ver-
glichen werden sowie für jede Materialanteilszusammensetzung in einem
Datensatz beobachtet werden. In den Tabellen A.1–A.2 in Abschnitt A.1
werden dazu für die verwendeten Datensätze die wahren Materialanteile
über den indizierten Mischfächern o aufgeführt. Fächer mit reinen Ma-
terialien fließen nicht in die Bewertung ein, da deren Spektren mitMi
bzw. M aufgezeichnet in den Verfahren zur Bestimmung der optischen
Spektralfilter enthalten sind. Diese entsprechen während der Materialan-




Die Materialanteilsschätzung mithilfe von optischen Spektralfiltern er-
folgt über ein Verfahren, das sich aus der Zusammensetzung von ausge-
wählten Methoden in den einzelnen Stufen nach Abb. 4.10 ergibt. Auf-
grund der teils zahlreichen Auswahlmöglichkeiten (siehe Tabelle 4.1) ist
eine hohe Anzahl an Kombinationen und somit an Verfahren zur Material-
anteilsschätzung möglich. Abbildung 5.9 zeigt dazu die einzelnen Stufen
aus Abb. 4.10 zusammen mit den Auswahlmöglichkeiten in Tabelle 4.1
zu einem Ablaufschema angeordnet. In den nachfolgenden Abschnitten
werden bei mehreren Auswahlmöglichkeiten von Methoden in den Stufen
Bandselektion und Materialerkennung die Ergebnisse jeweils nur einer
Auswahl gezeigt. In der Stufe Materialanteilsschätzung werden dagegen
die Ergebnisse sämtlicher Methoden sowohl innerhalb der Klassifikation
von quantisierten Materialanteilen als auch innerhalb der Bestimmung
von kontinuierlichen Materialanteilen jeweils miteinander verglichen. Bei
der Klassifikation quantisierter Materialanteile und der iterativen Mate-
rialanteilsschätzung werden die Ergebnisse mit den Ergebnissen durch
Verwendung der PSE und bei gleicher Wahl in den Stufen Bandselekti-
on und Materialerkennung sowie bei der Wahl von keinen der in diesen
Stufen möglichen Methoden verglichen.
Die künstlichen Datensätze werden als Trainingsdatensätze sowohl für
die Materialerkennung als auch für die Klassifikation von quantisierten
Materialanteilen verwendet. Es erfolgt jedoch keine Schätzung von Ma-
terialanteilen der künstlichen Datensätze innerhalb der Auswertung. Bei
einem Verfahren, das ein Klassifikationsverfahren aufgrund der Wahl
für eine Materialerkennung oder für eine Bestimmung von quantisierten
Materialanteilen enthält, widerspricht die Untersuchung des künstlichen
Datensatzes den formulierten Herausforderungen in Abschnitt 4.1.2. Die
Methode zur Materialanteilsschätzung würde Mischspektren, deren Ma-
terialanteile zu bestimmen sind, auch für den Entwurf optischer Spek-
tralfilter verwenden. Insbesondere ist in einer realen Anwendung von
einer solch hohen Ähnlichkeit zwischen Trainingsdatensatz und der zu
untersuchenden Mischprobe nicht auszugehen.
5.3.1 Parameterwahl
Die Auswertung behandelt zu den Datensätzen der Farbpulvermischung























Abbildung 5.9 Schema der einzelnen Auswahlmöglichkeiten zum Entwurf von optischen
Spektralfiltern für eine Materialanteilsschätzung: Stets angewendete Stufen sind eckig um-
randet. Abgerundete Rahmen kennzeichnen wählbare Stufen und Verfahren.
105
5 Auswertung
Datensätze, die jeweils die aufgezeichneten Reinspektren der händisch
angefertigten Materialmischungen enthalten. Dabei werden die Anzahl an
Stufen mit QKD = 6 bei 4 Materialien bzw. QKD = 9 bei 3 Materialien so
festgelegt, dass sich die gleichen Materialanteilsstufen wie in den händisch
angefertigten Materialmischungen ergeben. Die verbleibenden Parameter
sind zu µ∆miλ = −0,05, µεKDλ = 0 und SNRεKDλ = 15 dB ∀λ in sämtlichen
Datensätzen frei gewählt. Durch das Entfernen des spektralen Gleichan-
teils mit der DCT wirkt sich µ∆miλ besitzt bei gleicher Wahl von µ∆miλ
über alle Wellenkanäle keine Auswirkung. Mit dem negativen Vorzeichen
bei µ∆miλ wird berücksichtigt, dass gemessene Reflektanzwerte meist
niedriger liegen als Reflektanzwerte nach einer rein linear gewichteten
Überlagerung der gemittelten Reinspektren (vgl. Abb. 4.5).
Für die Bestimmung quantisierter Materialanteile werden Klassifikati-
onsverfahren eingesetzt, die zum Training einen künstlichen Datensatz
nach Abschnitt 5.2.3 verwenden. Die Parameter zur Berechnung dieser
Datensätze sind für die Anwendung sowohl der Farbpulver- als auch
der Quarzsandmischungen stets gleich gewählt. Unterschiede zwischen
berechneten Datensätzen für einen Typ von Materialmischung können
sich dennoch ergeben, da Realisierungen von Zufallsgrößen enthalten
sind. Somit können sich mit jedem neu berechneten Datensatz auch die
Ergebnisse der Klassifikation quantisierter Materialanteile unterscheiden,
da die Klassifikationsverfahren nach dem Training verschieden sind. Für
die Bewertung der quantisierten Materialanteile werden bei allen Klassifi-
kationsverfahren stets die gleichen künstlichen Datensätze zum Training
verwendet. Selbiges gilt für die Erkennung von Materialien (siehe Ab-
schnitt 4.7.1), die u. a. in Abschnitt 5.3.2.2 sowie Abschnitt 5.3.3.2 enthalten
ist.
Bei den Methoden zur Klassifikation FLDA, SVM und MWV sind über
die in Abschnitt 2.2 genannten Festlegungen hinaus keine weiteren Para-
meter zu bestimmen. Für die LVQ-SOM müssen eine Kartengröße über
die Anzahl an Neuronen und eine Struktur gewählt werden. In sämtlichen
Auswertungen erfolgt die Wahl nach den als bekannt vorausgesetzten
Anteilsstufen. Für 6 Anteilsstufen bei P = 4 Materialien wird die Struk-
tur nach Abb. 5.10(a) bestehend aus 12 Neuronen gewählt. Liegen neun
Anteilsstufen bei P = 4 Materialien vor, werden 21 Neuronen benutzt





























































Abbildung 5.10 Anteilswerte der Neuronen unter Verwendung der LVQ-SOM bei unter-
schiedlicher Anzahl von Anteilsstufen.
dadurch, dass für Anteilsstufen eines Materials in etwa mittig zwischen 0
und 1 möglicherweise eine stärkere Varianz im Datensatz vorliegt als dies
bspw. für aQ = 1 der Fall ist. Somit erscheint eine höhere Anzahl an Neu-
ronen für diese Klassen sinnvoll. Die Anzahl an Trainingsschritten wird
mit T = 15 · |D| als ein Vielfaches der Größe des Datensatzes gewählt. Die
Lernrate zu Beginn wird auf l[0] = 0,8 gesetzt. Als Nachbarschaftsfunktion
im Training wird die Gauß-Funktion verwendet, wodurch die genutzte
Implementierung zur LVQ-SOM in der somtoolbox für Matlab parametriert
ist.
Bei den iterativen Verfahren zur Materialanteilsschätzung wird die ma-
ximale Anzahl an Iterationen auf S = 400 gesetzt. Die iterative Materialan-
teilsschätzung mit dem FCLS-Algorithmus enthält keine weiteren festzule-
gende Parameter (siehe Abschnitt 4.6.1). Beim MCLS-Algorithums müssen
die Schwellenwerte εMCLS1, εMCLS2 gewählt und die Gewichte tMCLS1,
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tMCLS2 initialisiert werden. Dabei erfolgt die Wahl im Rahmen der Aus-
wertungen mit εMCLS1 = εMCLS2 = 0,01 sowie tMCLS1 = tMCLS2 = 10000
nach Empfehlungen in [29]. Im neu entwickelten IMS-Verfahren wird die
Stärke der Veränderungen der Reinspektrenmatrizen auf C = 0,05 ge-
setzt. Mit dieser Wahl wird S in keiner der durchgeführten Auswertungen
erreicht und stellt somit kein Abbruchkriterium dar.
Nachfolgend werden die Ergebnisse entsprechend der beschriebenen
Vorgehensweise aufgeführt. Nach der Entscheidung für oder gegen eine
Bandselektion erfolgt eine Unterteilung in die Klassifikation quantisier-
ter Materialanteile und die Schätzung kontinuierlicher Materialanteile
mit den übrigen Verfahren, die im Allgemeinen der iterativen Materi-
alanteilsschätzung zugeordnet werden. Die Entfernung des spektralen
Gleichanteils mithilfe der diskreten Kosinustransformation ist bei allen
Auswertungen enthalten, da sich mit dieser Stufe stets Verbesserungen
der Bewertungsgrößen zu den ermittelten Materialanteilsschätzungen
ergeben.
5.3.2 Ergebnisse mit Bandselektion
Die Auswertung von geschätzten Materialanteilen bei Verwendung ei-
ner Bandselektion erfolgt im Folgenden unter Einsatz von (4.26) mit bBl
zur Bewertung einzelner Bandbereiche. Die Ergebnisse, die sich aus der
Bewertung mit bAl ergeben, d. h. es erfolgt kein expliziter Einbezug der
Spektrenvariabilität innerhalb der Bandbereiche (siehe Abschnitt 4.4.2),
sind in Abschnitt A.2 aufgeführt. Bei sämtlichen Datensätzen werden zehn
Bandbereiche ausgewählt, was bei Materialmischungen bestehend aus
P = 4 Materialien Λ = 50 aus Λmax = 90 gewählte Wellenlängenkanäle
bedeutet. Bei Materialmischungen mit P = 3 Materialien werden dagegen
Λ = 40 aus Λmax = 88 Wellenlängenkanälen beibehalten. In sämtlichen
Verfahren zur Bandselektion setzt sich ein Bandbereich aus P + 1 Wellen-
längenkanälen zusammen. Im Allgemeinen unterscheiden sich die Ergeb-
nisse bei einer leicht veränderten Anzahl an gewählten Bandbereichen nur
wenig. Eine Umsetzung der optischen Spektralfilter zur Materialanteils-
schätzung in einer Hardware liefert womöglich zusätzliche Vorgaben, die
in der Auswahl der Bandbereiche mit zu berücksichtigen wären.
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5.3.2.1 Klassifikation quantisierter Materialanteile
Die Ergebnisse der Bewertungsgrößen gemittelt über alle Mischfächer
können Tabelle 5.1 entnommen werden. Bei der Anwendung der PSE,
deren Materialanteilsschätzungen als Referenz dienen, zeigt sich, dass die
Farbpulvermischung höhere ĒRMS im Vergleich zu beiden betrachteten
Quarzsandmischungen aufweisen. Dagegen befinden sich ∆̄STO und ∆̄NN
in einem ähnlichen Bereich. Die quantisierten Materialanteilsschätzungen
sämtlicher Klassifikationsverfahren führen aufgrund der zugrundeliegen-
den Vorgehensweise stets zu ∆̄NN = 0. Im Bezug auf ĒRMS gibt es bei
sämtlichen Datensätzen mindestens ein Verfahren, das zu einer Verbes-
serung führt. Insbesondere bei den Farbpulvermischungen weisen alle
Klassifikationsergebnisse geringere Werte auf. Demgegenüber sind Ver-
schlechterungen bezüglich ∆̄STO bei sämtlichen Klassifikationsverfahren
im Vergleich zur PSE zu beobachten.
Zwischen den Methoden FLDA und SVM sowie LVQ-SOM und MWV
liegen Ähnlichkeiten in den Ergebnissen der quantisierten Materialanteile
gemittelt über alle Mischfächer nach ĒRMS vor. Mit den vergleichbaren
Trainingsvorgängen der FLDA und der SVM sowie dem ähnlichen Prin-
zip der Ermittlung der Klassenzugehörigkeit bei der LVQ-SOM und dem
MWV kann eine mögliche Erklärung für diese Beobachtung gefunden
werden. Es ist bemerkenswert, dass der zur LVQ-SOM verhältnismäßig
einfache Ansatz im MWV für die Bestimmung der optischen Spektralfilter
zu ähnlichen oder genaueren Ergebnissen, gemessen an den Bewertungs-
größen, führt. Für das MWV müssen weniger Parameter festgelegt wer-
den. Gegenüber der FLDA und der SVM sind die Werte des ĒRMS bei der
LVQ-SOM und dem MWV zwar deutlich höher, jedoch sind einzig diese
Verfahren zur Materialanteilsschätzung invariant gegenüber der Beleuch-
tung. Besonders hoch fällt die Verschlechterung in den Mischungen der
Quarzsande aus. Bei der Farbpulvermischung besitzt dagegen das MWV
den geringsten ĒRMS sämtlicher Verfahren, was für ∆̄STO nicht gilt.
Die Auswertungen der Bewertungsgrößen in den einzelnen Mischfä-
chern zeigen deutliche Unterschiede zwischen den Verfahren, auch wenn
gemittelt ähnliche Ergebnisse vorliegen (siehe Abbildungen 5.11–5.16).
Dabei ist zu sehen, dass höhere ∆̄STO der Klassifikationsverfahren ge-
genüber der PSE durch vereinzelt sehr hohe ∆STO verursacht werden. In
den meisten Mischfächern gibt es mindestens ein Klassifikationsverfahren,
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Tabelle 5.1 Vergleich der klassifizierten und geschätzten Materialanteile nach Anwendung
der PSE anhand der Bewertungsgrößen gemittelt über alle Mischfächer: Zu sehen sind die
Ergebnisse bei Verwendung der Bandselektion mithilfe von bBl und der Auswahl von 10
Bandbereichen.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3299 0,1364 0,0486 0,1307 0,1642 0,0740 0,1061 0,0992 0,0470
FLDA 0,2779 0,1692 0,0000 0,1046 0,1548 0,0000 0,1006 0,1923 0,0000
SVM 0,2639 0,2154 0,0000 0,1119 0,1458 0,0000 0,0937 0,1808 0,0000
LVQ-SOM 0,3105 0,5808 0,0000 0,2078 0,1875 0,0000 0,3140 0,7115 0,0000
MWV 0,2402 0,3885 0,0000 0,2286 0,2946 0,0000 0,2515 0,5077 0,0000
welches geringere ERMS und ∆STO aufweist.
5.3.2.2 Iterative Materialanteilsschätzung
Mit den Methoden der iterativen Schätzverfahren zur Materialanteils-
bestimmung sollen sowohl geringe ∆NN als auch geringe ∆STO erzielt
werden. Kennzeichnend ist bei diesen Verfahren die Verwendung von auf-
gezeichneten Intensitätsbildern, wie bspw. die Materialanteilsschätzung,
der vorherigen Iterationen. In der Tabelle 5.2 sind die über alle Mischfächer
gemittelten Bewertungsgrößen der Schätzungen nach Anwendung der
iterativen Verfahren auf die einzelnen Datensätze zu sehen.
Im Datensatz der vermischten Farbpulver erreichen sämtliche iterative
Verfahren einen geringeren ĒRMS gegenüber der PSE. Bei beiden Quarz-
sandmischungen können nur mit dem MCLS und der IMS ähnliche Werte
im Vergleich zur PSE erzielt werden, wohingegen der FCLS-Algorithmus
zu einer Verschlechterung führt. Die Bewertungsgrößen ∆̄NN und ∆̄STO
können mithilfe des MCLS-Algorithmus und dem IMS-Verfahren in allen
Datensätzen verbessert werden. Die Methoden FCLS und MCLS führen
bedingt durch den jeweils dahinter stehenden Algorithmus zwangsläufig
zu ∆̄STO = 0. Das Ergebnis ∆̄NN = 0 in sämtlichen Datensätzen nach Ver-
wendung von MCLS muss im Allgemeinen nicht stets vorliegen. Ebenso
bedingt durch die Vorgehensweise verschlechtern sich beim IMS-Verfahren
in keinem Fall ∆̄NN und ∆̄STO gegenüber der PSE.
Insgesamt sind die Streuungen der Bewertungsgrößen im Allgemeinen
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PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.11 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
klassifizierten und geschätzten Materialanteile, jeweils bei Verwendung der Bandselektion
mithilfe von bBl und der Auswahl von 10 Bandbereichen.










PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.12 Farbpulvermischung: Vergleich der Abweichung von der STO-Bedingung
der klassifizierten und geschätzten Materialanteile bewertet mit ∆STO, jeweils bei Verwen-
dung der Bandselektion mithilfe von bBl und der Auswahl von 10 Bandbereichen.
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PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.13 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der klassifizierten und geschätzten Materialanteile, jeweils bei
Verwendung der Bandselektion mithilfe von bBl und der Auswahl von 10 Bandbereichen.









PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.14 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der klassifizierten und geschätzten Materialanteile bewertet
















PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.15 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der klassifizierten und geschätzten Materialanteile, jeweils bei
Verwendung der Bandselektion mithilfe von bBl und der Auswahl von 10 Bandbereichen.










PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.16 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der klassifizierten und geschätzten Materialanteile bewertet





und insbesondere von ĒRMS zwischen den iterativen Verfahren geringer
als bei der Klassifikation von quantisierten Materialanteilen. In den ein-
zelnen Mischfächern der Datensätze sind dagegen auch Unterschiede der
iterativen Verfahren abzulesen (siehe Abbildungen 5.17–5.25). Allerdings
liegen keine vereinzelte erhebliche Verschlechterungen gegenüber der
PSE vor. Die Verfahren MCLS und IMS zeigen gegenüber der PSE die
größten Ähnlichkeit, wohingegen mit dem FCLS-Algorithmus größere
Unterschiede und im Einzelnen auch schlechtere Ergebnisse auftreten.
In Tabelle 5.3 sind die Ergebnisse der über alle Mischfächer gemittelten
Bewertungsgrößen aufgeführt, die aus der Anwendung der PSE oder eines
iterativen Verfahrens nach einer vorherigen Materialerkennung resultieren.
Es zeigen sich dabei nur geringfügige Veränderungen gegenüber den
Ergebnissen ohne Materialerkennung. In den Abbildungen 5.26–5.28 ist
beispielhaft der Vergleich des ERMS mit und ohne Materialerkennung
beim IMS-Verfahren in den Datensätzen aufgetragen über den einzelnen
Mischfächern zu sehen.
Tabelle 5.2 Vergleich der geschätzten Materialanteile nach Anwendung der PSE und der
iterativen Verfahren anhand der Bewertungsgrößen gemittelt über alle Mischfächer: Zu sehen
sind die Ergebnisse bei Verwendung der Bandselektion mithilfe von bBl und der Auswahl
von 10 Bandbereichen.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3299 0,1364 0,0486 0,1307 0,1642 0,0074 0,1061 0,0992 0,0470
FCLS 0,2881 0,2351 0,0000 0,2032 0,3718 0,0000 0,1289 0,2072 0,0000
MCLS 0,2921 0,0000 0,0000 0,1193 0,0000 0,0000 0,0996 0,0000 0,0000
IMS 0,2950 0,0815 0,0131 0,1327 0,1623 0,0024 0,1066 0,0800 0,0132
5.3.2.3 Fazit
Die Materialanteilsschätzung mithilfe der PSE und einer Bandselektion
führt bei sämtlichen Datensätzen zu Abweichungen der NN- und STO-
Bedingungen. Besonders hoch sind diese Abweichungen in der Farbpul-
vermischung, wobei hier auch hohe ĒRMS zu beobachten sind. Die Klas-
sifikationsverfahren können Abweichungen von der NN-Bedingung ver-
meiden. Eine Verbesserung in den übrigen Bewertungsgrößen wird nicht
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PSE FCLS MCLS IMS
Abbildung 5.17 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
geschätzten Materialanteile, jeweils bei Verwendung der Bandselektion mithilfe von bBl .









PSE FCLS MCLS IMS
Abbildung 5.18 Farbpulvermischung: Vergleich der Abweichung von der STO-Bedingung
der geschätzten Materialanteile bewertet mit ∆STO, jeweils bei Verwendung der Bandselek-
tion mithilfe von bBl .
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PSE FCLS MCLS IMS
Abbildung 5.19 Farbpulvermischung: Vergleich der Abweichung von der NN-Bedingung
der geschätzten Materialanteile bewertet mit ∆NN, jeweils bei Verwendung der Bandselekti-
on mithilfe von bBl .









PSE FCLS MCLS IMS
Abbildung 5.20 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bBl .
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PSE FCLS MCLS IMS
Abbildung 5.21 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der geschätzten Materialanteile bewertet mit ∆STO, jeweils
bei Verwendung der Bandselektion mithilfe von bBl .








PSE FCLS MCLS IMS
Abbildung 5.22 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der NN-Bedingung der geschätzten Materialanteile bewertet mit ∆NN, jeweils
bei Verwendung der Bandselektion mithilfe von bBl .
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PSE FCLS MCLS IMS
Abbildung 5.23 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bBl .











PSE FCLS MCLS IMS
Abbildung 5.24 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der geschätzten Materialanteile bewertet mit ∆STO, jeweils
bei Verwendung der Bandselektion mithilfe von bBl .
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PSE FCLS MCLS IMS
Abbildung 5.25 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der NN-Bedingung der geschätzten Materialanteile bewertet mit ∆NN, jeweils
bei Verwendung der Bandselektion mithilfe von bBl .










IMS IMS mit ME
Abbildung 5.26 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
geschätzten Materialanteile, jeweils bei Verwendung der Bandselektion mithilfe von bBl
sowie mit und ohne Materialerkennung (ME) für das IMS-Verfahren.
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IMS IMS mit ME
Abbildung 5.27 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Ef-
fektivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung
der Bandselektion mithilfe von bBl sowie mit und ohne Materialerkennung (ME) für das
IMS-Verfahren.











IMS IMS mit ME
Abbildung 5.28 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Ef-
fektivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung




Tabelle 5.3 Vergleich der geschätzten Materialanteile nach Anwendung der PSE und der
iterativen Verfahren anhand der Bewertungsgrößen gemittelt über alle Mischfächer: Zu sehen
sind die Ergebnisse bei Verwendung der Bandselektion mithilfe von bBl und der Auswahl
von 10 Bandbereichen sowie einer Materialerkennung mit der SVM als Bestandteil zur
Erkennung.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3208 0,0927 0,0272 0,1302 0,1652 0,0053 0,1039 0,1008 0,0263
FCLS 0,2889 0,1734 0,0000 0,2025 0,3689 0,0000 0,1264 0,2028 0,0000
MCLS 0,3022 0,0000 0,0000 0,1131 0,0000 0,0000 0,0932 0,0000 0,0000
IMS 0,3019 0,0620 0,0087 0,1322 0,1644 0,0016 0,1080 0,0903 0,0068
stets erreicht. Es treten auch teilweise erheblich ungenauere Schätzungen
auf. In Abhängigkeit der Anwendung können diese gerechtfertigt werden,
da mit der LVQ-SOM und dem MWV die einzigen Verfahren vorliegen,
die auch gegenüber der Beleuchtung invariant sind.
Anhand der Ergebnisse in den betrachtenden Datensätzen besteht bei
den iterativen Verfahren eine geringere Gefahr von starken Verschlechte-
rungen in der Genauigkeit der geschätzten Materialanteile gegenüber der
PSE. Dafür sind auch keine wesentlichen Verbesserungen zu beobachten,
falls die PSE zu ungenauen Ergebnissen führt. Die Materialerkennung
kann meist keine Verbesserung der Bewertungsgrößen erzielen. Der Ein-
satz der Materialerkennung erhöht zunächst die Anzahl an notwendigen
optischen Spektralfiltern. Dafür kann die Gesamtanzahl an optischen Spek-
tralfiltern nach Anwendung eines der iterativen Verfahren bei sehr vielen
Iterationsschritten mit der Materialerkennung geringer sein. In Abhän-
gigkeit der Hardwarerealisierung kann dies ggf. ein wesentlicher Vorteil
sein, indem sich bspw. die örtliche Auflösung erhöht. Dadurch ist der
Materialerkennung dennoch eine nützliche Rolle zuzuschreiben, deren
Bedeutung neben der Hardwarerealisierung auch anhand von wesentlich
umfangreicheren Anwendungen erst bewertet werden kann.
5.3.3 Ergebnisse ohne Bandselektion
In den nachfolgenden Abschnitten erfolgen die Klassifikation quantisierter
Materialanteile und die Anwendung iterativer Verfahren zur Material-
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anteilsschätzung ohne Bandselektion. Demnach werden bei den Mate-
rialmischungen bestehend aus bis zu vier Materialien sämtliche 22 bzw.
bei Mischungen bestehend aus bis zu drei Materialien sämtliche 18 zur
Verfügung stehende Bandbereiche betrachtet. Die jeweils insgesamt zur
Verfügung stehenden Bandbereiche L ergeben sich aus der maximalen
Anzahl an Wellenlängenkanälen Λmax und der Anzahl an Materialien P
(siehe Abschnitt 4.4.2). Somit ist lediglich die Entfernung des spektralen
Gleichanteils als Maßnahme zur Reduktion der Abweichungen zwischen
einem Mischspektrum und der gewichteten rein linearen Überlagerung
der gemittelten Reinspektren beim Entwurf optischer Spektralfilter für
eine Materialanteilsbestimmung inbegriffen.
5.3.3.1 Klassifikation quantisierter Materialanteile
Die Bewertungsgrößen gemittelt über alle Mischfächer der einzelnen Da-
tensätze bei Anwendung eines der Klassifikationsverfahren für die Bestim-
mung quantisierter Materialanteile sind in Tabelle 5.4 zu sehen. Zudem
sind die Ergebnisse nach Verwendung der PSE zur Materialanteilsschät-
zung ohne Bandselektion enthalten. Im Vergleich zur Anwendung der
Bandselektion zeigen sich die Bewertungsgrößen der Materialanteilsschät-
zung mithilfe der PSE kaum verändert. Dagegen sind die klassifizierten
Materialanteile hinsichtlich ĒRMS bei sämtlichen Klassifikationsverfahren
und in allen Datensätzen deutlich ungenauer. Eine Ausnahme stellt das
MWV bei den Quarzsandmischungen dar. Auch ∆̄STO bleibt meist hoch,
wobei kein einheitlicher Trend der Veränderungen zu den Ergebnissen
nach einer Bandselektion beobachtet werden kann. Auffallend stark sind
die Verschlechterungen bei der Anwendung von LVQ-SOM zu beobachten.
Eine Ursache hierfür kann das Prinzip der Dimensionsreduktion sein, das
von sämtlichen SOM-Verfahren verfolgt wird. Die Dimensionsreduktion
ist umso stärker, je größer die Differenz zwischen der gewählten Anzahl an
Neuronen der SOM und der Anzahl an Wellenlängen Λ ist. Im Gegensatz
dazu sind die durchgängigen Verschlechterungen der Bewertungsgrößen
bei den übrigen Klassifikationsverfahren auf größere Unterschiede zwi-
schen dem Trainingsdatensatz, welcher dem LMM zugrunde liegt, und
den aufgezeichneten Mischspektren zurückzuführen. Die Bandselektion
verfolgt gerade das Ziel, spektrale Bereiche mit großen Unterschieden
zwischen LMM und aufgezeichnetem Mischspektrum zu erkennen und
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bei der Materialanteilsschätzung nicht weiter zu berücksichtigen.
Ein Blick auf die Ergebnisse in den einzelnen Mischfächern zeigt, dass
die Bewertungsgrößen meist beständig hoch ausfallen (siehe Abbildungen
5.29–5.34). In nur wenigen Fällen ist ERMS bei der Verwendung eines
Klassifikationsverfahrens geringer als bei der Anwendung der PSE. Dabei
führen bei den Klassifikationsverfahren oftmals erneut geringere ∆STO
auch zu geringeren ERMS als bei Anwendung der PSE in dem jeweiligen
Mischfach.
Aufgrund der erheblichen Verschlechterungen der Ergebnisse der Klas-
sifikationsverfahren ohne Bandselektion entfallen im nachfolgenden Ab-
schnitt Auswertungen der iterativen Verfahren in Kombination mit einer
Materialerkennung.
Tabelle 5.4 Vergleich der klassifizierten und geschätzten Materialanteile nach Anwendung
der PSE anhand der Bewertungsgrößen gemittelt über alle Mischfächer.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3246 0,1118 0,0344 0,1356 0,0549 0,0008 0,0923 0,0657 0,0411
FLDA 0,2814 0,2538 0,0000 0,1507 0,2917 0,0000 0,1558 0,3423 0,0000
SVM 0,3013 0,1731 0,0000 0,1920 0,3095 0,0000 0,1501 0,1615 0,0000
LVQ-SOM 0,4269 0,8808 0,0000 0,3163 0,4048 0,0000 0,3915 0,9038 0,0000
MWV 0,2797 0,4154 0,0000 0,1471 0,1220 0,0000 0,2131 0,3192 0,0000
5.3.3.2 Iterative Materialanteilsschätzung
Die Bewertungsgrößen der Materialanteilsschätzung nach Anwendung
eines iterativen Verfahrens und keiner Bandselektion weisen ähnlich zur
PSE gemittelt über alle Mischfächer in den einzelnen Datensätzen geringe
Veränderungen im Vergleich zur Hinzunahme der Bandselektion auf (sie-
he Tabelle 5.5). Einzig der FCLS-Algorithmus führt bei den Datensätzen
der Quarzsandmischungen zu merklichen Verschlechterungen. Im Ver-
gleich zur PSE werden mithilfe des IMS-Verfahrens nahezu gleiche ĒRMS
erzielt und ∆̄STO sowie ∆̄NN verbessern sich nur geringfügig. Einzig bei
der Anwendung des MCLS-Algorithmus können auch ohne Bandselekti-
on durchgängig genauere Ergebnisse erzielt werden. Das IMS-Verfahren
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PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.29 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
klassifizierten und geschätzten Materialanteile.










PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.30 Farbpulvermischung: Vergleich der Abweichung von der STO-Bedingung
der klassifizierten und geschätzten Materialanteile bewertet mit ∆STO.
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PSE FLDA SVM LVQ SOM MWV
Abbildung 5.31 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der klassifizierten und geschätzten Materialanteile.










PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.32 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-














PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.33 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der klassifizierten und geschätzten Materialanteile.










PSE FLDA SVM LVQ-SOM MWV
Abbildung 5.34 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-




unterscheidet sich stärker von dem MCLS-Algorithmus bezüglich ĒRMS,
als es bei der Auswertung mit einer Bandselektion zu beobachten ist.
Die Auswertungen in den einzelnen Mischfächern bestätigen dieses
Verhalten (siehe Abbildungen 5.35–5.43). Der FCLS-Algorithmus führt bei
den verschiedenen Materialmischungen oftmals zu größeren negativen
Veränderungen in den Bewertungsgrößen. Dagegen ähnelt ERMS nach
Anwendung des IMS-Verfahrens in vielen Mischfächern den Ergebnissen,
die sich aus der Anwendung der PSE ergeben. Ohne Bandselektion wer-
den mehr Wellenlängenkanäle Λ betrachtet und die Differenz zwischen
Λ und der Anzahl an Materialien P wächst. Somit nimmt die Dimension
des Kerns der Reinspektrenmatrix M zu. Das IMS-Verfahren modifiziert
M durch ein Element, das im Kern von M liegt (siehe Abschnitt 4.6.2).
Anhand der Auswertungen über die Datensätze ist zu vermuten, dass mit
zunehmender Dimension des Kerns seltener ein Element zur Modifikation
von M bestimmt werden kann, welches zu genaueren Materialanteils-
schätzungen führt.
Tabelle 5.5 Vergleich der geschätzten Materialanteile nach Anwendung der PSE und der
iterativen Verfahren anhand der Bewertungsgrößen gemittelt über alle Mischfächer.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3246 0,1118 0,0344 0,1356 0,0549 0,0008 0,0923 0,0657 0,0411
FCLS 0,2985 0,2215 0,0000 0,1511 0,1105 0,0000 0,1012 0,1272 0,0000
MCLS 0,2934 0,0000 0,0000 0,1252 0,0000 0,0000 0,0962 0,0000 0,0000
IMS 0,3205 0,0576 0,0108 0,1355 0,0542 0,0004 0,0973 0,0548 0,0177
5.3.3.3 Fazit
Die Auswertungen ohne Bandselektion zeigen, dass ein Einsatz sowohl
der Klassifikationsverfahren als auch der iterativen Verfahren nur noch in
wenigen Fällen Verbesserungen der Bewertungsgrößen im Vergleich zur
PSE ergeben. Dabei führt der Verzicht auf die Bandselektion bei den Klassi-
fikationsverfahren zu teils hohen Verschlechterungen, die insbesondere zu
einem Verzicht auf die in der Vorgehensweise im engen Zusammenhang
stehende Materialerkennung geführt haben. Der Auswahl von spektralen
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PSE FCLS MCLS IMS
Abbildung 5.35 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
geschätzten Materialanteile.










PSE FCLS MCLS IMS
Abbildung 5.36 Farbpulvermischung: Vergleich der Abweichung von der STO-Bedingung
der geschätzten Materialanteile bewertet mit ∆STO.
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PSE FCLS MCLS IMS
Abbildung 5.37 Farbpulvermischung: Vergleich der Abweichung von der NN-Bedingung
der geschätzten Materialanteile bewertet mit ∆NN.










PSE FCLS MCLS IMS
Abbildung 5.38 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile.
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PSE FCLS MCLS IMS
Abbildung 5.39 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der geschätzten Materialanteile bewertet mit ∆STO.










PSE FCLS MCLS IMS
Abbildung 5.40 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der NN-Bedingung der geschätzten Materialanteile bewertet mit ∆NN.
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PSE FCLS MCLS IMS
Abbildung 5.41 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile.











PSE FCLS MCLS MCLS
Abbildung 5.42 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der geschätzten Materialanteile bewertet mit ∆STO.
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PSE FCLS MCLS IMS
Abbildung 5.43 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der NN-Bedingung der geschätzten Materialanteile bewertet mit ∆NN.
Bandbereichen steht der Nachteil zusätzlicher Spektralfilter gegenüber.
Die Materialanteilsschätzung profitiert in den meisten Auswertungen von
einer höheren Genauigkeit. Zudem beschränkt sich diese auf einen in der
Gesamtlänge kürzeren spektralen Bereich als ohne Bandselektion. Dieser
Effekt kann ggf. auch bei einer Hardwarerealisierung von Vorteil sein
und muss sich nicht auf die Auswirkungen der Methoden zum Entwurf
optischer Spektralfilter für die Materialanteilsschätzung beschränken.
5.4 Fazit
Hinter den ausgewerteten Ergebnissen der Materialanteilsschätzungen
steht der mehrstufige Ansatz für die Bestimmung der dazugehörigen op-
tischen Spektralfilter (siehe Abschnitt 4.7.2). Dabei wurde eine Auswahl
aus sämtlichen möglichen Kombinationen der einzelnen Verfahren in den
verschieden Stufen getroffen (siehe Abb. 5.9). Anhand der ausgewerte-
ten Datensätze wird gefolgert, dass die vorgestellte Vorgehensweise zur
Bandselektion erfolgreich für genauere Materialanteilsschätzungen ein-
gesetzt werden kann. Es ergeben sich in keiner Auswertung erhebliche
Verschlechterungen in den Bewertungsgrößen. Die Klassifikation quanti-
sierter Materialanteile erweist sich bei Verwendung eines künstlichen Da-
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tensatzes zum Training als eine nennenswerte Alternative zur Schätzung
von kontinuierlichen Materialanteilen. In einzelnen Materialmischungen
sind jedoch auch teils erhebliche Verschlechterungen im Vergleich zur PSE
zu beobachten. Diese treten mit einer Bandselektion weniger häufig auf.
Der Vergleich zwischen den ∆STO der geschätzten Materialanteile nach
Anwendung eines Klassifikationsverfahrens und dem Einsatz der PSE
zeigt Folgendes: Werden die Materialanteilsschätzungen beibehalten, die
nach Anwendung eines Klassifikationsverfahrens mit geringeren ∆STO
als bei Anwendung der PSE einhergehen, und ansonsten die Ergebnis-
se der PSE berücksichtigen, können sich kleinere ERMS ergeben. Durch
diese Maßnahme kann die Gefahr von hohen Verschlechterungen in ein-
zelnen Mischfächern verringert werden. Ausgeschlossen ist ein solcher
Vergleich, falls eine Materialanteilsschätzung mithilfe von optischen Spek-
tralfiltern erfolgen soll, die invariant gegenüber der Beleuchtung ist. Diese
Eigenschaft kann nur bei ausschließlicher Anwendung der Klassifikations-
verfahren MWV oder LVQ-SOM erreicht werden.
Bei den iterativen Verfahren ist anhand der Auswertungen davon aus-
zugehen, dass gegenüber der PSE eine geringe Gefahr zu ungenaueren
Materialanteilsschätzungen besteht. Die Anwendung des IMS-Verfahrens
führt nach einer Bandselektion ebenso zu präziseren Schätzungen. Dar-
über hinaus wird die Materialerkennung als eine hilfreiche Vorstufe der
iterativen Verfahren dadurch erst sinnvoll. Mit dem MCLS-Algorithmus
und dem IMS-Verfahren werden oftmals vergleichbare Ergebnisse erzielt.
Da für das IMS-Verfahren weniger und zudem leichter festzulegende Pa-
rameter notwendig sind, ist das IMS-Verfahren dem MCLS-Algorithmus
im Hinblick auf die Anforderungen an die Verfahren für den Entwurf opti-
scher Spektralfilter vorzuziehen (siehe Abschnitt 4.1.2). Das IMS-Verfahren
stellt als einziges iteratives Verfahren zwangsläufig geringere ∆STO und
∆NN im Vergleich zur PSE unabhängig von der Anwendung sicher.
Sämtliche Verfahren zur Bestimmung der Materialanteile mithilfe von
optischen Spektralfiltern wurden auf alle Datensätze bei einer festen Pa-
rametrisierung angewendet. Weitere Auswertungen, die beim Entstehen
dieser Arbeit durchgeführt wurden und weder in diesem Abschnitt noch
in Abschnitt A.2 enthalten sind, zeigen, dass sich auch bei veränderter
Parameterwahl vergleichbare Ergebnisse sowohl mit einem Klassifikati-
onsverfahren als auch dem IMS-Verfahren ergeben. Das Ziel der breiten
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Anwendungsmöglichkeiten nach Abschnitt 4.1.2 kann somit mithilfe der




In dieser Arbeit wird ein neuer Ansatz für das Nutzen von hyperspek-
traler Information im Alltag auf Grundlage analytischer Betrachtungen
vorgestellt. Das Ziel ist es, mithilfe des gegenüber Farbbildern Mehrs
an Information der hyperspektralen Bildgebung auch in diesem Anwen-
dungsbereich Lösungen für materialverstehende Problemstellungen an-
zubieten. Die Aufnahme hyperspektraler Daten wird als eine wesentliche
nachteilige Eigenschaft identifiziert, die einen Transfer bestehender Ver-
fahren basierend auf hyperspektraler Information von der industriellen
Anwendung in das tägliche Leben bisher verhindert hat. Die Aufnahme
von Hyperspektralbildern benötigt oftmals eine unhandliche Hardware
und führt zu großen Datenmengen. Das gesuchte Ergebnis wird durch
eine darauffolgende Auswertung erzielt, die als rechenintensiv eingestuft
wird.
Um diese Hindernisse zu bewältigen, wird ein Einsatz von geeignet aus-
gelegten optischen Spektralfiltern vorgeschlagen. Mithilfe von optischen
Spektralfiltern werden Intensitätsbilder aufgezeichnet, die in Abhängig-
keit des Entwurfs der optischen Spektralfilter eine gesuchte Information
anhand von Intensitätswerten bereits enthalten.
Daraus ergeben sich die Aufgaben der Bereitstellung von Methoden für
den Entwurf geeigneter optischer Spektralfilter und die Realisierung dieser
optischen Spektralfilter in einer Hardware. In dieser Arbeit wird die Ent-
wicklung von Methoden für die Bestimmung von optischen Spektralfiltern
untersucht, wobei sich die Anwendung optischer Spektralfilter auf eine
analytische Betrachtung beschränkt. Während eine Hardwarerealisierung
kein Bestandteil ist, werden Kriterien, wie bspw. ein begrenztes Wissen
über die Anwendung oder eine Invarianz gegenüber der Beleuchtung,
festgelegt. Diese werden aus dem Einsatz im alltäglichen Leben abgeleitet
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und ergeben Ziele dieser Arbeit. Die Berücksichtigung der Kriterien erfolgt
nach bester Möglichkeit bei der Entwicklung von Vorgehensweisen zum
Entwurf optischer Spektralfilter.
Als Anwendungsfall wird die Materialanteilsschätzung aus Mischun-
gen betrachtet. Die Untersuchung bestehender Verfahren in der hyper-
spektralen Bildverarbeitung ergibt, dass die Ziele mit diesen nicht oder
nur bedingt erreicht werden. Ein wesentliches Problem bei der Materi-
alanteilsschätzung stellt die Annahme eines Mischmodells dar. Um eine
höhere Genauigkeit der Beschreibung von Mischspektren durch das LMM
zu ermöglichen, werden mit der DCT und zwei Methoden im Bereich
der Bandselektion in dieser Arbeit neue Ansätze entwickelt, die sich ins-
besondere mithilfe von optischen Spektralfiltern umsetzen lassen. Ein
weiteres Ziel ist eine möglichst genaue Anteilsschätzung, bewertet durch
die Abweichungen von den NN- und STO-Bedingungen. Dadurch sollen
physikalisch interpretierbare Schätzungen folgen. Dazu werden mit der
Klassifikation von quantisierten Materialanteilen und dem IMS-Verfahren,
das zu einer iterativen Materialanteilsschätzung führt, weitere neuartige
Vorgehensweisen entwickelt. Mit dem Einbinden der einzelnen Methoden
in einen mehrstufigen Ansatz, der eine hierarchische Struktur besitzt, ist
eine Anpassung ohne nennenswertes Erfahrungswissen möglich. Bekräf-
tigt wird diese Eigenschaft weiter, indem jeweils verhältnismäßig wenige
festzulegende Parameter enthalten sind und sich zudem unterschiedliche
Parameterwahlen nur gering auf die Schätzergebnisse in den betrachteten
Datensätzen über Materialmischungen auswirken.
Um die Ergebnisse dieser Arbeit besser zu beurteilen, sind Untersuchun-
gen von zahlreicheren Anwendungsfällen, als sie im Rahmen dieser Arbeit
möglich waren, notwendig. Dazu werden die vielversprechenden Ansätze
als Anreiz für die Entwicklung einer geeigneten Hardware betrachtet, wel-
che eine Realisierung der Materialanteilsschätzung mithilfe von optischen
Spektralfiltern ermöglicht. Es ergeben sich möglicherweise zusätzliche
Einschränkungen an den Entwurf optischer Spektralfilter, die bei den hier
vorgeschlagenen Vorgehensweisen zukünftig zusätzlich berücksichtigt
werden müssen. Diese können über die akzeptable Anzahl an optischen
Spektralfiltern oder die maximale Anzahl an insgesamt aufgezeichneten
Intensitätsbildern hinausgehen.
Mit einer existierenden Hardware kann zudem schnell umfangreiches
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Wissen über praktische Anwendungsfälle gewonnen werden, das womög-
lich zu einer Erweiterung der formulierten Kriterien an die Methoden für
den Entwurf optischer Spektralfilter führt. Die gewonnenen Erfahrungen
könnten auch andere Lösungswege ermöglichen. Es ist denkbar, dass eine
Bestimmung optischer Spektralfilter über Methoden erfolgt, die Zugriffe
auf online abgelegte Datenbanken nutzen. Dadurch können in einer alltäg-
lichen Anwendung z. B. zunächst die Homogenität der Materialmischung
oder die Beleuchtungssituation mithilfe der Auswertung von nur wenigen
Intensitätsbildern bestimmt werden. Die Materialanteilsschätzung selbst
wird in einem darauffolgenden Schritt durchgeführt. Es müssen weitere
Ansätze entwickelt werden, die jedoch dem Prinzip der in dieser Arbeit





A Ergänzungen zur Auswertung
A.1 Mischverhältnisse der Datensätze
Tabelle A.1 Wahre Materialanteile der einzelnen Mischfächer in den Farbpulvermischungen









Grün 6/18 Rot 3/4 Blau 5/104 Gelb 1/59
1 0 0 0,2 0,8
2 0 0 0,4 0,6
3 0 0 0,6 0,4
4 0 0 0,8 0,2
5 0 0,2 0 0,8
6 0 0,2 0,2 0,6
7 0 0,2 0,4 0,4
8 0 0,2 0,6 0,2
9 0 0,2 0,8 0
10 0 0,4 0 0,6
11 0 0,4 0,2 0,4
12 0 0,4 0,4 0,2
13 0 0,4 0,6 0
14 0 0,6 0 0,4
15 0 0,6 0,2 0,2
16 0 0,6 0,4 0
17 0 0,8 0 0,2
18 0 0,8 0,2 0
19 0,2 0 0 0,8
20 0,2 0 0,2 0,6
21 0,2 0 0,4 0,4
22 0,2 0 0,6 0,2
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23 0,2 0 0,8 0
24 0,2 0,2 0 0,6
25 0,2 0,2 0,2 0,4
26 0,2 0,2 0,4 0,2
27 0,2 0,2 0,6 0
28 0,2 0,4 0 0,4
29 0,2 0,4 0,2 0,2
30 0,2 0,4 0,4 0
31 0,2 0,6 0 0,2
32 0,2 0,6 0,2 0
33 0,2 0,8 0 0
34 0,4 0 0 0,6
35 0,4 0 0,2 0,4
36 0,4 0 0,4 0,2
37 0,4 0 0,6 0
38 0,4 0,2 0 0,4
39 0,4 0,2 0,2 0,2
40 0,4 0,2 0,4 0
41 0,4 0,4 0 0,2
42 0,4 0,4 0,2 0
43 0,4 0,6 0 0
44 0,6 0 0 0,4
45 0,6 0 0,2 0,2
46 0,6 0 0,4 0
47 0,6 0,2 0 0,2
48 0,6 0,2 0,2 0
49 0,6 0,4 0 0
50 0,8 0 0 0,2
51 0,8 0 0,2 0
52 0,8 0,2 0 0
Tabelle A.2 Wahre Materialanteile der einzelnen Mischfächer in den Quarzsandmischungen
bestehend aus drei Materialien.
Fach Blau 5/31 Rot 3/26 Gelb 1/17
1 0 0,125 0,875
2 0 0,25 0,75
3 0 0,375 0,625
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4 0 0,5 0,5
5 0 0,625 0,375
6 0 0,75 0,25
7 0 0,875 0,125
8 0,125 0 0,875
9 0,125 0,125 0,75
10 0,125 0,25 0,625
11 0,125 0,375 0,5
12 0,125 0,5 0,375
13 0,125 0,625 0,25
14 0,125 0,75 0,125
15 0,125 0,875 0
16 0,25 0 0,75
17 0,25 0,125 0,625
18 0,25 0,25 0,5
19 0,25 0,375 0,375
20 0,25 0,5 0,25
21 0,25 0,625 0,125
22 0,25 0,75 0
23 0,375 0 0,625
24 0,375 0,125 0,5
25 0,375 0,25 0,375
26 0,375 0,375 0,25
27 0,375 0,5 0,125
28 0,375 0,625 0
29 0,5 0 0,5
30 0,5 0,125 0,375
31 0,5 0,25 0,25
32 0,5 0,375 0,125
33 0,5 0,5 0
34 0,625 0 0,375
35 0,625 0,125 0,25
36 0,625 0,25 0,125
37 0,625 0,375 0
38 0,75 0 0,25
39 0,75 0,125 0,125
40 0,75 0,25 0
41 0,875 0 0,125
42 0,875 0,125 0
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A.2 Weitere Ergebnisse mit Bandselektion
A.2.1 Klassifikation quantisierter Materialanteile
Tabelle A.3 Vergleich der klassifizierten und geschätzten Materialanteile nach Anwendung
der PSE anhand der Bewertungsgrößen gemittelt über alle Mischfächer: Zu sehen sind die
Ergebnisse bei Verwendung der Bandselektion mithilfe von bAl und der Auswahl von 10
Bandbereichen.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3142 0,1065 0,0321 0,1171 0,1010 0,0057 0,0963 0,0787 0,0387
FLDA 0,2191 0,2731 0,0000 0,0650 0,1042 0,0000 0,1151 0,1654 0,0000
SVM 0,2069 0,2962 0,0000 0,0789 0,1131 0,0000 0,1173 0,1615 0,0000
LVQ-SOM 0,3285 0,7000 0,0000 0,1915 0,2649 0,0000 0,2701 0,5115 0,0000
MWV 0,2549 0,2962 0,0000 0,1915 0,2649 0,0000 0,2591 0,4846 0,0000
A.2.2 Iterative Materialanteilsschätzung
Tabelle A.4 Vergleich der geschätzten Materialanteile nach Anwendung der PSE und der
iterativen Verfahren anhand der Bewertungsgrößen gemittelt über alle Mischfächer: Zu sehen
sind die Ergebnisse bei Verwendung der Bandselektion mithilfe von bAl und der Auswahl
von 10 Bandbereichen.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,3142 0,1065 0,0321 0,1171 0,1010 0,0057 0,0963 0,0787 0,0387
FCLS 0,2799 0,1948 0,0000 0,1426 0,2045 0,0000 0,1055 0,1513 0,0000
MCLS 0,2920 0,0000 0,0000 0,1200 0,0000 0,0000 0,1009 0,0000 0,0000
IMS 0,3090 0,0660 0,0126 0,1187 0,0987 0,0025 0,1088 0,0642 0,0073
144
A.2 Weitere Ergebnisse mit Bandselektion












PSE FLDA SVM LVQ-SOM MWV
Abbildung A.1 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
klassifizierten und geschätzten Materialanteile, jeweils bei Verwendung der Bandselektion
mithilfe von bAl und der Auswahl von 10 Bandbereichen.










PSE FLDA SVM LVQ-SOM MWV
Abbildung A.2 Farbpulvermischung: Vergleich der Abweichung von der STO-Bedingung
der klassifizierten und geschätzten Materialanteile bewertet mit ∆STO, jeweils bei Verwen-
dung der Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.
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PSE FLDA SVM LVQ-SOM MWV
Abbildung A.3 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der klassifizierten und geschätzten Materialanteile, jeweils bei
Verwendung der Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.









PSE FLDA SVM LVQ-SOM MWV
Abbildung A.4 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der klassifizierten und geschätzten Materialanteile bewertet
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PSE FLDA SVM LVQ-SOM MWV
Abbildung A.5 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der klassifizierten und geschätzten Materialanteile, jeweils bei
Verwendung der Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.










PSE FLDA SVM LVQ-SOM MWV
Abbildung A.6 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der klassifizierten und geschätzten Materialanteile bewertet















IMS IMS mit ME
Abbildung A.7 Farbpulvermischung: Vergleich des Effektivwerts des Fehlers ERMS der
geschätzten Materialanteile, jeweils bei Verwendung der Bandselektion mithilfe von bAl
sowie mit und ohne Materialerkennung (ME) für das IMS-Verfahren.










IMS IMS mit ME
Abbildung A.8 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bAl sowie mit und ohne Materialerkennung (ME) für das IMS-
Verfahren.
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IMS IMS mit ME
Abbildung A.9 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bAl sowie mit und ohne Materialerkennung (ME) für das IMS-
Verfahren.









PSE FCLS MCLS IMS
Abbildung A.10 Farbpulvermischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.
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PSE FCLS MCLS IMS
Abbildung A.11 Farbpulvermischung: Vergleich der Abweichung von der STO-Bedingung
der geschätzten Materialanteile bewertet mit ∆STO, jeweils bei Verwendung der Bandselek-
tion mithilfe von bAl und der Auswahl von 10 Bandbereichen.










PSE FCLS MCLS IMS
Abbildung A.12 Farbpulvermischung: Vergleich der Abweichung von der NN-Bedingung
der geschätzten Materialanteile bewertet mit ∆NN, jeweils bei Verwendung der Bandselekti-
on mithilfe von bAl und der Auswahl von 10 Bandbereichen.
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PSE FCLS MCLS IMS
Abbildung A.13 Quarzsandmischung bestehend aus drei Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.









PSE FLDA SVM LVQ-SOM MWV
Abbildung A.14 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der geschätzten Materialanteile bewertet mit ∆STO, jeweils
bei Verwendung der Bandselektion mithilfe von bAl .
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PSE FCLS MCLS IMS
Abbildung A.15 Quarzsandmischung bestehend aus drei Materialien: Vergleich der Abwei-
chung von der NN-Bedingung der geschätzten Materialanteile bewertet mit ∆NN, jeweils
bei Verwendung der Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.











PSE FLDA SVM LVQ-SOM MWV
Abbildung A.16 Quarzsandmischung bestehend aus vier Materialien: Vergleich des Effek-
tivwerts des Fehlers ERMS der geschätzten Materialanteile, jeweils bei Verwendung der
Bandselektion mithilfe von bAl und der Auswahl von 10 Bandbereichen.
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PSE FCLS MCLS IMS
Abbildung A.17 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der STO-Bedingung der geschätzten Materialanteile bewertet mit ∆STO, jeweils
bei Verwendung der Bandselektion mithilfe von bAl .









PSE FCLS MCLS IMS
Abbildung A.18 Quarzsandmischung bestehend aus vier Materialien: Vergleich der Abwei-
chung von der NN-Bedingung der geschätzten Materialanteile bewertet mit ∆NN, jeweils
bei Verwendung der Bandselektion mithilfe von bAl .
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Tabelle A.5 Vergleich der geschätzten Materialanteile nach Anwendung der PSE und der
iterativen Verfahren anhand der Bewertungsgrößen gemittelt über alle Mischfächer: Zu sehen
sind die Ergebnisse bei Verwendung der Bandselektion mithilfe von bAl und der Auswahl
von 10 Bandbereichen und einer Materialerkennung mit der SVM als ein Bestandteil zur
Erkennung.
Farbpulver Quarzsande P = 3 Quarzsande P = 4
ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN ĒRMS ∆̄STO ∆̄NN
PSE 0,2894 0,0802 0,0143 0,1212 0,1081 0,0010 0,1106 0,0862 0,0289
FCLS 0,2719 0,1614 0,0000 0,1534 0,2222 0,0000 0,1254 0,1720 0,0000
MCLS 0,2932 0,0000 0,0000 0,1242 0,0000 0,0000 0,1052 0,0000 0,0000
IMS 0,2921 0,0713 0,0056 0,1219 0,1073 0,0000 0,1213 0,0753 0,0046
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