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We focus on the analysis of homogeneous, non-convex, non-local variational principles
given in the general form:
min
u
∫ ∫
J× J
W
(
u′(x),u′(y)
)
dxdy
where W can be expressed as a polynomial. This work extends previous result of Pedregal
(1997) [19] by using moments of parametrized measures to transform the generalized form
of the problem in terms of Young measures into a more convenient mathematical program
with quadratic and conic structure.
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1. Introduction
In this paper we deal with a non-local variational problem given in the following form
min
u∈A I(u), where I(u) =
∫ ∫
J× J
W
(
u′(x),u′(y)
)
dxdy, (P )
and A is the class of functions {u ∈ W 1,p( J ): u − u0 ∈ W 1,p0 ( J )} for some u0 ∈ W 1,p( J ) such that I(u0) < +∞ and p > 1.
Here W : J × J → R is a continuous function and J is an open interval in R. For simplicity we will assume J = (0,1) and
u0(0) = 0, u0(1) = γ .
Many interesting problems in this form appear in non-local physical models which involve long range interaction ener-
gies, such as phase transitions problems, ferromagnetism or fracture mechanics (cf. [2,3,5–7]).
Typically, as usual in the context of Calculus of Variations, the weak lower semicontinuity property of the functional I is
the key to obtain existence through the direct method. In order to satisfy this property, some convexity conditions must be
assumed on W . Otherwise, relaxation using some convex envelopes of W is the common tool to deal with these problems
(cf. [11]).
However, one of the main diﬃculties in these non-local problems is that questions about weak lower semicontinuity
and relaxation are not completely understood. Bevan and Pedregal [4] had found a necessary and suﬃcient condition for
the weak lower semicontinuity of I , and recently, Muñoz [18] have extended the result for the n-dimensional case. Namely,
they have proved that I is weak lower semicontinuous if and only if the symmetric part of W is separately convex.
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E. Aranda, R.J. Meziat / J. Math. Anal. Appl. 382 (2011) 314–323 315Remember that the symmetric and anti-symmetric part of W , denoted by W+ and W− respectively, are deﬁned by
W±(λ1, λ2) = W (λ1, λ2) ± W (λ2, λ1)
2
and note that, in these problems, we only need the symmetric part of W because of∫ ∫
J× J
W−
(
u′(x),u′(y)
)
dxdy = 1
2
( ∫ ∫
J× J
W
(
u′(x),u′(y)
)
dxdy −
∫ ∫
J× J
W
(
u′(y),u′(x)
)
dxdy
)
= 0
due to Fubini’s theorem. From here on, without loss of generality, we assume symmetry on W .
Following the standard results on scalar, non-convex variational problems [11,13,20,21], we could be tempted to conclude
that the separately convex hull of W is the proper relaxed integrand which will provide a relaxation for (P ). Notwithstand-
ing, in [4] authors also give a counterexample which deﬁnitely denies this conclusion. Thus, we must remark that it is not
clear now whether or not there exists some kind of convex envelope of the integrand W that can be properly used to deﬁne
a relaxation of (P ).
Indeed, at the present moment, the only possible way in which a relaxation of (P ) can be obtained is in terms of Young
measures (see [19]). They provide a good general framework where we can determine existence under general and mild
coerciveness hypothesis on W . Moreover, they provide a good setting to determine the lower semicontinuous envelope
of (P ).
The essential result given in [19] asserts that, when W satisﬁes
C1
(|λ1|p + |λ2|p)+ C2 W (λ1, λ2) C3(|λ1|p + |λ2|p)+ C4 (1)
for C1,C3 > 0, then the generalized problem in terms of Young measures
m˜ = min
ν∈A˜
I˜(ν), where I˜(ν) =
∫ ∫
J× J
∫ ∫
R2
W (λ1, λ2)dνx(λ1)dνy(λ2)dxdy, ( P˜ )
admits a solution ν0. In this setting, A˜ represents the set of Young measures ν = {νξ }ξ∈ J such that∫
J
∫
R
|λ|p dνξ (λ)dξ < ∞; u′(ξ) =
∫
R
λdνξ (λ) for a.e. ξ ∈ J ; u ∈ A. (2)
In addition, we have a powerful relaxation result given as: m˜ = infu∈A I(u). Therefore we can see that
lim
j→∞ I(u j) = I˜
(
ν0
)
,
whenever {u j} be a minimizing sequence for (P ) and ν0 an optimal Young measure for ( P˜ ). In this case, ν0 represents the
weak limit of minimizing sequences for (P ).
This result would provide a way to effectively solve this kind of problems. Note that, in standard one-dimensional
variational problems, the interaction between the convex hull of the integrand and the solution of the relaxed problem
provides us with the key to get the optimal Young measure; herein, we can obtain the typical behaviour of the minimizing
sequences implied in the problem (P ).
However, we must diverge from this path here. In non-local problems, because of there is no relationship between any
kind of convex envelope of W and the Young measure relaxation of (P ), we do not have at our disposal that valuable
information which would allow us to get the optimal Young measure, and therefore the behaviour of minimizing sequences.
This is an essential diﬃculty in non-local problems.
On the other hand, this lack of convexity both in the original and in the relaxed problem may involve serious diﬃculties
when coming to the numerical approximation. As to our best knowledge, the only proposal to effectively solve non-linear,
non-local, variational problems in the form (P ) is [9], where authors have faced these problems by proposing optimality
conditions on the Young measures of the generalized formulation ( P˜ ).
In this paper, we present a new approach to deal with these non-local problems which allow us to numerically solve
the generalized formulation in terms of Young measures ( P˜ ). This new approach is obtained by applying in this context the
method of moments presented in [12,17] and recently used in [16].
This method sets out a new relaxation of the problem in terms of the algebraic moments of the measures involved in
the generalized formulation ( P˜ ). The method requires integrands W , whose dependence on u′ variables is given in the form
of two-dimensional polynomials, although we present an example where W is not a polynomial on u′ variables which we
tackle with its Taylor expansion.
The main advantage of this new relaxation is that, using moments, we can transform higher powers into quadratic and
linear terms so to change the abstract problem in terms of Young measures into a ﬁnite-dimensional semideﬁnite pro-
gram with quadratic objective function. Therefore, this new relaxation can be numerically solved using suitable algorithms
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eﬃcient way.
The present paper is organized as follows. In Section 2 we present the essentials of our approach so to transform the
generalized formulation in Young measures ( P˜ ), into a ﬁnite-dimensional mathematical program with conic structure. In
Section 3 we exploit the form of such mathematical program to extract some conclusions on the generalized minimizers of
( P˜ ) and ﬁnally, we show some numerical experiments.
2. Relaxation
Let us consider the problem (P ) where the integrand W is a two-dimensional polynomial of even degree 2n
W (λ1, λ2) =
∑
0i+ j2n
ci, jλ
i
1λ
j
2 (3)
such that ci j = c ji (due to symmetry). Notice that polynomial W in (3) will satisfy the coercivity conditions given in (1)
with p = 2n when c2n,0 = c0,2n > 0. Now we apply the relaxation theorem from [19], so that (P ) admits an exact relaxation
in terms of Young measures given by the following generalized principle:
min
ν∈A˜
I˜(ν), where I˜(ν) =
∫ ∫
J× J
∫ ∫
R×R
W (λ1, λ2)dνx(λ1)dνy(λ2)dxdy (4)
and A˜ is deﬁned in (2).
By using the polynomial structure of W and the algebraic moments of every Young measure ν = {νx}x∈ J , we can write
the functional I˜ as
I˜(ν) =
∫ ∫
J× J
( ∑
0i+ j2n
ci, j
∫ ∫
R×R
λi1λ
j
2 dνx(λ1)dνy(λ2)
)
dxdy
so that the generalized formulation (4) is transformed into a more convenient problem described as:
min
m
∫ ∫
J× J
∑
0i+ j2n
ci, j mi(x)mj(y)dxdy
such that u′(x) =m1(x) for a.e. x ∈ J , u ∈ A (5)
and where the variables m(x) = (m0(x), . . . ,m2n(x)) ∈ R2n+1 are the (2n + 1)-dimensional vectors induced by the ﬁrst
(2n + 1) algebraic moments of every parametrized probability measure νx coming from a Young measure ν satisfying condi-
tions in (2). Moreover, as the functional W in (4) does not depend on (x, y) it is possible to simplify the problem considering
only homogeneous Young measures (see the proof of Theorem 1 below), that is, probability measures μ independent of x.
Therefore, we transform (5) into the following non-linear, semideﬁnite program:
min
m∈H I¯(m), where I¯(m) =
∑
0i+ j2n
ci, jmim j such thatm0 = 1, m1 = γ (6)
where H is the closed convex cone in R2n+1 composed of all positive semideﬁnite Hankel matrices that can be constructed
with the 2n + 1 ﬁnite sequence m0, . . . ,m2n , i.e.
H = {m= (m0,m1, . . . ,m2n) ∈ R2n+1: (mi+ j)ni, j=0  0}. (7)
Remember that H characterizes the set of vectors which are moments of such measures (cf. [12, Theorem 2.1]).
We remark here that (6) has a quadratic objective function under linear and semideﬁnite constraints, so its feasible set
is convex but not so necessarily its objective function. This kind of mathematical programs have been extensively studied in
[10] and [14].
Now we will use the ﬁnite-dimensional formulation (6) to determine some conditions on the existence of minimizers
of (P ).
Theorem 1. Let us assume that W can be expressed as the symmetric, two-dimensional polynomial in (3), which is coercive with
p = 2n according to (1). Then the non-linear, semideﬁnite program given in (6) provides an exact relaxation for the homogeneous
non-local variational problem (P ).
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sible Young measure for (4), we can deﬁne a new (homogeneous) probability measure μ by using the integral functional
1
| J |
∫
J νx dx on every continuous function f , i.e.
f → 〈 f ,μ〉 ≡ 1| J |
∫
J
〈 f , νx〉dx = 1| J |
∫
J
∫
R
f (λ)dνx(λ)dx. (8)
Because of (4) and (8), μ is a probability measure satisfying
m1 =
∫
R
λdμ(λ) = 1| J |
∫
J
∫
R
λdνx(λ)dx = 1| J |
∫
J
u′(x)dx = u(1) − u(0) = γ
and whose algebraic moments can be obtained from
mk =
∫
R
λk dμ(λ) = 1| J |
∫
J
∫
R
λk dνx(λ)dx = 1| J |
∫
J
mk(x)dx. (9)
Therefore, the cost functional in (4) can be expressed as the cost functional in (6), provided that every set of variables
m0, . . . ,m2n came from a probability measure ν which in turn has been obtained from a Young measure in (4) through
the integration process in (8). In a few words, every admissible object for (4) can be transformed into an admissible object
for (6), with the same value through their respective cost functions. Then, the inﬁmum in (6) is less or equal than the
inﬁmum in (4).
Now we will show that both problems have the same inﬁmum value. Given an arbitrary admissible vector m in (6),
we know from Fisher theorem (see [22]), that there exists a probability measure μ whose algebraic moments coincide
respectively with all the entries in m, likely excluding the last moment which cannot be greater than the last entry m2n
in m. Since the coeﬃcients c2n,0 = c0,2n are positive, it is clear that the moments of μ entail a value in the cost of (6) which
does not exceed the cost of the entries of m. So that, both problems have the same inﬁmum value. 
We would like to remark here that problem (4) has a minimizer because of the coercivity in W ; therefore we can
conclude that (6) has also one.
Corollary 1. Under the same assumptions on the polynomial W , we can conclude that problems (4) and (6) have a minimizer.
Proof. Since W is coercive, there exists at least a minimizer ν∗ in terms of Young measures (see [19]). Then, by using such
optimal Young measure ν∗ , we can construct a probability measure μ∗ by following the integration procedure given in (8)
so that the (2n + 1)-dimensional vector obtained from the moments of μ∗ is admissible and optimal for (4). 
And obviously, the optimal vectors from (6) can be traced back to obtain optimal homogeneous Young measures for (4).
Corollary 2. Given an optimal vector m∗ ∈ R2n+1 for the non-linear, semideﬁnite program (6), there exists a Young measure ν∗ ,
admissible for (4) and satisfying
1
| J |
∫
J
∫
R
λi dν∗x (λ)dx =m∗i for every i = 0, . . . ,2n (10)
which is optimal for (4).
3. Properties of the relaxed problem
A direct consequence of the above relaxation is that (P ) has an aﬃne minimizer if and only if the non-linear, semideﬁnite
program (6) has a minimizer m∗ whose entries can be described as the moments of a Dirac measure, i.e.
m∗i = γ i for every i = 0, . . . ,2n. (11)
In this case, the minimizer has the form u∗(x) = γ x for every x ∈ J .
In absence of the coercivity assumptions (1), so as existence is not guaranteed for (4), we can use the relaxed problem (6)
to infer a result about the support of all minimizing sequences of (4).
Theorem 2. Let {νk: k ∈ N} be a minimizing sequence of Young measures for (4) and let us assume that (6) lacks of minimizers, or
there are not minimizers that can be expressed as a vector of moments. Then diam(supp(μk)) → ∞, where diam(A) = max{|x− y|:
x, y ∈ A} stands for the diameter of the set A and μk is the measure obtained from νk through the integration procedure given in (8).
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k k0. We deﬁne the following problem:
min
(m,u)
∫ ∫
J× J
∑
0i+ j2n
ci, j mi(x)mj(y)dxdy
such that u′(x) =m1(x) for a.e. x ∈ J and u ∈ A, (12)
where, for a.e. x ∈ J , the variables m = (m0(x), . . . ,m2n(x)) ∈ R2n+1 are the (2n + 1)-dimensional vectors induced by the
ﬁrst (2n + 1) algebraic moments of every parametrized probability measure νx coming from a Young measure ν , which
generates a measure μ through the integration process (8) whose support is included in L.
This problem can be easily stated as the following problem:
min
m∈HL
∑
0i+ j2n
ci, jmim j such thatm0 = 1, m1 = γ , (13)
where HL is the closed convex cone in R2n+1 composed of m0, . . . ,m2n ﬁnite sequences coming from the moments of
positive measures supported in the closed and bounded interval L. As HL is convex and compact, there exists a minimizer
m¯ for (13) whose components are the 2n + 1 algebraic moments of a probability measure supported in, at most, 2 points
in L.
As every μk is supported in L, problem (5) has the same inﬁmum than (12), hence (13) has the same inﬁmum than
(6) and m¯ is an optimal solution of (6), so that it really does come from a ﬁnite sequence of moments. As we obtain a
contradictory fact, we must conclude that we cannot ﬁnd such bounded interval L containing almost all the supports of the
measures in the sequence μk . 
Now we will see how some information about the objective function determines the structure of the solution. First of
all, let us write
W (λ1, λ2) =
∑
0i+ j2n
ci, jλ
i
1λ
j
2 = c0,0 +
2n∑
i=1
ci,0λ
i
1 +
2n∑
j=1
c0, jλ
j
2 +
∑
2i+ j2n
i, j =0
ci, jλ
i
1λ
j
2
so that, looking at (6),
I¯(m) = c0,0 + 2
2n∑
i=1
ci,0mi +
∑
2i+ j2n
i, j =0
ci, jmim j
and denoting by m′ = (m2, . . . ,m2n) ∈ R2n−1 it holds
I¯(m) = L(m′)+ Q (m′) (14)
where
L
(
m′
)= c0,0 + 2c1,0γ + 2 2n∑
i=2
ci,0mi + c1,1γ 2 + 2γ
2n−1∑
i=2
ci,1mi
is a linear form, and
Q
(
m′
)= ∑
2i+ j2n
i, j =0,1
ci, jmim j =m′Cm′ T
is a quadratic form with matrix
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c2,2 c2,3 · · · c2,2n−3 c2,2n−2 0 0
c2,3 c3,3 · · · c3,2n−3 0 0 0
...
...
. . .
...
...
...
...
c2,2n−3 c3,2n−3
. . . 0 0 0 0
c2,2n−2 0 · · · 0 0 0 0
0 0 · · · 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.0 0 · · · 0 0 0 0
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∂ I¯
∂m2n
= 2c2n,0 = 0,
due to the coercivity assumption, so ∇ I¯ = 0. Therefore we cannot expect a minimum in the interior of the feasible set. On
the other hand, taking into account that the interior of the feasible set is composed of all strictly positive Hankel matrices,
it turns out that an optimal vector m∗ for (6) determines a singular Hankel matrix H = (m∗i+ j)ni, j=0 from which we can
recover μ∗ as a k points supported measure coming from the major principal subdeterminants in H , where rank(H) = k
(see the examples below).
4. Numerics and examples
As it was commented at the introduction, the diﬃculty presented in non-local variational problems shows up when
numerical approximation are considered. The numerical approach of standard one-dimensional variational problems may be
very diﬃcult to solve (see for instance [8]), but relaxation is a convex problem. This is no longer true for non-local problems
as we can check in the examples below. The consequences are that local minima may arise in the relaxed problem.
However, our new relaxation in terms of moments presents some interesting advantages: it is a ﬁnite-dimensional prob-
lem with convex constraints and, in spite of the objective functional is not linear, it is quadratic. This means that we can
solve problem (6) computationally in a very eﬃcient way. In order to do that we have used the PENBMI library (cf. [15]),
which is part of the PENOPT solvers developed by M. Kocˇvara and M. Stingl, allowing to solve optimization problems with
quadratic objective and bilinear matrix inequality constraints. The algorithm uses a combination of (exterior) penalty and
(interior) barrier methods with the Augmented Lagrangian method for a general problem written in the following form:
min
x∈Rd
1
2
xT Q x+ fT x
s.t.
d∑
i=1
bikxk  ci, i = 1, . . . ,ml,
Ai0 +
d∑
k=1
xk A
i
k +
d∑
k=1
d∑
l=1
xkxl K
i
kl  0, i = 1, . . . ,m.
In our case, the objective function is the quadratic form given in (14), there are no linear constraints (that is, ml = 0), no
bilinear matrix part (K ikl = 0) and only one semideﬁnite constraint (m = 1)
−H = (−mi+ j)ni, j=0 = −
(
A0 +
2n∑
k=2
mkAk
)
 0
where
A0 =
⎛
⎜⎜⎜⎜⎝
1 γ 0 · · · 0
γ 0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎠ , A2 =
⎛
⎜⎜⎜⎜⎝
0 0 1 · · · 0
0 1 0 · · · 0
1 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎠ , A3 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 1 · · · 0
0 0 1 0 · · · 0
0 1 0 0 · · · 0
1 0 0 0 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . ,
An =
⎛
⎜⎜⎜⎜⎝
0 0 0 · · · 1
0 0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
1 0 0 · · · 0
⎞
⎟⎟⎟⎟⎠ , . . . , A2n =
⎛
⎜⎜⎜⎜⎝
0 0 0 · · · 0
0 0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
⎞
⎟⎟⎟⎟⎠
are (n + 1)-th order matrices.
Solving this problem we obtain an optimal vector m∗ , which might not be a global solution in some cases. Once we have
the optimal vector m∗ , we can construct a positive measure whose moments coincide with the entries in m∗ . Taking μ∗
as such a measure, then the homogeneous Young measure deﬁned as ν∗x = μ∗ for every x ∈ J , is admissible and optimal
for (4).
Let us consider some examples taken from [9]. The ﬁrst example is the natural extension of Bolza’s example:
min
u∈A
1∫ 1∫ (
u′(x)2 + u′(y)2 − 1)2 dxdy such that u(0) = 0, u(1) = γ . (15)0 0
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Here W (λ1, λ2) = (λ21 + λ22 − 1)2. According to our proposal, this problem is equivalent to the following non-linear, convex
semideﬁnite program:
m(γ ) := min
m
1+ 2m4 − 4m2 + 2m22 such that
( 1 γ m2
γ m2 m3
m2 m3 m4
)
 0. (16)
In this case, it is not diﬃcult to solve problem (16) analytically. Using Karush–Kuhn–Tucker optimality conditions we ﬁnd
that, for |γ |
√
2
2 , the solution is m2 = 12 , m3 = 12γ , m4 = 14 ; and for |γ | >
√
2
2 , then we get m2 = γ 2, m3 = γ 3, m4 = γ 4.
Recovering the measure whose moments are these solutions is an easy task (see [1]): if Hankel matrix has rank one (case
|γ |
√
2
2 ), their entries are the algebraic moments of a Dirac mass, and, as it was commented at the beginning of Section 3,
the minimizer of the original problem is the linear function u∗(x) = γ x.
When Hankel matrix has rank two (case |γ | <
√
2
2 ), associated measure can be obtained solving the following algebraic
equation:
P (t) = det
⎛
⎜⎝
1 γ 12
γ 12
1
2γ
1 t t2
⎞
⎟⎠= 0
whose roots determine the supporting points of the measure. In this case, roots are
√
2
2 and −
√
2
2 . Using that m1 = γ we
obtain the weights, so that optimal measure is
ν∗ =
⎧⎨
⎩
1+γ√2
2 δ
√
2
2
+ 1−γ
√
2
2 δ−
√
2
2
if |γ | <
√
2
2 ,
δγ if |γ |
√
2
2 .
This is the explicit solution proposed in [9] and [19].
If we compute the function γ → I˜(ν∗),
I˜
(
ν∗
)=
{
0 if |γ | <
√
2
2 ,
4γ 4 − 4γ 2 + 1 if |γ |
√
2
2
we can compare it with the optimal values obtained when we solve (16) computationally. Fig. 1 shows the computational
results for a uniform mesh of size h = 0.03 for the function m(γ ) and the exact values of I˜(ν∗). As we can check, computed
and exact values match perfectly. Also note that I˜(ν∗) = CW (γ ,γ ), where CW stands for the convex envelope of W (γ ,γ ).
Finally, note that the quadratic part of the objective function in (16) is positive semideﬁnite.
Our second example considers the polynomial
W (λ1, λ2) =
(
λ21 + λ22 − 1
)(
λ21 + λ22 − 2
)
.
This case is very similar to previous one. The relaxed problem writes
m(γ ) := min
m
2+ 2m4 − 6m2 + 2m22 such that
( 1 γ m2
γ m2 m3
)
 0 (17)m2 m3 m4
E. Aranda, R.J. Meziat / J. Math. Anal. Appl. 382 (2011) 314–323 321Fig. 2. Exact and computed results for W (λ1, λ2) = (λ21 + λ22 − 1)(λ21 + λ22 − 2), γ ∈ [−1.25,1.25].
and it is also possible to solve the problem analytically, obtaining that, if |γ | 
√
3
2 the optimal moments are m2 = 34 ,
m3 = 23γ and m4 = 916 , and for |γ | >
√
3
2 , mi = γ i , i = 2,3,4; that is, the optimal measure is
ν∗ =
⎧⎨
⎩
( 12 +
√
3
3 γ )δ
√
3
2
+ ( 12 −
√
3
3 γ )δ−
√
3
2
if |γ | <
√
3
2 ,
δγ if |γ |
√
3
2 ,
and, as before, the value of I˜(ν∗) coincides with the convex envelope of W (γ ,γ ), which, in this case is
I˜
(
ν∗
)=
{
0 if |γ |
√
3
2 ,
4γ 4 − 6γ 2 + 2 if |γ | >
√
3
2 .
Fig. 2 shows the computational and exact results in this case. As before, the quadratic part of the objective function is
positive semideﬁnite.
Looking at Figs. 1 and 2 one can think of, as the same as the one-dimensional case, the convex envelope of W (γ ,γ ) can
be used to recover the solution of (4). The following example proof that this cannot be the general situation. Consider
W (λ1, λ2) =
(
λ21 + λ22 − 1
)(
λ21 + λ22 − 2
)2
.
For this integrand, the relaxed problem is
m(γ ) := min
m
−10m4 + 2m6 + 16m2 + 6m2m4 − 10m22 − 4
such that
⎛
⎜⎝
1 γ m2 m3
γ m2 m3 m4
m2 m3 m4 m5
m3 m4 m5 m6
⎞
⎟⎠ 0.
In this case we do not have the analytical expression of the solution, but we can compare with the value of W (γ ,γ ) (see
Fig. 3). Solving this problem computationally for γ ∈ [−1.25,1.25] we can observe that function m(γ ) is not equal to the
convex envelope of W (γ ,γ ), and indeed, not even convex! This result coincides with the obtained in [9]. It is interesting
to note that, now, the quadratic part of the objective function is indeﬁnite.
Finally, we would like to consider an example for which our method is not designed for, but it is possible to applied in
some way. Let
W (λ1, λ2) =
(
λ21 − 1
)2 + (λ22 − 1)2 − Ce−(λ1−λ2)2 .
As W is not a polynomial, we are going to solve an approximation of this functional using Taylor expansion for the expo-
nential function. We consider
W˜ (λ1, λ2) =
(
λ21 − 1
)2 + (λ22 − 1)2
− C
(
1− (λ1 − λ2)2 + 1 (λ1 − λ2)4 − 1 (λ1 − λ2)6 + 1 (λ1 − λ2)8 − 1 (λ1 − λ2)10
)
2! 3! 4! 5!
322 E. Aranda, R.J. Meziat / J. Math. Anal. Appl. 382 (2011) 314–323Fig. 3. Computational results for W (λ1, λ2) = (λ21 + λ22 − 1)(λ21 + λ22 − 2)2, γ ∈ [−1.25,1.25].
Fig. 4. Computational results for W˜ (λ1, λ2) for different values of C .
E. Aranda, R.J. Meziat / J. Math. Anal. Appl. 382 (2011) 314–323 323for some constant C > 0. Fig. 4 shows the corresponding computational results for some values of C , which are similar to
the ones obtained in [9]. Now, the quadratic forms associated the objective functional are negative semideﬁnite in the cases
considered.
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