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Il nostro obiettivo in questa relazione Ł dare una soluzione al problema che a￿igge
ogni investitore: dati alcuni titoli rischiosi e non, qual’Ł la combinazione ottimale che
permette di ottenere maggiori guadagni?
Se si potesse conoscere con certezza il valore futuro di ogni titolo rischioso, basterebbe
investire sul titolo che rende di piø, come ci insegna la teoria dell’utilit￿ attesa ([5],[9],
[1]). Secondo questa teoria, infatti, ogni individuo conosce le alternative che ha a
disposizione, le valuta, e sceglie quella che gli d￿ utilit￿ maggiore.
Purtroppo, poichŁ non Ł possibile sapere con esattezza cos￿ accadr￿ nel fu-
turo, dobbiamo limitarci a prevedere l’andamento dei titoli. Ma una previsione,
per de￿nizione, pu￿ non essere esatta. E’ importante valutare quanto il valore da
noi previsto si scosta dal vero valore assunto dal titolo, e, ancora piø importante, Ł
valutare la possibilit￿ che il nostro titolo possa subire delle perdite.
Se un titolo ha un andamento molto variabile, pu￿ portare alti guadagni cos￿ come
potrebbe portare grosse perdite. Investire o no dipende da quanto siamo disposti a
rischiare, ovvero dall’avversione al rischio: piø siamo propensi al rischio e piø siamo
disposti ad accettare la possibilit￿ di subire perdite sapendo, per￿, che c’Ł anche la
possibilit￿ che ci siano grossi guadagni.
Ma come valutare il rischio? Un primo modo Ł usare la varianza come misura del
rischio applicando il modello Media-Varianza ([3], [5], [12], [13]).
Con il modello Media-Varianza, Harry Markowitz ([16]) ottenne nel 1990 il Pre-
mio Nobel per aver trovato un sistema per risolvere il trade-o￿ tra alti pro￿tti e bassi
rischi. Il modello fu studiato da Markowitz gi￿ negli anni ’50: col suo primo lavoro
aveva trovato il portafoglio e￿ciente in media-varianza focalizzandosi in particolare
sul singolo periodo, apportando cos￿ un contributo signi￿cativo alla gestione del risk
management grazie all’introduzione di una metodologia scienti￿ca e quantitativa per
lo studio e l’analisi del rischio ￿nanziario.
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Sull’argomento introdotto da Markowitz sono stati e￿ettuati molti approfondimenti
in studi successivi ￿no ad arrivare a considerare diverse combinazioni di titoli rischiosi
e non rischiosi e diversi periodi. L’estensione al multiperiodo ha una formulazione
leggermente diversa rispetto al singolo periodo. In particolare, nel multiperiodo, in-
vece che trattare media (E[w]) e varianza (V ar[w]) del portafoglio come quantit￿
separate per cercare poi una relazione tra esse, si considera direttamente l’utilit￿
attesa della ricchezza ￿nale (E[U(w)]).
L’utilizzo di una funzione quadratica quale la varianza, ha per￿ delle limitazioni.
Per esempio ha un punto di massimo oltre il quale l’aumento della ricchezza provoca
una diminuzione dell’utilit￿; un altro svantaggio st￿ nel fatto che con una funzione
quadratica l’avversione al rischio cresce al crescere della ricchezza cosicchŁ i titoli
rischiosi dovrebbero essere considerati beni inferiori.
Per questi motivi si sono cercate varie alternative al modello media-varianza, tra
cui i modelli media-varianza pesata, media-semivarianza e media-downside risk ([8],
[11]) e i modelli di avversione all’ambiguit￿ ([10], [7], [14]) Questi ultimi prendono in
considerazione la possibilit￿ che il modello usato, che ipotizziamo essere P, non sia
correttamente speci￿cato, ovvero esista un altro modello Q, cioŁ un’altra legge che
descrive i dati.
In questa relazione ci so￿ermeremo su un particolare modello di avversione all’am-
biguit￿: il modello Media-Varianza Monotono ([15]). Verr￿ proposto un modello di
selezione del portafoglio basato su una classe di preferenze che coincidono con le prefe-
renze media-varianza nel loro dominio di monotonicit￿ e di￿eriscono dove le prefenze
media-varianza non sono monotone. E’ possibile, infatti, identi￿care una restrizione
nel dominio al ￿ne di renderle monotone. Per e￿ettuare tale restrizione, consideria-
mo il funzionale concavo J : Bo(Σ) → R dato da J(ψ) =
 
ψdq − (θ/2)V ar(ψ) e
prendiamo l’insieme M nel quale il di￿erenziale di Gateaux di J Ł positivo. L’in-
sieme in cui le preferenze media-varianza non violano l’assioma di monotonicit￿, Ł
l’insieme chiuso e convesso Gθ = {f ∈ F : u(f) ∈ M} che chiameremo dominio di
monotonicit￿.
Nel primo capitolo spiegheremo la teoria dell’utilit￿ attesa cercando di capire per-
chŁ non risulta appropriata per risolvere problemi di selezione del portafoglio, passan-
do attraverso il paradosso di Ellsberg e gli indici di avversione al rischio. Nel secondo
capitolo verr￿ introdotto il modello Media-Varianza uniperiodale di Markowitz del
quale esamineremo il caso con soli titoli rischiosi e il caso con titoli sia rischiosi siaINDICE 9
privi di rischio. Andremo poi ad esplorare i modelli che apportano delle varianti al
modello Media-Varianza classico parlando dei modelli media-varianza pesata, me-
dia semivarianza, media downside risk e i modelli di avversione all’ambiguit￿ nel
capitolo terzo. Nel quarto capitolo, invece, introdurremo il modello Media-Varianza
Monotono valutando le principali di￿erenze col modello non monotono e sviluppando
alcuni esempi. Nell’ultimo capitolo andremo ad applicare il modello monotono a dati
reali e ne analizzeremo i risultati traendone opportune conclusioni.10 INDICEParte I
Dall’Utilit￿ Attesa al Modello
Media-Varianza
11Capitolo 1
Utilit￿ Attesa
1.1 Teoria dell’Utilit￿ Attesa
Per de￿nire un sistema di selezione del portafoglio Ł importante stabilire una
relazione d’ordine che ci consenta di ordinare i titoli e le loro possibili combinazioni.
Questa relazione d’ordine de￿nisce la struttura delle preferenze del consumatore.
L’ipotesi di base Ł che il consumatore abbia un comportamento razionale, ovvero:
- il consumatore conosce tutte le alterne che ha a disposizione e alloca il proprio
reddito su un paniere di n beni senza alcuna incertezza;
- il consumatore Ł in grado di ordinare le alternative;
- una volta individuata l’alternativa migliore, la sceglie;
- il consumatore spende tutto il reddito disponibile.
Il principio di razionalit￿, per￿, non Ł su￿ciente per ordinare le scelte del consuma-
tore tra alternative di investimento che implicano il rischio di perdite.
Per poter ordinare la scelta tra alternative rischiose si fa riferimento alla teoria del-
l’utilit￿ attesa, secondo la quale la scelta tra alternative rischiose pu￿ essere rappre-
sentata confrontando i valori attesi di una funzione, detta funzione di utilit￿.
Se a e b sono due alternative rischiose, la teoria dell’utilit￿ attesa a￿erma che:
a ≻ b ⇔ E[U(a)] > E[U(b)]
dove ≻ indica la preferenza e U( ) Ł la funzione di utilit￿.
La principale caratteristica della funzione di utilit￿ Ł che essa deve essere crescente,
a meno di una trasformazione a￿ne: se U( ) Ł un sistema di preferenze, anche
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V ( ) = a + bU( ) Ł una funzione di utilit￿ che rappresenta un sistema di preferenze.
Questi modelli di rappresentazione delle preferenze sono costruiti sulla base di alcuni
assiomi che devono essere soddisfatti:
1. Assioma di completezza. Quando vengono proposte due combinazioni, il con-
sumatore Ł sempre in grado di dire quale delle due preferisce;
2. Assioma di transitivit￿. Se l’alternativa a Ł preferibile all’alternativa b, e
l’alternativa b Ł preferibile alla c, allora a Ł preferibile a c, ovvero
a ≻ b,b ≻ c ⇒ a ≻ c;
3. Assioma di non saziet￿. Il consumatore non Ł mai sazio, nel senso che una
quantit￿ maggiore sar￿ sempre preferibile rispetto a una quantit￿ minore;
4. Assioma di indipendenza. Se l’alternativa a Ł preferita all’alternativa b, allora
qualsiasi mistura con un terza alternativa non modi￿ca l’ordine delle preferenze
a ≻ b ⇔ αa + (1 − α)c ≻ αb + (1 − α)c
dove se a e b sono sue alternative rischiose e αa + (1 − α)b Ł una mistura tra
alternative rischiose.
La teoria economica sulle scelte del consumatore si propone di spiegare come un
individuo prende decisioni razionali in una situazione in cui le risorse che ha dispo-
sizione sono limitate. Tutte le risorse sono scarse, nel senso che non sono disponibili
in quantit￿ su￿ciente per soddisfare tutti i bisogni di tutti gli individui. Per risorse
non intendiamo solo le risorse naturali come il petrolio e l’aqua, ma anche le risorse
umane, come il lavoro, e le risorse di capitale. Un’importante conseguenza di questa
condizione di scarsit￿ Ł che gli individui devono scegliere in un insieme limitato di
possibilit￿. La scelta di avere una quantit￿ maggiore di un bene comporta necessaria-
mente la rinuncia a una certa quantit￿ di altri beni.
Per capire il comportamento del consumatore, quindi, dobbiamo innanzitutto capire
cosa vuole e rappresentare i suoi gusti. Poi dobbiamo conoscere il budget che ha a
disposizione per sapere cosa pu￿ fare e rappresentare i vincoli a cui deve sottostare
a causa della sua ricchezza limitata. In￿ne andremo a mettere insieme le preferenze
del consumatore e i limiti a cui deve sottostare per determinare quale tra le possibili
alternative gli assicurer￿ la massima soddisfazione. Per questo ultimo passaggio ci si
avvale proprio della funzione di utilit￿.
La teoria dell’utilit￿ attesa Ł un buon sistema per tentare di stabilire un ordine di
preferenze, ma, come vedremo di seguito, non sempre risulta appropriata per risolvere
problemi di gestione del portafoglio.1.2. PARADOSSO DI ELLSBERG 15
1.2 Paradosso di Ellsberg
Preferiamo investire su titoli per i quali possediamo grandi quantit￿ di infor-
mazioni che ci permettono di valutare meglio la probabilit￿ di successo, oppure la
quantit￿ di informazioni che abbiamo a disposizione non in￿uenza le nostre scelte?
Uno dei maggiori limiti della teoria dell’utilit￿ attesa Ł proprio legato alla quantit￿
di informazioni di cui disponiamo sulle alternative rischiose, perchŁ se la quantit￿
di informazioni in￿uisce in qualche modo sulle preferenze, allora la teoria dell’utilit￿
attesa ci pu￿ condure a risultati paradossali. Tale e￿etto Ł noto come Paradosso di
Ellsberg, dal nome dell’autore che per primo evidenzi￿ una certa incongruenza tra i
risultati di diversi esperimenti da lui e￿etturati nel 1961.
Proviamo a spiegare questo paradosso con un esempio. Supponiamo di dover
scegliere tra investire 1.000 euro in azioni COMIT o investire 1.000 euro in azioni
ENI. Il rischio Ł rappresentato da tre scenari (H,M,L) a ognuno dei quali Ł associato
un possibile rendimento dei titoli. Supponiamo poi di non avere su￿cienti infor-
mazioni circa le probabilit￿ che si veri￿chino i tre stati di natura, ovvero sappiamo
con certezza solo che lo stato H si veri￿ca con probabilit￿ 1/3 ma non sappiamo
come distribuire la rimanente probabilit￿ (2/3) tra lo stato M e lo stato L. Ecco i
possibili scenari:
Probabilit￿ ENI COMIT
Stato H 1/3 0.6 0
Stato M ? 0 0
Stato L ? 0 0.6
Se preferiamo investire su scelte rischiose per le quali per￿ conosciamo la probabilit￿
di successo, allora il titolo ENI Ł preferibile al titolo COMIT:
ENI ≻ COMIT
Vediamo ora cosa succede se disponiamo di informazioni diverse. Ipotizziamo di
investire il 50% della ricchezza in azioni ENI o in azioni COMIT, e di investire il
rimanente 50% in un altro titolo, il MIB30. Gli scenari che si presentano sono i
seguenti:
Probabilit￿ ENI+ MIB30 COMIT+MIB30
Stato H 1/3 0.3 0
Stato M ? 0.3 0.3
Stato L ? 0 0.316 CAPITOLO 1. UTILIT￿ ATTESA
In questo caso, se scegliamo l’investimento per il quale conosciamo la probabilit￿ di
successo, la nostra preferenza cadr￿ su COMIT+MIB30:
ENI+MIB30 ≺ COMIT+MIB30
Il Paradosso di Ellsberg ci permette di trarre interessanti conclusioni circa l’utilizzo
della teoria dell’utilit￿ attesa per la scelta tra alternative rischiose. Per esempio, se il
soggetto fosse indi￿erente alla qualit￿ delle informazioni di cui dispone, il paradosso
non sussisterebbe.
La preferenza per alternative per le quali si dispone di piø (o meno) informazione
non pu￿ essere rappresentata utilizzando la teoria dell’utilit￿ attesa; per questo
motivo sono stati sviluppati nuovi modelli (che vedremo nei prossimi capitoli) che
propongono valide alternative alla teoria dell’utilit￿ attesa.
1.3 Rischio e Incertezza
Riportiamo di seguito un’antica distinzione, sviluppata da Knight nel 1920, tra
rischio e incertezza. Con il temine rischio si vuole descrivere una situazione nella
quale si Ł in grado di assegnare una probabilit￿ a ciascuno stato di natura, mentre
con incertezza viene indicata una situazione nella quale non pu￿ essere fatta una
precisa assegnazione di probabilit￿.
E’ importante considerare che la teoria dell’utilit￿ attesa Ł e￿cace per gestire situa-
zioni di rischio, ma non per gestire situazioni di incertezza.
1.4 Indici di avversione al rischio
Abbiamo visto che la teoria dell’utilit￿ attesa non consente di ordinare la scelta
tra alternative di investimento per le quali disponiamo di informazioni di qualit￿
diversa e che non ci permette di gestire situazioni nelle quali non riusciamo ad as-
segnare un probabilit￿ precisa ad ogni stato di natura. Ci￿ nonostante, la teoria
dell’utilit￿ attesa Ł ampiamente utilizzata in campo ￿nanziario.
Nella teoria dell’utilit￿ attesa, l’ordinamento delle scelte rischiose avviene sulla base
di due funzioni:
• la distribuzione di probabilit￿, rispetto alla quale si calcola il valore atteso;
• la funzione di utilit￿, che deve essere monotona crescente.1.4. INDICI DI AVVERSIONE AL RISCHIO 17
In base alla forma della funzione di utilit￿, Ł possibile valutare l’attitudine del con-
sumatore rispetto a situazioni di rischio. Piø precisamente, diremo che il soggetto
Ł avverso al rischio se di fronte alla scelta tra una somma certa U(w), dove w rap-
presenta la ricchezza, e una lotteria che gli promette un valore medio dello stesso
importo (E[U(w + z)]), sceglie la somma certa:
U(w) < E[U(w + z)]
con E(z) = 0.
Possiamo dire, quindi, che il soggetto Ł avverso al rischio se la sua funzione di utilit￿
Ł tale per cui il valore atteso della funzione stessa sia minore della funzione del valore
atteso:
E[U(w)] < U(E[w])
che equivale ad assumere che la funzione di utilit￿ sia concava (vedere Teorema di
Jensen, appendice B.2), ovvero che la sua derivata seconda sia negativa (U′′ < 0).
Si pu￿ misurare il grado di avversione al rischio tramite l’utilizzo di indici di avver-
sione al rischio che misurano la concavit￿ della funzione di utilit￿. L’indice piø noto
Ł l’indice di avversione assoluta al rischio di Arrow-Pratt (ARA):
ARA = −
U′′(w)
U′(w)
L’indice di tolleranza al rischio Ł invece de￿nito come 1
ARA.
Il caso piø semplice di funzione concava Ł una funzione quadratica del tipo:
U(w) = w −
θ
2
w2
con b > 0.
Una funzione di utilit￿ quadratica Ł di facile utilizzo, ma ha dei grossi svantaggi. Il
primo Ł che la funzione quadratica ha un punto di massimo oltre il quale l’aumento
della ricchezza provoca un diminuzione dell’utilit￿; in questo modo si viola un requi-
sito importante della funzione di utilit￿ secondo il quale il consumatore preferisce piø
a meno. Un altro svantaggio Ł il fatto che l’avversione al rischio cresce al crescere
della ricchezza, cosicchŁ i titoli rischiosi hanno la caratteristica di beni inferiori.
Queste considerazioni hanno portato alla ricerca di funzioni di utilit￿ piø realistiche,
come per esempio la funzione di utilit￿ esponenziale (CARA, Constant Absolute Risk
Aversion):
U(w) = a − exp(−θw)18 CAPITOLO 1. UTILIT￿ ATTESA
che garantisce che un’avversione al rischio indipendente dalla ricchezza. Infatti, se
utilizziamo una funzione CARA, abbiamo che:
U′(w) = −[−θexp(−θw)] = θexp(−θw)
U′′(w)= θ[−θexp(−θw)] = −θ2 exp(−θw)
da cui
ARA = −
−θ2 exp(−θw)
θexp(−θw)
= θ
Un altro tipo di funzione utilizzata Ł la funzione di utilit￿ a potenza (CRRA, Constant
Relative Risk Aversion):
U(w) =
wγ − 1
γ
Per questo tipo di funzione di utilit￿ si possono considerare due casi interessanti:
i) se γ = 1, la funzione di utilit￿ Ł lineare e il consumatore Ł neutrale al rischio;
ii) se γ tende a zero otteniamo, invece, una funzione di utilit￿ logaritmica che Ł
largamente utilizzata in modelli di tipo dinamico.
Si possono rappresentare anche funzioni di utilit￿ che ipotizzano un andamento iper-
bolico dell’avversione al rischio e che utilizzano l’indice di tolleranza al rischio. Sono
funzioni di tipo HARA, (Hyperbolic Absolute Risk Aversion ):
U(w) =
1 − γ
γ
 
βw
1 − γ
+ η
 γ
per cui l’indice di tolleranza al rischio diventa
1
ARA
=
w
1 − γ
+
η
β
Le funzioni di utilit￿ HARA sono in grado di rappresentare diversi atteggiamenti del
consumatore verso il rischio e vengono usate, come le funzioni CRRA, per svolgere
analisi di tipo dimanico.
1.5 Introduzione al Modello Media-Varianza
Nella gestione del portafoglio assume una particolare importanza la valutazione
del trade-o￿ tra rendimento e rischio che si pu￿ misurare attraverso l’utilizzo di
un modello, detto modello media-varianza, che utilizza esclusivamente i primi due
momenti della distribuzione di probabilit￿.1.5. INTRODUZIONE AL MODELLO MEDIA-VARIANZA 19
Per l’applicazione del modello media-varianza, assumiamo di utilizzare una funzione
di utilit￿ quadratica:
U(w) = w −
θ
2
w2
Utilizzando la formula di scomposizione della varianza tale che
V ar[w] = E[w2] − E[w]2
possiamo ottenere il valore dell’utilit￿ attesa:
E[U(w)] = E[w] − θ
2E[w2] =
= E[w] − θ
2E[w]2 − θ
2V ar[w] =
= U(E[w]) − θ
2V ar[w]
Si pu￿ notore come il livello di utilit￿ attesa Ł direttamente proporzionale al valore
atteso della ricchezza e inversamente proporzionale alla varianza della ricchezza.
Se si utilizza una funzione di utilit￿ quadratica, quindi, la rappresentazione delle
scelte in termini di media e varianza Ł esattamente riconducibile alla teoria dell’utilit￿
attesa. Purtroppo, come visto sopra, una funzione quadratica presenta dei limiti che
ne impediscono un buon utilizzo. Ricordiamo anche che il modello media-varianza
implica l’utilizzo solo del momento primo e secondo della distribuzione di probabilit￿.
Questo va bene se i momenti superiori al secondo sono funzione dei momenti primo
e secondo, come accade nel caso della distribuzione normale. Altrimenti il modello
media-varianza va bene solo come approssimazione.20 CAPITOLO 1. UTILIT￿ ATTESACapitolo 2
Modello Media-Varianza
2.1 Media-Varianza e Utilit￿ Attesa
Un operatore economico Ł interessato a conoscere il pro￿lo che pu￿ attendersi
dalla sua scelta di investimento, ma Ł anche interessato a valutarne la rischiosit￿. La
teoria dell’utilit￿ attesa insegna a scegliere grandezze aleatorie tenendo conto di tutte
le loro caratteristiche, ma in modo soggettivo, cioŁ sulla base della propria personale
funzione di utilit￿. Se vogliamo avere una valutazione oggettiva del rischio possiamo
ricorrere all’operatore varianza. La varianza Ł una misura naturale della rischiosit￿,
intesa come probabilit￿ di un esito lontano dal valore atteso.
Se decidiamo di usare i primi due momenti della distribuzione, cioŁ la media e la
varianza, allora andiamo ad applicare il criterio media-varianza che consiste nello
scegliere, a parit￿ di varianza, la grandezza con valore atteso maggiore oppure, a
parit￿ di media, la grandezza con varianza minore.
L’analisi media-varianza e l’utilit￿ attesa sono due approcci molto diversi per trattare
il problema della selezione del portafoglio, di conseguenza il portafoglio ottimale de-
terminato con l’utilit￿ attesa generalmente non Ł e￿ciente in media-varianza. Infat-
ti, utilizzando la formula di Taylor di ordine 2 con punto di origine in E[w] (vedere
appendice A.6), possiamo sviluppare la funzione di utilit￿ U(w) come segue:
U(w) = U(E[w]) + U′(E[w])(w − E[w]) +
1
2
U′′(E[w])(w − E[w])2 + R2(w)
con R2(w) resto della formula di Taylor dato da:
R2(w) =
+∞  
k=3
1
k!
  U(k)(E[w])   (w − E[w])k
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Quindi la funzione di utilit￿ prende in considerazione tutti i momenti della distri-
buzione di w. Con il criterio media-varianza andiamo, invece, a considerare solo i
primi due momenti.
E’ importante notare come il portafoglio determinato col metodo media-varianza e
il portafoglio che ha maggiore utilit￿ attesa coincidono solo nel caso in cui usiamo
una funzione di utilit￿ quadratica del tipo:
U(w) = w −
θ
2
w2 (2.1)
Se la funzione di utilit￿ Ł quadratica, lo sviluppo in serie di Taylor di ordine 2 non
contiene il resto:
U(w) = U(E[w]) + U′(E[w])(w − E[w]) +
1
2
U′′(E[w])(w − E[w])2
PoichŁ
 
w−E[w] = 0, ci￿ che resta dello sviluppo in serie di Taylor di ordine 2 della
funzione di utilit￿ quadratica pu￿ essere facilmente riportato, salvo approssimazioni,
alla 2.1. Questo mostra come un portafoglio e￿ciente secondo il criterio dell’utilit￿
attesa Ł e￿ciente anche in media-varianza se la funzione di utilit￿ Ł quadratica.
Il criterio media-varianza, per come Ł formulato, non permette di scegliere tra due
grandezze che abbiano contemporaneamente sia valore atteso sia varianza diverse,
ovvero, una grandezza aleatoria non Ł piø descritta mediante un solo parametro
numerico (ad esempio il valore atteso), ma da due parametri: media e varianza. Ogni
grandezza pu￿ essere quindi rappresentata come un punto su un piano cartesiano nel
quale sull’asse delle ascisse Ł riportata la varianza e sull’asse delle ordinate la media.
L’insieme dei punti che stanno sulla linea che collega il punto piø in alto (che ha
la media maggiore tra tutti i punti del piano) con il punto piø a sinistra (che ha la
varianza minore tra tutti i punti) rappresenta la frontiera e￿ciente.
La scelta ￿nale tra alternative e￿cienti richiede che in presenza di due variabili
casuali X e Y tali che E[X] > E[Y ] e V ar[X] > V ar[Y ], l’operatore stabilisca
se la di￿erenza di valore medio tra X e Y sia per lui su￿ciente a compensare la
di￿erenza tra le varianze. Questa scelta Ł puramente soggettiva in quanto interviene
una maggiore o minore avversione al rischio da parte del decisore. E’ opportuno,
quindi considerare le curve di indi￿erenza individuali, ossia le curve sulle quali stanno
i punti che rappresentano grandezze che l’operatore ritiene ugualmente desiderabili.
Sovrapponendo il fascio delle curve d’indi￿erenza alla frontiera e￿ciente, si determina
l’alternativa in assoluto migliore: quella corrispondente al punto della frontiera che
si trova sulla curva di indi￿erenza di livello piø alevato.2.2. ANALISI MEDIA-VARIANZA NEL SINGOLO PERIODO 23
2.2 Analisi Media-Varianza nel singolo periodo
Iniziamo analizzando un generico caso di modello media-varianza considerando
n titoli e un solo periodo. Utilizziamo la seguente notazione:
• xv Ł il capitale investito nel titolo v;
• x ∈ Rn Ł il vettore dei portafogli di ampiezza n × 1;
• r ∈ Rn Ł il vettore casuale dei guadagni, ovvero dei tassi di interesse;
• m(x) = r′x Ł il rendimento, ;
• con e indichiamo un vettore composto da tutti 1, per cui e′x =
 n
i=1 xi.
Supponiamo inoltre che r sia generato da una distribuzione di probabilit￿ congiunta
tale che i primi due momenti siano i seguenti:
• media: E[r] = r
• matrice di varianza-covarianza: Σ = E[(r − r)(r − r)′] = E[r′r] − r   r′
Il rendimento di un portafoglio Ł legato alla media dei guadagni, mentre il rischio Ł
legato alla varianza. Piø in dettaglio sar￿:
Rendimento atteso ⇒ E[m(x)] = E[r′x] = r′x
Rischio ⇒ σ2[m(x)] = σ2[r′x] =
= E[r′x − E(r′x)2] =
= E[x′(r − r)(r − r)′x] =
= x′Σx
Dal di￿erenziale totale dell’espansione di Taylor del secondo ordine, ci ricaviamo
le curve di indi￿erenza tra rendimento e rischio:
dm
dσ
= −
U′′
U′   σ = ARA   σ
Per un soggetto avverso al rischio, le curve di indi￿erenza sono crescenti e la loro
inclinazione aumenta all’aumentare del rischio. La forma della curva di indi￿erenza,
invece, dipende dall’indice di avversione al rischio.24 CAPITOLO 2. MODELLO MEDIA-VARIANZA
Il problema che ci poniamo ora Ł di riuscire a determinare una combinazione di titoli
che ci permetta di ottenere il piø elevato livello di rendimento per ogni livello di
rischio, ovvero il minor livello di rischio per ogni livello di rendimento.
Possiamo operare seguendo due strade: massimizzando il valore atteso di una fun-
zione di utilit￿ quadratica, oppure minimizzando il rischio. Le due formulazioni sono
equivalenti.
Se decidiamo di seguire il primo modo proposto, ci troveremo con la seguente for-
mulazione:
max
x  m(x) −
1
2
σ2[m(x)] (2.2)
s.v. e′x = 1
dove s.v. sta per sotto il vincolo.
Un’alternativa Ł cercare di minimizzare il rischio ￿ssando il livello di rendimento:
min
x
1
2
σ2[m(x)] (2.3)
s.v. e′x = 1
m(x) = m
Nei prossimi paragra￿ esamineremo alcuni casi del modello media-varianza, in
particolare vedremo cosa succede se siamo in presenza di soli titoli rischiosi e cosa
accade invece se Ł presente almeno un titolo privo di rischio.
2.3 Portafoglio con soli titoli rischiosi
2.3.1 Caso con due titoli rischiosi
Partiamo con due titoli rischiosi xi (i = 1,2), con:
Rendimento: m(xi) = mi;
Volatilit￿: σ[m(xi)] = σi.
La parte di ricchezza investita nel primo titolo Ł pari ad α, mentre quella investita
nel secondo titolo Ł 1 − α. La combinazione dei due titoli ci fornisce il portafoglio
t = αx1 + (1 − α)x2, con rendimento atteso E[mt] e volatilit￿ σt come segue:
E[mt] = αE[m1] + (1 − α)E[m2]
σt =
 
α2σ2
1 + (1 − α)2σ2
2 + 2α(1 − α)ρσ1σ2
dove ρ = cov(m1,m1)/σ1σ2 Ł il coe￿ciente di correlazione.
PoichŁ ρ ∈ [−1,1], analizziamo i due casi estremi: ρ = 1 e ρ = −1.2.3. PORTAFOGLIO CON SOLI TITOLI RISCHIOSI 25
Perfetta correlazione positiva: ρ = 1
La volatilit￿ Ł data da:
σt = ασ1 + (1 − α)σ2
Ricavando (1 − α), otteniamo un relazione lineare tra rendimento e rischio:
E[mt] = E[m1] +
E[m2 − m1]
σ2 − σ1
(σt − σ1)
Se poniamo il rendimento sull’asse delle ascisse e la volatilit￿ sull’asse delle ordinate,
il portafoglio sta sulla retta che congiunge il punto A = (σ1,E[m1]) e B = (σ2,E[m2]).
Perfetta correlazione negativa: ρ = −1
In questo caso la volatilit￿ pu￿ assumere sia valori positivi, sia negativi:
σt = ±[ασ1 − (1 − α)σ2]
Notiamo che esiste un portafoglio a volatilit￿ nulla, ovvero privo di rischio:
α0 =
σ2
σ1 + σ2
r0 = E[m1] + (1 − α0)E[m2 − m1] =
= E[m1] + σ1
E[m2−m1]
σ1+σ2
Per quanto riguarda la volatilit￿, possiamo tenere la radice positiva o la radice
negativa e valutare i due sottocasi: α < α0 e α > α0.
radice negativa: α < α0
σt = −[ασ1 − (1 − α)σ2] = σ2 − α(σ1 + σ2) = σ2
 
1 −
α
α0
 
> 0
E[ρt] = m0 +
E[m2 − m1]
σ1 + σ2
σt
Il portafoglio sta sulla retta con inclinazione positiva che unisce l’intercetta
I = (0,m0) con il punto A = (σ1,E[m1]).26 CAPITOLO 2. MODELLO MEDIA-VARIANZA
radice positiva: α > α0
σt = +[ασ1 − (1 − α)σ2] = α(σ1 + σ2) − σ2 = σ2
  α
α0
− 1
 
> 0
E[mt] = m0 −
E[m2 − m1]
σ1 + σ2
σt
Il portafoglio sta sulla retta con inclinazione negativa che unisce l’intercetta I = (0,m0)
con il punto B = (σ2,E[m2]).
Figura 2.1: Gra￿co rischio-rendimento nel modello con due titoli rischiosi: casi
estremi. (c.n.= correlazione negativa)
Nella ￿gura 2.1 si pu￿ osservare la retta segnata da un linea continua che rappresen-
ta il caso in cui ci sia correlazione positiva (ρ = 1), e le due rette tratteggiate che
rappresentano il caso di correlazione negativa (ρ = −1) con distinti i due sottocasi:
se α < α0 la retta ha un’inclinazione positiva, mentre se α > α0 avremo un retta
con inclinazione negativa.2.3. PORTAFOGLIO CON SOLI TITOLI RISCHIOSI 27
2.3.2 Caso con piø titoli rischiosi
Supponiamo di avere un vettore xr ∈ Rn con n titoli rischiosi e poniamo le
seguenti ipotesi:
A1) la matrice di varianza e covarianza Σ Ł de￿nita positiva;
A2) il rendimento r non Ł multiplo di e.
Con A1 assumiamo che tutti i titoli siano rischiosi (in quanto Σ  = 0), mentre con
A2 si vuole evitare di incorrere in situazioni degeneri.
Dalla A1 ricaviamo le seguenti costanti:
ω = e′Σ−1e
β = e′Σ−1r
γ = r′Σ−1r
δ = ωγ − β2
Per cercare il portafoglio ottimale, iniziamo utilizzando una formulazione simile alla
2.2:
max
x  (r′xr) −
1
2
x′
rΣxr
s.v. e′xr = 1
Risolviamo con l’ausilio del Lagrangiano:
L(xr,λ; ) = 1
2x′
rΣxr −  (r′xr) − λ(e′xr − 1) =
= 1
2σ2(m) −  (r′xr) − λ(e′xr − 1)
dove   Ł il moltiplicatore di rendimento e λ Ł il moltiplicatore di budget.
Troviamo una soluzione unica:
xr = Σ−1(λe +  r)
λ =
1 −  β
ω
da cui ricaviamo
m = λβ +  γ =
β +  δ
ω
In alternativa alla formulazione 2.2, possiamo minimizzare il rischio seguendo la 2.3:
min
x
1
2
x′
rΣxr28 CAPITOLO 2. MODELLO MEDIA-VARIANZA
s.v. e′xr = 1
r′xr = m
Anche qui applichiamo il Lagrangiano:
L(xr,λ, ;δ) = 1
2x′
rΣxr −  (r′xr − m) − λ(e′xr − 1) =
= 1
2σ2(m) −  (r′xr − m) − λ(e′xr − 1)
e otteniamo una soluzione unica:
xr = Σ−1(λe +  r)
λ =
γ − βm
δ
  =
ωm − β
δ
La formulazione 2.2 da cui deriva il parametro  , e la formulazione 2.3 da cui deriva
il parametro m, sono equivalenti se e solo se   = m ottimale, ovvero se m =  
ottimale.
Infatti:
λ =
1 −  β
ω
=
δ − ωβm + β2
ωm
=
ωγ − ωβm
ωm
=
γ − βm
m
Ne deriva che il rischio ottimale Ł una funzione quadratica di m:
σ2(m) =
ωρ2 − 2βm + γ
δ
=
 2δ + 1
ω
Il punto di minimo della parabola de￿nisce il rischio minimo ottenibile. In questo
caso i valori saranno:
σ2(ˆ m) =
1
ω
e ˆ m =
β
ω
da cui ricaviamo che
ˆ x =
Σ−1
ω
ˆ λ =
1
ω
ˆ   = 0
Il gra￿co di σ2(m) rappresenta la frontiera e￿ciente.2.4. PORTAFOGLIO CON TITOLI RISCHIOSI E NON RISCHIOSI 29
2.4 Portafoglio con titoli rischiosi e non rischiosi
2.4.1 Caso con un titolo rischioso e uno privo di rischio
Inseriamo ora nel nostro problema un titolo non rischioso e partiamo dall’ipotesi
di avere complessivamente solo due titoli. Ci troveremo quindi con un titolo privo
di rischio xp che avr￿ un rendimento m(xp) = mp, e un titolo rischioso xr con
rendimento m(xr) = mr e varianza σ2(xr) = σ2
r. Il titolo privo di rischio avr￿
varianza nulla proprio perchŁ Ł privo di rischio.
Indichiamo poi con α la quota di ricchezza investita nel titolo privo di rischio, quindi
1 − α sar￿ la quota destinata al titolo rischioso. Il portafoglio t Ł dato dalla combi-
nazione dei due titoli, ovvero t = αxp + (1 − α)xr, e avr￿ rendimento atteso E[mt] e
volatilit￿ σt de￿niti come segue:
E[mt] = αmp + (1 − α)E[mr]
σt = (1 − α)σr
La relazione tra rendimento atteso e volatilit￿ Ł di tipo lineare:
E[mt] = mp +
E[mp − mr]
σr
σt
L’intercetta Ł data dal rendimento del titolo privo di rischio, mentre l’inclinazione
Ł rappresentata dal rapporto tra eccesso di rendimento del titolo rischioso rispetto
al titolo privo di rischio e la volatilit￿ del titolo rischioso. Il portafoglio con la
combinazione ottimale di titoli sar￿ nel punto dove la retta delle combinazioni Ł
tangente alla curva di indi￿erenza, ovvero:
ARAσt =
E[mr − mp]
σr
e la quota di ricchezza investita nel titolo rischioso sar￿:
1 − α∗ =
E[mr−mp]
σr
1
ARAσ =
=
E[mr−mp]
σr2ARA =
=
E[mr−mp]
σr2
 
w
1−γ
η
β
 
dove w
1−γ
η
β Ł l’indice di tolleranza al rischio, 1
ARA.
Partendo da una funzione di tipo ARA abbiamo ottenuto una funzione HARA che30 CAPITOLO 2. MODELLO MEDIA-VARIANZA
garantisce una relazione lineare tra ricchezza (w) e domanda di titoli richiosi. La
relazione tra avversione al rischio e ricchezza, infatti, Ł direttamente legata alla do-
manda di titoli rischiosi.
2.4.2 Caso con n-1 titoli rischiosi e un titolo privo di rischio
Supponiamo di avere un titolo non rischioso (xp) e n − 1 titoli rischiosi (xr ∈
Rn−1), con relativi rendimenti mp e mr. La matrice di varianza e covarianza relativa
ai titoli rischiosi sar￿ Σ; il titolo privo di rischio avr￿ volatilit￿ nulla (σp = 0).
Assumiamo le seguenti ipotesi:
A1) la matrice di varianza-covarianza Σ Ł de￿nita positiva;
A3) rr  = e′rp
Con la prima assunzione imponiamo che tutti gli n − 1 titoli rischiosi siano vera-
mente rischiosi; la seconda assunzione ci serve (come la A2) per escludere situazioni
degeneri.
Per trovare il portafoglio ottimale procediamo in modo analogo al caso in cui aveva-
mo n titoli rischiosi. Possiamo scegliere di utilizzare il valore atteso della funzione
di utilit￿ quadratica, come nella formulazione 2.2:
max
x
 (r′
rxr + rpxp) −
1
2
x′Σx
s.v. e′xr + xp = 1
Oppure possiamo minimizzare il rischio seguendo la formulazione 2.3:
min
x
1
2
x′Σx
s.v. e′xr + xp = 1
r′
rxr + rpxp = m
Troviamo un’unica soluzione:
xr = Σ−1(λe +  rr) =  Σ−1(rr − rp e)
xp = 1 −  (β − rp ω)
λ = −rp  
  =
m − rp
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con δp = (rr − rp e)′Σ−1(rr − rp e).
Il rischio ottimale dunque risulta essere il seguente:
σ2(ρ) =
(m − rp)2
δp
=  2δ2
2.5 Teorema di separazione dei fondi
Secondo il teorema di separazione dei fondi, il vettore ottimale dei pesi (x) si pu￿
ottenere dalla combinazione lineare di due portafogli:
x∗ = λ1β
Σ−1r
β
+ λ2ω
Σ−1e
ω
da cui possiamo de￿nire i due portafogli
x1 =
Σ−1r
β
=
Σ−1r
e′Σ−1r
x2 =
Σ−1e
ω
=
Σ−1e
e′Σ−1e
I due portafogli rispettano il vincolo e′x = 1 e i loro rispettivi rendimenti attesi e
varianze sono:
E[m1] = r′x1 =
r′Σ−1r
e′Σ−1r
=
a
β
σ2
1 = x′
1Σ−1x1 =
γ
β2
E[m2] = Σ−1r′x2 =
r′Σ−1e
e′Σ−1e
=
β
ω
σ2
2 = x′
2Σ−1x2 =
1
ω
Si pu￿ notare come il portafoglio 2 Ł quello di minima varianza, mentre il portafoglio 1
Ł de￿nito da una retta che passa per l’origine e per il portafoglio di minima varianza.
Infatti, x2 gode della seguente propriet￿:
cov(mv,m2) = x′
vΣ−1x2 = x′
vΣ
Σ−1e
ω
=
1
ω
= σ2
2
ovvero, la covarianza di un qualsiasi portafoglio col portafoglio di minima varianza
Ł pari alla varianza di quest’ultimo.
Applicando le condizioni del primo ordine otteniamo:
E[mt] = βλ1E[m1] + ωλ2E[m2] = γλ1 + βλ232 CAPITOLO 2. MODELLO MEDIA-VARIANZA
con βλ1 + ωλ2 = 1.
PoichŁ
α∗ = βλ1 =
β(ωE[ρt] − β)
γω − β2 =
βω
 
E[mt] −
β
ω
 
βω
 
γ
β −
β
ω
  =
E[mt] − E[m2]
E[m1] − E[m2]
si pu￿ facilmente ricavare la combinazione lineare di portafogli che ci permette di
raggiungere il vettore ottimale dei pesi:
x∗ = α∗x1 + (1 − α∗)x2
che Ł ci￿ che volevamo ottenere.Parte II
Varianti del modello
Media-Varianza
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Estensioni del modello
Media-Varianza
3.1 Alternative per la misura del rischio
Nel 1950 Harry Markowitz (si veda [16]) introdusse un modello media-varianza
per la selezione del portafoglio nel singolo periodo, usando la varianza come misura
del rischio. Purtroppo l’utilizzo della varianza, e quindi di una funzione di utilit￿
quadratica, comporta grosse limitazioni come abbiamo gi￿ visto nella sezione 1.4.
Sorge dunque la necessit￿ di cercare valide alternative alla varianza per misurare il
rischio.
Jin, Ya e Zhou [8] propongono alcuni modelli nei quali vengono prese in conside-
razione diverse formulazioni per la misura del rischio. Questi modelli sono delle
estensioni al seguente problema generale:
min
X
E[f(X − E[X])] (3.1)
s.v. E[X] = z
E[ρX] = x0
dove x0 Ł la ricchezza iniziale.
Il problema media-varianza di Markowitz Ł un caso speciale del problema 3.1 con
f(x) = x2. Nel modello classico, infatti, si vuole trovare il portafoglio e￿ciente che
consente di minimizzare la varianza, che pu￿ essere scritta come
V ar[x] = E[x2] − (E[x])2
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da cui ricaviamo che il problema di ottimizzazione di Markowitz Ł:
min
x
E[f(x − E[x])] = min
x
E[(x − E[x])2] = min
x
V ar[x]
che Ł facilmente riconducibile al problema 2.3.
Nei paragra￿ che seguono andremo a considerare vari modelli. Inizieremo con un
modello media-varianza pesato, nel quale si danno pesi diversi a rendimenti diver-
si; questo modello ammette una soluzione esplicita. Analizzeremo poi un modello
media-semivarianza, nel quale, pur non essendoci una soluzione ottimale, Ł comunque
possibile ottenere una soluzione asintotica in quanto la varianza pesata converge
alla semivarianza nel caso in cui il peso assegnato al livello minimo di varianza
tende a zero. Un ulteriore modello che prenderemo in considerazione Ł il modello
media-downside risk nel quale solo il rendimento minimo Ł soggetto a penalizzazione.
3.1.1 Modello media-varianza pesato
Nel modello media-varianza classico si usa la varianza come misura del rischio
assegnando lo stesso peso sia ai rendimenti piø alti sia a quelli minori. Un modello
media-varianza pesato, invece, assegna pesi diversi a diversi livelli di rendimenti.
Ipotizziamo di avere una funzione f(x) = αx2
+ + βx2
− con:
• x+ = max(x,0), parte positiva di x;
• x− = −min(x,0), parte negativa di x.
Ci si pu￿ ricondurre al modello media-varianza classico ponenedo α = β.
Dato Y = X − E[X], il problema di ottimizzazione Ł:
min
Y
E[αY 2
+ + βY 2
−] (3.2)
s.v. E[Y ] = 0
E[ρY ] = y0
Il problema 3.2 Ł equivalente al seguente:
min
Y
E[αY 2
+ + βY 2
− − 2(λ −  ρ)Y ] (3.3)
Troveremo un’unica soluzione ottimale al problema 3.3 data da:
Y ∗ =
(λ −  ρ)+
α
−
(λ −  ρ)−
β3.1. ALTERNATIVE PER LA MISURA DEL RISCHIO 37
dove la coppia (λ, ) Ł soluzione unica del seguente sistema:
 
E[(λ− ρ])+
α −
E[(λ− ρ])−
β = 0
E[ρ(λ− ρ])+
α −
E[ρ(λ− ρ])−
β = y0
(3.4)
PoichŁ i problemi 3.2 e 3.3 sono equivalenti, avranno la stessa soluzione Y ∗.
3.1.2 Modello media-semivarianza
Nel modello media-semivarianza viene penalizzato solo il rendimento piø basso.
Useremo quindi una funzione del tipo f(x) = x2
−.
Il problema di ottimo diventa:
minE[Y 2
−] (3.5)
s.v. E[Y ] = 0
E[ρY ] = y0
Il problema 3.5 non ha una soluzione ottimale, ma ponendo β = 1 − α possiamo
considerarlo come una variante del problema 3.2, quindi la soluzione del problema
3.5 pu￿ essere vista come variante della soluzione del problema 3.2, ovvero:
Y ∗(α) =
 
λ(α) −  (α)ρ
 
+
α
−
 
λ(α) −  (α)ρ
 
−
β
Y ∗ soddisfa i vincoli E[Y (α)] = 0 e E[ρY (α)] = y0 ed Ł perci￿ soluzione ammissibile
per il problema 3.5.
3.1.3 Modello media-downside risk
Il modello downside risk considera, come misura del rischio, la deviazione minima
dei rendimenti rispetto alla media. Supponendo che f(x) ≥ 0 e che f(x) = 0
∀x ∈ R+ con f(x) strettamente decrescente ∀x ∈ R−, il problema di ottimizzazione
per il modello media-downside risk Ł:
minE[f(Y )] (3.6)
s.v. E[Y ] = 0
E[ξY ] = y0
dove ξ Ł una costante positiva. Il problema 3.6 ammette soluzione solo se y0 = 0. La
semivarianza, a￿rontata nel problema 3.5, pu￿ essere vista come un caso particolare
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3.2 Modelli di avversione all’ambiguit￿
Negli ultimi anni c’Ł stata una discussione in macroeconomia sulle ipotesi di
aspettative razionali, secondo le quali tutti gli agenti hanno la stessa distribuzione di
probabilit￿. Per descrivere questo comportamento razionale degli agenti, possiamo
utilizzare una classe di modelli avversi all’ambiguit￿ come i modelli Multiplier Priors
Preferences (conosciuti anche come Maximin Expected Utility) che sono identi￿cati
dalla seguente funzione criterio:
U(f) = min
Q∈C
 
u(f)dQ
dove C Ł un sottoinsieme convesso dell’insieme ∆ di tutte le probabilit￿ degli stati.
Questo tipo di modelli, cos￿ come de￿niti da Kelsey [10], prevedono che l’azione a Ł
preferibile all’azione b se e solo se il minimo possibile valore dell’utilit￿ attesa di a Ł
maggiore del valore atteso minimo di b.
Possiamo riscrivere le Multiplier Priors Preferences, usando una formulazione piø
generica:
U(f) = min
Q∈∆
  
u(f)dQ + δC(Q)
 
con
δC(Q) =
 
0 se Q ∈ C
∞ altrimenti
In realt￿ gli agenti possono avere modelli diversi e sono consapevoli della possibilit￿
che il loro modello sia non correttamente speci￿cato. Questa incertezza nel modello
Ł dovuta all’ambiguit￿ causata da una qualit￿ scadente delle informazioni iniziali.
Entra quindi in gioco un approccio alle preferenze di tipo robusto introdotto da
Hansen e Sargent [7] nel quale si considera la possibilit￿ che il modello dell’agente
non sia quello corretto ma sia solo un’approssimazione del vero modello.
Si arriva cos￿ a speci￿care una classe di modelli, le Multiplier Preferences, con una
funzione criterio cos￿ de￿nita:
U(f) = min
Q∈∆
  
u(f)dQ + θR(Q||P)
 
dove:
• ∆ Ł l’insieme di tutte le probabilit￿;
• θ, parametro positivo, ri￿ette il peso che l’agente d￿ alla possibilit￿ che P possa
non essere la vera legge che governa il fenomeno;3.2. MODELLI DI AVVERSIONE ALL’AMBIGUIT￿ 39
• R(Q||P) : ∆ → [0,∞) Ł l’entropia relativa.
PoichŁ P potrebbe non essere il vero modello, possiamo prendere in considerazione un
altro possibile modello, Q, la cui verosimiglianza Ł misurata con l’entropia relativa,
R(Q||P). In particolare θR(Q||P) Ł una funzione indicatrice di analisi convessa e
pu￿ essere vista, insieme a δC : ∆ → [0,∞), come una estensione degli indici di
ambiguit￿.
Un modello Multiplier Preferences pu￿ essere quindi cos￿ generalizzato:
U(f) = min
Q∈∆
  
u(f)dQ + c(Q)
 
con c : ∆ → [0,∞) funzione convessa.
Le Multiplier Preferences sono un caso particolare di una classe piø ampia di prefe-
renze, chiamata Divergence Preferences (vedere appendice, sezione C.4), nella quale
rientrano anche le preferenze media-varianza introdotte da Markowitz:
U(f) =
 
f dP −
1
2θ
V ar(f)
Si pu￿ dimostrare, e lo vedremo nel dettaglio con il modello media-varianza mono-
tono, come nel dominio di monotonicit￿ di U(f), vale la seguente relazione:
 
f dP −
1
2θ
V ar(f) = min
Q∈∆
  
f dQ + θC(Q||P)
 
dove C(Q||P) : ∆ → [0,∞] Ł l’indice di concentrazione di Gini.
3.2.1 Indice di concentrazione di Gini
Le preferenze  g∈ F sono preferenze di Gini se:
f  g g ⇔ min
Q∈∆σ(P)
  
u(f)dQ + θCw(Q||P)
 
≥ min
Q∈∆σ(P)
  
u(g)dQ + θCw(Q||P)
 
dove Cw(Q||P) : ∆ → [0,∞] Ł l’indice di concentrazione di Gini pesato dato da:
Cw(Q||P) =
   
S w(s)1
2
 
dQ
dP (s) − 1
 2
dP(s) se Q ∈ ∆σ(P)
∞ altrimenti
L’indice di concentrazione di Gini Ł un caso speciale della divergenza Dw
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Φ(t) = 2−1(t − 1)2, (vedere appendice, sezione C.4).
Le preferenze di Gini sono preferenze variazionali continue, con indice di avversit￿
all’ambiguit￿ de￿nito come segue:
c∗(Q) = θCw(Q||P) ∀Q ∈ ∆
Il parametro θ pu￿ essere interpretato come coe￿ciente di avversione all’ambiguit￿.
L’indice di Gini Ł utile per studiare le preferenze media-varianza che sono date da:
f  mv g ⇔
 
u(f)dP −
1
2θ
V ar[u(f)] ≥
 
u(g)dP −
1
2θ
V ar[u(g)]
con θ > 0, P ∈ ∆σ; V ar(.) Ł la varianza calcolata con riferimento a P.
Se la funzione u( ) fosse una funzione neutrale al rischio, ovvero u(x) = x, allora
f  mv g ⇔
 
f dP −
1
2θ
V ar(f) ≥
 
g dP −
1
2θ
V ar(g)
che Ł esattamente il modello introdotto da Markowitz.
Le preferenze di Gini che hanno una w uniforme, ovvero quando w(s) = 1 ∀s ∈ S,
prendono il nome di preferenze media-varianza monotone :
f  mmv g ⇔ min
Q∈∆σ(P)
  
u(f)dQ + θC(Q||P)
 
≥ min
Q∈∆σ(P)
  
u(g)dQ + θC(Q||P)
 
.Capitolo 4
Modello Media Varianza
Monotono
4.1 Monotone Mean-Variance Preferences
La funzione di utilit￿ del modello media-varianza Ł de￿nita da:
Uθ(f) = EP[f] −
θ
2
V arP[f]
dove P Ł una misura di probabilit￿ e θ Ł l’indice di avversione al rischio. Consideriamo
un esempio di selezione del portafoglio secondo una funzione di utilit￿ media-varianza
con θ = 2 supponendo di dover scegliere tra due alternative f e g in base al seguente
prospetto:
Stati di Natura Probabilit￿ f g
s1 0.25 1 1
s2 0.25 2 2
s3 0.25 3 3
s4 0.25 4 5
La funzione di utilit￿ per l’alternativa f Ł data da:
U2(f) = EP[f] −
2
2
V arP[f]
con
EP[f] =
4  
i=1
P(si)fi e V arP[f] =
4  
i=1
P(si)(fi − EP[f])2
Quindi
EP[f] = 0.25(1) + 0.25(2) + 0.25(3) + 0.25(4) = 2.5
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V arP[f] = 0.25(1 − 2.5)2 + ... + 0.25(4 − 2.5)2 = 1.25
da cui
U2(f) = 2.5 − 1.25 = 1.25
Allo stesso modo ci calcoliamo la funzione di utilit￿ per l’alternativa g:
EP[g] = 0.25(1) + 0.25(2) + 0.25(3) + 0.25(5) = 2.75
V arP[g] = 0.25(1 − 2.75)2 + ... + 0.25(5 − 2.75)2 = 2.1875
da cui
U2(g) = 2.75 − 2.1875 = 0.5625
Abbiamo che f ≻ g:
U2(f) = 1.25 > U2(g) = 0.5625
L’utilit￿ dell’alternativa f Ł maggiore rispetto all’utilit￿ dell’alternativa g, ma osser-
vando bene i payo￿ risulta evidente che l’alternativa g Ł preferibile all’alternativa f.
Questo esempio mostra come il modello media-varianza pu￿ portare a risultati para-
dossali. Introduciamo allora un nuovo medello di selezione del portafoglio: il modello
media-varianza monotono.
Il modello monotono media-varianza (mmv) Ł un modello di selezione del portafoglio
basato su una classe di preferenze che coincidono con il modello media-varianza (mv)
per la parte dove il modello media-varianza ha signi￿cato economico e lo estende in
maniera monotona negli altri casi.
Per questo modello de￿niamo la seguente funzione di utilit￿:
Vθ(f) = min
Q
 
EQ(f) +
1
2θ
C(Q||P)
 
∀f ∈ L2(P)
con
θ= indice di avversione al rischio (θ > 0);
P,Q = misure di probabilit￿;
C(Q||P) = indice di concentrazione di Gini (o χ2 distance).
Sia Gθ l’insieme delle funzioni di L2(P) per le quali il di￿erenziale di Gateaux di
Uθ Ł positivo. Questo insieme Ł chiuso e convesso e lo de￿niremo il dominio di
monotonicit￿ di Uθ. Vale il seguente risultato:
Gθ =
 
f ∈ L2(P) : f − EP(f) ≤
1
θ
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Proposizione 1 Il dominio Gθ coincide con
 
f ∈ L2(P) : f − EP(f) ≤ 1
θ
 
Dimostrazione
Proviamo che se il di￿erenziale di Gateaux di Uθ in f Ł positivo, allora
Gθ =
 
f ∈ L2(P) : f − EP(f) ≤
1
θ
 
Partiamo considerando che
Uθ(f) = E[f] −
θ
2
V ar[f]
quindi
Uθ(f + tv) = E[f + tv] − θ
2V ar[f + tv] =
= E[f] + tE[v] − θ
2
 
V ar[f] + t2V ar[v] + 2Cov(f,tv)
 
allora possiamo ricavare il di￿erenziale di Gateaux per Uθ(f) lungo il versore v
(vedere appendice, sezione B.1):
d+Uθ(f)(v) = limt→0+
Uθ(f+tv)−Uθ(f)
t =
= limt→0+
E[f]+tE[v]− θ
2V ar[f]− θ
2t2V ar[v]− θ
2 2Cov(f,tv)−E[f]+ θ
2V ar[f]
t =
= limt→0+
 
E[v] − θ
2tV ar[f] − θ
tCov(f,v)
t
 
=
= E[v] − θ Cov(f,v).
Essendo
Cov(f,v) = E[f   v] − E[f]E[v]
otteniamo che
d+Uθ(f)(v) = E[v] − θ (E[f   v] − E[f]E[v]).44 CAPITOLO 4. MODELLO MEDIA VARIANZA MONOTONO
Sapendo che:
• seGθ Ł un sottoinsieme di L2 dove il di￿erenziale di Gateaux di Uθ Ø positivo,
allora ∀f ∈ L2 ho che d+Uθ(f)(v) ≥ 0;
• se v ≥ 0, allora d+Uθ(f)(v) ≥ 0;
• E[v] > 0 se v ≥ 0.
Possiamo procedere come segue:
d+Uθ(f)(v) ≥ 0 ⇒ E[v] − θ(E[f   v] − E[f]   E[v]) ≥ 0 ⇒
⇒ θ(E[f   v] − E[f]E[v]) ≤ E[v]
Se dividiamo ogni termine per E[v], otteniamo
E
 
f  
v
E[v]
 
− E[f] ≤
1
θ
∀v ≥ 0,E[v] > 0.
Inoltre, ponendo E
 
f   v
E[v]
 
= f, troviamo che
f − E[f] ≤
1
θ
Quindi il di￿erenziale di Gateaux Ł positivo quando f − E[f] ≤ 1
θ.
Essendo Gθ il sottoinsieme di L2(P) dove d+Uθ(f)(v) ≥ 0, ricaviamo che:
Gθ =
 
f ∈ L2(P) : f − E(f) ≤
1
θ
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Abbiamo visto come la funzione di utilit￿ del modello media-varianza Ł data da:
Uθ(f) = EP(f) −
θ
2
V arP(f)
e sappiamo che Uθ(f) Ł monotono ∀f ∈ Gθ, per come Ł stato de￿nito il dominio di
monotonicit￿.
Studiamo ora il funzionale mmv cos￿ de￿nito:
Vθ(f) = min
Q
 
EQ(f) +
1
2θ
C(Q||P)
 
∀f ∈ L2(P)
Teorema 2 Il funzionale Vθ : L2(P) → R Ł il minimo funzionale monotono in
L2(P) che coincide con Uθ su Gθ, ovvero
Vθ(f) = sup{Uθ(g) : g ∈ Gθ,g ≤ f} ∀f ∈ L2(P)
inoltre
Vθ(f) ≥ Uθ(f) ∀f ∈ L2(P).
Si noti che Vθ(f) possiede le seguenti propriet￿:
i) il funzionale Vθ(f) Ł concavo e continuo;
ii) coincide con Uθ(f) in Gθ, dominio di monotonicit￿ del funzionale mv;
iii) Ł il funzionale monotono minimale che estende il funzionale mv Uθ(f) fuori dal
suo dominio di monotonicit￿ Gθ;
iv) Vθ(f) Ł la migliore approssimazione monotona possibile per Uθ(f):
|Vθ(f) − Uθ(f)| ≤ |V ′
θ(f) − Uθ(f)| ∀f ∈ L2(P)
Per dimostrare il Teorema 2 ci serviremo dei seguenti tre lemma, del primo dei quali
riportiamo solo l’enunciato (per la dimostrazione si veda [15]).46 CAPITOLO 4. MODELLO MEDIA VARIANZA MONOTONO
Lemma 3 La funzione gf : R → [0,+∞) Ł continua con
Ff(z) = lim
ǫ→0+
 
gf(z + ǫ) − gf(z)
ǫ
 
∀z ∈ R
dove Ff Ł la derivata destra di gf, e Ff(z) Ł la derivata di gf in ogni punto z dove
Ff Ł continua. Inoltre se poniamo
ζ = essinf (f) = sup{α ∈ R : P(f < α) = 0}
allora
• gf Ł strettamente crescente nell’intervallo (ζ,+∞);
• gf ≡ 0 nell’intervallo (−∞,ζ];
• limz→ζ+ gf(z) = 0+;
• limz→+∞ gf(z) = +∞.
Lemma 4 Sia f ∈ L2(P) \ Gθ e t ∈ R. Allora:
f ∧ t ∈ Gθ ⇔ gf(t) ≤
1
θ
(4.1)
Dimostrazione
Possiamo de￿nire (f − k)− come segue:
(f − k)− = (k − f)   I(f≤k) =
  −(f − k) se f − k ≤ 0
0 se f − k > 0
da cui otteniamo:
gf(k) =
 
(f − k)−dP
= kP(f ≤ k) −
 
f   I(f≤k)dP =
=
 
[k − (f ∧ k)]dP =
=
  k
−∞P(f < t)dt.4.1. MONOTONE MEAN-VARIANCE PREFERENCES 47
Inoltre, se f ∧ t ∈ Gθ con f / ∈ Gθ, allora f ∧ t = t, ovvero:
essup(f ∧ t) = t ∀f / ∈ Gθ
Partendo da
(f ∧ t) − E[f ∧ t] = f   I(f≤t) + t   I(f>t) − t   P(f > t) − E[f   I(f≤t)] =
= f   I(f≤t) + t   I(f>t) − t(1 − P(f ≤ t)) − E[f   I(f≤t)] =
= (f − t)   I(f≤t) + gf(t)
e considerando che (f − t)   I(f≤t) < 0, abbiamo che
gf(t) ≤
1
θ
⇒ (f ∧ t) − E[f ∧ t] ≤
1
θ
Ne deriva che, se f ∧ t ∈ Gθ, allora:
(f ∧ t) − E[f ∧ t] ≤ 1
θ ⇒ essup(f ∧ t) − tP(f > t) − E[f   I(f≤t)] ≤ 1
θ
⇒ t − tP(f > t) − E[f   I(f≤t)] ≤ 1
θ ⇒
⇒ tP(f ≤ t) − E[f   I(f≤t)] ≤ 1
θ ⇒
⇒
 
(f − t)−dP = gf(t) ≤ 1
θ
Quindi f ∧ t ∈ Gθ ⇒ gf(t) ≤ 1
θ
Possiamo concludere che gf(t) ≤ 1
θ ⇔ (f ∧ t) ∈ Gθ  
Dai lemmi 3 e 4 deriva il seguente corollario.
Corollario 5 Sia f / ∈ Gθ, allora:
g−1
f
 
1
θ
 
= max{t ∈ R : f ∧ t ∈ Gθ} = k ⇒ gf(k) =
1
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Dimostrazione
Dal lemma 4 sappiamo che f ∧ t ∈ Gθ ⇒ gf(t) ≤ 1
θ e con il lemma 3 abbiamo
visto che gf(t) Ł una funzione strettamente crescente nell’intervallo (ζ,+∞) con
ζ = essinf (f). Quindi deve esistere un t ∈ R : gf(t) = 1
θ.
In particolare abbiamo che:
t = max{t ∈ R : f ∧ t ∈ Gθ} = g−1
f
 
1
θ
 
 
Lemma 6 Per ogni θ > 0 abbiamo che:
i. Gθ Ł convesso;
ii. Uθ Ł lineare in ogni sottospazio di Gθ;
iii.
U∗(Y ) =
 
− 1
2θ(E[Y 2] − 1) se E[Y ] = 1
−∞ altrimenti
(4.2)
con Y ∈ L2(P);
iv. U∗ Ł strettamente concavo nell’insieme {Y ∈ L2(P) : E[Y ] = 1}.
Dimostrazione
Se E[Y ] = 1, allora possiamo de￿nire il funzionale W : L2(P) → R dato da
W(f) =  f,Y   − Uθ(f) =
=  f,Y   −  f,1  + 1
θ f − E[f],f − E[f] 
Il funzionale W Ł convesso e il suo di￿erenziale di Gateaux Ł :
∇W(f) = Y − 1 + θ(f − E[f])
Quindi
U∗
θ(Y ) = minf∈L2(P) W(f) =
=  −1
θY,Y   −  −θ
2Y,1  + 1
θV ar
 
−1
θY
 
=
= −1
θE[Y 2] + 1
θE[Y ] + θ
2
1
θ2V ar[Y ] =
= − 1
2θ
 
E[Y 2] − 1
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Grazie ai tre lemma sopra presentati, possiamo passare alla dimostrazione del
Teorema 2.
Dimostrazione Teorema 2
Per ogni f ∈ Gθ si ha che
Uθ(f) = min
Y :E[Y ]=1
 
E[fY ] +
1
2θ
(E[Y 2] − 1)
 
= min
Q∈L2(P)
 
EQ[f] +
1
2θ
C(Q||P)
 
= Vθ(f)
Infatti, se E[Y ] = 1, si ha che E[fY ] = E[Y ] e che C(Q||P) = E[Y 2] − 1.
Proviamo ora a veri￿care se
Vθ(f) = sup{Uθ(g) : g ∈ Gθ,g ≤ f}∀f ∈ L2(P)
Sia U : E → R un funzionale concavo e continuo, con E spazio vettoriale ordinato.
Sia E′ il duale di E e sia E′
+ il cono di tutti i funzionali positivi, lineari e continui
in E.
Sia il superdi￿erenziale di U rispetto a f de￿nito come segue:
∂U(f) =
 
f′ ∈ E′ : U(g) − U(f) ≤  g − f,f′ 
 
∀g ∈ E
Sia il funzionale U∗ : E′ → [−∞,+∞) la coniugata di Fenchel di U data da:
U∗(f′) = inf
f∈E
 
 f,f′  − U(f)
 
∀f′ ∈ E′
Allora V (f) Ø il funzionale minimo monotono che domina U se
V (f) = min
f′∈E′
+
 
 f,f′  − U∗(f′)
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Sviluppando il superdi￿erenziale otteniamo:
∂U(f) = {f′ ∈ E′ : U(g) − U(f) ≤  g − f,f′ } =
= {f′ ∈ E′ : U(g) − U(f) ≤  g,f′  −  f,f′ }
= {f′ ∈ E′ : [U(g) −  g,f′ ] − [U(f) −  f,f′ ] ≤ 0} =
= {f′ ∈ E′ : [U(f) −  ff′ ] − [U(g) −  g,f′ ] ≥ 0} =
= {f′ ∈ E′ : [ f,f′  − U(f)] − [ g,f′  − U(g)] ≤ 0} =
= {f′ ∈ E′ :  f,f′  − U(f) ≤  g,f′  − U(g)}
Quindi, se partiamo da:
V (f) = minf′∈E′
+{ f,f′  − U∗(f′)} =
= minf′∈E′
+{ f,f′  − inff∈E( f,f′  − U(f))} =
= minf′∈E′
+ supf∈E{ f,f′  −  f,f′  + U(f)} =
= supf∈E{U(f)}
e consideriamo che dal superdi￿erenziale abbiamo ottenuto che
 f,f′  − U(f) ≤  g,f′  − U(g)
arriviamo alla seguente conclusione:
V (f) = min
f′∈E′
+
sup
f∈E
{ f,f′  −  f,f′  + U(f)} ≥ min
f′∈E′
+
sup
g∈E
{ g,f′  −  g,f′  + U(g)}
da cui
V (f) = sup
f∈E
{U(f)} ≥ sup
g∈E
{U(g)}.
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Il seguente teorema illustra la natura di Vθ. Un agente che presenta preferenze
di tipo monotono (mmv), pu￿ essere considerato come se usasse preferenze mv in
un prospetto di valutazione fuori dal dominio di monotonicit￿ Gθ. Infatti se siamo
all’interno del dominio di monotonicit￿, si veri￿ca che le preferenze monotone coin-
cidono con le preferenze non monotone, mentre fuori da Gθ le preferenze relative al
funzionale Vθ sono de￿nte come da Teorema 7.
Teorema 7
Vθ(f) =
 
Uθ(f) se f ∈ Gθ
Uθ(f ∧ k) altrimenti
con k = max{t ∈ R : f ∧ t ∈ Gθ}.
Dimostrazione
Vogliamo dimostrare che Vθ(f) = Uθ(f ∧ k) se f / ∈ Gθ . Per farlo, de￿niamo prima
le seguenti quantit￿:
• Y ∗ = θ(k − f)−   I(f≤k)
• (Y ∗)2 = θ2(k − f)2   I(f≤k) = θ2[k2   I(f≤k) + f2   I(f≤k) − 2kf   I(f≤k)]
• E[(Y ∗)2] = θ2[k2P(f ≤ k) +
 
f2   I(f≤k)dP − 2k
 
f   I(f≤k)dP]
• E[fY ∗] = E[θkf   I(f≤k) − θf2   I(f≤k)] = θk
 
f   I(f≤k)dP − θ
 
f2   I(f≤k)dP
PoichŁ EQ(f) = E[fY ∗], possiamo scrivere Vθ(f) nel seguente modo:
Vθ(f) = E[fY ∗] +
1
2θ
E[(Y ∗)2] −
1
2θ
Quindi:
Vθ(f) = E[fY ∗] + 1
2θE[(Y ∗)2] − 1
2θ =
=
 
θk
 
f   I(f≤k)dP − θ
 
f2   I(f≤k)dP
 
+ 1
2θ
 
θ2
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+
 
f2   I(f≤k)dP − 2k
 
f   I(f≤k)dP
  
− 1
2θ =
= θ
2
 
2
 
k
 
f   I(f≤k)dP −
 
f2   I(f≤k)dP
 
+ k2P(f ≤ k)+
+
 
f2   I(f≤k)dP − 2k
 
f   I(f≤k)dP
 
− 1
2θ =
= θ
2
 
k2P(f ≤ k) −
 
f2   I(f≤k)dP
 
− 1
2θ
da cui
Vθ(f) =
θ
2
 
k2P(f ≤ k) −
 
f2   I(f≤k)dP
 
−
1
2θ
(4.3)
Inoltre
U(f ∧ k) = E[f ∧ k] −
θ
2
V ar[f ∧ k]
Proviamo ad esaminare ogni singola quantit￿:
E[f ∧ k] = E[f   I(f≤k)] + kP(f > k) =
= E[f   I(f≤k)] + k[1 − P(f ≤ k)] =
= E[f   I(f≤k)] − kP(f ≤ k) +k =
= −gf(k) +k =
= −1
θ +k
V ar[f ∧ k] = E[(f ∧ k)2] − [E(f ∧ k)]2 =
= E
  
f   I(f≤k) + kP(f > k)
 2 
−
 
k − 1
θ
 2
=
= E
 
f2   I(f≤k) + k[1 − P(f ≤ k)] − 2kf   I(f≤k)
 
−
 
k2 + 1
θ2 − 2k
θ
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=
 
f2   I(f≤k)dP + k2 − k2P(f ≤ k) − k2 − 1
θ2 + 2k
θ
Quindi:
U(f ∧ k) = E[f ∧ k] − θ
2V ar[f ∧ k] =
=
 
k − 1
θ
 
− θ
2
  
f2   I(f≤k)dP − k2P(f ≤ k) − 1
θ2 + 2k
θ
 
=
= 1
2θ
 
2θ2k − 2θ − θ3  
f2 − 1
θ2 − 2k
θ dP + θ3k2P(f ≤ k) + θ − 2θ2k
 
=
= 1
2θ2
 
− θ − θ3  
f2   I(f≤k)dP + θ3k2P(f ≤ k)
 
=
= − 1
2θ − θ
2
 
f2   I(f≤k)dP + θ
2k2P(f ≤ k)
da cui
U(f ∧ k) = −
1
2θ
−
θ
2
 
f2   I(f≤k)dP +
θ
2
k2P(f ≤ k) (4.4)
Si pu￿ notare come la 4.4 corrisponde esattamente alla 4.3, quindi
U(f ∧ k) = V (f)
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4.2 Selezione del portafoglio
Consideriamo ora l’allocazione di un portafoglio con n + 1 titoli in un singolo
periodo. Supponiamo che i primi n titoli siano rischiosi e che solo il n+1mo sia privo
di rischio. Utilizziamo la seguente notazione:
• Xi con i = 1,...,n sono i primi n portafogli rischiosi;
• R indica il n + 1mo portafoglio (privo di rischio);
• α Ł la precentuale di ricchezza investita in titoli rischiosi.
La ricchezza di ￿ne periodo sar￿ data da:
W = R + α(X − e′R)
Se utilizziamo preferenze  mmv di tipo media-varianza monotono, il portafoglio sar￿
de￿nito tramite il seguente funzionale:
Vθ(W) = min
Q∈∆2(P)
 
EQ[W] +
1
2θ
C(P||Q)
 
e il problema di portafoglio potr￿ essere scritto come segue:
max
α∈Rn min
Q∈∆2(P)
 
EQ[W] +
1
2θ
C(P||Q)
 
4.3 Il portafoglio ottimale
Il portafoglio ottimale viene de￿nito dal teorema 8.
Teorema 8 Il vettore α∗ Ł soluzione del problema di selezione del portafoglio se
e solo se esiste k∗ ∈ R tale che la coppia (α∗,k∗) soddisfa il seguente sistema di
equazioni:
 
θP(W ≤ k)V arP[X|W ≤ k]α = EP[X − e′R|W ≤ k]
EP[(W − k)−] = 1
θ
(4.5)
Il portafoglio ottimale α∗ viene determinato insieme a k∗ risolvendo il sistema (4.5)
in n + 1 equazioni e n + 1 incognite.
Con l’applicazione di un modello media-varianza avremo:
α∗
mv =
1
θ
(V arP[X])−1EP[X − e′R] (4.6)4.4. ALCUNI ESEMPI DI SELEZIONE DEL PORTAFOGLIO 55
mentre con l’applicazione di un modello media-varianza monotono otteniamo:
α∗
mmv =
1
θP(W ≤ k)
V arP[X|W ≤ k∗]−1EP[X − e′R|W ≤ k∗] (4.7)
Abbiamo ignorato la parte di distribuzione dove W > k perchŁ se introduciamo dei
rendimenti molto alti incrementiamo molto la varianza. Questo incremento viene
controllato con l’utilizzo di un modello monotono nel quale si pone P(W > k) = 0.
Vediamo ora che relazione c’Ł tra il portafoglio ottimale ottenuto con un modello
media-varianza e il portafoglio ottimale ottenuto con un modello media-varianza
monotono.
Proposizione 9 Sia α∗
mv soluzione del problema di ottimo risolto utilizzando un
modello media-varianza e sia α∗
mmv soluzione del problema di ottimo con l’appli-
cazione di un modello media-varianza monotono. Allora si ha che:
α∗
mmv ≥ α∗
mv ≥ 0
α∗
mmv ≤ α∗
mv ≤ 0
Inoltre, se fosse P(W > k) > 0 allora:
α∗
mmv > α∗
mv se α∗
mmv > 0
α∗
mmv < α∗
mv se α∗
mmv < 0
Un agente che investe con un modello media-varianza non monotono ha un
portafoglio con maggiori perdite rispetto a un agente che investe secondo un modello
media-varianza monotono perchŁ compra di piø e vende di piø, quindi un investitore
mv rischia di piø rispetto a un investitore mmv.
Questo perchŁ un portafoglio allocato secondo un modello media-varianza di tipo
non monotono d￿ maggiori possibilit￿ di guadagno rispetto allo stesso portafoglio al-
locato secondo l’utilizzo di un modello media-varianza monotono, a scapito, per￿, del
rischio di subire, insieme a maggiori rendimenti, anche maggiori perdite. Proviamo
a spiegare meglio quest’ultimo concetto riportando alcuni esempi.
4.4 Alcuni esempi di selezione del portafoglio
Consideriamo 5 stati di natura s1,s2,...,s5 ognuno dei quali Ł realizzabile con
probabilit￿ P(si) con i = 1,2,...,5 e supponiamo di avere un titolo rischioso X e
un titolo non rischioso R che poniamo essere pari a 1 per ogni stato di natura. Per56 CAPITOLO 4. MODELLO MEDIA VARIANZA MONOTONO
semplicit￿, ￿ssiamo il parametro θ pari a 10.
Il nostro obiettivo Ł trovare Wmv e Wmmv e, poichŁ W = R + α(X − e′R), abbiamo
bisogno di calcolare α∗
mv e α∗
mmv. Per farlo dobbiamo de￿nire prima le seguenti
quantit￿:
EP[X] =
5  
i=1
Xi P(si)
EP[X|A] =
5  
i=1
Xi P(si|A)
EP[X − e′R] =
5  
i=1
(Xi − 1)P(si)
EP[X − e′R|A] =
5  
i=1
(Xi − 1)P(si|A)
V arP[X] =
5  
i=1
(Xi − EP[X])2 P(si)
V arP[X|A] =
5  
i=1
(Xi − EP[X|A])2 P(si|A)
dove con A indichiamo l’evento W ≤ k. In particolare, sappiamo che
P(W ≤ k) = P(A) = 1
perchŁ nel modello monotono la probabilit￿ dell’evento W > k Ł nulla.
Il valore di k lo ricaviamo dall’equazione 4.5, ovvero:
EP[(W − k)−] =
1
θ
EP[(W − k)−] = (k − W1)P(s1) + (k − W2)P(s2) + ... + (k − W5)P(s5) =
= k[P(s1) + P(s2) + ... + P(s5)] + [W1P(s1)W2P(s2) + ... + W5P(s5)] =
= k − EP[W]
da cui ottengo
k =
1
θ
+ EP[W]4.4. ALCUNI ESEMPI DI SELEZIONE DEL PORTAFOGLIO 57
4.4.1 Esempio 1
Iniziamo considerando il caso in cui P(si) = P(si|A). Abbiamo i seguenti dati di
partenza:
Stati di natura P(si) P(si|A) R X
s1 0.1 0.1 1 0.97
s2 0.2 0.2 1 0.99
s3 0.4 0.4 1 1.01
s4 0.2 0.2 1 1.03
s5 0.1 0.1 1 1.05
Calcoliamo le quantit￿ che ci servono per arrivare ad α∗
mv e α∗
mmv:
EP[X] = (0.97)0.1 + (0.99)0.2 + (1.01)0.4 + (1.03)0.2 + (1.05)0.1 = 1.01
EP[X − e′R] = (0.97 − 1)0.1 + (0.99 − 1)0.2 + ... + (1.05 − 1)0.1 = 0.01
V arP[X] = (0.97 − 1.01)20.1 + (0.99 − 1.01)20.2 + (1.01 − 1.01)20.4+
+(1.03 − 1.01)20.2 + (1.05 − 1.01)20.1 = 0.00048
PoichŁ P(si) = P(si|A), avremo che
V arP[X] = V arP[X|A]
EP[X] = EP[X|A]
EP[X − e′R] = EP[X − e′R|A]
Ora possiamo ricavarci α∗
mv e α∗
mmv che ci serviranno per trovare Wmv e Wmmv:
α∗
mv = 1
θ(V arP[X])−1EP[X − e′R] = 1
10(0.00048)−10.01 = 2.0833
α∗
mmv = 1
θP(A)(V arP[X|A])−1EP[X − e′R|A] = 1
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quindi il vettore W sar￿ dato da:
Wmv = Wmmv =


 
 


1
1
1
1
1


 
 


+ 2.083


 
 


0.97-1
0.99-1
1.01-1
1.03-1
1.05-1



 



=



 



0.9375
0.9792
1.0208
1.0625
1.1041

 
 



Calcoliamo anche k per veri￿care che e￿ettivamente ogni W sia minore di k.
EP[W] = (0.9375)0.1+(0.9792)0.2+(1.0208)0.4+(1.0625)0.2+(1.1041)0.1 = 1.0208
k = (1/10) + EP[w] = 0.1 + 1.0208 = 1.1208
In questo caso ogni valore di W Ł minore di 1.1208, quindi
P(Wi ≤ k) = 1 ∀i = 1,2,...,5
Possiamo riassumere i risultati in questa tabella:
Stati di natura P(si) P(si|A) R X Wmv Wmmv
s1 0.1 0.1 1 0.97 0.9375 0.9375
s2 0.2 0.2 1 0.99 0.9792 0.9792
s3 0.4 0.4 1 1.01 1.0208 1.0208
s4 0.2 0.2 1 1.03 1.0625 1.0625
s5 0.1 0.1 1 1.05 1.1041 1.1041
αmv∗ = 2.0833
αmmv∗ = 2.0833
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4.4.2 Esempio 2
Consideriamo ora il caso in cui P(si)  = P(si|A) supponendo di partire dai seguen-
ti dati:
Stati di natura P(si) R X
s1 0.1 1 0.97
s2 0.2 1 0.99
s3 0.4 1 1.01
s4 0.2 1 1.03
s5 0.1 1 1.10
Come nell’esempio 1, ci calcoliamo tutte le quantit￿ che ci servono:
EP[X] = (0.97)0.1 + (0.99)0.2 + (1.01)0.4 + (1.03)0.2 + (1.10)0.1 = 1.015
EP[X − e′R] = (0.97 − 1)0.1 + (0.99 − 1)0.2 + ... + (1.10 − 1)0.1 = 0.015
V arP[X] = (0.97 − 1.015)20.1 + (0.99 − 1.015)20.2 + (1.01 − 1.015)20.4+
+(1.03 − 1.015)20.2 + (1.10 − 1.015)20.1 = 0.001105
Ora possiamo ricavare α∗
mv:
α∗
mv = 1
θ(V arP[X])−1EP[X − e′R] = 1
10(0.001105)−10.015 = 1.3575
quindi il vettore Wmv sar￿ dato da:
Wmv =




 


1
1
1
1
1



 



+ 1.3575



 



0.97-1
0.99-1
1.01-1
1.03-1
1.10-1

 
 



=

 
 



0.9593
0.9864
1.0136
1.0407
1.1357

 
 



Calcoliamo il valore di k:
EP[W] = (0.9583)0.1+(0.9864)0.2+(1.0136)0.4+(1.0407)0.2+(1.1357)0.1 = 1.120460 CAPITOLO 4. MODELLO MEDIA VARIANZA MONOTONO
k = (1/10) + EP[w] = 0.1 + 1.0204 = 1.1204
In questo caso W5 = 1.1657 > k, quindi assegneremo probabilit￿ zero a P(s5|W5 ≤ k)
e di conseguenza anche le probabilit￿ condizionate assegnate agli altri stati subiranno
delle variazioni.
Se P(s5) = 0, allora
 
i=1 = 5   P(si) = 0.1 + 0.2 + 0.4 + 0.2 = 0.9. Le probabilit￿
condizionate assumarenno i seguenti valori:
P(s1|A) = P(s1)/0.9 = 0.1/0.9 = 0.1111
P(s2|A) = P(s2)/0.9 = 0.2/0.9 = 0.2222
P(s3|A) = P(s3)/0.9 = 0.4/0.9 = 0.4444
P(s4|A) = P(s4)/0.9 = 0.2/0.9 = 0.2222
P(s5|A) = P(s5)/0.9 = 0/0.9 = 0
Usando le probabilit￿ condizionate, ricaviamo la media condizionata e la varianza
condizionata del titolo rischioso:
EP[X|A] = (0.97)0.1111+(0.99)0.2222+(1.01)0.4444+(1.03)0.2222+(1.10)0 = 1.005
EP[X − e′R|A] = (0.97 − 1)0.1111 + (0.99 − 1)0.2222 + ... + (1.10 − 1)0 = 0.00556
V arP[X|A] = (0.97 − 1.005)20.1111 + (0.99 − 1.005)20.2222+
+(1.01 − 1.005)20.4444 + (1.03 − 1.005)20.2222 + (1.10 − 1.005)20 =
= 0.000335
Calcoliamo ora il valore di α∗
mmv e quindi del vettore Wmmv:
α∗
mmv = 1
θP(A)(V arP[X|A])−1EP[X − e′R|A] = 1
10(0.000335)−10.00556 = 1.6597
Wmmv =

   
 

1
1
1
1
1

   
 

+ 1.6597

   
 

0.97-1
0.99-1
1.01-1
1.03-1
1.10-1

   
 

=

   
 

0.9503
0.9834
1.0166
1.0497
1.1657

   
 
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Possiamo riassumere i risultati in questa tabella:
Stati di natura P(si) P(si|A) R X Wmv Wmmv
s1 0.1 0.1111 1 0.97 0.9583 0.9503
s2 0.2 0.2222 1 0.99 0.9864 0.9834
s3 0.4 0.4444 1 1.01 1.0136 1.0166
s4 0.2 0.2222 1 1.03 1.0407 1.0497
s5 0.1 0 1 1.10 1.1357 1.1657
α∗
mv = 1.3575
α∗
mmv = 1.6597
k = 1.1204
4.4.3 Esempio 3
Proviamo a osservare come cambiano α∗
mv e α∗
mmv al variare di X5, cioŁ al variare
del valore del rendimento del titolo rischioso al veri￿carsi dello stato s5.
Partiamo dai seguenti dati:
Stati di natura P(si) R X
s1 0.1 1 0.97
s2 0.2 1 0.99
s3 0.4 1 1.01
s4 0.2 1 1.03
s5 0.1 1 X5
Se assegnamo a X5 valori sempre maggiori, partendo da X5 = 0 ￿no a X5 = 3,
seguendo lo stesso procedimento adottato negli esempi precedenti otteniamo i valori
di Wmv
5 con relativo valore di k, i valori di Wmmv
5 , di α∗
mv e di α∗
mmv come riportati
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X5 Wmv
5 Wmmv
5 k α∗
mv α∗
mmv
0,00 1,1040 1,1040 1,1099 −0.1040 −0.1040
0,30 1,1009 1,1009 1,1094 −0.1441 −0.1441
0,70 1,0862 1,0862 1,1072 −0.2878 −0.2878
0,90 1,0383 1,0383 1,1012 −0.3831 −0.3831
1,00 1,0000 1,0000 1,1082 1.6393 1.6393
1,05 1,1042 1,1042 1,1208 2.0833 2.0833
1,10 1,1357 1,1654 1,1204 1.3575 1.6544
1,20 1,1350 1,3309 1,1169 0.6748 1.6544
1,50 1,1233 1,8272 1,1135 0.2466 1.6544
2,00 1,1176 2,6544 1,1123 0.1176 1.6544
3,00 1,1144 4,3088 1,1117 0.0572 1.6544
Fino a valori di X5 pari a 1.05, tutti i valori che assume Wmv
5 sono minori di k. Quin-
di per X5 ≤ 1.05 accade che la probabilit￿ condizionata che si veri￿chi l’imo stato di
natura corrisponde alla probabalit￿ semplice, cioŁ per valori di X5 ￿no a 1.05, si ha
che P(s5) = P(s5|A). Per X5 > 1.05 , invece, i valori assunti dalla variabile Wmv
5
sono maggiori dei valori di k, quindi per X5 > 1.05 si ha che P(s5)  = P(s5|A).
Questo comporta che per ogni X5 ≤ 1.05, α∗
mv coincide con α∗
mmv, mentre per ogni
X5 > 1.05 abbiamo che α∗
mv < α∗
mv, come si vede dalla ￿gura 4.1.
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Per quanto riguarda la media e la varianza, condizionate e non, i risultati che otte-
niamo sono riportati in questa tabella:
X5 E[X] E[X|A] V ar[X] V ar[X|A]
0.00 0.905 0.905 0.091305 0.091305
0.30 0.935 0.935 0.045105 0.045105
0.70 0.975 0.975 0.008705 0.008705
0.90 0.995 0.995 0.001305 0.001305
1.00 1.005 1.005 0.000305 0.000305
1.05 1.010 1.010 0.000480 0.000480
1.10 1.015 1.005 0.001105 0.000335
1.20 1.025 1.005 0.003705 0.000335
1.50 1.055 1.005 0.022305 0.000335
2.00 1.105 1.005 0.089305 0.000335
3.00 1.205 1.005 0.358305 0.000335
La media e la varianza del vettore X variano per valori di X5 maggiori di 1.05, come
si pu￿ notare anche osserando le ￿gure 4.2 e 4.3 rispettivamente. In particolare, la
media e la media condizionata coincidono ￿no a X5 ≤ 1.05, mentre per valori di
X5 > 1.05 accade che la media semplice assume valori sempre maggiori rispetto alla
media condizionata.
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Figura 4.3: varianza
E’ interessante notare come i valori di α∗
mmv, E[X|A] e V ar[X|A] restano costanti
se assegnamo a X5 valori superiori a 1.05. Questo succede perchŁ P(s5|W ≤ k) = 0
per ogni X5 > 1.05, quindi qualsiasi valore maggiore di 1.05 che assegnamo a X5 non
andr￿ a in￿uenzare in nessun modo la media e la varianza del modello media-varianza
monotono. Riassumiamo quanto detto ￿n’ora nella seguente tabella:
X5 ≤ 1.05 X5 > 1.05
α∗
mv = α∗
mmv α∗
mv < α∗
mmv
E[X] = E[X|A] E[X] > E[X|A]
V ar[X] = V ar[X|A] V ar[X] > V ar[X|A]
Possiamo concludere che un portafoglio allocato secondo un modello non monotono
porta guadagni maggiori rispetto a un portafoglio allocato secondo un modello di
tipo monotono, ma comporta anche una maggiore varianza nei rendimenti e quindi
il rischio di subire perdite piø consistenti.Capitolo 5
Esempio: Google Inc.SpA. e
Fastweb SpA
5.1 Obiettivo
Nel seguente esempio applichiamo il modello media-varianza monotono a un
portafoglio composto da tre titoli di cui uno non rischioso e due rischiosi. Per os-
servare la variazione percentuale del valore dei titoli, prendiamo due titoli reali:
Google Inc.SpA e Fastweb SpA.
Per prima cosa raccogliamo i dati e calcoliamo la variazione percentuale del valore dei
titoli. Poi li raggruppiamo in gruppi che siano omogenei al loro interno ed eterogenei
tra di loro. Andremo in ￿ne ad applicare il modello ai gruppi cos￿ ottenuti.
5.2 Raccolta dei dati
Prendiamo la variazione percentuale del valore giornaliero delle azioni di Google
Inc.SpA e di Fastweb SpA in un periodo di tempo compreso tra il 19 agosto 2004 e
il 14 marzo 2006 (394 giorni).
Creiamo una matrice che chiamiamo dati, con due colonne (Google e Fastweb) e 394
righe riferite ai valori che assumono i due titoli nel periodo di riferimento.
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Abbiamo un totale di 394 dati, che possono essere cos￿ riassunti:
Google Fastweb
min 0,8663 0,9102
max 1,0926 1,0745
media 0.9971 1.0030
varianza 0.000651 0.000356
Partendo dal valore massimo e minimo che i due titoli assumono nel periodo di
riferimento, decidiamo di suddividere le azioni google in quattro gruppi (0,86-0,92,0,92-0,98,
0,98-1,04,1,04-1,10) e le azioni Fastweb in tre gruppi (0,90-0,96,0,96-1,02,1,02-1,08)
ottenendo cos￿ una ripartizione del vettore ￿nale in 12 sezioni.
Riportiamo i comandi utilizzati col programma R per ottenere la suddivisione dl
vettore dei titoli nei 12 gruppi:
A <- dati[dati$ GOOGLE <0.92,]
A1 <- A[A$ FASTWEB <0.96,]
A2 <- A[A$FASTWEB>=0.96 & A$FASTWEB<1.02,]
A3 <- A[A$FASTWEB>=1.02,]
B <- dati[dati$GOOGLE>=0.92 & dati$GOOGLE<0.98,]
B1 <- B[B$ FASTWEB <0.96,]
B2 <- B[B$FASTWEB>=0.96 & B$FASTWEB<1.02,]
B3 <- B[B$FASTWEB>=1.02,]
C <- dati[dati$GOOGLE>=0.98 & dati$GOOGLE<1.04,]
C1 <- C[C$ FASTWEB <0.96,]
C2 <- C[C$FASTWEB>=0.96 & C$FASTWEB<1.02,]
C3 <- C[C$FASTWEB>=1.02,]
D <- dati[dati$GOOGLE>=1.04,]
D1 <- D[D$ FASTWEB <0.96,]
D2 <- D[D$FASTWEB>=0.96 & D$FASTWEB<1.02,]
D3 <- D[D$FASTWEB>=1.02,]5.2. RACCOLTA DEI DATI 67
Come valore di riferimento per ciascun gruppo prendiamo la media aritmetica del
gruppo stesso:
gruppo Google Fastweb
A1 − −
A2 0,8918 0,9931
A3 0,8975 1,0273
B1 − −
B2 0,9666 0,9976
B3 0,9659 1,0512
C1 0,9949 0,9458
C2 1,0024 0,9996
C3 1,0039 1,0302
D1 1,0715 0,9599
D2 1,0549 1,0008
D3 1,0649 1,0275
Ci interessa conoscere la probabilit￿ con cui ciascuna coppia di valori (Google,Fastweb)
pu￿ appartenere ad un determinato gruppo. Calcoliamo quindi il numero di coppie
contenute in ogni gruppo per poter poi ricavare la probabilit￿ di appartenenza:
gruppo n.coppie Probabilit￿
A1 0 ⇒ 0/394 = 0
A2 3 ⇒ 3/394 = 0,0076
A3 1 ⇒ 1/394 = 0,0025
B1 0 ⇒ 0/394 = 0
B2 62 ⇒ 62/394 = 0,1574
B3 10 ⇒ 10/394 = 0,0254
C1 6 ⇒ 6/394 = 0,0152
C2 250 ⇒ 250/394 = 0,6345
C3 46 ⇒ 46/394 = 0,1168
D1 1 ⇒ 1/394 = 0,0025
D2 13 ⇒ 13/394 = 0,033
D3 2 ⇒ 2/394 = 0,0051
Per comodit￿, nella nostra analisi non consideriamo i gruppi che non contengono
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Riportiamo di seguito i valori che ci interessano:
si P(si) Google Fastweb
1 0,0076 0,8918 0,9931
2 0,0025 0,8975 1,0273
3 0,1574 0,9666 0,9976
4 0,0254 0,9659 1,0512
5 0,0152 0,9949 0,9458
6 0,6345 1,0024 0,9996
7 0,1168 1,0039 1,0302
8 0,0025 1,0715 0,9599
9 0,0330 1,0549 1,0008
10 0,0051 1,0649 1,0275
Con si indichiamo l’imo stato di natura, ovvero l’imo gruppo, mentre con P(si)
indichiamo la probabilit￿ che una coppia di valori possa appartenere all’imo gruppo.
5.3 Elaborazione dei dati
Ipotizziamo di avere un portafoglio con un titolo non rischioso R e due titoli
rischiosi X1 e X2. Scegliamo due titoli reali: il primo titolo (X1) Ł Google Inc.SpA,
il secondo (X2) Ł Fastweb S.p.A. Le probabilit￿ assegnate a ciascun stato di natura
per i tre titoli sono riportate nella tabella che segue:
si P(s1) R X1 X2
s1 0.0076 1 0.8918 0.9931
s2 0.0025 1 0.8975 1.0273
s3 0.1574 1 0.9666 0.9976
s4 0.0254 1 0.9659 1.0512
s5 0.0152 1 0.9949 0.9458
s6 0.6345 1 1.0024 0.9996
s7 0.1168 1 1.0039 1.0302
s8 0.0025 1 1.0715 0.9599
s9 0.0330 1 1.0549 1.0008
s10 0.0051 1 1.0649 1.02755.3. ELABORAZIONE DEI DATI 69
Calcoliamo tutte le quantit￿ che ci servono con riferimento a X1 e a X2:
EP[X1] = (0.8918)0.0076 + (0.8975)0.0025 + (0.9666)0.1574 + (0.9659)0.0254 + ...+
+(1.0549)0.0330 + (1.0649)0.0051 = 0.9971
EP[X1 − e′R] = (0.8918 − 1)0.0076 + (0.8975 − 1)0.0025 + (0.9666 − 1)0.1574 + ...+
+(1.0549 − 1)0.0330 + (1.0648 − 1)0.0051 = −0.00298
V arP[X1] = (0.8918 − 0.9971)20.0076 + (0.8975 − 0.9971)20.0025 + ...+
+(1.0549 − 0.9971)20.0330 + (1.0649 − 0.9971)20.0051 = 0.000450
EP[X2] = (0.9931)0.0076 + (1.0273)0.0025 + (0.9676)0.1574 + (1.0333)0.0254 + ...+
+(1.0008)0.0330 + (1.0275)0.0051 = 1.0034
EP[X2 − e′R] = (0.9931 − 1)0.0076 + (1.0273 − 1)0.0025 + (0.9676 − 1)0.1574 + ...+
+(1.0008 − 1)0.0330 + (1.0275 − 1)0.0051 = 0.00352
V arP[X2] = (0.9931 − 1.0029)20.0076 + (1.0273 − 1.0029)20.0025 + ...+
+(1.0008 − 1.0029)20.0330 + (1.0275 − 1.0029)20.0051 = 0.000210
Ai ￿ni di trovare αmv ci calcoliamo anche la covarianza:
Cov(X1,X2) = E
 
(X1 − E[X1])P(X1)   (x2 − E[X2]P(X2))
 
= −0.000002
Ora possiamo ricavare α∗
mv:
αmv =
 
α1
mv
α2
mv
 
=
1
θ
 
V arP[X1] Cov(X1,X2)
Cov(X1,X2) V arP[X2]
  
EP[X1 − R]
EP[X2 − R]
 
=
=
1
10
 
0.000450 −0.000002
−0.000002 0.000210
 −1  
0.00298
0.00352
 
=
=
1
0.00000094
 
0.000210 0.000002
0.000002 0.000450
  
0.00298
0.00352
 
=
=
 
−0.6548
1.6701
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Dato αmv, calcoliamo Wmv:
Wmv = R + α1
mv(X1 − R) + α2
mv(X2 − R) =
=

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0.8918 -1
0.8975 -1
0.9666 -1
0.9659 -1
0.9949 -1
1.0024 -1
1.0039 -1
1.0715 -1
1.0549 -1
1.0649 -1
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0.9931 -1
1.0273 -1
0.9976 -1
1.0512 -1
0.9458 -1
0.9996 -1
1.0302 -1
0.9599 -1
1.0008 -1
1.0275 -1
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 
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1.0593
1.1127
1.0178
1.1078
0.9128
0.9977
1.0478
0.8862
0.9653
1.0034
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
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Calcoliamo il valore di k:
EP[W] = (1.0593)0.0076 + (1.1127)0.0025 + (1.0178)0.1574 + (1.1078)0.0254 + ...+
+(0.9653)0.0330 + (1.0034)0.0051 = 1.0076
k = (1/10) + EP[W] = 0.1 + 1.0070 = 1.1076
In questo caso W2 = 1.1127 > k e W4 = 1.1078 > k, quindi assegneremo proba-
bilit￿ zero a P(s2|W2 ≤ k) e P(s4|W4 ≤ k) e di conseguenza anche le probabilit￿
condizionate assegnate agli altri stati subiranno delle variazioni.
Se P(s2) = 0 e P(s4) = 0, allora
10  
i=1
P(si) = 0.0076 + 0.1574 + 0.0152 + 0.6345 + 0.1168 + 0.0025 + 0.0330 = 0.9721
Le probabilit￿ condizionate assumaranno i seguenti valori:
P(s1|A) = 0.0076/0.9721 = 0.0078
P(s2|A) = 0.0000/0.9721 = 0.0000
P(s3|A) = 0.1574/0.9721 = 0.1619
P(s4|A) = 0.0000/0.9721 = 0.0000
P(s5|A) = 0.0152/0.9721 = 0.01565.3. ELABORAZIONE DEI DATI 71
P(s6|A) = 0.6345/0.9721 = 0.6527
P(s7|A) = 0.1168/0.9721 = 0.1202
P(s8|A) = 0.0025/0.9721 = 0.0026
P(s9|A) = 0.0330/0.9721 = 0.0339
P(s10|A) = 0.0051/0.9721 = 0.0053
Usando le probabilit￿ condizionate, ricaviamo la media e la varianza di X1 e X2:
EP[X1|A] = (0.8918)0.0078 + (0.8975)0.0000 + (0.9666)0.1619 + (0.9659)0.0000 + ...+
+(1.0549)0.0339 + (1.0649)0.0053 = 0.9981
EP[X1 − e′R|A] = (0.8918 − 1)0.0078 + (0.8975 − 1)0.0000 + (0.9666 − 1)0.1619 + ...+
+(1.0549 − 1)0.0339 + (1.0648 − 1)0.0053 = −0.00191
V arP[X1|A] = (0.8918 − 0.9971)20.0078 + (0.8975 − 0.9971)20.0000 + ...+
+(1.0549 − 0.9971)20.0339 + (1.0649 − 0.9971)20.0053 = 0.000412
EP[X2|A] = (0.9931)0.0078 + (1.0273)0.0000 + (0.9676)0.1619 + (1.0333)0.0000 + ...+
+(1.0008)0.0339 + (1.0275)0.0053 = 1.0022
EP[X2 − e′R|A] = (0.9931 − 1)0.0078 + (1.0273 − 1)0.0000 + (0.9676 − 1)0.1619 + ...+
+(1.0008 − 1)0.0339 + (1.0275 − 1)0.0053 = 0.00215
V arP[X2|A] = (0.9931 − 1.0029)20.0078 + (1.0273 − 1.0029)20.0000 + ...+
+(1.0008 − 1.0029)20.0339 + (1.0275 − 1.0029)20.0053 = 0.000160
Cov(X1,X2|A) = E
 
(X1 − E[X1])P(X1)   (x2 − E[X2]P(X2))
 
= 0.000045
Possiamo ora trovare il valore di α∗
mmv:
αmmv =
 
α1
mmv
α2
mmv
 
=
1
θ
 
V arP[X1|A] Cov(X1,X2|A)
Cov(X1,X2|A) V arP[X2|A]
  
EP[X1 − R|A]
EP[X2 − R|A]
 
=
=
1
10
 
0.000412 0.000045
0.000045 0.000160
 −1  
−0.00191
0.00215
 
=
=
1
0.00000071
 
0.000160 −0.000045
−0.000045 0.000412
  
−0.00191
0.00215
 
=
=
 
−0.5635
1.3609
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Dato αmmv, calcoliamo Wmmv:
Wmmv = R + α1
mmv(X1 − R) + α2
mmv(X2 − R) =
=

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 
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 
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− 0.5635
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 


 
 


 
 

0.8918 -1
0.8975 -1
0.9666 -1
0.9659 -1
0.9949 -1
1.0024 -1
1.0039 -1
1.0715 -1
1.0549 -1
1.0649 -1
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+ 1.3609
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
0.9931 -1
1.0273 -1
0.9976 -1
1.0512 -1
0.9458 -1
0.9996 -1
1.0302 -1
0.9599 -1
1.0008 -1
1.0275 -1
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1.0515
1.0949
1.0155
1.0888
0.9291
0.9981
1.0389
0.9073
0.9701
1.0008
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Possiamo riassumere i risultati in questa tabella:
si P(si) P(si|A) R X1 X2 Wmv Wmmv
s1 0.0076 0.0078 1 0.8918 0.9931 1.0593 1.0515
s2 0.0025 0.0000 1 0.8975 1.0273 1.1127 1.0949
s3 0.1574 0.1619 1 0.9666 0.9976 1.0178 1.0155
s4 0.0254 0.0000 1 0.9659 1.0512 1.1078 1.0888
s5 0.0152 0.0156 1 0.9949 0.9458 0.9128 0.9291
s6 0.6345 0.6527 1 1.0024 0.9996 0.9977 0.9981
s7 0.1168 0.1202 1 1.0039 1.0302 1.0478 1.0389
s8 0.0025 0.0026 1 1.0715 0.9599 0.8862 0.9073
s9 0.0330 0.0339 1 1.0549 1.0008 0.9653 0.9701
s10 0.0051 0.0053 1 1.0649 1.0275 1.0034 1.0008
α∗
mv = (−0.6548,1.6701)
α∗
mmv = (−0.5635,1.3609)
k = 1.1706
Si pu￿ notare come i valori di Wmmv rientrano in un range piø ristretto rispetto ai
valori di Wmv, ovvero il portafoglio e￿ciente calcolato secondo il modello monotono
porta ad avere rendimenti leggermente piø bassi ma, in compenso, permette di subire5.3. ELABORAZIONE DEI DATI 73
perdite minori rispetto al portafoglio del modello media-varianza classico, ovvero:
se W < 1 ⇒ Wmv < Wmmv
se W > 1 ⇒ Wmv > Wmmv
Questo fenomeno lo si pu￿ osservare dalla ￿gura 5.1, nella quale si evidenzia come
varia il valore della ricchezza ￿nale W nei 10 diversi stati di natura:
Figura 5.1: Ricchezza ￿nale
La ￿gura 5.1 mostra come per valori che rappresentano un incremento della ric-
chezza (W > 1), il modello mv porta ad incrementi maggiori rispetto al modello
mmv, mentre per valori di W che rappresentano una perdita (W < 1) si ha che
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La selezione del portafoglio secondo il modello Media-Varianza presentato da
Markowitz permette di a￿rontare il trade o￿ tra rischio e rendimento, ma potrebbe
essere economicamente non signi￿cativa in quanto pu￿ veri￿carsi che le preferenze
siano de￿nite su un dominio non monotono. Per ovviare a questo inconveniente, Mac-
cheroni, Marinacci, Rustichini e Togoba [15] hanno introdotto una versione monotona
del modello Media-Varianza che coincide col modello classico quando le preferenze
sono monotone e di￿erisce nel caso in cui le preferenze media-varianza falliscano nella
monotonicit￿. Il funzionale mmv, infatti, coincide col funzionale mv nel caso in cui
le preferenze siano de￿nite nel dominio di monotonicit￿ Gθ, mentre fuori da Gθ i due
funzionali assumono forme diverse.
Abbiamo veri￿cato come di￿eriscono i due modelli applicando sui titoli Google
Inc.SpA e Fastweb SpA sia il modello monotono sia quello non monotono. Ne Ł
risultato che la ricchezza ￿nale ottenuta applicando il modello monotono assume
valori che spaziano in un range leggermente piø ristretto rispetto ai valori ottenuti
col modello non monotono. In particolare, il portafoglio allocato secondo un mo-
dello non monotono porta maggiori guadagni rispetto al portafoglio ottenuto con
un modello monotono, ma comporta anche maggiori perdite in quanto prevede una
maggiore varianza nei rendimenti.
In linea con quanto trovato da [15], possiamo concludere che un modello Media-
Varianza d￿ rendimenti medi maggiori (vedi ￿g.4.2) rispetto a un modello Media-
Varianza Montono, ma con una varianza maggiore (vedi ￿g.4.3). Quindi un mo-
dello di tipo monotono permette di allocare il portafoglio con il rischio di subire
minori perdite rispetto a un modello non monotono, a scapito per￿ di minori ritorni
economici.
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Analisi Matematica
A.1 Spazi metrici
De￿nizione 10 (Distanza) Sia d : X × X → [0,∞] una funzione che ad ogni
coppia (x,y) di punti di X associa un numero reale d(x,y) ≥ 0, allora d Ł una
distanza su X se si veri￿cano le seguenti condizioni:
1. d(x,y) ≥ 0
2. d(x,y) = 0 se e solo se x = y ∀x,y ∈ X;
3. d(x,y) = d(y,x) ∀x,y ∈ X;
4. d(x,y) ≤ d(x,z) + d(y,z) ∀x,y ∈ X
De￿nizione 11 (Disuguaglianza triangolare) La condizione
d(x,y) ≤ d(x,z) + d(y,z) prende il nome di disuguaglianza triangolare.
Proposizione 12 In uno spazio metrico ogni intorno circolare Ł un aperto, ogni
unione di aperti Ł un aperto e l’intersezione di due aperti Ł un aperto. Inoltre, in
uno spazio metrico l’unione di due chiusi Ł un chiuso e l’intersezione di due chiusi Ł
un chiuso.
De￿nizione 13 (Distanza euclidea) Dato n ∈ N, e dati x,y ∈ Rn di coordinate
x = (x1,x2,...,xn) e y = (y1,y2,...,yn), si chiama distanza euclidea la seguente
quantit￿:
dn(x,y) =
  n  
i=1
(xi − yi)2
  1
2
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A.2 Spazi vettoriali
Sia V uno spazio vettoriale, allora ∀ x,y ∈ V e ∀ λ,  ∈ R valgono i seguenti
assiomi:
1. x + y = y + x;
2. (x + y) + z = x + (y + z);
3. x + 0 = x;
4. x + (−x) = 0;
5. (λ +  )x = λx +  x
6. λ(x + y) = λx + λy
7. 0   x = 0 e 1   x = x
De￿nizione 14 I vettori {x1,x2,...,xn} costituiscono una base dello spazio vetto-
riale V se e solo se ogni vettore x si pu￿ esprimere come combinaizone lineare di
x1,x2,...,xn:
x = λ1x1 + λ2x2 + ... + λnxn
De￿nizione 15 (Prodotto scalare) Il prodotto scalare tra due elementi x = (x1,x2,...,xn)
e y = (y1,y2,...,yn) di Rn Ł de￿nito da:
 x,y  =
n  
i=1
xiyi
Propriet￿ del prodotto scalare:
i)  x,y  =  y,x ;
ii)  x + y,z  =  x,z  +  y,x ;
iii) λ x,y  =  λx,y ;
iv)  x,x  ≥ 0;
v)  x,x  = 0 se e solo se x = 0.
De￿nizione 16 (Modulo) Si de￿nisce modulo (o norma euclidea) di un vettore
x ∈ Rn la quantit￿
|x| =  x,x  =
  n  
i=1
x2
i
  1
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A.3 Spazi normati
De￿nizione 17 Per ogni elemento p ∈ [1,∞) la funzione ||   ||p : Rn → R Ł una
norma su Rn.
Propriet￿ di una norma:
i) ||x|| = 0 ⇔ x = 0;
ii) ||x + y|| ≤ ||x|| + ||y||;
iii) ||αx|| = |α|   ||x||.
Teorema 18 (Disuguaglianza di Minkowski) Per ogni p ∈ [1,∞) e per ogni
x,y ∈ Rn vale la seguente disuguaglianza:
||x + y||p ≤ ||x||p + ||y||p (A.1)
La A.1 Ł detta disuguaglianza di Minkowski
A.4 Spazi di Banach
Sia (X,d) uno spazio metrico. Si dice che xk Ł una successione di Cauchy in X
se ∀ǫ > 0 esiste un v ∈ N tale che:
d(xk,xh) < ǫ ∀ h,k > v
Lo spazio metrico (X,d) si dice completo se ogni successione di Cauchy Ł convergente.
De￿nizione 19 (Convergenza) Sia I un insieme di numeri reali e sia fk : I → R
una successione di funzioni reali. Si dice che fk converge in I verso la funzione
f : I → R se
lim
k→+∞
fk(x) = f(x) ∀x ∈ I
ovvero se ∀ǫ > 0 e ∀x ∈ I esiste un v ∈ N tale che
|fk(x) − f(x)| < ǫ ∀k > v
De￿nizione 20 (Spazio di Banach) Sia V Ł uno spazio metrico normato con
norma ||   ||V . Allora V Ł uno spazio di Banach se Ł completo come spazio metrico
rispetto alla distanza
d(x,y) = ||x − y||V
dove d(x,y) Ł generata dalla norma ||   ||V .80 APPENDICE A. ANALISI MATEMATICA
De￿nizione 21 (Operatori lineari) A Ł un operatore lineare se
A(α1x1 + α2x2) = α1Ax1 + α2Ax2
∀x1,x2 ∈ X e ∀α1,α2 ∈ R. Se X Ł uno spazio vettoriale normato, allora l’operatore
lineare A Ł detto limitato se esiste una costante M tale che
||Ax|| ≤ M||x|| ∀x
De￿nizione 22 (Duale) Si chiama duale (o coniugato) di X lo spazio X∗ formato
dai funzionali lineari limitati in uno spazio normato X.
Proposizione 23 Il duale X∗ di un qualsiasi spazio normato X Ł uno spazio di
Banach.
De￿nizione 24 (Ordine parziale e totale) Un insieme S Ł parzialmente ordi-
nato se valgono le seguenti propriet￿:
1. Re￿essivit￿: a ≤ a ∀ a ∈ S;
2. Assimetria debole: se a ≤ b e b ≤ a, allora a = b;
3. Transitivit￿: se a ≤ b e b ≤ c, allora a ≤ c.
Un insieme S Ł totalmente ordinato se insieme alle propriet￿ 1,2,3 vale anche la
seguente propriet￿:
4. Comparabilit￿: Per ogni a,b ∈ S, si ha che a ≤ b o b ≤ a.
A.5 Spazi LP
De￿nizione 25 (Algebra) Sia Ω un insieme non vuoto e sia A un sottoinsieme di
Ω. L’insieme A Ł detto algebra se soddisfa le seguenti propriet￿:
(1) 0 ∈ A e A ∈ Ω;
(2) se B ∈ A allora anche Bc ∈ A (con Bc complementare di B);
(3) se B1,B2,...Bn ∈ A allora anche l’unione di tutti gli insiemi Bi ∈ A e l’inter-
sezione di tutti gli insieme Bi ∈ A, con i = 1,2,...,n
Inoltre A Ł detto σ − algebra se soddisfa anche la seguente propriet￿:A.6. SVILUPPO IN SERIE DI TAYLOR 81
(4) se B1,B2,... ∈ A allora anche l’unione di tutti gli insiemi Bi ∈ A e l’inter-
sezione di tutti gli insieme Bi ∈ A, con i = 1,2,...,∞
De￿nizione 26 (spazio LP) Sia E ∈ Rn uno spazio misurabile e sia p ≥ 1 un
numero reale, allora indichiamo con LP la famiglia di tutte le funzioni f misurabili
in E tali che |f|P sia sommabile:
LP =
 
f : E → R
 
   
 f misurabile,
 
E
|f|Pdx < +∞
 
A.6 Sviluppo in serie di Taylor
Sia f(x) una funzione reale de￿nita in un intervallo (a,b) di R e sia x0 ∈ (a,b).
Se f Ł dotata di derivate di ogni ordine nell’intervallo (a,b), allora f pu￿ essere
sviluppata in serie di Taylor in (a,b), ovvero pu￿ essere sviluppata in serie di potenze
di un punto iniziale x0 nell’intervallo (a,b):
f(x) =
 ∞
j=o
f(j)(x0)
j! (x − x0)j =
= f(x0) + f′(x0)(x − x0) + f′′(x0)
(x−x0)2
2! + ... + f(j)(x0)
(x−x0)j
j! + ...
(A.2)
L’equazione A.2 Ł detta serie di Taylor di f, ovvero f Ł sviluppabile in serie di
Taylor in (a,b).
Teorema 27 (Sviluppo in serie di Taylor di ordine K) Sia f : (a,b) → R una
funzione derivabile K volte nell’intervallo (a,b), allora f Ł sviluppabile in serie di
Taylor di ordine K:
f(x) =
 K
k=o
f(k)(x0)
k! (x − x0)k =
= f(x0) + f′(x0)(x − x0) + f′′(x0)
(x−x0)2
2! + ... + f(K)(x0)
(x−x0)K
K!
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Cenni di Analisi Convessa
B.1 Monotonia duale di Fenchel
De￿nizione 28 (Di￿erenziale di Gateaux) Sia ψ : E → R un funzionale con-
cavo e continuo, con E spazio vettoriale ordinato. Sia E′ il duale di E e sia E′
+ il
cono di tutti i funzionali positivi, lineari e continui in E.
La derivata direzionale di ψ in x Ł:
d+ψ(x)(v) = lim
t→0+
ψ(x + tv) − ψ(x)
t
∀v ∈ E
Se il imite esiste per ogni v ∈ E, allora ψ Ł Gateaux di￿erenziabile in x e il
funzionale ∆ψ(x) : v → d+(x)(v) Ł il di￿erenziale di Gateaux di ψ.
De￿nizione 29 (Superdi￿erenziale) Il superdi￿erenziale di ψ rispetto a f Ł de￿ni-
to come segue:
∂ψ(x) =
 
x′ ∈ E′ : ψ(y) − ψ(x) ≤  y − x,x′ 
 
∀y ∈ E
De￿nizione 30 (Coniugata di Fenchel) La coniugata di Fenchel di ψ Ł data dal
funzionale ψ∗ : E′ → (−∞,+∞) de￿nito come segue:
ψ∗(x′) = inf
x∈E
 
 x,x′  − ψ(x)
 
∀x′ ∈ E′
B.2 Funzioni Concave e Disuguaglianza di Jensen
De￿nizione 31 (Insieme convesso) Una funzione f : C → R, dove C Ł un in-
sieme convesso in uno spazio vettoriale, Ł detta concava se:
f(αx + (1 − α)y) ≥ αf(x) + (1 − α)f(y)
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∀x,y ∈ C e ∀α ∈ [0,1].
Una funzione f Ł detta convessa se −f Ł concava.
De￿nizione 32 (Retta di sostegno) Una retta passante per un punto (z,f(z))
appartenente al gra￿co di f Ł detta retta di sostegno se il suo gra￿co sta interamente
al di sopra del gra￿co di f, cioŁ se esiste almeno un numero λ = λ(z) tale che:
f(t) ≤ f(z) + λ   (t − z) ∀t ∈ C
Teorema 33 (Funzione concava) Una funzione Ł concava se e solo se esiste al-
meno una retta di sostegno per ogni punto del suo dominio.
Dimostrazione
(i) Sia f concava. Allora:
f(x + (1 − α)(y − x)) ≥ f(x) + (1 − α)[f(y) − f(x)] ⇒
⇒
f(x + (1 − α)(y − x)) − f(x)
1 − α
≥ f(y) − f(x) ⇒
⇒
f(x + (1 − α)(y − x)) − f(x)
(1 − α)(y − x)
(y − x) ≥ f(y) − f(x).
Se facciamo tendere 1 − α a 0 e se f Ł di￿erenziabile, allora si ottiene:
f′(x)   (y − x) ≥ f(y) − f(x).
Se f non Ł di￿erenziabile, basta prendere un qualsiasi λ:
λ   (y − x) ≥ f(y) − f(x).
(ii) Ponendo λ = αx − (1 − α)y, abbiamo:
f(x) ≤ f(αx + (1 − α)y) + λ(1 − α)(x − y)
f(y) ≤ f(αx + (1 − α)y) + λα(y − x).
da cui si ottiene :
αf(x) + (1 − α)f(y) ≤ f(αx + (1 − α)y)
Quindi possiamo concludere che f Ł concava, come volevamo dimostrare.B.3. FUNZIONALI LINEARI E SUBLINEARI 85
Teorema 34 (Disuguaglianza di Jensen) Se f Ł concava, allora:
E[f(x)] ≤ f(E[x]) ∀x ∈ R
Questo risultato Ł noto come disuguaglianza di Jensen.
Osservazione 35 Dal teorema 33 deriviamo che un funzione concava (o convessa)
Ł univocamente determinata dalla famiglia delle sue rette di sostegno. La funzione,
infatti, coincide con l’estremo inferiore (rispettivamente, superiore) delle rette di
sostegno, ∀x ∈ C. Quindi f Ł concava (o convessa) se e solo se esiste un insieme S
tale che:
f(x) = inf
l∈S
l(x)
 
f(x) = sup
l∈S
l(x)
 
.
B.3 Funzionali lineari e sublineari
Una funzione F de￿nita su uno spazio vettoriale V e a valori reali, F : V → R,
Ł un funzionale. Un funzionale Ł detto:
(i) lineare se F(αx + βy) = αF(x) + βF(y) ∀x,y ∈ V e ∀α,β ∈ R;
(ii) positivamente omogeneo se F(αx) = αF(x) ∀x ∈ V e ∀α ≥ 0;
(iii) subadditivo se F(x + y) ≤ F(x) + F(y) ∀x,y ∈ V ;
(iv) sublineare se Ł sia positivo omogeneo sia subadditivo, cioŁ se
F(αx + βy) ≤ αF(x) + βF(y) ∀x,y ∈ V e ∀α,β ≥ 0;
(v) positivo se x ≧ 0 implica F(x) ≥ 0 ed Ł strettamente positivo se x ≥ 0 implica
F(x) > 0;
(vi) monotono se y ≧ x implica F(y) ≥ F(x) ed Ł strettamente monotono se y ≥ x
implica F(y) > F(x).
Osservazione 36 Per ogni funzionale sublineare F : V → R si ha che:
F(x) ≥ −F(−x) ∀x ∈ V
Infatti:
0 = F(0) = F(x − x) ≤ F(x) + F(−x) ⇒ F(x) ≥ −F(−x)
Inoltre:
F(y) = F(y − x + x) ≤ F(y − x) + F(x) ⇒ F(y − x) ≥ F(y) − F(x)86 APPENDICE B. CENNI DI ANALISI CONVESSA
B.4 Teoremi di separazione
De￿nizione 37 (Funzionale di Minkowski) Sia K ∈ Rm un insieme convesso
che contiene lo 0. Il funzionale de￿nito da:
pK(x) = inf
 
α > 0 :
x
α
∈ K
 
Ł detto funzionale di Minkowski relativo a K.
Teorema 38 Un funzionale di Minkowski Ł sempre ￿nito e sublineare.
Osservazione 39 Un funzionale di Minkowski, essendo sublineare, Ł continuo. Val-
gono le seguenti propriet￿:
a) L’interno di K Ł int(K) = {x ∈ Rm : pK(x) < 1};
b) La chiusura di K Ł K = {x ∈ Rm : pK(x) ≤ 1};
c) La frontiera di K Ł ∂K = {x ∈ Rm : p : K(x) = 1}.
Osservazione 40 L’ipotesi che 0 sia punto interno dell’insieme convesso K serve
a garantire che, ∀x, l’insieme {α > 0 : x
α ∈ K} non sia vuoto e quindi che sia
pK(x) < +∞ ∀x ∈ Rm. Se eliminiamo l’ipotesi che 0 ∈ K, ci troveremo a de￿nire
un funzionale p∗
K = inf{α > 0 : x
α ∈ K} detto funzionale generalizzato di Minkowski
relativo a K. Se 0 non Ł interno a K pu￿ succedere che p∗
K = +∞ per qualche
x ∈ Rm.
Teorema 41 (Teorema di Separazione) Siano A e B due insiemi convessi e dis-
giunti in Rm, almeno uno dei quali, supponiamo A, abbia interno non vuoto. Allora
esiste un funzionale lineare non nullo F : Rm → R che separa A e B, cioŁ esiste un
funzionale tale che:
F(x) ≤ c ≤ F(y) ∀x ∈ A,∀y ∈ B,c ∈ R
Osservazione 42 La separazione Ł detta impropria quando F(x) = c = F(y) ∀x ∈
A e ∀y ∈ B.
B.5 Propriet￿ dei funzionali sublineari
Teorema 43 (Funzionali lineari) Tutti i funzionali sublineari F : Rm → R sono
del tipo:
F(x) = max
φ∈L
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dove L Ł un insieme convesso e compatto (cioŁ chiuso e limitato) di funzionali lineari
φ : Rm → R .
Osservazione 44 Se L fosse soltanto chiuso e convesso, potrebbe succedere che
F(x) = −∞ ∀x ∈ Rm.
Osservazione 45 Se e solo se L1 ≤ L2, allora:
F1(x) = max
φ∈L1
φx ≤ F2(x) = max
φ∈L2
φx ∀x ∈ Rm
Teorema 46 Un funzionale sublineare F : V → R Ł monotono se e solo se
x ≧ 0 ⇒ −F(−x) ≥ 0
ed Ł strettamente monotono se e solo se
x ≥ 0 ⇒ −F(−x) > 0
Dimostrazione.
Se F Ł monotono, allora:
x ≧ 0 ⇒ −x ≦ 0 ⇒ F(−x) ≤ F(0) = 0 ⇒ −F(−x) ≥ 0.
Viceversa,
y ≧ x ⇒ (y − x) ≧ 0 ⇒ −F(−(y − x)) ≥ 0 ⇒
⇒ F(x − y) ≤ 0 ⇒
⇒ F(x) − F(y) ≤ F(x − y) ≤ 0 ⇒
⇒ F(y) ≥ F(x).
Teorema 47 (Funzionale sublineare positivo) Un funzionale sublineare
F(x) = maxφ∈L φ(x) Ł positivo (o strettamente positivo) se e solo se L contiene
almeno un funzionale lineare positivo (o strettamente positivo.)
Teorema 48 (Funzionale sublineare monotono) Un funzionale sublineare
F(x) = maxφ∈L φ(x) Ł monotono (o strettamente monotono) se e solo se L contiene
solo funzionali lineari monotoni (o strettamente monotoni).88 APPENDICE B. CENNI DI ANALISI CONVESSA
B.6 Ottimizzazione Lineare
Siano A una matrice m×n, c  = 0 un vettore riga ∈ Rn, b  = 0 un vettore colonna
∈ Rm e ξ ∈ Rn. Allora il problema :
min
ξ
c   ξ con Aξ ≥ b,ξ ≥ 0 (B.1)
Ł detto problema di ottimizzazione lineare.
L’insieme {ξ ∈ Rm : Aξ ≥ b,ξ ≥ 0}, contenente i vincoli, Ł detto regione ammissibile
e ogni punto in esso contenuto Ł detto ammissibile. Se la regione ammissibile Ł
vuota, allora il problema di ottimizzazione lineare non ammette soluzione.
De￿nizione 49 (Duale) Si chiama duale del problema (B.1) il seguente:
max
η
c   ηb con ηA ≤ c,η ≥ 0 (B.2)
Anche il problema (B.2) Ł un problema di ottimizzazione lineare.
Teorema 50 1) Condizione necessaria e su￿ciente a￿nchŁ un problema di ot-
timizzazione lineare ammetta soluzione Ł che il suo duale ammetta soluzione;
2) Condizione necessaria e su￿ciente a￿nchŁ ˆ ξ e ˆ η siano soluzioni ottime per i
problemi (B.1) e (B.2) Ł che:
cˆ ξ = ˆ ηb
ovvero che
min
ξ
cξ = max
η
ηb.
B.7 Ottimizzazione Non Lineare
Siano f : X → R e g : X → Rm, con X ∈ Rn, rispettivamente una funzione
scalare e una funzione vettoriale e sia b un vettore colonna ∈ Rm.
Il problema:
maxf(x) con g(x) ≤ b (B.3)
Ł detto problema di ottimizzazione non lineare.. L’insieme A = {x : g(x) ≤ b}
contenente il vincolo, Ł detto regione ammissibile.
Si distinguono due casi:B.7. OTTIMIZZAZIONE NON LINEARE 89
1. problemi di ottimizzazione concava, quando f Ł una funzione concava e g Ł una
funzione convessa;
2. problemi di ottimizzazione di￿erenziabile, quando f e g sono entrambe di￿eren-
ziabili (almeno nei punti di massimo).
Lemma 51 (Ottimizzazione concava) Sia φ : X → Rk con X ∈ Rn convesso,
una funzione vettoriale concava.
Se φ(x) > 0 Ł impossibile per x ∈ X, allora esiste un vettore riga ˆ λ ≥ 0 in Rk tale
che ˆ λ   φ(x) ≤ 0 per ogni x ∈ X.90 APPENDICE B. CENNI DI ANALISI CONVESSAAppendice C
Preferenze e indici di
concentrazione
C.1 Robustezza e Ambiguit￿
Assiomi.
Propriet￿ delle preferenze   :
• A.1 Ordine semplice. Se f,g,h ∈ F, allora
f   g,g   h ⇒ f   h
• A.2 Indipendenza debole. Se f,g,∈ F, x,y ∈ X e α ∈ (0,1), allora
αf + (1 − α)x   αg + (1 − α)x ⇒ αf + (1 − α)y   αg + (1 − α)y
• A.2’ Indipendenza. (E’ la versione piø forte dell’assioma A.2). Se f,g ∈ F,
x ∈ X e α ∈ (0,1), allora
f   g ⇔ αf + (1 − α)x   αg + (1 − α)x
• A.3 Continuit￿. Se f,g,h ∈ F, allora gli insiemi
{α ∈ [0,1] : αf + (1 − α)g   h}
e
{α ∈ [0,1] : h   αf + (1 − α)g}
sono insiemi chiusi;
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• A.4 Monotonicit￿. Se f,g ∈ F e f(s)   g(s) ∀s ∈ S, allora f   g;
• A.5 Avversione all’incertezza. Se f,g ∈ F e α ∈ (0,1), allora
f ∼ g ⇒ αf + (1 − α)g   f
L’assioma A.5 pu￿ essere interpretato come assioma di avversione all’ambigui-
t￿;
• A.6 Non degenericit￿. Se f,g ∈ F, allora f   g .
Teorema 52 Sia   una relazione binaria su F, allora le seguenti condizioni sono
equivalenti:
(i)   soddisfa gli assiomi A.1 − A.6;
(ii) esiste una funzione a￿ne non costante u : X → R ed esiste una funzione
limitata, convessa, semicontinua c : ∆ → [0,∞) tale che ∀f,g ∈ F si ha che
f   g ⇔ min
Q∈∆
  
u(f)dQ + c(Q)
 
≥ min
Q∈∆
  
u(g)dQ + c(Q)
 
(C.1)
Per ogni u c’Ł un unico minimale c∗ : ∆ → [0,∞] che soddisfa la C.1 tale che:
c∗(Q) = sup
f∈F
 
u(xf) −
 
u(f)dQ
 
(C.2)
De￿nizione 53 (Preferenza variazionale) Una preferenza   Ł detta variazionale
se soddisfa gli assiomi A.1 − A.6
C.2 Attitudine all’ambiguit￿
De￿nizione 54 Date due preferenze  1 e  2, si dice che  1 Ł piø avversa all’am-
biguit￿ rispetto a  2 se, ∀f ∈ F e ∀x ∈ X, si ha che:
f  1 x ⇒ f  2 x
Proposizione 55 Ogni preferenza variazionale Ł avversa all’ambiguit￿.
Proposizione 56 Dati due preferenze variazionali  1 e  2, le seguenti condizioni
sono equivalenti:
(i)  1 Ł pi￿ avverso all’ambiguit￿ rispetto a  2;C.3. SOFISTICAZIONE PROBABILISTICA 93
(ii) u1 ≈ u2 e c∗
1 ≤ c∗
2,
con c∗ indice di avversione all’ambiguit￿.
Una condizione necessaria a￿nchŁ siano avverse all’ambiguit￿ Ł che esibiscano un
comportamento tipo Ellsberg, ovvero che non siano probabilisticamente so￿sticate.
C.3 So￿sticazione Probabilistica
De￿nizione 57 (Invarianza rispetto all’ordinamento) Una relazione di prefe-
renza del tipo   Ł detta invariante rispetto all’ordinamento (con riferimento a P)
quando
P(s ∈ S : x = f(s)) = P(s ∈ S : x = g(s)) ∀x ∈ X ⇒ f ∼ g
De￿nizione 58 (So￿sticazione probabilistica) Una relazione di preferenza del
tipo   Ł detta probabilisticamente so￿sticata quando
P(s ∈ S : x   f(s)) ≤ P(s ∈ S : x   g(s)) ∀x ∈ X ⇒ f   g
C.4 Divergence preferences
Sia P ∈ ∆σ una misura di probabilit￿. Data una funzione sigma-misurabile
w : S → R tale che infs∈S w(s) > 0 e
 
w dP = 1 e data una funzione convessa e con-
tinua Φ : R+ → R+ tale che Φ(1) = 0 e limt→∞ Φ(t)/f = ∞, allora la Φ - divergenza
pesata di Q ∈ ∆ con riferimento a P Ł data da:
Dw
Φ(Q||P) =
   
S w(s)Φ
 
dQ
dP (s)
 
dP(s) se Q ∈ ∆σ(P)
∞ altrimenti
(C.3)
dove w sono i pesi (normalizzati). Se w(s) = 1 ∀s ∈ S, ovvero se w Ł uniforme, allora
possiamo scrivere Dw
Φ(p||q) = DΦ(Q||P) che misura la divergenza tra distribuzioni.
Le due forme piø note di divergenza sono:
- entropia relativa: Φ(t) = tlnt − t + 1
- indice di concentrazione di Gini : Φ(t) = 2−1(t − 1)2
Le preferenze de￿nite dal seguente funzionale V : F → R sono dette preferenze
di divergenza:
V (f) = min
Q∈∆σ
  
u(f)dQ + θDw
Φ(Q||P)
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De￿nizione 59 (Divergence preferences) Una preferenza   Ł detta preferenza
di divergenza se
f   g ⇔ min
Q∈∆σ(P)
  
u(f)dQ + θDw
Φ(Q||P)
 
≥ min
Q∈∆σ(P)
  
u(g)dQ + θDw
Φ(Q||P)
 
dove θ > 0, u : X → R Ł una funzione a￿ne, Dw
Φ(.||P) : ∆ → [0,∞) Ł la
Φ − divergenza pesata data dall’equazione C.3.
Teorema 60 Le preferenze di divergenza sono preferenze variazionali continue, con
indice di avversione all’ambiguit￿ dato da:
c∗(p) = θDw
Φ(Q||P) ∀Q ∈ ∆
Queste preferenze sono probabilisticamente so￿sticate se w Ł uniforme.
Tutte le divergence preferences sono preferenze variazionali probabilisticamente
so￿sticate e continue, come da teorema 60, e sono avverse all’ambiguit￿, come da
proposizioni 55 e 56.
C.4.1 Misure di entropia
De￿nizione 61 (Entropia) Una preferenza   Ł detta preferenza entropica se
f  r g ⇔ min
Q∈∆σ(P)
  
u(f)dQ + θRw(Q||P)
 
≥ min
Q∈∆σ(P)
  
u(g)dQ + θRw(Q||P)
 
dove θ > 0, P ∈ ∆σ, u : x → R Ł una funzione a￿ne e Rw(.||P) : ∆ → [0,∞] Ł
l’entropia relativa pesata de￿nita come segue:
Rw(Q||P) =
   
S w(s)
 
dQ
dP (s)ln
dQ
dP (s) −
dQ
dP (s) + 1
 
dP(s) se Q ∈ ∆σ(P)
∞ altrimenti
L’entropia Rw(Q||P) Ł un caso particolare della divergenza Dw
Φ(Q||P) de￿nita
dall’equazione C.3, dove Φ(t) = tlnt − t + 1, quindi, dal teorema 60, le preferenze
entropiche sono preferenze variazionali continue, con indice di ambiguit￿ dato da:
c∗(Q) = θRw(Q||P), ∀Q ∈ ∆C.4. DIVERGENCE PREFERENCES 95
Se w Ł uniforme, le preferenze  r sono probabilisticamente so￿sticate.
Nel caso ci fosse mancanza di uniformit￿ nelle preferenze entropiche, allora esse
produrrebbero un comportamento tipo Ellsberg e sarebbero avverse all’ambiguit￿,
quindi se w non Ł uniforme le preferenze entropiche non sono probabilisticamente
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