Introduction
Hypsometry pertains to the relative proportion of an area at different elevations of the earth's surface (Strahler, 1952) . Hypsometry can be evaluated through the hypsometric curve (HC) and hypsometric integral (HI). HCs and HIs can be explained in terms of the degree of landscape (basin) dissection and relative landform age. Hypsometric analysis is typically used to evaluate the rate of catchment erosion, geomorphic stages of landscape evolution, and dissection processes and, more generally, to identify and explain the denudation and tectonic processes over a region. Weissel et al. (1994) suggested that hypsometry may reveal the interaction between erosion and tectonics and could provide a considerable geomorphic index that constrains the relative importance of these processes. Hypsometric integral analysis has been used in several studies such as geology, geomorphology, hydrology, glaciology, tectonics, and climatology (Lifton and Chase, 1992; Ohmori, 1993; Masek et al., 1994; Chen et al., 2003; Walcott and Summerfield, 2008; Pérez-Peña et al., 2009a , 2009b Rutledge and Christensen, 2010) .
Trend surface analysis (TSA) is a procedure to derive a continuous smooth surface from irregular data to isolate regional trends from local variations (Grohmann, 2005; Garrote et al., 2008) . TSA is appropriate for regional data such as delineating an ancient, dissected erosional surface or the paleoflow direction of a good-sized watershed. The ultimate objective of this study is to demarcate zones of relative tectonic activity by examining regional topography. The geographic information system (GIS) approach was used to calculate the HI and associated parameters. The spatial autocorrelation analysis of grid-based HIs and TSA is a powerful tool to discriminate areas affected by recent tectonic activity or differential erosion.
formed during the Tertiary due to ongoing convergence between the European and Adria plates (Elter, 1960; Boccaletti et al., 1971; Boccaletti and Guazzone, 1972; Reutter and Groscurth, 1978; Boccaletti et al., 1981; Bettelli and De Nardo, 2001; Cerrina Feroni et al., 2002) . With reference to the Po Plain, all of the northern Apennines belt is actively being uplifted at rates ranging from 0.1 to 2 mm/year (Spagnolo and Pazzaglia, 2005) . The northern Apennines mountain front and its adjacent foothills are riddled with geomorphic and geologic evidence of recent tectonics such as active folds and faults (Picotti and Pazzaglia, 2008) . However, information on the recent and active structures remains limited to scattered areas (Piccinini et al., 2006; Picotti and Pazzaglia, 2008; Picotti et al., 2009; Wilson et al., 2009) . The study area is characterized by complex structures showing the presence of different fault systems of tectonic origin Panini et al., 2002a Panini et al., , 2002b Plesi et al., 2002a Plesi et al., , 2002b Severi et al., 2002a Severi et al., , 2002b Balocchi, 2003; Boccaletti et al., 2004b) . These tectonic structures can be divided into 2 groups based on their direction with respect to the Apennine watershed: the anti-Apenninic (NE-SW) transverse fault systems and NW-SE-oriented fault systems parallel to the main Apenninic divide (Figure 2) .
The Emilia-Romagna portion of the northern Apennines represents the part of the orogen that is still shortening, with a deformation front buried beneath Quaternary sediments of the Po foreland. Rocks in the uplifted and exposed portion of the orogenic wedge are Mesozoic carbonates and Cenozoic, mostly turbiditic sandstone, siltstone, mudstone, and marls deposited in shelf slope-trench basins in front of and atop a thrust- imbricated Mesozoic platform carbonate basement. These siliciclastic rocks have now been frontally accreted and incorporated into the wedge. In the Emilia part of the range, the Cenozoic turbidites remain buried beneath a largely intact structural lid called the Ligurian nappe, which represents a large thrust panel composed of Mesozoic ophiolite basement, Mesozoic marine siliciclastics and carbonates, and epi-Ligurian (wedge-top), shelf-slope Digital elevation model showing distribution of focal mechanism solutions, earthquake epicenters, and major tectonic structures of the study area (modified from Boccaletti et al., 2004b Feroni et al., 2001; Spagnolo and Pazzaglia, 2005) . The study area is also characterized by numerous landslides (Bertolini and Pellegrini, 2001; Trigila, 2007) of all types (according to the classification of Cruden and Varnes, 1996) consistent with steep slopes, weak rock type, and the existing underlying structural settings.
Methodology

Hypsometric curve and hypsometric integral
The study of HCs and HIs has been performed to differentiate between erosional landforms at different stages during their evolution (Strahler, 1952b; Schumm, 1956; Ohmori, 1993; Willgoose and Hancock, 1998; Keller and Pinter, 2002; Chen et al., 2003; Omvir, 2009; Pérez-Peña et al., 2009a , 2009b . The HC (Langbein, 1947; Strahler, 1952) depicts the distribution of a basin area with altitude, typically as a proportion of an area above a unit of elevation ( Figure 3a) . The shape of the HC and HI values provides vital information about erosional stages of the relief and tectonic, climatic, and lithological factors controlling landforms' development (Moglen and Bras, 1995; Willgoose and Hancock, 1998; Huang and Niemann, 2006) . Convex-up curves are typical for the "disequilibrium" stage (or youthful stage), typified by rugged terrain and deep incision; smooth, S-shaped curves crossing almost the center of the diagram typify "equilibrium" landscapes (or mature stage); and concaveup curves typify the "peneplain" stage (or old stage), characterized by land near base level with extremely subdued relief (Strahler, 1952b; Schumm, 1956; Chen et al., 2003; Pérez-Peña et al., 2009a; Figure 3a) . These stages of landscape evolution are based on the assumption that wherever active deformation and uplift rates dominate over erosion, the elevation and topography increase. The HI is a dimensionless number that allows different watersheds to be compared regardless of scale [Eq. (1)]. The HI value could reflect both tectonic activity and lithological control (Lifton and Chase, 1992; Hurtrez and Lucazeau, 1999; Chen et al., 2003) , and it might be a capable tool that can differentiate these 2 aspects. Lifton and Chase (1992) tested the influence of variable uplift rates on hypsometry from a numerical model of landscape development, showing that the hypsometric integral was positively correlated to the uplift rate. The HI value is the area below the HC, which relates the percentage of total available relief to the cumulative percentage of area ( Figure 3b ) and, therefore, is similar to the shape of the HC (Pike and Wilson, 1971; Mayer, 1990; Keller and Pinter, 2002; Pérez-Peña et al., 2009b) . The value of the HI varies from 0 to 1 (Harrison et al., 1983) ; high HI values (≥0.55) correspond to less eroded "young" landscapes where tectonic processes are dominant as compared to erosion, low values (≤0.35) are related to old, highly eroded landscapes, and intermediate HI values (~0.5) are associated with a balance (dynamic equilibrium) between erosion and tectonic processes (Strahler, 1952b; Mayer, 1990; Keller and Pinter, 2002) .
HI analysis using digital elevation model (DEMs) is handy because it is a dimensionless parameter and allows various watersheds to be analyzed and compared irrespective of basin area or shape (Strahler, 1952b; Keller and Pinter, 2002; Walcott and Summerfield, 2008) . A GIS provides significant tools for the computation of spatial parameters (e.g., area, altitude, perimeter, length, width) and facilitates extraction of valuable morphometric information, especially through the use of DEMs. Ohmori, 1993 ); b) diagram shows procedure for calculating hypsometric curves using percentage height (h/H) and percentage area relationship (a/A) (modified from Luo, 1998). significant topographic information of the area under investigation (Pike and Wilson, 1971; Keller and Pinter, 2002; Luo, 2002; Chen et al., 2003; Pérez-Peña et al., 2009b; Blanchard et al., 2010) . In order to obtain HI values, we prepared regular 1-km-sized grids using the ArcGIS 9.3 spatial analysis tool (Figures 4a and 4b) . Using a zonal statistics tool, we extracted the maximum, minimum, and mean elevation from DEMs for each grid cell. Pike and Wilson (1971) mathematically proved that the elevationrelief ratio (mean elevation -minimum elevation/ maximum elevation -minimum elevation) can be a valid proxy to the HI and has the benefit of being easier to obtain numerically. Therefore, in this study, we computed HI values using the following equation:
Computer estimation of hypsometric integral
(1)
In this study, we do not analyze catchments of different order, and so instead of representing a measure of landscape dissection, the HI values indicate how quickly elevation varies within each square (van der Beek and Braun, 1998) . Using this methodology, we can obtain HI values independent of catchment area and geometry. The HI values can vary from high to low across adjacent cells due to the complexity of deformation processes and variable erosion rates (Figures 5a and 5b) . The variations in HI values did not show significant patterns; for this reason, we used the local indices of spatial autocorrelation (LISA) technique (Moran, 1950; Anselin, 1995; Getis and Ord, 1996; Ratcliffe and McCullagh, 1998) to distinguish clusters of high and low HI values. In the case of tectonic activity, the clusters of high HI values should show a general spatial pattern in correspondence to neotectonically active areas (Pérez-Peña et al., 2009b) . 4.3. Spatial autocorrelation using Moran's I and GetisOrd Gi*-statistics Spatial autocorrelation analysis is helpful in investigating spatial association in georeferenced datasets (Moran, 1950; Cliff and Ord, 1981; Haining, 1990; Anselin, 1995; Chou, 1997; Ratcliffe and McCullagh, 1998; Diniz-Filho et al., 2003; Yu and Wu, 2004; Pérez-Peña et al., 2009b) . Spatial autocorrelation measures the degree of sameness of spatially distributed values of a single variable (e.g., HI values) within their neighborhood. In the last decades, these statistics have been significantly used for spatial autocorrelation analysis in many different disciplines, e.g., remote sensing investigations (Wulder and Boots, 1998) , criminology (Ratcliffe and McCullagh, 1998) , sociology (Unwin, 1996; Amrhein and Reynolds, 1997) , ecology (Diniz-Filho et al., 2003) , and tectonic geomorphology (Pérez-Peña et al., 2009b) . The global Moran index (Moran, 1950) can be used to measure the spatial autocorrelation of any variable (HI values in this study). This statistic shows the extent to which points that are "close together" in space have similar values on average. It estimates whether the set of attributes are random, dispersed, or clustered ( Figure  6 ). Moran's I can be computed using following formula: (2) where N = the number of cases, x = the mean of the attribute of interest, x i = the measured attribute of interest at location i, x j = the measured attribute of interest at location j, and w ij = a weight indexing the location of i relative to j.
The expected value of Moran's I or E(I) is calculated using -1/(N -1), by assuming that the values are randomly distributed. This is generally very close to 0, and so for all practical purposes, a value of 0 is used to indicate a random distribution. Results for Moran's I (MI) range from -1 to 1. If more pairs of neighboring values have similar values, then the sum of the cross-products will be positive and MI will be greater than 0, indicating positive spatial autocorrelation in which similar values, either high or low, are spatially clustered. Similarly, if MI is less than 0 and close to -1, it indicates negative spatial autocorrelation, in which neighboring values are dissimilar and completely dispersed ( Figure 6 ).
In ArcGIS, the Z-score and P-value are calculated to indicate the confidence level that any pattern of positive or negative association is not just due to chance (Anselin, 1995) . For this purpose, the GIS uses the following formula:
where E(I) is equal to -1/(N -1) under the assumption of no autocorrelation, and S E(I) is the standard deviation based on the number of data points, the number of In order to determine the concentration of high or low values around individual locations, we measured LISA statistics (Anselin, 1995; Getis and Ord, 1996) . The General Gi*-statistic (Getis and Ord, 1996) indicates whether hot spots (clusters of high values) or cold spots (clusters of low values) exist within a specified distance in the entire study area. The Gi*-statistic is calculated using a neighborhood distance that we specify. If the "neighboring" feature is within the specified distance of the target feature, then that pair will be assigned a weight of 1; otherwise, the pair will be assigned a weight of 0. The high values of the Gi*-statistic corresponds to hot spots indicating high attribute values placed together in a location, while a low value corresponds to cold spots indicating low values that are placed together. The Gi*-statistic is calculated by summing the values of the neighbors and dividing them by the sum of all values in the study area: (4) where x j = the measured attribute of interest at location j, and w ij = a weight indexing the location of i relative to j (this is 1 if locations i and j are within the specified distance and 0 if no distance is specified).
Trend polynomial surface analysis
TSA uses a polynomial regression to fit a least-squares surface to the input points. It involves the fitting of a surface (a polynomial model) through a set of points in X,Y,Z coordinate space. The fitted surface likely will not pass exactly through each point, and so least-squares regression is used to minimize the distance between measured Z-values and the fitted surface directly above or below.
Differences are expressed as root mean square (RMS).
The smaller the r-squared value, the closer the fit between points and surface (Grohmann, 2005) . Polynomial order controls the complexity of the trend surface; high orders are more "flexible". Trend surfaces smooth local anomalies. A 1st-order polynomial surface is a tilted plane while a 12th-order polynomial is a highly complex surface.
Results
HI and spatial dependency analysis
The analysis reveals that HI values are normally distributed over the entire study area, showing a mean average value of ~0.5. (Figure 7 ). However, this spatial distribution of HI values does not show a clear pattern of high or low values due to high variation in local topographic relief. According to Chen et al. (2003) , the HI values could be spatially dependent due to the relative position of grid cells on high or low relief in a region. In order to examine whether the variation in HI values are space-and scale-dependent, we compared 2 basin parameters i.e. the relief amplitude (RA) obtained by calculating the difference between maximum and minimum elevation, and the mean altitude (MA) with the respective HI value inside each square. The grid cells in the upper watershed areas represent high RA and MA values because of the steep gradients and high landscape dissection (Chen et al., 2003) . The spatial dependency analysis of HI values indicates that the high to low HI values are fairly scattered around the HI mean value on HI vs. relief amplitude and HI vs. mean altitude plots ( Figure  8 ). There is no correlation between the distribution of variable HI values and high or low RA and MA values. Nevertheless, when HI values were averaged and pinned on fixed intervals (50 m on relief amplitude and 150 m on mean altitude plot) along a horizontal axis, they followed an almost linear pattern, showing that HI values are not dependent on these factors (e.g., Walcott and Summerfield, 2008; Pérez-Peña et al., 2009b) . Our results conform to the findings of previous work by Pérez-Peña et al. (2009b) . We conclude that there is no correlation between HI values and spatial location of grid cells, which confirms that calculation of HI is not spatially dependent. 
Lithological effects on HI values
To analyze the lithological influence on the distribution of HI values, we used a regional lithotechnical map (classified on the basis of similar rock properties and hardness levels from a 1:10,000 scale geological map). Because of the large study area and variable lithology, we did not carry out a thorough analysis of rock erodibility, but we correlated HI values (computed for the 1-km 2 grid using 5-m DEM)
with the lithotechnical units (Table 1) 
DE M 5m
A nalys s gr d s ze 1km unit, the HI mean value shows a minor positive correlation (between high HI values and hard rock type), which agrees with the previous studies of Hurtrez and Lucazeau (1999) and Pérez-Peña et al. (2009b) ; nevertheless, the standard deviation (or size of error bars) for each HI mean value is too high to consider a positive correlation between these 2 factors. From this analysis, we conclude that, in the study area, the lithological variation is not sufficient to explain large differences in relatively high or low HI values.
Spatial autocorrelation of the HI values
To analyze spatial autocorrelation patterns between HI values, we calculated Moran's I statistic (Moran, 1950) , the expected Moran's I or E(I), and the Z-score (Anselin, 1995;  Table 2 ). The results indicate that all the HI values are positively correlated, showing high Z-scores, and, therefore, are positioned in clusters in the study area. Moran's I only reveals that the data are positively clustered; this statistic is unable to differentiate that these clusters are of either high values or low values. Therefore, to map the clusters (hot spots and cold spots) of high and low HI values (Figure 10 ), we applied the Gi*-statistic (Ord and Getis, 1995) . A fixed distance of 2.5 km was used to delineate the neighboring cells to correlate adjacent squares that are affected by uplift or subsidence in the hanging and footwall fault blocks (Pérez-Peña et al., 2009b) .
Trend surface analysis
A total of 39,796 sample elevation points from the DEM were used to compute a series of polynomial surfaces (up to the 12th order). These surfaces are treated as simplified terrain elevation models for the study area (Grohmann, 2005; Garrote et al., 2008) . The best-fit trend surface is the 11th-order polynomial surface (Table 3 ). This surface clearly shows a SSW downward trending ramp ( Figure  11a ). This 11th-order polynomial surface was subtracted from the original DEM (Figure 11b ) in order to distinguish areas with anomalously high and low elevations and to observe their spatial correlation with the hypsometric integral and regional geological structures. The SW part of the study area and 2 areas in the northeast part show clear positive anomalies, shown as red and orange patches (Figure 11b ). These anomalies are spatially correlated with high HI values (hot spots), showing their association with the regional tectonic structures, and are consistent with an active tectonic control.
Discussion and conclusion
Moran's I analysis indicated that the HI values for the Secchia, Panaro, and Reno mountain river basins are clustered, but it was unable to show whether the clusters were of high values or low values. Nevertheless, the Gi*-statistic or hot spot/cold spot analysis of the HI data helped to identify and map zones of high and low HI values (hot spots and cold spots). The hot spots of high HI values ( Figure 10 ) and positive TSA anomalies (Figure 11b ) are located in the southwest and northeast of the study area in correspondence to regional faults oriented SE-NW and SW-NE. Hot spots 2, 5, 8, 9, 10, and 11 ( Figure 10 ) are more for a random distribution, Z is the significance level of Moran's index, and P is the probability that the distribution of data could be randomly generated. Figure 11 . Trend surface analysis maps for the study area: a) 11th-order polynomial surface generated from the 5-m resolution DEM; b) residual map from the subtraction of 11th-order polynomial surface from the DEM.
significant, showing very HI high values concentrated along thrust and strike-slip faults (Michetti et al., 2000; Boccaletti et al., 2004b) , where the relative tectonic uplift is also high. These faults are neotectonically active and are associated with numerous historical earthquakes (Bartolini et al., 1982; Ambrosetti et al., 1987; Michetti et al., 2000; Margottini et al., 2007 ; Figure 12a ). The high HI values in the SW part of study area (hot spots 1, 2, 3, and 5; Figure 10 ) are in correspondence to the out of sequence thrust front that extends from the SE (Castiglion de' Pepoli, Bologna) to NW (Monte Orsaro, Parma), showing morphological evidence of tectonic activity probably as early as the Pliocene (Bendkik et al., 1994; Cerrina Feroni et al., 2002) . Hot spot 1 (Figure 10 due to the active movements of regional thrust and strikeslip faults (Michetti et al., 2000; Boccaletti et al., 2004b) . In this area the stream gradient and steepness are anomalously high, which is associated with relatively high rock uplift rates.
In the middle section of Torrent Dolo (hot spot 3; Figure  10 ), high HI values and a sudden increase in both steepness and stream gradient are attributed to the activity of deep structures and correspond to the active tectonic window of the Dolo valley Boccaletti et al., 2004a) . Near Mt. Cimone (hot spot 5; Figure 10 ), the influence of the structural characteristics on the morphology is also evident, which is in correspondence with the main scarps and ridges (Castaldini et al., 2009 ). Panizza et al. (1978) assumed that some large landslides in the northern zone of Mt. Cimone could have been controlled by neotectonic discontinuities. The recent tectonic activity of the Mt. Cimone area is also supported by thermochronologic age-elevation relationships for both the apatite fission track and (U-Th)/He thermochronometry (Thomson et al., 2010) . Here the rocks of the Macigno Formation are little disturbed by normal faulting. Hot spots 8, 10, and 11 ( Figure 10 ) are also showing clusters of very high HI values; these clusters are correlated to the active strike-slip and normal and thrust faults present in this area (Michetti et al., 2000) . Hot spot 11 (Figure 10 ) is located downstream near the eastern flank of Secchia river valley. This area is marked by a rather continuous NNEverging and SSW-dipping thrust system (Boccaletti et al., 1985) . Historical and instrumental seismicity distribution (Castello et al., 2006) and the dominant reverse earthquake focal solutions (Pondrelli et al., 2006) suggest that frontal thrusts and lateral thrust ramps are potentially seismogenic (Selvaggi et al., 2001; Boccaletti et al., 1985 Boccaletti et al., , 2004a Calderoni et al., 2009) . At hot spot 7 (Figure 10 ), the drainage network is strongly influenced by neotectonic activity. The morphological contrast and signs of fluvial capture around the active anticline of Castiglion de' Pepoli in this area are indicative of the recent tectonic activity, which gives rise to the uplift of this major anticline (Boccaletti et al., 2004a) . The high HI and positive TSA anomalies are associated with ongoing tectonic activity and recent uplift of this area ( Figure  12b) .
HI distribution does not clearly correlate with the diverse range of lithologies, RA, and MA. The clusters of high HI and TSA anomalies are positively correlated with the regional active structures and correspond well with the neotectonic activity of the study area (Boccaletti et al., 2004b) . We conclude that the use of LISA for HI analysis and TSAs enable us to mark zones of active deformation that reveal recent tectonic activity in good correspondence to the tectonically uplifted areas.
