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Cap´ıtulo 1
Introduccio´n
La presente memoria se enmarca en el a´mbito de la teor´ıa espectral de haces matri-
ciales. Entendemos por haz matricial un polinomio de grado 1 en una variable escalar
cuyos coeficientes son matrices con entradas complejas o, equivalentemente, una matriz
cuyas entradas son polinomios de grado 1 en una variable escalar (λ en esta memoria)
con coeficientes complejos. En general, utilizaremos la primera definicio´n, lo que permite
escribir el haz en la forma A0+λA1, donde A0 y A1 son matrices de la misma dimensio´n.
Diremos que el haz es regular si la matriz es cuadrada y su determinante no es el poli-
nomio ide´nticamente nulo. En caso contrario, es decir, cuando la matriz no es cuadrada o
cuando es cuadrada con determinante ide´nticamente nulo, se dice que el haz es singular.
A partir de esta definicio´n, tiene sentido hablar del rango de un haz matricial como la
dimensio´n del mayor menor del haz no ide´nticamente nulo. Este concepto se encuentra
habitualmente en la literatura bajo el nombre de rango normal. En particular, el rango
de un haz regular coincide con la dimensio´n de dicho haz. Los objetos fundamentales de
la teor´ıa espectral son los autovalores y autovectores. Un autovalor finito de un haz es
un valor complejo, λ0, tal que el rango de la matriz A0 + λ0A1 es menor que el rango
del haz. Esta definicio´n es va´lida tanto para haces regulares como para singulares. En el
caso regular, es equivalente a la igualdad det(A0 + λ0A1) = 0. Esto implica que existe un
vector no nulo, x0 , tal que (A0 + λ0A1)x0 = 0. A este vector se le denomina autovector
del haz asociado al autovalor λ0. Por otra parte, en los haces matriciales, puede tambie´n
aparecer el autovalor infinito. Diremos que un haz A0+ λA1 tiene un autovalor infinito si
el haz dual A1 + λA0 tiene un autovalor nulo.
Las formas cano´nicas ma´s comunes para haces de matrices, y que son objeto de esta
memoria, son la extensio´n de la forma cano´nica de Jordan para matrices cuadradas.
Dicha forma cano´nica es invariante por semejanza, mientras que las formas cano´nicas de
haces matriciales son invariantes por equivalencia estricta, esto es, por multiplicacio´n (a
la izquierda o a la derecha) por matrices constantes invertibles. Las formas cano´nicas
de haces matriciales fueron introducidas por Weierstrass [92] para haces regulares y por
Kronecker [39], que extendio´ la definicio´n de Weierstrass a haces rectangulares. Dichas
formas contienen toda la informacio´n espectral de los haces matriciales. Esto significa, en
particular, que los autovalores de un haz matricial no cambian cuando e´ste se multiplica
por una matriz invertible. Adema´s, y al igual que ocurre en el caso matricial con la relacio´n
de semejanza, hay una u´nica forma cano´nica por cada clase de equivalencia con respecto
a la relacio´n de equivalencia estricta.
Los haces matriciales surgen de manera natural en diversos contextos, por ejemplo, a
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partir de los sistemas lineales de ecuaciones diferenciales ordinarias de orden 1:
A1x
′(t) + A0x(t) = f(t), (1.1)
donde A0 y A1 son matrices m×n con entradas complejas, x(t) es un vector de inco´gnitas
con n entradas y f(t) es un vector cuyas m entradas son funciones de la variable t. El
sistema anterior tiene asociado el haz
H(λ) = A0 + λA1,
y las soluciones del sistema (1.1) esta´n ı´ntimamente relacionadas con la informacio´n es-
pectral del haz H(λ). Aunque en el apartado §2.7 expondremos con detalle esta relacio´n,
consideremos, a t´ıtulo ilustrativo, una solucio´n del sistema homoge´neo A1x
′(t)+A0x(t) = 0
de la forma:
x(t) = eλ0tx0 ,
donde x0 es un vector constante. Dicha solucio´n ha de cumplir:
A1(x0λ0e
λ0t) + A0e
λ0tx0 = 0 ,
o bien:
(λ0A1 + A0)x0 = 0.
Es decir, en el caso de que el haz sea regular, λ0 es un autovalor de H(λ) y x0 es un
autovector de H(λ) asociado a λ0.
La relevancia de los haces matriciales en este contexto se extiende a los sistemas lineales
de ecuaciones diferenciales ordinarias de orden superior
A`x
( `)(t) + A`−1x( `−1 )(t) + . . .+ A1x′(t) + A0x(t) = f(t) , (1.2)
(donde x(k) denota la derivada k-e´sima del vector x(t) respecto a la variable t y A0, . . . , A`
son matrices m × n), a trave´s de las llamadas linealizaciones (ve´ase la Seccio´n 2.7). La
solucio´n de tales sistemas (cuando el polinomio matricial asociado, A0+λA1+. . .+λ
`A` , es
regular) tambie´n se puede obtener mediante la informacio´n espectral de una linealizacio´n
adecuada, como veremos en §2.7. Por otra parte, en las ciencias f´ısicas es de especial
importancia el sistema (1.2) con ` = 2, que comprende el caso de los sistemas vibratorios y
que ha sido tratado ampliamente en la literatura (citaremos, como muestra, las referencias
[25, 41, 43, 44, 54, 56, 77, 88, 89]). Otro contexto en el que las formas cano´nicas de
haces matriciales tienen especial relevancia es el de la Teor´ıa de Control. Como ejemplo,
citaremos uno de los resultados ma´s elementales en este contexto, conocido como el criterio
de Hautus [65, p. 272], segu´n el cual, un par (A,B) es controlable si y so´lo si el haz matricial
[A− λI B] tiene rango completo para cualquier λ ∈ C∪{∞}, lo que equivale a decir que
el haz anterior no tiene autovalores.
En este trabajo nos ocuparemos de la teor´ıa de perturbaciones de ciertas propiedades
espectrales de haces matriciales. La teor´ıa de perturbaciones de autovalores ha sido objeto
de estudio en el campo de la matema´tica aplicada desde que Lord Rayleigh estableciera
sus or´ıgenes en [57]. En uno de sus ca´lculos pretend´ıa determinar tanto las frecuencias
como los modos de vibracio´n de una cuerda oscilante con elasticidad constante y cuya
masa y densidad eran una pequen˜a desviacio´n de un valor fijo para el que se conoc´ıan
dichas frecuencias y modos de oscilacio´n. Este problema particular ilustra perfectamente
una situacio´n t´ıpica de la teor´ıa de perturbaciones de autovalores: una matriz, u operador,
3de partida se supone una pequen˜a desviacio´n de una determinada matriz (u operador)
pro´ximo para el que el problema espectral esta´ completamente resuelto (y, en la mayor´ıa
de los casos, de modo ma´s sencillo). El operador dado, A˜, se sustituye por un operador
cercano A cuyos autovalores y autovectores son conocidos y, a partir de ah´ı, se emplea una
teor´ıa de perturbaciones apropiada para analizar la influencia de la desviacio´n B = A˜−A
sobre los objetos espectrales. En uno de sus trabajos sobre meca´nica cua´ntica, Schro¨dinger
[64] dio un paso importante en el desarrollo formal de esta teor´ıa: describio´ un observable
de un sistema meca´nico cua´ntico como un operador autoadjunto U (el Hamiltoniano en
el caso de la energ´ıa) definido en un cierto espacio de Hilbert. Un autovalor aislado λ0
y su correspondiente autovector normalizado x0 se interpretan como un estado x0 con
nivel de energ´ıa λ0 si el observable es el Hamiltoniano. Si el sistema esta´ influ´ıdo por
algu´n campo externo, o si ha de tenerse en cuenta alguna interaccio´n, al operador U
ha de an˜ad´ırsele una perturbacio´n U1. El tratamiento de perturbaciones autoadjuntas de
operadores autoadjuntos es, por tanto, uno de los primeros problemas tratados y resueltos
en el marco de la teor´ıa de perturbaciones de problemas espectrales [4, §3.5]. La teor´ıa
de perturbacio´n de autovalores y autovectores (o subespacios invariantes) de matrices y
operadores lineales ha gozado de un desarrollo sistema´tico en excelentes tratados como
los de Rellich [58], Kato, [38], Baumga¨rtel [4] o Stewart y Sun [69]. Por otro lado, la teor´ıa
de perturbacio´n espectral en haces matriciales tiene una historia ma´s reciente, aunque
tambie´n ha recibido bastante atencio´n a partir de los trabajos de Stewart [66, 67].
En todos los trabajos citados en el pa´rrafo anterior se estudia la variacio´n de objetos
continuos, como son los autovalores o los subespacios invariantes de operadores linea-
les y de haces matriciales regulares. Por el contrario, existen otros objetos espectrales
que pueden sufrir, en determinados casos, cambios severos incluso bajo la influencia de
pequen˜as perturbaciones. El objetivo de esta memoria es precisamente el estudio de estos
objetos como, por ejemplo, bloques de Jordan de taman˜o mayor que 1 (que corresponden
necesariamente a autovalores mal condicionados) o autovalores en haces matriciales sin-
gulares. El primer tipo de objetos discontinuos que tratamos son los autovalores de haces
matriciales singulares. Estos objetos son no gene´ricos (lo que se traduce en que los haces
singulares no tienen, gene´ricamente, autovalores) y discontinuos. Con respecto a esto u´lti-
mo, la situacio´n es, a priori, mucho ma´s drama´tica debido a que existen perturbaciones
arbitrariamente pequen˜as de un haz singular que pueden llevar sus autovalores a cualquier
punto del plano complejo. En cambio, una de las aportaciones ma´s relevantes de esta tesis
consiste en demostrar que estas perturbaciones son muy particulares y que, por el con-
trario, perturbaciones infinitesimales provocan, en general, variaciones infinitesimales de
los autovalores. En otras palabras: los autovalores de haces singulares son continuos para
la mayor´ıa de las perturbaciones. Esto nos permitira´ desarrollar una teor´ıa de primer
orden para autovalores que sera´ va´lida para perturbaciones gene´ricas.
El segundo tipo de objetos discontinuos que tratamos son las formas cano´nicas de haces
matriciales. Por una lado, la forma cano´nica de Weierstrass (FCW) para haces regulares
y, por otro, la forma cano´nica de Kronecker (FCK) para haces singulares. Nuestro intere´s,
como muestra el excelente trabajo de I. de Hoyos [8], se centra precisamente en aquellos
puntos en los que dichas formas son discontinuas. La fragilidad de las estructuras en que
nos centraremos se pone de manifiesto en el hecho de que desaparecen completamente
tras perturbaciones gene´ricas. Por ejemplo, los bloques de Jordan de taman˜o mayor que
1 asociados a un autovalor λ0 de un haz regular se destruyen por completo al an˜adir una
pequen˜a perturbacio´n, para la mayor parte de estas perturbaciones, dando lugar a una
nube de autovalores simples en torno a λ0. Tambie´n, la parte singular de un haz matri-
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cial singular cuadrado desaparece, en general, al introducir una pequen˜a perturbacio´n,
puesto que los haces cuadrados son gene´ricamente regulares. Dicho de otra manera, en
esta memoria estudiamos el comportamiento de estructuras no gene´ricas. Aunque estas
estructuras son poco habituales en la pra´ctica, precisamente por no ser gene´ricas, han
atra´ıdo la atencio´n de la comunidad cient´ıfica del a´lgebra lineal nume´rica debido a que su
presencia implica serios problemas desde el punto de vista computacional.
En cualquier caso, el intenso desarrollo que ha experimentado la teor´ıa de pertur-
baciones de objetos espectrales continuos contrasta con la escasez de resultados para los
objetos espectrales discontinuos (las formas cano´nicas de Weierstrass o Kronecker o los au-
tovalores de haces singulares). Nuestro trabajo es un humilde aporte que pretende ayudar
a la superacio´n de estas carencias.
Desde otra perspectiva, podemos tambie´n decir que existen dos a´mbitos distintos en
la teor´ıa espectral de perturbaciones atendiendo al tipo de perturbaciones que se conside-
ren. El primero de ellos se centra en perturbaciones no estructuradas, cuyo estudio cobra
sentido cuando las perturbaciones son de norma pequen˜a, es decir: pequen˜as desviaciones
de la matriz (o funcio´n matricial) de partida, y es, sin duda, el que ma´s intere´s ha des-
pertado desde el punto de vista cient´ıfico no solamente en el contexto aplicado que hemos
mencionado al principio de esta Introduccio´n, sino tambie´n porque este tipo de pertur-
baciones son las que aparecen debidas a errores de redondeo. El segundo campo se ocupa
de perturbaciones estructuradas es decir, con una cualidad concreta, como la de ser de
rango bajo o una estructura determinada, como puede ser la simetr´ıa, la antisimetr´ıa, etc.
Tambie´n en este campo se incluyen las perturbaciones que afectan so´lo a una parte de las
funciones matriciales que se este´n tratando (matrices, haces, polinomios...), como puedan
ser algunas entradas concretas, o ciertas filas o columnas. Naturalmente, existen cone-
xiones e intersecciones entre estos dos campos o entre problemas distintos de un mismo
campo. Por ejemplo, una perturbacio´n que so´lo modifique la entrada (i, j)-e´sima de una
matriz es una perturbacio´n de rango 1 de la forma aeie
T
j (donde ek es el k-e´simo vector
cano´nico y a es un escalar). En este segundo tipo las perturbaciones pueden tener norma
pequen˜a o arbitraria dependiendo del objeto inicial o del problema que se quiera estudiar.
Cada uno de los dos grandes problemas que abordamos en esta memoria pertenece a
uno de los dos a´mbitos distintos que acabamos de mencionar. El problema de describir
el cambio en la estructura cano´nica que contiene la informacio´n espectral de los haces
matriciales (la forma cano´nica de Weierstrass en el caso regular y la forma cano´nica de
Kronecker en el singular) tras perturbaciones de rango bajo pertenece al segundo de ellos
porque las perturbaciones que consideramos en este caso son de norma arbitraria. Por el
contrario, las perturbaciones que consideramos para describir el cambio que experimentan
los autovalores de haces matriciales singulares cuadrados son de norma pequen˜a.
A la hora de obtener el cambio gene´rico de la forma cano´nica de Kronecker de un haz
cuando es sometido a perturbaciones de rango bajo, surge de modo natural la cuestio´n de
conocer la forma cano´nica gene´rica, si existe, de los haces singulares de un rango prefijado,
ρ. La descripcio´n de dicho conjunto nos ayudara´ a entender las condiciones de genericidad
sobre las que se sustentan algunos de los resultados fundamentales acerca de este tipo
de perturbaciones. El conjunto de haces matriciales de rango menor o igual que un valor
determinado es una variedad que se descompone en una serie de subvariedades (llamadas
o´rbitas) formadas por haces que tienen la misma forma cano´nica y entre las que existe
una jerarqu´ıa determinada por relaciones de inclusio´n entre sus cierres topolo´gicos.
A lo largo del presente trabajo se utilizara´ con frecuencia el te´rmino gene´rico. Aunque
esta palabra aparece en numerosos trabajos matema´ticos, no es un te´rmino un´ıvocamente
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definido, y su significado preciso no es siempre el mismo en la literatura. En esta memoria,
utilizamos gene´rico en el siguiente sentido: diremos que una propiedad es gene´rica en un
conjunto C si la propiedad se cumple en un subconjunto abierto denso de C. En nuestro
contexto, C sera´ el conjunto de perturbaciones admisibles e identificamos el conjunto de
haces matriciales complejos de taman˜o m×n con el espacio C2mn, dotado de la topolog´ıa
usual. Por lo tanto, todo subconjunto C de haces matriciales puede interpretarse como un
subconjunto de C2mn, y un conjunto G ⊂ C sera´ denso en C si y so´lo si cada elemento de
C es el l´ımite de una sucesio´n de elementos de G, mientras que G sera´ abierto en C si G es
la interseccio´n de C con un subconjunto abierto de C2mn. En otras palabras, consideramos
en C la topolog´ıa del subespacio inducida por la topolog´ıa usual de C2mn. En determinados
momentos de esta memoria se justificara´ que una propiedad es gene´rica aduciendo que el
conjunto en que no se satisface es una subvariedad algebraica propia. Ha de notarse que
esta condicio´n implica la genericidad tal y como la hemos definido previamente.
1.1. Teor´ıa de perturbacio´n de primer orden en haces
singulares cuadrados
Como ya hemos mencionado antes, dado un haz matricial singular, H(λ) = A0+λA1 ,
es bien sabido que hay perturbaciones arbitrariamente pequen˜as de H(λ) que pueden
llevar sus autovalores a cualquier lugar del plano complejo, es decir, los autovalores son
funciones discontinuas de las entradas de A0 y A1. Por lo tanto, no es posible desarrollar
una teor´ıa de perturbacio´n de autovalores para perturbaciones arbitrarias de H(λ). En
cambio, veremos que se pueden restringir las perturbaciones a un conjunto particular en
el que los autovalores cambien de manera continua. Demostraremos que este conjunto de
perturbaciones es gene´rico si H(λ) es cuadrado, es decir, que contiene a casi todos los
haces matriciales, y presentaremos condiciones suficientes para que un haz pertenezca a
este conjunto.
Las perturbaciones que consideramos pueden ser descritas mediante un para´metro
pequen˜o, ², de manera que nuestro intere´s se centra en estudiar los autovalores del haz
perturbado
P (λ, ²) = H(λ) + ²M(λ) = A0 + λA1 + ²(B0 + λB1) (1.3)
en relacio´n con los del haz de partida, H(λ). Para las perturbaciones, M(λ), que se en-
cuentren en el conjunto gene´rico antes aludido, obtendremos el te´rmino de primer orden
de los desarrollos en ² en torno a un autovalor, λ0, de H(λ) en funcio´n del haz de per-
turbacio´n M(λ) y de determinadas bases de los espacios nulos derecho e izquierdo de
H(λ0), tanto para autovalores simples como para autovalores mu´ltiples. El caso simple
sera´ tratado en una seccio´n adicional por su especial relevancia (los haces matriciales
cuadrados tienen, gene´ricamente, todos sus autovalores simples) y, tambie´n, porque las
fo´rmulas que se derivan para este caso son independientes de las bases de los nu´cleos que
se consideren. Hemos de hacer notar que el autovalor infinito estara´ tambie´n inclu´ıdo en
nuestro estudio mediante el procedimiento habitual de considerar el autovalor cero del
haz dual.
Tambie´n obtendremos desarrollos asinto´ticos para los autovectores. El concepto de
autovector en un haz singular no aparece en la literatura por las razones que expondremos
en §2.6, pero s´ı esta´ perfectamente definido el nu´cleo, kerH(λ0) , asociado con un autovalor
λ0. Cuando un haz singular se perturba como en (1.3) se obtiene, gene´ricamente, un
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haz regular, para el que esta´n bien definidos los autovectores. Cada uno de los desarro-
llos de autovalores de (1.3), digamos λ(²), en torno a λ0 tiene asociado un autovector
en kerP (λ(²), ²). Cuando ² tiende a cero, dicho autovector se aproxima a un vector de
kerH(λ0). Lo que haremos en la Seccio´n 4.6 es determinar dicho vector.
La teor´ıa espectral de perturbaciones de haces matriciales singulares contrasta con la
de haces regulares, en que los autovalores son siempre funciones continuas de las entradas.
Esto u´ltimo se deriva del hecho de que los autovalores son las ra´ıces de un polinomio (el
determinante del haz) y que las ra´ıces de un polinomio dependen continuamente de sus
coeficientes y e´stos, a su vez, de las entradas del haz. Este argumento no es va´lido en el
caso singular porque los autovalores no son las ra´ıces del determinante del haz, que ahora
es ide´nticamente nulo. No obstante, es posible reducir el caso singular a un problema
regular, como veremos, utilizando las nociones de geometr´ıa algebraica que subyacen a la
teor´ıa de perturbaciones. Podemos ver la ecuacio´n polino´mica f(λ, ²) = detP (λ, ²) = 0
como una curva algebraica. Si f(λ, 0) no es ide´nticamente nulo, en torno a cada una de las
ra´ıces, λ0, de f(λ, 0) hay un determinado nu´mero de ramas (llamadas de Puiseux), es decir,
desarrollos, λ(²), en serie de potencias de ², de manera que λ(0) = λ0 y f(λ(²), ²) ≡ 0
[32, §12.1]. Para el caso en que f(λ, 0) ≡ 0 esto sigue siendo cierto una vez regularizado
el problema, es decir: cuando f(λ, 0) es ide´nticamente nulo, existe un nu´mero natural k
de modo que el polinomio f(λ, ²) puede expresarse de la forma
f(λ, ²) = ²kf˜(λ, ²) ,
donde, para perturbaciones gene´ricas, f˜(λ, 0) no es ide´nticamente nulo. El problema,
por tanto, se regulariza considerando, para ² 6= 0, la ecuacio´n f˜(λ, ²) = 0 en lugar de
f(λ, ²) = 0. Concretamente, el conjunto de las ra´ıces del polinomio f˜(λ, 0) incluye a los
autovalores de H(λ) y las ramas de la curva anterior en torno a ellos son las ramas de
f(λ, ²) = 0 en torno a estos autovalores. El conjunto de perturbaciones para las que los
autovalores cambian de forma continua sera´ el formado por aquellas perturbaciones que
hacen que el polinomio f˜(λ, 0) sea no ide´nticamente nulo para un valor determinado del
exponente k.
La teor´ıa espectral de perturbaciones de haces singulares que acabamos de describir
es el objeto del Cap´ıtulo 4, y se encuentra en [19].
1.2. Perturbaciones de rango bajo de formas cano´nicas
Como hemos mencionado, las formas cano´nicas espectrales, cuya relevancia abarca
tanto el a´mbito teo´rico como el pra´ctico, son estructuras matema´ticas muy fra´giles bajo
perturbaciones. En cambio, hay perturbaciones que nos permiten garantizar que una parte
de la forma cano´nica espectral del haz original permanece en la forma cano´nica espectral
del haz perturbado. A este tipo de perturbaciones pertenecen las perturbaciones de rango
bajo, esto es: perturbaciones con un rango fijado, que es pequen˜o en un sentido que viene
especificado por alguna propiedad de la matriz o el haz no perturbados.
Las perturbaciones de rango bajo de propiedades espectrales han aparecido en diversos
problemas aplicados. Por ejemplo, en el a´rea de modificaciones estructurales de sistemas
dina´micos, es de particular relevancia estudiar co´mo debe modificarse un sistema a fin
de fijar determinados autovalores del nuevo sistema. Este problema es conocido, gene´ri-
camente, como de “asignacio´n de ceros y polos”(citamos, a modo de ejemplo, las refe-
rencias [56] y [54], aunque la bibliograf´ıa es ma´s amplia y puede consultarse en las obras
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citadas). Por otro lado, en [88] y [89] se consideran perturbaciones de rango 1 de la matriz
de amortiguamiento en sistemas vibratorios, una situacio´n “f´ısicamente no desden˜able
que ocurre cuando un sistema vibratorio ela´stico se controla pasivamente con unos pocos
amortiguadores”[88, §1]. En el contexto de modificaciones estructurales las perturbaciones
de rango bajo representan modificaciones que afectan a pocos grados de libertad o a una
parte aislada del sistema. Este tipo de modificaciones, aunque de taman˜o arbitrario, son,
en ocasiones, preferibles a pequen˜as modificaciones que afectan a todo el sistema. Tam-
bie´n en [25], se consideran perturbaciones de rango bajo de la matriz de amortiguamiento
de un sistema vibratorio con el fin de obtener sistemas defectivos.
Las perturbaciones de rango bajo de formas cano´nicas espectrales han sido objeto de
atencio´n desde los an˜os 80. Se pueden considerar, al menos, dos tipos de contribuciones
en esta a´rea. Dados un haz de taman˜o m× n, H(λ), y perturbaciones M(λ) de un rango
determinado, la primera clase de trabajos trata de clasificar todas las formas cano´nicas
espectrales de (H +M)(λ) que son compatibles con la forma cano´nica de H(λ) y con el
rango de las perturbaciones M(λ). Hasta donde llega nuestro conocimiento, esto se ha
hecho u´nicamente para perturbaciones de rango 1. Citamos las referencias [6] y [76] en
este contexto. Una segunda clase de trabajos caracterizan las propiedades gene´ricas de la
forma cano´nica espectral de (H +M)(λ), es decir: las propiedades que se dan para todas
las perturbaciones en un subconjunto abierto denso del conjunto de haces matriciales de
un rango determinado. El cambio gene´rico en la forma de Jordan de matrices cuadradas
se ha descrito en [34] y, posterioremente, en [52] y [60, 61]. El estudio de las condiciones
necesarias y suficientes para que se de´ el comportamiento gene´rico se ha desarrollado
en [52]. Quedaba, as´ı, abierto el problema de extender los resultados al caso de haces
matriciales. Este problema ha sido resuelto en [18] para haces matriciales regulares y en
[16] para haces matriciales singulares. En los cap´ıtulos 5 y 6 de esta memoria presentamos
los resultados de estos dos trabajos, precedidos de una sucinta descripcio´n de lo que ocurre
en el caso matricial, que consideramos muy ilustrativa.
La distincio´n entre los casos regular y singular es tradicional en la literatura relaciona-
da con la teor´ıa espectral de haces (y, en general, polinomios) matriciales, y en nuestro
trabajo es inevitable debido a la presencia de los bloques singulares (la que denominare-
mos estructura singular) en el segundo caso. La descripcio´n del cambio gene´rico de tales
bloques concentra la mayor parte del esfuerzo dedicado en el Cap´ıtulo 6. A continuacio´n,
resumimos los resultados fundamentales que hemos obtenido en cada uno de estos dos
casos.
El caso de haces regulares
Si A es una matriz n× n, λ0 es un autovalor de A con g bloques de Jordan asociados
en su forma cano´nica de Jordan y B es una matriz que satisface rg (B) < g, la matriz
perturbada A+B sigue teniendo a λ0 como autovalor, en virtud de la conocida desigualdad
rg (A+B − λ0I) ≤ rg (A− λ0I) + rg (B) ,
donde rgB denota el rango de B e I es la matriz identidad de taman˜o n×n. Para matrices
gene´ricas, B, que satisfacen la cota anterior sobre el rango, se sabe que los bloques de
Jordan de A+B asociados al autovalor λ0 son, exactamente, los g− rg (B) bloques de
Jordan de A de menor taman˜o asociados a λ0 [34, 52, 60, 61, 62].
Sea ahora A0 + λA1 un haz matricial regular y λ0 uno de sus autovalores finitos
con g bloques de Jordan asociados en la forma cano´nica de Weierstrass. El resultado
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que demostraremos en el Cap´ıtulo 5 afirma que, para un par de matrices gene´ricas B0
y B1 con rg (B0 + λ0B1) < g , hay g − rg (B0 + λ0B1) bloques de Jordan asociados al
autovalor λ0 en la forma de Weierstrass del haz perturbado A0 + B0 + λ(A1 + B1). Si
rg (B0 + λ0B1) + rg (B1) no excede el nu´mero de bloques de Jordan asociados a λ0 en
A0 + λA1 con dimensio´n mayor que 1, entonces los bloques de Jordan asociados a λ0 en
el haz perturbado son los g − rg (B0 + λ0B1) − rg (B1) bloques de menor taman˜o
asociados a λ0 en A0 + λA1, junto con rg (B1) bloques de dimensio´n 1. En caso
contrario, todos los g − rg (B0 + λ0B1) bloques de Jordan asociados a λ0 en el
haz perturbado son de dimensio´n 1. Esto ocurre para cualquier par de matrices
B0 y B1, excepto para aquellas que se encuentran en una subvariedad algebraica propia,
definida por una ecuacio´n determinantal escalar. Esta ecuacio´n involucra las entradas de
las matrices B0 y B1, y algunos de los autovectores de A0+λA1 asociados a λ0. Si A0+λA1
tiene un autovalor infinito, el resultado correspondiente se sigue de considerar el autovalor
cero en los haces duales A1 + λA0 y A1 +B1 + λ(A0 +B0).
El caso de haces singulares
Ahora H(λ) = A0 + λA1 es un haz singular de taman˜o m × n sin rango completo
cuya forma cano´nica de Kronecker es conocida. El rango de un haz singular H es, co-
mo ya se hamencionado, el orden del mayor menor de H no ide´nticamente nulo (como
funcio´n de la variable λ), y lo denotaremos por rg (H). Sea ρ un nu´mero entero positivo
tal que ρ ≤ mı´n{m,n} − rg (H). En el Cap´ıtulo 6 estudiamos el cambio de la forma
cano´nica de Kronecker de H(λ) frente a perturbaciones aditivas, M(λ), que satisfacen
rg (M) = ρ. Como en el caso regular, nos centramos en el comportamiento gene´rico de la
forma cano´nica de Kronecker de (H +M)(λ), es decir, el comportamiento que se da para
perturbaciones M(λ) en un subconjunto abierto denso del conjunto de haces con rango
ρ. Las propiedades ma´s destacables de la forma cano´nica de Kronecker gene´rica del haz
perturbado (H +M)(λ) son las siguientes:
(i) si λ0 es un autovalor de H(λ), finito o infinito, entonces λ0 es un autovalor de
(H +M)(λ);
(ii) si λ0 es un autovalor de H(λ) entonces el nu´mero de bloques de Jordan asociados
a λ0 en la forma cano´nica de Kronecker de (H + M)(λ) es mayor o igual que el
nu´mero de bloques de Jordan asociados a λ0 en la forma cano´nica de Kronecker de
H(λ);
(iii) si λ0 es un autovalor de H(λ) entonces las dimensiones de los bloques de Jordan
asociados a λ0 en la forma cano´nica de Kronecker de (H +M)(λ) son mayores o
iguales que las dimensiones de los bloques de Jordan asociados a λ0 en la forma
cano´nica de Kronecker de H(λ);
(iv) el nu´mero de ı´ndices minimales derechos (resp. izquierdos) de (H+M)(λ) es menor
en ρ unidades que el nu´mero de ı´ndices minimales derechos (resp. izquierdos) de
H(λ);
(v) los ı´ndices minimales derechos (resp. izquierdos) de (H + M)(λ) son mayores o
iguales que los mayores ı´ndices minimales derechos (resp. izquierdos) de H(λ).
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Ma´s au´n, si la suma de los ı´ndices minimales derechos (resp. izquierdos) de las per-
turbaciones M(λ) es conocida, aparte de su rango, entonces todos los ı´ndices minimales
derechos (resp. izquierdos) de (H +M)(λ) se pueden determinar gene´ricamente, y en el
caso en que ρ < mı´n{m,n} − rg (H) y ambas sumas son conocidas, se puede determi-
nar, gene´ricamente, la forma cano´nica de Kronecker completa del haz perturbado
(H +M)(λ).
Las condiciones de genericidad, en este caso, consisten en que determinadas matrices,
constru´ıdas a partir de las entradas de una cierta descomposicio´n del haz M(λ) en suma
de haces de rango 1 y unas determinadas bases de los nu´cleos izquierdo y derecho de
H(λ) (considerado como una matriz con entradas en el cuerpo de funciones racionales en
la variable λ), sean de rango completo. Si se dan estas condiciones, la parte regular del
haz perturbado (H +M)(λ) contiene exactamente los bloques de Jordan de H(λ)
y los de M(λ) (es decir, es la suma directa de las partes regulares de H y de M). En
cambio, la descripcio´n de la parte singular gene´rica de H +M no es tan sencilla, como se
vera´ en la Seccio´n 6.5.3.
Por u´ltimo, dedicamos una seccio´n a describir el cambio de la estructura de Kronecker
en lo que denominamos el caso l´ımite, es decir, el caso en que ρ = mı´n{m,n}. En este caso,
la perturbacio´n hace que desaparezcan todos los ı´ndices minimales izquierdos (si m ≤ n)
o derechos (si n ≤ m), en virtud del apartado iv) anterior. Esta estructura singular que
desaparece contribuye a la creacio´n de una nueva estructura regular adicional que consiste,
gene´ricamente, en autovalores simples. Dichos autovalores son las ra´ıces de un polinomio
cuyos coeficientes son descritos en la Seccio´n 6.7.
El hecho de que, como hemos mencionado anteriormente, el rango de la perturbacio´n
no sea suficiente para determinar gene´ricamente los ı´ndices minimales del haz perturbado,
y que sea preciso conocer, adema´s, las sumas de los ı´ndices minimales de la perturbacio´n,
esta´ relacionado con los resultados que presentamos en el Cap´ıtulo 7.
1.3. O´rbitas de haces matriciales
Como hemos mencionado en la seccio´n anterior, la suma de los ı´ndices minimales de
una perturbacio´n de rango bajo de un haz singular es esencial a la hora de determinar
los ı´ndices minimales gene´ricos del haz perturbado. La descripcio´n de una cierta estruc-
tura topolo´gica en el conjunto de haces matriciales de rango menor o igual que r nos
permitira´ descubrir que este hecho no es tan sorprendente como parece a primera vista.
Aunque en los u´ltimos an˜os se han producido avances muy significativos en el desarrollo
de algoritmos para el ca´lculo de la forma cano´nica de Kronecker (ve´ase [22] y las referencias
all´ı inclu´ıdas), el ca´lculo de dicha forma cano´nica es una tarea delicada y muy costosa
en te´rminos computacionales. Por lo tanto, aquellos resultados teo´ricos que vayan en la
l´ınea de describir la forma cano´nica de Kronecker gene´rica de algunos subconjuntos de
haces matriciales son interesantes desde el punto de vista aplicado. Como se afirma en
[21, p. 656]: “si pudie´ramos entender mejor la geometr´ıa del espacio de matrices, nuestro
conocimiento de los algoritmos nume´ricos y sus fallos tambie´n mejorar´ıa.” Por tanto, el
problema geome´trico en el espacio de haces de matrices que tratamos en la u´ltima parte
de esta memoria no so´lo tiene sentido por s´ı mismo, sino que adema´s esta´ relacionado con
la forma cano´nica de Kronecker y, como se ha mencionado en el pa´rrafo anterior, con las
perturbaciones de rango bajo.
La forma de Kronecker gene´rica de los haces matriciales complejos de taman˜o m× n,
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con m 6= n, se ha descrito expl´ıcitamente en [11, Cor. 7.1] (ve´ase tambie´n [22, §3.3]). Para
los haces matriciales singulares de taman˜o n×n existen n formas cano´nicas de Kronecker
gene´ricas, cada una de las cuales corresponde a una o´rbita de codimensio´n n+1 formada
por haces matriciales estrictamente equivalentes. Estas estructuras de Kronecker se han
descrito expl´ıcitamente en [91, Th. 1] (ve´anse tambie´n [11, Cor. 7.2] y [22, §3.3]). En
te´rminos matema´ticos rigurosos, se puede decir, en el lenguaje de la geometr´ıa algebraica
[91], que el conjunto de los haces matriciales singulares de taman˜o n×n tiene exactamente
n componentes irreducibles de codimensio´n n + 1, o, en el lenguaje introducido en [22],
que el conjunto de haces matriciales singulares de taman˜o n× n es la unio´n de los cierres
de n o´rbitas maximales de haces matriciales estrictamente equivalentes. Otro resultado
relevante en este contexto es que el conjunto de matrices de taman˜o m×n con rango r es
una variedad en Cmn de codimensio´n (m− r)(n− r) [11, Lemma 3.3]. En cambio, hasta
la aparicio´n de los resultados que contiene esta memoria, no exist´ıan resultados similares
para el conjunto de haces matriciales con rango r. El desarrollo de este tipo de resultados
es el objeto del Cap´ıtulo 7.
Demostramos, en dicho cap´ıtulo, que hay exactamente r + 1 formas de Kronecker
gene´ricas del conjunto de haces de taman˜o m× n con rango r. Ma´s concretamente, para
r = 1, . . . ,mı´n{m,n} − 1, mostramos que el conjunto de haces matriciales con rango
menor o igual que r es la unio´n de los cierres de las o´rbitas correspondientes a estas
formas de Kronecker, y que estos cierres son maximales en el sentido de que no esta´n
contenidos en el cierre de ninguna otra o´rbita de haces con rango a lo sumo r. Adema´s,
calculamos las dimensiones de estas o´rbitas. Las formas de Kronecker gene´ricas de los
haces con rango r no tienen parte regular, al igual que ocurre con las formas de Kronecker
gene´ricas de los haces de taman˜o m × n con rango completo y con los haces singulares
n×n [11, Corolarios 7.1 y 7.2], y tienen tanto bloques singulares derechos como izquierdos.
Cada una de las formas de Kronecker gene´ricas con rango r depende de la suma de los
ı´ndices minimales derechos, que pueden tomar los valores 0, 1, . . . , r, o, equivalentemente,
de la suma de los ı´ndices minimales izquierdos. Es importante destacar que las o´rbitas
correspondientes a estas r+1 formas de Kronecker gene´ricas tienen dimensiones distintas
en el caso m 6= n. Para demostrar estos resultados, utilizamos te´cnicas introducidas
en [11, 22] (ve´ase tambie´n [8]). Finalmente, presentamos un resultado adicional sobre
la irreducibilidad de los cierres de las o´rbitas de las formas de Kronecker gene´ricas en
la topolog´ıa de Zariski [91, §1]. Nuestros resultados incluyen, como caso particular, las
formas de Kronecker gene´ricas de los haces singulares n× n.
El hecho de que las formas de Kronecker gene´ricas de los haces matriciales de rango
r dependan no solamente del rango, sino tambie´n de la suma de los ı´ndices minimales
derechos (o equivalentemente, izquierdos) explica por que´ la forma de Kronecker tras una
perturbacio´n gene´rica de rango bajo depende de la suma de los ı´ndices minimales derechos
e izquierdos de la perturbacio´n, como ya hemos mencionado en §1.2, y, en particular,
por que´ no se puede determinar dicha forma de Kronecker completa cuando la u´nica
informacio´n disponible de la perturbacio´n es su rango.
1.4. Organizacio´n de la memoria
La presente memoria esta´ organizada de la siguiente manera.
En el Cap´ıtulo 2 introducimos las formas cano´nicas objeto de nuestro estudio, junto
con otras definiciones ba´sicas que necesitaremos posteriormente. Tambie´n dedicamos una
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seccio´n, la §2.7, a exponer brevemente algunas de las aplicaciones ma´s relevantes de estas
formas cano´nicas.
El Cap´ıtulo 3 esta´ dedicado a la descripcio´n del Pol´ıgono de Newton, una herramienta
utilizada en teor´ıa de funciones algebraicas para obtener los desarrollos asinto´ticos de
ramas locales y que aqu´ı emplearemos para determinar los te´rminos de primer orden de
los desarrollos de autovalores.
Los tres primeros cap´ıtulos contienen principalmente resultados conocidos, mientras
que en los cap´ıtulos siguientes presentamos resultados originales.
El objetivo ma´s importante del Cap´ıtulo 4 es obtener el coeficiente y el exponente
director de los desarrollos asinto´ticos de autovalores de una perturbacio´n uniparame´trica
de un haz matricial cuadrado y singular. El caso regular, que ha sido ampliamente tratado
en la literatura, puede considerarse como un caso particular del anterior.
El Cap´ıtulo 5 esta´ dedicado a describir el cambio gene´rico de la forma cano´nica de
Weierstrass de haces matriciales regulares sometidos a perturbaciones de rango bajo,
mientras que en el Cap´ıtulo 6 hacemos lo mismo para la forma cano´nica de Kronecker de
haces singulares.
En el Cap´ıtulo 7 describimos las relaciones de dominancia entre los cierres de las
o´rbitas de los haces singulares de rango menor o igual que r, lo que nos permite dar
una descripcio´n del conjunto de dichos haces como una variedad cerrada compuesta por
la unio´n de r + 1 componentes irreducibles. Tambie´n describimos expl´ıcitamente estas
componentes.
Finalmente, a modo de conclusio´n, ofrecemos, en el Cap´ıtulo 8, un resumen de los
resultados ma´s relevantes de esta memoria, junto con una relacio´n de los trabajos a los que
ha dado lugar. Tambie´n inclu´ımos una serie de problemas abiertos que pueden abordarse
como continuacio´n natural de los aqu´ı tratados.
1.5. S´ımbolos y notacio´n
Aunque la mayor´ıa de los s´ımbolos y notaciones que empleamos en esta memoria son
convencionales en la literatura existente, hemos cre´ıdo conveniente introducir una lista de
las notaciones ma´s empleadas en el trabajo con el fin de agilizar su lectura.
Con cara´cter general, utilizaremos el s´ımbolo ¥ para indicar la conclusio´n de una
demostracio´n, mientras que ¤ aparecera´ al final de cada ejemplo. Por otra parte, la
abreviatura ”ker”, habitual en la literatura para designar nu´cleos de aplicaciones, se uti-
lizara´ exclusivamente para nu´cleos de matrices constantes (correspondientes a aplicaciones
lineales en un espacio vectorial sobre el cuerpo de los nu´meros complejos) mientras que
el s´ımbolo N denotara´ el nu´cleo de matrices racionales, que corresponden a aplicaciones
lineales sobre el cuerpo de funciones racionales con coeficientes complejos.
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S´ımbolo Significado
C Cuerpo de los nu´meros complejos
Cm×n Espacio vectorial de las matrices m× n con coeficientes complejos
C [λ] Anillo de los polinomios en la variable λ con coeficientes complejos
C(λ) Cuerpo de las funciones racionales en la variable λ con coeficientes complejos
Cn(λ) Espacio vectorial de las n-uplas con entradas en C(λ)
dim(V ) Dimensio´n del espacio vectorial V
rg (H) Rango de la matriz (o el haz) H
HT Traspuesta de la matriz (o el haz) H
QH Traspuesta conjugada de la matriz Q
In Matriz identidad de taman˜o n
det(H) Determinante de la matriz (o el haz) H
deg(p) Grado del polinomio p(λ)
diag (A1, . . . , An) Matriz diagonal por bloques, que son A1, . . . , An
V +W Suma de los espacios vectoriales V y W
kerA Nu´cleo de la matriz A (sobre C)
N (H) Nu´cleo del haz H (sobre C(λ))
AX Espacio imagen del subespacio X por la matriz A
C 〈S〉 Espacio vectorial sobre C generado por el conjunto S
col(A) Espacio generado por las columnas de la matriz A
P ] Polinomio dual del polinomio P
Cap´ıtulo 2
Herramientas ba´sicas
En este cap´ıtulo introducimos los conceptos y herramientas ba´sicos sobre formas
cano´nicas de haces matriciales que utilizaremos en los cap´ıtulos posteriores.
En primer lugar, un polinomio matricial es una matriz con entradas en el anillo de
polinomios en la variable λ. Denotaremos a este anillo por C[λ]. Un haz matricial es un
polinomio matricial de grado 1, es decir: aquel cuyas entradas son polinomios de grado
menor o igual que 1.
Antes de introducir las definiciones de equivalencia que manejaremos a lo largo de toda
la memoria definamos los polinomios matriciales unimodulares: un polinomio matricial
n× n es unimodular si su determinante es una constante no nula (en otras palabras: si
la inversa del polinomio es tambie´n un polinomio matricial).
Dos haces matriciales H1(λ) y H2(λ) de taman˜o m × n son equivalentes si son
equivalentes por matrices unimodulares, es decir, si existen dos polinomios matriciales
E(λ) y F (λ) unimodulares de taman˜os m×m y n× n, respectivamente, de manera que
E(λ)H1(λ)F (λ) = H2(λ).
Por otro lado, diremos que los haces H1(λ) y H2(λ) son estrictamente equivalentes
si existen dos matrices E ∈ Cm×m y F ∈ Cn×n invertibles de modo que
EH1(λ)F = H2(λ).
Por u´ltimo, diremos que los haces H1(λ) y H2(λ) son localmente equivalentes en
λ0 ∈ C si existen dos funciones anal´ıticas matriciales E(λ) y F (λ) de taman˜os respectivos
m×m y n× n, invertibles en λ0, de modo que
E(λ)H1(λ)F (λ) = H2(λ).
No´tese que, por continuidad, las matrices E(λ) y F (λ) anteriores sera´n invertibles en
todo un entorno de λ0.
En la Seccio´n 2.1 definiremos los conceptos ba´sicos como autovalor, autovector (fini-
to e infinito) o bloque de Jordan. En la Seccio´n 2.2 describiremos la forma cano´nica de
Weierstrass de haces regulares que es invariante por equivalencia estricta. En la Seccio´n
2.3 realizamos un tratamiento ana´logo con los haces singulares y describimos la forma
cano´nica de Kronecker, que tambie´n se obtiene del haz original por equivalencia estricta.
Finalmente, en la Seccio´n 2.4 presentamos la u´ltima de las formas cano´nicas que uti-
lizaremos en este trabajo: la forma cano´nica de Smith, en sus versiones global y local. La
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primera se alcanza por equivalencia de matrices unimodulares, mientras que la segunda
se obtiene por equivalencia de matrices localmente invertibles.
El tratamiento que suele darse a la teor´ıa de haces (o, en general, polinomios) matri-
ciales en el campo del a´lgebra lineal parte de la interpretacio´n de e´stos como polinomios
cuyos coeficientes son matrices. La definicio´n de haz (polinomio) matricial que nosotros
hemos utilizado los considera, en cambio, como matrices cuyas entradas son polinomios,
es decir: como matrices con entradas en el cuerpo de las fracciones algebraicas (o funciones
racionales). En la Seccio´n 2.5 explotaremos este punto de vista, que nos permitira´ obser-
var algunos conceptos fundamentales relacionados con los polinomios matriciales a la luz
de la teor´ıa de espacios vectoriales sobre el cuerpo de las fracciones algebraicas.
En la Seccio´n 2.6 recordaremos el concepto de subespacio reductor que fue introducido
por Van Dooren [81] como el equivalente para haces singulares del concepto de subespacio
deflactor, que hab´ıa definido Stewart [66] an˜os atra´s para haces regulares. Estos conceptos
son de capital importancia en el desarrollo de algoritmos estables para obtener la forma
de Schur generalizada de haces regulares y singulares y, a partir de ella, la informacio´n
relevante de las formas cano´nicas de Weierstrass y de Kronecker [14, 15]. Nosotros em-
plearemos el primero de ellos en el Cap´ıtulo 4 para dar una descripcio´n adecuada de los
coeficientes directores de los desarrollos asinto´ticos de autovalores de haces matriciales
singulares cuadrados.
2.1. Definiciones ba´sicas
Diremos que el haz matricial
H(λ) = A0 + λA1 . (2.1)
es regular si las matrices de coeficientes A0, A1 son cuadradas (pongamos de taman˜o
n× n) y, adema´s, detH(λ) es un polinomio no ide´nticamente nulo en λ.
Cuando las matrices coeficientes, A0, A1, del haz matricial (2.1) son rectangulares
de taman˜o m × n (con m 6= n), o bien cuando son cuadradas n × n pero det H(λ) es
ide´nticamente nulo, el haz (2.1) es singular.
Definicio´n 2.1.1 El rango de un haz es el orden del mayor menor no ide´nticamente
nulo (como funcio´n de λ).
No´tese que, de acuerdo a la definicio´n anterior, el rango de un haz regular n × n es
exactamente n. En este apartado nos centraremos en el caso regular. En este caso, tiene
sentido la siguiente definicio´n.
Definicio´n 2.1.2 Un autovalor finito del haz regular (2.1) es un valor λ0 ∈ C que
verifica
detH(λ0) = 0 .
La multiplicidad geome´trica del autovalor λ0 es el valor
g = dim (ker H(λ0)) ,
mientras que la multiplicidad algebraica de λ0 es el valor a tal que:
det H(λ) = (λ− λ0)aq(λ) , q(λ0) 6= 0 .
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Diremos que un autovalor de H(λ) es simple cuando su multiplicidad algebraica es igual
a 1.
Diremos que un autovalor de H(λ) es semisimple cuando su multiplicidad geome´trica
es igual a su multiplicidad algebraica.
Una cadena de Jordan derecha de longitud k + 1 del haz A0 + λA1 asociada
al autovalor λ0 del haz (2.1) es un conjunto ordenado de k + 1 vectores
x0, . . . , xk
que satisfacen las k + 1 igualdades:
(A0 + λ0A1)x0 = 0, A1x0 + (A0 + λA1)x1 = 0, . . . , A1xk−1 + (A0 + λA1)xk = 0 .
Ana´logamente, una cadena de Jordan izquierda de longitud k + 1 asociada al
autovalor λ0 del haz (2.1) es un conjunto ordenado de k + 1 vectores
y0, y1, . . . , yk
de modo que
yT0 (A0 + λ0A1) = 0, y
T
0 A1 + y
T
1 (A0 + λA1) = 0, . . . , y
T
k−1A1 + y
T
k (A0 + λA1) = 0 .
En particular, un autovector derecho (resp. izquierdo) asociado al autovalor λ0 es un
vector x0 (resp. y0) que constituye una cadena derecha (resp. izquierda) de longitud 1, es
decir:
(A0 + λ0A1)x0 = 0 , (resp. y
T
0 (A0 + λ0A1) = 0)
Todas las cadenas de Jordan comienzan por un autovector. Llamaremos longitud
de un autovector a la longitud de la cadena de Jordan ma´s larga que comienza en ese
autovector.
Un bloque de Jordan de taman˜o d asociado al autovalor λ0 es una matriz de dimen-
sio´n d× d de la forma:
Jd(λ0) =

λ0 1
· ·
· ·
· 1
λ0
 .
Una matriz de Jordan asociada a λ0, que denotaremos Jλ0 , es una suma directa
de bloques de Jordan asociados a λ0:
Jλ0 =
k⊕
i=1
Jdi(λ0) .
El haz dual del haz (2.20) es el haz matricial
H](λ) = λH(1/λ) = A1 + λA0.
Este haz tiene relevancia en la siguiente definicio´n.
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Definicio´n 2.1.3 El haz regular (2.1) tiene un autovalor infinito si su haz dual, H](λ) ,
tiene un autovalor 0. La multiplicidad geome´trica del autovalor infinito es el valor
g = dim (ker Hd(0)) ,
mientras que su multiplicidad algebraica es el valor a tal que:
det Hd(λ) = λ
aq(λ) , q(0) 6= 0
(es decir: son, respectivamente, las multiplicidades geome´trica y algebraica del autovalor
0 en el haz dual).
El autovalor infinito aparece cuando la matriz A1 en (2.1) es singular. Ma´s au´n, la
multiplicidad algebraica del autovalor infinito es, por definicio´n, la dimensio´n del nu´cleo
de A1.
Siguiendo la definicio´n anterior, una cadena de Jordan derecha de longitud k+1
asociada al autovalor infinito es una cadena de Jordan derecha de longitud k + 1
asociada al autovalor 0 en el haz dual. Ana´logamente se definen las cadenas de Jordan
izquierdas asociadas al autovalor infinito.
2.2. La forma de Weierstrass
La primera de las formas cano´nicas que trataremos en esta memoria contiene la in-
formacio´n espectral de un haz matricial regular, H(λ), y es invariante por equivalencia
estricta.
Teorema 2.2.1 (forma cano´nica de Weierstrass) Dado el haz regular H(λ) = A0 +
λA1 con autovalores finitos λ0, λ1, . . . , λk , que tienen multiplicidades algebraicas respecti-
vas a0, a1, . . . , ak , existen dos matrices invertibles, Y,X, tales que
Y TH(λ)X =WH(λ) = diag(λIa0 − Jλ0 , . . . , λIak − Jλk , Nm1 , . . . , Nms) (2.2)
donde Jλi es una matriz de Jordan de dimensio´n ai×ai asociada al autovalor λi, para i =
0, 1, . . . , k , y Nmi es un bloque de Jordan asociado al autovalor infinito con multiplicidad
mi,
Nmi =

−1 λ
−1 . . .
. . . λ
−1
 = λJmi(0)− Imi .
La matriz derecha de (2.2) es la que se conoce como forma cano´nica de Weierstrass
(FCW) de H(λ). Es u´nica salvo permutacio´n de los bloques de Jordan diagonales y
muestra expl´ıcitamente toda la informacio´n espectral del haz regular H(λ).
La forma en que hemos enunciado el Teorema 2.2.1 procede de [10, Th. 4.10]. Para
una demostracio´n, ve´ase [26, XII, §2, Th. 3].
La matriz
J = diag (Jλ0 , . . . , Jλk , Jm1(0), . . . , Jms(0))
que se obtiene a partir de (2.2) se denomina la matriz de Jordan de H(λ).
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Las filas de la matriz Y T en (2.2) son cadenas de Jordan izquierdas del haz, mientras
que las columnas de X son cadenas de Jordan derechas. Concretamente, las columnas
de X que corresponden a un bloque diagonal de la forma λId − Jd(λ0) son una cadena
de Jordan derecha longitud d asociada al autovalor λ0. Algo similar ocurre con las filas,
y tambie´n con el autovalor infinito considerando los bloques correspondientes a dicho
autovalor. Adema´s, como puede verse, estas cadenas esta´n normalizadas de modo que:
Y TF A1XF = I , Y
T
∞A0X∞ = −I (2.3)
donde X = [XF X∞] , Y = [YF Y∞] esta´n particionadas separando las cadenas correspon-
dientes a los autovalores finitos y las correspondientes al autovalor infinito.
Lo que nos muestra la forma de Weierstrass (2.2) es que la estructura espectral de un
haz matricial regular caracteriza la clase de equivalencia estricta de ese haz. Esto es lo
que se resume en el siguiente Teorema.
Teorema 2.2.2 [26, Ch. XII, §2] Dos haces matriciales regulares son estrictamente equi-
valentes si y solamente si tienen los mismos autovalores (finitos e infinitos) con los mismos
bloques de Jordan asociados en la FCW.
2.3. La forma de Kronecker
En esta seccio´n vamos a recordar las definiciones ba´sicas que necesitaremos posterior-
mente en lo que concierne a los haces matriciales singulares. En § 2.1 hemos definido el
rango de un haz matricial. Algunos autores [6, 8, 22, 82] se refieren a este u´ltimo concepto
como el rango normal. Nosotros, en cambio, preferimos utilizar el nombre cla´sico de rango
porque el concepto se corresponde con el rango usual si los haces se consideran como
matrices con entradas en el cuerpo de las funciones racionales con coeficientes complejos.
Si H(λ) es un haz singular cuadrado, cualquier valor λ0 ∈ C satisface
det H(λ0) = 0 ,
lo que ha llevado a algunos autores a afirmar que cualquier valor es un autovalor de H(λ).
Por el contrario, en la presente memoria manejaremos las siguientes definiciones, que son
va´lidas para haces no necesariamente cuadrados:
Definicio´n 2.3.1 Un autovalor finito de un haz singular H(λ) es un nu´mero λ0 ∈ C
tal que
rg H(λ0) < rg H(λ). (2.4)
La multiplicidad geome´trica de un autovalor finito λ0 es el valor g(λ0) = rg H(λ) −
rg H(λ0).
La anterior definicio´n fue introducida en [71], y coincide con la definicio´n de autovalor
introducida en la Seccio´n 2.1 para el caso de haces regulares y matrices. No´tese que en
el te´rmino que figura a la izquierda de (2.4) aparece el rango de una matriz constante,
mientras que en el te´rmino derecho aparece el rango de un haz matricial.
En lo sucesivo, por simplicidad y cuando no haya lugar a confusio´n, omitiremos la
referencia al autovalor en la multiplicidad geome´trica, y escribiremos simplemente g en
lugar de g(λ0).
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Definicio´n 2.3.2 Un haz singular H(λ) tiene un autovalor infinito con multiplicidad
geome´trica g si y so´lo si el haz dual H](λ) tiene un autovalor cero con multiplicidad
geome´trica g.
Las definiciones de cadenas de Jordan derecha e izquierda asociadas a un autovalor en
haces singulares se introducira´n en la Seccio´n 2.6, donde expondremos el problema que
acarrea una definicio´n ana´loga a la del caso regular y co´mo evitarlo.
Por otro lado, la informacio´n relativa a la parte singular de un haz esta´ contenida en
los llamados bloques singulares derechos, Lσ(λ), e izquierdos, L
T
σ (λ), que son de la
forma
Lσ(λ) =

λ −1
λ −1
. . .
. . .
λ −1
 ∈ Cσ×(σ+1).
Teorema 2.3.3 (Forma de Kronecker) [26, Ch. XII] Sea H(λ) = A0 + λA1 un haz
singular, con A0, A1 ∈ Cm×n. Entonces existen dos matrices invertibles Y ∈ Cm×m y
X ∈ Cn×n tales que
Y TH(λ)X = KH(λ) = diag(Lε1(λ), . . . , Lεp(λ), L
T
η1
(λ), . . . , LTηq(λ),JH(λ)) (2.5)
donde
JH(λ) = diag(λIa0 − Jλ0 , . . . , λIak − Jλk , Nm1 , . . . , Nms)
es un haz cuadrado regular en forma de Jordan que contiene la estructura regular de
H. Los valores λ0, . . . , λk son los autovalores finitos de H y los nu´meros a0, . . . , ak son
sus multiplicidades algebraicas respectivas. Los bloques Nm1 , . . . , Nms son bloques de
Jordan asociados al autovalor infinito.
La matriz derecha en (2.5) es la Forma Cano´nica de Kronecker (FCK) de H(λ) y
es u´nica salvo permutacio´n de los bloques diagonales.
Los nu´meros ε1, . . . , εp se conocen como ı´ndices minimales columna (o derechos)
de H(λ), mientras que los nu´meros η1, . . . , ηq se conocen como los ı´ndices minimales
fila (o izquierdos) [26, Ch. XII]. En esta memoria, los supondremos ordenados en orden
no decreciente, es decir:
0 ≤ ε1 ≤ . . . ≤ εp , 0 ≤ η1 ≤ . . . ≤ ηq .
Los nu´meros de bloques singulares derechos e izquierdos, p y q respectivamente, satis-
facen las siguientes relaciones, que se obtienen de manera inmediata a partir de (2.5):
rg H = m− q = n− p . (2.6)
Por otra parte, las sumas
ε = ε1 + . . .+ εp , η = η1 + . . .+ ηq
de los ı´ndices minimales satisfacen
ε+ η = rg H − rg JH .
No´tese que, al ser JH un haz regular, su rango coincide con su dimensio´n.
Las sumas anteriores son cantidades fundamentales en los desarrollos del Cap´ıtulo 6,
por lo que introducimos la siguiente:
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Definicio´n 2.3.4 Dado un haz singular H(λ) con ı´ndices minimales derechos ε1 ≤ . . . ≤
εp e ı´ndices minimales izquierdos η1 ≤ . . . ≤ ηq, las cantidades
ε = ε1 + . . .+ εp , η = η1 + . . .+ ηq (2.7)
se llamara´n, respectivamente, orden singular derecho y orden singular izquierdo
de H(λ).
El ana´logo al Teorema 2.2.2 para haces singulares es el siguiente
Teorema 2.3.5 [26, Ch. XII, §5] Dos haces matriciales singulares son estrictamente
equivalentes si y solamente si tienen los mismos ı´ndices minimales (izquierdos y dere-
chos) y los mismos autovalores (finitos e infinitos) con los mismos bloques de Jordan
asociados.
Es bien sabido que una matriz de rango r con entradas complejas puede expresarse
como suma de r matrices de rango 1. Esto puede generalizarse a haces matriciales. La
forma de Kronecker nos permite una demostracio´n sencilla de este hecho, que inclu´ımos
en un lema te´cnico que usaremos posterioremente.
Lema 2.3.6 Todo haz matricial de rango r puede expresarse como suma de r haces sin-
gulares de rango 1.
Demostracio´n. Sea H(λ) un haz singular de rango r y denotemos por KH(λ) a su forma
cano´nica de Kronecker. Podemos expresar KH(λ) como la suma de los siguientes haces
matriciales (prescindimos, por simplicidad, de la variable λ en los bloques singulares):
1. Para cada bloque singular Lk de dimensio´n k × (k + 1) que aparece en KH(λ),
tenemos que Lk = L
(1)
k + . . . + L
(k)
k , donde L
(j)
k tiene la fila j-e´sima igual a la fila
j-e´sima de Lk y el resto de las filas de L
(j)
k son nulas. Por lo tanto, Lk es la suma
de k haces singulares de rango 1.
2. Una expresio´n ana´loga se tiene para cualquier bloque singular LTp de dimensio´n
(p+ 1)× p que aparece en KH(λ).
3. Finalmente, para la parte regular de KH(λ), F (λ) = F0+λF1, que supondremos de
taman˜o m ×m, tenemos de nuevo que F (λ) = F (1) + . . . + F (m), donde F (j) tiene
la fila j-e´sima igual a la fila j-e´sima de F (λ) y el resto de las filas de F (j) son cero.
Por tanto, F (λ) es la suma de m haces singulares de rango 1.
El haz KH(λ) se puede expresar como la suma de r haces singulares de rango 1
combinando simplemente los desarrollos de sus bloques singulares y de su parte regular.
Lo mismo se tiene para H(λ) dado que es estrictamente equivalente a KH(λ).
El Lema 2.3.6 sera´ posteriormente ampliado en el Lema 6.2.1, en el que se exhiben
determinadas propiedades de los sumandos (haces de rango 1) de la descomposicio´n.
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2.4. La forma de Smith
En esta seccio´n introducimos la u´ltima de las formas cano´nicas que emplearemos en
esta memoria: la forma de Smith. La definiremos para polinomios matriciales de grado
arbitrario, dado que en la Seccio´n 6.4 (concretamente en el Teorema 6.4.5) sera´ inevitable
el uso de dichos polinomios. Los conceptos ba´sicos que aparecen en esta forma cano´nica,
como son el de autovalor y su multiplicidad geome´trica asociada, se definen de manera
ana´loga a como se ha hecho para haces matriciales. Por otra parte, describiremos la
forma cano´nica de Smith para el caso general de polinomios de dimensio´n arbitraria (no
necesariamente cuadrados), como se hace, por ejemplo, en [26, Ch. VI, §2].
Teorema 2.4.1 (Forma de Smith) Dado un polinomio matricial m× n, L(λ), existen
dos polinomios matriciales unimodulares, P (λ) y Q(λ), de taman˜os respectivos m×m y
n× n, de manera que
P (λ)L(λ)Q(λ) = ∆(λ) , (2.8)
donde
∆(λ) =

d1(λ) 0
. . .
dr(λ)
...
0
. . .
0 . . . 0

es un polinomio matricial diagonal con polinomios mo´nicos di(λ) en la diagonal tales que
di(λ) divide a di+1(λ).
La matriz derecha de (2.8) es la que se conoce como la forma de Smith del polinomio
L(λ), y es u´nica, como lo demuestra el siguiente resultado, que aporta una descripcio´n de
las entradas diagonales.
Teorema 2.4.2 Sea L(λ) un polinomio matricial m × n. Sea pk(λ) el ma´ximo comu´n
divisor (mo´nico) de los menores de orden k de H(λ), si no son todos cero, y sea pk(λ) = 0
si todos los menores de orden k de L(λ) son cero. Sea p0(λ) = 1 y
∆(λ) = diag (d1(λ), . . . , dr(λ), 0 . . . , 0)
la forma de Smith de L(λ). Entonces r es el rango de L(λ) y
di(λ) = pi(λ)/pi−1(λ) , i = 1, . . . , r.
La manera en que hemos enunciado los dos Teoremas anteriores procede de [28, Th.
S1.1], donde pueden encontrarse asimismo las demostraciones.
Los polinomios diagonales d1(λ), . . . , dr(λ) de la forma de Smith se conocen con el
nombre de factores (o polinomios) invariantes de L(λ). Los factores invariantes se
descomponen en producto de factores irreducibles de la siguiente manera:
di(λ) = (λ− λ0)ni,0 . . . (λ− λk)ni,k , i = 1, . . . , r,
donde los exponentes ni,j son enteros no negativos (eventualmente, algunos son cero). Los
factores (λ− λj)ni,j , con ni,j > 0, se denominan divisores elementales de L(λ). No´tese
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que los autovalores de un haz son las ra´ıces de sus polinomios invariantes o, equivalen-
temente, de sus divisores elementales. Si ahora reunimos los exponentes de los factores
invariantes correspondientes a un valor concreto, λ0, tendremos, por el Teorema 2.4.1, que
0 ≤ n1,0 ≤ . . . ≤ nr,0.
Cuando estos exponentes son positivos se denominan multiplicidades parciales de
L(λ) en λ0. Si λ0 es un autovalor de L(λ), habra´, al menos, un exponente ni,0 positivo.
Si reunimos todos los que son no nulos y los ordenamos en una sucesio´n completando con
ceros, llegamos al siguiente concepto:
Definicio´n 2.4.3 Dado un autovalor λ0 del polinomio L(λ) con multiplicidad geome´trica
g y multiplicidades parciales 0 < n1 ≤ . . . ≤ ng, la caracter´ıstica de Segre de λ0
relativa a L(λ) es la sucesio´n infinita
SH(λ0) = (ng, ng−1, . . . , n1, 0, . . .) .
Si µ ∈ C no es un autovalor de L(λ), la caracter´ıstica de Segre de µ relativa a L(λ)
es la sucesio´n infinita nula:
SL(µ) = (0, 0, . . .) .
Observacio´n 2.4.4 La caracter´ıstica de Segre de λ0 relativa a L es la particio´n conjugada
(como se definira´ ma´s adelante en la Seccio´n 7.2.2) de la caracter´ıstica de Weyr de
λ0 relativa a L:
WL(λ0) = (mg,mg−1, . . . , ) ,
donde mi es el nu´mero de multiplicidades parciales de L(λ) en λ0 que son mayores o
iguales que g − i+ 1. En esta memoria utilizaremos la caracter´ıstica de Segre en algunos
resultados, aunque en todos los casos puede hacerse, por conjugacio´n, un tratamiento
paralelo con la caracter´ıstica de Weyr.
Dados dos polinomios matriciales L(λ) y M(λ), escribiremos
SL(λ0) ≥ SM(λ0) si (SL(λ0))i ≥ (SM(λ0))i para todo i > 0,
es decir: si la desigualdad se cumple para cada entrada de las correspondientes carac-
ter´ısticas de Segre.
Si expresamos los polinomios diagonales de la forma de Smith (2.8) en torno a λ0,
tendremos di(λ) = (λ − λ0)ni d˜i(λ), con d˜i(λ0) 6= 0 para i = 1, . . . , g y di(λ0) 6= 0 para
i = g + 1, . . . , r. Premultiplicando en (2.8) por la matriz de dimensio´n m×m:
diag (1, . . . , 1, 1/d˜1(λ), . . . , 1/d˜g(λ), 1/dg+1(λ), . . . , 1/dr(λ)) ,
que es invertible en λ0, llegaremos al siguiente resultado.
Teorema 2.4.5 Sea L(λ) un haz matricial m × n. Entonces, para cada λ0 ∈ C existen
dos matrices Pλ0(λ) y Qλ0(λ) invertibles en un entorno de λ0 de modo que
Pλ0(λ)L(λ)Qλ0(λ) = ∆λ0(λ) := diag ((λ− λ0)n1 , . . . , (λ− λ0)ng , 1, . . . , 1, 0, . . . , 0) , (2.9)
donde n1 ≤ . . . ≤ ng son las multiplicidades parciales de H(λ) en λ0.
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La matriz derecha de (2.9) se conoce como la forma local de Smith de L(λ) en λ0,
y es u´nica. Dicha forma cano´nica es invariante por equivalencia local en λ0.
Existe una estrecha relacio´n entre los divisores elementales y las dimensiones de los
bloques de Jordan asociados a los autovalores finitos en la estructura regular de la FCK
de un haz H(λ). Este hecho se pone de manifiesto en el siguiente resultado, que es una
simple consecuencia de la teor´ıa desarrollada en [26, Ch. VI]
Lema 2.4.6 Sea H(λ) un haz matricial complejo de taman˜o m × n. Para cada divisor
elemental (λ − λj)nij de H(λ) existe un bloque de Jordan de dimensio´n nij asociado al
autovalor finito λj en la estructura regular de la FCK de H(λ). A la inversa, por cada
bloque de Jordan de dimensio´n nij asociado al autovalor finito λj en la FCK de H(λ) hay
un divisor elemental (λ− λj)nij de H(λ).
Una consecuencia inmediata del Lema 2.4.6 es que las multiplicidades parciales de un
haz H(λ) en λ0 coinciden con las dimensiones de los bloques de Jordan asociados a λ0 en
la FCK de H(λ). En esta memoria ambos conceptos sera´n utilizados sin distincio´n.
Debe observarse que el Lema 2.4.6 no proporciona informacio´n sobre el autovalor
infinito del haz H(λ). Esta informacio´n se puede obtener a partir del autovalor cero del
haz dual a trave´s del Lema 2.4.7, cuya demostracio´n es trivial.
Lema 2.4.7 Sean A y B dos matrices complejas m×n. Los haces A+λB y B+λA tienen
los mismos ı´ndices minimales derechos e izquierdos. Adema´s, el nu´mero y las dimensiones
de los bloques de Jordan correspondientes al autovalor infinito en la FCK de A+ λB son
iguales al nu´mero y las dimensiones de los bloques de Jordan correspondientes al autovalor
cero en la FCK de B + λA, y viceversa.
Si definimos las multiplicidades parciales del haz H(λ) en el infinito como las
multiplicidades parciales del cero en el haz dual, el Lema anterior nos permite generalizar
el Lema 2.4.6 al autovalor infinito de un haz matricial.
No´tese que, para cualquier autovalor λ0 sus multiplicidades parciales relativas a H
coinciden con las dimensiones de los bloques de Jordan asociados a λ0 en la estructura
regular de la FCK de H(λ). Esto es tambie´n va´lido para el autovalor infinito.
En el Lema 2.3.6 hemos visto que todo haz matricial de rango r puede expresarse
como suma de r haces de rango 1. Por otro lado, la forma cano´nica de Smith (2.8) nos
permite expresar todo haz matricial H(λ) de rango r como
H(λ) = d1(H) a1(λ)z
T
1 (λ) + . . .+ dr(H) ar(λ)z
T
r (λ), (2.10)
donde d1(H), . . . , dr(H) son los factores invariantes, y ai(λ) y zi(λ) son vectores polino´mi-
cos (ve´ase el primer pa´rrafo de la Seccio´n 2.5). Adema´s, de acuerdo con (2.8), los vectores
ai(λ) y zi(λ) son, respectivamente, las columnas de P
−1(λ) y Q−1(λ). Esto implica que
ni ai(λ) ni zi(λ) se pueden escribir como el producto de un polinomio escalar de grado
mayor que cero por un vector polino´mico, porque las matrices P−1(λ) y Q−1(λ) son uni-
modulares. Por tanto, (2.10) no es una descomposicio´n como las que se describen en el
Lema 2.3.6.
Aunque en esta memoria solamente utilizaremos la forma de Smith de haces matri-
ciales, citaremos algunos trabajos en los que se considera la forma de Smith de matrices
ma´s generales, como matrices anal´ıticas (cuyas entradas son series anal´ıticas en una varia-
ble) (ve´ase [45, 46]) o matrices racionales (cuyas entradas son fracciones algebraicas en una
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variable) (ve´ase [82]). De hecho, la forma de Smith es empleada con frecuencia en Teor´ıa
de Control, y su definicio´n se extiende, en este contexto, a matrices racionales [82, 59],
en lo que conoce como la forma de Smith-MacMillan, y cuyas entradas diagonales
pueden contener exponentes negativos (incluso en el caso de haces). Tales exponentes,
que equivalen a las multiplicidades parciales de la forma de Smith, se denominan ı´ndices
estructurales [82, §2.4]. A diferencia de lo que ocurre con la forma de Smith en el infinito,
la forma de Smith-MacMillan local en el infinito se puede obtener mediante equivalencia
en el infinito (ve´ase, por ejemplo, [85]). Las clases de equivalencia de esta relacio´n esta´n
formadas por todas las matrices racionales que se generan multiplicando una matriz fija
por matrices racionales cuyas entradas son fracciones algebraicas que no tienen “ceros”
en el infinito (es decir: aquellas en las que el grado del numerador es menor o igual que el
grado del denominador, y que son llamadas fracciones propias) y que, adema´s, son “uni-
modulares en el infinito”, lo que significa que su determinante es una fraccio´n algebraica
cuyos numerador y denominador tienen el mismo grado. Esta definicio´n permite unificar
las relaciones de equivalencia para autovalores finitos e infinitos de matrices racionales
sobre un sustento algebraico coherente. Debe notarse que la forma de Smith-MacMillan
de un polinomio en el infinito no coincide, en general, con la forma de Smith local del poli-
nomio dual en el cero, aunque existe una correspondencia biun´ıvoca entre los exponentes
de las entradas diagonales de una y otra (ve´anse [82, Th. 3.7] o [85, Prop. 1] para haces
matriciales y [84, Cor. 3.1] para polinomios de grado arbitrario). Todas estas cuestiones
pueden consultarse, adema´s, en [83].
2.4.1. La forma de Smith, los ı´ndices minimales y el autovalor
infinito
La forma de Smith (2.8) de un haz matricial H(λ) no refleja la estructura del autovalor
infinito ni da informacio´n acerca de los ı´ndices minimales, como demuestra el siguiente
ejemplo elemental.
Ejemplo 2.4.8 Los haces de matrices,
L1(λ) =
 λ 1 00 0 0
0 0 0
 , L2(λ) =
 1 0 00 0 0
0 0 0

tienen la misma forma de Smith
∆(λ) = L2(λ) ,
pero, mientras el primero tiene ı´ndices minimales derechos ε1 = 0 , ε2 = 1 y no tiene
ningu´n bloque de Jordan asociado al infinito, el segundo tiene ı´ndices minimales derechos
ε̂1 = 0 = ε̂2 y un bloque de Jordan de orden 1 asociado al infinito. ¤
Esto muestra, en particular, que la equivalencia unimodular no respeta la estructura
espectral del autovalor infinito, y su explicacio´n radica en el hecho de que las transforma-
ciones unimodulares no son invertibles en el infinito.
No obstante, para obtener la informacio´n espectral del autovalor infinito en un haz
matricial podemos usar la forma (local) de Smith del haz dual en torno al autovalor 0.
En el ejemplo anterior, los duales de los haces dados son
L]1(λ) =
 1 λ 00 0 0
0 0 0
 , L]2(λ) =
 λ 0 00 0 0
0 0 0
 .
24 Cap´ıtulo 2. Herramientas ba´sicas
La forma de Smith local en 0 de L]1(λ) es 1 0 00 0 0
0 0 0
 ,
mientras que la de L]2(λ) es  λ 0 00 0 0
0 0 0
 .
De hecho, dado que no hay autovalores finitos, e´stas son tambie´n las formas de Smith
globales.
2.5. El espacio de las n-uplas de funciones racionales.
Bases minimales
Es bien conocido que los ı´ndices minimales derechos (respectivamente, izquierdos) de
un haz singularH(λ) = A0+λA1, con A0, A1 ∈ Cm×n, esta´n relacionados con los grados de
ciertas soluciones polino´micas de la ecuacio´n (A0+λA1)x(λ) = 0 (resp. (A0+λA1)
Ty(λ) =
0) [26, Ch. XII], donde x(λ) (resp. y(λ)) es una n-upla (resp. m-upla) cuyas entradas son
polinomios. El vector x(λ) se llamara´ vector polino´mico. El comentario anterior pone
de manifiesto que los vectores polino´micos pueden aparecer de forma natural cuando
se trabaja con haces singulares. El conjunto de polinomios con coeficientes complejos
es un anillo pero no un cuerpo. Esto significa que para extender muchas de las ideas
elementales del a´lgebra lineal a los vectores polino´micos hay que considerar el cuerpo de
las funciones racionales con coeficientes complejos. Por ejemplo, sean v1 = [1 + λ, 1 + λ]
T
y v2 = [1 + λ
2, 1 + λ2]T dos vectores polino´micos. El determinante de la matriz [v1|v2]
es obviamente cero, pero es necesario usar una funcio´n racional como coeficiente para
expresar v2 como combinacio´n lineal de v1: v2 =
1+λ2
1+λ
v1. El cuerpo de funciones racionales
con coeficientes complejos sera´ denotado por C(λ), y el espacio vectorial sobre C(λ) de
las n-uplas de funciones racionales sera´ denotado por Cn(λ).
En algu´n momento de esta memoria haremos uso del siguiente resultado:
Lema 2.5.1 Sea L(λ) un polinomio matricial de rango 1. Entonces existen dos vectores
polino´micos, x(λ) e y(λ), de modo que
L(λ) = x(λ)y(λ)T .
Demostracio´n. Dado que el polinomio tiene rango 1, su forma de Smith es
diag (d1(λ), 0, . . . , 0), donde d1(λ) es un cierto polinomio no nulo. Por tanto
L(λ) = P (λ)−1diag (d1(λ), 0, . . . , 0)Q(λ)−1 = d1(λ)p1(λ)q1(λ)T ,
donde p1(λ) es la primera columna de P (λ)
−1 y q1(λ)T es la primera fila de Q(λ)−1.
Como P (λ) y Q(λ) son unimodulares, sus inversas son polino´micas, luego el resultado es
inmediato.
Las siguientes definiciones esta´n tomadas de [24] (ve´ase tambie´n [37]). El grado,
deg(x), de un vector polino´mico x(λ) es el mayor grado de sus componentes. Todo subes-
pacio vectorial V de Cn(λ) tiene, al menos, una base formada por vectores polino´micos.
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Se puede obtener a partir de una base cualquiera simplemente multiplicando cada vector
por el producto de los denominadores de sus entradas. El orden de dicha base polino´mica
esta´ definido como la suma de los grados de sus vectores. Una base minimal de V es una
base polino´mica de V que tiene el menor orden entre todas las bases polino´micas de V .
A continuacio´n introducimos algunos conceptos adicionales que usaremos frecuente-
mente. Dado un haz matricial m×n, H(λ) = A0+λA1 , el espacio nulo derecho (resp.
izquierdo) de H(λ) es el subespacio de Cn(λ) (resp. Cm(λ))
N (H) = {x(λ) ∈ Cn(λ) : H(λ)x(λ) = 0} (resp. N (HT ) =
= {y(λ) ∈ Cm(λ) : HT (λ)y(λ) = 0}).
Un vector nulo derecho (resp. izquierdo) de H(λ) es un vector polino´mico con-
tenido en N (H) (resp. N (HT )). Una base minimal derecha ordenada de H(λ)
(ROMB) es una base minimal, {x1(λ), . . . , xp(λ)}, de N (H) con deg(x1)≤ deg(x2)≤
. . . ≤ deg(xp). Una base minimal izquierda ordenada de H(λ) (LOMB) es una base
minimal, {y1(λ), . . . , yq(λ)}, de N (HT ) con deg(y1)≤ deg(y2)≤ . . . ≤ deg(yq).
Es bien sabido [26, Ch. XII, p. 38] que las dimensiones de N (H) y N (HT ) son, respec-
tivamente, el nu´mero de bloques singulares derechos y el nu´mero de bloques singulares
izquierdos de la forma de Kronecker de H(λ). Por tanto, podemos reescribir las igualdades
de (2.6) de la siguiente forma:
dimN (H) = n− rg (H)
dimN (HT ) = m− rg (H) .
El siguiente resultado nos dice que los coeficientes de cualquier ROMB de un mismo
haz generan el mismo espacio vectorial sobre C. Lo enunciaremos con cara´cter general
para bases polino´micas de un espacio vectorial cualquiera sobre el cuerpo de funciones
racionales sobre C.
Lema 2.5.2 Sean {v1(λ), . . . , vn(λ)} y {w1(λ), . . . , wn(λ)} dos bases polino´micas de un
subespacio vectorial V de Cp(λ) sobre el cuerpo C(λ). Sean
V = {v01, . . . , vd11 ; . . . ; v0n, . . . , vdnn }
W = {w01, . . . , we11 ; . . . ;w0n, . . . , wenn }
los coeficientes de los vectores de dichas bases. Entonces
C 〈V 〉 = C 〈W 〉 .
Demostracio´n. Veremos u´nicamente que C 〈V 〉 ⊆ C 〈W 〉, ya que la otra inclusio´n se
obtiene de manera similar.
Fijemos un ı´ndice i ∈ {1, . . . , n}. Como vi(λ) ∈ 〈w1(λ), . . . , wn(λ)〉, existen n + 1
polinomios en λ, a0(λ), a1(λ), . . . , an(λ), de modo que a0(λ) no es el polinomio nulo y
a0(λ)vi(λ) = a1(λ)w1(λ) + . . .+ an(λ)wn(λ). (2.11)
Sin pe´rdida de generalidad, podemos suponer que a0(0) 6= 0 ya que, de lo contrario,
cancelamos la potencia de λ correspondiente en ambos lados de la igualdad (2.11) y
argumentamos de la misma forma. Expresemos
a0(λ) = a0 + a1λ+ . . .+ akλ
k, a0 6= 0.
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Igualando te´rminos de grado 0 en (2.11) obtenemos
a0v
0
i ∈ C 〈W 〉 ,
de donde se sigue que v0i ∈ C 〈W 〉.
Igualando ahora los te´rminos de grado 1 en (2.11) llegamos a
a0v
1
i + a1v
0
i ∈ C 〈W 〉 ,
luego, por el paso anterior
a0v
1
i ∈ C 〈W 〉 ,
de donde se sigue que v1i ∈ C 〈W 〉. Procediendo de igual forma con los grados superiores
llegamos a que v0i , . . . , v
di
i ∈ C 〈W 〉, lo que demuestra el resultado.
El siguiente Lema nos muestra que los grados de los vectores en una ROMB (LOMB)
de H(λ) son iguales a los ı´ndices minimales derechos (izquierdos) de H(λ). Aunque es un
hecho bien conocido, inclu´ımos una demostracio´n por completitud.
Lema 2.5.3 Sean ε1 ≤ . . . ≤ εp y η1 ≤ . . . ≤ ηq, respectivamente, los ı´ndices minimales
derechos e izquierdos del haz H(λ). Sean { x1(λ), . . . , xp(λ)} e { y1(λ), . . . , yq(λ)}, respec-
tivamente, una ROMB y una LOMB de H(λ). Entonces deg(xi) = εi, para i = 1, . . . , p,
y deg(yj)= ηj, para j = 1, . . . , q.
Demostracio´n.Demostraremos el resultado para los ı´ndices minimales derechos. Para
los ı´ndices minimales izquierdos simplemente se usa HT (λ) y se invoca el resultado para
los ı´ndices minimales derechos. Recordemos [26, Ch. XII, p. 38] la relacio´n que hay entre
los ı´ndices minimales derechos de H(λ) y las soluciones polino´micas de H(λ)x(λ) = 0.
Entre todas las soluciones polino´micas del sistema de ecuaciones elegimos una solucio´n
no nula, z1(λ), del menor grado posible. Este grado es ε1. Entre todas las soluciones
polino´micas que son linealmente independientes de z1(λ) tomamos una solucio´n, z2(λ),
del menor grado posible. Este grado es ε2. Continuamos este proceso hasta obtener una
serie fundamental de soluciones {z1(λ), . . . , zp(λ)}, es decir, p = dimN (H) soluciones
polino´micas linealmente independientes de la ecuacio´n H(λ)x(λ) = 0 cuyos grados son
ε1 ≤ . . . ≤ εp. Una serie fundamental de soluciones no esta´ un´ıvocamente determinada,
pero los grados de sus vectores s´ı lo esta´n (ve´ase [29, Prop. 1.7.1]) y, como demostraremos
en el siguiente pa´rrafo, toda serie fundamental de soluciones es una ROMB y viceversa.
Supongamos que existe algu´n ı´ndice j tal que deg(xj) < εj. Sea j0 el menor de estos
ı´ndices, es decir, deg(xj0) < εj0 y deg(xk) ≥ εk para k = 1, . . . , j0− 1. Obviamente j0 > 1.
Por lo tanto, εj0−1 ≤ deg(xj0−1) ≤ deg(xj0) < εj0 . La definicio´n de los ı´ndices minimales
implica que los vectores linealmente independientes {x1(λ), . . . , xj0(λ)} son combinaciones
lineales de {z1(λ), . . . , zj0−1(λ)}. Esto es imposible. En consecuencia, deg(xj) ≥ εj para
todo j = 1, . . . , p, y, de hecho, deg(xj) = εj para todo j, porque { x1(λ), . . . , xp(λ)} es
una ROMB.
Observacio´n 2.5.4 Lo que nosotros, por simplicidad, hemos llamado orden de una base
polino´mica minimal de un espacio vectorial V sobre C(λ) esta´ definido en [24, p. 497] con
el nombre de orden dina´mico invariante de V. Como sugiere esta denominacio´n, se
trata de un invariante del espacio V. En la presente memoria V es el espacio N (H), en
cuyo caso el orden es la suma de los ı´ndices minimales derechos de H, o bien N (HT ), en
cuyo caso es la suma de los ı´ndices minimales izquierdos.
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Tambie´n usaremos en el futuro el siguiente Lema relacionado con lo anterior:
Lema 2.5.5 Sean H(λ) un haz cuya FCK esta´ dada por (2.5), y { x1(λ), . . . , xp(λ)} una
ROMB de H(λ). Entonces todo vector nulo derecho de H(λ) de grado a lo sumo εi es
una combinacio´n lineal de {x1(λ), . . . , xj(λ)} con coeficientes polino´micos, donde j es el
mayor ı´ndice tal que deg(xj) ≤ εi. En particular, todo vector nulo derecho de H(λ) es
una combinacio´n lineal de {x1(λ), . . . , xp(λ)} con coeficientes polino´micos. Un resultado
similar se tiene para los vectores nulos izquierdos y una LOMB.
Demostracio´n. El hecho de que todo vector nulo derecho es una combinacio´n lineal
de los vectores mencionados es una consecuencia inmediata de la definicio´n de ı´ndice
minimal. El hecho de que los coeficientes son polinomios se sigue de [24, Main Theorem
en p. 495].
En el Cap´ıtulo 6 necesitaremos garantizar la independencia lineal de ciertos conjuntos
de vectores polino´micos de Cn(λ). En algunas situaciones, este problema se puede resolver
a trave´s de un problema de independencia lineal en Cn. Esto se muestra en el Lema 2.5.6.
Lema 2.5.6 Sea {v1(λ), . . . , vr(λ)} un conjunto de vectores polino´micos de Cn(λ). Ex-
presemos estos vectores como
vi(λ) = vi0 + λ vi1 + . . .+ λ
di vidi , para 1 ≤ i ≤ r,
donde vij ∈ Cn, para todos los sub´ındices i, j, y di = deg(vi(λ)).
1. Si {v10, . . . , vr0} es un conjunto linealmente independiente en Cn entonces
{v1(λ), . . . , vr(λ)} es un conjunto linealmente independiente en Cn(λ).
2. Si {v1d1 , . . . , vrdr} es un conjunto linealmente independiente en Cn entonces
{v1(λ), . . . , vr(λ)} es un conjunto linealmente independiente en Cn(λ).
Demostracio´n. Para demostrar el primer apartado, consideramos la combinacio´n
lineal
α1(λ) v1(λ) + . . .+ αr(λ)vr(λ) = 0 , (2.12)
donde αi(λ), para 1 ≤ i ≤ r, pueden elegirse polinomios, porque si fueran funciones
racionales, se podr´ıa multiplicar por sus denominadores y argumentar de la misma forma.
Expresemos estos polinomios como
αi(λ) = αi0 + λαi1 + . . .+ λ
ti αiti , para 1 ≤ i ≤ r,
donde αij ∈ C, para todos los sub´ındices i, j. En esta situacio´n, el vector coeficiente del
te´rmino de grado cero en (2.12) es
r∑
i=1
αi0vi0 = 0.
Si {v10, . . . , vr0} es un conjunto linealmente independiente en Cn entonces α10 = α20 =
. . . = αr0 = 0. Ahora, el vector coeficiente del te´rmino de grado uno en (2.12) es∑r
i=1 αi1vi0 = 0, lo que implica que α11 = α21 = . . . = αr1 = 0. Un simple argumen-
to inductivo completa la demostracio´n del primer apartado. Para demostrar el segundo
apartado, comenzamos con el coeficiente del te´rmino de mayor grado, y efectuamos hacia
abajo el argumento inductivo anterior.
Finalizamos este apartado con otro resultado te´cnico sobre la independencia lineal de
vectores polino´micos que usaremos en el Cap´ıtulo 6.
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Lema 2.5.7 Sean {z1(λ), . . . , zk(λ)}, con k < n, un conjunto linealmente independiente
de vectores polino´micos en Cn(λ) y {z′1(λ), . . . , z′l(λ)} otro conjunto de vectores polino´mi-
cos en Cn(λ) tal que k + l ≤ n y rg [z1(λ)| . . . |zk(λ)|z′1(λ)| . . . |z′l(λ)] = k. Denotemos por
{u1, . . . , un} la base cano´nica de Cn, es decir, las entradas de estos vectores son (ui)j = δij.
Entonces existen l vectores de la base cano´nica, uj1 , . . . , ujl, tales que
{z1(λ), . . . , zk(λ), z′1(λ) + α1uj1 , . . . , z′l(λ) + αlujl}
es un conjunto linealmente independiente en Cn(λ) para cualesquiera nu´meros complejos
α1, . . . , αl no nulos.
Demostracio´n. Existe, al menos, un uj1 tal que el conjunto {z1(λ), . . . , zk(λ), uj1}
es linealmente independiente porque, de lo contrario, todos los vectores en {u1, . . . , un}
ser´ıan combinaciones lineales de {z1(λ), . . . , zk(λ)}. Esto es imposible porque {u1, . . . , un}
es tambie´n una base de Cn(λ) y k < n. Este argumento puede ser sucesivamente apli-
cado para demostrar que existen uj1 , . . . , ujl vectores de la base cano´nica tales que el
conjunto {z1(λ), . . . , zk(λ), uj1 , . . . , ujl} es linealmente independiente. Por tanto, el con-
junto {z1(λ), . . . , zk(λ), α1uj1 , . . . , αlujl} es linealmente independiente para cualesquiera
nu´meros complejos α1, . . . , αl no nulos. No´tese que la hipo´tesis
rg [z1(λ)| . . . |zk(λ)|z′1(λ)| . . . |z′l(λ)] = k
implica que los vectores z′i(λ) son combinaciones lineales de {z1(λ), . . . , zk(λ)} con coe-
ficientes en C(λ). Por lo tanto, podemos efectuar operaciones elementales de columnas
para transformar la matriz [z1(λ)| . . . |zk(λ)|α1uj1| . . . |αlujl ] en [z1(λ)| . . . |zk(λ)|z′1(λ) +
α1uj1| . . . |z′l(λ) + αlujl ]. Esto no altera el rango de la matriz, lo que demuestra el resulta-
do.
2.6. Subespacios reductores
Es bien sabido que la definicio´n de autovector que se utiliza en el caso de haces regulares
carece de sentido cuando el haz es singular. A modo ilustrativo, consideremos el siguiente
ejemplo.
Ejemplo 2.6.1 Consideremos el haz
A0 + λA1 =
[
λ 0
0 0
]
dado en FCK, con un autovalor simple igual a λ0 = 0. A primera vista, parece adecuado
decir que [1 0]T es el autovector derecho asociado a λ0 = 0. En cambio, no´tese que[
1/α 0
0 1
] [
λ 0
0 0
] [
α 0
β 1
]
=
[
λ 0
0 0
]
para cualquier par de nu´meros α, β tales que α 6= 0. Esto significa que cualquier vector[
α β
]T
podr´ıa considerarse autovector de A0 + λA1 asociado al autovalor λ0 = 0 , es
decir, cualquier vector de C2 ser´ıa un autovector asociado a λ0 = 0 , lo que implica que las
matrices de cambio de base a la forma cano´nica de Kronecker no estar´ıan bien definidas,
a pesar de que λ0 es un autovalor simple. ¤
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La definicio´n adecuada para haces singulares es la de espacio reductor, introducida por
Van Dooren en [81].
Definicio´n 2.6.2 [81] Dado un haz singular H(λ) = A0 + λA1, con A0, A1 ∈ Cm×n, un
par de subespacios, X ⊆ Cn e Y = (A0X + A1X ) ∈ Cm son subespacios reductores
del haz si dimY = dimX − dimN (H) donde N (H) es el espacio nulo derecho de H(λ).
Los espacios reductores permiten “reducir” el problema de obtener la informacio´n
espectral de un haz singular al problema de obtener la informacio´n espectral de haces de
menor dimensio´n. Ma´s concretamente, siguiendo a Van Dooren [81], denotemos por X e
Y un par de subespacios tales que Y = A0X + A1X . Sean U , V dos matrices unitarias
particionadas de la forma
U =
[
U1 U2
]
, V =
[
V1 V2
]
,
tales que X = C 〈U1〉 e Y = C 〈V1〉. Puesto que Y = (A0X + A1X ) , se tiene que
V H2 A0U1 = V
H
2 A1U1 = 0 (donde V
H es la traspuesta conjugada de V ) y, por lo tanto,
V H(A0 + λA1)U = Â0 + λÂ1 :=
[
Â01 Â02
0 Â03
]
+ λ
[
Â11 Â12
0 Â13
]
. (2.13)
La propiedad relevante de los espacios reductores que hemos aludido previamente se enun-
cia el siguiente resultado.
Teorema 2.6.3 [81, Th. 2.3] Sean X ,Y un par de subespacios reductores de A0 + λA1.
Si consideramos la particio´n (2.13), entonces los haces diagonales tienen orden singular
izquierdo y derecho, respectivamente, igual a cero, y el espectro de A0 + λA1 es la unio´n
de los espectros de dichos haces.
Esta propiedad, en cambio, no se satisface si en lugar de subespacios reductores con-
sideramos otro tipo de subespacios X e Y que satisfagan la relacio´n Y = A0X + A1X .
Esto es lo que se pone de manifiesto en el siguiente ejemplo.
Ejemplo 2.6.4 Sea el haz
H(λ) =
 λ 1 00 0 0
0 0 0
 .
El par de subespacios reductores
X1 =
〈 01
0
 ,
 00
1
〉 , Y1 = A0X + A1X = 〈
 01
0
〉
permiten particionar el haz de la forma
H(λ) =
 λ 1 00 0 0
0 0 0
 ,
que nos da los haces “reducidos”
[
λ 1
]
y
[
0 0
]T
. Tal y como establece el Teorema
anterior, el primero de ellos tiene orden singular izquierdo nulo y el segundo tiene orden
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singular derecho nulo. Por otra parte, la unio´n de los autovalores de ambos haces es vac´ıa,
lo que coincide con el espectro de H(λ). En cambio, el par de subespacios
X2 =
〈 10
0
〉 , Y2 = A0X + A1X = 〈
 10
0
〉
tienen asociada la particio´n
H(λ) =
 λ 1 00 0 0
0 0 0
 ,
cuyo primer bloque diagonal es un haz regular que contiene un autovalor igual a cero, lo
que no ocurre con el haz H(λ). No´tese que el par de subespacios X2 e Y2 no es reductor,
aunque H(0)
[
1 0 0
]T
= 0 , es decir,
[
1 0 0
]T ∈ kerH(0). ¤
Los subespacios reductores de un haz singular permiten obtener una forma cano´nica
triangular superior (GUPTRI), ana´loga a la forma de Schur de matrices [13]. Esta forma
cano´nica puede ser calculada de manera estable [79, 14, 15], debido a que las transforma-
ciones, como acabamos de ver, se llevan a cabo a trave´s de matrices unitarias. Esto, en
cambio, no es posible para la FCK. Esta es una de las razones por las que los subespacios
reductores son tan importantes desde el punto de vista nume´rico [13].
Entre todos los subespacios reductores de un haz singular, hay uno que permite separar
exactamente la parte singular derecha del resto del haz. La existencia de ese subespacio
esta´ garantizada por el siguiente resultado.
Teorema 2.6.5 [81] Dado un haz singular H(λ) = A0+λA1, existe un subespacio reduc-
tor Xmin de modo que para cualquier otro subespacio reductor, X , se tiene
{0} ⊆ Xmin ⊆ X (2.14)
Llamaremos al espacio Xmin del teorema anterior subespacio reductor minimal
del haz H(λ).
Aunque no se utilizara´ en el resto de la memoria, consideramos ilustrativo describir,
en este apartado, la relacio´n que existe entre el espacio reductor minimal y las bases
minimales de un haz singular arbitrario.
Teorema 2.6.6 El subespacio reductor minimal, Xmin , de un haz singular H(λ) esta´ ge-
nerado por los vectores de coeficientes de una base minimal derecha cualquiera de H(λ)
Demostracio´n. El espacio reductor minimal es aquel que permite separar la estructura
singular derecha del haz (es decir: la que contiene los bloques singulares derechos) del
resto del haz en una descomposio´n triangular de la forma (2.13). Por lo tanto, dada la
forma de Kronecker (2.5) de H(λ), las columnas de la matriz X que corresponden a los
bloques singulares derechos son los coeficientes de una base minimal derecha de H(λ) y
generan Xmin. Como, por el Lema 2.5.2, los vectores de coeficientes de una base minimal
cualquiera generan el mismo subespacio, se tiene el resultado.
Por otro lado, los vectores de coeficientes de una base minimal de un haz tienen la
siguiente propiedad.
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Lema 2.6.7 Los vectores de coeficientes de una base minimal (derecha o izquierda) de
un haz singular son linealmente independientes sobre C.
Demostracio´n. Nos centraremos en bases minimales derechas. El otro caso es similar. En
primer lugar, veamos que un haz singular arbitrario H(λ) tiene una base minimal derecha
cuyos vectores de coeficientes son linealmente independientes sobre C. Si el haz esta´ dado
en forma de Kronecker, el resultado es obvio, pues los vectores de la base minimal son de
la forma
[
. . . 0 1 λ . . . λk 0 . . .
]T
, cuyos coeficientes son linealmente indepen-
dientes. Si el haz no esta´ dado en forma de Kronecker, consideramos la transformacio´n
Y TH(λ)X = KH(λ) que lo lleva a la forma de Kronecker. Ahora, una base minimal de
H(λ) esta´ formada por los vectores de la forma xi+λxi+1+. . .+λ
kxi+k, donde los vectores
de coeficientes xi, . . . , xi+k son las columnas de la matriz X que corresponden a cada uno
de los bloques singulares derechos que aparecen en la forma de Kronecker. Como X es
invertible, estos vectores son linealmente independientes.
Ahora veamos que cualquier base minimal tiene vectores coeficientes linealmente in-
dependientes. La afirmacio´n es consecuencia inmediata de dos hechos: por un lado, dos
bases minimales cualesquiera tienen, una vez ordenadas, el mismo nu´mero de vectores
(polino´micos) con los mismos grados, lo que significa que tienen el mismo nu´mero de
vectores de coeficientes. Por otro lado, los vectores de coeficientes de dos bases minimales
generan el mismo subespacio, en virtud del Lema 2.5.2. Como, por el pa´rrafo anterior,
dicho subespacio tiene dimensio´n igual al nu´mero de vectores coeficientes de la base, se
concluye el resultado.
No´tese que el resultado anterior no es cierto para una base minimal de un subespacio
vectorial cualquiera de Cp(λ). Por ejemplo, el vector
[
1 + λ
1 + λ2
]
es una base minimal del
subespacio de C2(λ)
V =
〈[
1 + λ
1 + λ2
]〉
y sus vectores de coeficientes
[
1 1
]T
,
[
1 0
]T
y
[
0 1
]T
son linealmente depen-
dientes sobre C.
Finalmente, inclu´ımos una definicio´n que emplearemos ma´s adelante, concretamente
en §6.7.1. Para ello, no´tese que si particionamos las matrices X e Y que dan paso a la
forma de Kronecker (2.5) de la siguiente manera:
X =
[
X1 X2 X3
]
, Y =
[
Y1 Y2 Y3
]
, (2.15)
donde
X1 ∈ Cn×(ε+p) , X2 ∈ Cn×η , Y1 ∈ Cm×ε , Y2 ∈ Cm×(η+q) , (2.16)
con ε, η como en (2.7), y denotamos
Xi = col(Xi) , Yi = col(Yi) , i = 1, 2,
entonces X1 , es el subespacio reductor minimal de H, mientras que Y2 es el subespacio
reductor minimal de HT . En particular, y en virtud del Teorema 2.6.5, X1 es una base
del espacio singular derecho de H(λ) e Y2 es una base del espacio singular izquierdo de
H(λ). Esto nos sugiere la siguiente definicio´n.
32 Cap´ıtulo 2. Herramientas ba´sicas
Definicio´n 2.6.8 Dado un haz matricial H(λ) de taman˜o m × n, una base de Kro-
necker del espacio singular derecho de H es un conjunto de ε + p vectores de Cn,
x1, . . . , xε+p , tales que si
X1 =
[
x1 . . . xε+p
]
entonces existen dos matrices X, Y como en (2.15) y (2.16) que dan paso a la forma de
Kronecker de H(λ) como en (2.5).
Ana´logamente, una base de Kronecker del espacio singular izquierdo de H es
un conjunto de η + q vectores de Cm, y1, . . . , yη+q , tales que si
Y2 =
[
y1 . . . yη+q
]
entonces existen dos matrices X, Y como en (2.15) y (2.16) que dan paso a la forma de
Kronecker de H(λ) como en (2.5).
Obse´rvese que no toda base del espacio singular derecho (izquierdo) de un haz matricial
singular es una base de Kronecker del espacio singular derecho (izquierdo) del haz.
2.7. Aplicaciones
Una de las aplicaciones ma´s relevantes de la forma cano´nica de Weierstrass de haces
regulares reside en la resolucio´n de sistemas de ecuaciones diferenciales y de ecuaciones en
diferencias. Por ejemplo, un sistema lineal como (1.1) puede resolverse utilizando cierta
informacio´n espectral, que incluye la forma de Weierstrass, del haz asociado (2.1). Dicha
informacio´n esta´ contenida en una terna (X, J, Y ), donde X e Y son las matrices que dan
paso a la forma de Weierstrass (2.2) y J es la matriz de Jordan de H. Si particionamos
J = JF ⊕ J∞, donde JF contiene los bloques correspondientes a los autovalores finitos
y J∞ los bloques correspondientes al autovalor infinito, y las matrices X = [XF X∞] e
Y = [YF Y∞] conforme a la particio´n anterior, y denotamos por ν el menor entero tal que
Jν∞ = 0, entonces, si f(t) es una funcio´n derivable con continuidad en C hasta el orden ν,
la solucio´n general del sistema (1.1) esta´ dada por:
x(t) = XF e
JF tx+
∫ t
t0
XF e
JF (t−s)YFf(s)ds−
ν−1∑
i=0
X∞J i∞Y∞f
(i)(t) , (2.17)
donde x ∈ Cm es un vector arbitrario (y m es la dimensio´n de JF ) [28, Th. 8.1].
La condicio´n de diferenciabilidad de f esta´ justificada teniendo en cuenta la forma
que adopta la solucio´n (2.17). No obstante, en algunos casos, no es necesario imponer un
orden de diferenciabilidad sobre f tan elevado [50, Ex. 1]. Esto ocurre, por ejemplo, en
el caso en que el te´rmino X∞Jν−1∞ Y∞f
(ν−1)(t) en el u´ltimo sumatorio de (2.17) es nulo.
Se plantea, entonces, la siguiente cuestio´n inversa: suponiendo que existe una solucio´n
continua al sistema (1.1), ¿que´ orden de diferenciabilidad ha de tener esta solucio´n?. En
[50] se resuelve esta cuestio´n para sistemas de orden superior mediante la obtencio´n de
formas cano´nicas “condensadas” que reducen el sistema a otro ma´s elemental y con las
mismas soluciones.
Cuando el sistema lineal
A1x
′(t) + A0x(t) = f(t)
esta´ definido por un haz singular A0 + λA1, el propio sistema se denomina singular. En
esta situacio´n, en la que el sistema puede no tener solucio´n, o incluso puede tener infinitas
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soluciones, la parte singular de la FCK de A0 + λA1 esta´ ı´ntimamente relacionada con la
solubilidad del sistema. En concreto [93, p. 249],
Por cada bloque singular derecho la solucio´n contiene una funcio´n arbitraria. Este
bloque no impone ninguna restriccio´n en la condicio´n inicial o en las coordenadas
de la solucio´n.
Por cada bloque singular izquierdo, LTη , quedan completamente determinadas η va-
riables y no se pueden asignar valores iniciales arbitrarios. Se requiere una condicio´n
de compatibilidad entre las entradas de f y sus derivadas, concretamente, entre
fi , f
′
i+1 , f
′′
i+2 , . . . , f
(η)
i+η ,
donde LTη ocupa las filas desde la i-e´sima hasta la (i+ η)-e´sima.
El segundo de los terrenos en que son de gran relevancia las formas cano´nicas que
hemos descrito es en el vasto territorio de la Teor´ıa de Control. El caso ma´s elemental de
un sistema lineal invariante en el tiempo:
x′(t) = Ax(t) + Bu(t)
y(t) = Cx(t)
,
tiene asociado el haz singular rectangular de rango completo [A− λI B]. Su FCK es deter-
minante en relacio´n con las propiedades de controlabilidad y observabilidad del sistema.
Por ejemplo, como es bien sabido [95, p. 45], el sistema es controlable si y so´lo si la FCK
del haz asociado no tiene parte regular.
Finalmente, la forma cano´nica de Jordan ha sido utilizada con frecuencia en el contexto
de la Teor´ıa de Sistemas Vibratorios. Concretamente, en [43, 44] se usa la informacio´n
espectral de un sistema para caracterizar determinadas propiedades de dicho sistema o de
las matrices que lo componen, como puede ser la simetr´ıa o la positividad, o tambie´n para
recuperar por completo el sistema. Estas cuestiones forman parte de lo que se conoce,
gene´ricamente, como el Problema Inverso de los vistemas vibratorios. Como referencia
introductoria (y breve) a la aplicacio´n de la forma de Jordan en sistemas vibratorios
puede consultarse [77, §3].
La terna (X, J, Y ) que hemos descrito anteriormente se conoce con el nombre de triple
de Jordan y es, para haces matriciales, un caso particular de lo que se conoce como
triple resolvente de un polinomio matricial de grado arbitrario [28, p. 219]. Estos triples
permiten obtener las soluciones de un sistema lineal de ecuaciones diferenciales ordinarias
de orden superior asociado a dicho polinomio. En el ape´ndice que viene a continuacio´n
tratamos brevemente estos sistemas.
Ape´ndice: Linealizaciones
Consideremos el siguiente sistema lineal de orden ` con coeficientes constantes
A`x
( `) + A`−1x( `−1 )(t) + . . .+ A1x′(t) + A0x(t) = f(t) , (2.18)
donde x(t) es un vector de inco´gnitas con n coordenadas que son funciones de la variable
t, x( k)(t) denota la k-e´sima derivada del vector x(t) con respecto a la variable t, Ak son
matrices de taman˜o n×n con entradas complejas y f(t) es un vector dado de n coordenadas
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que son funciones de t. En la teor´ıa cla´sica de ecuaciones diferenciales ordinarias, es
frecuente la transformacio´n del sistema (2.18) en un sistema de ecuaciones de primer
orden mediante la introduccio´n de nuevas variables. La manera de llevar a cabo esta
transformacio´n no es u´nica, pero una eleccio´n natural es la siguiente:
x0(t) = x(t) , x1(t) = x
′(t) , . . . , x`−1(t) = x( `−1 )(t) ,
con lo que el sistema (2.18) se transforma en
I
. . .
I
A`
x′(t) +

0 −I
...
...
. . .
0 0 · · · −I
A0 A1 · · · A`−1
x(t) =

0
...
0
f(t)
 , (2.19)
donde
x(t) =

x0(t)
x1(t)
...
x`−1(t)
 ,
e I es la matriz identidad n× n.
La ecuacio´n (2.18) esta´ asociada al polinomio matricial de grado `
L(λ) = A0 + λA1 + . . .+ λ
`A` , (2.20)
donde los coeficientes, Ai , son matrices de taman˜o n×n con entradas complejas, mientras
que la ecuacio´n (2.19) tiene asociado el haz
CL(λ) =

I
. . .
I
A`
λ+

0 −I
...
...
. . .
0 0 · · · −I
A0 A1 · · · A`−1
 . (2.21)
Dicho haz recibe el nombre de primer haz compan˜ero del polinomio (2.20).
La informacio´n espectral de dicho haz compan˜ero, contenida en su forma de Weier-
strass, permite resolver el sistema (2.18) de un modo similar a (2.17), aunque entran en
juego los triples resolventes que hemos mencionado antes.
En general, un haz A + λB de taman˜o n` × n` es una linealizacio´n del polinomio
(2.20) con coeficientes cuadrados Ai ∈ Cn×n si A+ λB es equivalente a[
L(λ) 0
0 I
]
.
La relevancia de linealizaciones no se limita al contexto de los sistemas de ecuaciones
diferenciales de orden superior. Un procedimiento habitual para resolver el Problema
Polino´mico de Autovalores (PPE)
P (λ)x =
∑`
i=1
A`x = 0 ,
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donde Ai ∈ Cn×n , consiste en linealizar el problema. Existen infinidad de formas de
hacerlo debido a que hay infinidad de linealizaciones de un polinomio matricial arbitrario.
A la hora de elegir una de ellas hay que tener en cuenta los problemas inherentes al me´todo
nume´rico que se va a emplear para revelar la informacio´n espectral del haz. En particular,
el condicionamiento y el error backward del problema de autovalores generalizado
L(λ)x = 0
asociado a la linealizacio´n L. El problema de encontrar linealizaciones bien condicionadas
ha sido tratado en [30] para la familia de linealizaciones introducida en [48], mientras que
el error backward de dichas linealizaciones se ha estudiado en [31]. Una buena introduccio´n
a estas cuestiones se puede encontrar en [77, §5].
Ma´s en general, las linealizaciones pueden emplearse para obtener toda la informacio´n
espectral de un polinomio regular, es decir, los divisores elementales y las multiplicidades
parciales asociadas al infinito. Todas las linealizaciones tienen los mismos divisores elemen-
tales (por tanto, los mismos autovalores finitos con las mismas multiplicidades parciales
asociadas) que el polinomio que linealizan. En otras palabras, tienen la misma informacio´n
espectral finita que dicho polinomio. En cambio, no ocurre lo mismo con las multiplicidades
parciales en el infinito ni con los ı´ndices minimales (si se trata de polinomios singulares).
Las linealizaciones que conservan la estructura en el infinito se conocen con el apelativo
de linealizaciones fuertes [27], y se caracterizan porque, adema´s de ser linealizaciones del
polinomio L(λ), su haz dual es equivalente al polinomio[
L](λ)
I
]
,
donde L](λ) = λ`L(1/λ) es el polinomio dual de L(λ).
Por otra parte, las linealizaciones de polinomios singulares han sido escasamente
tratadas en la literatura. En concreto, no existe au´n una caracterizacio´n de las linealiza-
ciones que conservan los ı´ndices minimales del polinomio o que, en su defecto, permitan
recuperarlos a trave´s de una fo´rmula sencilla. Actualmente, estamos trabajando en este
problema para el caso de polinomios singulares cuadrados, sobre un conjunto de linea-
lizaciones que incluyen las introducidas en [48] y, entre ellas, el primer haz compan˜ero.
Hemos demostrado que los ı´ndices minimales de estas linealizaciones se obtienen a partir
de los ı´ndices minimales del polinomio mediante la adicio´n de una cantidad fija [20].
Finalmente, queremos mencionar otra aportacio´n relevante de las linealizaciones al
terreno computacional, y que incluye tanto a polinomios singulares como regulares. Se
trata del trabajo de P. Van Dooren y P. Dewilde [83], en el que, mediante linealizaciones
constru´ıdas a partir de matrices habituales en Teor´ıa de Control [86, 87], proponen un
algoritmo estable para obtener la estructura espectral de un polinomio matricial arbitrario.
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Cap´ıtulo 3
El Pol´ıgono de Newton
Los autovalores de un haz matricial H(λ) = A0 + λA1 (regular o singular) son las
ra´ıces de unos determinados polinomios (el determinante de H(λ) en el caso regular o
ciertos menores del haz en el caso singular), cuyos coeficientes dependen continuamente
de las entradas de A0 y A1. Por tanto, una manera de abordar problemas de perturbacio´n
de autovalores consiste en estudiar la perturbacio´n de ra´ıces de polinomios. Este proble-
ma, ma´s general, ha sido ampliamente tratado en el a´mbito de la Teor´ıa de Funciones
Algebraicas. En este contexto, una herramienta fundamental es el Pol´ıgono de Newton,
que es el objeto fundamental del presente Cap´ıtulo. Los resultados que expondremos sera´n
utilizados, en el Cap´ıtulo 4, para la obtencio´n de los desarrollos de primer orden de los
autovalores de perturbaciones de haces matriciales singulares cuadrados.
3.1. El pol´ıgono de Newton
En la presente seccio´n vamos a describir el procedimiento del Pol´ıgono (o diagrama)
de Newton, que se emplea para obtener desarrollos asinto´ticos en torno a un punto de
una curva algebraica. Nosotros lo usaremos para obtener los te´rminos de primer orden de
dichos desarrollos.
Dado un polinomio en dos variables
F (λ, ²) =
n∑
i,j=0
aijλ
i²j , (3.1)
la nube de puntos asociada a (3.1) es el conjunto
N (P ) := {(i, j) : aij 6= 0}.
Ejemplo 3.1.1 Consideremos el polinomio
F (λ, ²) = 4λ9²3 + 5λ7²2 + λ6(1 + ²)− λ4 − 5λ3(²2 + 2²3) + 9λ2(²2 − ²5) + 6λ²4 + ²6.
La nube de puntos asociada a P (λ, ²) esta´ representada en la siguiente figura:
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F igura 1: Nube de puntos asociada a F (λ, ²)
¤
Asociado a la nube de puntos, se define el Pol´ıgono de Newton:
Definicio´n 3.1.2 (Pol´ıgono de Newton) Dado un polinomio en dos variables, F (λ, ²) ,
su Pol´ıgono de Newton es el borde inferior de la envolvente convexa de la nube de puntos
de F (λ, ²).
Ejemplo 3.1.3 El pol´ıgono de Newton asociado al polinomio del ejemplo anterior es la
poligonal dibujada en la siguiente figura:
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F igura 2: Pol´ıgono de Newton asociado a F (λ, ²)
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3.2. Desarrollos en torno a un punto
En este apartado vamos a enunciar los resultados ba´sicos de la teor´ıa local de funciones
algebraicas complejas que necesitaremos en el ana´lisis de las perturbaciones de norma
pequen˜a de haces matriciales. Todos los resultados de esta seccio´n son, por tanto, bien
conocidos.
Consideraremos la ecuacio´n polino´mica
F (λ, ²) =
n∑
k=0
Fk(²)λ
k = 0 , (3.2)
donde Fk(²) son polinomios en la variable ² , que escribiremos
Fk(²) = Fk²
βk +O(²βk+1) ,
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con Fk ∈ C y Fn(²) no es ide´nticamente nulo. El resultado fundamental, en torno al que
gira el resto de la seccio´n, es el siguiente:
Teorema 3.2.1 ([78, Teorema 5.1]) La ecuacio´n (3.2) tiene, para cada ² fijo, n soluciones,
λ1(²), . . . , λn(²) , que pueden desarrollarse en serie de potencias
λi(²) = ai²
αi + o(²αi) , (3.3)
donde αi es un exponente fraccionario (que puede ser nulo). La serie (3.3) es convergente
en un entorno de cualquier valor de λ salvo en λ = 0 si αi < 0.
Lo que ahora nos interesa es determinar los valores ai y αi de los desarrollos (3.3).
En particular, cua´ntos exponentes αi son negativos. Las dos subsecciones siguientes esta´n
dedicadas a ello.
3.2.1. El Pol´ıgono de Newton y los desarrollos asinto´ticos
Para obtener los valores del exponente αi de (3.3) usaremos el Pol´ıgono de Newton
(PN) asociado al polinomio F (λ, ²) que define la variedad (3.2) en la forma que explicare-
mos a continuacio´n.
Consideremos uno de los desarrollos anteriores. Por simplicidad, eliminamos los sub´ındices:
λ(²) = a ²α + . . . . (3.4)
Al sustituir (3.4) en la ecuacio´n (3.2), cada te´rmino Fk(²)λ
k produce un te´rmino en ²
de orden ²αk+βk y te´rminos de orden superior. Para que (3.4) sea una ra´ız de (3.2) los
te´rminos del mismo grado (en particular, los de menor grado) deben cancelarse. Esto
significa que todos los coeficientes de los te´rminos con el mismo exponente, α k+ βk , han
de sumar 0. En particular, tendra´ que haber, al menos, dos valores j, k ∈ {0, 1, . . . , n}
con
α k + βk = α j + βj , α k + βk ≤ α s+ t ,
para cualquier punto (s, t) de la nube asociada a F (λ, ²). Si consideramos los correspon-
dientes puntos Pj = (j, βj) y Pk = (k, βk) de la nube de F (λ, ²), tendremos:
A1. Pj y Pk forman parte del Pol´ıgono de Newton asociado a F (λ, ²).
A2. Pj y Pk esta´n en un segmento de pendiente
−α = βj − βk
j − k .
La afirmacio´n A1 es consecuencia de la desigualdad anterior:
α k + βk ≤ α s+ t ,
pues cualquier punto (s, t) bajo el segmento que une Pj y Pk satisface
α s+ t < α k + βk .
Por otra parte, invirtiendo el argumento, cualesquiera dos puntos que formen parte del
Pol´ıgono de Newton asociado a F (λ, ²) nos dara´n un valor α para el exponente de (3.4),
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que es el opuesto de la pendiente del segmento que los une. Por tanto, los valores de los
exponentes α en (3.4) son los opuestos de las pendientes de los segmentos que
forman el Pol´ıgono de Newton asociado a F (λ, ²). Es importante hacer constar que
algunos de estos exponentes sera´n negativos (los que corresponden a pendientes positivas).
A estos exponentes corresponden las ramas que se van a infinito, y que trataremos en la
Seccio´n 3.2.2.
Para obtener el coeficiente director, a, de los desarrollos (3.4), hemos de consider-
ar todos los te´rminos que corresponden a puntos del Pol´ıgono de Newton de F (λ, ²)
pertenecientes a un mismo segmento, S, de pendiente −α. Denotemos por IS el conjunto
de ı´ndices, k, para los cuales el punto Pk = (k, βk) esta´ es S, es decir:
IS = {k : (k, βk) ∈ S}.
Estos puntos corresponden a te´rminos del mismo orden de ² en F (λ(²), ²). Igualando a 0
la suma de los coeficientes correspondientes obtenemos:∑
k∈IS
ak Fk = 0. (3.5)
Las soluciones de esta ecuacio´n son los valores de los coeficientes, a, de los desarrollos
(3.4). Si denotamos
kmax = max IS
kmin = min IS
la ecuacio´n (3.5) tiene kmin soluciones nulas y un total de kmax−kmin soluciones no nulas,
que corresponden a desarrollos de orden α. Tenemos, por tanto, el:
Teorema 3.2.2 El nu´mero de desarrollos de orden α de la ecuacio´n F (λ, ²) = 0 coincide
con la longitud de la proyeccio´n horizontal del segmento S del pol´ıgono de Newton de
F (λ, ²) con pendiente −α.
El procedimiento para determinar el exponente y el coeficiente director de los desa-
rrollos (3.4) es, por lo tanto, el siguiente [53]:
Procedimiento del Pol´ıgono de Newton: Dada una ecuacio´n polino´mica (3.2) de
grado n en λ:
1. Se traza el Pol´ıgono de Newton de F (λ, ²).
2. Los exponentes directores, α, de los n desarrollos (3.4) son los opuestos de las
pendientes de los segmentos que forman el Pol´ıgono de Newton.
3. El nu´mero de desarrollos de orden α es la longitud de la proyeccio´n sobre el eje
horizontal del segmento, S, de pendiente −α.
4. Los coeficientes directores, a, de los desarrollos de orden ²α son las ra´ıces no nulas
de la ecuacio´n (3.5).
Hemos de advertir que, debido a la expresio´n (3.4), el procedimiento anterior so´lo
nos permite obtener los te´rminos de primer orden de los desarrollos en torno al valor
λ = 0. Si F (0, 0) 6= 0 , el punto (0, 0) forma parte de la nube de puntos de F (λ, ²) y el
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Pol´ıgono de Newton no contiene ningu´n segmento de pendiente negativa. En este caso no
hay desarrollos en torno a λ = 0. Por otro lado, si λ0 ∈ C es un valor para el cual
F (λ0, 0) = 0
(es decir: (λ0, 0) es un punto de la curva algebraica definida por la ecuacio´n (3.2)), existira´n
desarrollos en torno a λ0 de la forma:
λ(²) = λ0 + a²
α + . . . .
En este caso los valores a, α se pueden obtener expresando F (λ, ²) en torno a λ0:
F (λ, ²) =
n∑
k=0
F¯k(²)(λ− λ0)k =
n∑
k=0
F¯k(²)µ
k = F¯ (µ, ²) ,
y aplicando el procedimiento del Pol´ıgono de Newton al polinomio F¯ (µ, ²), donde µ =
λ−λ0. No´tese que el coeficiente, F¯k(²) , de µk en F¯ (µ, ²) coincide con el de λk en F (λ+λ0, ²).
Ejemplo 3.2.3 Consideremos la ecuacio´n
F (λ, ²) = λ2(1 + ²)− 2λ(1 + 2²) + 1 + ²2 = 0 .
La nube de puntos de F (λ, ²) contiene al punto (0, 0). En cambio, si desarrollamos el
polinomio en torno a λ− 1 tendremos:
F (λ, ²) = (λ− 1)2(1+ ²)+ (λ− 1)(−2²)− 3²+ ²2 = µ2(1+ ²)+µ(−2²)− 3²+ ²2 = F¯ (µ, ²).
El Pol´ıgono de Newton asociado a F¯ (µ, ²) consta de un solo segmento que une (0, 1) y
(2, 0):
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F igura 3: Nube de puntos y Pol´ıgono de Newton asociado a F¯ (µ, ²)
lo que significa que hay dos desarrollos en torno a λ = 1 de orden ²1/2
λ1(²) = 1 + a1 ²
1/2 + o(²1/2)
λ2(²) = 1 + a2 ²
1/2 + o(²1/2) ,
y cuyos coeficientes directores son las soluciones de la ecuacio´n:
a2 − 3 = 0 ,
es decir: a1 =
√
3, a2 = −
√
3. ¤
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3.2.2. Puntos cr´ıticos
Si λ0 es una ra´ız de multiplicidad m de la ecuacio´n
F (λ, 0) = 0 , (3.6)
entonces habra´ un total de m desarrollos (3.3) del total de n mencionados en el Teorema
3.2.1 que convergen a λ0 cuando ² tiende a 0. En este caso, ² = 0 es un punto cr´ıtico de
segunda especie de (3.2) [32, p. 93]. Los desarrollos en torno a λ0 se agrupan en ciclos
[32, p. 99] de k elementos, λ1(²), . . . , λk(²) , de la forma
λi(²) = λ0 +
∞∑
j=1
aij ²
j/k , i = 1, . . . , k ,
uno por cada determinacio´n de ²1/k. Adema´s, habra´ un nu´mero ν de ciclos que constan
de k1, . . . , kν elementos, respectivamente, de manera que
k1 + . . .+ kν = m.
Por otra parte, tal y como se indica en el enunciado del Teorema 3.2.1, algunos de los
desarrollos (3.3) pueden tener exponente αi negativo, lo que significa que la serie (3.3)
tiende a infinito cuando ² se aproxima a 0. En este caso, el valor ² = 0 es un punto
cr´ıtico de primera especie de (3.2) [32, p. 93]. Eso significa que ² = 0 es una ra´ız de
la ecuacio´n:
Fn(²) = 0.
En general, si
Fn(0) = 0 , Fn−1(0) = 0 , . . . , Fn−κ+1(0) = 0 , Fn−κ(0) 6= 0
el punto cr´ıtico ² = 0 tiene multiplicidad κ (si Fj(0) = 0 para todo j = 0, 1, . . . , n,
diremos que tiene multiplicidad ∞).
Lema 3.2.4 Si ² = 0 es un punto cr´ıtico de primera especie de (3.2) con multiplicidad
κ ≤ n, hay exactamente κ desarrollos (3.3) con exponente αi negativo.
Demostracio´n:
Como, por hipo´tesis, el punto cr´ıtico ² = 0 no tiene multiplicidad∞, podemos escribir
F (λ, 0) = fn−κλn−κ + . . .+ f1λ+ f0 ,
con fi ∈ C , para i = 0, . . . , n−κ , y fn−κ 6= 0. En esta situacio´n, los puntos (n−κ, 0) y (n, s)
(para algu´n s positivo) forman parte del Pol´ıgono de Newton de F (λ, ²). Adema´s, no hay
ningu´n punto de dicho Pol´ıgono situado a la derecha de (n− κ, 0) sobre el eje horizontal.
Esto significa que la proyeccio´n sobre el eje horizontal de la parte del Pol´ıgono de Newton
con pendiente positiva tiene longitud κ. El resultado es consecuencia del Teorema 3.2.2. ¥
Los κ desarrollos del Lema 3.2.4, junto con los desarrollos que se obtienen para cada
ra´ız de la ecuacio´n (3.6) conforman el total de n desarrollos mencionados en el Teorema
3.2.1. Estas observaciones esta´n inclu´ıdas en el siguiente Teorema, a modo de resumen de
la presente seccio´n.
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Teorema 3.2.5 Sea el polinomio
F (λ, ²) =
n∑
k=0
Fk(²)λ
k ,
donde Fk(²) es un polinomio en ², para todo k = 0, . . . , n , y Fn(²) no es ide´nticamente
nulo. La ecuacio´n polino´mica
F (λ, ²) = 0
tiene exactamente n soluciones, λ1(²), . . . , λn(²) , para cada ², que pueden desarrollarse
en series de potencias y satisfacen:
i) Si ² = 0 es un punto cr´ıtico de primera especie de multiplicidad κ , hay exactamente
κ soluciones que tienden a infinito cuando ² tiende a 0.
ii) Si F (λ, 0) =
∏q
i=1(λ− λi)ai , entonces hay exactamente ai soluciones que tienden a
λi cuando ² tiende a 0.
En ambos casos, los coeficientes y los exponentes directores de λ1(²), . . . , λn(²) se obtienen
a trave´s del procedimiento del Pol´ıgono de Newton.
Demostracio´n: i) es consecuencia del Lema 3.2.4.
Para demostrar ii), podemos suponer, sin pe´rdida de generalidad, que F (λ, ²) es irre-
ducible pues, en caso contrario, razonamos de igual forma con cada uno de sus factores
irreducibles. El hecho de que F (λ, ²) es irreducible implica, en particular, que el Pol´ıgono
de Newton de F̂ (λ, ²) = F (λ+λi, ²) contiene un punto del eje vertical y tambie´n el punto
(ai, 0) , para cualquier i = 1, . . . , q . Esto significa que la proyeccio´n sobre el eje horizontal
del Pol´ıgono de Newton de F̂ (λ, ²) tiene longitud ai. En consecuencia, hay exactamente
ai desarrollos en torno a λi.
Finalmente, no´tese que, por definicio´n de multiplicidad del punto cr´ıtico de primera
especie, se tiene
κ+ a1 + . . .+ aq = n ,
es decir: los desarrollos de i) y ii) son los n desarrollos del Teorema 3.2.1.
¥
Ejemplo 3.2.6 El polinomio del Ejemplo 3.1.1
F (λ, ²) = 4λ9²3 + 5λ7²2 + λ6(1 + ²)− λ4 − 5λ3(²2 + 2²3) + 9λ2(²2 − ²5) + 6λ²4 + ²6 ,
satisface
F (λ, 0) = λ4(λ2 − 1) .
Por tanto, habra´
Cuatro desarrollos en torno a 0,
un desarrollo en torno a 1,
un desarrollo en torno a −1,
tres desarrollos en torno a infinito.
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Por el Pol´ıgono de Newton de F (λ, ²) sabemos que los desarrollos en torno a 0 tienen
grados respectivos 2, 2, 1 y 1. Adema´s, los coeficientes directores de los dos primeros son
las soluciones, a, de la ecuacio´n
9a2 + 6a+ 1 = 0 ,
mientras que los de los dos u´ltimos son las soluciones de
−a2 + 9 = 0 .
Por lo tanto:
λ1(²) = −13²2 + o(²2)
λ2(²) = −13²2 + o(²2)
λ3(²) = 3²+ o(²)
λ4(²) = −3²+ o(²) .
Para hallar el orden del desarrollo en torno a 1 consideramos el polinomio
F̂ (λ, ²) = F (λ+ 1, ²) = 4λ9²3 + 36λ8²3 + λ7(5²2 + 144²3) + λ6(1 + ²+ 35²2 + 336²3)+
+λ5(6+6²+105²2+504²3)+λ4(14+15²+175²2+504²3)+λ3(16+20²+170²2+326²3)+
+λ2(9+15²+99²2+114²3−9²5)+λ(2+6²+38²2+6²3+6²4−18²5)+²+9²2−6²3+6²4−9²5+²6
y su Pol´ıgono de Newton:
t
t
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lo que indica que hay un desarrollo en torno a 1 de orden 1 cuyo coeficiente director es la
ra´ız de la ecuacio´n:
2a+ 1 = 0 .
As´ı pues:
λ5(²) = 1− 1
2
²+ o(²) .
Procediendo de igual forma con la ra´ız −1, llegaremos a un desarrollo:
λ6(²) = −1 + 1
2
²+ o(²) .
Por u´ltimo, hay un punto cr´ıtico de multiplicidad 3 en ² = 0 , lo que significa que
hay tres desarrollos que se van a infinito. Dichos puntos corresponden a un segmento de
pendiente 1. Por otra parte, los coeficientes directores son las ra´ıces de la ecuacio´n
8a3 + 1 = 0.
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Por lo tanto, los tres desarrollos que tienden a infinito son de la forma:
λ7(²) = − 13√2²−1 + o(²−1)
λ8(²) = − ζ3√2²−1 + o(²−1)
λ9(²) = − ζ23√2²−1 + o(²−1)
,
donde ζ es una raiz cu´bica compleja de la unidad. ¤
Aunque nosotros hemos tratado u´nicamente el caso en que la funcio´n (3.1) es un
polinomio en λ y ², es frecuente encontrar en la literatura el caso, ma´s general, en que es
una serie anal´ıtica en ambas variables [46]:
∞∑
k=0
Fk(²)λ
k .
En el siguiente Cap´ıtulo, nos encontraremos con un caso particular del anterior. Concre-
tamente, con una expresio´n de la forma
F˜ (λ, ²) =
n∑
k=0
f˜k(λ)²
k ,
con F˜ (0, 0) = 0 , donde f˜k(λ) = fk(λ)δ
−1(λ) , siendo fk(λ), para k = 0, . . . , n , un
polinomio en λ, y δ(λ) un polinomio en λ tal que δ(0) 6= 0. Si denotamos F (λ, ²) =∑n
k=0 fk(λ)²
k , es evidente que F (λ, ²) puede expresarse en la forma
∑m
k=0 Fk(²)λ
k , para
ciertos polinomios en ², Fk(²), y, adema´s, si λ(²) es una funcio´n continua de ² con λ(0) = 0 ,
puesto que δ(0) 6= 0 , en un entorno de ² = 0 se tiene que
F (λ(²), ²) ≡ 0⇔ F˜ (λ(²), ²) ≡ 0 .
Por otro lado, el Pol´ıgono de Newton de F˜ (λ, ²) se puede definir de igual manera a como
se ha hecho para F (λ, ²), es decir: como el borde inferior de la envolvente convexa de la
nube de puntos de F˜ (λ, ²), donde un punto (α, β) forma parte de la nube si y so´lo si λα²β
tiene coeficiente no nulo en F˜ (λ, ²). A partir de la definicio´n de F˜ (λ, ²), es evidente que
las partes izquierdas (es decir: las de pendiente negativa) de los Pol´ıgonos de Newton de
F˜ (λ, ²) y de F (λ, ²) coinciden. Esto significa que los desarrollos, λ(²), en torno a ² = 0
de la ecuacio´n F˜ (λ, ²) = 0 para los que λ(0) = 0 coinciden con los desarrollos en torno a
² = 0 de la ecuacio´n polino´mica F (λ, ²) = 0 y se pueden obtener usando el Pol´ıgono de
Newton. As´ı pues, no habra´ inconveniente en aplicar la te´cnica del Pol´ıgono de Newton
para funciones del tipo F˜ (λ, ²).
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Cap´ıtulo 4
Teor´ıa espectral de primer orden en
perturbaciones de haces singulares
cuadrados
4.1. Introduccio´n
Es bien sabido que la mayor´ıa de los haces matriciales singulares, cuadrados o rec-
tangulares, no tienen autovalores (ve´ase [11, Section 7] y tambie´n la Seccio´n 7.3 de esta
memoria). A pesar de ello, cuando existen, los autovalores de haces matriciales singulares
tienen un papel importante en un buen nu´mero de aplicaciones como, por ejemplo, las
ecuaciones algebraico-diferenciales [93] y la teor´ıa de control [80]. En particular, los auto-
valores de ciertos haces singulares son los modos no controlables y no observables de los
sistemas lineales invariantes en el tiempo [13].
En [94] se puso de manifiesto que los autovalores de los haces matriciales singulares
son funciones discontinuas de las entradas de las matrices de coeficientes. Por ejemplo, el
haz
A0 + λA1 =
[
λ 0
0 0
]
tiene un u´nico autovalor igual a 0. En cambio, el haz perturbado
Â0+λÂ1 =
[
λ 0
0 0
]
+²
([
6 −3
−10 0
]
+ λ
[
0 1
1 0
])
=
[
λ+ 6 ² ²(λ− 3)
²(λ− 10) 0
]
, (4.1)
satisface det(Â0 + λÂ1) = −²2 (λ − 3)(λ − 10), y, por lo tanto, es regular y tiene dos
autovalores, 3 y 10, para cualquier ² 6= 0. No´tese que si el ejemplo anterior se modifica
reemplazando −3 y −10 por cualquier par de nu´meros −a y −b, entonces los autovalores
de Â0 + λÂ1 son a y b. As´ı pues, perturbaciones arbitrariamente pequen˜as pueden situar
los autovalores en cualquier punto del plano complejo. La situacio´n es incluso peor en el
caso de haces rectangulares. Por ejemplo, el haz
A0 + λA1 =
[
λ 0 0
0 0 0
]
tiene de nuevo un solo autovalor λ0 = 0, pero el haz perturbado
Â0 + λÂ1 =
[
λ 0 0
0 0 0
]
+ ²
[
1 2 + λ 3
4 5 6
]
(4.2)
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no tiene autovalores para ² 6= 1/2 (y ² no nulo), ya que, en este caso, rg (Â0 + λ0Â1) =
rg (Â0 + λÂ1) = 2 para cualquier nu´mero complejo λ0 (inclu´ıdo el infinito).
Los anteriores ejemplos muestran que existen perturbaciones arbitrariamente pequen˜as
que pueden cambiar o destruir completamente los autovalores y la estructura espectral
de un haz singular. Esto significa que no podemos esperar una teor´ıa de perturbacio´n de
autovalores razonable para perturbaciones arbitrarias de un haz singular, y que, por tanto,
habremos de restringir el conjunto de perturbaciones admisibles antes de desarrollar tal
teor´ıa. En este contexto, los casos de haces cuadrados y rectangulares son muy diferentes
entre s´ı, porque, dado un haz singular cuadrado A0 + λA1, casi todas las perturbaciones
pequen˜as convierten al haz perturbado en regular y, adema´s, algunos de los autovalores
del haz perturbado esta´n muy pro´ximos a los autovalores de A0 + λA1, en el caso de
que este haz tenga autovalores. Este hecho fue observado en [94]. Por lo tanto, para
un haz cuadrado singular que tiene autovalores, es esperable que se pueda desarrollar
una teor´ıa de perturbacio´n de autovalores para casi todas las perturbaciones pequen˜as.
La situacio´n en el caso de haces rectangulares es justamente la contraria, porque, dado
un haz rectangular, casi todas las perturbaciones pequen˜as producen un haz que no tiene
autovalores. La razo´n es que, gene´ricamente, los haces rectangulares no tienen autovalores
[11, Cor. 7.1]. Por lo tanto, una teor´ıa de perturbaciones para un haz rectangular que tiene
autovalores es posible so´lo para perturbaciones muy especiales que forman parte de una
variedad particular en el conjunto de haces matriciales. Como consecuencia de la anterior
discusio´n, el estudio de la variacio´n de los autovalores de un haz singular para casi todas
las perturbaciones pequen˜as so´lo tiene sentido si los haces son cuadrados.
El principal objetivo de este cap´ıtulo es, dado un haz matricial complejo cuadrado
singular H(λ) = A0+λA1 que tiene autovalores, encontrar condiciones suficientes sobre el
hazM(λ) = B0+λB1 que permitan desarrollar una teor´ıa de perturbacio´n de autovalores
de primer orden para los autovalores de
H(λ) + ²M(λ), (4.3)
en te´rminos del para´metro ², y, asimismo, desarrollar esta teor´ıa de perturbacio´n de primer
orden. Estas condiciones suficientes sobre M(λ) = B0 + λB1 implicara´n que el haz (4.3)
es regular para todo ² 6= 0 suficientemente pequen˜o, y son gene´ricas, es decir, se cumplen
para todos los haces salvo aquellos que se encuentran en una variedad algebraica de
codimensio´n mayor que cero. Esto implica que se cumplen para todos los haces excepto
aquellos que esta´n en una subvariedad propia en el conjunto de haces matriciales. Bajo
estas condiciones gene´ricas, obtendremos desarrollos de primer orden para aquellos auto-
valores de (4.3) cuyo l´ımite, cuando ² tiende a cero, es un autovalor del haz no perturbado
H(λ). Haremos esto tanto para autovalores simples como para autovalores mu´ltiples. Los
resultados que presentamos se encuentran en [19] y, por lo que sabemos, es la primera vez
que se obtienen desarrollos de primer orden de autovalores para perturbaciones de haces
matriciales singulares. Merece la pena destacar que estos desarrollos siguen siendo va´lidos
cuando H(λ) es regular, y los que obtendremos en este caso para autovalores mu´ltiples
en te´rminos de la forma cano´nica de Weierstrass son tambie´n novedosos.
Con mayor precisio´n, sea λ0 un autovalor finito de H(λ) con divisores elementales
(λ − λ0)m1 , . . . , (λ − λ0)mg , o, equivalentemente, con bloques de Jordan de dimensiones
m1, . . . ,mg en la forma cano´nica de Kronecker de H(λ). En esta situacio´n, demostraremos
que, gene´ricamente, hay m1 + . . .+mg autovalores de H(λ) + ²M(λ) con desarrollos
λ(²) = λ0 + c ²
1/p + o(²1/p), (4.4)
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y que, para m1 de estos desarrollos se tiene que p = m1, para m2 de estos desarrollos
p = m2, y as´ı sucesivamente hasta llegar a que p = mg para otros mg desarrollos. Adema´s,
encontraremos expresiones expl´ıcitas para los coeficientes directores, c, de estos desarrollos
(4.4). No´tese que los exponentes gene´ricos de los desarrollos esta´n determinados por los
grados de los divisores elementales de λ0 del mismo modo que en el caso regular [46]. En
particular, si el autovalor λ0 es simple, entonces p = 1 y se puede escribir λ(²) = λ0+c ²+
O(²2), porque en este caso λ(²) es una serie de potencias en ², convergente en un entorno
de ² = 0. Todas las series en (4.4) son convergentes para ² suficientemente pequen˜o, y
cuando contienen exponentes fraccionarios son llamadas desarrollos de Puiseux.
Demostraremos que los coeficientes, c, de los desarrollos (4.4) esta´n determinados
por M(λ0) y por ciertas bases de los espacios nulos derecho e izquierdo de la matriz
H(λ0). En el caso de autovalores mu´ltiples estas bases tienen que estar cuidadosamente
seleccionadas y normalizadas de un modo no trivial. Esta dificultad no esta´ relacionada
con el hecho de que H(λ) es singular, y aparece tambie´n en la teor´ıa de perturbaciones
de autovalores mu´ltiples de matrices y de haces regulares [90, 47, 46, 51]. En cambio, en
el caso ma´s frecuente de que λ0 sea un autovalor simple, la normalizacio´n no es necesaria,
cualesquiera bases pueden ser utilizadas, y los resultados adoptan una forma ma´s sencilla:
si denotamos porW (respectivamente, Z) una matriz cuyas columnas forman una base del
espacio nulo izquierdo (resp., derecho) de H(λ0), entonces el haz W
TM(λ0)Z + ζW
TA1Z
es gene´ricamente regular y tiene so´lo un autovalor finito. Si este autovalor se denota por
ξ, existe un u´nico autovalor de H(λ) + ²M(λ) tal que
λ(²) = λ0 + ξ ²+O(²
2),
cuando ² tiende a cero. Debe sen˜alarse que en el caso simple las condiciones gene´ricas
son, precisamente, que el haz W TM(λ0)Z+ ζW
TA1Z es regular y tiene so´lo un autovalor
finito. Si H(λ) es regular entonces W TM(λ0)Z + ζW
TA1Z es 1× 1, y es regular con so´lo
un autovalor finito para cualquier perturbacio´n M(λ). As´ı pues, en el caso regular,
ξ = −W
TM(λ0)Z
W TA1Z
,
lo que permite recuperar un resultado bien conocido (ve´ase, por ejemplo, [69, Th. VI.2.2]).
No es posible desarrollar una teor´ıa gene´rica de perturbaciones de autovectores, porque
los autovectores no esta´n definidos para haces singulares, ni siquiera para autovalores sim-
ples (ve´ase la Introduccio´n a esta memoria). El concepto correcto que usaremos en haces
singulares es el de subespacio reductor [81] que hemos discutido en la Seccio´n 2.6. Tenien-
do en cuenta que el haz perturbado (4.3) es gene´ricamente regular, no tiene subespacios
reductores y, por tanto, tampoco es posible una teor´ıa gene´rica de perturbaciones para
subespacios reductores. En cambio, cuando (4.3) es regular, sus autovectores esta´n per-
fectamente definidos, y es natural preguntarse co´mo esta´n relacionados estos autovectores
con determinadas propiedades del haz no perturbado H(λ) cuando ² tiende a cero. Con-
testaremos a esta pregunta describiendo el vector al que se aproximan dichos autovectores.
Como afirman Stewart y Sun [69, Preface], el ana´lisis de perturbaciones puede dar
lugar a desarrollos o a cotas de dichas perturbaciones. Como ya hemos mencionado, el
trabajo que presentamos en este cap´ıtulo se centra en lo primero, y esta´ en la l´ınea de una
serie de trabajos previos, en los que se han tratado tanto perturbaciones uniparame´tricas
como perturbaciones multiparame´tricas. Por un lado, la teor´ıa de perturbaciones uni-
parame´tricas de matrices (o, ma´s en general, operadores) ha sido tratada en profundidad
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en [4, 38, 58]. El te´rmino de primer orden de los desarrollos de los autovalores fue descrito
por Lancaster [40] para autovalores simples y por Lidskii [47] para autovalores mu´ltiples
(en particular, defectivos) a partir del trabajo de Vishik y Lyusternik [90]. Los resultados
de este u´ltimo trabajo fueron posteriormente reformulados en [51] utilizando la te´cnica
del diagrama de Newton. Por otra parte, las perturbaciones de haces matriciales regulares
han sido tratadas en una serie de art´ıculos posteriores. Stewart obtuvo en [67] el te´rmino
de primer orden para perturbaciones de autovalores simples. El problema, ma´s general, de
perturbaciones de matrices anal´ıticas (regulares) ha sido tratado por Langer y Najman en
[45] y [46], donde se describe el te´rmino de primer orden de los desarrollos de autovalores
mu´ltiples (en particular, defectivos). En cuanto a las perturbaciones multiparame´tricas,
el caso de autovalores semisimples ha sido el ma´s tratado. En este caso, los desarrollos
son anal´ıticos, y el problema de primer orden equivale al problema de hallar las derivadas
(parciales) de los autovalores. Sun ha estudiado las perturbaciones de matrices en [72] y de
haces matriciales en [74]. Tambie´n se ha estudiado el caso semisimple para perturbaciones
de haces matriciales en [96] y de matrices anal´ıticas en [42]. Por u´ltimo, el caso de auto-
valores arbitrarios (defectivos o no) ha sido tratado por Chu en [7] para perturbaciones
de matrices.
La teor´ıa de perturbacio´n de autovalores de haces singulares se ha estudiado en una
serie de trabajos previos. Sun [71, 73] considera haces singulares A0+λA1 de taman˜o n×n
que son estrictamente equivalentes a haces diagonales y de modo que rg (A0+λA1) = n−1,
y obtiene cotas finitas de perturbaciones de tipo Gerschgorin, Hoffman-Wielandt y Bauer-
Fike en sentido probabil´ıstico, es decir, suponiendo que los haces perturbadores satisfacen
cierta distribucio´n aleatoria. As´ı, los haces perturbadores se pueden considerar gene´ricos.
Comparados con los resultados de [71, 73], los desarrollos que presentamos en esta memoria
no presuponen ninguna estructura especial sobre el haz de partida, y no son de naturaleza
probabil´ıstica, sino que son, como ya hemos mencionado, resultados de primer orden.
Demmel y K˚agstro¨m [12] han estudiado permutaciones no gene´ricas muy espec´ıficas
de haces singulares cuadrados y rectangulares, y han obtenido cotas para la variacio´n de
los autovalores y los subespacios reductores. Estas perturbaciones particulares son muy
u´tiles para acotar los errores en los algoritmos que calculan la forma generalizada de
Schur (GUPTRI) de haces singulares [79, 14, 15]. Finalmente, Stewart [68], considera so´lo
haces rectangulares y perturbaciones no gene´ricas espec´ıficas que pueden aparecer en la
pra´ctica.
Un planteamiento comu´n en la teor´ıa de haces singulares [12, 68, 71, 73] es que el
problema original se reduce a un problema de perturbacio´n de autovalores de una haz
regular usando el hecho de que las perturbaciones que se consideran tienen propiedades
espec´ıficas. Nosotros seguiremos tambie´n este enfoque utilizando la forma cano´nica local
de Smith de polinomios matriciales [26, 28] para transformar el problema original de
perturbacio´n de un haz singular en un problema regular de perturbaciones. Una vez
hecho esto, aplicaremos la teor´ıa de perturbaciones para problemas regulares desarrollada
en [46]. Adema´s, llevaremos a cabo un considerable trabajo algebraico para presentar los
desarrollos de perturbaciones en te´rminos de magnitudes espectrales intr´ınsecas de los
haces singulares, esto es, espacios nulos asociados con autovalores, espacios reductores y
la forma cano´nica de Kronecker.
El cap´ıtulo esta´ organizado de la siguiente manera: en la Seccio´n 4.2 recuperamos, de
secciones anteriores, la notacio´n que vamos a utilizar y la adaptamos a las necesidades
de este cap´ıtulo. Asimismo, identificamos las bases de los espacios nulos de H(λ0) que
contienen la informacio´n necesaria para obtener los desarrollos de Puiseux (4.4). En la
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Seccio´n 4.3, presentamos condiciones de genericidad suficientes para la existencia de una
teor´ıa de primer orden de perturbacio´n de autovalores de haces singulares, y mostramos
co´mo transformar este problema de perturbaciones en uno regular. En la Seccio´n 4.4,
establecemos una conexio´n entre la forma local de Smith y la forma de Kronecker de haces.
La Seccio´n 4.5 presenta los desarrollos de autovalores que hemos anunciado: el Teorema
4.5.3 para autovalores finitos mu´ltiples, el Corolario 4.5.5 para el autovalor infinito, y
en el Teorema 4.5.6 el resultado, libre de normalizaciones, para los autovalores simples.
Finalmente, en la Seccio´n 4.6 estudiamos los autovectores del haz perturbado.
4.2. Preliminares
Dado un autovalor finito λ0 del haz singular H(λ) = A0 + λA1 de taman˜o n × n, los
subespacios nulos izquierdo y derecho de H(λ0) sera´n esenciales en la teor´ıa de pertur-
bacio´n de autovalores, como lo son en el caso de haces regulares. Denotaremos a estos
subespacios, respectivamente, por NT (H(λ0)) y N (H(λ0)). Tambie´n sera´ necesario con-
siderar las intersecciones de estos subespacios con los subespacios reductores minimales, es
decir (recue´rdese la notacio´n introducida en §2.5),NT (H(λ0))∩RT yN (H(λ0))∩R. Para
este fin, agruparemos las columnas de la matriz X que da paso a la forma de Kronecker
(2.5) en bloques correspondientes a los bloques de KH(λ) como sigue
X = [Xλ0 | X̂ |X∞ |Xε1| . . . |Xεd |Xη1 | . . . |Xηd ], (4.5)
y las de Y como
Y = [Yλ0 | Ŷ |Y∞ |Yε1| . . . |Yεd |Yη1 | . . . |Yηd ]. (4.6)
As´ı, por ejemplo, Y Tεi H(λ)Xεi = Lεi(λ) e Y
T
ηj
H(λ)Xηj = L
T
ηj
(λ). A partir de estas parti-
ciones, definimos los vectores polino´micos
pii(λ) ≡ Yηi

1
λ
...
ληi
 , ψi(λ) ≡ Xεi

1
λ
...
λεi
 , i = 1, . . . , d. (4.7)
Estos vectores polino´micos satisfacen ciertas propiedades que se recogen en el Lema
4.2.1. La definicio´n de base minimal, que hemos introducido en §2.5, sera´ empleada u´nica-
mente para demostrar el segundo apartado del Lema 4.2.2.
Lema 4.2.1 Sean {pi1(λ), . . . , pid(λ)} y {ψ1(λ), . . . , ψd(λ)}, respectivamente, los vectores
polino´micos definidos en (4.7). Entonces
1. Si el nu´mero µ no es un autovalor del haz cuadrado singular H(λ), entonces los
conjuntos {pi1(µ), . . . , pid(µ)} y {ψ1(µ), . . . , ψd(µ)} son, respectivamente, bases de
los espacios nulos izquierdo y derecho de la matriz H(µ). Adema´s, estos espacios
nulos son, respectivamente, subconjuntos de RT y R.
2. Si el nu´mero λ0 es un autovalor del haz cuadrado singular H(λ), entonces los con-
juntos {pi1(λ0), . . . , pid(λ0)} y {ψ1(λ0), . . . , ψd(λ0)} son, respectivamente, bases de
NT (H(λ0)) ∩RT y N (H(λ0)) ∩R.
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3. Los conjuntos {pi1(λ), . . . , pid(λ)} y {ψ1(λ), . . . , ψd(λ)} son, respectivamente, bases
minimales del espacio singular izquierdo y derecho (sobre el cuerpo de las funciones
racionales en λ) del polinomio matricial H(λ).
Demostracio´n. Los primeros dos apartados se siguen trivialmente de (2.5). Para el
tercero: es fa´cil demostrar que los conjuntos que se consideran son bases. El hecho de que
son minimales es una simple consecuencia de la teor´ıa de haces singulares, ve´ase el Lema
2.5.3.
Los subespacios considerados en el Lema 4.2.1 admiten muchas otras bases. El Lema
4.2.2 muestra algunas otras que aparecera´n en las siguientes secciones. Antes de enunciarlo,
queremos hacer constar que, por abuso de lenguaje, de aqu´ı en adelante haremos referencia
en algunas ocasiones a que un determinado conjunto de filas es una base del espacio nulo
de una matriz A (o de un subespacio de este espacio nulo) o de un haz H(λ). Con esto
queremos decir que estamos considerando, impl´ıcitamente, el producto “a la izquierda”,
yTA , en lugar del producto “a la derecha”, ATy.
Lema 4.2.2 Sea H(λ) un haz singular n×n con forma de Smith dada por (2.8). Recorde-
mos que d = n− r. Entonces
1. Si el nu´mero µ no es un autovalor de H(λ) las u´ltimas d filas de P (µ) y las u´ltimas
d columnas de Q(µ) son, respectivamente, bases de los espacios nulos izquierdo y
derecho de la matriz H(µ).
2. Si el nu´mero λ0 es un autovalor de H(λ), las u´ltimas d filas de P (λ0) y las u´ltimas d
columnas de Q(λ0) son, respectivamente, bases de NT (H(λ0))∩RT y N (H(λ0))∩R.
3. Las u´ltimas d filas de P (λ) y las u´ltimas d columnas de Q(λ) son, respectivamente,
bases del espacio nulo izquierdo y derecho (sobre el cuerpo de funciones racionales
en λ) del polinomio matricial H(λ).
Demostracio´n. Los polinomios matriciales P (λ) y Q(λ) tienen determinante constan-
te no nulo luego, para cualquier nu´mero µ las filas y columnas de las matrices constantes
P (µ) y Q(µ) son linealmente independientes. El primer apartado se sigue directamente de
combinar este hecho con la igualdad (2.8). El tercer apartado es trivial. Para demostrar el
segundo apartado, necesitamos trabajar un poco ma´s. So´lo demostraremos el enunciado
para las u´ltimas d columnas de Q(λ0), pues el resultado para las filas de P (λ0) es similar.
Por el apartado 3 y el Lema 4.2.1, las u´ltimas d columnas de Q(λ) son combinaciones
lineales de {ψ1(λ), . . . , ψd(λ)} con coeficientes polino´micos, porque {ψ1(λ), . . . , ψd(λ)} es
una base minimal del espacio nulo derecho de H(λ) [24, p. 495]. Si estas combinaciones
lineales se particularizan para λ = λ0, obtenemos que las u´ltimas d columnas de Q(λ0) son
combinaciones lineales de {ψ1(λ0), . . . , ψd(λ0)}. Como ambos conjuntos son linealmente
independientes, generan el mismo subespacio de Cn.
No´tese que, para cualquier autovalor λ0 de H(λ), se sigue de (2.5) o (2.8) que
dimNT (H(λ0)) = dimN (H(λ0)) = d+ g, (4.8)
donde g es la multiplicidad geome´trica de λ0, es decir, el nu´mero de bloques de Jordan
asociados con λ0 en la FCK de H(λ). Hasta el momento, solamente hemos determinado
las bases de NT (H(λ0)) ∩ RT y N (H(λ0)) ∩ R. Ahora completamos estas bases para
conseguir bases de los subespacios NT (H(λ0)) y N (H(λ0)). Es esencial destacar que
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cualquier base de NT (H(λ0)) ∩ RT y N (H(λ0)) ∩ R se puede utilizar en los desarrollos
de perturbaciones que presentamos, pero para los autovalores mu´ltiples se deben an˜adir
unos vectores muy particulares para conseguir las bases de NT (H(λ0)) y N (H(λ0)) que
necesitamos. Estos vectores esta´n relacionados con la FCK de H(λ) (2.5), y son descritos
en el resto de esta seccio´n.
Vamos a especificar un poco ma´s la estructura espectral asociada con el autovalor
finito λ0 en la FCK (2.5) del haz singular H(λ). La notacio´n que emplearemos volvera´ a
aparecer en la Seccio´n 5.4. Sea la matriz Jλ0 de la forma
Jλ0 = diag (J
1
n1
(λ0), . . . , J
r1
n1
(λ0), . . . , J
1
nq(λ0), . . . , J
rq
nq(λ0)), (4.9)
donde, para cada i = 1, . . . , q, las matrices Jkni(λ0), k = 1, . . . , ri , son bloques de Jor-
dan de dimensio´n ni × ni asociados con λ0. Suponemos los bloques de Jordan, Jkni(λ0) ,
ordenados de manera que
n1 < n2 < ... < nq. (4.10)
Como se ha mencionado en §2.4, las dimensiones ni son las multiplicidades parciales de
λ0, y nos referiremos a la particio´n (4.9) como la estructura espectral de λ0 en H(λ).
Sea a la multiplicidad algebraica de λ0 y sean Yλ0 (resp. Xλ0) las matrices que aparecen
en (4.6) (resp. (4.5)), es decir, la matriz cuyas columnas son las primeras a columnas de
la matriz Y (resp. X) de (2.5), y particionemos
Yλ0 =
 Y 1n1 . . . Y r1n1 . . . Y 1nq . . . Y rqnq
 ,
Xλ0 =
 X1n1 . . . Xr1n1 . . . X1nq . . . Xrqnq
 , (4.11)
de manera conforme con (4.9). Denotaremos por xki a la primera columna de X
k
ni
, y por
yki a la u´ltima columna de Y
k
ni
. Con esta eleccio´n, cada xki es un elemento de N (H(λ0))
pero no un elemento de R, y cada yki es un elemento de NT (H(λ0)) pero no un elemento
de RT . Ahora, para cada i = 1, . . . , q constru´ımos las matrices
Li =
[
y1i . . . y
ri
i
]
, Ri =
[
x1i . . . x
ri
i
]
y
Wi =
[
Li . . . Lq
]
, Zi =
[
Ri . . . Rq
]
. (4.12)
En esta situacio´n, las dos cantidades
a =
q∑
i=1
rini, g =
q∑
i=1
ri,
son, respectivamente, la multiplicidad algebraica y geome´trica de λ0. Finalmente, para
cada j = 1, . . . , q, definimos
fj =
q∑
i=j
ri , fq+1 = 0 (4.13)
luego, tanto Wi como Zi son matrices de taman˜o n× fi. En particular, f1 = g.
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Si H(λ) es regular, las matrices W1 y Z1 contienen, respectivamente, bases de los
autovectores izquierdos y derechos asociados con λ0, es decir, bases de los espacios nulos
izquierdo y derecho de H(λ0). Cuando H(λ) es singular, necesitamos an˜adir a W1 y Z1,
respectivamente, bases de NT (H(λ0)) ∩ RT y N (H(λ0)) ∩ R para obtener las bases de
NT (H(λ0)) y N (H(λ0)) que necesitamos.
4.3. Existencia de desarrollos
Esta seccio´n esta´ dedicada a caracterizar las perturbaciones gene´ricas, M(λ) = B0 +
λB1, para las que todos los autovalores del haz perturbado (4.3) son series de potencias
en ² (eventualmente con exponentes racionales), y tal que tomando los l´ımites de estas
series cuando ² tiende a cero se obtienen todos los autovalores, finitos o infinitos, del haz
cuadrado singular H(λ) = A0 + λA1, junto a ciertos nu´meros (o infinitos) que quedan
determinados por M(λ) y no son autovalores de H(λ). En el proceso, mostraremos co´mo
transformar el problema original de perturbacio´n del haz singular H(λ) en un problema
de perturbacio´n regular.
La forma cano´nica de Smith (2.8) sera´ fundamental en esta seccio´n. En aras de la
simplicidad, expresaremos (2.8) en bloques como
P (λ)H(λ)Q(λ) ≡
[
P1(λ)
P2(λ)
]
H(λ) [Q1(λ)Q2(λ)] ≡
[
DS(λ) 0
0 0d×d
]
, (4.14)
donde DS(λ) = diag (h1(λ), . . . , hr(λ)), y las dimensiones de P1(λ) y Q1(λ) se toman de
acuerdo a esta particio´n. Veremos que las condiciones gene´ricas sobre las perturbaciones
esta´n relacionadas con los bloques de la matriz (4.14). El siguiente lema expresa de varias
formas equivalentes estas condiciones.
Lema 4.3.1 Sea H(λ) = A0 + λA1 un haz singular n× n con forma cano´nica de Smith
dada por (4.14), y M(λ) = B0+λB1 otro haz n×n. Entonces las siguientes afirmaciones
son equivalentes
1. det(P2(λ)M(λ)Q2(λ) ) 6≡ 0.
2. Existe un nu´mero µ, que no es un autovalor de H(λ), y tal que
det( P˜2M(µ) Q˜2 ) 6= 0,
para cualquier par de matrices P˜2 ∈ Cd×n y Q˜2 ∈ Cn×d cuyas filas y columnas,
respectivamente, son bases de NT (H(µ)) y N (H(µ)).
3. Existe un nu´mero µ, que no es autovalor de A1 + λA0, y tal que
det( P˜2 (B1 + µB0) Q˜2 ) 6= 0,
para cualquier par de matrices P˜2 ∈ Cd×n y Q˜2 ∈ Cn×d cuyas filas y columnas,
respectivamente, son bases de NT (A1 + µA0) y N (A1 + µA0).
Demostracio´n. No´tese que p(λ) = det(P2(λ)M(λ)Q2(λ) ) es un polinomio en λ, por
lo que sera´ el polinomio nulo si y so´lo si p(µ) = 0 para cualquier µ. No´tese tambie´n que
p(µ) 6= 0 para algu´n µ si y so´lo si p(µ) 6= 0 para algu´n µ que no es un autovalor de
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H(λ). Por tanto, la primera afirmacio´n es equivalente a la existencia de un valor µ que
no es autovalor de H(λ) y tal que det(P2(µ)M(µ)Q2(µ) ) 6= 0, y la equivalencia con la
segunda afirmacio´n se sigue del Lema 4.2.2, porque Q˜2 = Q2(µ)S y P˜2 = T P2(µ) con S
y T ciertas matrices invertibles. La equivalencia entre la segunda y la tercera afirmacio´n
se sigue de los hechos de que µ se puede tomar distinto de cero, que los espacios nulos de
A0 + µA1 y de (1/µ)A0 + A1 son iguales, y que P˜2 (B0 + µB1) Q˜2 es regular si y so´lo si
P˜2 ((1/µ)B0 +B1) Q˜2 es regular.
Observemos que, si tanto el haz H(λ) como las matrices P (λ) y Q(λ) de (4.14) esta´n
fijados, entonces
det(P2(λ)M(λ)Q2(λ) ) 6≡ 0
es una condicio´n gene´rica sobre el conjunto de haces perturbadores B0 + λB1, porque no
se cumple u´nicamente en la variedad algebraica definida igualando a cero todos los coe-
ficientes del polinomio p(λ) = det(P2(λ)M(λ)Q2(λ) ). Estos coeficientes son polinomios
multivariables en las entradas de B0 y B1. No´tese tambie´n que el tercer apartado del
Lema 4.3.1 significa que la condicio´n se cumple simulta´neamente para los haces duales.
El Teorema 4.3.2 traduce el problema original de perturbacio´n de autovalores de un
haz singular (4.3) en un problema regular de perturbacio´n de las ra´ıces de un cierto poli-
nomio. Combinando este hecho con algunos resultados cla´sicos de la Teor´ıa de Funciones
Algebraicas (ve´ase, por ejemplo, [32, Ch. 12]) se obtienen las siguientes conclusiones.
Teorema 4.3.2 Sea H(λ) un haz singular n× n con forma cano´nica de Smith dada por
(4.14), y M(λ) otro haz n× n tal que det(P2(λ)M(λ)Q2(λ) ) 6≡ 0. Entonces
1. Existe una constante b > 0 tal que el haz H(λ) + ²M(λ) es regular siempre que
0 < |²| < b.
2. Para 0 < |²| < b los autovalores finitos de H(λ) + ²M(λ) son las ra´ıces de un
polinomio en λ, p²(λ), cuyos coeficientes son polinomios en ². Adema´s, cuando ² = 0,
p0(λ) = det(DS(λ) ) det(P2(λ)M(λ)Q2(λ) ). (4.15)
3. Sea ² tal que 0 < |²| < b, entonces los n autovalores1, {λ1(²), . . . , λn(²)}, de H(λ) +
²M(λ) pueden desarrollarse en series de potencias (fraccionarias) de ². Adema´s,
algunas de estas series pueden contener te´rminos con exponentes negativos y tienden
a∞ cuando ² tiende a cero. El resto de las series convergen en un entorno de ² = 0.
4. Si los autovalores finitos de H(λ) son {µ1, . . . , µk}, donde los elementos comunes
se repiten de acuerdo a su multiplicidad algebraica, entonces existe un subconjunto
{λi1(²), . . . , λik(²)} tal que
l´ım
²→0
λij(²) = µj j = 1, . . . , k.
5. Si el haz H(λ) tiene un autovalor infinito con multiplicidad algebraica p, entonces
existe un subconjunto {λl1(²), . . . , λlp(²)} tal que
l´ım
²→0
λlj(²) =∞ j = 1, . . . , p.
1Es bien sabido que cualquier haz regular n × n tiene exactamente n autovalores, si se cuentan los
finitos e infinitos [69, Ch. VI].
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Demostracio´n. Particionemos el producto P (λ)M(λ)Q(λ) conforme con (4.14) en
la forma
P (λ)M(λ)Q(λ) =
[
B11(λ) B12(λ)
B21(λ) B22(λ)
]
.
Esto significa que B22(λ) = P2(λ)M(λ)Q2(λ). Entonces
det(H(λ) + ²M(λ) ) = C det
[
DS(λ) + ²B11(λ) ²B12(λ)
²B21(λ) ²B22(λ)
]
,
donde C es la constante no nula C = 1/ det(P (λ)Q(λ)). Entonces
det(H(λ) + ²M(λ) ) = C ²d det
[
DS(λ) + ²B11(λ) B12(λ)
²B21(λ) B22(λ)
]
.
Definamos el polinomio en λ cuyos coeficientes son polinomios en ²
p²(λ) ≡ det
[
DS(λ) + ²B11(λ) B12(λ)
²B21(λ) B22(λ)
]
,
para escribir
det(H(λ) + ²M(λ) ) = C ²d p²(λ). (4.16)
Es obvio que cuando ² = 0
p0(λ) = det(DS(λ) ) det(B22(λ) ). (4.17)
Sabemos que det(DS(λ) ) 6≡ 0, y, por lo tanto, det(B22(λ) ) 6≡ 0 implica que H(λ) +
²M(λ) es regular en un disco punteado 0 < |²| < b. Esto es obvio por continuidad: si
det(DS(µ) ) · det(B22(µ) ) 6= 0 para algu´n nu´mero fijo µ, entonces p²(µ) 6= 0 para ²
suficientemente pequen˜o, porque p²(µ) es una funcio´n continua de ². Adema´s, siempre
que 0 < |²| < b, la ecuacio´n (4.16) implica que z es un autovalor finito de H(λ) + ²M(λ)
si y so´lo si p²(z) = 0. Luego, el primer y segundo apartados del Teorema 4.3.2 quedan
demostrados.
No´tese que hemos reducido el problema original de perturbacio´n de autovalores al
estudio de la variacio´n de las ra´ıces del polinomio p²(λ) cuando ² tiende a cero. Pero
como los coeficientes de este polinomio son, a su vez, polinomios en ² este es un problema
cla´sico resuelto por la Teor´ıa de Funciones Algebraicas, ve´ase, por ejemplo, [32, Sections
12.1–12.3]. En particular, el tercer apartado es una consecuencia de esta teor´ıa (para
autovalores infinitos se pueden aplicar argumentos similares al autovalor cero de los haces
duales). Simplemente comentamos que si el grado de p²(λ) en λ es δ1 y el grado de
det(DS(λ) ) · det(B22(λ) ) es δ2 < δ1, entonces un total de δ1 − δ2 ra´ıces de p²(λ) tienden
a infinito cuando ² tiende a cero. El cuarto apartado es, de nuevo, una consecuencia de
la Teor´ıa Algebraica de Funciones y (4.17), dado que las ra´ıces que permanecen finitas
tienen como l´ımites las ra´ıces de det(DS(λ) ) · det(B22(λ) ), y las ra´ıces de det(DS(λ) )
son precisamente los autovalores finitos de H(λ).
El u´ltimo apartado se puede demostrar aplicando los resultados previos al autovalor
cero del haz dual de H(λ) + ²M(λ), y teniendo en cuenta que λi(²) es un autovalor de
H(λ) + ²M(λ) si y so´lo si 1/λi(²) es un autovalor del haz dual.
El Teorema 4.3.2 nos da una condicio´n suficiente para la existencia simulta´nea de de-
sarrollos de perturbaciones para todos los autovalores de H(λ)+ ²M(λ). Algunos de estos
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desarrollos tienen por l´ımites las ra´ıces de det(P2(λ)M(λ)Q2(λ) ) , que quedan comple-
tamente determinadas por la perturbacio´n M(λ), y el resto de los desarrollos tienen por
l´ımites los autovalores de H(λ). La condicio´n det(P2(λ)M(λ)Q2(λ) ) 6≡ 0 se puede re-
lajar si estamos u´nicamente interesados en la existencia de algunos de estos desarrollos.
Adema´s, el Teorema 4.3.2 es un resultado muy simple que no nos dice cua´les son estos
desarrollos, o cua´les son sus coeficientes y exponentes directores. Obtendremos esta infor-
macio´n en la Seccio´n 4.5, con el coste adicional de imponer condiciones ma´s espec´ıficas. El
punto principal del Teorema 4.3.2 y su demostracio´n es que, gene´ricamente, la teor´ıa de
perturbacio´n de primer orden de autovalores de haces singulares cuadrados es simplemente
un problema usual de perturbaciones de las ra´ıces de un polinomio cuyos coeficientes son
polinomios en el para´metro de la perturbacio´n.
Ejemplo 4.3.3 Apliquemos los resultados de esta seccio´n al primer ejemplo (4.1) que
hemos presentado en la Introduccio´n. No´tese que, en este caso, ,
H(λ) =
[
λ 0
0 0
]
, M(λ) =
[
6 −3
−10 0
]
+ λ
[
0 1
1 0
]
,
y P (λ) y Q(λ) son, ambas, la matriz identidad 2× 2. Por lo tanto,
P2(λ)M(λ)Q2(λ) = 0
(es la entrada (2, 2) de la perturbacio´n) y el Teorema 4.3.2 no puede aplicarse. Si la
perturbacio´nM(λ) se modifica conM22(λ) = c22+λd22 6= 0, entonces puede comprobarse
que los l´ımites cuando ² tiende a cero de las ra´ıces del polinomio det(H(λ) + ²M(λ)) = 0
son precisamente las ra´ıces de p0(λ) = λ(c22+λd22), que es (4.15) en este ejemplo. Luego,
para ² suficientemente pequen˜o, hay siempre una ra´ız pro´xima a cero. Otras observaciones
interesantes que pueden comprobarse fa´cilmente son: (i) si d22 = 0 entonces una de las
ra´ıces tiende a infinito; (ii) si c22 = 0 ambas ra´ıces se aproximan a cero como ± c ²1/2 +
o(²1/2). En este u´ltimo caso la perturbacio´n hace que el autovalor simple λ = 0 del haz
H(λ) se comporte como un autovalor doble desde el punto de vista de las perturbaciones.
La teor´ıa que desarrollaremos no cubre este tipo de situaciones no gene´ricas. Finalmente,
no´tese que, aunque la perturbacio´n
M(λ) =
[
6 λ
λ− 3 0
]
no satisface las hipo´tesis del Teorema 4.3.2, se tiene que det (H(λ)+²M(λ)) = −²2 λ(λ−3),
luego λ0 = 0 es un autovalor simple del haz perturbado para cualquier valor de ². Por
lo tanto, la hipo´tesis gene´rica det(P2(λ)M(λ)Q2(λ)) 6≡ 0 del Teorema 4.3.2 es suficiente
pero no necesaria para la existencia de desarrollos. ¤
4.4. De la forma de Kronecker a la forma local de
Smith
Los resultados de la Seccio´n 4.3 muestran que la forma cano´nica de Smith tiene un
papel relevante en la teor´ıa de perturbaciones gene´ricas de autovalores de haces matri-
ciales singulares. No obstante, la forma cano´nica de Smith no revela toda la informacio´n
espectral de los haces singulares, al contrario de lo ocurre con la FCK. De hecho, como
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hemos visto en §2.4.1, es fa´cil encontrar ejemplos de haces con la misma forma de Smith,
pero diferentes formas de Kronecker. El propo´sito de esta seccio´n es relacionar las matri-
ces que transforman un haz en su FCK con las matrices que transforman el mismo haz
en su forma local de Smith que, como sabemos, revela el rango del haz y los divisores
elementales correspondientes a un autovalor concreto λ0 del haz.
Recordemos que la forma local de Smith en λ0 (2.9) se obtiene por equivalencia local
en λ0 a partir de dos matrices Pλ0 y Qλ0 . Estas matrices pueden obtenerse a partir de las
matrices de paso a la forma de Smith (2.8), P (λ) y/o Q(λ) (so´lo una es necesaria) multi-
plica´ndolas por las inversas de matrices polino´micas diagonales cuyas entradas diagonales
no se anulan en λ0. Las matrices Pλ0(λ) y Qλ0(λ) de (2.9) no son u´nicas. En esta sec-
cio´n, relacionaremos la forma de Kronecker con la forma local de Smith mostrando que es
posible transformar las matrices constantes X e Y de la FCK (2.5) para obtener matrices
racionales espec´ıficas Pλ0(λ) y Qλ0(λ) que satisfacen la igualdad (2.9). El procedimiento
sera´ el siguiente:
i) Transformar H(λ) en su FCK, KH(λ) , por medio de X e Y como en (2.5).
ii) Transformar KH(λ) en ∆λ0(λ) por medio de matrices racionales P1(λ) y Q1(λ), tales
que det(P1(λ)) = 1/p(λ), det(Q1(λ)) = 1/q(λ), donde p(λ) y q(λ) son polinomios
que satisfacen p(λ0) 6= 0 y q(λ0) 6= 0:
P1(λ)KH(λ)Q1(λ) = ∆λ0(λ).
iii) Tomar Pλ0(λ) = P1(λ)Y
T y Qλ0(λ) = XQ1(λ).
Estas matrices evaluadas en λ0, esto es, Pλ0(λ0) y Qλ0(λ0), esta´n estrechamente rela-
cionadas con las matrices W1 y Z1 definidas en (4.12).
Comenzaremos especificando las transformaciones dependientes de λ que se empleara´n
en el paso ii).
Lema 4.4.1 Sea λ0 un nu´mero complejo. Entonces
a) Para cada entero positivo k se tiene
Pk(λ− λ0)(λIk − Jk(λ0))Qk(λ− λ0) = diag ((λ− λ0)k, 1, . . . , 1),
donde las matrices
Pk(λ) =

λk−1 . . . λ 1
... . .
.
. .
.
λ 1
1
 ∈ Ck×k, Qk(λ) =

1 0 . . . 0
λ 0 . . . −1
...
... . .
.
λk−1 −1
 ∈ Ck×k
son matrices polino´micas con determinante constante no nulo igual a ±1, es decir,
invertibles para todo λ.
b) Para todo λi 6= λ0 y cada entero positivo k existen dos matrices k × k , P̂ ik(λ) y
Q̂ik(λ), tales que una de ellas es una matriz polinomial con determinante constante
no nulo, y la otra tiene entradas racionales cuyos denominadores son (λ− λi)k o´ 1
y determinante ±1/(λ− λi)k, y
P̂ ik(λ)(λIk − Jk(λi))Q̂ik(λ) = Ik.
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c) Para cada entero positivo k se tiene
(I − λJk(0))Q∞k (λ) = Ik,
donde la matriz
Q∞k (λ) =

1 λ λ2 . . . λk−1
1 λ . . . λk−2
. . .
. . .
...
. . . λ
1
 ∈ C
k×k
tiene determinante constante no nulo igual a 1.
d) Para cada entero positivo σ se tiene
Lσ(λ)Cσ+1(λ) := Bσ :=
 0 1. . . . . .
0 1
 ∈ Cσ×(σ+1),
donde la matriz
Cσ+1(λ) =

1
λ −1
λ2 −λ −1
...
...
. . .
. . .
λσ −λσ−1 . . . −λ −1
 ∈ C(σ+1)×(σ+1)
tiene determinante constante no nulo igual a ±1.
Demostracio´n. Los apartados a), c) y d) pueden comprobarse fa´cilmente. Para de-
mostrar b), no´tese que una transformacio´n ana´loga a la que se ha descrito en a) trans-
forma cada bloque (λIk − Jk(λi)) en diag ((λ− λi)k, 1, . . . , 1), para λi 6= λ0. Multiplican-
do a la derecha por diag ((λ − λi)−k, 1, . . . , 1) llegamos a Ik. No´tese que det(diag ((λ −
λi)
−k, 1, . . . , 1)) = (λ− λi)−k.
Ahora podemos especificar las matrices mencionadas Pλ0(λ0) y Qλ0(λ0). Esto involucra
a los espacios singulares izquierdo y derecho del haz (o subespacios reductores minimales),
y a los espacios nulos izquierdo y derecho asociados con un autovalor finito λ0, es decir,
NT (H(λ0)) y N (H(λ0)), que aparecen en la Seccio´n 4.2.
Lema 4.4.2 Sea H(λ) un haz singular n × n con FCK dada por (2.5), con subespacio
singular derecho R, y subespacio singular izquierdo RT . Sea λ0 un autovalor finito de H(λ)
con estructura espectral (4.9). Sean W1 y Z1 las matrices definidas en (4.12), denotemos
por WR ∈ Cd×n a una matriz cuyas columnas forman una base de NT (H(λ0))∩RT , y por
ZR ∈ Cn×d a una matriz cuyas columnas forman una base de N (H(λ0))∩R. Sea ∆λ0(λ)
la forma local de Smith de H(λ) en λ0 definida en (2.9). Entonces, existen dos matrices
Pλ0(λ) y Qλ0(λ), cuyas entradas son funciones racionales con denominadores no nulos en
λ0, det(Pλ0(λ)) = 1/p(λ), det(Qλ0(λ)) = 1/q(λ), donde p(λ) y q(λ) son polinomios que
satisfacen p(λ0) 6= 0 6= q(λ0), de modo que
Pλ0(λ)H(λ)Qλ0(λ) = ∆λ0(λ),
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y
Pλ0(λ0) =
[
W1 ∗ WR
]T
, Q(λ0) =
[
Z1 ∗ ZR
]
, (4.18)
donde las columnas denotadas con ∗ no se especifican.
Demostracio´n. Primero, agrupamos en dos matrices diagonales por bloques, P̂ (λ) y
Q̂(λ) , todas las transformaciones P̂ ik(λ) y Q̂
i
k(λ), como en el Lema 4.4.1 b), correspon-
dientes a los bloques de Jordan asociados con los autovalores finitos λi 6= λ0. Tambie´n
constru´ımos una matriz diagonal por bloques, Q∞(λ), de dimensio´n a∞ × a∞ (a∞ es la
multiplicidad algebraica del autovalor infinito) que incluye todas las matrices Q∞k (λ) del
Lema 4.4.1 c) correspondientes a los bloques de Jordan asociados con el autovalor infinito.
Ahora, si definimos
P0(λ) = diag (Pn1(λ− λ0), . . . , Pnq(λ− λ0), P̂ (λ), Ia∞ , Iε, CTη1+1(λ), . . . , CTηd+1(λ)),
con ε dado por (2.7), y
Q0(λ) = diag (Qn1(λ− λ0), . . . , Qnq(λ− λ0), Q̂(λ), Q∞(λ), Cε1+1(λ), . . . , Cεd+1(λ), Iη),
donde η esta´ dado por (2.7), y los bloques diagonales Pni(·) y Qni(·) son como se han
definido en el Lema 4.4.1 a), y donde Cεj+1, C
T
ηj+1
son como en el Lema 4.4.1 d), entonces
P0(λ)KH(λ)Q0(λ) = diag (
n1︷ ︸︸ ︷
(λ− λ0)n1 , 1, . . . , 1, . . . ,
nq︷ ︸︸ ︷
(λ− λ0)nq , 1, . . . , 1, I, Bε1 , . . .
. . . , Bεd , B
T
η1
, . . . , BTηd),
y cada bloque diagonal de la forma diag ((λ− λ0)ni , 1, . . . , 1) , para i = 1, . . . , q , aparece
repetido ri veces. Por tanto, hay g =
∑q
i=1 ri de estos bloques.
Una permutacio´n final de las filas y columnas de esta matriz nos lleva a la forma
local de Smith en λ0. Esta permutacio´n lleva la primera fila y la primera columna co-
rrespondientes a un bloque diagonal, diag ((λ − λ0)ni , 1, . . . , 1)), a las primeras g filas y
columnas de ∆λ0(λ). Por otro lado, las u´ltimas d filas nulas (resp. las u´ltimas d columnas
nulas) de ∆λ0(λ) proceden de las primeras filas (resp. las primeras columnas) de cada
uno de los d bloques singulares BTηj (resp. Bεi) anteriores. Si denotamos por Πl y Πr las
correspondientes matrices de permutacio´n izquierdas y derechas, podemos definir
P1(λ) = ΠlP0(λ), Q1(λ) = Q0(λ)Πr,
y
P˜ (λ) = P1(λ)Y
T , Q˜(λ) = XQ1(λ).
Las matrices P˜ (λ0) y Q˜(λ0) son como las que se han descrito en (4.18) para una
eleccio´n espec´ıfica de WR y ZR. Para ver esto, solamente necesitamos seguir la pista a
las columnas de Y (resp., a las de X) tras multiplicar a la izquierda por P1(λ0) (resp.,
a la derecha por Q1(λ0)). Primero, no´tese que, para cada k = n1, . . . , nq, la matriz de
permutacio´n Pk(0) incluye una transposicio´n de las filas, mientras que la multiplicacio´n
a la derecha por Qk(0) mantiene la primera columna fija. As´ı pues, usando la notacio´n
del pa´rrafo que sigue a la ecuacio´n (4.11), la multiplicacio´n a la izquierda por P0(λ0)
mueve cada vector fila (yji )
T a la primera fila en su bloque correspondiente, mientras que
la multiplicacio´n por Q0(λ0) a la derecha mantiene los vectores columna x
j
i inalterados.
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La multiplicacio´n final por Πl y Πr lleva los vectores (y
j
i )
T (resp., xji ) a las primeras g
filas de P˜ (λ0) (resp., a las primeras g columnas de Q˜(λ0)). Por lo tanto, obtenemos que
P˜ (λ0) =
[
W1 ∗
]T
, Q˜(λ0) =
[
Z1 ∗
]
.
Igual que para las u´ltimas d filas de P˜ (λ0), tomemos las filas de Y
T correspondientes
a un bloque Y Tηi de los que aparecen en (4.6). La multiplicacio´n a la izquierda por P0(λ0),
restringida a estas filas, nos da el producto
CTηi+1(λ0)Y
T
ηi
=
[
pii(λ0) ∗ . . . ∗
]T
,
de acuerdo con (4.7), y las entradas denotadas con ∗ carecen de relevancia en nuestro
argumento. La permutacio´n final Πl mueve las filas pi1(λ0)
T , . . . , pid(λ0)
T a las u´ltimas d
filas de P˜ (λ0). Un argumento similar con las columnas de X nos da el correspondiente
resultado para Q˜(λ0). Hemos obtenido, hasta el momento, que
P˜ (λ0) =
[
W1 ∗ pi1(λ0) . . . pid(λ0)
]T
, Q˜(λ0) =
[
Z1 ∗ ψ1(λ0) . . . ψd(λ0)
]
,
con los vectores polino´micos pii(λ) y ψi(λ) como se definen en (4.7). Estas matrices son,
por el Lema 4.2.1, del tipo que aparece en (4.18). Finalmente, para obtener cualquier base
WR de NT (H(λ0)) ∩ RT , y cualquier base ZR de N (H(λ0)) ∩ R, multiplicamos por las
matrices diagonales por bloques
P (λ) = diag (In−d, E)P1(λ)Y T , Q˜(λ) = X Q1(λ) diag (In−d, F ),
donde E y F son matrices constantes invertibles de taman˜o d× d
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haz perturbado
Dado un autovalor finito λ0 de un haz cuadrado arbitrario H(λ), regular o singular,
regresamos a nuestro problema central: obtener, bajo ciertas condiciones de genericidad en
las perturbacionesM(λ), desarrollos, al primer orden, de los autovalores de la perturbacio´n
en te´rminos del para´metro ² para aquellos autovalores del haz perturbado (4.3) cuyo
l´ımite es λ0 cuando ² tiende a cero. Los coeficientes directores de estos desarrollos son los
autovalores de cierto haz regular auxiliar que se construye a partir de la matriz M(λ0) y
de ciertas bases de los espacios nulos izquierdo y derecho de H(λ0). Para los autovalores
simples veremos que podemos utilizar cualquiera de estas bases, pero para autovalores
mu´ltiples tendra´n que utilizarse unas bases normalizadas de un modo no trivial con el fin
de construir estos haces auxiliares. En la Seccio´n 4.5.1, definimos estos haces auxiliares
y demostramos algunas de sus propiedades ba´sicas. En la Seccio´n 4.5.2, presentamos los
desarrollos de las perturbaciones para autovalores finitos. Los desarrollos para el autovalor
infinito se obtienen a partir de los desarrollos del autovalor cero en el haz dual. Estos
desarrollos se presentan en la Seccio´n 4.5.3. Finalmente, los desarrollos para autovalores
simples se estudian en la Seccio´n 4.5.4.
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4.5.1. Haces auxiliares
Recordemos algunas de las matrices que hemos definido previamente. Dado un auto-
valor finito λ0 del haz cuadrado H(λ) con FCK dada por (2.5) y estructura espectral de
λ0 dada por (4.9), consideramos las matricesWi y Zi, i = 1, . . . , q, definidas en (4.12). De-
notemos por WR ∈ Cn×d y ZR ∈ Cn×d dos matrices cuyas columnas forman una base de,
respectivamente, NT (H(λ0)) ∩RT y N (H(λ0)) ∩R, donde, recordamos, RT y R son los
subespacios singulares izquierdo y derecho de H(λ) (ve´ase la Seccio´n 2.5), y NT (H(λ0))
y N (H(λ0)) son los espacios nulos izquierdo y derecho de H(λ0). Denotaremos por Φ1 a
la matriz de taman˜o (g + d)× (g + d)
Φ1 =
[
W T1
W TR
]
M(λ0)
[
Z1 ZR
]
. (4.19)
Recordemos que las columnas de [W1 WR] son una base de NT (H(λ0)), y las columnas
de [Z1 ZR] son una base de N (H(λ0)). Recordemos tambie´n las dimensiones fj definidas
en (4.13) y, para cada j = 1, . . . , q, definamos
Φj = Φ1(g − fj + 1, . . . , g, g + 1, . . . , g + d) =
[
W Tj
W TR
]
M(λ0)
[
Zj ZR
]
(4.20)
como la submatriz principal inferior derecha de taman˜o (fj+d)×(fj+d) de Φ1. Finalmente,
definimos
Φq+1 = Φ1(g + 1, . . . , g + d) = W
T
RM(λ0)ZR. (4.21)
No´tese que cada Φj esta´ anidada como una submatriz principal inferior derecha de
Φj−1. No´tese tambie´n que si H(λ) es regular, entonces Φj es, simplemente,
Φj = W
T
j M(λ0)Zj. (4.22)
Estas notaciones se ilustran en el siguiente ejemplo.
Ejemplo 4.5.1 Consideremos el haz
H(λ) =

λ− 1 0 0 0 0 0
0 λ− 1 −1 0 0 0
0 0 λ− 1 0 0 0
0 0 0 λ −1 0
0 0 0 0 0 λ
0 0 0 0 0 −1
 ,
que esta´ dado en forma de Kronecker. Tiene un u´nico autovalor finito igual a λ0 = 1 con
multiplicidad algebraica 3, y dos bloques singulares, uno derecho y el otro izquierdo, con
ı´ndices minimales iguales a 1. De acuerdo con nuestra notacio´n de (4.9) y de la Seccio´n
2.3, tenemos
r1 = 1, n1 = 1, r2 = 1, n2 = 2, d = 1, ε1 = η1 = 1.
Si tomamos el haz perturbacio´n
M(λ) =

2 1 −1 1 1 2
0 1 −2 3 1 4
3 2 1 −1 2 1
3 0 2 5 1 0
0 3 1 1 1 2
5 1 0 0 −2 −2
+ λ

0 2 3 1 2 0
1 1 −1 3 2 1
1 0 0 2 3 1
−4 1 2 6 1 −2
0 0 0 1 2 −2
−5 −1 2 1 −3 0
 ,
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entonces la matriz Φ1 es
Φ1 =
 1 0 00 0 1
0 1 1
M(1)

1 0
0 1
0 0
1
1
0
 =
 2 3 54 2 6
0 3 1
 ,
donde se ha hecho uso del Lema 4.2.1 para construir las matrices WR y ZR. Adema´s,
Φ2 =
[
2 6
3 1
]
y Φ3 = 1.
¤
Asociados con las matrices Φj, j = 1, . . . , q, definimos
Ej = diag(Irj , 0(fj+1+d)×(fj+1+d)) , j = 1, . . . , q. (4.23)
No´tese que Ej es una matriz (fj+d)×(fj+d). Los haces que se necesitan en los desarrollos
de las perturbaciones que expondremos son Φj + ζEj, j = 1, . . . , q. Algunas propiedades
de estos haces se presentan en el siguiente Lema 4.5.2.
Lema 4.5.2 Sean Φj y Ej, j = 1, . . . , q, las matrices definidas, respectivamente, en (4.20)
y (4.23), y Φq+1 la matriz definida en (4.21). Si la matriz Φj+1 es invertible, entonces
1. El haz Φj + ζEj es regular y tiene exactamente rj autovalores finitos.
2. Los autovalores finitos de Φj + ζEj son los opuestos de los autovalores del comple-
mento de Schur de Φj+1 en Φj.
3. Si, adema´s, Φj es invertible, entonces los rj autovalores finitos de Φj + ζEj son
todos distintos de cero.
Demostracio´n. Expresemos
Φj =
[
C11 C12
C21 Φj+1
]
.
Entonces
Φj + ζEj =
[
C11 + ζIrj C12
C21 Φj+1
]
,
y
(Φj + ζEj)
[
Irj 0
−Φ−1j+1C21 I
]
=
[
C11 − C12Φ−1j+1C21 + ζIrj C12
0 Φj+1
]
.
El haz que aparece en el te´rmino derecho de la ecuacio´n anterior es estrictamente equi-
valente a (Φj + ζEj), luego el primer apartado se sigue fa´cilmente. Si Φj es invertible,
entonces C11−C12Φ−1j+1C21 es tambie´n invertible, lo que significa que todos sus autovalores
son distintos de cero.
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4.5.2. Desarrollos de primer orden para autovalores finitos
Ahora estamos en disposicio´n de demostrar el Teorema 4.5.3, que es el resultado ma´s
importante de este cap´ıtulo. La demostracio´n de este teorema tiene dos partes: la primera
utiliza la forma local de Smith para transformar el problema original de perturbacio´n de
autovalores de un haz que puede ser singular en un problema de perturbacio´n regular. La
segunda parte aplica a este problema de perturbacio´n regular las te´cnicas desarrolladas
en [46] para obtener el primer orden de los desarrollos de las perturbaciones de los au-
tovalores. Esta segunda parte es muy similar a la demostracio´n que aparece en [46, pp.
798-801]. Despue´s de la demostracio´n del Teorema 4.5.3, discutiremos la genericidad de
las condiciones impuestas sobre las perturbaciones y compararemos estas condiciones con
las del Teorema 4.3.2. No´tese que si el haz H(λ) es regular entonces la matriz Φq+1 no
existe, y las condiciones sobre esta matriz no son necesarias.
Teorema 4.5.3 Sea H(λ) un haz matricial arbitrario (singular o no) de taman˜o n×n con
forma de Kronecker (2.5), y M(λ) otro haz de la misma dimensio´n. Sea λ0 un autovalor
finito de H(λ) con estructura espectral dada por (4.9) y (4.10). Sean Φj y Ej, j = 1, . . . , q,
las matrices definidas en (4.20) y (4.23), y Φq+1 la matriz definida en (4.21). Si detΦj+1 6=
0 para algu´n j ∈ {1, 2, ..., q}, sean ξ1, . . . , ξrj los rj autovalores finitos del haz Φj + ζEj, y
(ξr)
1/nj
s , s = 1, . . . , nj, las nj determinaciones complejas de la nj-e´sima ra´ız de la unidad.
Entonces, en un entorno de ² = 0, el haz H(λ) + ²M(λ) tiene rjnj autovalores que
satisfacen
λrsj (²) = λ0 + (ξr)
1/nj
s ²
1/nj + o(²1/nj) , r = 1, 2, ..., rj , s = 1, 2, ..., nj , (4.24)
donde ²1/nj es la determinacio´n principal2 de la nj-e´sima ra´ız de ². Ma´s au´n, el haz
H(λ) + ²M(λ) es regular en el mismo entorno para ² 6= 0. Si, adema´s, detΦj 6= 0,
entonces todos los valores ξr de (4.24) son no nulos, y los desarrollos (4.24) son todos los
desarrollos en torno a λ0 con exponente director 1/nj.
Demostracio´n. La demostracio´n se basa en la forma local de Smith del Lema 4.4.2.
Nos restringimos al caso en que λ0 = 0. Si λ0 6= 0, basta con hacer la traslacio´n µ = λ−λ0
en la forma local de Smith: Pλ0(λ− λ0 + λ0)H(λ− λ0 + λ0)Qλ0(λ− λ0 + λ0) = ∆λ0(λ−
λ0 + λ0), definir P˜ (µ) := Pλ0(µ + λ0), Q˜(µ) := Qλ0(µ + λ0), H˜(µ) := H(µ + λ0), y
∆˜λ0(µ) := ∆λ0(µ + λ0), y, finalmente, considerar P˜ (µ)H˜(µ)Q˜(µ) = ∆˜λ0(µ). No´tese que
P˜ (0) = Pλ0(λ0) y Q˜(0) = Qλ0(λ0), y que estas matrices esta´n dadas por (4.18).
Suponiendo que λ0 = 0, consideramos la transformacio´n a la forma local de Smith en
λ0 = 0,
Pλ0(λ)(H(λ)+²M(λ))Qλ0(λ) = ∆λ0(λ)+²Pλ0(λ)M(λ)Qλ0(λ) ≡ ∆̂λ0(λ)+G(λ, ²), (4.25)
donde
∆̂λ0(λ) =
 D(λ) 0
0d×d
 y G(λ, ²) =
 ²G11(λ) ²G12(λ) ²G13(λ)²G21(λ) I + ²G22(λ) ²G23(λ)
²G31(λ) ²G32(λ) ²G33(λ)

esta´n particionadas de manera conforme, y [Gij(λ)]
3
i,j=1 = Pλ0(λ)M(λ)Qλ0(λ). Por lo
tanto, si H(λ) + ²M(λ) es regular, sus autovalores finitos son las ra´ıces de
f(λ, ²) = det(H(λ) + ²M(λ)) = δ(λ)²df˜(λ, ²),
2De hecho, es fa´cil ver que cualquier determinacio´n puede ser utilizada.
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donde
f˜(λ, ²) = det(∆̂λ0(λ) + G˜(λ, ²))
y
G˜(λ, ²) =
 ²G11(λ) ²G12(λ) G13(λ)²G21(λ) I + ²G22(λ) G23(λ)
²G31(λ) ²G32(λ) G33(λ)
 .
Adema´s, la funcio´n δ(λ) esta´ dada por δ(λ) = p(λ)q(λ), donde det(Pλ0(λ)) = 1/p(λ) y
det(Qλ0(λ)) = 1/q(λ). Luego δ(λ) es un polinomio tal que δ(0) 6= 0 y que no depende
de la perturbacio´n M(λ). Estos hechos implican que, para ² 6= 0, el haz H(λ) + ²M(λ)
es regular si y so´lo si f˜(λ, ²) 6≡ 0, y que, en este caso, los autovalores de H(λ) + ²M(λ)
cuyo l´ımite es λ0 = 0 cuando ² tiende a cero son las ra´ıces, λ(²), de f˜(λ, ²) cuyo l´ımite es
0. Obviamente (ve´ase (4.16)), f˜(λ, ²) es una funcio´n racional en λ, donde los coeficientes
del numerador son polinomios en ², y el denominador es precisamente δ(λ). Luego, f˜(λ, ²)
puede ser visto como un polinomio en ² cuyos coeficientes son funciones racionales en λ.
Estudiemos ma´s detenidamente la funcio´n f˜(λ, ²).
En primer lugar, no´tese que, de acuerdo con el Lema 4.4.2 y las definiciones (4.19) y
(4.21),
Φ1 =
[
G11(0) G13(0)
G31(0) G33(0)
]
, y Φq+1 = G33(0). (4.26)
En segundo lugar, renombremos las dimensiones de los bloques de Jordan asociados con
λ0 = 0
{n1, . . . , n1︸ ︷︷ ︸
r1
, . . . , nq, . . . , nq︸ ︷︷ ︸
rq
} ≡ {m1, . . . ,mg}.
Ahora hacemos uso del Lema 6.4.1 sobre los determinantes del tipo det(D + G) con D
diagonal, para desarrollar f˜(λ, ²) como
f˜(λ, ²) = det G˜(λ, ²) +
∑
λmν1 . . . λmνr det G˜(λ, ²)({ν1, . . . , νr}′) , (4.27)
donde, para cada matriz C, C({ν1, . . . , νr}′) denota la matriz obtenida tras eliminar de
C las filas y columnas con ı´ndices ν1, . . . , νr . La suma var´ıa entre todos los ı´ndices r ∈
{1, . . . , g} y todos los ν1, . . . , νr tales que 1 ≤ ν1 < . . . < νr ≤ g . Finalmente, no´tese que
det G˜(λ, ²) = ²g(detΦ1 +Q0(λ, ²)) , (4.28)
para Q0(λ, ²) racional con Q0(0, 0) = 0, y
det G˜(λ, ²)({ν1, . . . , νr}′) = ²g−r(detΦ1({ν1, . . . , νr}′) +Qν1... νr(λ, ²)) , (4.29)
con Qν1... νr racional y Qν1... νr(0, 0) = 0. A partir de aqu´ı, la demostracio´n sigue los ar-
gumentos de [46, pp. 799-800] y esta´ basada en la te´cnica del Pol´ıgono de Newton que
hemos expuesto en el Cap´ıtulo 3. No´tese, en primer lugar, que las ecuaciones (4.27-4.28-
4.29) muestran que f˜(λ, ²) 6≡ 0, ya que detΦj+1 = detΦ1({1, ...,
∑j
i=1 ri}′) 6= 0 es el
coeficiente de ²fj+1 λr1n1+...+rjnj en el desarrollo de Taylor en dos variables de f˜(λ, ²) (con
fj+1 como se ha definido en (4.13)). Recordemos, por otra parte, que el punto (a, b) aparece
en la nube de puntos de f˜(λ, ²) si y so´lo si el coeficiente de λa²b en f˜(λ, ²) es no nulo. Si
definimos los puntos
Pj =
(
j−1∑
i=1
rini , fj
)
, j = 1, . . . , q,
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junto con Pq+1 = (a, 0), el razonamiento empleado en [46, pp. 800] nos permite concluir
que el Pol´ıgono de Newton de f˜(λ, ²) no puede quedar bajo el Pol´ıgono formado por los
puntos Pj (fijado un valor, fj, para el exponente de ², el menor valor posible para el
exponente de λ en f˜(λ, ²) es, precisamente, la primera coordenada de Pj). Esto signifca
que si Pj forma parte de la nube de puntos, sera´ necesariamente un punto del Pol´ıgono de
Newton de f˜(λ, ²). Por otro lado, Pj aparece en la nube de puntos si y so´lo si detΦj 6= 0.
Ahora los resultados son consecuencia inmediata de la teor´ıa expuesta en el Cap´ıtulo 3 y el
Lema 4.5.2. Obse´rvese que la pendiente del segmento que une Pj y Pj+1 es, precisamente,
−1/nj.
Obviamente, la hipo´tesis detΦj+1 6= 0 del Teorema 4.5.3 es una condicio´n gene´ri-
ca sobre el conjunto de perturbaciones M(λ) = B0 + λB1, porque si se fija H(λ), en-
tonces detΦj+1 es un polinomio de varias variables en las entradas de B0 y B1. En
cambio, la hipo´tesis detΦj+1 6= 0 es distinta de la hipo´tesis del Teorema 4.3.2, es de-
cir: det(U2(λ)M(λ)V2(λ) ) 6≡ 0. La razo´n es que el Teorema 4.5.3 se refiere u´nicamente a
un autovalor del haz no perturbado H(λ) , mientras que el Teorema 4.3.2 hace referencia
simulta´neamente a todos los autovalores de H(λ). No´tese tambie´n que, aunque la multipli-
cidad algebraica de λ0 en H(λ) es r1n1+ . . .+rqnq, la condicio´n detΦj+1 6= 0 del Teorema
4.5.3 so´lo garantiza la existencia de rjnj desarrollos con coeficientes y exponentes direc-
tores como los de (4.24). Para concluir esta breve discusio´n, destacamos que la condicio´n
detΦq+1 6= 0 implica la condicio´n det(U2(λ)M(λ)V2(λ) ) 6≡ 0. Esto se sigue fa´cilmente
de (4.21) y el Lema 4.2.2. Por lo tanto, detΦq+1 6= 0 para un solo autovalor garantiza la
existencia de desarrollos para todos los autovalores, aunque no necesariamente del tipo
(4.24).
Ilustramos el Teorema 4.5.3 con el siguiente ejemplo.
Ejemplo 4.5.4 Continuamos con el Ejemplo 4.5.1. El hecho de que detΦ3 6= 0 garantiza
la existencia de dos desarrollos con exponente director 1/2 y l´ımite 1 cuando ² tiende a
cero. Para obtener los coeficientes directores de estos desarrollos, hemos de resolver la
ecuacio´n
det
[
2 + ζ 6
3 1
]
= 0.
Las dos ra´ıces cuadradas de su solucio´n, ζ = 16, nos dan los coeficientes directores de los
desarrollos con exponente director 1/2:
λ1(²) = 1 + 4²
1/2 + o(²1/2)
λ2(²) = 1− 4²1/2 + o(²1/2).
De modo similar, detΦ2 6= 0 garantiza la existencia de un desarrollo con exponente
director 1 y l´ımite 1 cuando ² tiende a cero. El coeficiente director del desarrollo es la ra´ız
de la ecuacio´n
det
 2 + ζ 3 54 2 6
0 3 1
 = 0,
luego
λ3(²) = 1 + ²+ o(²).
A modo de comparacio´n, hemos calculado los autovalores del haz H(λ)+ ²M(λ), para
² = 10−4, 10−6, 10−8, resolviendo la ecuacio´n polino´mica det(H(λ) + ²M(λ)) = 0 con la
precisio´n aritme´tica del programa MATLAB 7.0 (64 d´ıgitos decimales de precisio´n), y
redondeando los resultados a diez d´ıgitos. Las tres ra´ıces ma´s pro´ximas a 1 son:
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² = 10−4 ² = 10−6 ² = 10−8
λ1 1,053399042 1,004079394 1,000400768
λ2 0,9657365454 0,9960738628 0,9996007623
λ3 1,000099915 1,000001000 1,000000010
El lector puede comprobar que los resultados coinciden con los predichos por la teor´ıa de
perturbacio´n, hasta el orden correspondiente. ¤
4.5.3. El autovalor infinito
Aunque el autovalor infinito ha sido exclu´ıdo de nuestro ana´lisis previo, puede ser
inclu´ıdo fa´cilmente considerando el autovalor cero del haz dual
H](λ) + ²M ](λ) := A1 + λA0 + ²(B1 + λB0).
A partir de la FCK podemos comprobar de manera sencilla una serie de propiedades: si
µ(²) 6= 0 es un autovalor de H](λ) + ²M ](λ), entonces λ(²) = µ(²)−1 es un autovalor
del haz original H(λ) + ²M(λ). Rec´ıprocamente, cada autovalor finito, λ(²) , de H(λ) +
²M(λ) es de la forma µ(²)−1 para un autovalor µ(²) de H](λ) + ²M ](λ), y los datos
espectrales (autovectores, nu´mero de bloques de Jordan, multiplicidades parciales, etc.)
son los mismos en ambos casos. Los subespacios reductores minimales de un haz y su dual
son iguales. Dada la FCK (2.5) de H(λ), las columnas de X e Y correspondientes a los
bloques de Jordan “infinitos”son las columnas asociadas con los bloques de Jordan del
autovalor cero en la FCK del haz dual.
Si el autovalor cero µ0 = 0 de H
](λ) tiene estructura espectral (4.9) en H](λ), entonces
podemos definir las matrices Φ∞j , j = 1, . . . , q+1, para el autovalor infinito de H(λ) como
las matrices Φj correspondientes al autovalor cero de H
](λ). Adema´s, podemos usar las
matrices X e Y de la FCK de H(λ) para construir estas matrices Φ∞j .
Por lo tanto, para obtener los desarrollos de Puiseux de los autovalores λ(²) que proce-
den del infinito, simplemente aplicamos el Teorema 4.5.3 anterior a los autovalores µ(²)
de H](λ) + ²M ](λ) con µ(0) = 0, y calculamos el te´rmino director de µ(²)−1. Esto nos
lleva al siguiente resultado.
Corolario 4.5.5 Sea H(λ) un haz matricial n×n con forma de Kronecker (2.5) y M(λ)
otro haz de la misma dimensio´n. Sea µ0 = 0 un autovalor de H
](λ) con estructura espectral
dada por (4.9) y (4.10). Sean Φ∞j y Ej, j = 1, . . . , q, las matrices definidas en (4.20) y
(4.23), y Φ∞q+1 la matriz definida en (4.21), para el autovalor cero del haz dual H
](λ).
Si detΦ∞j+1 6= 0 para algu´n j ∈ {1, 2, ..., q}, sean ξ1, . . . , ξrj los rj autovalores finitos
del haz Φ∞j + ζEj, y (ξr)
1/nj
s , s = 1, . . . , nj, las nj determinaciones complejas de la ra´ız
nj-e´sima. Entonces, en un entorno de ² = 0, el haz H(λ) + ²M(λ) tiene rjnj autovalores
que satisfacen
λrsj (²) = (ξr)
−1/nj
s ²
−1/nj + o(²−1/nj) , r = 1, 2, ..., rj , s = 1, 2, ..., nj , (4.30)
donde ²1/nj es la determinacio´n principal de la ra´ız nj-e´sima de ². Si, adema´s, detΦ
∞
j 6= 0,
entonces todos los valores ξr de (4.30) son no nulos, y los desarrollos (4.30) son todos los
desarrollos con exponente director −1/nj.
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4.5.4. Desarrollos para autovalores simples
Los desarrollos del Teorema 4.5.3 y del Corolario 4.5.5 dependen de las matrices Φj
definidas en (4.20), y estas matrices se construyen utilizando unos vectores espec´ıficos
de los espacios nulos de H(λ0). Estos vectores son constru´ıdos fa´cilmente a partir de
las matrices X e Y que transforman H(λ) en su FCK (2.5), pero las matrices X e Y
(o los bloques que necesitamos) son muy dif´ıciles de obtener en presencia de autovalores
mu´ltiples defectivos. Este no es el caso para autovalores simples, porque entonces podemos
usar cualquier base de los espacios nulos derecho e izquierdo de H(λ0) para construir las
correspondientes matrices. Esto es lo que se muestra en esta seccio´n.
Teorema 4.5.6 Sean H(λ) = A0+λA1 un haz matricial arbitrario n×n (singular o no),
M(λ) = B0 + λB1 otro haz con la misma dimensio´n, y λ0 un autovalor finito simple de
H(λ). Denotemos por W a una matriz cuyas columnas forman una base del espacio nulo
izquierdo de H(λ0) y por Z a una matriz cuyas columnas forman una base del espacio
nulo derecho de H(λ0). Entonces
1. El haz W TM(λ0)Z + ζW
TA1Z es gene´ricamente regular y tiene un u´nico autovalor
finito, es decir, esto es cierto para todos los haces M(λ) excepto aquellos que se
encuentran en una variedad algebraica de codimensio´n positiva.
2. Si el haz W TM(λ0)Z + ζW
TA1Z es regular y tiene un u´nico autovalor finito igual
a ξ, entonces hay un u´nico autovalor de H(λ) + ²M(λ) tal que
λ(²) = λ0 + ξ ²+O(²
2),
cuando ² tiende a cero.
3. Adema´s, si H(λ) es regular, entonces W TM(λ0)Z + ζW
TA1Z es 1× 1 y es regular
con un u´nico autovalor finito, para todas las perturbaciones M(λ). Por lo tanto,
ξ = −(W TM(λ0)Z)/W TA1Z.
Demostracio´n. Las propiedades espectrales, en particular los autovalores, del haz
W TM(λ0)Z + ζW
TA1Z son los mismos para cualquier par de bases W y Z de los espa-
cios nulos derecho e izquierdo de H(λ0), porque el cambio de bases implica simplemente
una equivalencia estricta de dicho haz. Por lo tanto, podemos elegir un par de bases es-
pec´ıficas para demostrar el teorema. Para este propo´sito, sean R y RT , respectivamente,
los subespacios singulares derecho e izquierdo de H(λ), y sean N (H(λ0)) y NT (H(λ0))
los espacios nulos derecho e izquierdo de la matriz H(λ0). Denotemos por WR ∈ Cn×d a
una matriz cuyas columnas forman una base de NT (H(λ0)) ∩ RT , y por ZR ∈ Cn×d a
una matriz cuyas columnas forman una base de N (H(λ0)) ∩ R. Ahora, consideremos la
FCK (2.5) de H(λ) y las particiones (4.6) y (4.5) de X e Y , y observemos que Xλ0 e Yλ0
tienen solamente una columna porque λ0 es simple. A partir de la FCK y el Lema 4.2.1, es
fa´cil ver que las columnas de [Yλ0 WR] forman una base de NT (H(λ0)), y las columnas de
[Xλ0 ZR] forman una base de N (H(λ0)). Adema´s, no´tese que la estructura espectral (4.9)
es, simplemente: q = 1, n1 = 1, y r1 = 1, y que, en este caso, las matrices Φ1, . . . ,Φq+1
definidas en (4.20-4.21) son exactamente dos, concretamente
Φ1 =
[
Yλ0 WR
]T
M(λ0)
[
Xλ0 ZR
]
, y Φ2 = W
T
RM(λ0)ZR.
Si el haz es regular, entonces Φ1 es 1× 1 y Φ2 no existe.
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Elijamos W = [Yλ0 WR] y Z = [Xλ0 ZR]. De nuevo, por (2.5) y el Lema 4.2.1,
W TA1Z =
[
1 0
0 0d×d
]
. (4.31)
No´tese que esta matriz es E1, de acuerdo con (4.23). Por tanto,
W TM(λ0)Z + ζW
TA1Z =
[
Y Tλ0M(λ0)Xλ0 + ζ Y
T
λ0
M(λ0)ZR
W TRM(λ0)Xλ0 W
T
RM(λ0)ZR
]
. (4.32)
El desarrollo de Laplace a lo largo de la primera columna nos da
det(W TM(λ0)Z + ζW
TA1Z) = (Y
T
λ0
M(λ0)Xλ0 + ζ) det(W
T
RM(λ0)ZR) + b,
donde b es una constante independiente de ζ. Esta ecuacio´n muestra que W TM(λ0)Z +
ζW TA1Z es regular y tiene un u´nico autovalor finito si y so´lo si det(W
T
RM(λ0)ZR) 6= 0.
Claramente, esta condicio´n es gene´rica porque det(W TRM(λ0)ZR) es un polinomio de
varias variables en las entradas de B0 yB1. Esto demuestra el primer apartado del teorema.
En el caso regular se tiene que W TA1Z = 1, luego el haz es 1× 1, regular y con un u´nico
autovalor para cualquier M(λ).
Para demostrar el segundo apartado simplemente ha de notarse que la condicio´n
det Φ2 = det(W
T
RM(λ0)ZR) 6= 0 permite aplicar el Teorema 4.5.3, y que (4.32) es
Φ1 + ζE1. El u´nico punto que hay que discutir es que ahora tenemos O(²
2) (O grande!)
mientras que en (4.24) se tiene o(²) (o pequen˜a!). Esto es una simple consecuencia de
la Teor´ıa de Funciones Algebraicas. No´tese que, haciendo uso del Lema 4.2.2, det Φ2 =
det(W TRM(λ0)ZR) 6= 0 implica que det(P2(λ0)M(λ0)Q2(λ0) ) 6= 0, de donde se tiene que
det(P2(λ)M(λ)Q2(λ) ) 6≡ 0 en (4.15). Luego λ0 es una ra´ız simple de (4.15), y λ(²) es
anal´ıtica en ² y u´nica en un entorno de ² = 0.
Finalmente, el apartado 3 es una simple consecuencia de los comentarios previos.
El Teorema 4.5.6 nos permite obtener los desarrollos de primer orden de la perturbacio´n
de los autovalores, y comprobar su existencia, usando bases arbitrarias de los espacios
nulos derecho e izquierdo de la matriz H(λ0). El ca´lculo de estas bases es una tarea
elemental de a´lgebra lineal. Con una eleccio´n particular de las bases puede obtenerse
una expresio´n explc´ıta de ξ. Esto es lo que se hace en el Corolario 4.5.7. En cambio,
debe observarse que esta expresio´n requiere conocer los subespacios NT (H(λ0)) ∩ RT y
N (H(λ0)) ∩R, algo que so´lo es posible con un trabajo adicional.
Corolario 4.5.7 Sean H(λ) = A0 + λA1 un haz matricial arbitrario n × n (singular o
no), M(λ) = B0 + λB1 otro haz de la misma dimensio´n y λ0 un autovalor finito simple
de H(λ). Sean R y RT , respectivamente, los subespacios singulares derecho e izquierdo
de H(λ), y sean N (H(λ0)) y NT (H(λ0)) los subespacios nulos derecho e izquierdo de la
matriz H(λ0). Denotemos por WR ∈ Cn×d a una matriz cuyas columnas son una base de
NT (H(λ0)) ∩ RT , y por ZR ∈ Cn×d a una matriz cuyas columnas forman una base de
N (H(λ0)) ∩R, y construyamos, a partir de estas matrices, las matrices
i) W = [wWR] cuyas columnas forman una base de NT (H(λ0)), y
ii) Z = [z ZR] cuyas columnas forman una base de N (H(λ0)).
Si det(W TRM(λ0)ZR) 6= 0 entonces hay un u´nico autovalor de H(λ) + ²M(λ) tal que
λ(²) = λ0 − det(W
TM(λ0)Z)
(wTA1z) · det(W TRM(λ0)ZR)
²+O(²2),
cuando ² tiende a cero.
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Demostracio´n. Usando las matrices que aparecen en la demostracio´n del Teorema
4.5.6, es obvio que
[
w WR
]T
=
[
s11 S12
0 Id
] [
Yλ0
WR
]
y
[
z ZR
]
=
[
Xλ0 ZR
] [ t11 0
T21 Id
]
.
As´ı, de (4.31) [
w WR
]T
A1
[
z ZR
]
=
[
wTA1z 0
0 0d×d
]
,
y, en este caso,
W TM(λ0)Z + ζW
TA1Z =
[
wTM(λ0)z + ζ(w
TA1z) w
TM(λ0)ZR
W TRM(λ0)z W
T
RM(λ0)ZR
]
.
Finalmente,
(W TM(λ0)Z + ζW
TA1Z)
[
1 0
−(W TRM(λ0)ZR)−1W TRM(λ0)z Id
]
=
[
wTM(λ0)z − wTM(λ0)ZR (W TRM(λ0)ZR)−1W TRM(λ0)z + ζ(wTA1z) wTM(λ0)ZR
0 W TRM(λ0)ZR
]
.
El resultado se sigue igualando el determinante a cero y observando que
det(W TM(λ0)Z) = (w
TM(λ0)z−wTM(λ0)ZR (W TRM(λ0)ZR)−1W TRM(λ0)z) det(W TRM(λ0)ZR).
4.6. Autovectores del haz perturbado
Hemos comentado ya que los autovectores no esta´n definidos para haces singulares,
incluso en el caso de autovalores simples. As´ı pues, una teor´ıa de perturbacio´n de autovec-
tores carece de sentido. En cambio, para ² 6= 0, el haz perturbado (4.3) es gene´ricamente
regular, tiene autovalores simples, y autovectores perfectamente definidos. Para valores
pequen˜os de ², es natural esperar que los autovectores correspondientes a estos autovalores
(4.3) cuyos l´ımites son los autovalores de H(λ) esta´n relacionados con ciertas propiedades
de H(λ). Dado un autovalor finito λ0 de H(λ), en esta seccio´n mostraremos que, gene´ri-
camente, los autovectores de (4.3) correspondientes a autovalores λ(²) tales que λ(0) = λ0
satisfacen tres propiedades: (i) pueden ser desarrollados en serie de Puiseux, v(²), de ma-
nera que el vector v(0) 6= 0; (ii) v(0) esta´ en el espacio nulo de H(λ0); y (iii) dentro de
este subespacio nulo, v(0) esta´ completamente determinado por la perturbacio´n M(λ).
Adema´s, mostraremos co´mo determinar v(0). As´ı, v(0) es un autovector aproximado de
(4.3) para valores pequen˜os de ² 6= 0, pero no tiene significado especial en H(λ) excepto
que se trata de un vector de N (H(λ0)). Hablando de modo informal, puede decirse que ca-
da perturbacio´n M(λ) selecciona una direccio´n distinta en el espacio nulo de H(λ0) como
un autovector aproximado de λ(²). En aras de la brevedad, nos centraremos en autovec-
tores derechos. Es inmediato deducir resultados similares para los autovectores izquierdos.
Como en el caso de autovalores, los resultados cuando λ0 es un autovalor simple de H(λ)
son ma´s sencillos e independientes de la normalizacio´n de las bases.
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Ha de ser observado que nos encontramos en una situacio´n diferente a la de los desarro-
llos de los autovalores (4.24): en (4.24) el te´rmino de orden cero, λ0, era conocido y nuestra
tarea consist´ıa en determinar el te´rmino siguiente, mientras que en el caso de autovectores
queremos determinar, precisamente, el te´rmino de orden cero. De hecho, los resultados
que presentamos carecen de sentido para autovalores simples de haces regulares, porque
entonces el te´rmino de orden cero es obvio.
En los desarrollos de esta seccio´n supondremos que se da la condicio´n gene´rica detΦq+1 6=
0. Esta condicio´n se puede relajar con el inconveniente de complicar la demostracio´n del
siguiente lema de existencia.
Lema 4.6.1 Consideremos las mismas notacio´n e hipo´tesis que en el Teorema 4.5.3 junto
con las condiciones detΦq+1 6= 0, detΦj ·detΦj+1 6= 0, y que los rj autovalores finitos del
haz Φj + ζEj , ξ1, . . . , ξrj , son distintos. Entonces, cada autovalor perturbado de la forma
(4.24) definido en un entorno de ² = 0, tiene asociado, en el mismo entorno y para ² 6= 0,
un autovector derecho del haz regular H(λ) + ²M(λ) que es de la forma
vrsj (²) = v
rs
j +
∞∑
k=1
ursjk²
k/nj . (4.33)
Demostracio´n. Haremos simplemente un esbozo de la demostracio´n. No´tese que las
hipo´tesis detΦj · detΦj+1 6= 0 y la de que ξ1, . . . , ξrj son distintos implican que los au-
tovalores de (4.24) son simples para ² 6= 0 suficientemente pequen˜o. Consideremos, sin
pe´rdida de generalidad, que λ0 = 0 como en la demostracio´n del Teorema 4.5.3. Procede-
remos a partir de la igualdad (4.25). Para ² 6= 0, los autovalores y autovectores derechos
de ∆̂λ0(λ) +G(λ, ²) coinciden con los autovalores y autovectores derechos de
F (λ, ²) = diag (Ig, I, (1/²)Id) (∆̂λ0(λ) +G(λ, ²)),
y
F (λ, 0) =
 D(λ) I
G31(λ) G32(λ) G33(λ)
 ,
que satisface detF (λ, 0) 6≡ 0 por (4.26). Por lo tanto, F (λ, ²) es una funcio´n matricial
anal´ıtica que es regular en ² = 0, luego la variacio´n de los autovalores de F (λ, ²) con el
para´metro ² es un problema de perturbacio´n regular de una funcio´n matricial anal´ıtica.
Teniendo en cuenta que Pλ0(λ) yQλ0(λ) son invertibles y anal´ıticas en un entorno de λ0, los
autovalores de H(λ)+²M(λ) y F (λ, ²) son los mismos en un entorno de λ0 para ² 6= 0 y, en
particular, los desarrollos de (4.24) son autovalores de F (λ, ²). El Lema 2 de [42] se puede
aplicar para demostrar que F (λ, ²) tiene autovectores derechos correspondientes, wrsj (²) ,
del tipo (4.33). Finalmente, para ² 6= 0 los autovectores derechos (4.33) de H(λ) + ²M(λ)
correspondientes a los autovalores (4.24) son Q(λrsj (²))w
rs
j (²).
A continuacio´n, presentamos el resultado principal de esta seccio´n, el Teorema 4.6.2,
que determina el te´rmino de orden cero, vrsj , de los desarrollos (4.33). Ha de observarse que
este teorema, de hecho, muestra que vrsj no depende de s, es decir, fijado ξr en (4.24), los
nj autovectores de los autovalores corespondientes a las determinaciones de las ra´ıces nj-
e´simas (ξr)
1/nj
s tienen el mismo te´rmino de orden cero. No´tese tambie´n que en la ecuacio´n
(4.34) aparece un s´ımbolo O grande.
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Teorema 4.6.2 Sean H(λ) un haz matricial arbitrario n× n (singular o no) con forma
de Kronecker (2.5), y M(λ) otro haz con la misma dimensio´n. Sea λ0 un autovalor finito
de H(λ) con estructura espectral dada por (4.9) y (4.10). Sean Zj, j = 1, . . . , q, las
matrices definidas en (4.12), y ZR ∈ Cn×d una matriz cuyas columnas forman una base
de N (H(λ0)) ∩ R. Sean Φj y Ej, j = 1, . . . , q, las matrices definidas en (4.20) y (4.23),
y Φq+1 la matriz definida en (4.21). Si detΦq+1 6= 0, detΦj · detΦj+1 6= 0 para algu´n j ∈
{1, 2, ..., q}, y los rj autovalores finitos del haz Φj+ζEj , ξ1, . . . , ξrj , son distintos y tienen
autovectores c1, . . . , crj , entonces, en un entorno punteado 0 < |²| < b, los autovectores
del haz regular H(λ) + ²M(λ) correspondientes a sus rjnj autovalores (4.24) satisfacen
vrsj (²) = [Zj ZR] cr +O(²
1/nj) , r = 1, 2, ..., rj , s = 1, 2, ..., nj. (4.34)
Demostracio´n. Para cada autovalor λrsj (²) de (4.24), consideramos, para ² 6= 0,
el correspondiente autovector vrsj (²) dado por (4.33). Por brevedad, omitimos los su-
per´ındices y escribimos λj y vj en lugar de λ
rs
j y v
rs
j . Tambie´n tomamos λ0 = 0 como en
la demostracio´n del Teorema 4.5.3. De nuevo, la demostracio´n se basa en la forma local
de Smith del Lema 4.4.2, que esta´ bien definida y es anal´ıtica en un entorno de λ0 = 0.
Para hacer uso de esta forma local de Smith reemplazamos vj(²) por
wj(²) = Q(λj(²))
−1vj(²), (4.35)
que satisface
[∆λ0(λj(²)) + ²M˜(λj(²))]wj(²) = 0, (4.36)
donde
M˜(λj(²)) = P (λj(²))M(λj(²))Q(λj(²)).
No´tese que se puede recuperar fa´cilmente el vector vj = vj(0) a partir de wj(0), ya que
vj(0) = Q(0)wj(0). Particionamos M˜(λj(²)) por bloques como una matriz 3×3 de acuerdo
con los tres bloques diagonales de ∆λ0(λ) (ve´ase la ecuacio´n (2.9)), y denotamos, como
en la demostracio´n del Teorema 4.5.3, [Gik(λj(²))]
3
i,k=1 ≡ M˜(λj(²)). Si particionamos el
vector wj(²) de acuerdo a la particio´n anterior, la ecuacio´n (4.36) puede escribirse como D(λj(²)) I
0d×d
+ ²
 G11(λj(²)) G12(λj(²)) G13(λj(²))G21(λj(²)) G22(λj(²)) G23(λj(²))
G31(λj(²)) G32(λj(²)) G33(λj(²))

 w
(1)
j (²)
w
(2)
j (²)
w
(3)
j (²)
 = 0.
(4.37)
Para ² = 0 esta ecuacio´n se reduce a w
(2)
j (0) = 0. Las filas correspondientes a los primeros
bloques son
D(λj(²))w
(1)
j (²) + ²(G11(λj(²))w
(1)
j (²) +G12(λj(²))w
(2)
j (²)) +G13(λj(²))w
(3)
j (²)) = 0.
(4.38)
No´tese que los te´rminos de orden inferior en ² de las entradas de D(λj(²)) son del tipo
c ²ni/nj , para i = 1, . . . , q, con c 6= 0 , porque detΦj · detΦj+1 6= 0. Luego, teniendo en
cuenta (4.10), podemos dividir las primeras r1 ecuaciones de (4.38) entre ²
n1/nj , tomar
el l´ımite ² → 0, y concluir que wj,k(0) = 0 para k ≤ r1 (aqu´ı wj,k(0) denota la k-
e´sima entrada de wj(0)). Dividiendo entre ²
n2/nj las siguientes r2 ecuaciones de (4.38)
y tomando l´ımites llegamos a que wj,k(0) = 0 para k ≤ r1 + r2. Este proceso continu´a
dividiendo sucesivamente entre ²n3/nj , . . . , ²nj−1/nj para demostrar que wj,k(0) = 0 para
k ≤ r1 + . . .+ rj−1.
4.6. Autovectores del haz perturbado 73
Denotemos por w¯j(0) el vector obtenido eliminando de wj(0) las entradas nulas co-
rrespondientes a w
(2)
j (0) = 0 y a wj,k(0) = 0 para k ≤ r1+ . . .+ rj−1. Dividiendo la parte
de (4.37) correspondiente a w¯j entre ², haciendo ² = 0, y teniendo en cuenta (4.26), se
llega a
(ξrEj + Φj) w¯j(0) = 0.
Ahora, el resultado se sigue de (4.18) y (4.35).
4.6.1. El caso de autovalores simples
Destacamos en este apartado el caso en que λ0 es un autovalor simple de H(λ). El
siguiente resultado complementa al Teorema 4.5.6.
Corolario 4.6.3 Con las mismas notacio´n e hipo´tesis que en el Teorema 4.5.6. Si el
haz W TM(λ0)Z + ζW
TA1Z es regular y tiene un u´nico autovalor finito igual a ξ con
autovector asociado c, entonces existe un u´nico autovector de H(λ)+²M(λ) tal que λ(²) =
λ0+ξ ²+O(²
2), cuando ² tiende a cero, y para ² 6= 0 el correspondiente autovector satisface
v(²) = Zc+O(²).
Demostracio´n. El resultado es consecuencia directa del Teorema 4.6.2, las igualdades
(4.31) y (4.32) y un cambio elemental de bases.
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Cap´ıtulo 5
Perturbaciones de rango bajo de la
Forma de Weierstrass
5.1. Introduccio´n
Este cap´ıtulo y el siguiente esta´n dedicados al estudio y la descripcio´n del cambio que
producen las perturbaciones aditivas de rango bajo en las formas cano´nicas introducidas
en el Cap´ıtulo 2. En este cap´ıtulo trataremos el cambio de la estructura de Weierstrass
de haces regulares y en el siguiente el cambio de la estructura de Kronecker de haces
singulares de rango no completo. No trataremos expl´ıcitamente el caso matricial, que ya
ha sido estudiado en profundidad en [34, 52, 60, 61, 62, 63], pero los resultados de esos
trabajos, que son el punto de partida de los que aqu´ı expondremos, se pueden obtener
como caso particular de estos u´ltimos. Concretamente, el cambio de la forma de Jordan
de una matriz A coincide con el cambio de la forma de Weierstrass del haz regular A−λI.
Al perturbar un haz por otro de rango bajo, la forma cano´nica de Weierstrass puede
cambiar de mu´ltiples maneras. A modo de ilustracio´n, inclu´ımos el siguiente ejemplo
elemental, que es so´lo una muestra de lo que puede ocurrir.
Ejemplo 5.1.1 Sea el haz A0 + λA1 = (λI2 − J2(1)) ⊕ (λI2 − J2(1)) ⊕ (λ − J1(0)).
Consideremos las dos perturbaciones siguientes de rango 1:
A0 + λA1 + E1 =

λ− 1 −1 0 0 0
0 λ− 1 0 0 0
0 0 λ− 1 −1 0
0 0 0 λ− 1 0
0 0 0 0 λ
+

0 0 0 0 0
0 0 −1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 =
=

λ− 1 −1 0 0 0
0 λ− 1 −1 0 0
0 0 λ− 1 −1 0
0 0 0 λ− 1 0
0 0 0 0 λ

A0 + λA1 + E2 =

λ− 1 −1 0 0 0
0 λ− 1 0 0 0
0 0 λ− 1 −1 0
0 0 0 λ− 1 0
0 0 0 0 λ
+

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −1
 =
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=

λ− 1 −1 0 0 0
0 λ− 1 0 0 0
0 0 λ− 1 −1 0
0 0 0 λ− 1 0
0 0 0 0 λ− 1

En el primer caso la parte correspondiente al autovalor 1 ha pasado de tener dos
bloques 2×2 a tener un solo bloque de mayor taman˜o (4×4), mientras que la parte corres-
pondiente al autovalor 0 permanece inalterada. Por contra, en el segundo caso, la parte
correspondiente al autovalor 0 ha desaparecido, mientras que la parte correspondiente al
autovalor 1 ha pasado de tener dos bloques a tener tres. ¤
Nuestra intencio´n no es hacer una descripcio´n de todos los cambios posibles, sino
obtener el cambio gene´rico, es decir: aquel que se da para la mayor´ıa de las perturba-
ciones. Por otro lado, la relevancia de nuestros resultados no radica exclusivamente en la
descripcio´n de dicho cambio gene´rico sino tambie´n en la caracterizacio´n del conjunto de
perturbaciones para las que dicho cambio se produce.
Como se ha mencionado en la Introduccio´n de esta memoria, el trabajo que presen-
tamos en este cap´ıtulo esta´ motivado por el de J. Moro y F. M. Dopico [52] en el que
se describe el cambio gene´rico de la forma de Jordan de matrices cuadradas tras pertur-
baciones de rango bajo (y, asimismo, el conjunto de perturbaciones para las que se da
este cambio). Dado que sera´ una referencia fundamental a la hora de comparar con los
resultados equivalentes para los casos de haces regulares y singulares que se incluyen en
esta memoria, enunciamos dicho resultado a continuacio´n:
Teorema 5.1.2 [52] Sea A una matriz compleja de taman˜o n× n y λ0 ∈ C un autovalor
de A con multiplicidad geome´trica g. Sea B una matriz compleja n × n con rgB ≤ g.
Entonces
“los bloques de Jordan de A+B asociados con λ0 son exactamente los g − rgB bloques
ma´s pequen˜os de A asociados con λ0 si y so´lo si C0(B) 6= 0”
donde C0(X) es un cierto polinomio de n
2 variables no ide´nticamente nulo.
Es importante observar que la frase entrecomillada del Teorema 5.1.2 describe comple-
tamente la forma de Jordan asociada con el autovalor λ0 en la matriz A+B para todas las
perturbaciones, B, salvo aquellas que esta´n en una subvariedad propia, y que esta´ definida
por la igualdad C0(B) = 0. En [52] se describe el polinomio C0(X) como una suma de
menores de una matriz B˜ que se obtiene a partir de B multiplica´ndola a la izquierda y
a la derecha por unos determinados autovectores de A asociados al autovalor λ0. Una
construccio´n muy similar se empleara´ para describir el conjunto de perturbaciones de un
haz matricial regular para el que se da el cambio gene´rico de la forma de Weierstrass.
Las te´cnicas que se utilizan en este cap´ıtulo para describir el comportamiento gene´rico
son distintas a las empleadas para el caso matricial en [52]. Aqu´ı nos basaremos en resul-
tados previos obtenidos por R. C. Thompson en [76] que permiten acotar las dimensiones
de los bloques de Jordan del haz perturbado y sugieren las dimensiones que tendra´n,
gene´ricamente, dichos bloques. En cambio, para obtener la descripcio´n de la variedad de
perturbaciones en que se da el cambio gene´rico emplearemos te´cnicas determinantales
ana´logas a las de [52], aunque, en el caso que nos ocupa, dicha descripcio´n es bastante
ma´s compleja y dif´ıcil de obtener. Como se vera´ posteriormente, las te´cnicas empleadas
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en este cap´ıtulo para el caso regular son completamente distintas a las que utilizaremos
en el cap´ıtulo siguiente para estudiar el caso singular.
A lo largo de este cap´ıtulo A0 + λA1 (haz no perturbado) denotara´ un haz regular
de matrices n× n cuya forma de Weierstrass es conocida y B0 + λB1 (haz perturbacio´n)
sera´ otro haz de la misma dimensio´n y rango bajo. La suma de ambos, A0+B0+λ(A1+B1)
se denominara´ haz perturbado. Recordemos (Seccio´n 2.1) que el haz A0+λA1 puede tener
un autovalor infinito cuyos bloques de Jordan en la forma cano´nica de Weierstrass son
precisamente los bloques de Jordan asociados al autovalor cero en la forma de Weiertrass
del haz dual A1 + λA0. Por lo tanto, nos centraremos en los autovalores finitos de A0 +
λA1. Los resultados correspondientes al autovalor infinito se siguen de los resultados
para el autovalor cero considerando tanto el dual del haz no perturbado como el del haz
perturbado.
Antes de nada, debemos establecer que´ entendemos por rango bajo. Sea λ0 un auto-
valor finito del haz regular A0 + λA1 con multiplicidad geome´trica g. Las desigualdades
elementales rg (C +D) ≤ rg (C) + rg (D) y rg (C) ≤ rg (C +D) + rg (D) se cumplen para
cualquier par de matrices C y D de la misma dimensio´n, y de ellas se deducen fa´cilmente
las desigualdades
rg (A0 + λ0A1 +B0 + λ0B1) ≤ rg (A0 + λ0A1) + rg (B0 + λ0B1)
rg (A0 + λ0A1) ≤ rg (A0 + λ0A1 +B0 + λ0B1) + rg (B0 + λ0B1).
Combinando estas dos desigualdades se obtiene
g − rg (B0 + λ0B1) ≤ dim ker(A0 + λ0A1 +B0 + λ0B1) ≤ g + rg (B0 + λ0B1). (5.1)
La conclusio´n ma´s importante que extraemos de estas desigualdades es que si
rg (B0 + λ0B1) < g, (5.2)
entonces λ0 es tambie´n un autovalor del haz perturbado
A0 +B0 + λ(A1 +B1). (5.3)
En consecuencia, una perturbacio´n de rango bajo sera´, en toda esta seccio´n, aquella
para la cual las matrices coeficientes B0 y B1 satisfacen (5.2). Ha de ser notado que esta
condicio´n depende del autovalor particular λ0 que estemos considerando. Es un hecho bien
conocido que para un haz regular H0 + λH1 el nu´mero de bloques de Jordan asociados
a λ0 en su forma cano´nica de Weierstrass es igual a dimker(H0 + λ0H1). Por lo tanto,
asumiendo que (5.3) continu´a siendo regular, las dos desigualdades de (5.1) implican, por
un lado, que la perturbacio´n B0 + λB1 puede destruir, a lo sumo, rg (B0 + λ0B1) de los
bloques de Jordan de A0+λA1 y, por otro, que puede crear, como mucho, rg (B0+λ0B1)
nuevos bloques de Jordan asociados a cada autovalor finito λ0 de A0+λA1. Esto permite
mu´ltiples posibilidades distintas para el nu´mero y las dimensiones de los bloques de Jordan
que aparecen en la forma de Weierstrass de A0 + B0 + λ(A1 + B1). El objetivo de este
cap´ıtulo es encontrar el comportamiento ma´s habitual a este respecto.1
1La hipo´tesis de que A0+B0+ λ(A1+B1) continu´a siendo regular se cumple excepto para elecciones
muy particulares de B0 y B1. Estas elecciones esta´n exclu´ıdas de nuestro resultado principal, el Teorema
5.4.2, por las condiciones de genericidad. Hablaremos ma´s acerca de esto en la Observacio´n 5.4.3 de la
Seccio´n 5.4.
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Los resultados que presentamos en este cap´ıtulo dependen de dos cantidades para cada
autovalor λ0: ρ0 = rg (B0 + λ0B1) y ρ1 = rg (B1). Asumiendo que la condicio´n (5.2) se
satisface, demostraremos que, para la mayor´ıa de las matrices B0 y B1, se tiene la igualdad
dim ker(A0 + λ0A1 +B0 + λ0B1) = g − rg (B0 + λ0B1) ,
y que hay, precisamente, g − rg (B0 + λ0B1) bloques de Jordan asociados a λ0 en la
forma cano´nica de Weierstrass del haz perturbado (5.3). Ma´s au´n, si denotamos por d0 el
nu´mero de bloques de Jordan de A0 + λA1 asociados al autovalor λ0 de dimensio´n mayor
que 1, demostraremos que, siempre que ρ0+ρ1 ≤ d0, los mayores ρ0 bloques de Jordan de
A0+λA1 asociados a λ0 desaparecen y los siguientes ρ1 bloques mayores asociados a λ0 se
transforman en bloques de taman˜o 1× 1, mientras que el resto de los bloques de Jordan
de A0 + λA1 asociados a λ0 permanecen como bloques de Jordan del haz perturbado
(5.3). En el otro caso, ρ0 + ρ1 > d0, habra´ so´lo bloques 1 × 1 asociados a λ0 en la forma
de Weierstrass del haz (5.3). Este comportamiento gene´rico coincide con el que se ha
descrito anteriormente para perturbaciones de rango bajo de la forma cano´nica de Jordan
de matrices si B1 = 0, mientras que es ligeramente distinto cuando B1 6= 0.
La desigualdad (5.1) pone de manifiesto que B0 + λ0B1 tiene un papel relevante en la
perturbacio´n de la estructura de Weierstrass porque determina la multiplicidad geome´trica
de λ0 en (5.3). Para entender por que´, adema´s, B1 tiene un papel distinguido, debemos
recordar que una cadena de Jordan de A0 + λA1 de longitud s asociada a λ0 es aquella
que satisface las ecuaciones (A0+λ0A1)v1 = 0 y (A0+λ0A1)vk = A1vk−1 para 2 ≤ k ≤ s.
Por lo tanto, es de esperar que una perturbacio´n de A1 afecte por s´ı misma a la longitud
de las cadenas de Jordan. De manera informal, podemos decir que el comportamiento
gene´rico descrito anteriormente corresponde a la accio´n conjunta de B0+λ0B1 y B1 para
destruir algunos de los bloques y hacer decrecer la dimensio´n del mayor nu´mero posible de
los bloques de Jordan ma´s grandes, mientras que se siga cumpliendo la desigualdad (5.1)
sobre la multiplicidad geome´trica. Una forma de resumir el comportamiento gene´rico es
el siguiente: la matriz B0+λ0B1 destruye los ρ0 bloques de Jordan ma´s grandes asociados
al autovalor λ0 y la matriz B1 transforma los siguientes ρ1 bloques mayores en bloques de
taman˜o 1× 1.
La segunda parte de este cap´ıtulo esta´ dedicada a obtener, para cada haz regular
A0 + λA1 y cada autovalor finito λ0, una caracterizacio´n expl´ıcita del conjunto de per-
turbaciones B0 + λB1 para los que ocurre el comportamiento gene´rico antes descrito. La
condicio´n necesaria y suficiente para que esto ocurra es simplemente que una cierta can-
tidad, denotada por K0, sea distinta de cero. El escalar K0 esta´ definido a trave´s de una
suma de productos de determinantes de matrices que involucran a B0, B1 y algunos de
los λ0-autovectores de A0+λA1. Utilizando el mismo punto de vista que para el caso ma-
tricial comentado en la seccio´n previa, el escalar K0 puede escribirse como la evaluacio´n,
K0(B0, B1), de un determinado polinomio de 2n
2 variables, K0(X, Y ), en el par (B0, B1)
(identificando el conjunto de haces matriciales n×n con el espacio C2n2). Como consecuen-
cia inmediata, el conjunto de perturbaciones B0+ λB1 para las cuales el comportamiento
gene´rico no se da (es decir: aquellas para las que K0 = 0) es una subvariedad propia en
el conjunto de haces de rango bajo B0 + λB1 .
La obtencio´n del comportamiento gene´rico y la descripcio´n del conjunto correspon-
diente de pertubaciones son las dos contribuciones originales ma´s importantes de este
cap´ıtulo.
Finalmente, introducimos la notacio´n que usaremos a lo largo de este cap´ıtulo. Con-
sideraremos un autovalor λ0 del haz regular A0 + λA1 con multiplicidad geome´trica g y
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multiplicidad algebraica a. Esto significa que la parte correspondiente al autovalor λ0 en
la forma de Weierstrass (2.2) del haz contiene g bloques asociados a λ0 que ocupan un
taman˜o total de a× a. Es decir, siguiendo la notacio´n de la Seccio´n 2.1,
Jλ0 =
g⊕
i=1
Jni(λ0), (5.4)
de donde
a = n1 + . . .+ ng. (5.5)
Sin pe´rdida de generalidad, supondremos las dimensiones ni ordenadas en forma no
decreciente, es decir,
n1 ≤ n2 ≤ · · · ≤ ng, (5.6)
para todas las estructuras de Jordan que aparecera´n en este cap´ıtulo.
El cap´ıtulo esta´ organizado de la siguiente manera: la Seccio´n 5.2 contiene uno de los
principales resultados (Teorema 5.2.4) concerniente al cambio de la forma de Weierstrass.
Nos da una cota inferior de los taman˜os de los bloques de Jordan asociados a un autovalor
particular en el haz perturbado y nos predispone a la bu´squeda del conjunto de perturba-
ciones para el que esta cota se alcanza. Este conjunto es descrito en la Seccio´n 5.3.2 para
perturbaciones de una clase particular de haces: aquellos que muestran expl´ıcitamente la
estructura de Weierstrass correspondiente al autovalor cero, y es descrito en la Seccio´n
5.4 para perturbaciones de haces matriciales arbitrarios. Tambie´n en §5.4, unificamos los
resultados previos con el fin de enunciar de manera compacta nuestra contribucio´n ma´s
importante relativa al cambio de la estructura de Weierstrass por perturbaciones de rango
bajo: el Teorema 5.4.2.
5.2. Cotas inferiores de las multiplicidades algebraicas
y las dimensiones de los bloques de Jordan en el
haz perturbado
Nuestra intencio´n es determinar la estructura de Weierstrass del autovalor λ0 en el haz
matricial perturbado A0 + B0 + λ(A1 + B1) partiendo de la estructura de este autovalor
en el haz no perturbado A0 + λA1. Para ello necesitamos conocer, en primer lugar, la
multiplicidad algebraica, que denotaremos por ap, de λ0 en el haz perturbado, y tambie´n
co´mo esta´ distribu´ıda esta multiplicidad algebraica entre los bloques de Jordan de λ0 en
dicho haz. Al menos dos procedimientos son posibles para resolver este problema. Primero,
se puede, partiendo de las cadenas de Jordan de A0 + λA1 asociadas a λ0, construir
nuevas cadenas de Jordan de A0 + B0 + λ(A1 + B1) asociadas a λ0 que completen la
multiplicidad algebraica ap. Este procedimiento ha sido el seguido en [52, 60, 61] para
el problema de los autovalores de matrices. Tiene la ventaja de calcular expl´ıcitamente
las nuevas cadenas de Jordan y la desventaja de ser muy intrincado en el caso de haces.
En esta memoria, seguiremos un procedmiento ma´s sencillo: primero, determinaremos,
por me´todos indirectos, una cota inferior del nu´mero y los taman˜os de los bloques de
Jordan asociados a λ0 en el haz perturbado. Estos me´todos indirectos esta´n basados en
un resultado de R.C. Thompson [76] e implican el uso de las multiplicidades parciales en
λ0. Despue´s, demostraremos que, cuando esta cota inferior se alcanza, (el caso gene´rico)
los taman˜os de estos bloques se pueden determinar. Este ha sido el procedimiento que
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se ha utilizado en [61] para el problema de autovalores de matrices. En la Subseccio´n
5.4.1 describiremos expl´ıcitamente el conjunto de perturbaciones para el que esta cota se
alcanza.
Comenzamos recordando, una vez ma´s, que el rango de un haz matricial arbitrario,
regular o singular, T (λ) = T0 + λT1, es r si todos los menores de T (λ) de dimensio´n
mayor que r son ide´nticamente nulos pero T (λ) contiene menores de orden r que, como
polinomios en λ, no son ide´nticamente nulos. En consecuencia, el rango de un haz regular
n× n es igual a n.
Inclu´ımos, por completitud, el resultado de R. C. Thompson aludido arriba, que es-
tablece relaciones (de divisibilidad) necesarias y suficientes entre los factores invariantes
de un haz y los de una perturbacio´n de rango 1 de ese haz. Lo enunciaremos en el caso
ma´s general de perturbaciones de polinomios matriciales.
Teorema 5.2.1 [76, Teorema 1] Sea H(λ) un polinomio matricial n × n con factores
invariantes h1(H), . . . , hn(H) , ordenados de manera que
h1(H)|h2(H)| . . . |hn(H).
Sea el polinomio matricial
M(λ) = H(λ) + x(λ)y(λ)T
donde x(λ), y(λ) son vectores polino´micos. Entonces todos los posibles factores invariantes
h1(M)|h2(M)| . . . |hn(M)
de M(λ), cuando x(λ) e y(λ) var´ıan entre todos los vectores polino´micos sobre C, son
precisamente aquellos polinomios que cumplen
h1(H)|h2(M)|h3(H)|h4(M) . . .
h1(M)|h2(H)|h3(M)|h4(H) . . . .
Observacio´n 5.2.2 1. Hemos enunciado el Lema ajusta´ndonos lo ma´s posible al enun-
ciado del art´ıculo de referencia [76] pero adapta´ndolo al caso de polinomios matri-
ciales sobre C. Por esa razo´n hemos expresado el haz perturbacio´n como un producto
de un vector columna por un vector fila, en lugar de escribir un haz en la forma usu-
al y enunciar como hipo´tesis que tiene rango 1. El Lema 2.5.1 nos dice que ambas
expresiones son equivalentes, es decir: el resultado del Teorema 5.2.1 es cierto para
cualquier perturbacio´n de H(λ) de rango 1.
2. El resultado que nosotros enunciamos es, en realidad, un caso particular del enun-
ciado por R. C. Thompson, que considera matrices sobre un dominio de ideales
principales. En nuestro caso, dicho dominio es el anillo de polinomios en la variable
λ con coeficientes complejos.
El siguiente lema auxiliar es una consecuencia del Teorema 5.2.1. Establece cotas infe-
riores en el nu´mero y las dimensiones de los bloques de Jordan de la forma de Weierstrass
de un haz matricial regular (R + T )(λ), donde R(λ) es un haz regular y T (λ) es un haz
de rango r.
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Lema 5.2.3 Sea R(λ) = R0 + λR1 un haz matricial cuadrado regular y T (λ) = T0 + λT1
otro haz de la misma dimensio´n y rango menor o igual que r. Sea λ0 un autovalor de
R(λ) con g bloques de Jordan asociados de dimensiones d1 ≤ . . . ≤ dg en la forma de
Weierstrass. Si (R + T )(λ) es tambie´n un haz regular y r ≤ g entonces en la forma de
Weierstrass de (R + T )(λ) hay, al menos, g − r bloques de Jordan asociados a λ0 de
dimensiones βr+1 ≤ . . . ≤ βg tales que βi ≥ di para 1 ≤ i ≤ g − r.
Demostracio´n. El lema 2.3.6 nos garantiza que T (λ) puede expresarse como suma
de r haces de rango 1. Sea este desarrollo
T (λ) = T1(λ) + . . .+ Tr(λ),
donde rgTi(λ) = 1 para 1 ≤ i ≤ r.
Para todo haz regular n×n, P (λ) = P0+ λP1, vamos a denotar, como se ha hecho en
el Teorema 5.2.1, por h1(P )|h2(P )| . . . |hn(P ) a sus factores invariantes (2.4). Recordemos
que son polinomios en λ. Como es habitual, hk−1(P )|hk(P ) significa que hk−1(P ) divide
a hk(P ). No´tese tambie´n que hn(P ) 6= 0 porque el haz es regular.
Sean
(λ− λ0)d1|(λ− λ0)d2| . . . |(λ− λ0)dg ,
los divisores elementales de R(λ) asociados a λ0. Cada divisor elemental (λ−λ0)di corres-
ponde a un bloque de Jordan asociado a λ0 de dimensio´n di en la forma de Weierstrass
de R(λ). Es bien conocido que
(λ− λ0)d1 | h1(R)
(λ− λ0)d2 | h2(R)
...
...
...
(λ− λ0)dg | hg(R).
Ahora, consideremos la serie de hacesR(λ), R(λ)+T1(λ), R(λ)+T1(λ)+T2(λ), . . . , R(λ)+
T (λ), y observemos que cada uno de ellos es una perturbacio´n de rango 1 del haz prece-
dente. Apliquemos el Teorema 5.2.1 a esta sucesio´n, para obtener
(λ− λ0)dg−r |hg−r(R)|hg−r+1(R + T1)| . . . |hn(R + T ),
(λ− λ0)dg−r−1|hg−r−1(R)|hg−r(R + T1)| . . . |hn−1(R + T ),
...
...
...
...
(λ− λ0)d1|h1(R)|h2(R + T1)| . . . |hn−(g−r−1)(R + T ),
donde hn(R+ T ) 6= 0 porque el haz (R+ T )(λ) es regular. Estas cadenas de divisibilidad
significan que el haz (R + T )(λ) tiene, al menos, g − r divisores elementales asociados a
λ0 de la forma:
(λ− λ0)β1|(λ− λ0)β2| . . . |(λ− λ0)βg−r ,
con di ≤ βi para 1 ≤ i ≤ g − r. Cada uno de estos divisores elementales corresponde
a un bloque de Jordan de taman˜o βi × βi asociado a λ0 en la forma de Weierstrass de
(R + T )(λ).
El lema anterior es clave en la demostracio´n del resultado principal de esta primera
parte del cap´ıtulo:
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Teorema 5.2.4 Sea λ0 un autovalor del haz matricial regular A0+λA1, y n1 ≤ . . . ≤ ng
los taman˜os de los bloques de Jordan asociados a λ0 en su forma cano´nica de Weierstrass.
Sea B0+ λB1 un haz tal que el haz perturbado A0+B0+ λ(A1+B1) es tambie´n regular.
Supongamos que g ≥ rg (B0 + λB1). Sean ρ = rg (B0 + λ0B1) + rg B1 y nm = 1 para
todo m = g + 1, . . . , ρ. Entonces
ap ≥ a+ rg B1 − ng−ρ+1 − . . .− ng. (5.7)
Si, adema´s, se da la igualdad, los taman˜os de los bloques de Jordan asociados a λ0 en la
forma de Weierstrass de A0 + B0 + λ(A1 + B1) se obtienen eliminando los primeros ρ
te´rminos de la secuencia ng, . . . , n1, 1, . . . , 1︸ ︷︷ ︸
rg B1
.
Demostracio´n. El Lema 5.2.3 garantiza la existencia de g − ρ bloques de Jordan de
taman˜os β1 ≥ n1, . . . , βg−ρ ≥ ng−ρ en la forma cano´nica de Weierstrass del haz perturbado
A0+B0+λ(A1+B1). Ma´s au´n, el te´rmino de la izquierda de la desigualdad (5.1) implica que
hay, al menos, ρ1 = rg B1 bloques de Jordan adicionales de taman˜os α1 ≥ 1, . . . , αρ1 ≥ 1.
Por tanto,
ap ≥ β1 + . . .+ βg−ρ + α1 + . . .+ αρ1 ≥ n1 + . . .+ ng−ρ + ρ1.
Obviamente, esta desigualdad es equivalente a (5.7). Si g ≤ ρ, la desigualdad (5.7) se
convierte en
ap ≥ g − rg (B0 + λ0B1).
Este hecho es trivial en virtud de (5.1) y la desigualdad espectral evidente
ap ≥ dim ker (A0 + λ0A1 +B0 + λ0B1).
Observacio´n 5.2.5 No´tese que la definicio´n antinatural nm = 1 para m = g + 1, . . . , ρ
nos permite expresar la desigualdad (5.2.3) de una manera unificada en los dos casos
ρ ≤ g y ρ > g.
El Teorema 5.2.4 nos da todos los taman˜os de los bloques de Jordan asociados a λ0 en
el haz perturbado A0 +B0 + λ(A1 +B1) cuando la desigualdad de (5.7) es una igualdad.
Como veremos en la siguiente seccio´n, e´ste es el caso para la mayor´ıa de las perturbaciones
B0 + λB1. Nuestra intencio´n es describir el conjunto de estas perturbaciones.
5.3. El conjunto de perturbaciones con comportamien-
to gene´rico para el autovalor cero
La cantidad a˜ = a + rg B1 − ng−ρ+1 − . . . − ng de (5.7) es una cota inferior de la
multiplicidad algebraica de λ0 como autovalor del haz perturbado A0 +B0 + λ(A1 +B1).
Esto significa que, para cada perturbacio´n B0 + λB1 de A0 + λA1, tenemos
det (A0 +B0 + λ(A1 +B1)) = (λ− λ0)a˜q(λ), (5.8)
para un cierto polinomio q(λ), donde ρ = rg (B0 + λ0B1) + rg B1, como en el enunciado
del Teorema 5.2.4. Esta igualdad tambie´n incluye el caso en que A0+B0+ λ(A1+B1) es
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singular (en este caso, q(λ) ≡ 0). De cualquier forma, la multiplicidad algebraica de λ0 en
el haz perturbado es exactamente a˜ si y so´lo si el coeficiente q(λ0) de λ
a˜ en (5.8) es distinto
de cero. El u´nico objetivo de esta seccio´n es expresar expl´ıcitamente este coeficiente en
te´rminos de la perturbacio´n, algo que demandara´ un esfuerzo importante, as´ı como el uso
de una notacio´n ma´s detallada. Esta seccio´n es, por tanto, de naturaleza te´cnica.
Las demostraciones de este apartado hacen uso del siguiente Lema, cuya demostracio´n
es una consecuencia directa de igualdades determinantales bien conocidas [35].
Lema 5.3.1 Sean A y B dos matrices n × n. Entonces, para cada r = 0, 1, . . . , n, el
coeficiente de λn−r en det(A+ λB) esta´ dado por la suma∑
1 ≤ i1 < . . . < ir ≤ n
1 ≤ j1 < . . . < jr ≤ n
(−1)
∑r
l=1 il+jl detA({i1, . . . , ir}, {j1, . . . , jr}) · detB({i1, . . . , ir}c, {j1, . . . , jr}c),
(5.9)
donde A({i1, . . . , ir}, {j1, . . . , jr}) denota la submatriz de A que se obtiene tomando las fi-
las indexadas por i1, . . . , ir y las columnas indexadas por j1, . . . , jr y B({i1, . . . , ir}c, {j1, . . . , jr}c)
denota la submatriz de B obtenida eliminando las filas i1, . . . , ir y las columnas j1, . . . , jr.
Como veremos en la demostracio´n del Teorema 5.4.1, el problema de caracterizar el
conjunto de perturbaciones de rango bajo para las que se da el cambio gene´rico de la es-
tructura de Weierstrass puede reducirse al estudio del autovalor cero de una clase especial
de haces regulares, concretamente aquellas que exhiben expl´ıcitamente la estructura de
Weierstrass asociada a dicho autovalor cero. En aras de la brevedad, el conjunto de haces
con tal estructura se llamara´ la clase W0. Dedicamos el resto de esta seccio´n a obtener
el coeficiente del te´rmino de menor grado en el determinante del haz perturbado cuando
el haz no perturbado es regular y esta´ en la clase W0. Pero antes definamos con ma´s
precisio´n la clase W0.
Definicio´n 5.3.2 Un haz regular cuadrado M0 + λM1 pertenece a la clase W0 si
M0 = diag (−J0, Ĵ) y M1 = diag (I, R),
con Ĵ regular, I la matriz identidad de la misma dimensio´n que J0, y,
J0 = diag (Jn1(0), ..., Jng(0)). (5.10)
No´tese que no se asume ninguna estructura especial sobre las matrices Ĵ y R. No´tese
tambie´n que la estructura de Weierstrass asociada al autovalor cero deM0+λM1 esta´ exhi-
bida expl´ıcitamente en la matriz J0.
A lo largo de esta seccio´n, consideraremos el haz M0 + C0 + λ(M1 + C1), donde
M0 + λM1 esta´ en la clase W0 y C0 + λC1 es un haz tal que rg (C0) < g. Adema´s,
usaremos la notacio´n
ρ0 := rg (C0), ρ1 := rg (C1), ρ := ρ0 + ρ1.
El Lema 5.3.1 nos dice que, si nos restringimos al caso λ0 = 0, el coeficiente, q(0), del
te´rmino λa˜ en (5.8) es la suma de ciertos menores complementarios con signo de A0 +B0
y de A1 +B1. Si denotamos porM un menor arbitrario de A0 +B0 yMcomp a su menor
complementario en A1+B1, entoncesM tiene orden n− a˜ yMcomp tiene orden a˜. Muchos
de estos menores son siempre nulos, independientemente de la perturbacio´n B0 + λB1,
ba´sicamente como consecuencia de los siguientes hechos triviales:
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F1 Todo menor de A0 + B0 con ma´s de rgB0 columnas con so´lo elementos de B0 es
cero.
F2 Todo menor de A1 + B1 con ma´s de rgB1 columnas con so´lo elementos de B1 es
cero.
No´tese que, si A0 + λA1 esta´ en la clase W0, hay algunas filas y columnas de ceros en A0
(resp. A1), luego las filas y columnas con so´lo elementos de B0 (resp. B1) aparecen en la
suma A0+B0 (resp. A1+B1). Nuestro principal esfuerzo en esta seccio´n es determinar co´mo
esta´n constru´ıdos aquellos menores M para los cuales M ·Mcomp no es necesariamente
cero y calcular su suma como en (5.9). Para este fin, hemos de considerar separadamente
los casos ρ ≤ d0 y ρ > d0, donde d0 es el nu´mero de bloques de Jordan en (5.10) de
dimensio´n mayor que 1.
Supondremos tambie´n que en la estructura de Weierstrass (5.10) los taman˜os de los
bloques de Jordan asociados al autovalor cero satisfacen:
n1 = . . . = nr1 < nr1+1 = . . . = nr1+r2 < . . . < nr1+...+rq−1+1 = . . . = nr1+...+rq , (5.11)
es decir: hay r1 bloques de dimensio´n n¯1 ≡ n1, r2 bloques de dimensio´n n¯2 ≡ nr1+1,...,
y rq bloques de dimensio´n n¯q ≡ nr1+...+rq−1+1. No´tese que, en este caso, la multiplicidad
algebraica del autovalor cero es a = r1n¯1 + . . . + rqn¯q y la multiplicidad geome´trica es
g = r1 + . . .+ rq.
Dada la estructura de Weierstrass (5.10) situada en el bloque superior izquierdo de
M0, denotamos por ψ0 (resp. ψ1) a la submatriz g × g de C0 (resp. de C1) que contiene
a las filas y columnas correspondientes al elemento inferior izquierdo de cada bloque de
Jordan2 en J0, es decir, ψ0 (resp. ψ1) contiene los elementos de las filas y columnas de C0
(resp. de C1) que no contienen −1s supradiagonales en J0. Tambie´n denotamos por
fj =
q∑
i=j
ri, j = 1, . . . , q, fq+1 = 0, (5.12)
a las sumas parciales de las cantidades ri y definimos, para cada j = 1, . . . , q − 1, la
matriz ψ0,j (resp. ψ1,j) como la submatriz principal (inferior derecha) de taman˜o fj × fj
de ψ0 (resp. de ψ1). Ana´logamente, definimos ψ0,1 := ψ0, pero para definir ψ1,1 debemos
distinguir: si ρ ≤ d0 entonces ψ1,1 := ψ1, pero si ρ > d0, entonces
ψ1,1 := E1 + ψ1, donde E1 =
[
Ir1 0
0 0
]
. (5.13)
No´tese que cada ψi,j es el bloque inferior derecho de taman˜o fj × fj de ψi,j−1.
En el caso ρ ≤ d0, sea s ∈ {1, . . . , q} tal que ρ = rq + . . . + rq−s+2 + γ = fs−1 + γ,
para γ cumpliendo 0 < γ ≤ rq−s+1, y sea I = {i1, . . . , iγ} cualquier subconjunto de
{1, . . . , rq−s+1} de cardinal γ. Denotamos por
ψ
(I)
0,q−s+1 (resp. ψ
(I)
1,q−s+1) (5.14)
la submatriz principal de dimensio´n ρ de ψ0,q−s+1 (resp. de ψ1,q−s+1) que contiene a ψ0,q−s
(resp. ψ1,q−s) junto con las γ filas y columnas de ψ0,q−s+1 (resp. de ψ1,q−s+1) correspon-
dientes a los γ bloques de taman˜o n¯q−s+1 en J0 indexados por i1, . . . , iγ. No´tese que si
γ = rq−s+1 entonces ψ
(I)
0,q−s+1 = ψ0,q−s+1 (resp. ψ
(I)
1,q−s+1 = ψ1,q−s+1).
2Obviamente, para los bloques de Jordan de dimensio´n 1×1, el elemento inferior izquierdo es el u´nico
elemento del bloque.
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Si J = (J1, J2), donde J1 = {j1, . . . , jρ0}, J2 = {k1, . . . , kρ0} son subconjuntos de
{1, . . . , ρ} de cardinal ρ0, denotamos por
∇(I,J)0,q−s+1 (resp. ∇(I,J
c)
1,q−s+1) (5.15)
a los menores ρ0×ρ0 de ψ(I)0,q−s+1 correspondientes a las filas indexadas por j1, . . . , jρ0 y las
columnas indexadas por k1, . . . , kρ0 (resp. los menores ρ1×ρ1 de ψ(I)1,q−s+1 complementarios
a ∇(I,J)0,q−s+1, esto es, aque´llos que contienen todas las filas y columnas excepto las indexadas
por j1, . . . , jρ0 y k1, . . . , kρ0 , respectivamente).
En el caso ρ > d0, sera´n necesarios otros menores: denotamos por
∇(J)0 (resp. ∇(J
c)
1 ) (5.16)
a los menores ρ0×ρ0 de ψ0 (resp. los menores (g−ρ0)× (g−ρ0) de ψ1,1) que contienen las
filas y columnas indexadas por J (resp. que contienen todas las filas y columnas excepto las
indexadas por J). Obse´rvese que, en este caso, no hay necesidad de usar ningu´n conjunto
de ı´ndices I.
Ilustraremos las definiciones previas con un ejemplo.
Ejemplo 5.3.3 Supongamos que
M0 =

0
0
0 1
0 0
0 1
0 0
0 1
0 0
0 1 0
0 0 1
0 0 0

,
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i.e., n¯1 = 1, n¯2 = 2, n¯3 = 3, r1 = 2, r2 = 3, r3 = 1, y
C0 =

a1 a2 a3 ∗ a4 ∗ a5 ∗ a6 ∗ ∗
a7 a8 a9 ∗ a10 ∗ a11 ∗ a12 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
a13 a14 a15 ∗ a16 ∗ a17 ∗ a18 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
a19 a20 a21 ∗ a22 ∗ a23 ∗ a24 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
a25 a26 a27 ∗ a28 ∗ a29 ∗ a30 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
a31 a32 a33 ∗ a34 ∗ a35 ∗ a36 ∗ ∗

,
C1 =

b1 b2 b3 ∗ b4 ∗ b5 ∗ b6 ∗ ∗
b7 b8 b9 ∗ b10 ∗ b11 ∗ b12 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
b13 b14 b15 ∗ b16 ∗ b17 ∗ b18 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
b19 b20 b21 ∗ b22 ∗ b23 ∗ b24 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
b25 b26 b27 ∗ b28 ∗ b29 ∗ b30 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
b31 b32 b33 ∗ b34 ∗ b35 ∗ b36 ∗ ∗

.
En esta situacio´n,
ψ0 =

a1 a2 a3 a4 a5 a6
a7 a8 a9 a10 a11 a12
a13 a14 a15 a16 a17 a18
a19 a20 a21 a22 a23 a24
a25 a26 a27 a28 a29 a30
a31 a32 a33 a34 a35 a36
 , ψ1 =

b1 b2 b3 b4 b5 b6
b7 b8 b9 b10 b11 b12
b13 b14 b15 b16 b17 b18
b19 b20 b21 b22 b23 b24
b25 b26 b27 b28 b29 b30
b31 b32 b33 b34 b35 b36

mientras que
ψ0,3 =
[
a36
]
, ψ0,2 =

a15 a16 a17 a18
a21 a22 a23 a24
a27 a28 a29 a30
a33 a34 a35 a36
 ,
y ana´logamente para ψ1,j reemplazando la letra a por la b.
Ahora, supongamos que el haz perturbacio´n satisface ρ0 = 2, ρ1 = 1. En esta situacio´n,
ρ = 3 ≤ d0 = 4, s = 2 y γ = 2. Entonces, ψ0,3 = ψ0, ψ1,3 = ψ1 y, por ejemplo,
ψ
({1,3})
0,2 =
 a15 a17 a18a27 a29 a30
a33 a35 a36
 , ψ({2,3})0,2 =
 a22 a23 a18a28 a29 a30
a34 a35 a36
 ,
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y ana´logamente para ψ
(·)
1,2 reemplazando la letra a por la b. As´ı pues,
∇({1,3},{1,2;2,3})0,2 = det
[
a17 a18
a29 a30
]
, ∇({1,3},{1,2;2,3}c)1,2 = b33
∇({2,3},{1,3;1,2})0,2 = det
[
a22 a23
a34 a35
]
, ∇({2,3},{1,3;1,2}c)1,2 = b30.
En cambio, si consideramos una perturbacio´n tal que ρ0 = 3 y ρ1 = 2, entonces ρ = 5 >
d0 = 4, luego
ψ0,1 = ψ0, ψ1,1 = E1 + ψ1 =

1 + b1 b2 b3 b4 b5 b6
b7 1 + b8 b9 b10 b11 b12
b13 b14 b15 b16 b17 b18
b19 b20 b21 b22 b23 b24
b25 b26 b27 b28 b29 b30
b31 b32 b33 b34 b35 b36
 ,
mientras que, por ejemplo,
∇({1,3,4;1,4,5})0 = det
 a1 a4 a5a13 a16 a17
a19 a22 a23
 , ∇({1,3,4;1,4,5}c)1 = det
 1 + b8 b9 b12b26 b27 b30
b32 b33 b36
 .
¤
Con esta notacio´n a mano, estamos en situacio´n de enunciar el siguiente resultado.
Teorema 5.3.4 Sea M0+λM1 un haz en la clase W0, y supongamos que los taman˜os de
los bloques de Jordan asociados al cero satisfacen (5.11). Sean a y g, respectivamente, las
multiplicidades algebraica y geome´trica del cero como autovalor de M0 + λM1. Sea
a˜ = a+ ρ1 − ng−ρ+1 − . . .− ng,
y denotemos nm = 1 para cada m = g + 1, . . . , ρ. Sea d0 el nu´mero de bloques de Jordan
asociados al cero cuya dimensio´n es mayor que 1. Sea C0 + λC1 cualquier haz matricial
de la misma dimensio´n que M0 + λM1, y sea
ρ0 := rg (C0), ρ1 := rg (C1), ρ := ρ0 + ρ1.
Si ρ0 < g entonces el coeficiente de λ
a˜ en el polinomio perturbado (5.8) es
q(0) = K0 det Ĵ ,
donde:
(i) si ρ ≤ d0 entonces
K0 =
∑
I
∑
J
(−1)αI,J ∇(I,J)0,q−s+1∇(I,J
c)
1,q−s+1,
donde s ∈ {1, . . . , q} es tal que ρ = rq+ . . .+ rq−s+2+ γ con 0 < γ ≤ rq−s+1, I var´ıa
entre todos los subconjuntos de {1, . . . , rq−s+1} con γ elementos y J = (J1, J2), donde
J1 y J2 var´ıan, independientemente, entre todos los subconjuntos de {1, . . . , ρ} con
ρ0 elementos. El signo (−1)αI,J depende so´lo de los conjuntos I y J . No´tese que si
γ = rq−s+1 entonces la suma en I no aparece.
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(ii) si ρ > d0 entonces
K0 =
∑
J
(−1)αJ∇(J)0 ∇(J
c)
1 ,
donde J = (J1, J2) y J1 y J2 var´ıan, independientemente, entre todos los subconjun-
tos {1, . . . , g} con ρ0 elementos. El signo (−1)αJ depende so´lo del conjunto J .
Demostracio´n. De acuerdo con el Lema 5.3.1, el coeficiente de λa˜ en el polinomio
(5.8) es una suma de productos con signo, digamos D0D1, de menores, donde cada factor
D0 es un menor de M0 + C0 y el correspondiente factor D1 es su menor complementario
en M1 + C1. Tambie´n, la dimensio´n de D0 es n − a˜, mientras que la dimensio´n de D1 es
a˜. Ahora buscamos los menores complementarios de estos taman˜os cuyo producto no es
necesariamente cero.
(i) Suponemos, en primer lugar, que ρ ≤ d0. Primero no´tese que en D0 so´lo pueden
aparecer filas y columnas que intersecan, a lo sumo, con ρ bloques diferentes de J0:
si tomamos so´lo filas y columnas correspondientes a entradas diagonales del bloque,
entonces en este menor aparece una fila y una columna con entradas so´lo en C0,
mientras que, en otro caso, aparecen en D1 una fila y una columna con entradas
so´lo en C1. As´ı, la afirmacio´n es una consecuencia de los hechos F1 y F2 al comienzo
de esta subseccio´n. Por otro lado, de nuevo usando F1, podemos tomar en D0 so´lo
las filas y columnas de, a lo ma´s, ρ0 bloques completos. Ahora, contamos el ma´ximo
orden de un menor de M0 + C0 con estas restricciones. Obviamente, este ma´ximo
se alcanza si tomamos las n − a u´ltimas filas y columnas (correspondientes a los
autovalores no nulos de M0), junto con ρ0 bloques completos entre los ρ mayores.
De nuevo, es fa´cil ver que podemos tomar tambie´n los restantes ρ1 bloques completos
entre los ρmayores excepto por la u´ltima fila y la primera columna (esto es: tomamos
las filas y columnas que contienen los −1s supradiagonales). Y no ma´s. Todas estas
filas (o columnas) hacen un total de
n− a+ ng−ρ+1 + . . .+ ng − ρ1 = n− a˜.
Esto significa que el menor D0 debe construirse del modo anterior porque, de lo
contrario, ser´ıa de orden menor que n − a˜. As´ı, cada menor de D0 de taman˜o n −
a˜ esta´ formado con las filas y columnas de M0 + C0 seleccionadas mediante los
siguientes tres pasos:
Paso 1 Incluir en D0 las n− a u´ltimas filas y columnas de M0 + C0.
Paso 2 Incluir en D0 las filas y columnas en que esta´n situados los −1s supradiag-
onales de los ρ bloques de Jordan de J0 con mayor taman˜o. Si γ = rq−s+1,
estas posiciones esta´n un´ıvocamente determinadas, pero en otro caso existen
diversas elecciones de los ρ bloques de Jordan mayores de J0, cada una de ellas
especificada por un subconjunto I de {1, . . . , rq−s+1} con γ elementos. Los γ ele-
mentos de I determinan cua´les de los bloques de Jordan n¯q−s+1-dimensionales
de (5.10) esta´n inclu´ıdos entre los ρ mayores. Conforme I var´ıa sobre todos los
subconjuntos de {1, . . . , rq−s+1} con γ elementos, se cubren todas las posibles
elecciones de las posiciones de los −1s supradiagonales de D0.
Paso 3 De acuerdo con la discusio´n previa, las ρ0 filas y ρ0 columnas de D0 con so´lo
elementos de C0 tienen que ser elegidas entre aquellas que corresponden a los
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elementos inferiores de los ρ bloques de Jordan mayores de J0 seleccionados
en el Paso 2 a trave´s del subconjunto I. Una forma de especificar estas filas
y columnas es como sigue: formamos la matriz ψ
(I)
0,q−s+1 y elegimos cualquiera
de sus menores ρ0-dimensionales ∇(I,J)0,q−s+1 (no necesariamente principal), e in-
clu´ımos en D0 las correspondientes filas y columnas de M0 + C0. Cuando J1 y
J2 var´ıan, independientemente, sobre todos los subconjuntos de {1, . . . , ρ} con
ρ0 elementos, todos los menores ∇(I,J)0,q−s+1 de taman˜o ρ0 × ρ0 son considerados.
Esto completa la descripcio´n de todos los menores admisibles, D0, deM0+C0. Cada
menor admisible D0 esta´ completamente especificado mediante un par de conjuntos
de ı´ndices I y J .
A continuacio´n, demostramos que, dados dos conjuntos I y J , el menor corres-
pondiente D0 es D0 = ±(det Ĵ)∇(I,J)0,q−s+1, donde Ĵ es la matriz que aparece en la
Definicio´n 5.3.2, y el signo depende exclusivamente de los conjuntos I y J . De-
notemos por l el nu´mero total de −1s supradiagonales de J0 inclu´ıdos en D0, i.e.,
l = rq(n¯q − 1) + . . .+ rq−s+2(n¯q−s+2 − 1) + γ(n¯q−s+1 − 1), y sean 1 = m1 < . . . < ml
los ı´ndices de las filas de D0 que contienen las posiciones de los −1s supradiagonales
en las columnas p1 < . . . < pl de D0. La mk-e´sima fila de D0 es la suma de dos filas:
una es la pk-e´sima fila epk de la matriz identidad y la otra es una parte de una fila
de C0. Usando este hecho, D0 puede expresarse como la suma de 2l determinantes
cuya mk-e´sima fila, para 1 ≤ k ≤ l, es bien epk o una fila con so´lo elementos de
C0. A excepcio´n del determinante cuyas filas son ep1 , ep2 , . . . , epl , el resto de estos
determinantes es igual a cero, puesto que cada uno contiene ma´s de ρ0 filas con
elementos so´lo de C0. Un argumento similar en las u´ltimas n − a filas de D0 nos
permite reemplazar por cero cada elemento de C0 en estas filas sin alterar el va-
lor de D0. El desarrollo por cofactores del determinante que queda usando las filas
1 = m1 < . . . < ml lleva a un valor para D0 igual a ±(det Ĵ)∇(I,J)0,q−s+1. No´tese que
el signo depende so´lo de las posiciones en D0 correspondientes a los −1s supradiag-
onales, y e´stas esta´n completamente determinadas por I y J .
En este pa´rrafo demostramos que el menor complementario correspondiente, D1, de
M1 + C1 es D1 = ±∇(I,J
c)
1,q−s+1, y, nuevamente, el signo depende so´lo de los conjuntos
I y J . El menor D1 se obtiene eligiendo entre las primeras a filas y columnas de
M1+C1 aquellas que no han sido elegidas en D0. Esto implica que las ρ1 filas y las ρ1
columnas deD1 con so´lo elementos en C1 tienen que elegirse entre las filas y columnas
correspondientes a los elementos inferiores izquierdos de los ρ bloques de Jordan ma´s
grandes de J0 especificados por I. No´tese que D1 se completa con todas las filas y
columnas del bloque superior izquierdo a× a de M1 +C1 que no esta´n inclu´ıdas en
estos ρ bloques de Jordan mayores. Todas estas u´ltimas filas y columnas incluyen
posiciones de los 1s diagonales del bloque superior izquierdo a × a de M1, aunque
quiza´ en D1 no este´n en posiciones diagonales porque D1 no es necesariamente un
menor principal de M1 + C1. Supongamos que α1 < . . . < αt y β1 < . . . < βt son
los ı´ndices de las filas y columnas de D1 correspondientes a posiciones de los 1s
diagonales del bloque superior izquierdo a × a de M1. Ahora podemos argumentar
como antes: la fila αk-e´sima de D1 es la suma de dos filas: una es la βk-e´sima fila
eβk de la matriz identidad y la otra es una parte de una fila de C1. Descomponiendo
D1 en pasos sucesivos como la suma de dos menores y cancelando los menores con
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ma´s de ρ1 filas en C1, el menor resultante es precisamente ±∇(I,J
c)
1,q−s+1 con el mismo
conjunto de ı´ndices J que en D0. No´tese que el signo depende exclusivamente de las
posiciones en D1 correspondientes a los 1s diagonales del bloque superior izquierdo
a× a de M1, y e´stas esta´n completamente determinadas por I y J .
(ii) En el caso ρ > d0, cualquier menor D0 de orden n − a˜ se forma con las filas y
columnas de M0 + C0 seleccionadas en los siguientes tres pasos:
Paso 1 Incluir en D0 las n− a u´ltimas filas y columnas de M0 + C0.
Paso 2 Incluir en D0 las filas y columnas correspondientes a las posiciones de todos los
−1s supradiagonales de J0.
Paso 3 Ahora, la u´nica restriccio´n para las ρ0 filas y ρ0 columnas de D0 con elemen-
tos so´lo de C0 es que deben ser elegidas entre las g filas y las g columnas
que no corresponden a todos los −1s supradiagonales de J0. Una forma de
especificar estas filas y columnas es como sigue: formamos la matriz ψ0 y es-
cogemos cualquiera de sus menores ρ0-dimensionales ∇(J)0 (no necesariamente
principal), e inclu´ımos en D0 las correspondientes filas y columnas de M0+C0.
Cuando J1 y J2 var´ıan, independientemente, sobre todos los subconjuntos de
{1, . . . , ρ} con ρ0 elementos, todos los ρ0 × ρ0 menores ∇(J)0 son considerados.
Esto completa la descripcio´n de todos los posibles menores de dimensio´n kma´x,
D0, de M0 + C0. Cada posible menor D0 esta´ completamente especificado por
el conjunto J .
Un argumento similar al utilizado arriba muestra que, para el menor D0 definido
por J , tenemos D0 = ±(det Ĵ)∇(J)0 . El correspondiente menor complementario D1
es, simplemente, D1 = ∇(J
c)
1 , porque, en este caso, la condicio´n del rango sobre C1
no permite tomar todas las filas y columnas correspondientes a los 1s diagonales en
el bloque superior izquierdo de M1. De aqu´ı las definiciones diferentes para ψ1,1.
De acuerdo con el Teorema 5.3.4, la multiplicidad algebraica del cero como autovalor
del haz perturbado M0+C0+λ(M1+C1) es a˜ si y so´lo si K0 6= 0. Ponemos de manifiesto
que, como puede verse en la demostracio´n del Teorema 5.3.4, los signos (−1)αI,J no de-
penden en forma alguna del haz perturbacio´n C0 + λC1. Dependen exclusivamente de la
estructura de Weierstrass del haz no perturbado M0+λM1 y, por supuesto, de la eleccio´n
de I y J . Una vez que se ha hecho esta eleccio´n, cada signo se obtiene de manera directa
aplicando el Lema 5.3.1 y usando el desarrollo por cofactores descrito en el Teorema 5.3.4.
Ejemplo 5.3.5 Consideremos el haz no perturbado perteneciente a la clase W0:
A0 + λA1 = diag(λI8 − J0, Ĵ(λ)) ,
donde
J0 = J1(0)⊕ J2(0)⊕ J2(0)⊕ J3(0)
Ĵ(λ) = λJ2(0)− I2
Por tanto:
n¯1 = 1, n¯2 = 2, n¯3 = 3
r1 = 1, r2 = 2, r3 = 1 .
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Perturbemos por otro haz B0 + λB1 con
B0 =

0 6 4 4 −6 2 −2 0 0 −2
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 30 20 20 −30 10 −10 0 0 −10
0 3 2 2 −3 1 −1 0 0 −1
0 51 34 34 −51 17 −17 0 0 −17
0 −3 2 −2 3 −1 1 0 0 1
0 51 34 34 −51 17 −17 0 0 −17
0 0 0 0 0 0 0 0 0 0
0 −9 −6 −6 9 −3 3 0 0 3

,
B1 =

−3 1 −1 −1 0 −2 −2 3 0 −1
45 −15 15 15 0 30 30 −45 0 15
6 −2 2 2 0 4 4 −6 0 2
0 0 0 0 0 0 0 0 0 0
−3 1 −1 −1 0 −2 −2 3 0 −1
36 −12 12 12 0 24 24 −36 0 12
9 −3 3 3 0 6 6 −9 0 3
3 −1 1 1 0 2 2 −3 0 1
3 −1 1 1 0 2 2 −3 0 1
135 −45 45 45 0 90 90 −135 0 45

,
Puede verse fa´cilmente que ρ0 = ρ1 = 1, es decir: ρ = 2. Adema´s, γ = 1, de modo que
las posibilidades para los subconjuntos I, J1 y J2 son {1} o´ {2} en cada uno de los tres
casos. En consecuencia, las matrices que nos interesan son
φ10,2 =
[
0 0
51 17
]
, φ20,2 =
[
2 1
34 17
]
, φ11,2 =
[ −2 4
−1 2
]
, φ21,2 =
[ −1 −2
1 2
]
,
de donde obtenemos
∇({1},{1;1})0,2 = 0, ∇({1},{1;1}
c)
1,2 = 2
∇({1},{1;2})0,2 = 0, ∇({1},{1;2}
c)
1,2 = −1
∇({1},{2;1})0,2 = 51, ∇({1},{2;1}
c)
1,2 = 4
∇({1},{2;2}0,2 = 17, ∇({1},{2;2}
c)
1,2 = −2
∇({2},{1;1})0,2 = 2, ∇({2},{1;1}
c)
1,2 = 2
∇({2},{1;2})0,2 = 1, ∇({2},{1;2}
c)
1,2 = 1
∇({2},{2;1})0,2 = 34, ∇({2},{2;1}
c)
1,2 = −2
∇({2},{2;2})0,2 = 17, ∇({2},{2;2}
c)
1,2 = −1 .
Por otra parte, el signo (−1)({1},{2;1}) es igual al producto σ1 · σ2 · σ3 donde σ1 es el
signo que resulta al desarrollar por los −1s el determinante∣∣∣∣∣∣∣∣
0 −1 0 0
0 0 −1 0
0 0 0 −1
51 0 0 0
∣∣∣∣∣∣∣∣ ,
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que es la parte del menor D0 correspondiente al autovalor 0. El signo σ2 es el que resulta
al desarrollar por los 1s el menor complementario, D1,∣∣∣∣∣∣∣∣
1 0 0 0
0 0 0 4
0 1 0 0
0 0 1 0
∣∣∣∣∣∣∣∣ ,
y σ3 es el signo que corresponde segu´n la fo´rmula (5.9). Como el primer factor se obtiene
tomando las filas del haz perturbado cuyos ı´ndices son 2, 6, 7 y 8 y las columnas cuyos
ı´ndices son 2, 3, 7 y 8, se tiene que σ3 = −1. Como, por otro lado, σ1 = 1 y σ2 = 1, se
concluye que (−1)({1},{2;1}) = −1.
Para obtener el menor ∇({1},{2;2})0,2 tomamos las filas del haz perturbado cuyos ı´ndices
son 2, 6, 7 y 8 y las columnas cuyos ı´ndices son 3, 6, 7 y 8, por lo que, en este caso, σ3 = −1.
Por otro lado, la parte correspondiente al autovalor 0 del menor D0 es∣∣∣∣∣∣∣∣
−1 0 0 0
0 0 −1 0
0 0 0 −1
0 17 0 0
∣∣∣∣∣∣∣∣ ,
lo que significa que σ1 = −1, mientras que el menor complementario, D1, es∣∣∣∣∣∣∣∣
1 0 0 0
0 −2 0 0
0 0 1 0
0 0 0 1
∣∣∣∣∣∣∣∣ ,
luego σ2 = 1. Por lo tanto, (−1)({1},{2;2}) = 1. El resto de signos se obtiene de manera
ana´loga. Finalmente:
K0 = [−51 · 4 + 17 · (−2)] + [2 · 2− 1 · 1− 34 · (−2) + 17 · (−1)] = −184
det Ĵ(0) = det(−I2) = 1.
De hecho, el determinante completo del haz perturbado es
det(A0 +B0 + λ(A1 +B1)) = −184λ4 − 2075λ5 − 4314λ6 − 190λ7 − 1647λ8 − 45λ9.
En virtud del Teorema 5.3.4, como K0 6= 0, la forma de Weierstrass de A0 + B0 +
λ(A1 +B1) asociada al autovalor 0 es
J2(0)⊕ J1(0)⊕ J1(0).
¤
Obse´rvese que la ecuacio´n determinantal K0 = 0 define una variedad algebraica, for-
mada por aquellas perturbaciones C0+λC1, donde C0 y C1 tienen rangos predeterminados,
para las cuales la multiplicidad algebraica del cero como autovalor del haz perturbado no
es a˜. En otras palabras: las perturbaciones para las cuales no se da el comportamiento
gene´rico descrito en la introduccio´n a este cap´ıtulo.
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5.4. Perturbaciones de rango bajo de haces regulares
En esta seccio´n daremos una respuesta completa al problema originariamente plantea-
do en la Introduccio´n: Dado un haz regular A0+λA1 con un autovalor λ0, perturbado por
un segundo haz B0+λB1, determinar la estructura de Weierstrass ma´s habitual asociada
a λ0 como autovalor del haz perturbado (5.3) cuando se da la condicio´n de rango bajo
(5.2) para la perturbacio´n, as´ı como describir el conjunto de perturbaciones para las que
se da este cambio. Necesitaremos, u´nicamente, generalizar el Teorema 5.3.4 a un haz no
perturbado arbitrario A0 + λA1 y aplicar el Teorema 5.2.4. Comenzamos transforman-
do este problema en otro relacionado con la clase W0 introducida en la Definicio´n 5.3.2.
Usando las matrices Y y X de paso a la forma de Weierstrass como en la identidad (5.17),
podemos escribir la siguiente igualdad:
Y T (A0+ λA1+B0+ λB1)X = diag (−Jλ0 , J˜ , I∞) + λ diag (Ia, Ib, N) + B˜0+ λB˜1, (5.17)
donde Jλ0 es como en (5.4), con bloques cuyos taman˜os satisfacen (5.11), J˜ contiene la
estructura de Jordan correspondiente a los restantes autovalores finitos, B˜0 := Y
TB0X y
B˜1 := Y
TB1X. La matriz N es suma directa de bloques de Jordan asociados al autovalor
0 y contiene la estructura de Jordan del autovalor infinito. El te´rmino derecho de esta
igualdad puede escribirse como:
diag (−Jr1n¯1(0), ...,−Jrqn¯q(0), J˜+λ0Ib, I∞+λ0N)+(λ−λ0)diag (Ia, Ib, N)+B˜0+λ0B˜1+(λ−λ0)B˜1,
donde det(diag (J˜ + λ0Ib, I∞ + λ0N)) 6= 0. Definamos, en aras de la brevedad,
µ := λ− λ0,
luego el te´rmino derecho de la igualdad (5.17) puede expresarse como
diag (−J0, J˜ + λ0Ib, I∞ + λ0N) + µ diag (Ia, Ib, N) + B˜0 + λ0B˜1 + µB˜1, (5.18)
con J0 como en (5.10). Esta ecuacio´n muestra que podemos restringirnos al problema
original de estudiar el cambio de la estructura de Weierstrass del autovalor cero del haz
regular diag (−J0, J˜ + λ0Ib, I∞ + λ0N) + µ diag (Ia, Ib, N) perteneciente a la clase W0
cuando es perturbado por el haz (B˜0 + λ0B˜1) + µB˜1. Es importante tener en mente que
rg (B˜0+λ0B˜1) = rg (B0+λ0B1) y rg B˜1 = rgB1. Obviamente, el Teorema 5.3.4 se cumple
para el haz en la variable µ que aparece en (5.18), con (B˜0 + λ0B˜1) haciendo el papel de
C0, y B˜1 el papel de C1. En este caso es conveniente expresar los menores (5.15) y (5.16)
que aparecen en el Teorema 5.3.4 en te´rminos de las matrices B0, B1, Y y X. Hacer esto
requiere una cierta notacio´n preliminar.
5.4.1. Notacio´n
Particionemos las matrices Y y X que aparecen en (5.17) como sigue:
Y =
[
Y1 Ŷ
]
, X =
[
X1 X̂
]
, (5.19)
donde X1 e Y1 tienen dimensiones n× a, y
X1 =
 X11 . . . Xr11 . . . X1q . . . Xrqq
 , (5.20)
94 Cap´ıtulo 5. Perturbaciones de rango bajo de la Forma de Weierstrass
Y1 =
 Y 11 . . . Y r11 . . . Y 1q . . . Y rqq
 , (5.21)
donde las particiones son conformes con los bloques de Jordan de λ0 en (5.4).
Las columnas de cada Xkj forman una cadena de Jordan derecha de A0 + λA1 de
longitud n¯j correspondiente al autovalor λ0. La l-e´sima columna de X
k
j es un vector de
Jordan derecho de orden l. En particular, si denotamos por xkj a la primera columna de
Xkj , cada x
k
j es un autovector derecho de A0 + λA1 asociado a λ0. Ana´logamente, las
columnas de cada Y kj forman una cadena de Jordan izquierda de A0 + λA1 de longitud
n¯j correspondiente a λ0. La l-e´sima columna, contando de derecha a izquierda, de Y
k
j
es un vector de Jordan izquierdo de orden l. Por tanto, si denotamos por ykj a la u´ltima
(i.e. la n¯j−e´sima) columna de Y kj , cada ykj es un autovector izquierdo correspondiente a
λ0. Con estos autovectores constru´ımos las matrices
Lj = [y
1
j , . . . , y
rj
j ], Rj = [x
1
j , . . . , x
rj
j ],
para j = 1, . . . , q, y
Wi = [Li, . . . , Lq], Zi = [Ri, . . . , Rq],
para i = 1, . . . , q. Se puede ver fa´cilmente que las matrices
Φ0,j = W
T
j (B0 + λ0B1)Zj, j = 1, . . . , q (5.22)
Φ1,j = W
T
j B1Zj, j = 2, . . . , q, (5.23)
corresponden a las matrices ψ0,j y ψ1,j definidas en el pa´rrafo que sigue a (5.12), tomando
las matrices B˜0 + λ0B˜1 y B˜1 que aparecen en (5.18) como C0 y C1 . No´tese que, debido
a las definiciones acumulativas de Wj y Zj, cada Φi,j es el bloque inferior derecho de
taman˜o fj×fj de Φi,j−1. La definicio´n de Φ1,1 depende, como en (5.13), del caso espec´ıfico
que consideremos. Definamos
ρ0 := rg (B0 + λ0B1) = rg (B˜0 + λ0B˜1), ρ1 := rg (B1) = rg (B˜1), ρ := ρ0 + ρ1,
ana´logamente a como se hizo en el Teorema 5.3.4, y, de nuevo, definamos d0 como el
nu´mero de bloques de Jordan en J0 de dimensio´n mayor que 1, donde J0 es la matriz
que aparece en (5.18). Obviamente, d0 es tambie´n el nu´mero de bloques de Jordan de
dimensio´n mayor que 1 asociados al autovalor λ0 en la forma cano´nica de Weierstrass del
haz A0 + λA1. Ahora podemos definir
Φ1,1 := W
T
q B1Zq si ρ ≤ d0 y Φ1,1 := W Tq B1Zq + Eq si ρ > d0, (5.24)
donde Eq es la matriz que aparece en (5.13).
Ahora procedemos como en (5.14–5.16). Si ρ ≤ d0, sea s ∈ {1, . . . , q} tal que ρ =
rq + . . .+ rq−s+2 + γ con 0 < γ ≤ rq−s+1, y sea I = {i1, . . . , iγ} cualquier subconjunto de
{1, . . . , rq−s+1} con cardinal γ . Denotamos por
Φ
(I)
0,q−s+1 (resp. Φ
(I)
1,q−s+1)
la submatriz principal de dimensio´n ρ de Φ0,q−s+1 (resp. de Φ1,q−s+1) que contiene a Φ0,q−s
(resp. Φ1,q−s) junto con las γ filas y columnas de Φ0,q−s+1 (resp. de Φ1,q−s+1) correspon-
dientes a los γ autovectores de las cadenas de Jordan de longitud n¯q−s+1 del autovalor λ0
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que esta´n indexados por i1, . . . , iγ. No´tese que si γ = rq−s+1 entonces Φ
(I)
0,q−s+1 = Φ0,q−s+1
(resp. Φ
(I)
1,q−s+1 = Φ1,q−s+1).
Si J = (J1, J2), donde J1 = {j1, . . . , jρ0}, J2 = {k1, . . . , kρ0} son subconjuntos de
{1, . . . , ρ}, denotamos por
∆
(I,J)
0,q−s+1 (resp. ∆
(I,Jc)
1,q−s+1) (5.25)
el menor de orden ρ0×ρ0 de Φ(I)0,q−s+1 correspondiente a las filas y columnas indexadas por,
respectivamente, j1, . . . , jρ0 y k1, . . . , kρ0 (resp. el menor ρ1×ρ1 de Φ(I)1,q−s+1 complementario
a ∆
(I,J)
0,q−s+1, i.e., el que contiene todas las filas y columnas excepto las indexadas por
j1, . . . , jρ0 y k1, . . . , kρ0 , respectivamente).
En el caso ρ > d0, denotamos por
∆
(J)
0 (resp. ∆
(Jc)
1 )
el menor de orden ρ0× ρ0 de Φ0,q (resp. el menor (g− ρ0)× (g− ρ0) de Φ1,q) que contiene
las filas y columnas indexadas por J (resp. el que contiene todas las filas y columnas salvo
las indexadas por J).
5.4.2. El resultado principal
Como consecuencia inmediata de la notacio´n y los desarrollos introducidos anterior-
mente, podemos enunciar el siguiente teorema, que es una versio´n del Teorema 5.3.4 para
haces de matrices.
Teorema 5.4.1 Sea λ0 un autovalor del haz matricial complejo regular de taman˜o n× n
A0 + λA1 con forma cano´nica de Weierstrass dada por (5.17), y supongamos que los
taman˜os de los bloques de Jordan asociados a λ0 satisfacen (5.11). Sean a y g, respecti-
vamente, las multiplicidades algebraica y geome´trica de λ0 como autovalor de A0 + λA1.
Sea
a˜ = a+ ρ1 − ng−ρ+1 − . . .− ng,
y sea nm = 1 para cada m = g+1, . . . , ρ. Sea d0 el nu´mero de bloques de Jordan asociados
a λ0 en (5.17) cuya dimensio´n es mayor que 1. Sea B0 + λB1 otro haz n× n, y
ρ0 := rg (B0 + λ0B1), ρ1 := rg (B1), ρ := ρ0 + ρ1.
Si ρ0 < g entonces
det(A0 + λA1 +B0 + λB1) = (λ− λ0)a˜ q(λ− λ0), (5.26)
donde q(λ− λ0) es un polinomio de grado, a lo sumo, n− a˜.
Ma´s au´n, el coeficiente de (λ− λ0)a˜ en (5.26) esta´ dado por:
q(0) = det(X−1 Y −T ) ·K0 · det(diag (J˜ + λ0Ib , I∞ + λ0N)), (5.27)
donde det(diag (J˜ + λ0Ib , I∞ + λ0N)) 6= 0 y K0 esta´ dado por:
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(i) si ρ ≤ d0 entonces
K0 =
∑
I
∑
J
(−1)αI,J∆(I,J)0,q−s+1∆(I,J
c)
1,q−s+1,
donde I var´ıa sobre todos los subconjuntos de {1, . . . , rq−s+1} con γ elementos y
J = (J1, J2), donde J1 y J2 var´ıan, independientemente, entre todos los subconjuntos
de {1, . . . , ρ} con ρ0 elementos. El signo (−1)αI,J depende so´lo de los conjuntos I y
J . No´tese que si γ = rq−s+1 entonces la suma en I no aparece.
(ii) si ρ > d0 entonces
K0 =
∑
J
(−1)αJ∆(J)0 ∆(J
c)
1 ,
donde J = (J1, J2) y J1 y J2 var´ıan, independientemente, entre todos los subconjun-
tos {1, . . . , g} con ρ0 elementos. El signo (−1)αJ depende so´lo del conjunto J .
Demostracio´n. Apl´ıquese el Teorema 5.3.4 al te´rmino de la izquierda en (5.18).
De acuerdo con el Teorema 5.4.1 la multiplicidad algebraica de λ0 como autovalor del
haz no perturbado A0 + λA1 + B0 + λB1 es a˜ si y so´lo si K0 6= 0. Recordemos que a˜ es
precisamente la cantidad de la derecha en (5.7), luego la igualdad en (5.7) se da si y so´lo
si K0 6= 0. Esta observacio´n es la clave para el resultado ma´s importante de esta seccio´n.
Teorema 5.4.2 Sea λ0 un autovalor del haz matricial complejo regular A0 + λA1 de
taman˜o n× n cuya forma cano´nica de Weierstrass esta´ dada por (5.17), y sea g la mul-
tiplicidad geome´trica de λ0 en A0 + λA1. Sea B0 + λB1 un haz n× n, y sean
ρ0 := rg (B0 + λ0B1), ρ1 := rg (B1), ρ := ρ0 + ρ1.
Sea K0 como en el enunciado del Teorema 5.4.1 y n1 ≤ . . . ≤ ng las dimensiones de los
bloques de Jordan asociados con λ0 en A0 + λA1. Si ρ0 < g entonces λ0 es un autovalor
del haz perturbado
A0 +B0 + λ(A1 +B1). (5.28)
Ma´s au´n, en este caso, K0 6= 0 si y so´lo si A0+B0+λ(A1+B1) es regular y las dimensiones
de los bloques de Jordan de λ0 en la forma cano´nica de Weierstrass de A0+B0+λ(A1+B1)
se obtienen eliminando los primeros ρ miembros en la serie ng, . . . , n1, 1, . . . , 1︸ ︷︷ ︸
ρ1
.
Observacio´n 5.4.3 1. Para el autovalor infinito de A0 + λA1 se tiene un resultado
ana´logo aplicando el Teorema 5.4.2 a los haces duales A1+λA0 y A1+B1+λ(A0+B0).
2. La condicio´n dimker(A0+B0+λ0(A1+B1)) = g−ρ0 que aparece en el Teorema 5.4.2,
junto con el enunciado sobre los bloques de Jordan, garantiza que (5.28) es regular
y, por lo tanto, K0 6= 0: si apareciera algu´n bloque singular en su forma cano´nica
de Kronecker junto con los g − ρ0 bloques de Jordan de λ0 entonces tendr´ıamos
dimker(A0 +B0 + λ0(A1 +B1)) > g− ρ0. Sin esta condicio´n, en cambio, es posible
que (5.28) sea singular (lo que implicar´ıa que K0 = 0), y tenga al mismo tiempo los
bloques de Jordan que se han descrito asociados a λ0 en la parte regular de su forma
cano´nica de Kronecker. El siguiente ejemplo es una muestra de esta situacio´n.
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Ejemplo 5.4.4 Sea el haz
H(λ) = (λI2 − J2(0))⊕ (J1(∞)) =
 λ −1 00 λ 0
0 0 1
 .
Si lo perturbamos por
M(λ) =
 0 0 −10 0 −1
0 0 −1
 ,
obtenemos
H(λ) +M(λ) =
 λ 1 −10 λ −1
0 0 0
 ,
cuya forma de Kronecker es
KH+M(λ) =
 λ −1 00 λ −1
0 0 0
 ,
es decir: H +M es singular y en la parte regular se da el cambio gene´rico descrito en el
Teorema 5.4.2. ¤
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Cap´ıtulo 6
Perturbaciones de rango bajo de la
Forma de Kronecker
6.1. Introduccio´n
La continuacio´n natural de los problemas planteados en el cap´ıtulo anterior consiste
en tratar de describir el cambio gene´rico de la forma de Kronecker tras perturbaciones de
rango bajo, as´ı como el conjunto de perturbaciones para las que dicho cambio se produce.
A ello esta´ dedicado el presente cap´ıtulo.
A lo largo de este cap´ıtulo, H(λ) es un haz singular m×n que no tiene rango completo,
es decir, rg (H) < mı´n{m,n}. En esta situacio´n, dado un nu´mero entero ρ tal que
0 < ρ ≤ mı´n{m,n} − rg (H), (6.1)
el conjunto de perturbaciones esta´ restringido a los haces M(λ) con rg (M) = ρ. No´tese
que (6.1) es una condicio´n de rango bajo impuesta a las perturbaciones.
Para el conjunto de perturbaciones definidas en el pa´rrafo previo, el primer problema
que abordamos es el de obtener informacio´n sobre la estructrura regular gene´rica del haz
perturbado (H +M)(λ). La descripcio´n del cambio en la estructura regular se encuentra
en el apartado §6.4, donde se demuestra que, gene´ricamente, si λ0 es un autovalor de
H(λ), finito o infinito, entonces λ0 es tambie´n un autovalor de (H +M)(λ) con multipli-
cidades parciales mayores o iguales que las correspondientes multiplicidades parciales de
λ0 relativas a H(λ). Estos resultados son consecuencia del Teorema 6.4.5, que es nuestra
primera contribucio´n original relevante de este cap´ıtulo, y contrastan con lo que se vio
en el cap´ıtulo anterior para el cambio de la forma de Weierstrass. En aquella ocasio´n, las
multiplicidades parciales mayores desaparecen, y, de las restantes, algunas pueden verse
reducidas. La razo´n de esta diferencia esta´ en que las condiciones de rango bajo que im-
pondremos en el caso singular son muy distintas a las que se impon´ıan en el caso regular.
Ahora se trata de condiciones sobre el rango de un haz (es decir: el rango para cualquier
valor de λ) en lugar de referirse al rango de una matriz (la matriz A0 + λ0A1 en el caso
regular).
El segundo problema que abordamos es el de obtener informacio´n acerca de los ı´ndices
minimales gene´ricos de (H +M)(λ). En aras de la brevedad, desarrollamos los resultados
solamente para los ı´ndices minimales derechos (o de columnas), pero se tienen resultados
ana´logos para los ı´ndices minimales izquierdos (o de filas). Es sabido que el nu´mero de
ı´ndices minimales derechos de H(λ) es n − rg (H). El resultado inicial que presentamos
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es que, gene´ricamente, H + M tiene n − rg (H) − ρ ı´ndices minimales derechos. Esto
implica, en particular, que si ρ = n− rg (H) entonces H +M no tiene ı´ndices minimales
derechos, es decir, tiene rango completo por columnas. Estos resultados se siguen del
Teorema 6.3.1 y su consecuencia inmediata, el Corolario 6.3.2. El caso ρ < n− rg (H) es
mucho ma´s dif´ıcil y se incluye en el Teorema 6.5.10, donde determinamos todos los ı´ndices
minimales derechos gene´ricos de H +M si, adema´s del rango, se conoce el orden singular
derecho de la perturbacio´n M(λ) (ve´ase la Definicio´n 2.3.4). Como corolario, el Teorema
6.5.12 presenta informacio´n parcial sobre los ı´ndices minimales derechos gene´ricos del haz
perturbado H +M en el caso en que ρ = rg (M) es la u´nica informacio´n conocida de las
perturbaciones. Hablando de manera informal, se puede decir que los ı´ndices minimales
derechos gene´ricos de H+M son mayores o iguales que los mayores n− rg (H)−ρ ı´ndices
minimales derechos de H. Los Teoremas 6.5.10 y 6.5.12 constituyen nuestra segunda
contribucio´n original relevante de este cap´ıtulo. Todos los resultados descritos previamente
continu´an siendo va´lidos en el caso l´ımite
ρ = mı´n{m,n} − rg (H). (6.2)
Si se asume la desigualdad estricta en (6.1), es decir: rg (H) + rg (M) < mı´n{m,n}, es
posible determinar completamente la FCK gene´rica de (H +M)(λ) en te´rminos de los
o´rdenes singulares derecho e izquierdo y de la estructura regular de la FCK de M(λ).
En el caso de que rg (M) sea la u´nica informacio´n conocida de las perturbaciones, la
FCK gene´rica de (H +M)(λ) so´lo puede ser determinada parcialmente. Estos resultados
aparecen en los Teoremas 6.6.2 y 6.6.5, que son nuestra tercera contribucio´n original
relevante de este cap´ıtulo. Debe ser notado que todos los resultados gene´ricos sobre la
FCK de (H +M)(λ) que presentamos son muy sencillos de describir, aunque demostrar
que ocurren bajo ciertas condiciones suficientes de genericidad es una ardua tarea que
requiere te´cnicas muy diferentes a las utilizadas en el cap´ıtulo anterior.
La u´ltima seccio´n de este cap´ıtulo esta´ dedicada a describir el cambio de la FCK en el
que denominamos el “caso l´ımite”, es decir, aquel en el que rg (H)+rg (M) = mı´n{m,n}.
Como ya hemos comentado, en este caso, el haz perturbado H + M no tiene ı´ndices
minimales derechos (si n ≤ m) o izquierdos (si m ≤ n). Esto significa, hablando sin
rigor, que la estructura singular derecha (si n ≤ m) o izquierda (si m ≤ n) de H se
“convierte” en regular. En la Seccio´n 6.7 determinamos cua´l es esa nueva parte regular, lo
que nos permite obtener la FCK gene´rica del haz perturbado H+M . Esta forma gene´rica
esta´ compuesta de:
1) La estructura regular de H,
2) la estructura regular que se crea a partir de la estructura singular de H,
3) la estructura singular derecha (si m ≤ n) o izquierda (si n ≤ m) cuyos ı´ndices
minimales describe el Teorema 6.5.10.
El comportamiento gene´rico (descrito en el Teorema 6.5.10) del cambio en la FCK de
haces singulares depende del rango de la perturbacio´n, como es natural, y tambie´n de los
o´rdenes singulares de dicha perturbacio´n. Este hecho, a priori sorprendente, se volvera´ ma´s
natural a la luz de los resultados del Cap´ıtulo 7, donde demostraremos que el conjunto
de haces matriciales de rango menor o igual que r se descompone en r + 1 varedades
irreducibles, asociada cada una de ellas a uno de los o´rdenes singulares que pueden darse
en haces de rango r (es decir: los nu´meros naturales desde 0 hasta r).
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En este cap´ıtulo seguiremos las definiciones y notaciones de los apartados § 2.3 y § 2.4.
En las definiciones correspondientes a este u´ltimo, que esta´ dedicado esencialmente a
polinomios de grado arbitrario, hemos de considerar el caso particular de un polinomio
de grado 1, lo que supondra´, en general, sustituir la notacio´n L(λ) (polinomio) por H(λ)
(haz).
La FCK de una suma directa,H(λ)⊕M(λ), de dos haces matricialesH(λ) yM(λ) es la
suma directa de las FCKs de H(λ) yM(λ), salvo permutaciones de los bloques diagonales.
Por lo tanto, la caracter´ıstica de Segre de λ0 relativa a L(λ)⊕M(λ) se obtiene simplemente
uniendo las caracter´ısticas de Segre de λ0 relativas a L(λ) y a M(λ) y reordenando la
sucesio´n resultante. Esto se sigue de [26, Th. 5, Ch. VI].
6.2. Desarrollo de un haz como suma de haces de
rango 1
El desarrollo que se presenta en el Lema 6.2.1 tiene un papel clave en lo que seguira´ a
continuacio´n.
Lema 6.2.1 Sea M(λ) un haz matricial m × n de rango ρ, y sea ε˜ su orden singular
derecho. Entonces M(λ) se puede expresar en la forma
M(λ) = v1(λ)w
T
1 (λ) + . . .+ vρ(λ)w
T
ρ (λ) (6.3)
donde
(i) {v1(λ), . . . , vρ(λ)} es un conjunto linealmente independiente de vectores polino´micos
de Cm(λ) cuyos grados son, a lo sumo, 1;
(ii) {w1(λ), . . . , wρ(λ)} es un conjunto linealmente independiente de vectores polino´mi-
cos de Cn(λ) cuyos grados son, a lo sumo, 1;
(iii) cada sumando vi(λ)w
T
i (λ), 1 ≤ i ≤ ρ, es un haz m× n de rango 1, es decir, vi(λ) y
wi(λ) tienen ambos grado cero, o bien uno de ellos tiene grado 0 y el otro grado 1 ;
(iv) hay ε˜ vectores entre w1(λ), . . . , wρ(λ) con grado exactamente 1, y los restantes vec-
tores wi(λ) tienen grado 0.
Una descomposicio´n (6.3) que satisface estas condiciones se llamara´ una descom-
posicio´n derecha de M(λ). Cualquier otra descomposicio´n de M(λ) como suma de
ρ haces matriciales de rango 1 contiene, al menos, ε˜ vectores entre w1(λ), . . . , wρ(λ) de
grado exactamente 1.
Demostracio´n. El resultado es una consecuencia directa de la FCK. Sea
KM(λ) = diag(Lε˜1 , . . . , Lε˜h , LTη˜1 , . . . , LTη˜l ,JM),
la FCK de M , donde JM es la estructura regular de M(λ), y existen dos matrices inver-
tibles, X e Y , tales que M(λ) = (Y T )−1KM(λ)X−1. Ahora, no´tese que un bloque Lε˜i se
puede expresar como una suma de ε˜i haces de rango 1,
λ −1
λ −1
. . .
. . .
λ −1
 =

1
0
...
0
 [ λ −1 . . . 0 ]+ . . .+

0
0
...
1
 [ 0 . . . λ −1 ] ,
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donde los vectores fila (resp. columna) tienen grado igual a 1 (resp. 0) (ve´ase el Lema
2.3.6). Se puede obtener un desarrollo ana´logo para un bloque LTη˜j por transposicio´n,
pero ahora los vectores columna (resp.fila) tienen grado igual a 1 (resp. 0). Para los
bloques de Jordan de JM , correspondientes a los autovalores finitos e infinitos, se tienen
unos desarrollos similares con vectores fila de grado 0. Todos estos desarrollos se pueden
combinar con M(λ) = (Y T )−1KM(λ)X−1 para demostrar de forma directa los cuatro
apartados del Lema.
Demostremos ahora el hecho de que cualquier otra descomposicio´n de M(λ) como
suma de ρ haces de rango 1 contiene al menos ε˜ vectores entre w1(λ), . . . , wρ(λ) con grado
exactamente 1. No´tese que el conjunto de soluciones de M(λ)x(λ) = 0 coincide con el
conjunto de soluciones de [w1(λ), . . . , wρ(λ)]
Tx(λ) = 0 y, por lo tanto, los ı´ndices minimales
derechos de los hacesM(λ) yD0+λD1 ≡ [w1(λ), . . . , wρ(λ)]T son iguales. Si hubiera menos
de ε˜ vectores entre w1(λ), . . . , wρ(λ) con grado exactamente 1, entonces rg (D1) < ε˜. Esto
implicar´ıa que la matriz coeficiente de λ en la FCK de [w1(λ), . . . , wρ(λ)]
T tiene rango
menor que ε˜, lo que esta´ en contradiccio´n con el hecho de que ε˜ es el orden singular
derecho.
Observacio´n 6.2.2 Se puede obtener un resultado similar al enunciado en el Lema 6.2.1
considerando el orden singular izquierdo, η˜ , del hazM(λ) y escribiendo los vectores colum-
na de los desarrollos de los bloques de Jordan de JM como vectores de grado 0. En este
caso, obtendremos una descomposicio´n izquierda de M(λ):
M(λ) = v̂1(λ)ŵ
T
1 (λ) + . . .+ v̂ρ(λ)ŵ
T
ρ (λ), (6.4)
donde los vectores {v̂1(λ), . . . , v̂ρ(λ)} y {ŵ1(λ), . . . , ŵρ(λ)} tienen las propiedades que se
enuncian en los apartados (i), (ii), y (iii) del Lema 6.2.1, mientras que (iv) se sustituye
por la condicio´n: “hay η˜ vectores entre {v̂1(λ), . . . , v̂ρ(λ)} con grado exactamente 1, y los
restantes vectores tienen grado 0”.
Observacio´n 6.2.3 Las descomposiciones derecha e izquierda no son u´nicas. Adema´s,
una descomposicio´n izquierda de M(λ) puede no ser simulta´neamente una descomposi-
cio´n derecha. De hecho, como puede verse siguiendo la demostracio´n del Lema 6.2.1, una
descomposicio´n de M(λ) de la forma (6.4) sera´ al mismo tiempo una descomposicio´n
derecha e izquierda si y so´lo si M(λ) no tiene estructura regular.
Ejemplo 6.2.4 Vamos a mostrar una descomposicio´n derecha y otra izquierda de un haz
con ε˜ = 1, η˜ = 0 y ρ = 2. Dicho haz ha de tener estructura regular 1× 1. Tomemos, por
ejemplo:
M(λ) =
 λ −1 00 0 0
0 0 λ
 .
Tenemos las descomposiciones derecha e izquierda: λ −1 00 0 0
0 0 λ
 =
 10
0
 [ λ −1 0 ]+
 00
λ
 [ 0 0 1 ] ,
 λ −1 00 0 0
0 0 λ
 =
 10
0
 [ λ −1 0 ]+
 00
1
 [ 0 0 λ ] .
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Es imposible obtener una descomposicio´n que sea, al mismo tiempo, descomposicio´n
derecha e izquierda de M(λ). ¤
Ejemplo 6.2.5 La siguiente descomposicio´n de un haz sin estructura regular es, al mismo
tiempo, descomposicio´n derecha e izquierda: λ −1 00 0 λ
0 0 −1
 =
 10
0
 [ λ −1 0 ]+
 0λ
−1
 [ 0 0 1 ] .
¤
Observamos, finalmente, que el desarrollo (2.10) no es, en general, un desarrollo del
tipo (6.3) para el caso en que L(λ) es un haz, porque los sumandos hi(L) ai(λ)z
T
i (λ)
tienen, en general, grado mayor que 1.
6.3. Hipo´tesis de rango bajo: significado y generici-
dad
A lo largo de esta seccio´n trataremos, como en el cap´ıtulo anterior, con tres haces
complejos de taman˜o m × n: el haz (fijo) no perturbado lo denotaremos H(λ), el haz
perturbacio´n se denotara´ M(λ), y el haz perturbado es, como en el cap´ıtulo anterior, la
suma (H+M)(λ). El haz H(λ) no tiene rango completo y su FCK se supone conocida y la
denotaremos por KH(λ), como en (2.5). Omitiremos con frecuencia la variable λ cuando
no haya riesgo de confusio´n.
Como se ha anunciado al comienzo del cap´ıtulo, el conjunto de perturbaciones que
consideramos es el conjunto de haces
C = {M(λ) : rg (M) = ρ} , (6.5)
donde ρ > 0 es un nu´mero entero tal que
rg (H) + ρ ≤ mı´n{m,n}. (6.6)
Esta es la condicio´n de rango bajo que impondremos al conjunto de perturbaciones.
No´tese, adema´s, que ρ > 0 y (6.6) implican que rg (H) < mı´n{m,n}, es decir, que H(λ)
no tiene rango completo.
Un resultado clave en esta seccio´n es que la propiedad
rg (H +M) = rg (H) + rg (M), (6.7)
es gene´rica en el conjunto C. Esto se demuestra de manera rigurosa en el Teorema 6.3.1
ma´s adelante. Combinando este resultado con la identidad (2.6), se puede decir que, para
perturbaciones que pertenecen al conjunto C, los haces perturbados (H +M)(λ) tienen,
gene´ricamente, n−rg (H)−ρ ı´ndices minimales derechos ym−rg (H)−ρ ı´ndices minimales
izquierdos. Ve´ase el Corolario 6.3.2 posterior acerca de este particular.
No´tese que, teniendo en cuenta que H+M es un haz m×n, la condicio´n (6.7) implica
que rg (H) + rg (M) ≤ mı´n{m,n}, es decir: la hipo´tesis (6.6), y tambie´n que H(λ) no
tiene rango completo si M(λ) no es el haz nulo, es decir, para perturbaciones no triviales.
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Estos hechos y la genericidad de (6.7) en el conjunto C nos llevan a imponer la condicio´n
rg (H +M) = rg (H)+ rg (M) en la mayor´ıa de los lemas y teoremas que demostraremos,
sin mencionar expl´ıcitamente la condicio´n de rango bajo (6.6).
El apartado §6.5 esta´ dedicado al estudio de los ı´ndices minimales del haz (H+M)(λ).
En dicho apartado, la condicio´n
rg (H +M) = rg (H) + rg (M) < n (6.8)
se asume como hipo´tesis en muchos de los resultados. No´tese que (6.8) es consecuencia
de (6.7) so´lo si mı´n{m,n} = m < n. De lo contrario, (6.8) es una hipo´tesis adicional.
El motivo de suponer (6.8) en la Seccio´n 6.5 es que, de acuerdo con (2.6), el nu´mero de
ı´ndices minimales derechos de H +M es n− rg (H +M), que es cero si rg (H +M) = n.
Por tanto, el estudio de los ı´ndices minimales derechos gene´ricos de H +M so´lo tiene
sentido si (6.8) se da. Para el caso de los ı´ndices minimales izquierdos se usara´ m en lugar
de n en la condicio´n (6.8).
6.3.1. Genericidad de la hipo´tesis rg (H +M) = rg (H) + rg (M).
Nu´mero de ı´ndices minimales de H +M
El propo´sito de este apartado es presentar una demostracio´n rigurosa de la genericidad
de la hipo´tesis ma´s crucial de nuestra teor´ıa de perturbaciones de rango bajo de haces
singulares. Esta hipo´tesis determina el nu´mero gene´rico de ı´ndices minimales derechos e
izquierdos del haz perturbado (H +M)(λ).
Teorema 6.3.1 Sean H(λ) un haz matricial complejo de taman˜o m× n y ρ un nu´mero
entero positivo tal que rg (H)+ρ ≤ mı´n{m,n}. Entonces, el conjunto de haces matriciales
complejos m× n
G = {M(λ) haz m× n : rg (M) = ρ y rg (H +M) = rg (H) + rg (M)}
es denso y abierto en el conjunto de haces matriciales complejos m× n de rango ρ.
Demostracio´n. Primero, demostraremos que G es denso en el conjunto de haces
de rango ρ. No´tese que rg (H + E) ≤ rg (H) + rg (E) para cualquier haz E(λ). Por
lo tanto, tenemos que demostrar que, para cada haz E(λ) con rango ρ y rg (H + E) <
rg (H)+rg (E) , existe una sucesio´n {M (t)(λ)}∞t=1 ⊂ G cuyo l´ımite es E(λ). Sea r ≡ rg (H).
De acuerdo con (6.3), podemos escribir
H(λ) = v1(λ)w
T
1 (λ) + . . .+ vr(λ)w
T
r (λ)
E(λ) = a1(λ)b
T
1 (λ) + . . .+ aρ(λ)b
T
ρ (λ),
y
(H + E)(λ) = [v1| . . . |vr|a1| . . . |aρ] [w1| . . . |wr|b1| . . . |bρ]T ,
donde hemos omitido, en algunos casos, la variable λ por simplicidad. Con argumen-
tos elementales se puede probar que rg (H + E) < rg (H) + rg (E) = r + ρ si y so´lo
si rg [v1| . . . |vr|a1| . . . |aρ] < r + ρ o´ rg [w1| . . . |wr|b1| . . . |bρ] < r + ρ. Supongamos que
rg [v1| . . . |vr|a1| . . . |aρ] < r+ ρ. Debido al hecho de que el conjunto {v1, . . . , vr} es lineal-
mente independiente, esto implica que
(i) rg [v1| . . . |vr|a1| . . . |aρ] = r + ρ̂ con 0 ≤ ρ̂ < ρ; y
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(ii) los vectores a1, . . . , aρ se pueden reordenar como ai1 , . . . , aiρ̂ , ak1 , . . . , akρ−ρ̂ , donde
{v1, . . . , vr, ai1 , . . . , aiρ̂} es un conjunto linealmente independiente.
Ahora, el Lema 2.5.7 se utiliza para demostrar que existen ρ− ρ̂ vectores, uj1 , . . . , ujρ−ρ̂ ,
de la base cano´nica de Cm tales que, para cada t = 1, 2, . . . ,
rg
[
v1| . . . |vr|ai1| . . . |aiρ̂|ak1 +
1
t
uj1| . . . |akρ−ρ̂ +
1
t
ujρ−ρ̂
]
= r + ρ.
Sea {a(t)1 , . . . , a(t)ρ } el conjunto de vectores que se obtienen de {a1, . . . , aρ} reemplazan-
do ak1 , . . . , akρ−ρ̂ por ak1 +
1
t
uj1 , . . . , akρ−ρ̂ +
1
t
ujρ−ρ̂ . Si rg [w1| . . . |wr|b1| . . . |bρ] < r + ρ
procedemos de una manera similar para obtener un conjunto de vectores {b(t)1 , . . . , b(t)ρ }.
Finalmente, definimos la sucesio´n de haces
M (t)(λ) = a
(t)
1 (λ)(b
(t)
1 (λ))
T + . . .+ a(t)ρ (λ)(b
(t)
ρ (λ))
T t = 1, 2, . . . .
Es inmediato comprobar que: (i) l´ımt→∞M (t)(λ) = E(λ); (ii) rg (M (t)) = ρ para todo t;
y (iii) rg (H +M (t)) = rg (H) + rg (M (t)) para todo t. Esto demuestra que G es denso.
Ahora, demostraremos que G es abierto en el conjunto, C, de haces matriciales de
rango ρ (definido en (6.5)). Para este fin, observamos, en primer lugar, que G ⊂ C ⊂ C2mn.
Consideramos en C la topolog´ıa del subespacio inducida por la topolog´ıa usual de C2mn,
como ya se ha explicado anteriormente. As´ı pues, para demostrar que G es abierto en C,
es suficiente demostrar que todo haz M(λ) ∈ G esta´ inclu´ıdo en un abierto XM de C2mn
tal que
rg (H + E) ≥ rg (H +M) = rg (H) + rg (M) para todo E ∈ XM .
Si esto ocurre, entonces:
1. XM ∩ C es abierto en C; y
2. el hecho de que rg (H) + rg (M) ≤ rg (H +E) ≤ rg (H) + rg (E) para todo E ∈ XM
implica que rg (H +E) = rg (H) + rg (E) para todo E ∈ Xm ∩ C. Esto significa que
XM ∩ C ⊂ G y que M es un punto interior de G.
Veamos co´mo se construye XM ⊂ C2mn. Dado M ∈ G, la igualdad rg (H +M) = rg (H)+
ρ ≡ r + ρ implica que el haz (H +M)(λ) tiene un menor de orden (r + ρ)× (r + ρ) que
es un polinomio en λ con al menos un coeficiente no nulo. Sea det(H +M)(α, β) este
menor, donde los conjuntos α ⊆ {1, . . . ,m} y β ⊆ {1, . . . , n} denotan, respectivamente,
las filas y columnas que definen el menor. Identificando cada haz E(λ) = E0 + λE1 con
un elemento de C2mn los coeficientes del menor det(H + E)(α, β) definen una funcio´n
continua f(E), donde f : C2mn −→ Cr+ρ+1, porque estos coeficientes son polinomios en
las entradas de las matrices complejas E0 y E1. Teniendo en cuenta que f(M) 6= 0, existe
una bola abierta, B, en Cr+ρ+1 cuyo centro es f(M) y tal que 0 /∈ B. Entonces podemos
tomar XM = f−1(B), que es abierto, de modo que f(E) 6= 0 para todo E ∈ XM , y, por
tanto, rg (H + E) ≥ r + ρ para todo E ∈ XM .
Como consecuencia del Teorema 6.3.1 y la igualdad (2.6) podemos determinar el
nu´mero gene´rico de ı´ndices minimales derechos e izquierdos de H +M .
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Corolario 6.3.2 Sea H(λ) un haz matricial complejo de taman˜o m × n con p ı´ndices
minimales derechos y q ı´ndices minimales izquierdos, y sea ρ un nu´mero entero positivo tal
que rg (H)+ρ ≤ mı´n{m,n}. Entonces, el conjunto de perturbacionesM(λ) con rg (M) = ρ
y tales que H + M tiene p − ρ ı´ndices minimales derechos y q − ρ ı´ndices minimales
izquierdos es un abierto denso en el conjunto de haces matriciales complejos m × n de
rango ρ.
6.4. La estructura regular del haz perturbado
En este apartado, que es el equivalente a §5.2 para haces matriciales singulares, obten-
dremos informacio´n sobre la estructura regular de la FCK del haz perturbado (H+M)(λ)
en te´rminos de las estructuras regulares de H(λ) y M(λ), es decir: de JH y JM . Con la
u´nica hipo´tesis rg (H +M) = rg (H) + rg (M), demostramos que, para cada autovalor de
H o deM , la estructura regular de H+M tiene, al menos, tantos bloques como JH⊕JM ,
con dimensiones mayores o iguales que las dimensiones de los bloques de JH ⊕JM . Esto
significa, en particular, que pueden aparecer ma´s bloques. Este resultado se presenta en
el Teorema 6.4.5. En la Seccio´n 6.6 veremos que la estructura regular gene´rica de H +M
es, precisamente, JH ⊕ JM si rg (H +M) = rg (H) + rg (M) < mı´n{m,n}.
En esta seccio´n, utilizaremos el lema auxiliar 6.4.1. Aparece sin demostrar en [46], y
su demostracio´n es elemental.
Lema 6.4.1 [46, p. 799] Si D = diag (z1, . . . , zk) y G es una matriz arbitraria k × k,
entonces
det (D +G) = detG+
∑
zν1 . . . zνj · det G˘(ν1, . . . , νj) ,
donde la suma var´ıa entre todos los j ∈ {1, . . . , k} y todos los ν1, . . . , νj tales que 1 ≤
ν1 < . . . < νj ≤ k , G˘(ν1, . . . , νj) denota la matriz obtenida a partir de G eliminando las
filas y columnas cuyos ı´ndices son ν1, . . . , νj, y det G˘(1, . . . , k) ≡ 1.
El Lema 6.4.2 extiende el resultado [76, Th. 1] bajo hipo´tesis ma´s restrictivas.
Lema 6.4.2 Sea L(λ) un polinomio matricial m × n con rango r, y e1 ≤ . . . ≤ er las
multiplicidades parciales de λ0 relativas a L(λ). Sea M(λ) un polinomio matricial de
rango 1, y e la multiplicidad parcial de λ0 relativa a M(λ). Supongamos que rg (L+M) =
rg (L) + rg (M), y que ei < e ≤ ei+1 , para algu´n i ∈ {0, 1, . . . , r} , donde definimos
e0 ≡ −1 y er+1 ≡ ∞ . Entonces, las multiplicidades parciales f1 ≤ . . . ≤ fr+1 de λ0
relativas a (L+M)(λ) satisfacen:
f1 = e1 , . . . , fi = ei , e ≤ fi+1 , ei+1 ≤ fi+2 , . . . , er ≤ fr+1.
Observacio´n 6.4.3 No´tese que, en el Lema 6.4.2, es posible que e1 = . . . = er = 0 o que
e = 0, es decir, λ0 puede no ser un autovalor de L(λ) ni de M(λ).
Demostracio´n del Lema 6.4.2. El Teorema 5.2.1 implica que
e1 ≤ f2 , e2 ≤ f3 , . . . , er ≤ fr+1.
Luego, so´lo necesitamos probar que f1 = e1 , . . . , fi = ei , e ≤ fi+1. Sean U(λ) y V (λ)
los polinomios matriciales, con determinante constante no nulo, que transforman L en
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su forma normal de Smith, es decir, U(λ)L(λ)V (λ) = diag ((λ − λ0)e1p1(λ), . . . , (λ −
λ0)
erpr(λ), 0, . . . , 0) , donde los polinomios p1(λ), . . . , pr(λ) satisfacen pj(λ0) 6= 0 , para j =
1, . . . , r. Los polinomios invariantes y las multiplicidades parciales permanecen inalteradas
por la multiplicacio´n de U(λ) y V (λ), luego podemos centrarnos en las multiplicidades
parciales del polinomio matricial:
U(λ)(L+M)(λ)V (λ) = diag ((λ− λ0)e1p1(λ), . . . , (λ− λ0)erpr(λ), 0, . . . , 0) (6.9)
+ (λ− λ0)ex(λ)yT (λ),
donde el segundo te´rmino del lado derecho es U(λ)M(λ)V (λ) (ve´ase (2.10)).
En el caso e0 < e ≤ e1, i.e., i = 0, el exponente del factor (λ− λ0) del ma´ximo comu´n
divisor de todos los menores 1 × 1 de (6.9) es mayor o igual que e, luego e ≤ f1 por
definicio´n de los polinomios invariantes [26, Ch. VI, §3], y el resultado queda demostrado.
Supondremos, de ahora en adelante, que i ≥ 1. En lo que resta de la demostracio´n,
probaremos que si ck, para k = 1, . . . , r + 1, denota el exponente del factor (λ − λ0) del
ma´ximo comu´n divisor de todos los menores k × k en (6.9), entonces
c1 = e1 , c2 = e1 + e2 , . . . , ci = e1 + . . .+ ei , ci+1 ≥ e1 + . . .+ ei + e. (6.10)
Esto y la definicio´n de polinomios invariantes implican que f1 = e1 , . . . , fi = ei , e ≤ fi+1.
Es fa´cil ver que la menor potencia de (λ− λ0) en un menor 1× 1 de (6.9) es e1, luego
c1 = e1. Para k ≥ 2, no´tese que todos los menores no nulos de taman˜o k × k de (6.9)
han de contener, al menos, k− 1 de las (1, 1), . . . , (r, r) entradas diagonales. Entonces, un
menor k × k no nulo de (6.9) ha de ser de uno de estos dos tipos:
(i)
det
(
diag ( (λ− λ0)ei1pi1(λ), . . . , 0, . . . , (λ− λ0)eik−1pik−1(λ) ) + (λ− λ0)e[x(λ)yT (λ)]k
)
,
(ii)
det
(
diag ( (λ− λ0)ei1pi1(λ), . . . , (λ− λ0)eikpik(λ) ) + (λ− λ0)e[x(λ)yT (λ)]k
)
, (6.11)
donde [x(λ)yT (λ)]k es una cierta submatriz k × k de x(λ)yT (λ). Si a estos menores les
aplicamos el Lema 6.4.1, vemos que
(i) Todo menor del tipo (i) puede escribirse como
(λ− λ0)e1+...+ek−1+e q(λ), (6.12)
donde q(λ) es un polinomio.
(ii) Todo menor del tipo (ii) puede escribirse como
(λ− λ0)e1+...+ek−1+mı´n{e,ek} t(λ), (6.13)
donde t(λ) es un polinomio.
En el caso k = i+1, estos resultados implican directamente que ci+1 ≥ e1+ . . .+ei+e.
En el caso k ≤ i, (6.12) y (6.13) implican que ck ≥ e1 + . . .+ ek. Ma´s au´n, la igualdad se
sigue tomando en (6.11) los ı´ndices particulares i1 = 1, i2 = 2, . . . , ik = k, y aplicando el
Lema 6.4.1.
Como consecuencia del Lema 6.4.2 se tiene:
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Corolario 6.4.4 Sean L(λ) y M(λ) dos polinomios matriciales m×n tales que rg (M) =
1 y rg (L + M) = rg (L) + rg (M). Sea h(M) el u´nico polinomio invariante de M(λ).
Entonces
SL+M(λ0) ≥ SL⊕h(M)(λ0) = SL⊕M(λ0), para todo nu´mero complejo λ0.
Demostracio´n. Usaremos la notacio´n del Lema 6.4.2 para las multiplicidades par-
ciales de λ0. La multiplicidades parciales de λ0 relativas a L⊕ h(M) son e1 ≤ . . . ≤ ei <
e ≤ ei+1 ≤ . . . ≤ er por el Teorema 5 de [26, p. 142, Ch. VI]. E´stas son tambie´n las
multiplicidades parciales de λ0 relativas a L⊕M , por el mismo argumento. El Lema 6.4.2
implica la desigualdad SL+M(λ0) ≥ SL⊕h(M)(λ0).
A continuacio´n, enunciamos y demostramos el resultado ma´s importante de este aparta-
do.
Teorema 6.4.5 Sean H(λ) y M(λ) dos haces matriciales m× n tales que rg (H +M) =
rg (H)+rg (M). Entonces, para cada nu´mero complejo λ0, inclu´ıdo el infinito, SH+M(λ0) ≥
SH⊕M(λ0). Esto significa, en particular, que si λ0 es un autovalor de H(λ) o si λ0 es un
autovalor de M(λ) entonces λ0 es un autovalor de (H +M)(λ).
Demostracio´n. Consideraremos solamente nu´meros finitos λ0. El resultado para el
autovalor infinito se sigue de considerar el autovalor cero de los haces duales de H(λ) y
M(λ). De acuerdo con (2.10), M(λ) se puede expresar como
M(λ) = h1(M) b1(λ)c
T
1 (λ) + . . .+ hρ(M) bρ(λ)c
T
ρ (λ),
donde ρ ≡ rg (M), y h1(M), . . . , hρ(M) son los polinomios invariantes de M(λ). La
propiedad rg (H +M) = rg (H) + rg (M) implica que
rg (H + h1(M) b1c
T
1 + . . .+ hk(M) bkc
T
k ) (6.14)
= rg (H + h1(M) b1c
T
1 + . . .+ hk−1(M) bk−1c
T
k−1) + rg (hk(M) bkc
T
k ) ,
para k = 1, . . . , ρ. Hemos omitido la variable λ por simplicidad. Por lo tanto, el Corolario
6.4.4 se puede aplicar ρ veces para demostrar
SH+M(λ0) ≥ S(H+h1(M)b1cT1 +...+hρ−1(M)bρ−1cTρ−1)⊕hρ(M)(λ0) ≥ . . .
≥ SH⊕h1(M)⊕...⊕hρ(M)(λ0),
donde hemos usado que (A+B)⊕ C = (A⊕ C) + (B ⊕ 0). Finalmente, el Teorema 5 de
[26, p. 142, Ch. VI] implica que SH⊕h1(M)⊕...⊕hρ(M)(λ0) = SH⊕M(λ0).
6.5. Los ı´ndices minimales del haz perturbado
El propo´sito de este apartado es determinar los ı´ndices minimales del haz pertur-
bado (H + M)(λ) a partir de ciertos datos de H(λ) y M(λ). En aras de la brevedad,
desarrollaremos los resultados solamente para los ı´ndices minimales derechos. Los re-
sultados equivalentes para los ı´ndices minimales izquierdos pueden obtenerse de manera
inmediata a partir de e´stos considerando los ı´ndices minimales derechos del haz traspuesto
(H +M)T (λ).
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El principal resultado de esta seccio´n es el Teorema 6.5.10, donde se determinan todos
los ı´ndices minimales derechos de H +M para la mayor parte de las perturbaciones M
con un rango y un orden singular derecho determinados. La genericidad de las hipo´tesis
del Teorema 6.5.10 se discutira´ en la Subseccio´n 6.5.5. El Teorema 6.5.12 presenta cierta
informacio´n gene´rica sobre los ı´ndices minimales derechos de H + M cuando so´lo es
conocido el rango de la perturbacio´n.
De acuerdo con el Lema 2.5.3, determinar los ı´ndices minimales derechos de H +
M es equivalente a encontrar los grados de una ROMB de H + M . Esta ROMB no
sera´ constru´ıda expl´ıcitamente, pero los grados de sus vectores sera´n determinados con
precisio´n. El Lema 6.5.1 es el resultado clave para abordar esta tarea, porque permite
delimitar la bu´squeda de esta base.
Lema 6.5.1 Sean H(λ) y M(λ) dos haces matriciales complejos tales que rg (H +M) =
rg (H) + rg (M). Entonces x(λ) es un vector nulo derecho de H +M si y so´lo si x(λ) es,
simulta´neamente, un vector nulo derecho de H(λ) yM(λ). En otras palabras: N (H+M) =
N (H) ∩N (M).
Demostracio´n. Sea col(H) el espacio de columnas de H(λ) en Cm(λ). Entonces,
dim(col(H+M)) ≤ dim(col [H M ]) = dim(col(H))+dim(col(M))−dim(col(H)∩col(M)).
La hipo´tesis rg (H +M) = rg (H) + rg (M) implica que col(H) ∩ col(M) = {0}. Si x(λ)
es un vector nulo derecho de H +M entonces H(λ)x(λ) = −M(λ)x(λ). No´tese que el
vector z(λ) ≡ H(λ)x(λ) = −M(λ)x(λ) es un vector de col(H) ∩ col(M), luego ha de ser
z(λ) = 0 y, por tanto, H(λ)x(λ) =M(λ)x(λ) = 0. El opuesto es trivial.
Ya hemos observado en la Seccio´n 6.3 que si rg (H + M) = rg (H) + rg (M) = n
entonces el haz (H +M)(λ) no tiene ı´ndices minimales derechos. Por lo tanto, en el resto
de esta seccio´n, se supondra´ que rg (H +M) = rg (H) + rg (M) < n. Esto implica que
rg (M) < p, donde p es el nu´mero de ı´ndices minimales derechos de H.
6.5.1. Polinomios conexio´n y matrices mosaico Toeplitz asocia-
das
A partir del Lema 6.5.1, es posible obtener una caracterizacio´n ma´s espec´ıfica del
espacio nulo derecho de H +M .
Lema 6.5.2 Sean H(λ) y M(λ) dos haces matriciales m × n tales que rg (H +M) =
rg (H) + rg (M) < n, ε˜ el orden singular derecho de M(λ), y {x1(λ), . . . , xp(λ)} una
ROMB de H(λ). Consideremos una descomposicio´n derecha de M(λ) dada por (6.3),
donde los primeros ε˜ vectores de {w1(λ), . . . , wρ(λ)} se suponen de grado 1 sin pe´rdida de
generalidad. Entonces, todo vector nulo derecho de (H+M)(λ) es una combinacio´n lineal
de los vectores {x1(λ), . . . , xp(λ)} con coeficientes polino´micos. Ma´s au´n,
x(λ) = α1(λ)x1(λ) + . . .+ αp(λ)xp(λ) (6.15)
es un vector nulo derecho de (H + M)(λ) si y so´lo si los polinomios α1(λ), . . . , αp(λ)
satisfacen el sistema de ecuaciones lineales en Cp(λ)
a11(λ)α1(λ) + . . .+ a1p(λ)αp(λ) = 0
...
...
...
aρ1(λ)α1(λ) + . . .+ aρp(λ)αp(λ) = 0
, (6.16)
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donde
aij(λ) = w
T
i (λ)xj(λ), i = 1, . . . , ρ, j = 1, . . . , p. (6.17)
Demostracio´n. Un vector polino´mico, x(λ), es un vector nulo derecho de H + M
si y so´lo si es un vector nulo derecho de H y M , por el Lema 6.5.1. H(λ)x(λ) = 0 es
equivalente al hecho de que x(λ) sea una combinacio´n lineal de {x1(λ), . . . , xp(λ)} con
coeficientes polino´micos, por el Lema 2.5.5. M(λ)x(λ) = 0 es equivalente, teniendo en
cuenta (6.3), a wT1 (λ)x(λ) = . . . = w
T
ρ (λ)x(λ) = 0, y e´ste es precisamente el sistema de
ecuaciones (6.16).
El sistema de ecuaciones (6.16) es de capital importancia en esta seccio´n, porque el
conjunto de sus soluciones nos permite obtener el espacio nulo derecho de H+M a trave´s
de (6.15), y nuestra intencio´n es conocer los grados de una ROMB de N (H +M). As´ı,
los coeficientes aij(λ) del sistema (6.16) tienen un papel esencial. Se trata de polinomios
en la variable λ y relacionan los haces H y M . Sera´n utilizados con frecuencia, por lo que
introducimos la siguiente definicio´n.
Definicio´n 6.5.3 Un conjunto de polinomios {aij(λ) : i = 1, . . . , ρ , j = 1, . . . , p}
como los que aparecen en (6.17) se denominara´ un conjunto completo de polinomios
conexio´n derechos de H(λ) y M(λ).
Dado que, ni una ROMB de H ni una descomposicio´n derecha (6.3) de M son u´nicas,
un conjunto completo de polinomios conexio´n derechos de H y M no es necesariamente
u´nico.
Observacio´n 6.5.4 Una descomposicio´n izquierda (6.4) de M(λ) y una LOMB de H(λ),
dada por {y1(λ), . . . , yq(λ)}, definen un conjunto completo de polinomios conexio´n
izquierdos de H(λ) y M(λ). Se trata de los polinomios
bij(λ) = v̂
T
i (λ)yj(λ), i = 1, . . . , ρ , j = 1, . . . , q.
Estos polinomios son necesarios para obtener los ı´ndices minimales izquierdos de (H +
M)(λ).
Denotemos por ε1 ≤ . . . ≤ εp los ı´ndices minimales derechos del polinomio no pertur-
bado H(λ), y por ε˜ el orden singular derecho de M(λ), como en la Seccio´n 6.2. Entonces
los grados de los polinomios conexio´n derechos de H y M esta´n acotados de la siguiente
manera
deg(aij(λ)) ≤
{
εj + 1 , i = 1, . . . , ε˜
εj , i = ε˜+ 1, . . . , ρ
. (6.18)
Para la mayor´ıa de las perturbacionesM(λ) estas desigualdades son, de hecho, igualdades,
aunque esto no se supondra´ en los siguientes desarrollos. No obstante, el comportamiento
gene´rico de los ı´ndices minimales del haz perturbado H+M se cumple bajo ciertas condi-
ciones que limitan el nu´mero de polinomios conexio´n derechos con grado estrictamente
menor que el te´rmino de la derecha en (6.18). Estas condiciones gene´ricas involucran
ciertas de las matrices mosaico Toeplitz que aparecen en la siguiente definicio´n.
Definicio´n 6.5.5 Sean ε1 ≤ . . . ≤ εp los ı´ndices minimales derechos del haz H(λ), ε˜ el
orden singular derecho del haz M(λ), y {aij(λ) : i = 1, . . . , ρ , j = 1, . . . , p} un conjunto
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completo de polinomios conexio´n derechos de H y M . Expresemos estos polinomios como
sigue1
aij(λ) = a
0
ij + λ a
1
ij + . . .+ λ
²ija
²ij
ij , donde ²ij =
{
εj + 1 , i = 1, . . . , ε˜
εj , i = ε˜+ 1, . . . , ρ
.
Sean k y d dos nu´meros enteros no negativos tales que 1 ≤ k ≤ p y d ≥ εk − 1. La k-
e´sima matriz mosaico Toeplitz de grado d asociada a los polinomios conexio´n aij(λ)
se denota por Ak(d), y es la matriz particionada en ρ filas y k columnas de bloques cuyo
bloque (s, t), para s = 1, . . . , ρ y t = 1, . . . , k, es la matriz de Toeplitz
(Ak(d) )st =

a0st
...
. . .
a²stst
. . .
. . . a0st
. . .
...
a²stst

︸ ︷︷ ︸
d− εt + 1
,
con d− εt + 1 columnas, y, por lo tanto, un nu´mero de filas igual a
²st + 1 + d− εt =
{
d+ 2 , s = 1, . . . , ε˜
d+ 1 , s = ε˜+ 1, . . . , ρ
.
Observacio´n 6.5.6 No´tese que, en el caso d = εk − 1, la k-e´sima columna de bloques
de Ak(d) esta´ formada por matrices que tienen un “nu´mero de columnas igual a cero”,
es decir, por matrices vac´ıas. Esto tambie´n ocurre para aquellas columnas cuyo ı´ndice j
satisface d = εj − 1. Entendemos que en este caso Ak(d) tiene menos de k columnas de
bloques. Este convenio simplificara´ la notacio´n y los enunciados de nuestros resultados.
La importancia de la familia de matrices mosaico Toeplitz Ak(d) se pondra´ de manifies-
to en el Lema 6.5.7. Este resultado extiende y complementa el Lema 6.5.2 caracterizando
los vectores nulos derechos de H + M de un grado determinado a trave´s de sistemas
de ecuaciones lineales con coeficientes constantes, es decir, sistemas de ecuaciones en
Cn y no en Cn(λ) como (6.16). Los grados son las cantidades fundamentales en esta
seccio´n, porque nuestro objetivo es obtener los grados de los vectores de una ROMB de
H + M , esto es, los ı´ndices minimales derechos de H + M . De acuerdo con el Lema
6.5.2 todos los vectores nulos derechos, x(λ), de H +M son de la forma (6.15), y tienen
deg(x) = ma´x1≤i≤p {εi+deg(αi) : αi(λ) 6= 0} [24, Main Theorem en p. 495]. Esto implica
que si j es el mayor ı´ndice tal que αj(λ) 6= 0, entonces deg(x) ≥ εj. Para encontrar los
grados ma´s pequen˜os, hay que considerar necesariamente combinaciones lineales x(λ) =
α1(λ)x1(λ) + . . .+ αk(λ)xk(λ), con k < j. Ve´ase tambie´n el Lema 2.5.5.
Lema 6.5.7 Sean H(λ) y M(λ) dos haces matriciales complejos m×n tales que rg (H+
M) = rg (H) + rg (M) < n, {x1(λ), . . . , xp(λ)} una ROMB de H, y ε1 ≤ . . . ≤ εp los
ı´ndices minimales derechos de H, i.e., deg(xi) = εi. Entonces:
1El lector ha de notar que la notacio´n de super´ındices akij no significa la k-e´sima potencia de aij .
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1. Todo vector nulo derecho, x(λ), de (H +M)(λ) de grado d se puede expresar en
la forma x(λ) = α1(λ)x1(λ) + . . . + αk(λ)xk(λ) para el mayor nu´mero k tal que
1 ≤ k ≤ p y d ≥ εk, y un conjunto u´nico de polinomios {α1(λ), . . . , αk(λ)}.
2. Ma´s au´n,
x(λ) = α1(λ)x1(λ) + . . .+ αk(λ)xk(λ), (6.19)
es un vector nulo derecho de (H +M)(λ) de grado d ≥ εk si y so´lo si los polinomios
α1(λ), . . . , αk(λ) satisacen las siguientes dos condiciones:
(i) Los polinomios αi(λ) se pueden expresar como
αi(λ) = αi0 + λαi1 + . . .+ λ
d−εi αi,d−εi , (6.20)
para todo i = 1, . . . , k, con αj,d−εj 6= 0 para, al menos, un ı´ndice j.
(ii) Si Ak(d) es la k-e´sima matriz mosaico Toeplitz de grado d asociada a un
conjunto completo de polinomios conexio´n derechos de H y M definido por
{x1(λ), . . . , xp(λ)}, los coeficientes αil satisfacen el sistema de ecuaciones li-
neales constantes
Ak(d)

α10
...
α1,d−ε1
...
...
αk0
...
αk,d−εk

= 0. (6.21)
No´tese que, si todas las soluciones del sistema (6.21) son tales que α1,d−ε1 = . . . =
αk,d−εk = 0, entonces todos los vectores nulos derechos de H+M de la forma (6.19)
tienen grado menor que d.
Demostracio´n. La demostracio´n del primer apartado es una consecuencia directa
del Lema 6.5.2 y el hecho de que en (6.15) deg(x) = ma´x1≤i≤p {εi + deg(αi) : αi(λ) 6= 0}
de acuerdo con [24, Main Theorem en p. 495]. Una vez que el ı´ndice k se ha elegido, la
unicidad de {α1(λ), . . . , αk(λ)} se sigue de la independencia lineal de {x1(λ), . . . , xk(λ)}.
El segundo apartado se sigue de (6.15) y (6.16) definiendo αk+1(λ) = . . . = αp(λ) = 0.
No´tese que (6.20) establece simplemente que no hay ı´ndices i, con 1 ≤ i ≤ k, de modo que
deg(αi) > d − εi, porque esto implicar´ıa que deg(x) > d. La condicio´n αj,d−εj 6= 0 para
al menos un ı´ndice j garantiza que deg(x) = d. Por otro lado, el sistema lineal (6.21) es
el sistema obtenido de (6.16) desarrollando los productos y las sumas de los polinomios
e igualando a cero los coeficientes. Con estas observaciones en mente, la demostracio´n es
trivial.
6.5.2. Propiedades de las matrices mosaico Toeplitz
El Lema 6.5.8 recoge las propiedades de las matrices mosaico Toeplitz que utilizaremos
para deducir los ı´ndices minimales gene´ricos del haz H +M .
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Lema 6.5.8 Sea T = {Ak(d) : 1 ≤ k ≤ p , d ≥ εk − 1} el conjunto de matrices mosaico
Toeplitz de la Definicio´n 6.5.5. Entonces:
1. El nu´mero de filas de Ak(d) es igual a ρ(d+ 1) + ε˜.
2. El nu´mero de columnas de Ak(d) es igual a k(d+ 1)−
∑k
j=1 εj.
3. Ak(d) tiene ma´s columnas que filas si y so´lo si
k > ρ y d >
∑k
i=1 εi + ε˜
k − ρ − 1.
4. Si las columnas de Ak(d) son linealmente independientes, i.e., Ak(d) tiene rango
completo por columnas, entonces toda matriz Ak′(d
′) de T con k′ ≤ k y d′ ≤ d tiene
rango completo por columnas.
5. Si las filas de Ak(d) son linealmente independientes, i.e., Ak(d) tiene rango completo
por filas, entonces toda matriz Ak′(d
′) de T con k′ ≥ k y d′ ≥ d tiene rango completo
por filas.
6. Si las filas de Ak(d) son linealmente independientes entonces
rg
 a11(λ) a12(λ) . . . a1j(λ)... ... ...
aρ1(λ) aρ2(λ) . . . aρj(λ)
 = ρ para j ≥ k. (6.22)
Demostracio´n. Los tres primeros apartados son consecuencia inmediata del nu´mero
de filas y columnas de los bloques que aparecen en la Definicio´n 6.5.5.
4. No´tese que Ak−1(d) se obtiene de Ak(d) eliminando la u´ltima columna de bloques.
En consecuencia, las columnas de Ak−1(d) son un subconjunto de las columnas de Ak(d).
Entonces, Ak−1(d) tiene rango completo por columnas si Ak(d) tiene rango completo por
columnas, y, por induccio´n, Ak′(d) tiene rango completo por columnas siempre que k
′ ≤ k.
Si d − 1 ≥ εk − 1 entonces Ak(d − 1) es un elemento de T , y es obtenido a partir de
Ak(d) eliminando la u´ltima columna de cada bloque de Ak(d) para dar una cierta matriz
A′k(d) y, tras esto, eliminar la u´ltima fila de cada bloque de A
′
k(d) para llegar a Ak(d− 1).
Pero, no´tese que A′k(d) es de rango completo por columnas, y que las u´ltimas filas de los
bloques de A′k(d) son filas de ceros, luego Ak(d − 1) tiene tambie´n rango completo por
columnas.
Si d− 1 < εk − 1 entonces Ak(d− 1) no esta´ en T . Sea k′ < k el mayor ı´ndice tal que
d− 1 ≥ εk′ − 1. Entonces Ak′(d− 1) es un elemento de T , y Ak′(d) tiene rango completo
por filas. El argumento del u´ltimo pa´rrafo se puede aplicar para demostrar que Ak′(d− 1)
tiene rango completo por columnas.
Finalmente, los resultados anteriores se pueden combinar inductivamente para de-
mostrar el apartado 4.
5. Sea k′ ≥ k. Entonces la submatriz de Ak′(d) que contiene las primeras k(d + 1) −∑k
j=1 εj columnas es precisamente Ak(d). Por tanto, si Ak(d) tiene rango completo por filas
entonces Ak′(d) tiene tambie´n rango completo por filas. Para completar la demostracio´n,
probaremos que Ak(d + t) tiene rango completo por filas para cualquier nu´mero entero
t > 0 siempre que Ak(d) tenga rango completo por filas. Es suficiente demostrar este
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resultado para t = 1 y despue´s aplicar un argumento inductivo. No´tese que la submatriz
de Ak(d) que contiene la u´ltima fila de cada fila de bloques de Ak(d) tiene filas linealmente
independientes. Esto significa que la matriz
B ≡
 a
²11
11 . . . a
²1k
1k
...
...
a
²ρ1
ρ1 . . . a
²ρk
ρk

tiene rango ρ. Obse´rvese que la matriz B es tambie´n la submatriz ρ × k de Ak(d + 1)
que contiene las u´ltimas filas y columnas de los bloques de Ak(d+ 1). Si las u´ltimas filas
y columnas de los bloques de Ak(d + 1) se llevan mediante permutaciones a las u´ltimas
posiciones (hacia abajo y hacia la derecha), el rango no var´ıa, y la matriz que obtenemos
tiene la estructura, [
Ak(d) ∗
0 B
]
.
El rango de esta matriz es claramente igual a rg (Ak(d)) + ρ , que a su vez es igual a
ρ(d + 2) + ε˜, es decir, el nu´mero de filas de Ak(d + 1). En consecuencia, Ak(d + 1) tiene
rango completo por filas.
6. Es suficiente demostrar esta propiedad para j = k. Si las filas de Ak(d) son lineal-
mente independientes entonces la submatriz de Ak(d) que contiene la primera fila de cada
fila de bloques de Ak(d) tiene filas linealmente independientes. Esto significa que
rg
 a
0
11 . . . a
0
1k
...
...
a0ρ1 . . . a
0
ρk
 = ρ.
El resultado se sigue aplicando el primer apartado del Lema 2.5.6 a las filas de la matriz
(6.22) para j = k.
De acuerdo con [26, Ch. XII, p. 38] (ve´ase tambie´n la demostracio´n del Lema 2.5.3),
el menor ı´ndice minimal derecho de H +M es el menor grado entre todos aquellos grados
de vectores nulos derechos de H + M (distintos del vector cero). Teniendo en cuenta
el segundo apartado del Lema 6.5.7, dicho ı´ndice minimal ma´s pequen˜o corresponde al
menor d para el que un sistema lineal de la familia (6.21) (1 ≤ k ≤ p) tiene soluciones no
nulas con αj,d−εj 6= 0 para al menos un ı´ndice j. Nuestra intuicio´n en este punto es que las
soluciones de este tipo no existen, gene´ricamente, si Ak(d) tiene un nu´mero de filas mayor
o igual que el nu´mero de columnas, y que existen, gene´ricamente, en el caso contrario.
Esta intuicio´n esta´ basada en la idea de que si los coeficientes de los polinomios conexio´n
son aleatorios para perturbaciones aleatoriasM , entonces las columnas de Ak(d) deber´ıan
ser linealmente independientes si Ak(d) tiene ma´s filas que columnas o el mismo nu´mero
de filas y columnas. Basa´ndose en esta intuicio´n, uno puede pensar a priori que el valor
ma´s habitual del menor ı´ndice minimal de H +M para perturbaciones aleatorias M es
el menor valor d tal que alguna de las matrices Ak(d) tiene ma´s columnas que filas. Por
supuesto, estos argumentos informales tienen que ser respaldados por hipo´tesis rigurosas,
pero ellos, junto con el tercer apartado del Lema 6.5.8, hacen que sea natural considerar
la siguiente sucesio´n de nu´meros enteros
dk =
⌊∑k
i=1 εi + ε˜
k − ρ
⌋
, para k = ρ+ 1, . . . , p,
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donde bxc denota la parte entera de x, es decir, el mayor entero que es menor o igual
que x. No´tese que Ak(dk) existe so´lo si dk ≥ εk − 1, y en este caso el tercer apartado
del Lema 6.5.8 garantiza que Ak(dk) tiene ma´s columas que filas. En cambio, no es dif´ıcil
encontrar ejemplos para los cuales dk < εk − 1 para algu´n k. El candidato natural para
el menor ı´ndice minimal derecho de H +M es mı´nρ+1≤k≤p dk. Para demostrar que este es
el caso bajo ciertas hipo´tesis de genericidad, y tambie´n para encontrar el resto de ı´ndices
minimales derechos, es necesario estudiar las propiedades de la sucesio´n {dk}.
Lema 6.5.9 Sean 0 ≤ ε1 ≤ . . . ≤ εp un total de p nu´meros enteros, y ρ, ε˜ otros dos
nu´meros enteros tales que 0 < ρ < p y 0 ≤ ε˜ ≤ ρ. Consideremos la sucesio´n de nu´meros
enteros:
dk =
⌊∑k
i=1 εi + ε˜
k − ρ
⌋
, para k = ρ+ 1, . . . , p. (6.23)
Entonces:
1. dρ+1 ≥ ερ+1 ≥ . . . ≥ ε1.
2. Si dk < dk−1 entonces dk ≥ εk ≥ . . . ≥ ε1.
3. Si dk < dk+1 entonces dk < dk+1 ≤ dk+2 ≤ . . . ≤ dp.
4. Si dk < dk+1 entonces di < εi para todo i ≥ (k + 1).
5. Sea
dmin ≡ mı´n
ρ+1≤k≤p
dk.
Entonces todos los ı´ndices j tales que dj = dmin son consecutivos, i.e., si dj = dmin
se cumple para ma´s de un ı´ndice, entonces existen dos ı´ndices j1 < j2 tales que
dj = dmin si j1 ≤ j ≤ j2, y dj > dmin si j < j1 o j2 < j.
Adema´s dj1 ≥ εj1.
6. Sea s el mayor ı´ndice tal que ds = dmin y ds ≥ εs. Entonces
εk > dk ≥ ds para todo k > s.
7. Sea s el ı´ndice definido en el apartado anterior, As(dmı´n) y As(dmı´n−1) las matrices
mosaico Toeplitz introducidas en la Definicio´n 6.5.5. Entonces
(i) As(dmı´n) tiene ma´s columnas que filas, y contiene exactamente s columnas de
bloques.
(ii) As(dmı´n−1) tiene un nu´mero de filas mayor o igual que el nu´mero de columnas,
o es la matriz vac´ıa.
(iii) Para todo k > s, Ak(dmı´n) no esta´ definida o Ak(dmı´n) = As(dmı´n).
Antes de demostrar este Lema, debemos resaltar que el ı´ndice s que aparece en el
apartado 6 tendra´ un papel esencial a la hora de determinar los ı´ndices minimales derechos
gene´ricos de H +M .
Demostracio´n del Lema 6.5.9. El primer apartado es trivial.
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2. Consideremos las divisiones enteras
k∑
i=1
εi + ε˜ = (k − ρ)dk + rk, donde 0 ≤ rk < k − ρ, (6.24)
k−1∑
i=1
εi + ε˜ = (k − 1− ρ)dk−1 + rk−1, donde 0 ≤ rk−1 < k − 1− ρ. (6.25)
Restando (6.25) de (6.24) llegamos a
εk = (k − ρ− 1)(dk − dk−1) + dk + rk − rk−1 ≤ (k − ρ− 1)(dk − dk−1) + dk + k − ρ− 1.
De aqu´ı, εk ≤ (k− ρ− 1)(dk − dk−1 + 1) + dk ≤ dk. El u´ltimo paso es consecuencia de las
desigualdades (dk − dk−1 + 1) ≤ 0 y (k − 1) > ρ.
3. Consideremos la divisio´n entera
k+1∑
i=1
εi + ε˜ = (k + 1− ρ)dk+1 + rk+1, donde 0 ≤ rk+1 < k + 1− ρ. (6.26)
Si restamos (6.24) de (6.26) llegamos a
εk+1 = (k − ρ)(dk+1 − dk) + dk+1 + rk+1 − rk ≥ (k − ρ) + dk+1 + rk+1 − rk > dk+1,
donde hemos usado que rk+1 − rk > −(k − ρ). Por lo tanto, hemos demostrado que
dk < dk+1 implica εk+1 > dk+1. (6.27)
Consideremos ahora un ı´ndice l tal que l ≥ (k + 2), y la divisio´n entera
l∑
i=1
εi + ε˜ = (l − ρ)dl + rl, donde 0 ≤ rl < l − ρ. (6.28)
Restando (6.26) de (6.28) se llega a
εl + εl−1 + . . .+ εk+2 = (dl − dk+1)(l − ρ) + dk+1(l − (k + 1)) + rl − rk+1,
y entonces,
(εl − dk+1) + (εl−1 − dk+1) + . . .+ (εk+2 − dk+1) = (dl − dk+1)(l − ρ) + rl − rk+1.
La desigualdad (6.27) implica que (dl − dk+1)(l − ρ) + rl − rk+1 > 0, y por tanto, (dl −
dk+1 + 1)(l − ρ) > 0. Luego hemos demostrado que
dk < dk+1 implica dl ≥ dk+1, para todo l ≥ (k + 2). (6.29)
Este resultado nos permite demostrar el resultado ma´s general que aparece en el apartado
3. Procederemos por reduccio´n al absurdo. Supongamos que dk+1 ≤ dk+2 ≤ . . . ≤ dp es
falso. Esto significa que existe un ı´ndice l ≥ (k+2) tal que dk+1 ≤ dk+2 ≤ . . . ≤ dl−1 > dl.
Sea j el menor nu´mero entero tal que (k+1) ≤ j ≤ (l−1) y dj = dj+1 = . . . = dl−1. No´tese
que este entero es al menos k + 1, porque dk < dl−1 por (6.29). Entonces dj−1 < dj, y se
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puede aplicar (6.29) con k = j−1 para ver que dj ≤ dl. Pero, por otro lado, dj = dl−1 > dl,
lo cual es absurdo.
4. Demostraremos el resultado por induccio´n. En (6.27), ya hemos demostrado el caso
de partida de la induccio´n: dk+1 < εk+1. Supongamos que di < εi, para algu´n i ≥ (k+ 1).
Por otra parte, di ≤ di+1 debido al resultado del apartado 3. Si di < di+1, se puede aplicar
(6.27) con k = i para ver que di+1 < εi+1. En otro caso, di = di+1 y di+1 < εi ≤ εi+1.
5. El hecho de que los ı´ndices son consecutivos es una consecuencia directa del apartado
3. El hecho de que dj1 ≥ εj1 es una consecuencia de los apartados 1 y 2.
6. Si so´lo hay un ı´ndice s tal que ds = dmin el resultado es una simple consecuencia de
los apartados 4 y 5. En otro caso, sean j1 y j2 los dos ı´ndices que aparecen en el apartado
5. Si s = j2 ≤ p, el resultado se sigue nuevamente del apartado 4. Si s < j2, entonces,
por definicio´n, ds = ds+1 < εs+1 ≤ . . . ≤ εj2 . Por lo tanto, dk < εk para s + 1 ≤ k ≤ j2.
Tambie´n, por definicio´n, dj2 < dj2+1 y el apartado 4 implica que dk < εk para k ≥ (j2+1).
7. Las afirmaciones sobre el nu´mero de filas y columnas de As(dmı´n) y As(dmı´n− 1) se
siguen del apartado 3 del Lema 6.5.8. Recordemos que la j-e´sima columna de bloques de
As(dmı´n) tiene dmı´n − εj + 1 columnas, luego, dmı´n ≥ εs garantiza que todos los bloques
de As(dmı´n) tienen, al menos, una columna. No´tese que dmı´n ≥ εs tambie´n implica que
dmı´n − 1 ≥ εs − 1, luego As(dmı´n − 1) esta´ definida, pero alguno de (o todos) sus bloques
pueden ser vac´ıos. Finalmente, para j > s, sabemos que εj > dmı´n, es decir, εj − 1 ≥ dmı´n.
Esto significa que Ak(dmı´n), con k > s, no esta´ definida salvo que εj − 1 = dmı´n para
s+ 1 ≤ j ≤ k, pero en este caso los bloques j-e´simos de (Ak(dmı´n))ij son matrices vac´ıas.
6.5.3. Los ı´ndices minimales derechos gene´ricos de H +M
Ahora, estamos en disposicio´n de obtener los ı´ndices minimales derechos de (H+M)(λ)
para una perturbacio´n gene´rica suponiendo que, adema´s del rango, conocemos el orden
singular derecho de la perturbacio´n.
Teorema 6.5.10 Sean H(λ) y M(λ) dos haces matriciales complejos de taman˜o m× n
tales que rg (H + M) = rg (H) + rg (M) < n y ρ ≡ rg (M). Sean ε1 ≤ . . . ≤ εp los
ı´ndices minimales derechos de H, ε˜ el orden singular derecho de M , {dρ+1, . . . , dp} la
sucesio´n de nu´meros enteros definida en (6.23), dmı´n el mı´nimo de esta sucesio´n, y s el
mayor ı´ndice tal que ds = dmin y ds ≥ εs. Finalmente, sean As(dmı´n − 1) y As(dmı´n) las
matrices mosaico Toeplitz s-e´simas de grados dmı´n − 1 y dmı´n, respectivamente, asociadas
a un conjunto completo de polinomios conexio´n de H y M . Si
As(dmı´n − 1) tiene rango completo por columnas o es la matriz vac´ıa, y (6.30)
As(dmı´n) tiene rango completo por filas, (6.31)
entonces (H +M)(λ) tiene los siguientes p− ρ ı´ndices minimales derechos
dmı´n = . . . = dmı´n︸ ︷︷ ︸
s− ρ− γs
< (dmı´n + 1) = . . . = (dmı´n + 1)︸ ︷︷ ︸
γs
≤ εs+1 ≤ . . . ≤ εp, (6.32)
donde γs es el resto de la divisio´n entera de
∑s
i=1 εi + ε˜ entre s− ρ.
Demostracio´n. En primer lugar, observemos que el orden que aparece en (6.32) es
una consecuencia del apartado 6 del Lema 6.5.9. No´tese tambie´n que, como consecuencia
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de (2.6) y de la igualdad rg (H +M) = rg (H) + rg (M), el nu´mero de ı´ndices minimales
derechos de H +M es p − ρ. Para el resto de la demostracio´n es conveniente tener en
mente el Lema 2.5.3 aplicado a H +M , y el modo en que se construyen las ROMBs de
H +M (ve´ase el primer pa´rrafo de la demostracio´n del Lema 2.5.3).
Comenzaremos demostrando que no hay ı´ndices minimales derechos de H+M menores
que dmı´n. El primer apartado del Lema 6.5.7 y el apartado 6 del Lema 6.5.9 garantizan que
todo vector nulo derecho de H +M de grado d < dmı´n es una combinacio´n lineal del tipo
x(λ) = α1(λ)x1(λ)+ . . .+αk(λ)xk(λ) para algu´n k ≤ s. En esta situacio´n, la matriz Ak(d)
que aparece en (6.21) tiene rango completo por columnas en el caso de que As(dmı´n − 1)
tenga rango completo por columnas, debido al apartado 4 del Lema 6.5.8 y, si esto ocurre,
sistema (6.21) so´lo tiene la solucio´n trivial x(λ) = 0. En el caso de que As(dmı´n− 1) sea la
matriz vac´ıa, dmı´n = εk siempre que 1 ≤ k ≤ s, y no hay combinaciones lineales no nulas
de {x1(λ), . . . , xp(λ)} con grado menor que ε1 = dmı´n, porque de lo contrario el menor
ı´ndice minimal derecho de H ser´ıa menor que ε1.
Nuestro siguiente paso es demostrar que dmı´n es un ı´ndice minimal derecho de H+M .
El sistema (6.21) con matriz de coeficientes As(dmı´n) tiene necesariamente soluciones no
nulas porque As(dmı´n) tiene ma´s columnas que filas por el apartado 7 del Lema 6.5.9.
Adema´s, no hay soluciones no nulas con α1,dmı´n−ε1 = . . . = αs,dmı´n−εs = 0, porque de lo
contrario las soluciones de (6.21) corresponder´ıan a vectores nulos derechos de H +M de
grado menor que dmı´n, y ya sabemos que e´stos no existen. Esto demuestra que dmı´n es el
menor ı´ndice minimal derecho de H +M .
Para ver que hay exactamente s−ρ−γs ı´ndices minimales derechos de H+M iguales
a dmı´n, necesitamos encontrar s − ρ − γs vectores nulos derechos de H +M linealmente
independientes y de grado dmı´n, y demostrar que no hay ma´s. De nuevo, el primer apartado
del Lema 6.5.7 junto con el apartado 6 del Lema 6.5.9 garantizan que todo vector nulo
derecho de H +M de grado dmı´n es una combinacio´n lineal del tipo
x(λ) = α1(λ)x1(λ) + . . .+ αs(λ)xs(λ). (6.33)
No´tese que el conjunto de soluciones de (6.21) con As(dmı´n) como matrices de coeficientes
se puede describir en te´rminos de un nu´mero de para´metros libres igual a la diferencia
entre el nu´mero de columnas y el nu´mero de filas de As(dmı´n), i.e.,
s(dmı´n + 1)−
s∑
i=1
εi − ρ(dmı´n + 1)− ε˜ = s− ρ− γs,
donde se han usado los dos primeros apartados del Lema 6.5.8. Esto significa que el
sistema de ecuaciones lineales (6.21) con As(dmı´n) tiene s− ρ− γs soluciones linealmente
independientes y, por el Lema 6.5.7, que corresponden a s−ρ−γs vectores nulos derechos
de H +M de la forma (6.33) con grado dmı´n. Denotemos a estos vectores por,
{z1(λ), z2(λ), . . . , zβs(λ)}, con βs ≡ s− ρ− γs. (6.34)
Es claro que cualquier otra solucio´n de (6.21) corresponde a vectores nulos derechos de
grado dmı´n que son combinaciones lineales de (6.34) con coeficientes constantes, pero
en cambio au´n tenemos que probar que los vectores {z1(λ), z2(λ), . . . , zβs(λ)} se pueden
elegir linealmente independientes en Cn(λ). Para ver esto, no´tese que los βs para´metros
libres de (6.21) con As(dmı´n) se pueden tomar entre las variables α1,dmı´n−ε1 , . . . , αs,dmı´n−εs ,
porque las columnas de As(dmı´n) que no corresponden a estas variables son linealmente
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independientes, como ya hemos visto en el pa´rrafo en que probamos que dmı´n es el menor
ı´ndice minimal de H +M . Tomando las primeras l de estas βs variables iguales a 1 y
el resto iguales a 0, y repitiendo este proceso para l = 1, . . . , βs, se puede obtener un
conjunto, S , de βs soluciones de (6.21) linealmente independientes. Denotemos por
al = [α
l
1,dmı´n−ε1 , . . . , α
l
s,dmı´n−εs ]
T , l = 1, . . . , βs, (6.35)
un vector que contiene las entradas que acabamos de mostrar de la solucio´n l-e´sima de
(6.21) en S. Los vectores {a1, . . . , aβs} son, de manera obvia, linealmente independientes.
Si recordamos (6.20) y (6.33), los coeficientes de los te´rminos de mayor grado de los
vectores (6.34) correspondientes a las βs soluciones de (6.21) en S son
zl,dmı´n = α
l
1,dmı´n−ε1x1,ε1 + . . .+ α
l
s,dmı´n−εsxs,εs , para l = 1, . . . , βs, (6.36)
donde xi,εi es el coeficiente de mayor grado de xi(λ). Los vectores {x1,ε1 , . . . , xs,εs}, son li-
nealmente independientes en Cn, porque x1(λ), . . . , xs(λ) forman parte de una ROMB y se
puede aplicar [24, Apartado 2-Main Theorem en p. 495]. Por lo tanto, {z1,dmı´n , . . . , zβs,dmı´n}
es un conjunto linealmente independiente, porque
[z1,dmı´n , . . . , zβs,dmı´n ] = [x1,ε1 , . . . , xs,εs ][a1, . . . , aβs ]
y las dos matrices del lado derecho tienen rango completo por columnas. Finalmente, el
segundo apartado del Lema 2.5.6 implica que {z1(λ), z2(λ), . . . , zβs(λ)} son linealmente
independientes, y que hay precisamente βs ≡ s − ρ − γs ı´ndices minimales derechos de
H +M iguales a dmı´n.
En este pa´rrafo demostramos que hay γs ı´ndices minimales derechos deH+M iguales a
dmı´n+1. Hasta el momento, hemos encontrado un conjunto C1 = {z1(λ), z2(λ), . . . , zβs(λ)}
de s − ρ − γs vectores nulos derechos de H +M linealmente independientes de la forma
(6.33) y con grado dmı´n. Por otro lado, el hecho de que As(dmı´n) tiene rango completo por
filas (apartado 6 del Lema 6.5.8 con j = s) y el Lema 6.5.2 implican que un conjunto
maximal linealmente independiente de vectores nulos derechos de H + M de la forma
(6.33) tiene s− ρ vectores. Demostraremos que los restantes γs vectores se pueden elegir
de grado dmı´n + 1. Consideremos el sistema (6.21) con matriz de coeficientes As(dmı´n +
1). La matriz As(dmı´n + 1) tiene rango completo por filas porque As(dmı´n) lo tiene, y
podemos aplicar el apartado 5 del Lema 6.5.8. Esto significa que rg (As(dmı´n + 1)) =
rg (As(dmı´n)) + ρ. Recordemos que As(dmı´n + 1) se puede obtener de As(dmı´n) an˜adiendo
una fila y una columna en las u´ltimas posiciones de cada bloque. Por lo tanto, entre
las s columnas de As(dmı´n + 1) que esta´n en las u´ltimas posiciones de los bloques de
columnas, s − ρ son combinaciones lineales de las restantes columnas de As(dmı´n + 1).
Luego, las correspondientes variables del sistema (6.21) con As(dmı´n+1) se pueden tomar
como algunos de los para´metros libres para resolver este sistema2. Esto implica que se
pueden tomar s − ρ para´metros libres para resolver (6.21) con As(dmı´n + 1) entre las
α1,(dmı´n+1)−ε1 , . . . , αs,(dmı´n+1)−εs variables. Si procedemos con estos para´metros como en
el pa´rrafo previo (argumentos en torno a (6.34-6.36)), podemos encontrar un conjunto
C2 de (s − ρ) vectores nulos derechos de H + M linealmente independientes, de grado
2El lector debe notar que la diferencia entre el nu´mero de columnas y de filas de As(dmı´n + 1) es
2(s−ρ)−γs. Por tanto, el sistema (6.21) con matriz As(dmı´n+1) tiene 2(s−ρ)−γs soluciones linealmente
independientes, mientras que hay so´lo s − ρ vectores nulos derechos linealmente independientes de la
forma (6.33). Esto significa que no siempre soluciones linealmente independientes de (6.21) corresponden
a vectores nulos derechos linealmente independientes de la forma (6.19).
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exactamente dmı´n + 1 y de la forma (6.33). Por lo tanto, podemos unir el conjunto C1 de
s − ρ − γs vectores de grado dmı´n con algunos de los γs vectores de C2 para obtener un
conjunto maximal linealmente independiente de vectores nulos derechos de H +M de la
forma (6.33). Esto demuestra que existen γs ı´ndices minimales derechos de H+M iguales
a dmı´n + 1.
Nuestra u´ltima tarea para demostrar el Teorema 6.5.10 es demostrar que los restantes
ı´ndices minimales derechos de H +M son εs+1 ≤ . . . ≤ εp. Los vectores nulos derechos
de H +M que ya hemos encontrado, correspondienes a ı´ndices minimales iguales a dmı´n
y a dmı´n + 1, constituyen un conjunto maximal linealmente independiente de vectores
nulos derechos de H+M de la forma (6.33). Este hecho implica que cualquier vector nulo
derecho x(λ) de H+M correspondiente al siguiente ı´ndice minimal ma´s pequen˜o ha de ser
necesariamente de la forma (6.15) con, al menos, uno de los coeficientes αs+1(λ), . . . , αp(λ)
distinto de cero. De lo contrario, depender´ıa linealmente de los vectores nulos derechos
correspondientes a los ı´ndices minimales dmı´n y dmı´n + 1. As´ı, de acuerdo con [24, Main
Theorem en p. 495], deg(x) = ma´x1≤i≤p {εi + deg(αi) : αi(λ) 6= 0} ≥ εs+1 ≥ dmı´n + 1,
donde la u´ltima desigualdad es consecuencia del apartado 6 del Lema 6.5.9. Entonces, el
menor candidato al siguiente ı´ndice minimal es εs+1. Para mostrar que, de hecho, εs+1 es
el siguiente ı´ndice minimal derecho, demostraremos que existe un vector nulo derecho de
H +M de la forma
x(λ) = α1(λ)x1(λ) + . . .+ αs+1(λ)xs+1(λ), (6.37)
con αs+1(λ) 6= 0 y deg(x) = εs+1, i.e., con αs+1(λ) una constante no nula. Esto es equiva-
lente a demostrar que el sistema lineal (6.21) con matriz de coeficientes As+1(εs+1) tiene
soluciones cuya u´ltima entrada es distinta de cero. No´tese que As+1(εs+1) tiene rango com-
pleto por filas porque As(dmı´n) tiene rango completo por filas, εs+1 > dmı´n por el apartado
6 del Lema 6.5.9, y se puede aplicar el apartado 5 del Lema 6.5.8. Adema´s, las matrices
de las u´ltimas columnas de bloques de As+1(εs+1) tienen so´lo una columna. Por lo tanto,
si se elimina la u´ltima columna de As+1(εs+1), se obtiene As(εs+1). Pero
nu´mero de filas de As+1(εs+1) = nu´mero de filas de As(εs+1),
y As(εs+1) tiene tambie´n rango completo por filas, por el mismo argumento, luego
rg (As+1(εs+1)) = rg (As(εs+1)).
Esto implica que la u´ltima columna de As+1(εs+1) es una combinacio´n lineal de las
restantes columnas. Como consecuencia, la u´ltima variable del sistema lineal (6.21) con
matriz de coeficientes As+1(εs+1) se puede considerar como para´metro libre, y por tanto
puede ser distinta de cero. Esto demuestra que εs+1 es el siguiente ı´ndice minimal.
No´tese que la hipo´tesis (6.31) y el apartado 6 del Lema 6.5.8 implican que un conjunto
maximal linealmente independiente de vectores nulos derechos deH+M de la forma (6.37)
tiene s+1−ρ vectores. Por tanto, en los pa´rrafos anteriores hemos encontrado un conjunto
maximal de vectores linealmente independientes de este tipo. Con esta observacio´n en
mente, la demostracio´n de que εs+2 es el siguiente ı´ndice minimal derecho se sigue paso
por paso de la demostracio´n presentada en el pa´rrafo previo para εs+1 con los cambios
de ı´ndices correspondientes. Lo mismo se cumple para demostrar que εs+3, . . . , εp son los
restantes ı´ndices minimales derechos de H +M .
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6.5.4. Ilustracio´n del Teorema 6.5.10 con un ejemplo
Vamos a ilustrar con un ejemplo co´mo aplicar el Teorema 6.5.10. Sea H(λ) el haz
matricial 5× 5
H(λ) = diag(L0, L1, L1, L
T
0 , L
T
0 , L
T
0 ) =

0 λ −1 0 0
0 0 0 λ −1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,
con ε1 = 0, ε2 = ε3 = 1. Una ROMB de H esta´ dada por
x1 =

1
0
0
0
0
 , x2 =

0
1
λ
0
0
 , x3 =

0
0
0
1
λ
 .
Consideremos una perturbacio´n arbitraria, M , de H con ρ = 2 y ε˜ = 1. Esto significa que
una descomposicio´n derecha de M , ve´ase (6.3), es de la forma
M(λ) = v1w
T
1 + v2w
T
2 ,
donde
w1 =

b1 + λc1
b2 + λc2
b3 + λc3
b4 + λc4
b5 + λc5
 , w2 =

d1
d2
d3
d4
d5
 ,
y bi, ci, di ∈ C para i = 1, . . . , 5. Adema´s, deg(v1) = 0 y deg(v2) ≤ 1. No´tese que en este
ejemplo p − ρ = 3 − 2 = 1 y, as´ı, la sucesio´n {dρ+1, . . . , dp} tiene un u´nico elemento d3.
Esto significa que, en las condiciones del Teorema 6.5.10, el haz H +M tiene un u´nico
ı´ndice minimal derecho, que es
dmı´n = d3 =
⌊
0 + 1 + 1 + 1
3− 2
⌋
= 3.
Las matrices As(dmı´n − 1) y As(dmı´n) son, en este caso, A3(2) y A3(3), respectivamente.
Los polinomios conexio´n derechos asociados a los datos anteriores esta´n dados por
a11(λ) = w
T
1 (λ)x1 = b1 + λc1, a21(λ) = w
T
2 x1 = d1
a12(λ) = w
T
1 (λ)x2 = b2 + λ(c2 + b3) + λ
2c3, a22(λ) = w
T
2 x2 = d2 + λd3
a13(λ) = w
T
1 (λ)x3 = b4 + λ(c4 + b5) + λ
2c5, a23(λ) = w
T
2 x3 = d4 + λd5
,
y, en consecuencia, la matriz mosaico Toeplitz A3(3) es la matriz 9× 10
A3(3) =

b1 0 0 0 b2 0 0 b4 0 0
c1 b1 0 0 c2 + b3 b2 0 c4 + b5 b4 0
0 c1 b1 0 c3 c2 + b3 b2 c5 c4 + b5 b4
0 0 c1 b1 0 c3 c2 + b3 0 c5 c4 + b5
0 0 0 c1 0 0 c3 0 0 c5
d1 0 0 0 d2 0 0 d4 0 0
0 d1 0 0 d3 d2 0 d5 d4 0
0 0 d1 0 0 d3 d2 0 d5 d4
0 0 0 d1 0 0 d3 0 0 d5

.
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Puede comprobarse nume´ricamente con el programa MATLAB que esta matriz tiene
rango completo por filas para bi, ci y di elegidos aleatoriamente. La matriz 7× 7 A3(2) se
construye de un modo similar, y puede ser comprobado nume´ricamente que tiene tambie´n
rango completo por filas.
6.5.5. Sobre la genericidad de las hipo´tesis
La relevancia del Teorema 6.5.10 depende de la genericidad de sus hipo´tesis, es decir:
de si son satisfechas en un conjunto abierto denso del conjunto de perturbaciones que se
considera. El significado y la genericidad de la condicio´n rg (H+M) = rg (H)+rg (M) < n
ya se ha discutido en profundidad en la Seccio´n 6.3. Las otras dos hipo´tesis esenciales del
Teorema 6.5.10 son (6.30-6.31). Ambas hacen referencia al rango de las matrices mosaico
Toeplitz As(dmin−1) y As(dmin). Aunque no disponemos de una demostracio´m rigurosa que
garantice que las condiciones (6.30-6.31) se satisfacen para la mayor´ıa de las perturba-
ciones M , hemos realizado suficientes experimentos nume´ricos para convencernos de que
as´ı es. Concretamente, hemos comprobado, a trave´s del programa MATLAB testcomp.m,
sobre un conjunto de 60.000 casos, que las matrices Toeplitz As(dmin) y As(dmin−1) tienen
rango ma´ximo. En dichos casos se han considerado distintos taman˜os para los bloques
singulares del haz de partida y tambie´n distintos valores para el rango y el orden singular
de la perturbacio´n. Estos experimentos, junto a los programas empleados, se detallan en
la Seccio´n 6.9.
Por otra parte, en [16] se incluye la restriccio´n
rg (M) ≤ rg (H) (6.38)
con el fin de garantizar que los polinomios conexio´n son aleatorios para perturbaciones
aleatorias (ve´ase [16, §5.5]). Esta hipo´tesis, aunque bastante natural dado que estamos
considerando perturbaciones de rango bajo, no es necesaria, como demuestran los expe-
rimentos a los que acabamos de aludir. En ellos hemos considerado tanto perturbaciones
M(λ) que satisfacen (6.38) como perturbaciones cuyo rango es mayor que el rango del haz
no perturbado, H(λ). Como se dice en [16, §5.5], si se da esta u´ltima condicio´n (es decir:
rg (M) > rg (H)), los vectores fila wi(λ) de una descomposicio´n derecha (6.3) de M(λ)
tendra´n necesariamente entradas linealmente dependientes en el espacio de coeficientes
Cn, pero estas relaciones de dependencia no tienen porque´ implicar necesariamente otras
relaciones de dependencia entre las columnas (resp. las filas) de la matriz As(dmin−1) (resp.
As(dmin)). Los experimentos aludidos muestran que, de hecho, estas relaciones no existen
gene´ricamente.
6.5.6. Cuando la u´nica informacio´n disponible de la perturbacio´n
es su rango
El Teorema 6.5.10 determina completamente el conjunto de ı´ndices minimales derechos
del haz perturbado (H +M)(λ). Este conjunto depende de ε˜, es decir, del orden singular
derecho de la perturbacio´nM(λ). La causa de esta dependencia se encuentra en el desarro-
llo (6.3), puesto que las propiedades de (6.3) dependen de ε˜. Este hecho esta´ relacionado
con los resultados de la Seccio´n 7, concretamente con el Teorema 7.3.4, en virtud del cual
el conjunto de haces matriciales de rango menor o igual que ρ tiene exactamente ρ + 1
componentes maximales, cada una de las cuales corresponde precisamente a un valor de
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ε˜, con ε˜ = 0, . . . , ρ [17]. No obstante, se puede obtener informacio´n parcial en el caso en
que el u´nico dato conocido de la perturbacio´n M(λ) es su rango. Esta informacio´n parcial
se presenta en el Teorema 6.5.12. Para demostrar dicho teorema es necesario el siguiente
lema.
Lema 6.5.11 Sean 0 ≤ ε1 ≤ . . . ≤ εp un total de p nu´meros enteros, y ρ, ε˜ dos nu´meros
enteros tales que 0 < ρ < p y 0 ≤ ε˜ ≤ ρ. Consideremos, para cada valor de ε˜, la sucesio´n
de nu´meros enteros:
dk(ε˜) =
⌊∑k
i=1 εi + ε˜
k − ρ
⌋
, para k = ρ+ 1, . . . , p. (6.39)
Sean dmı´n(ε˜) ≡ mı´nρ+1≤k≤p dk(ε˜), y s(ε˜) el mayor ı´ndice tal que ds(ε˜)(ε˜) = dmı´n(ε˜) y
ds(ε˜)(ε˜) ≥ εs(ε˜). Entonces
dmı´n(ρ) ≥ dmı´n(ρ− 1) ≥ . . . ≥ dmı´n(0) y s(ρ) ≥ s(ρ− 1) ≥ . . . ≥ s(0).
Demostracio´n. Demostraremos que dmı´n(ε˜
′) ≥ dmı´n(ε˜) y s(ε˜′) ≥ s(ε˜), siempre que
ε˜′ > ε˜. No´tese que dk(ε˜′) ≥ dk(ε˜), para k = ρ + 1, . . . , p. Por lo tanto dmı´n(ε˜′) ≥ dmı´n(ε˜).
De acuerdo con el apartado 6 del Lema 6.5.9, εs(ε˜′)+1 > ds(ε˜′)(ε˜
′) ≥ ds(ε˜)(ε˜) ≥ εs(ε˜). Esto
significa que s(ε˜′) + 1 > s(ε˜).
Combinando el Teorema 6.5.10 y el Lema 6.5.11, podemos establecer el Teorema
gene´rico 6.5.12. Calificamos de gene´rico al Teorema 6.5.12 porque las condiciones nece-
sarias son (6.30-6.31), que dependen del orden singular derecho de la perturbacio´n M ,
una informacio´n de la que no se dispone. Para demostrar el Teorema 6.5.12 simplemente
hay que darse cuenta de que si ρ es el rango de M y ε˜ es el orden singular derecho de M
entonces 0 ≤ ε˜ ≤ ρ.
Teorema 6.5.12 Sean H(λ) y M(λ) dos haces matriciales complejos de taman˜o m× n
tales que rg (H +M) = rg (H) + rg (M) < n. Definamos ρ ≡ rg (M). Sean ε1 ≤ . . . ≤ εp
los ı´ndices minimales derechos de H, y
d′k =
⌊∑k
i=1 εi + ρ
k − ρ
⌋
, para k = ρ+ 1, . . . , p. (6.40)
Sea d′mı´n el mı´nimo de la serie {d′k}, y s′ el mayor ı´ndice tal que d′s′ = d′mı´n y d′s′ ≥ εs′.
Entonces, para un haz gene´rico M(λ) de rango ρ, (H +M)(λ) tiene exactamente p − ρ
ı´ndices minimales derechos y:
1. Los mayores p− s′ ı´ndices minimales derechos de (H +M)(λ) son εs′+1 ≤ . . . ≤ εp.
2. Los menores s′ − ρ ı´ndices minimales derechos de (H +M)(λ), εˆ1 ≤ . . . ≤ εˆs′−ρ,
satisfacen ερ+j ≤ εˆj, para j = 1, . . . , s′ − ρ, y εˆ1 ≤ d′min.
6.6. La forma cano´nica de Kronecker de haces per-
turbados sin rango completo
Los resultados que se han presentado hasta el momento en este cap´ıtulo son va´lidos
siempre que rg (H +M) = rg (H) + rg (M) ≤ mı´n{m,n}. Esta hipo´tesis incluye el caso
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l´ımite rg (H+M) = rg (H)+rg (M) = mı´n{m,n}, esto es: el caso en que el haz perturbado
(H+M)(λ) tiene rango completo. En este caso de rango completo el haz H+M no tiene
ı´ndices minimales derechos si rg (H + M) = m, y H + M no tiene ı´ndices minimales
izquierdos si rg (H +M) = n, de acuerdo con (2.6). Si rg (H +M) = m < n los ı´ndices
minimales derechos gene´ricos de H+M esta´n descritos en el Teorema 6.5.10, y si rg (H+
M) = n < m los ı´ndices minimales izquierdos de H +M esta´n descritos en el mismo
Teorema 6.5.10 pero aplicado a (H+M)T . El Teorema 6.4.5 tambie´n se cumple en el caso
de rango completo y nos ofrece informacio´n parcial sobre la estructura regular de H+M .
El propo´sito de esta seccio´n es mostrar que se puede obtener informacio´n completa
sobre la FCK gene´rica de H +M para haces perturbados sin rango completo, es decir, en
el caso en que
rg (H +M) = rg (H) + rg (M) < mı´n{m,n}.
Recopilaremos la informacio´n obtenida por los Teoremas 6.4.5 y 6.5.10, junto con la
correspondiente versio´n del Teorema 6.5.10 para los ı´ndices minimales izquierdos, con el
fin de describir completamente la FCK de H +M en te´rminos de los o´rdenes singulares
derechos e izquierdos y la estructura regular de la perturbacio´n M(λ). Dicha FCK se
presentara´ en el Teorema 6.6.2. Adema´s, el Teorema 6.6.5 presentara´ cierta informacio´n
parcial gene´rica de la FCK de H +M cuando rg (M) es la u´nica informacio´n disponible
de la perturbacio´n.
El Lema 6.6.1 nos permitira´ evitar cierta redundancia en las hipo´tesis.
Lema 6.6.1 Sean H(λ) yM(λ) dos haces matriciales de taman˜o m×n tales que rg (H)+
rg (M) < mı´n{m,n}. Sea As(dmı´n) la matriz mosaico Toeplitz asociada a un conjun-
to completo de polinomios conexio´n derechos de H y M que aparece en el Teorema
6.5.10, y Bt(hmı´n) la correspondiente matriz asociada a un conjunto completo de poli-
nomios conexio´n izquierdos, es decir, la matriz del Teorema 6.5.10 cuando se aplica a HT
y MT . Si As(dmı´n) y Bt(hmı´n) tienen rango completo por filas, entonces rg (H +M) =
rg (H) + rg (M).
Demostracio´n. Del a´lgebra lineal elemental sabemos que rg (H + M) ≤ rg (H) +
rg (M). Consideremos las descomposiciones derechas de H y M del tipo que aparece en
(6.3):
H(λ) = v′1(λ)w
′
1(λ)
T + . . .+ v′r(λ)w
′
r(λ)
T ,
M(λ) = v1(λ)w1(λ)
T + . . .+ vρ(λ)wρ(λ)
T ,
donde r ≡ rg (H) y ρ ≡ rg (M). Por lo tanto
H +M = [v′1, . . . , v
′
r, v1, . . . , vρ] [w
′
1, . . . , w
′
r, w1, . . . , wρ]
T ,
donde la dependencia de λ se ha omitido. Esto significa que H+M es el producto de una
matriz de taman˜om×(r+ρ) por una matriz de taman˜o (r+ρ)×n, con (r+ρ) < mı´n{m,n}.
Por tanto rg (H +M) = rg (H) + rg (M) si y so´lo si
rg [v′1, . . . , v
′
r, v1, . . . , vρ] = r + ρ y rg [w
′
1, . . . , w
′
r, w1, . . . , wρ] = r + ρ.
Demostremos que si As(dmı´n) tiene rango completo por filas, entonces
rg [w′1, . . . , w
′
r, w1, . . . , wρ] = r + ρ .
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Si rg [w′1, . . . , w
′
r, w1, . . . , wρ] < r + ρ existe un ı´ndice i tal que wi(λ) es una combinacio´n
lineal de {w′1(λ), . . . , w′r(λ), w1(λ), . . . , wi−1(λ)} en Cn(λ), es decir,
wi(λ) = β
′
1(λ)w
′
1(λ) + . . .+ β
′
r(λ)w
′
r(λ) + β1(λ)w1(λ) + . . .+ βi−1(λ)wi−1(λ),
para ciertas funciones racionales β′1(λ), . . . , βi−1(λ). Recordemos (6.17) y la igualdad
H(λ)xj(λ) = 0, es decir, w
′
k(λ)
Txj(λ) = 0 para todo k. En consecuencia, los polinomios
conexio´n derechos de H y M satisfacen
aij(λ) = β1(λ)a1j(λ) + . . .+ βi−1(λ)ai−1,j(λ), para j = 1, . . . , p,
y la matriz [akl(λ)]
1≤l≤p
1≤k≤ρ no tiene rango completo por filas. Pero el hecho de que As(dmı´n)
tiene rango completo por filas implica que rg [akl(λ)]
1≤l≤p
1≤k≤ρ = ρ, por el apartado 6 del Lema
6.5.8.
Un argumento ana´logo muestra que si Bt(hmı´n) tiene rango completo por filas entonces
rg [v′1, . . . , v
′
r, v1, . . . , vρ] = r + ρ.
No impondremos expl´ıcitamente la condicio´n rg (H + M) = rg (H) + rg (M) en el
Teorema 6.6.2 a causa del Lema 6.6.1.
Teorema 6.6.2 Sean H(λ) y M(λ) dos haces matriciales complejos de taman˜o m × n
tales que rg (H) + rg (M) < mı´n{m,n} y ρ ≡ rg (M). Sean ε1 ≤ . . . ≤ εp y η1 ≤ . . . ≤ ηq,
respectivamente, los ı´ndices minimales derechos e izquierdos de H, y JH la estructura
regular de la FCK de H. Sean ε˜ y η˜, respectivamente, el orden singular derecho y el orden
singular izquierdo de M , y JM la estructura regular de la FCK de M . Consideremos las
sucesiones
dk =
⌊∑k
i=1 εi + ε˜
k − ρ
⌋
, para k = ρ+ 1, . . . , p, y
hl =
⌊∑l
i=1 ηi + η˜
l − ρ
⌋
, para l = ρ+ 1, . . . , q.
Sea dmı´n = mı´nρ+1≤k≤p{dk}, y s el mayor ı´ndice tal que ds = dmin y ds ≥ εs. Sean
hmı´n = mı´nρ+1≤l≤q{hl}, y t el mayor ı´ndice tal que ht = hmin y ht ≥ ηt. Finalmente, sean
As(dmı´n−1) y As(dmı´n) (Bt(hmı´n−1) y Bt(hmı´n)) las s-e´simas (t-e´simas) matrices mosaico
Toeplitz de grados dmı´n−1 y dmı´n (hmı´n−1 y hmı´n), respectivamente, asociadas al conjunto
completo derecho (izquierdo) de polinomios conexio´n de H y M . Si
As(dmı´n − 1) y Bt(hmı´n − 1) tienen rango completo por columnas o son matrices vac´ıas, y
As(dmı´n) y Bt(hmı´n) tienen rango completo por filas,
entonces
1. (H +M)(λ) tiene exactamente p− ρ ı´ndices minimales derechos, que son
dmı´n = . . . = dmı´n︸ ︷︷ ︸
s− ρ− γs
< (dmı´n + 1) = . . . = (dmı´n + 1)︸ ︷︷ ︸
γs
≤ εs+1 ≤ . . . ≤ εp, (6.41)
donde γs es el resto de la divisio´n entera de
∑s
i=1 εi + ε˜ entre s− ρ;
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2. (H +M)(λ) tiene exactamente q − ρ ı´ndices minimales izquierdos, que son
hmı´n = . . . = hmı´n︸ ︷︷ ︸
t− ρ− µt
< (hmı´n + 1) = . . . = (hmı´n + 1)︸ ︷︷ ︸
µt
≤ ηt+1 ≤ . . . ≤ ηq, (6.42)
donde µt es el resto de la divisio´n entera de
∑t
i=1 ηi + η˜ entre t− ρ; y
3. JH ⊕ JM es la estructura regular de la FCK de (H +M)(λ).
Esto determina completamente la FCK de (H +M)(λ).
Demostracio´n. El Teorema 6.5.10 aplicado a H y M demuestra (6.41), y aplicado a HT
y MT demuestra (6.42). El Teorema 6.4.5 demuestra que, para cada nu´mero complejo λ0,
inclu´ıdo el infinito, SH+M(λ0) ≥ SH⊕M(λ0). Para demostrar que, de hecho, SH+M(λ0) =
SH⊕M(λ0), mostraremos s´ımplemente que la suma directa de JH ⊕ JM con los bloques
singulares derechos e izquierdos correspondientes a (6.41) y a (6.42) es un haz m × n.
Llamaremos a esta suma directa Z(λ).
Supongamos que la matriz JH es de taman˜o r1 × r1, y la matriz JM es de taman˜o
r2 × r2. No´tese que, en esta situacio´n, son ciertas las siguientes identidades:
ε+ η + q + r1 = m, ε+ p+ η + r1 = n, ε˜+ η˜ + r2 = ρ,
donde ε (resp. η) es el orden singular derecho (resp. izquierdo) de H. As´ı, el nu´mero de
filas de Z(λ) es:
[dmı´n(s− ρ− γs) + (dmı´n + 1)γs + εs+1 + . . .+ εp] +
+ [(hmı´n + 1)(t− ρ− µt) + (hmı´n + 2)µt + (ηt+1 + 1) + . . .+ (ηq + 1)] + r1 + r2 =
= [ε+ ε˜ ] + [η + q + η˜ − ρ ] + r1 + r2 = m+ ε˜+ η˜ + r2 − ρ = m.
Un ca´lculo ana´logo muestra que el nu´mero de columnas de Z(λ) es n, y, por tanto,
que Z(λ) es la FCK de (H +M)(λ).
Ejemplo 6.6.3 Sea H(λ) un haz cuadrado de taman˜o 31× 31 cuya FCK esta´ dada por
KH(λ) = L2(λ)⊕L3(λ)⊕L4(λ)⊕L4(λ)⊕L5(λ)⊕LT0 (λ)⊕LT1 (λ)⊕LT1 (λ)⊕LT3 (λ)⊕LT3 (λ) .
Consideremos perturbaciones M(λ) con
rg (M) = ρ = 2, ε˜ = 2, η˜ = 0 .
En esta situacio´n:
d3 =
⌊
2 + 3 + 4 + 2
1
⌋
= 11 , d4 =
⌊
2 + 3 + 4 + 4 + 2
2
⌋
= 7 , d5 =
⌊
2 + 3 + 4 + 4 + 5 + 2
3
⌋
= 6 ,
h3 =
⌊
0 + 1 + 1 + 0
1
⌋
= 2 , h4 =
⌊
0 + 1 + 1 + 3 + 0
2
⌋
= 2 , h5 =
⌊
0 + 1 + 1 + 3 + 3 + 0
3
⌋
= 2 ,
de donde se tiene que s = 5 y t = 3. Adema´s, γ5 = 2 y µ3 = 0. Como 5 − ρ − γ5 = 1, la
estructura singular derecha de la FCK de H +M estara´ formada, gene´ricamente, por
L6(λ)⊕ L7(λ)⊕ L7(λ) .
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Por otra parte, como 3− ρ− µ3 = 1, la estructura singular izquierda estara´ formada por
LT2 (λ)⊕ LT3 (λ)⊕ LT3 (λ) ,
donde los u´ltimos dos bloques corresponden a los dos bloques mayores de la FCK de H,
que permanecen inalterados. As´ı pues, la FCK gene´rica de H +M es
KH+M(λ) = L6(λ)⊕ L7(λ)⊕ L7(λ)⊕ LT2 (λ)⊕ LT3 (λ)⊕ LT3 (λ) .
¤
Ejemplo 6.6.4 Apliquemos el Teorema 6.6.2 al haz H(λ) del ejemplo de la Subseccio´n
6.5.4. En dicho ejemplo, considera´bamos una perturbacio´n M(λ) con ρ = 2 y ε˜ = 1.
Ahora, supondremos tambie´n que η˜ = 0 y que M tiene un so´lo autovalor µ = 1. El ı´ndice
minimal derecho gene´rico de H +M predicho por el Teorema 6.6.2 fue calculado en la
Subseccio´n 6.5.4 y es igual a 3. Calculemos los ı´ndices minimales izquierdos gene´ricos de
H +M . Tenemos que η1 = η2 = η3 = 0, de manera que el nu´mero de ı´ndices minimales
izquierdos de H+M es q−ρ = 3−2 = 1. Por lo tanto, hmı´n = h3 = 0 es el ı´ndice minimal
izquierdo gene´rico de H +M . La FCK gene´rica de H +M es, por tanto,
L3(λ)⊕ LT0 ⊕ (λ− J1(1)) =

λ −1 0 0 0
0 λ −1 0 0
0 0 λ −1 0
0 0 0 0 0
0 0 0 0 λ− 1
 .
¤
En el caso de que la u´nica informacio´n disponible acerca de la perturbacio´n M(λ) sea
su rango, el Teorema 6.4.5 se puede combinar con el Teorema 6.5.12, y la correspondiente
versio´n para los ı´ndices minimales izquierdos, para dar como resultado el Teorema 6.6.5,
que aporta informacio´n parcial de la FCK de (H +M)(λ).
Teorema 6.6.5 Sean H(λ) y M(λ) dos haces matriciales complejos de taman˜o m × n
tales que rg (H) + rg (M) < mı´n{m,n}. Definamos ρ ≡ rg (M). Sean ε1 ≤ . . . ≤ εp y
η1 ≤ . . . ≤ ηq, respectivamente, los ı´ndices minimales derechos e izquierdos de H, y JH
la estructura regular de la FCK de H. Consideremos las sucesiones
d′k =
⌊∑k
i=1 εi + ρ
k − ρ
⌋
, para k = ρ+ 1, . . . , p, y
h′l =
⌊∑l
i=1 ηi + ρ
l − ρ
⌋
, para l = ρ+ 1, . . . , q.
Sea d′mı´n (h
′
mı´n) el mı´nimo de la sucesio´n {d′k} ({h′l}), y s′ (t′) el mayor ı´ndice tal que
d′s′ = d
′
mı´n (h
′
t′ = h
′
mı´n) y d
′
s′ ≥ εs′ (h′t′ ≥ ηt′). Entonces, para una perturbacio´n gene´rica
M(λ) con rango ρ, (H +M)(λ) tiene exactamente p − ρ ı´ndices minimales derechos y
q − ρ ı´ndices minimales izquierdos y:
1. Los p− s′ mayores ı´ndices minimales derechos de (H +M)(λ) son εs′+1 ≤ . . . ≤ εp.
128 Cap´ıtulo 6. Perturbaciones de rango bajo de la Forma de Kronecker
2. Los s′ − ρ menores ı´ndices minimales derechos de (H +M)(λ), εˆ1 ≤ . . . ≤ εˆs′−ρ,
satisfacen ερ+j ≤ εˆj, para j = 1, . . . , s′ − ρ, y εˆ1 ≤ d′min.
3. Los q− t′ mayores ı´ndices minimales izquierdos de (H+M)(λ) son ηt′+1 ≤ . . . ≤ ηq.
4. Los t′ − ρ menores ı´ndices minimales izquierdos de (H +M)(λ), ηˆ1 ≤ . . . ≤ ηˆt′−ρ,
satisfacen ηρ+j ≤ ηˆj, para j = 1, . . . , t′ − ρ, y ηˆ1 ≤ h′min.
5. La estructura regular de la FCK de (H +M)(λ) contiene a JH .
6.6.1. Relacio´n con la teor´ıa de o´rbitas
Aunque las perturbaciones de rango bajo no son necesariamente perturbaciones de
norma pequen˜a, es natural pensar, a priori, que, en el caso de que sus entradas s´ı sean
de norma pequen˜a los resultados que hemos obtenido en los apartados anteriores habra´n
de ser coherentes con los resultados de la teor´ıa cla´sica de perturbaciones. En concreto,
una perturbacio´n gene´rica M(λ) de un haz H(λ) deber´ıa ir a parar a una o´rbita gene´rica
(ve´ase [22]) (si existe) entre todas aquellas que satisfacen las restricciones derivadas de la
condicio´n de rango bajo, es decir: entre todas aquellas o´rbitas, O(K), para las cuales
rg (K +KH) ≤ rg (M) + rg (H) = ρ+ r
(donde K denota la forma de Kronecker que determina la o´rbita y KH es la FCK de H).
Si nos restringimos a perturbaciones que satisfacen la condicio´n (6.7), fundamental en
nuestros desarrollos, una perturbacio´n gene´rica deber´ıa llevar la FCK de H a alguna de
las formas de Kronecker gene´ricas de rango ρ + r, es decir: deber´ıa llevar el haz H a un
haz con FCK igual a Ka (como se define en (7.1)) para algu´n a ∈ {0, 1, . . . , ρ + r}. En
cambio, es fa´cil ver que esto no siempre es as´ı. Basta con tener en cuenta el Lema 6.4.2.
Segu´n este resultado, y siempre que se satisfaga la igualdad (6.7), la estructura regular
del haz no perturbado, H, permanece tras la perturbacio´n.
Ejemplo 6.6.6 Consideremos un haz H(λ) de taman˜o 3× 3 cuya forma de Kronecker es
KH(λ) = L0 ⊕ L0 ⊕ LT0 ⊕ LT0 ⊕ (λ− J1(λ0)) =
 0 0 00 0 0
0 0 λ− λ0
 .
Para una perturbacio´n gene´rica M(λ) de rango 1 la FCK del haz perturbado (H+M)(λ)
sera´
L0 ⊕ LT1 (λ)⊕ (λ− J1(λ0)) si ε˜ = 0, η˜ = 1
L1(λ)⊕ LT0 ⊕ (λ− J1(λ0)) si ε˜ = 1, η˜ = 0
L0 ⊕ LT0 ⊕ J1(λ0)⊕ (λ− J1(λ1)) si ε˜ = 0 = η˜
(donde J1(λ1) es la estructura regular de M(λ)). Todas ellas tienen estructura regular. ¤
Como veremos en el Cap´ıtulo 7, la forma de Kronecker gene´rica de los haces de taman˜o
m× n, con n > m, es
diag (Lα+1, . . . , Lα+1︸ ︷︷ ︸
s
, Lα, . . . , Lα︸ ︷︷ ︸
n−m−s
) ,
donde α = bm/(n−m)c y s ≡ mmod(m−n) [11, Cor. 7.1]. Podemos dar una justificacio´n
de este resultado utilizando el mismo argumento que ha inspirado todo el trabajo anterior
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relativo al cambio en la estructura de Kronecker: Dado un haz, H(λ), de taman˜o m× n,
existe un vector x(λ) ∈ N (H) de grado l si y so´lo si
H(λ)x(λ) ≡ 0 ,
y esta ecuacio´n, igualando te´rminos del mismo grado, es equivalente a un sistema lineal
de ecuaciones con coeficientes complejos que consta de{
m(l + 2) ecuaciones
n(l + 1) inco´gnitas
.
El nu´mero de grados de libertad del sistema anterior es l(n−m)+n−2m, luego, para
que exista solucio´n (gene´ricamente) ha de ser l(n−m) + n− 2m > 0, o bien
l >
2m− n
n−m =
m
n−m − 1.
As´ı pues, el menor valor de l para el que, gene´ricamente, existe solucio´n es
α =
⌈
m
n−m − 1
⌉
=
⌊
m
n−m
⌋
(donde dxe es el menor nu´mero entero mayor que x). Adema´s, en este caso, hay un total
de α(n−m)+n−2m soluciones, lo que se traduce en la existencia de ese mismo nu´mero
de vectores en N (H) de grado α. Si expresamos la divisio´n entera de m entre n −m en
la forma
m = (n−m)α+ s , 0 ≤ s < n−m,
tenemos que hay
α(n−m) + n− 2m = n−m− s
vectores de grado α en N (H). Adema´s, para l = α, el sistema de ecuaciones anterior tiene
(α + 1)(n−m) + n− 2m = 2(n−m)− s
grados de libertad. Como n−m > s, la anterior cantidad es mayor que s, lo que significa
que, gene´ricamente, podremos encontrar s vectores en N (H) de grado α+ 1 linealmente
independientes con los anteriores.
6.6.2. Cuando H y M son ambos gene´ricos
A lo largo de toda esta seccio´n hemos considerado un haz no perturbado H del que
se conoce la forma de Kronecker completa y un haz perturbador M del que se conocen
so´lo su rango y los o´rdenes singulares derechos e izquierdos. Cabe plantearse la siguiente
situacio´n: si tanto H como M son dos haces “gene´ricos”, es decir: dos haces cuyas formas
cano´nicas de Kronecker son gene´ricas (en el sentido del Lema 7.1), entonces el Teorema
5.4.2 deber´ıa arrojar el mismo resultado al intercambiar los papeles de H y M . En otras
palabras: al considerar el hazH como haz no perturbado y el hazM como haz perturbador
deber´ıan obtenerse los mismos taman˜os gene´ricos para los bloques singulares de H +M
que al tomar M como haz no perturbado y H como haz perturbador. Por otra parte, la
FCK de H +M debera´ corresponder a una de las formas gene´ricas descritas en el Lema
7.1. Este apartado esta´ dedicado a demostrar, de forma directa, que esto es as´ı. Para ello
necesitaremos, en primer lugar, el siguiente lema.
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Lema 6.6.7 Sea H(λ) un haz matricial complejo de rango r con ı´ndices minimales dere-
chos ε1 ≤ . . . ≤ εp y cuya forma de Kronecker es gene´rica. Entonces, para cada par de
nu´meros enteros no negativos ε˜ y ρ ≤ p, la sucesio´n de nu´meros enteros
dk =
⌊∑k
i=0 εi + ε˜
k − ρ
⌋
, k = ρ+ 1, . . . , p, (6.43)
es decreciente. Un resultado ana´logo se tiene para los ı´ndices minimales izquierdos.
Demostracio´n. Segu´n el Lema 7.3.1, la forma de Kronecker de H(λ) es
Ka(λ) = diag (Lα+1, . . . , Lα+1︸ ︷︷ ︸
s
, Lα, . . . , Lα︸ ︷︷ ︸
n− r − s
, LTβ+1, . . . , L
T
β+1︸ ︷︷ ︸
t
, LTβ , . . . , L
T
β︸ ︷︷ ︸
m− r − t
) ,
para a = 0, 1, . . . , r , donde α = ba/(n− r)c, s = amod (n− r), β = b(r − a)/(m− r)c y
t = (r − a)mod (m− r). Por lo tanto, la sucesio´n (6.43) es de la forma
dk =
⌊
αk + j + ε˜
k − ρ
⌋
, si k = s+ j (j ≥ 0) ,
donde j = 0 si k ≤ s.
Ahora, si dk+1 > dk, para algu´n k ∈ {ρ+ 1, . . . , p}, por el apartado 4 del Lema 6.5.9,
se tiene que
α > dk+1 > dk , si k < s,
y
α + 1 > dk+1 ≥ dk + 1 , si k ≥ s.
En cualquier caso, tendr´ıamos que α > dk. Pero esto es imposible, ya que
dk =
⌊
αk + j + ε˜
k − ρ
⌋
≥
⌊
αk
k − ρ
⌋
≥
⌊
αk
k
⌋
= α,
(donde j = 0 si k ≤ s).
El resultado fundamental de este apartado nos dice que la forma de Kronecker del
haz perturbado descrita en el Teorema 6.6.2 es la misma considerando H como haz no
perturbado y M como haz perturbacio´n y viceversa.
Teorema 6.6.8 Sean H(λ) y M(λ) dos haces matriciales complejos m × n de rangos r
y r˜ e ı´ndices minimales derechos ε1 ≤ . . . ≤ εp y ε˜1 ≤ . . . ≤ ε˜p˜ , respectivamente. Sean las
sucesiones de nu´meros enteros:
dk =
⌊∑k
i=0 εi + ε˜
k − r˜
⌋
, k = r˜ + 1, . . . , p ,
y
d˜k =
⌊∑k
i=0 ε˜i + ε
k − r
⌋
, k = r + 1, . . . , p˜ ,
con ε = ε1 + . . .+ εp y ε˜ = ε˜1 + . . .+ ε˜p˜ , y sean
dmı´n ≡ mı´nr+1≤k≤p dk
d˜mı´n ≡ mı´nr˜+1≤k≤p˜ d˜k .
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Finalmente, sea s (resp. s˜) el mayor ı´ndice tal que ds = dmı´n (resp. d˜s˜ = d˜mı´n) y ds ≥ εs
(resp. d˜s˜ ≥ ε˜s), y γ (resp. γ˜) el resto de la divisio´n entera de
∑s
i=1 εi+ ε˜ (resp.
∑s
i=1 ε˜i+ε)
entre s− r˜ (resp. s˜− r) Si las formas de Kronecker de H y M son gene´ricas, entonces
dmı´n = d˜mı´n
y
s− r˜ − γ = s˜− r − γ˜.
Demostracio´n. Sabemos, por el Lema 6.6.7, que las sucesiones {dk}r˜≤k≤p y {d˜k}r≤k≤p˜
son decrecientes, de modo que el mı´nimo se alcanza, en ambos casos, en el u´ltimo te´rmino.
Para demostrar la primera igualdad del enunciado bastara´ comprobar que en ambos casos
dicho te´rmino es el mismo, es decir:
dp = d˜p˜.
Como
dp =
⌊
ε+ ε˜
p− r˜
⌋
, d˜p˜ =
⌊
ε+ ε˜
p˜− r
⌋
,
sera´ suficiente con demostrar que p− r˜ = p˜− r. Pero esta igualdad es consecuencia de la
igualdad 2.6.
Para demostrar la segunda identidad del enunciado, podemos suponer, en virtud del
Lema 7.3.1, que la FCK de H tiene solamente bloques singulares derechos de taman˜os α
y α + 1 (un total de p bloques) y que la FCK de M tiene solamente bloques singulares
derechos de taman˜os α˜ y α˜+1 (un total de p˜ bloques). Observamos, en primer lugar, que
si dmı´n ≥ ma´x{α, α˜}, entonces el resultado es evidente, ya que, por definicio´n, se tiene que
s = p, s˜ = p˜ y, adema´s, γ = γ˜, pues en ambos casos se trata del resto de la misma divisio´n
entera. Por lo tanto, u´nicamente hemos de analizar el caso en que dmı´n = ma´x{α, α˜}. Sin
pe´rdida de generalidad, podemos suponer que α ≥ α˜ y considerar u´nicamente los casos:
Caso 1. dmı´n = α > α˜.
En este caso, s es el nu´mero de bloques singulares de H de taman˜o α, mientras que
s˜ = p˜. Por tanto, las divisiones enteras que definen γ y γ˜ son:
sα + ε˜ = α(s− r˜) + γ
y
ε+ ε˜ = α(p˜− r) + γ˜.
De la primera de ellas obtenemos que γ = ε˜+ αr˜, luego
s− r˜ − γ = s− (α + 1)r˜ − ε˜,
mientras que de la segunda, teniendo en cuenta que ε = p(α+1)− s y que p˜− r =
p− r˜, se obtiene que γ˜ = ε˜+ αr˜ + p− s, de donde
p˜− r − γ˜ = p− r˜ − γ˜ = s− (α+ 1)r˜ − ε˜.
Caso 2. dmı´n = α = α˜.
Ahora, tenemos que
sα + ε˜ = α(s− r˜) + γ
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y
s˜α + ε = α(s˜− r) + γ˜.
Despejando, nos queda
γ = ε˜+ αr˜
y
γ˜ = ε+ αr.
Por otro lado, como ε = p(α + 1)− s y ε˜ = p˜(α + 1)− s˜, se tiene que
s− r˜ − γ = s− r˜ − ε˜− αr˜ = s+ s˜− (α + 1)(p˜+ r˜) = s˜+ s− (α + 1)(p+ r) =
= s˜− ε− (α+ 1)r = s˜− r − γ˜,
como quer´ıamos demostrar.
6.7. El caso l´ımite ρ = mı´n{m,n}
Buena parte de los resultados que hemos presentado a lo largo de este cap´ıtulo son
va´lidos para el caso l´ımite, es decir: aque´l en el que rg (H +M) = rg (H) + rg (M) =
mı´n{m,n}. En el caso rectangular – supondremos, sin pe´rdida de generalidad, que m < n
– el haz H +M no tiene ı´ndices minimales izquierdos, mientras que, por otro lado, los
Teoremas 6.5.10 y 6.5.12 determinan los ı´ndices minimales derechos para perturbaciones
gene´ricas. Adema´s, el Teorema 6.4.5 establece una cota inferior en el nu´mero y el taman˜o
de los bloques de la estructura regular de H + M que sigue siendo va´lida en el caso
l´ımite para cualquier perturbacio´n que satisfaga la igualdad anterior. No obstante, en el
caso cuadrado, estos resultados pueden producir informacio´n absolutamente irrelevante.
Ilustraremos este punto mediante dos ejemplos. El primero es el siguiente: λ 1 00 λ 1
0 0 0

︸ ︷︷ ︸
H
+
 0 0 00 0 1
0 0 λ

︸ ︷︷ ︸
M
=
 λ 1 00 λ 2
0 0 λ

︸ ︷︷ ︸
H+M
. (6.44)
No´tese que H tiene rg (H) = 2, ı´ndices minimales ε1 = 2 y η1 = 0, y no tiene ningu´n
autovalor porque su rango es 2 para cualquier valor de λ. Lo mismo se cumple para el
haz dual. As´ı pues, H no tiene estructura regular. El haz M tiene rg (M) = 1, ı´ndices
minimales ε1 = ε2 = 0 y η1 = 0, η2 = 1, y no tiene ningu´n autovalor. Sin embargo,
H +M tiene rg (H +M) = 3, es decir: es un haz regular y no tiene ı´ndices minimales, ni
derechos ni izquierdos. Nuestra teor´ıa describe este comportamiento, ve´ase el Corolario
6.3.2. Adema´s, H + M tiene al valor µ = 0 como autovalor triple con multiplicidad
geome´trica igual a 1. No´tese que la informacio´n dada por el Teorema 6.4.5 es cierta –
SH+M(0) = (3, 0, . . .) mientras que SH⊕M(0) = (0, 0, . . .) – pero irrelevante, porque no
hay ninguna relacio´n evidente entre las estructuras regulares (inexistentes) de H y M y
la estructura regular de H +M . Este primer ejemplo ilustra un tipo de perturbaciones
que destruyen toda la estructura singular del haz no perturbado y crean una estructura
regular en H +M que no exist´ıa en H (ni en M). Por lo tanto, la estructura regular de
H+M se crea a partir de las estructuras singulares de H yM . No´tese que este ejemplo no
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es un caso particular, porque una vez que H esta´ fijado y el rango de las perturbaciones
se fija igual a 1, es gene´rico que rg (H +M) = 3, ve´ase el Teorema 6.3.1, de tal modo
que H +M no tiene ı´ndices minimales, sino u´nicamente estructura regular. El segundo
ejemplo es el siguiente:[
λ− 1 0
0 0
]
︸ ︷︷ ︸
H
+
[
λ 1 + 2λ
2λ 2 + 4λ
]
︸ ︷︷ ︸
M
=
[
2λ− 1 1 + 2λ
2λ 2 + 4λ
]
︸ ︷︷ ︸
H+M
. (6.45)
En este ejemplo, el haz H tiene rg (H) = 1, ı´ndices minimales ε1 = 0 y η1 = 0, y
un autovalor simple igual a 1. El haz M tiene rg (M) = 1, ı´ndices minimales ε1 = 1
y η1 = 0, y no tiene estructura regular. El haz H + M es regular con determinante
det(H +M) = 2(1+ 2λ)(λ− 1), lo que significa que H +M tiene dos autovalores simples
iguales a −1/2 y 1. No´tese que, en este caso, µ = 1 es un autovalor de H y tambie´n
de H +M . Esto esta´ garantizado por el Teorema 6.4.5 y no es una coincidencia. Pero
el nuevo autovalor que aparece en H + M , es decir: −1/2, no esta´ relacionado con la
estructura regular de H. En ambos ejemplos, (6.44) y (6.45), parece dif´ıcil decir algo
sobre la estructura regular de H +M ma´s alla´ del Teorema 6.4.5, excepto que los nuevos
autovalores que aparecen en H +M sera´n gene´ricamente distintos a los de H. En esta
seccio´n describimos co´mo pueden obtenerse los nuevos autovalores de H +M a partir de
cierta informacio´n de los haces H y M . Concretamente, veremos que lo u´nico necesario es
una base de Kronecker del espacio singular derecho (resp., izquierdo) de H y las columnas
(resp., filas) de una representacio´n izquierda (resp., derecha) de M .
6.7.1. El caso rectangular
En este apartado supondremos, sin pe´rdida de generalidad, que m ≤ n. Esto implica,
en particular, que q ≤ p , luego min{p, q} = q . La notacio´n que utilizaremos es la misma
que en los apartados anteriores. En particular, ρ = rg (M) y ε˜, η˜ denotan, respectivamente,
el orden singular derecho y el orden singular izquierdo deM(λ). La hipo´tesis ba´sica ahora
es:
ρ = min{p, q} = q.
Igualmente, supondremos la hipo´tesis
rg (H +M) = rg (H) + rg (M) = r + ρ ,
lo que implica la igualdad
rg (H +M) = m.
Bajo esta hipo´tesis, el haz perturbado, H +M , no tiene bloques singulares izquierdos.
En el caso cuadrado (m = n), tambie´n los bloques singulares derechos desaparecen. En el
caso rectangular m < n, el cambio gene´rico de la estructura de Kronecker relativa a los
bloques singulares derechos es la que se describe para el caso ρ < n en el Teorema 6.5.10.
Discutiremos el cambio que experimentan los bloques singulares izquierdos suponiendo
que los haces son rectangulares, mientras en el apartado final trataremos separadamente
el caso cuadrado.
Definicio´n 6.7.1 Dadas una representacio´n izquierda y una representacio´n derecha del
haz M(λ) como en (6.4) y (6.3) (respectivamente) las matrices
Vl =
[
v̂1(λ) . . . v̂ρ(λ)
]
y Wr =
[
w1(λ) . . . wρ(λ)
]T
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se llamara´n, respectivamente, la matriz de columnas de la representacio´n izquierda de
M(λ) y la matriz de filas de la representacio´n derecha de M(λ). No´tese que
Vl tiene exactamente η˜ columnas de grado exactamente 1 en λ,
Wr tiene exactamente ε˜ filas de grado exactamente 1 en λ.
Definicio´n 6.7.2 Sean H(λ) y M(λ) dos haces matriciales singulares m× n. Sea X1 ∈
Cn×(ε+p) (Y2 ∈ Cm×(η+q)) una matriz cuyas columnas son una base de Kronecker del
espacio singular derecho (izquierdo) de H(λ), y Vl, Wr las matrices de columnas y de
filas asociadas, respectivamente, a una descomposicio´n izquierda y a una descomposicio´n
derecha de M(λ). Entonces, las matrices Y T2 Vl y WrX1, de taman˜os respectivos (η+q)×q
y p× (p+ ε) , se llaman, respectivamente, la matriz singular IC asociada a (Y2, Vl) y
la matriz singular DF asociada a (Wr, X1).
No´tese que las entradas de Y T2 Vl y WrX1 son polinomios de grado, a lo sumo, 1 en λ.
Ma´s concretamente, Y T2 Vl tiene, en general, η˜ columnas con grado exactamente 1 y q− η˜
columnas de grado 0, y WrX1 tiene, en general, ε˜ filas de grado exactamente 1 y p − ε˜
filas de grado 0. En este apartado nos interesaremos exclusivamente por la matriz Y T2 Vl,
mientras que WrX1 cobrara´ relevancia en el siguiente apartado.
En lo sucesivo, nos referiremos a una matriz IC (o DF) asociada a H y M sin hacer
referencia a la base de Kronecker de H ni a la representacio´n de M cuando los resultados
no dependan de estos dos elementos.
Definicio´n 6.7.3 Sea
A =

a011 . . . a
0
1ν
...
...
as111 . . . a
s1
1ν
... . . .
...
...
...
a0ν1 . . . a
0
νν
...
...
asνν1 . . . a
sν
νν

una matriz con ν columnas particionada en ν bloques horizontales. Sea s = s1 + . . .+ sν
el nu´mero de filas de A. El k-e´simo coeficiente de A, denotado por αk(A), para k =
0, 1, . . . , s , es la suma de todos los menores de A obtenidos tomando una fila de cada
bloque horizontal, respetando el orden de los bloques, de modo que la suma total de los
super´ındices de las filas es igual a k.
Como ejemplo, consideremos
A =

a011 a
0
12 a
0
13
a111 a
1
12 a
1
13
a211 a
2
12 a
2
13
a021 a
0
22 a
0
23
a121 a
1
22 a
1
23
a221 a
2
22 a
2
23
a031 a
0
32 a
0
33
a131 a
1
32 a
1
33

.
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En este caso particular,
α0(A) =
∣∣∣∣∣∣
a011 a
0
12 a
0
13
a021 a
0
22 a
0
23
a031 a
0
32 a
0
33,
∣∣∣∣∣∣ , α1(A) =
∣∣∣∣∣∣
a111 a
1
12 a
1
13
a021 a
0
22 a
0
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a011 a
0
12 a
0
13
a121 a
1
22 a
1
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a011 a
0
12 a
0
13
a021 a
0
22 a
0
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣ ,
α2(A) =
∣∣∣∣∣∣
a211 a
2
12 a
2
13
a021 a
0
22 a
0
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a111 a
1
12 a
1
13
a121 a
1
22 a
1
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a111 a
1
12 a
1
13
a021 a
0
22 a
0
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a011 a
0
12 a
0
13
a221 a
2
22 a
2
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a011 a
0
12 a
0
13
a121 a
1
22 a
1
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣ ,
α3(A) =
∣∣∣∣∣∣
a211 a
2
12 a
2
13
a121 a
1
22 a
1
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a211 a
2
12 a
2
13
a021 a
0
22 a
0
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a111 a
1
12 a
1
13
a121 a
1
22 a
1
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a111 a
1
12 a
1
13
a221 a
2
22 a
2
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a011 a
0
12 a
0
13
a221 a
2
22 a
2
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣ ,
α4(A) =
∣∣∣∣∣∣
a211 a
2
12 a
2
13
a221 a
2
22 a
2
23
a031 a
0
32 a
0
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a211 a
2
12 a
2
13
a121 a
1
22 a
1
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a111 a
1
12 a
1
13
a221 a
2
22 a
2
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣ , α5(A) =
∣∣∣∣∣∣
a211 a
2
12 a
2
13
a221 a
2
22 a
2
23
a131 a
1
32 a
1
33
∣∣∣∣∣∣ .
Obse´rvese que tanto α0 como αη consisten siempre en un solo menor.
Para enunciar el resultado principal de esta seccio´n necesitaremos las siguientes defini-
ciones:
Definicio´n 6.7.4 Sean k,m1, . . . ,mq nu´meros naturales. Una representacio´n de k en
(m1, . . . ,mq) es un vector (k1, . . . , kq) ∈ (N ∪ {0})q con 0 ≤ ki ≤ mi para i = 1, . . . , q, tal
que k = k1 + . . .+ kq.
Denotaremos por µ(m1,...,mq)(k) el nu´mero de representaciones distintas de k en (m1, . . . ,mq).
Dados un nu´mero k ∈ N, una representacio´n (k1, . . . , kq) de k en (m1, . . . ,mq) y una
matriz arbitraria
G =

f 01
f 11
...
fm11
...
...
f 0q
f 1q
...
f
mq
q

(6.46)
con m1+ . . .+mq+q filas, f
i
j , de longitud q , para i = 1, . . . ,mj , j = 1, . . . , q , denotamos
por G(k1, . . . , kq) al menor de G
G(k1, . . . , kq) =
∣∣∣∣∣∣∣
fk11
...
f
kq
q
∣∣∣∣∣∣∣ .
Tambie´n necesitaremos el siguiente lema te´cnico, cuya demostracio´n es directa:
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Lema 6.7.5 Sea
L(λ) = A0 + λA1 + . . .+ λ
dAd
un polinomio matricial con coeficientes cuadrados Ai ∈ Cq×q, para i = 1, . . . , d. Exprese-
mos
Ai =
 f
i
1
...
f iq
 , i = 1, . . . , d ,
donde f ij , para j = 1, . . . , q, son vectores fila de longitud q. Sea G la matriz de (6.46),
con m1 = . . . = mq = d. Entonces, para cada k = 0, 1, . . . , qd, el coeficiente de λ
k en el
polinomio det(L(λ)) es el nu´mero
ck =
∑
(k1,..., kq)
H(k1, . . . , kq),
donde la suma var´ıa entre todas las representaciones de k en (
q︷ ︸︸ ︷
d, . . . , d).
Ahora, estamos en disposicio´n de demostrar el resultado principal de este apartado:
Teorema 6.7.6 Sean H(λ) y M(λ) dos haces matriciales singulares de taman˜o m × n
con m ≤ n tales que la FCK de H(λ) contiene q bloques singulares izquierdos y M(λ)
tiene rango q. Sean η y η˜, respectivamente, los o´rdenes singulares izquierdos de H y M .
Si se satisface la igualdad
rg (H +M) = rg (H) + rg (M) = r + q = m,
entonces la estructura regular de H +M tiene por autovalores las η + η˜ soluciones de la
ecuacio´n
αη(x)x
η + αη−1(x)xη−1 + . . .+ α1(x)x+ α0(x) = 0, (6.47)
(inclu´ıda la ra´ız infinito) donde αj es el j-e´simo coeficiente de una matriz singular IC
asociada a H y M .
Observacio´n 6.7.7 Por transposicio´n, se tiene un resultado ana´logo para el caso en que
n ≤ m, cambiando q por p (el nu´mero de bloques singulares derechos de H), η y η˜ por,
respectivamente, ε y ε˜ (los o´rdenes singulares derechos de H y M) y la ecuacio´n (6.47)
por la ecuacio´n
βε(x)x
ε + βε−1(x)xε−1 + . . .+ β1(x)x+ β0(x) = 0
donde βk es el k-e´simo coeficiente de una matriz singular DF asociada a H y M .
Demostracio´n. Dada una matriz Y2 ∈ Cm×(η+q) cuyas columnas son una base de
Kronecker del espacio singular izquierdo de H, la completamos hasta obtener una matriz
Y =
[
Y1 Y2 Y3
]
,
donde Y1 ∈ Cm×ε, Y3 ∈ Cm×k (siendo k el taman˜o de la estructura regular JH), de modo
que
Y T (H +M)X = KH(λ) + Y TM(λ)X = KH(λ) + (Y TVl)(WrX),
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(para una cierta matriz invertible X ∈ Cn×n). Como la estructura regular de un haz es
invariante por equivalencia, bastara´ demostrar el resultado para el te´rmino derecho de
la igualdad anterior. Veremos que todo menor no nulo de KH + Y TMX de orden m es
divisible por det(JH(λ))·(λ−λ1) . . . (λ−λη+η˜), donde λ1, . . . , λη+η˜ son las ra´ıces de (6.47).
Haciendo lo mismo con los haces duales, se tiene el resultado.
Sea M un menor no (necesariamente) nulo de KH + Y TMX de orden m (no´tese que
M depende de λ). Este menor es el determinante de una matriz obtenida a partir de
m filas y m columnas de KH y las correspondientes m filas y m columnas de Y TMX.
En lo sucesivo, y en aras de la simplicidad, identificaremos el menor M con la matriz
de la que procede. Haremos uso del siguiente hecho trivial: Una submatriz m × m de
KH + Y TMX cuyo primer sumando contiene menos de r filas o columnas linealmente
independientes tiene rango menor o igual que m y, por tanto, su determinante es cero.
Como consecuencia, el menor M ha de contener las siguientes columnas:
Las columnas de la estructura regular JH(λ) (k columnas).
Las columnas de los bloques singulares izquierdos LTηi(λ) (η columnas).
Resulta ilustrativo para la demostracio´n ver cua´l es el origen de las restantes columnas
de la primera matriz en el menorM: puesto que el menor contiene m columnas, debemos
an˜adir un nu´mero de columnas igual a ε+q procedentes de los bloques singulares derechos.
Esto es: todas excepto p− q columnas procedentes de estos bloques. Por tanto, hemos de
an˜adir las columnas correspondientes a q bloques completos. Por otro lado, no podemos
an˜adir ma´s de q bloques singulares derechos completos porque, de lo contrario, el nu´mero
de columnas linealmente independientes ser´ıa menor que m: el nu´mero de columnas li-
nealmente independientes de s bloques singulares derechos completos es c− s, donde c es
el nu´mero total de columnas, luego, ma´s de q bloques completos dar´ıan lugar a un menor
M de rango menor que (m− q) + q = m.
Ahora, el hecho ba´sico que utilizaremos es el mismo que anteriomente: una matriz
m ×m de rango menor que t ma´s otra matriz m ×m con rango m − t dan lugar a una
matriz cuyo determinante es cero. Este hecho nos permitira´ descomponer el menorM en
la suma de dos menores con todas las columnas (filas) en comu´n salvo una de ellas, y de
manera que uno de ellos es cero:
En primer lugar, consideramos la primera columna, c, de M correspondiente a la
estructura regular de KH y descomponemos c = c1 + c2, donde c1 es una columna de
KH y c2 es una columna de Y TMX. Entonces, M =M1 +M2 , donde M1 contiene las
mismas filas y columnas que M pero con c1 en lugar de c, y M2 contiene las mismas
filas y columnas que M, pero con c2 en lugar de c. Ahora, el menor M2 se obtiene de
la suma de dos matrices: una de estas matrices tiene rango m − q − 1 y la otra tiene
rango q. En consecuencia, el menor M2 es cero. Procediendo de esta manera con las
restantes columnas de M correspondientes a la estructura regular de KH , llegamos a un
menor M˜, igual a M, cuyas u´ltimas k columnas proceden exclusivamente de KH . Ma´s
concretamente, M˜ tiene la forma:
M˜ = det

columnas de H 0
+
...
columnas de M 0
JH(λ)
 = det
[
A˜1 0
A˜2 JH(λ)
]
=
= det(JH(λ)) · det(A˜1) = det(JH(λ)) · M˜1.
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Ahora, basta con ver que el menor M˜1 es divisible por αηλη +αη−1λη−1+ . . .+α1λ+α0.
Expresemos
A˜1 =
[
A˜11
A˜21
]
,
con A˜11 y A˜21 de taman˜os respectivos ε× (ε+ η + q) y (η + q)× (ε+ η + q). La matriz
A˜21 es de la forma
A˜21 = diag (L
T
η1
(λ), . . . , LTηq(λ)) + (Y
T
2 Vl)W
1
r .
donde WrX = [W
1
r W
2
r ] y W
1
r ∈ Cq×(ε+η+q), W 2r ∈ Cq×k. Tambie´n, escribimos
Y T2 Vl =

f 01
f 11
...
f η11
...
...
f 0q
f 1q
...
f
ηq
q

,
es decir: f ij son las filas de la matriz Y
T
2 Vl. Ahora, fijamos nuestra atencio´n en las primeras
η1 + 1 filas de A˜21: 
λ
1 λ
. . .
. . .
. . . λ
1

(η1+1)×η1
+

f 01
f 11
...
f η11
W 1r .
Mediante operaciones elementales por filas, llegamos a la matriz
0
−1 0
. . .
. . .
. . . 0
−1

(η1+1)×η1
+

f 01 + λf
1
1 + . . .+ λ
η1f η11
∗
...
∗
W 1r ,
donde las filas que esta´n marcadas con un ∗ no tienen intere´s en nuestro argumento.
Podemos llevar a cabo operaciones ana´logas a las anteriores con las filas que corresponden
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a los restantes bloques singulares izquierdos LTηi(λ) para i = 2, . . . , q, y obtenemos
A¯21 = diag(L
T
η1
(0), . . . , LTηq(0)) +

f 01 + λf
1
1 + . . .+ λ
η1f η11
∗
...
∗
...
...
f 0q + λf
1
q + . . .+ λ
ηqf
ηq
q
∗
...
∗

W 1r .
Intercambiando filas, de tal modo que las primeras filas de cada bloque horizontal se llevan
a los u´ltimos lugares, llegamos a la matriz
Â21 =
[
C
FW 1r
]
,
donde C tiene η filas y
F =
 f
0
1 + λf
1
1 + . . .+ λ
η1fη11
...
f 0q + λf
1
q + . . .+ λ
ηqf
ηq
q

es cuadrada de taman˜o q.
El hecho relevante es que el determinante de A˜1 y el de
Â1 =
[
A˜11
Â21
]
son iguales porque las matrices que corresponden a las operaciones elementales son uni-
modulares (aunque dependan de λ). Como
Â1 =
 A˜11C
FW 1r
 = [ Iε+η
F
] A˜11C
W 1r
 ,
tenemos
det(Â1) = det(F ) · det
 A˜11C
W 1r
 ,
y el resultado se sigue del Lema 6.7.5 aplicado a la matriz F .
Si procedemos de manera ana´loga con los haces duales H](λ) y M ](λ) llegaremos a
que todo menor de orden m de (H +M)](λ) = H](λ) +M ](λ) es divisible por p](λ) =
(α])0(λ)λ
η+(α])1(λ)λ
η−1+ . . .+(α])η−1(λ)λ+(α])η(λ), donde (α])j(λ) = λη˜αj(1/λ) es el
polinomio dual de αj(λ), de tal modo que p
](λ) es el polinomio dual de p(λ) = αη(λ)λ
η +
. . .+ α1(λ)λ+ α0(λ), lo que significa que p
](λ) tiene una ra´ız cero de multiplicidad ν si y
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so´lo si p(λ) tiene una ra´ız infinito de multiplicidad ν. Por tanto, dentro de las η+ η˜ ra´ıces
de la ecuacio´n (6.47) esta´ inclu´ıda la ra´ız infinito con su multiplicidad correspondiente.
Ahora, an˜adiendo el teorema anterior a los resultados obtenidos en el Teorema 6.6.2,
podemos establecer lo siguiente:
Teorema 6.7.8 En las hipo´tesis del Teorema 6.7.6, la ecuacio´n (6.47) tiene, para una
perturbacio´n gene´rica M(λ), η+ η˜ ra´ıces distintas que no son autovalores de H(λ) y, por
tanto, la estructura de Kronecker gene´rica del haz perturbado H +M es
KL+M(λ) = diag (Ksing(λ),JH(λ),JM(λ), λ− µ1, . . . , λ− µη+η˜),
donde
i) Ksing(λ) es la estructura singular de KL+M(λ) y consta de p− ρ bloques singulares
derechos que ocupan un total de ε + ε˜ filas, y cuyos taman˜os esta´n dados por el
Teorema 6.6.2,
ii) JH(λ) es la estructura regular de H(λ),
iii) JM(λ) es la estructura regular de M(λ),
iv) µ1, . . . , µη+η˜ son las η + η˜ soluciones de la ecuacio´n (6.47).
Demostracio´n. El hecho de que para una perturbacio´n gene´rica las ra´ıces de (6.47)
son distintas es consecuencia del hecho, bien conocido, de que un polinomio gene´rico de
coeficientes aleatorios tiene todas sus ra´ıces distintas. La afirmacio´n relativa a los bloques
singulares derechos es una consecuencia del Teorema 6.6.2. Por otro lado, los apartados
ii) y iii) son consecuencia del Lema 5.2.3. Por u´ltimo, el Teorema 6.7.6 garantiza que las
soluciones de (6.47) son autovalores de H +M . Si estos autovalores no se encuentran ni
en JH ni en JM , podemos asegurar que se an˜aden a JH ⊕JM en la estructura regular de
H +M (no´tese que, en caso contrario, no podemos garantizar esto u´ltimo).
Queda por demostrar, sin embargo, que si las ra´ıces de la ecuacio´n (6.47) son distintas
y, adema´s, los autovalores de la estructura regular de H, los de la estructura regular de
M y el conjunto de soluciones de (6.47) son conjuntos disjuntos dos a dos, entonces la
FCK de H+M no contiene ningu´n elemento ma´s de los que se describen en los apartados
i) − iv) del enunciado. Esto puede verse calculando el nu´mero de filas y columnas que
ocupan todos estos bloques. Primero, no´tese que
ρ = q = ε˜+ η˜ + k˜.
As´ı, i)− iv) suman el siguiente nu´mero de filas y columnas:
Filas:
bloques singulares︷ ︸︸ ︷
ε+ ε˜ +
estructura regular de L︷︸︸︷
k +
estructura regular de L︷︸︸︷
k˜ +
ra´ıces de (6.47)︷ ︸︸ ︷
η + η˜ = ε+η+k+
q︷ ︸︸ ︷
ε˜+ η˜ + k˜ = m,
Columnas:
ε+ ε˜+ p− ρ︸ ︷︷ ︸
bloques singulares
+ k︸︷︷︸
estructura regular de L
+ k˜︸︷︷︸
estructura regular de L
+ η + η˜︸ ︷︷ ︸
ra´ıces de (6.47)
= ε+η+k+p+ε˜+ η˜ + k˜︸ ︷︷ ︸
q
−q = n.
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Esto significa que los elementos que se describen en el enunciado ocupan todas las filas
y columnas de H +M , luego en la FCK de este haz no puede aparecer ningu´n elemento
ma´s.
Observacio´n 6.7.9 Se obtiene un resultado ana´logo al del Teorema 6.7.8 para el caso en
que n ≤ m cambiando las ra´ıces de (6.47) por las ε+ ε˜ ra´ıces de la ecuacio´n que aparece
en la Observacio´n 6.7.7 y los p − ρ bloques singulares derechos que describe el Teorema
6.6.2 por los q − ρ bloques singulares izquierdos que describe el mismo Teorema (y que
ahora ocupara´n un total de η + η˜ filas).
Observacio´n 6.7.10 El Teorema 6.7.8) so´lo afirma los los valores que se mencionan en
el apartado iv) son autovalores de L+M, pero en el caso de que alguno se repita, o
coincida con algu´n autovalor de H(λ o M(λ), no asegura que aparezca repetido. Por este
motivo el Teorema se enuncia para perturbaciones gene´ricas.
Cerramos esta seccio´n con una aplicacio´n del Lema 6.7.5 a la teor´ıa de ecuaciones
algebraicas:
Corolario 6.7.11 Si λ0, x1, . . . , xq es una solucio´n del siguiente sistema de ecuaciones:
λl(a1l1x1 + . . .+ a
1
lqxq) + . . .+ λ(a
1
11x1 + . . .+ a
1
1qxq) + a
1
01x1 + . . .+ a
1
0qxq = 0
...
λl(aql1x1 + . . .+ a
q
lqxq) + . . .+ λ(a
q
11x1 + . . .+ a
q
1qxq) + a
q
01x1 + . . .+ a
q
0qxq = 0
(6.48)
con (x1, . . . , xq) 6= (0, . . . , 0), entonces λ0 es una ra´ız del polinomio
p(λ) = cqlλ
ql + cql−1λql−1 + . . .+ c1λ+ c0,
con ci, para i = 0, 1, . . ., como en el enunciado del Lema 6.7.5 y
H =

a101 . . . a
1
0q
...
...
a1l1 . . . a
1
lq
...
...
...
...
aq01 . . . a
q
0q
...
...
aql1 . . . a
q
lq

.
Demostracio´n. Si λ0, x1, . . . , xq es una solucio´n de (6.48) con (x1, . . . , xq) no nulo,
entonces λ0 es un autovalor del polinomio matricial
L(λ) = A`λ
` + . . .+ A1λ+ A0,
donde
Ai =
 a
1
i1 . . . a
1
iq
...
...
aqi1 . . . a
q
iq
 , i = 1, . . . , `,
con autovector asociado (x1, . . . , xq). Luego detL(λ0) = 0. Ahora, el resultado es una
consecuencia inmediata del Lema 6.7.5.
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6.7.2. El caso cuadrado
Los haces matriciales singulares cuadrados satisfacen la relacio´n p = q, con p y q como
en (2.5). Por tanto, en esta seccio´n usaremos u´nicamente p y n en lugar de p, q y m,n.
Ahora, las hipo´tesis ba´sicas sobre el haz perturbacio´n M(λ) son
ρ = p ,
y
rg (H +M) = rg (H) + rg (M) = n.
Como se ha mencionado anteriormente, bajo estas hipo´tesis, el haz perturbado H+M
es regular. Esto significa que la FCK no contiene bloques singulares. As´ı, en lugar de
referirnos a la FCK de H +M , nos referiremos a la FCW de H +M .
Ahora, el Teorema 5.4.2 se puede reescribir en la forma
Teorema 6.7.12 Sean H(λ) y M(λ) dos haces matriciales singulares de taman˜o n × n
tales que la FCK de H(λ) contiene exactamente p bloques singulares derechos y otros p
bloques singulares izquierdos y se satisface la igualdad
rg (H +M) = rg (H) + rg (M) = r + p = n .
Sean ε, η y ε˜, η˜, respectivamente, los o´rdenes singulares derechos e izquierdos de H y M .
Sea βk, para k = 0, 1, . . . , ε el k-e´simo coeficiente de una matriz DF asociada a H y M
y αk, para k = 0, 1, . . . , η, el k-e´simo coeficiente de una matriz IC asociada a H y M . Si
las η + η˜ soluciones, λ1, . . . , λη+η˜, de la ecuacio´n
βε(x)x
ε + αε−1(x)xε−1 + . . .+ α1(x)x+ α0(x) = 0,
y las ε+ ε˜ soluciones, µ1, . . . , µε+ε˜, de la ecuacio´n
αη(x)x
η + αη−1(x)xη−1 + . . .+ α1(x)x+ α0(x) = 0,
son todas distintas y no son autovalores de H ni de M , la FCW de H +M es
WH+M(λ) = diag(JH ,JM , λ− λ1, . . . , λ− λε+ε˜, λ− µ1, . . . , λ− µη+η˜) ,
donde
i) JH es la estructura regular H(λ),
ii) JM es la estructura regular de M(λ).
Demostracio´n. Que las estructuras regulares de H yM permanecen en la estructura
regular de H +M es consecuencia del Teorema 5.2.1. Que las ra´ıces de las ecuaciones del
enunciado son autovalores de H+M es consecuencia del Teorema 5.4.2 y su ana´logo para
el caso n ≤ m. U´nicamente queda por ver que, en el caso de que estas ra´ıces sean distintas
entre s´ı y, al mismo tiempo, distintas a los autovalores de H y M , la forma cano´nica de
Weierstrass de H +M no contiene ningu´n autovalor ma´s. Esto es fa´cil de comprobar, ya
que el nu´mero de filas (columnas) ocupadas por los anteriores autovalores es
k + k˜ + ε+ ε˜+ η + η˜ = ε+ η + k +
p︷ ︸︸ ︷
ε˜+ η˜ + k˜ = n ,
(donde k y k˜ son las dimensiones de las estructuras regulares de H yM , respectivamente)
luego no puede aparecer ningu´n autovalor ma´s.
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6.8. Problemas relacionados
La descripcio´n del cambio gene´rico de la forma de Jordan de una matriz tras perturba-
ciones de rango bajo se publico´ por vez primera en [34]. El resultado aparecio´ nuevamente
demostrado en [60] para perturbaciones de rango 1 y en [61] para perturbaciones de
rango bajo. Ninguno de los trabajos anteriores inclu´ıa una caracterizacio´n del conjunto
de perturbaciones para el que se da ese cambio gene´rico. Esta caracterizacio´n se dio en
[52], donde tambie´n se inclu´ıa una nueva demostracio´n del cambio gene´rico. Las te´cni-
cas utilizadas en este u´ltimo trabajo son las que hemos empleado en el Cap´ıtulo 5 para
generalizar los resultados al caso de haces matriciales regulares. Unas te´cnicas completa-
mente distintas, descritas en este cap´ıtulo, permiten hacer lo propio con el cambio de la
estructura de Kronecker en el caso singular, es decir: describir tanto el cambio gene´rico
como el conjunto de perturbaciones para el que se da dicho cambio. Estos resultados han
aparecido recientemente en [16].
Todos los trabajos que acabamos de citar en el pa´rrafo anterior se centran en la
descripcio´n del cambio que experimentan las formas cano´nicas para la mayor parte de las
perturbaciones. Otro problema distinto es el de caracterizar todos los posibles cambios
en la forma cano´nica tras las perturbaciones que se este´n considerando, en nuestro caso,
las perturbaciones de rango bajo. Este problema ha sido tratado por R. C. Thompson
en [75] y [76]. En el primero de estos trabajos se caracteriza el cambio de los factores
invariantes al an˜adir filas a una matriz (no necesariamente cuadrada) cuyas entradas
esta´n en un Dominio de Ideales Principales (DIP) (por ejemplo: el anillo de polinomios
en la variable λ con coeficientes complejos), y es la base del segundo de ellos, en el que se
describen todos los posibles factores invariantes de las perturbaciones de rango 1 de una
matriz con entradas en un DIP: dichos factores invariantes esta´n dados por las relaciones
de entrelazamiento que se describen en el enunciado del Teorema 5.2.1 de esta memoria
y, aunque nosotros las hemos enunciado u´nicamente como condiciones de necesidad, son
asimismo condiciones suficientes [76, Th. 1].
En la misma l´ınea se encuentran los trabajos de Boley [6] y Beitia et al. [5]. Concreta-
mente, el primero de ellos caracteriza los haces que pueden obtenerse a partir de otro al
an˜adir una fila o columna. Al igual que en los art´ıculos de Thompson [75, 76], la caracteri-
zacio´n se obtiene a trave´s de ciertas relaciones de dominancia, en este caso entre los ı´ndices
minimales y la caracter´ıstica de Segre de uno y otro haz. En cambio, en el segundo de los
trabajos, se caracterizan las matrices que pueden obtenerse a partir de otra por pequen˜as
perturbaciones (en norma) de una fila o columna. Nuevamente, la caracterizacio´n llega a
trave´s de una relacio´n de dominancia entre determinadas series relacionadas con la forma
de Jordan de la matriz. Ambos trabajos siguen la estela de los que anteriormente hab´ıan
permitido caracterizar las matrices (respectivamente, los haces) que pueden obtenerse a
partir de una matriz dada por perturbaciones arbitrarias de norma pequen˜a [49] (resp.
[55]), y de los que hablaremos en el pro´ximo cap´ıtulo.
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6.9. Ape´ndice: Programas Matlab
Inclu´ımos en este Ape´ndice los programas Matlab aludidos en la Seccio´n 6.5.5. Hemos
utilizado estos programas para comprobar emp´ıricamente que las matrices mosaico Toeplitz
As(dmin) y As(dmin − 1) que aparecen en el enunciado del Teorema 6.5.10 tienen, gene´ri-
camente, rango completo. En la Seccio´n 6.9.2 inclu´ımos los experimentos realizados con
estos programas.
6.9.1. Programas Matlab
En el programa Matlab toecomp.m se presupone un haz no perturbado en forma de
Kronecker, de manera que una ROMB de dicho haz esta´ formada por vectores polino´micos
cano´nicos de la forma
[
0 . . . 0 1 λ . . . λi 0 . . . 0
]T
. El programa tiene como
entradas:
Los ı´ndices minimales derechos del haz no perturbado (taman˜os de los bloques
singulares derechos) (D),
el rango de la perturbacio´n (r),
la suma de los ı´ndices minimales derechos de la perturbacio´n (e),
y construye una perturbacio´n aleatoria M con rango r y orden minimal derecho e. Ma´s
concretamente, construye una descomposicio´n derecha (6.3) de una perturbacio´nM . Para
ello se usa el comando ’rand([e+r,n])’, que proporciona una matriz (e+ r)×n, que hemos
denotado con la misma letra M , cuyas e + r filas son los vectores fila de una descom-
posicio´n derecha como en (6.3) (no´tese que una tal descomposicio´n contiene e vectores
polino´micos fila de grado 1 y otros r − e de grado 0, lo que suma un total de e + r
vectores constantes). A partir de esta descomposicio´n, obtiene un conjunto completo de
polinomios conexio´n derechos en la forma que se describe en la Seccio´n 6.5.1, es decir, mul-
tiplicando los vectores de la matriz M anterior por cada uno de los vectores polino´micos
cano´nicos. Posteriormente se construyen las matrices mosaico Toeplitz asociadas As(dmı´n)
y As(dmı´n − 1) que aparecen en el Teorema 6.5.10. A continuacio´n, calcula el rango de
dichas matrices, utilizando el comando Matlab ’rank’, y ofrece como salida un valor igual
a 1 si las matrices son de rango completo e igual a 0 en caso contrario.
Por otro lado, el programa testcomp.m ejecuta el programa toecomp.m en un nu´mero
de casos prefijado. Este nu´mero de casos es la primera entrada del programa. Las restantes
entradas son las del programa toecomp.m. La salida de testcomp.m es un nu´mero que
indica el nu´mero de casos en que se cumple la conjetura, es decir, el nu´mero de casos en
que las matrices mosaico Toeplitz asociadas tienen rango ma´ximo.
La siguiente tabla muestra la equivalencia entre la notacio´n empleada por los progra-
mas y la empleada en el resto de la memoria.
Programa Memoria
e ε˜
r ρ
D = [d1, d2, . . .] [ε1, ε2, . . .] .
A continuacio´n, inclu´ımos los programas toecomp.m y testcomp.m. Los comentarios,
siguiendo la sintaxis Matlab, van precedidos del s´ımbolo%.
6.9. Ape´ndice: Programas Matlab 145
function[z]=toecomp(e,r,D)
%D es un vector que contiene las dimensiones de los bloques
D=sort(D) %los ordena en orden no decreciente
%e es la suma de \’{\i}ndices minimales de la perturbaci\’{o}n
%r es el rango de la perturbaci\’{o}n. Ha de ser mayor o igual que e
%y menor que n
if (e>r)
disp(’rango menor que e!!’)
return
end
[q p]=size(D);
%p es el n\’{u}mero de bloques del haz no perturbado
n=sum(D)+p;
%n es el n\’{u}mero de columnas
if (r>p)
disp(’rango mayor que no. de bloques!!’)
return
end
%calculamos la suma de los \’{\i}ndices minimales:
for i=1:p
S(i)=sum(D(1:i));
end
D=[D 0];
%calculamos los d_i’s y el entero s (en la notaci\’{o}n de la memoria):
for i=r+1:p
s=i;
H=[D(1:i)];
F(i-r)=floor((sum(H)+e)/(i-r));
if D(i+1)>=F(i-r)
break
s=i+1;
end
end
s;
d=min(F);
%d es el grado
for i=1:s
L(i)=d-D(i);
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end
L;
%L(i) es el grado de las inc\’{o}gnitas
M=rand([e+r,n]);
%M contiene por filas los vectores fila de una perturbaci\’{o}n gen\’{e}rica
%de rango r y suma de \’{\i}ndices minimales e expresada a trav\’{e}s de una
%descomposici\’{o}n derecha. Hay e+r porque los primeros e vectores son de grado 1
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%CONSTRUCCION DE LOS POLINOMIOS CONEXION %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if (e==0)
A=[];
else A=[[M(1,1:D(1)+1) 0]+[0 M(e+1,1:D(1)+1)] zeros(1,d-D(1))];
for i=2:s
A=[A;[[M(1,S(i-1)+i:S(i)+i) 0]+[0 M(e+1,S(i-1)+i:S(i)+i)] zeros(1,d-D(i))]];
end
%hemos constru\’{\i}do el primer bloque de columnas (que luego ser\’{a}n filas)
%de los polinomios de grado e_i+1
for i=2:e
B=[[M(i,1:D(1)+1) 0]+[0 M(e+i,1:D(1)+1)] zeros(1,d-D(1))];
for j=2:s
B=[B;[[M(i,S(j-1)+j:S(j)+j) 0]+[0 M(e+i,S(j-1)+j:S(j)+j)] zeros(1,d-D(j))]];
end
A=[A B];
end
end
if (e<r) C=[[M(2*e+1,1:D(1)+1)] zeros(1,d-D(1))];
else
C=[];
E=[];
end
if (e<r)
for i=2:s
C=[C;[M(2*e+1,S(i-1)+i:S(i)+i)] zeros(1,d-D(i))];
end
%hemos constru\’{\i}do el primer bloque de columnas (que luego ser\’{a}n filas)
%de los polinomios de grado e_i
end
if (e+1<r)
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for i=2:(r-e)
E=[[M(2*e+i,1:D(1)+1)] zeros(1,d-D(1))];
for j=2:s
E=[E;[[M(2*e+i,S(j-1)+j:S(j)+j)] zeros(1,d-D(j))]];
end
C=[C E];
end
end
A=A.’; C=C.’;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% CONSTRUCCION DE LAS MATRICES MOSAICO TOEPLITZ %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if (e==0)
T0=[];
else T0=toeplitz(A(:,1),[A(1,1) zeros(1,d-D(1))]);
for i=2:s
T2=toeplitz(A(:,i),[A(1,i) zeros(1,d-D(i))]);
T0=[T0 T2];
end
end
if (e<r) T1=toeplitz(C(:,1),[C(1,1) zeros(1,d-D(1))]);
for i=2:s
T2=toeplitz(C(:,i),[C(1,i) zeros(1,d-D(i))]);
T1=[T1 T2];
end
T=[T0;T1];
else
T=T0;
end
T;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% CONSTRUCCION DE LAS MATRICES MOSAICO TOEPLITZ %
% QUE SE OBTIENEN QUITANDO LA ULTIMA FILA Y %
% COLUMNA DE CADA BLOQUE %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
L1=T(:,1:L(1)); h=L(1)+2; for i=2:s
L1=[L1 T(:,h:h+L(i)-1)];
h=h+L(i)+1;
end
j=d+3;
T1=L1(1:d+1,:);
for i=2:e
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T1=[T1;L1(j:j+d,:)];
j=j+d+2;
end
j=e*(d+2)+1;
for i=e+1:r
T1=[T1;L1(j:j+d-1,:)];
j=j+d+1;
end
T1;
%calculamos los rangos y comprobamos si las matrices mosaico
%Toeplitz son de rango m\’{a}ximo
[a b]=size(T); r1=rank(T); c1=a-r1;
[m,n]=size(T1); r2=rank(T1); c2=n-r2;
if (c1==0) & (c2==0)
z=1;
%disp(’El caso es gen\’{e}rico’)
else
z=0;
%disp(’El caso es no gen\’{e}rico’)
end
function[suma,Y]=testcomp(n,e,r,D)
Y=zeros([1,n]);
for i=1:n
X(i)=toecomp(e,r,D);
end
suma=sum(X)
if suma==n
disp ’se cumple la conjetura’
else
disp ’no se cumple la conjetura’
end
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6.9.2. Experimentos
En esta seccio´n inclu´ımos los experimentos que hemos llevado a cabo con el progra-
ma testcomp.m. En la siguiente tabla mostramos los resultados y las caracter´ısticas del
conjunto de entradas sobre el que se ha ejecutado el programa. En todos los ejemplos, el
nu´mero de casos que se ha ejecutado (primera entrada) es n = 10000.
e r D salida(z)
0 3 [0, 1, 1, 1, 2] 10000
3 3 [0, 1, 6, 10] 10000
1 4 [0, 1, 2, 3, 4, 4, 5, 6] 10000
3 5 [1, 1, 2, 3, 4, 5, 5, 6, 7, 9] 10000
4 5 [0, 0, 1, 1, 5, 6, 6] 10000
4 8 [1, 1, 1, 3, 3, 4, 5, 6, 7, 7, 7, 8, 8] 10000
Como puede observarse en la u´ltima columna, en todos los casos (un total de 60000)
las matrices mosaico Toeplitz asociadas tienen rango ma´ximo.
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Cap´ıtulo 7
O´rbitas de haces matriciales de
rango fijo
7.1. Introduccio´n
Como ya hemos mencionado en la Introduccio´n del cap´ıtulo anterior, resulta llamativo
el hecho de que el cambio gene´rico que experimenta la FCK de haces matriciales singulares
tras perturbaciones de rango bajo dependa de los o´rdenes minimales de la perturbacio´n.
Este hecho, en cambio, tiene una explicacio´n intr´ınseca al conjunto de perturbaciones que
estamos considerando, es decir, al conjunto de perturbaciones de rango (menor o igual
que) r (no´tese que, por comodidad, hemos preferido emplear esta letra en lugar de ρ,
utilizada para el rango de la perturbacio´n en los dos cap´ıtulos previos). El objetivo del
presente cap´ıtulo es dar una descripcio´n de dicho conjunto en la l´ınea del trabajo cla´sico
de Arnold [2]. Segu´n los resultados que contiene dicho trabajo, el espacio de matrices
n × n (identificado de manera natural con el espacio Cn2) se descompone en una unio´n
de subvariedades (o´rbitas) cuyos puntos son matrices con la misma forma de Jordan.
La (co)dimensio´n de dichas subvariedades se calcula en te´rminos de los taman˜os de los
bloques que aparecen en la forma cano´nica. Esta descripcio´n se aplica, en particular, a la
subvariedad de matrices m × n (es decir: no necesariamente cuadradas) de rango menor
o igual que r. La generalizacio´n de las ideas de Arnold a haces matriciales, llevada a cabo
esencialmente por Edelman, Elmroth y K˚agstro¨m [21, 22], dejaba abierto el problema
de dar una descripcio´n ana´loga para el conjunto de haces matriciales de rango menor
o igual que r. Nuestro trabajo, por lo tanto, se debe en gran parte a los de estos tres
autores, especialmente [22]. En dicho art´ıculo, a partir de la identificacio´n natural del
conjunto de haces m×n con el espacio C2mn, se describe a este conjunto como una unio´n
finita de cierres de o´rbitas, cada una de los cuales esta´ formado por haces estrictamente
equivalentes que, por tanto, tienen la misma forma de Kronecker. A partir de la relacio´n
de inclusio´n entre los cierres obtienen un orden parcial en el conjunto de o´rbitas de haces
matriciales de taman˜o m × n y aportan condiciones necesarias y suficientes para que
dos haces este´n relacionados. El diagrama de Hasse asociado a este orden es de gran
utilidad en la interpretacio´n de los algoritmos que se emplean para obtener las formas
cano´nicas que estudiamos en la presente memoria porque permite conocer las estructuras
cercanas a un haz determinado del que se conoce su forma cano´nica total o parcialmente.
Si, en particular, el haz se halla en una o´rbita situada en el cierre de otra, una pequen˜a
perturbacio´n (debida, acaso, a errores de redondeo) situara´ posiblemente el haz en esa
o´rbita superior, cuya forma cano´nica puede ser muy distinta, lo que implicara´ un fallo en
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el algoritmo que se este´ utilizando.
Las razones expuestas en el pa´rrafo anterior nos muestran la utilidad pra´ctica que
tiene conocer, si es que existe, la forma de Kronecker (es decir: la o´rbita) gene´rica de
un haz m × n de rango r, donde r es un nu´mero entero entre 0 y mı´n{m,n} − 1. En
el presente cap´ıtulo veremos que no existe una o´rbita gene´rica, en el sentido de que su
cierre contenga a todas las dema´s, sino que existen r + 1 o´rbitas, que pueden llamarse
maximales, cuyos cierres contienen a las restantes. La teor´ıa de perturbaciones que hemos
expuesto en el Cap´ıtulo 6 refleja este hecho y, en consecuencia, los resultados que hemos
obtenido dependen de estas r + 1 formas maximales, que se parametrizan por los valores
de los o´rdenes singulares compatibles con dicho rango. Esta es la razo´n intr´ınseca de
la relevancia que tienen los o´rdenes minimales de la perturbacio´n en el comportamiento
gene´rico descrito en el Cap´ıtulo 6.
7.2. Preliminares y resultados previos
En esta seccio´n resumimos brevemente los resultados que necesitaremos en el cap´ıtulo.
Simulta´neamente, introducimos algo de notacio´n.
Recordemos que el rango de un haz A+ λB es el orden del mayor menor no ide´ntica-
mente nulo como funcio´n de λ.
7.2.1. O´rbitas y la forma cano´nica de Kronecker
Vamos a usar la misma notacio´n que en [22]. La o´rbita, O(H) , de un haz matricial
H(λ) = A + λB de taman˜o m × n, es el conjunto de haces matriciales estrictamente
equivalentes a H(λ):
O(H) = {PH(λ)Q : P ∈ Cm×m, Q ∈ Cn×n , P ,Q invertibles}.
Estas o´rbitas son variedades en el espacio vectorial C 2mn y, por tanto, nos referiremos
a la codimensio´n de O(H) como la codimensio´n en este espacio. Denotaremos por O(H)
al cierre de esta o´rbita.
El elemento ma´s significativo de la o´rbita O(H) es la forma cano´nica de Kronecker (o
FCK por brevedad) de H(λ) (ve´ase la seccio´n 2.3). La FCK de H(λ) determina un´ıvo-
camente la o´rbita O(H) , y, en particular, determina completamente la codimensio´n de
O(H) [11, Th. 2.2].
7.2.2. Particiones enteras
El orden de dominancia en el conjunto de sucesiones de enteros no negativos especifi-
ca que (a1, a2, . . .) ≥ (b1, b2, . . .) si a1+. . .+ai ≥ b1+. . .+bi para i = 1, 2, . . . . Diremos que
(a1, a2, . . .) > (b1, b2, . . .) si (a1, a2, . . .) ≥ (b1, b2, . . .) y (a1, a2, . . .) 6= (b1, b2, . . .) [22, Sec-
tion 2.1]. Una particio´n, n, de un entero n es una sucesio´n de enteros n = (n1, n2, . . . , nc)
con n1 ≥ n2 ≥ . . . ≥ nc ≥ 0 y tal que n1 + n2 + . . .+ nc = n. Eventualmente, algunas de
las entradas ni pueden ser cero. El nu´mero c se conoce como la longitud de la particio´n.
La particio´n conjugada de n = (n1, n2, . . .) es la sucesio´n n
∗ = (n∗0, n
∗
1, . . .), donde n
∗
i
es el nu´mero de entradas en n que son mayores o iguales que i, para i = 0, 1, . . . . No´tese
que n∗ es una particio´n de n+ c, donde c es la longitud de n. Es bien sabido que, si a y
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b son particiones del mismo entero n con la misma longitud, entonces a ≥ b si y solo si
a∗ ≤ b∗.
En las secciones restantes de este cap´ıtulo usaremos los siguientes dos lemas. Como es
habitual, bxc denotara´ la parte entera de x, es decir: el mayor entero que es menor igual
que x.
Lema 7.2.1 Sean n y c enteros no negativos y sea n = cα+ t , con 0 ≤ t < c, la divisio´n
entera de n entre c, es decir, α = bn/cc y t = nmod c. Definamos nc := (α + 1, t). . .
, α + 1, α, c−t). . . , α), que es una particio´n de n de longitud c. Entonces
n∗c = (c, . . . , c︸ ︷︷ ︸
α + 1
, t, 0, . . .),
y, para toda particio´n n de n de longitud c, n ≥ nc o, equivalentemente, n∗ ≤ n∗c.
Demostracio´n. Es trivial que n∗c = (c,
α+1). . . , c, t, 0, . . .). Por otro lado, dada una par-
ticio´n n de n de longitud c, tenemos que n∗ = (c, α
′+1). . . , c, t′, . . .), con 0 ≤ t′ < c y α′ ≥ 0.
Entonces, n + c ≥ (α′ + 1)c + t′ , lo que implica que α ≥ α′. El caso α = α′ implica que
t ≥ t′ , luego, en cualquier caso, n∗c ≥ n∗.
Lema 7.2.2 Si n > m, entonces n∗c >m
∗
c y nc >mc , para cualquier entero no negativo
c.
La demostracio´n de este Lema es inmediata.
7.2.3. Relaciones de inclusio´n entre cierres de o´rbitas
Para cada haz matricial, H(λ), de rango r, consideramos las siguientes tres sucesiones
definidas en [22]:
R(H) + r = (r0 + r, r1 + r, r2 + r, . . .),
donde ri es el nu´mero de bloques singulares derechos Lj en la FCK de H(λ) con j ≥ i;
L(H) + r = (l0 + r, l1 + r, l2 + r, . . .),
donde li es el nu´mero de bloques singulares izquierdos L
T
j en la FCK de H(λ) con j ≥ i;
y, para cada µ ∈ C ∪ {∞},
Jµ(H) + p = (w1(µ) + p, w2(µ) + p, . . .),
donde wi(µ) es el nu´mero de bloques de Jordan asociados con el autovalor µ de dimensio´n
mayor o igual que i en la estructura regular de la FCK de H(λ), y p es el nu´mero de
bloques singulares derechos en la FCK de H(λ). Estas sucesiones nos permiten obtener
relaciones de inclusio´n entre los cierres de las o´rbitas de dos haces matriciales diferentes.
Esto es lo que se presenta en el Teorema 7.2.3 siguiente, obtenido en [55], y reformulado
ma´s tarde en [8] y [22]. Nosotros enunciamos el teorema tal y como aparece en [22].
Teorema 7.2.3 [22, Th. 3.1] Sean H1 y H2 dos haces matriciales complejos m × n
con, respectivamente, p (H1) y p (H2) bloques singulares derechos en su FCK. Entonces
O(H1) ⊇ O(H2) si y so´lo si se dan las siguientes relaciones:
(i) R(H1) + rg (H1) ≥ R(H2) + rg (H2),
(ii) L(H1) + rg (H1) ≥ L(H2) + rg (H2),
(iii) Jµ(H1) + p (H1) ≤ Jµ(H2) + p (H2),
para todo µ ∈ C ∪ {∞}.
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7.3. El conjunto de haces singulares de rango menor
o igual que r
Si nos restringimos al conjunto de haces de matrices m×n con rango fijo igual a r, las
condiciones del Teorema 7.2.3 se simplifican significativamente. En este caso, O(H1) ⊇
O(H2) si y so´lo si se dan las siguientes condiciones: (i) R(H1) ≥ R(H2); (ii) L(H1) ≥
L(H2), y; (iii) Jµ(H1) ≤ Jµ(H2), para todo µ ∈ C ∪ {∞} (ya que p(H) = n − rg (H)).
Nuestro primer resultado caracteriza las o´rbitas maximales de haces de rango r.
Lema 7.3.1 Sea r un nu´mero entero tal que 1 ≤ r ≤ mı´n{m,n} − 1. Definamos, en el
conjunto de haces matriciales complejos m × n de rango r, las siguientes r + 1 formas
cano´nicas de Kronecker:
Ka(λ) = diag (Lα+1, . . . , Lα+1︸ ︷︷ ︸
s
, Lα, . . . , Lα︸ ︷︷ ︸
n− r − s
, LTβ+1, . . . , L
T
β+1︸ ︷︷ ︸
t
, LTβ , . . . , L
T
β︸ ︷︷ ︸
m− r − t
) , (7.1)
para a = 0, 1, . . . , r , donde α = ba/(n − r)c, s = amod (n − r), β = b(r − a)/(m − r)c
y t = (r − a)mod (m − r). Entonces, para todo haz m × n, H(λ), de rango r existe un
nu´mero “a” tal que O(Ka) ⊇ O(H), y O(Ka) 6⊇ O(Ka′) siempre que a 6= a′.
Demostracio´n. Debemos probar que, para cada FCK de taman˜o m × n y rango r,
K˜(λ), existe un nu´mero “a” tal que O(Ka) ⊇ O(K˜), y tambie´n que O(Ka) 6⊇ O(Ka′)
siempre que a 6= a′.
Cualquier estructura de Kronecker de taman˜o m× n y rango r es de la forma
K˜(λ) = diag (Lα1 , . . . , Lαn−r , LTβ1 , . . . , LTβm−r , J ),
donde α1 ≥ . . . ≥ αn−r ≥ 0, β1 ≥ . . . ≥ βm−r ≥ 0, y J es la estructura regular, que
suponemos de taman˜o k × k. Sea R = α1 + . . . + αn−r el nu´mero de filas ocupadas por
los bloques singulares derechos Lα1 , . . . , Lαn−r , y sea a = R + k. No´tese que 0 ≤ a ≤ r,
luego podemos considerar, para este valor de a, la estructura de Kronecker Ka(λ) dada
en (7.1). Demostraremos que R(Ka) ≥ R(K˜), L(Ka) ≥ L(K˜), y Jµ(Ka) ≤ Jµ(K˜), para
todo µ ∈ C ∪ {∞}. De acuerdo con el Teorema 7.2.3, esto implicara´ que O(Ka) ⊇ O(K˜),
para a = R + k.
Teniendo en cuenta que Jµ(Ka) = (0, 0, . . .), para todos µ y a, la relacio´n Jµ(Ka) ≤
Jµ(K˜) se obtiene trivialmente.
Ahora, para demostrar R(Ka) ≥ R(K˜), no´tese que R(K˜) es la particio´n conjugada de
(α1, . . . , αn−r), que es una particio´n de R de longitud n−r. Por lo tanto, si (n−r)α˜+s˜ = R
es la divisio´n entera de R entre n− r, el Lema 7.2.1 implica que
(n− r, α˜+1). . . , n− r, s˜, 0, . . .) ≥ R(K˜). (7.2)
Por otro lado, R(Ka) = (n− r, α+1). . . , n− r, s, 0, . . .), es la particio´n conjugada de (α+1, s). . .
, α + 1, α, n−r−s). . . , α), que es una particio´n de a = R + k de longitud n− r. Finalmente, el
Lema 7.2.2, junto con (7.2), implica
R(Ka) ≥ (n− r, α˜+1). . . , n− r, s˜, 0, . . .) ≥ R(K˜).
Ana´logamente, para demostrar L(Ka) ≥ L(K˜), no´tese que L(K˜) es la particio´n conju-
gada de (β1, . . . , βm−r), que es una particio´n de r−a de longitud m− r, donde a = R+k.
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Tambie´n, L(Ka) es la particio´n conjugada de (β + 1, t). . ., β + 1, β,m−r−t). . . , β), que es una
particio´n de r− a de longitud m− r. As´ı, la relacio´n L(Ka) ≥ L(K˜) es una consecuencia
inmediata del Lema 7.2.1.
Finalmente, hemos de probar que O(Ka) 6⊇ O(Ka′) siempre que a 6= a′. Para es-
to, es suficiente comprobar que para dos valores a, a′ ∈ {0, 1, . . . , r} distintos la versio´n
simplificada de las tres condiciones (i), (ii), y (iii) del Teorema 7.2.3 no se satisfacen
simulta´neamente. Este hecho es inmediato a partir del Lema 7.2.2, teniendo en cuen-
ta que R(Ka) = a∗n−r y L(Ka) = (r− a)∗m−r . As´ı, a > a′ implica R(Ka) > R(Ka′) y
L(Ka) < L(Ka′).
Ejemplo 7.3.2 Consideremos el caso cuadrado m = n = 6 y r = 4. En la notacio´n del
teorema anterior, tenemos las siguientes cinco formas cano´nicas de Kronecker maximales
a = 0 → K0 = L0 ⊕ L0 ⊕ LT2 ⊕ LT2
a = 1 → K1 = L0 ⊕ L1 ⊕ LT1 ⊕ LT2
a = 2 → K2 = L1 ⊕ L1 ⊕ LT1 ⊕ LT1
a = 3 → K3 = L1 ⊕ L2 ⊕ LT0 ⊕ LT1
a = 4 → K4 = L2 ⊕ L2 ⊕ LT0 ⊕ LT0 .
¤
El Lema 7.3.3 relaciona las formas cano´nicas de Kronecker que aparecen en (7.1) para
rangos diferentes.
Lema 7.3.3 Sean 1 ≤ r′ < r ≤ mı´n{m,n} − 1 y 0 ≤ a ≤ r′. Sean Ka(λ) y K′a(λ)
respectivamente, las formas cano´nicas de Kronecker dadas en (7.1) para los rangos r y r′.
Entonces O(Ka) ⊇ O(K′a).
Demostracio´n. Sean (n−r′)α′+s′ = a y (m−r′)β′+ t′ = r′−a las divisiones enteras
de, respectivamente, a entre n− r′ y r′ − a entre m− r′. Por tanto, tenemos
R(K′a) + rg (K′a) = (n, α′+1). . . , n, s′ + r′, 0, 0, . . .),
L(K′a) + rg (K′a) = (m, β′+1). . . ,m, t′ + r′, 0, 0, . . .),
Jµ(K′a) + p (K′a) = (n− r′, n− r′, . . .).
Ana´logamente, para Ka(λ) y con la notacio´n de (7.1), se tiene
R(Ka) + rg (Ka) = (n, α+1). . . , n, s+ r, 0, 0, . . .),
L(Ka) + rg (Ka) = (m, β+1). . . ,m, t+ r, 0, 0, . . .),
Jµ(Ka) + p (Ka) = (n− r, n− r, . . .).
Es obvio que la relacio´n Jµ(Ka)+p (Ka) ≤ Jµ(K′a)+p (K′a) se da para todo µ ∈ C∪{∞}.
Por otro lado, tenemos que
(n− r)α′ ≤ (n− r′)α′ ≤ (n− r′)α′ + s′ = (n− r)α + s < (n− r)(α + 1),
y
(m− r′)β′ ≤ (m− r′)β′ + t′ < (m− r)β + t < (m− r)(β + 1) < (m− r′)(β + 1),
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luego α ≥ α′ y β ≥ β′, y las igualdades implican, respectivamente, s ≥ s′ y t ≥ t′. De
aqu´ı se sigue que R(Ka)+rg (Ka) ≥ R(K′a)+rg (K′a) y L(Ka)+rg (Ka) ≥ L(K′a)+rg (K′a).
No´tese que, aunque el rango de las formas cano´nicas de Kronecker dadas en (7.1) es
exactamente r, los cierres de sus o´rbitas incluyen al conjunto de todos los haces con rango
menor o igual que r, por el Lema 7.3.3. El Teorema 7.3.4 establece este hecho, y este es
el resultado principal de este Cap´ıtulo. Nos permite decir con propiedad que los haces
gene´ricos de rango menor o igual que r tienen estructuras de Kronecker dadas por (7.1).
Teorema 7.3.4 Sea r un nu´mero entero tal que 1 ≤ r ≤ mı´n{m,n} − 1, y sean Ka(λ),
para a = 0, 1, . . . , r, las r+1 formas cano´nicas de Kronecker definidas en (7.1). Entonces
(i) El conjunto de haces matriciales complejos m×n con rango menor o igual que r es
un conjunto cerrado igual a
⋃
0≤a≤r
O(Ka).
(ii) Para cada haz de taman˜o m × n, H(λ), con rango menor o igual que r existe un
nu´mero “a” tal que O(Ka) ⊇ O(H).
(iii) O(Ka) 6⊇ O(Ka′) siempre que a 6= a′.
Demostracio´n. Se sigue directamente de los Lemas 7.3.1 y 7.3.3.
A continuacio´n, fijamos nuestra atencio´n en la codimensio´n de las o´rbitas O(Ka) de
las formas de Kronecker gene´ricas con rango menor o igual que r. Veremos que estas
codimensiones son distintas si m 6= n. En este caso, la codimensio´n (resp. dimensio´n) del
conjunto de haces matriciales de rango menor o igual que r se define, de acuerdo con [91],
como la menor (resp. mayor) de las codimensiones (resp. dimensiones) de O(Ka), para
a = 0, 1, . . . , r.
Teorema 7.3.5 Sea r un nu´mero entero tal que 1 ≤ r ≤ mı´n{m,n} − 1, y sean Ka(λ),
para a = 0, 1, . . . , r, las r+1 formas cano´nicas de Kronecker definidas en (7.1). Entonces
1. La codimensio´n de O(Ka) es (n− r)(2m− r) + a(m− n).
2. La codimensio´n del conjunto de haces matriciales complejos de taman˜o m × n con
rango menor o igual que r es igual a
(i) (n− r)(2m− r) si m ≥ n,
(ii) (m− r)(2n− r) si m ≤ n.
Demostracio´n. El primer apartado es una consecuencia directa de [11, Teorema 2.2]. El
segundo apartado se sigue de calcular mı´na{(n− r)(2m− r) + a(m− n)}.
Ejemplo 7.3.6 En [23] se estudia en profundidad la estratificacio´n del conjunto de
o´rbitas de haces singulares de taman˜o 2 × 3. En este ejemplo, analizamos la jerarqu´ıa
de los cierres de las o´rbitas del conjunto de haces singulares 3 × 3. Usando el Teorema
7.2.3, podemos obtener el diagrama de Hasse completo asociado a esta jerarqu´ıa:
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estructura de Kronecker Codimensio´n
L2 ⊕ LT0 L1 ⊕ LT1 L0 ⊕ LT2 4
L1 ⊕ LT0 ⊕ J1(µ) L0 ⊕ LT1 ⊕ J1(µ) 6
L0 ⊕ LT0 ⊕ J1(µ)⊕ J1(γ) L0 ⊕ LT0 ⊕ J2(µ) 8
L0 ⊕ L1 ⊕ LT0 ⊕ LT0 L0 ⊕ LT0 ⊕ 2J1(µ) L0 ⊕ L0 ⊕ LT0 ⊕ LT1 10
2L0 ⊕ 2LT0 ⊕ J1(µ) 13
3L0 ⊕ 3LT0 18
FIG. 1. Jerarqu´ıa de los cierres de o´rbitas del conjunto de haces singulares 3× 3
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Como se observa, hay tres estructuras de Kronecker maximales de codimensio´n 4,
cuyos cierres contienen a las restantes estructuras.
Por otro lado, los recuadros en trazo discontinuo de la Fig. 1 corresponden a las
estructuras de Kronecker de rango menor o igual que 1. Esto significa que la jerarqu´ıa
de los cierres en el subconjunto de los haces 3 × 3 con rango menor o igual que 1 se
reduce a tres estructuras de Kronecker no nulas, dos de las cuales tienen codimensio´n 10
(maximales) y una tiene codimensio´n 13. ¤
Actualmente existe un software, bautizado por sus creadores como Stratigraph, que
permite obtener el diagrama completo de la estratificacio´n de los cierres de las o´rbitas de
cualquier conjunto de haces matriciales (tambie´n de matrices) con dimensiones relativa-
mente bajas [70]. El ejemplo anterior puede obtenerse con dicho programa.
7.3.1. Irreducibilidad en la topolog´ıa de Zariski
Todas las ideas topolo´gicas utilizadas hasta el momento se refieren a la topolog´ıa
usual en C2mn. La topolog´ıa de Zariski ha sido utilizada en [91] para demostrar que
el conjunto de haces matriciales singulares n × n con entradas en un cuerpo infinito
arbitrario tiene exactamente n componentes irreducibles, cada una de codimensio´n n+1.
En esta subseccio´n demostraremos que los cierres O(Ka(λ)) de las formas cano´nicas de
Kronecker que aparecen en (7.1) son irreducibles en la topolog´ıa de Zariski. Un resumen
claro y conciso acerca de la topolog´ıa de Zariski se encuentra en la Introduccio´n de [91].
Aqu´ı simplemente recordamos las siguientes ideas: (i) un subconjunto de Cq es cerrado en
la topolog´ıa de Zariski si es el conjunto de ceros comunes a uno o varios polinomios; (ii)
los cerrados de Zariski son cerrados en el sentido usual pero el rec´ıproco no es cierto; (iii)
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un subconjunto de Cq es irreducible si no es la unio´n de dos subconjuntos propios cerrados
en la topolog´ıa de Zariski; (iv) todo cerrado en la topolog´ıa de Zariski es una unio´n finita
de subconjuntos irreducibles que se conocen como sus componentes irreducibles.
Un resultado importante en este contexto es que los cierres de una o´rbita de haces
estrictamente equivalentes son los mismos tanto en la topolog´ıa de Zariski como en la
topolog´ıa usual de C2mn [33]. Por lo tanto, no hay ambigu¨edad en el hecho de usar el
s´ımbolo O(Ka) en esta subseccio´n porque se refiere exactamente al mismo conjunto que
en el resto de la memoria. El resultado principal en este apartado establece que las o´rbitas
de haces matriciales son irreducibles.
Lema 7.3.7 El cierre O(H) de la o´rbita O(H) de un haz matricial complejo H(λ) de
taman˜o m× n es una variedad irreducible en la topolog´ıa de Zariski.
Demostracio´n. Identifiquemos el conjunto de haces matriciales de taman˜o m × n
con C 2mn, donde el haz H(λ) = A + λB se identifica con el par (A,B). Sea U el con-
junto de pares (P,Q) con P ∈ Cm×m y Q ∈ Cn×n invertibles. Se trata de un conjunto
denso de Cm2+n2 (esto es: U = Cm2+n2). Dado un haz matricial (A,B), podemos con-
siderar la funcio´n continua (polino´mica), ϕH , de Cm
2+n2 a C 2mn que env´ıa el par (P,Q)
al par (PAQ,PBQ). Tenemos que O(H) = ϕM(U) . Por [91, Section 1] sabemos que
ϕH(Cm2+n2) es un conjunto irreducible. Por otro lado, para toda funcio´n continua ϕ,
se tiene que ϕ(W ) ⊂ ϕ(W ), donde W es un conjunto arbitrario, y esto implica que
ϕ(W ) = ϕ(W ). En nuestro caso, tenemos
ϕH(U) = ϕH(Cm2+n2) ,
y esto es igual a O(H), lo que concluye la demostracio´n.
Con este Lema, el Teorema 7.3.4 puede ser complementado como sigue.
Teorema 7.3.8 Sea r un nu´mero entero tal que 1 ≤ r ≤ mı´n{m,n} − 1, y sean Ka(λ),
para a = 0, 1, . . . , r, las r+1 formas cano´nicas de Kronecker definidas en (7.1). Entonces,
el conjunto de haces matriciales complejos m × n con rango menor o igual que r es un
conjunto cerrado que tiene exactamente r+ 1 componentes irreducibles en la topolog´ıa de
Zariski. Estas componentes irreducibles son O(Ka), para a = 0, 1, . . . , r.
Este Teorema incluye a [91, Th. 1] como un caso particular.
7.4. Notas histo´ricas
Aunque los conceptos de o´rbita y fibrado proceden de otras a´reas de la matema´tica
(concretamente del a´lgebra y la geometr´ıa diferencial) su aplicacio´n expl´ıcita en la teor´ıa
del ana´lisis matricial fue introducida por Arnold en 1971 [2]. El te´rmino fibrado, que
nosostros no hemos empleado en esta memoria, hace referencia al conjunto de matrices
(haces matriciales) cuya forma de Jordan (de Weierstrass en el caso de haces regulares o
de Kronecker en el de singulares) difiere u´nicamente en los autovalores. Tanto las o´rbitas
como los fibrados son invariantes por un tipo de relacio´n. En el caso de matrices esta
relacio´n es la relacio´n de semejanza. En te´rminos de teor´ıa de grupos, se trata de las
o´rbitas por la accio´n de conjugacio´n del grupo lineal. En cambio, en el caso de haces
matriciales las o´rbitas son invariantes por equivalencia estricta. Arnold, en el art´ıculo
citado [2] obtuvo la (co)dimensio´n tanto de las o´rbitas como de los fibrados de matrices.
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Waterhouse [91], por otra parte, sin utilizar las ideas de Arnold, describio´ el conjunto
de haces singulares de taman˜o n×n como una variedad cerrada formada por exactamente
n componentes irreducibles de codimensio´n n + 1, e identifico´ las formas de Kronecker
correspondientes a las o´rbitas que se obtienen por equivalencia estricta. Un an˜o antes,
Markus y Parilis [49], sin utilizar tampoco la terminolog´ıa de Arnold, dieron condiciones
necesarias y suficientes para que la o´rbita (por semejanza) de una matriz se encuentre
en el cierre de otra. Es decir: caracterizaron la relacio´n de orden del cierre de o´rbitas de
matrices. Esta caracterizacio´n es enunciada de forma muy elemental mediante la relacio´n
de dominancia de particiones enteras, y servira´ tambie´n para caracterizar la relacio´n de
orden en el caso de haces matriciales. Dicha generalizacio´n (que corresponde al Teorema
7.2.3 anterior) fue obtenida por Pokrzywa [55] tres an˜os ma´s tarde, introduciendo ya la
terminolog´ıa de cierres de o´rbitas. En otras palabras, lo que ambos trabajos contienen
es la caracterizacio´n de la relacio´n de pertenencia de una matriz (resp. un haz) al cierre
de la o´rbita de otra matriz (resp.haz) en te´rminos de propiedades intr´ınsecas de dichas
matrices (resp. haces). Previamente, se hab´ıan obtenido caracterizaciones no intr´ınsecas
para el caso de operadores finitos (matrices cuadradas) [3] y operadores en espacios de
Hilbert [1]. El trabajo de De Hoyos [8] puso de manifiesto la relacio´n entre el resultado
de Pokrzywa y los invariantes de los haces matriciales que caracterizan la forma cano´nica
de Kronecker, esto es: la caracter´ıstica de Segre y de los ı´ndices minimales por filas y
columnas. Esto permitio´ a su autora, adema´s, enunciar los resultados de una forma ma´s
simplificada a trave´s de las particiones de dichos invariantes. En el trabajo citado se
estudia la continuidad de la forma de Kronecker como funcio´n de C2mn en C2mn y, como
era de esperar (para aquellos pocos que conocieran por aquel entonces los trabajos que
citaremos en el pro´ximo pa´rrafo), los u´nicos puntos en los que dicha funcio´n es continua
corresponden a haces matriciales cuya forma de Kronecker es gene´rica [8, Teoremas 2.7, 2.8
y 2.9]. La introduccio´n a la tesis de De Hoyos [9] contiene gran parte de la resen˜a histo´rica
inlcu´ıda en este pa´rrafo y ampliada con informacio´n sobre algunos temas relacionados.
En 1995, Demmel y Edelman [11] calculan la (co)dimensio´n de las o´rbitas de haces
m × n (incluyendo el caso cuadrado m = n). Como consecuencia, obtienen la forma de
Kronecker gene´rica (entendiendo como tal aquella cuya codimensio´n es cero) para haces
rectangulares, que ya era conocida, aunque no del todo bien difundida, desde hac´ıa ma´s
de una de´cada (ve´ase [82, 3.55]).
Finalmente, los art´ıculos de Edelman, Elmroth y K˚agstro¨m [21] y [22] recogen todo
el trabajo anteriormente descrito y lo unifican en una presentacio´n clarividente, cuya
primera parte, de cara´cter eminentemente geome´trico, esta´ muy en la l´ınea del trabajo de
Arnold. Gran parte de su intere´s se centra en la aplicacio´n de esta teor´ıa geome´trica a la
interpretacio´n de los resultados que ofrecen los algoritmos del ca´lculo de la forma cano´nica
de Kronecker y a la mejora de los fallos debidos a la presencia de estructuras dominantes
pro´ximas. En estos art´ıculos se introduce y caracteriza la relacio´n de cubrimiento, es decir,
la que satisfacen dos estructuras entre las que no hay ninguna intermedia en el orden de los
cierres de las o´rbitas (y los fibrados). Esto permite dibujar el diagrama de Hasse completo
de dicha relacio´n de orden. Sin duda, estos trabajos han permitido la difusio´n entre la
comunidad matema´tica de todos los resultados que hemos mencionado y suponen una
referencia inevitable para todo aquel que quiera entender la geometr´ıa subyacente en el
problema del ca´lculo de las formas cano´nicas que tratamos en esta tesis. Recomendamos,
adema´s, su lectura a todos los interesados en ampliar esta breve introduccio´n histo´rica.
En los u´ltimos an˜os, varios profesores de la Universidad de Ume˚a han desarrollado
un software que permite visualizar la jerarqu´ıa completa de la estratificacio´n de o´rbitas y
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fibrados tanto de matrices como de haces matriciales para una gran variedad de dimen-
siones no demasiado elevadas. Esta herramienta, denominada Stratigraph esta´ disponible
en la direccio´n que aparece en [70], donde tambie´n puede encontrarse una gu´ıa para su
utilizacio´n. Una informacio´n ma´s completa acerca de ella se encuentra en [36].
Cap´ıtulo 8
Conclusiones, publicaciones y
problemas abiertos
A modo de resumen, inclu´ımos en este Cap´ıtulo los resultados fundamentales que se
han presentado en esta memoria, organizados por Cap´ıtulos. Indicamos, asimismo, los
trabajos a que han dado lugar.
Cap´ıtulo 4: Hemos desarrollado, por vez primera, una teor´ıa de perturbacio´n de
primer orden para autovalores de haces matriciales singulares cuadrados en te´rminos
de la informacio´n espectral del haz de partida. Hemos demostrado que, gene´rica-
mente, en torno a un autovalor de un haz singular existe, como ocurre en el caso
regular, un nu´mero de desarrollos igual a la multiplicidad algebraica de dicho au-
tovalor, que se agrupan en “anillos”, uno por cada bloque de Jordan asociado al
autovalor en la FCK del haz no perturbado. El exponente del te´rmino de primer
orden en cada uno de estos anillos es igual a 1/nj, donde nj es el taman˜o del bloque
de Jordan, y los coeficientes directores son las ra´ıces nj-e´simas de los autovalores de
un haz que depende de la perturbacio´n evaluada en el autovalor y de ciertos espa-
cios reductores del haz no perturbado asociados a dicho autovalor. Tambie´n hemos
determinado el vector al que se aproximan, gene´ricamente, los desarrollos de los au-
tovectores asociados a los anteriores desarrollos de los autovalores. El contenido de
este cap´ıtulo es el trabajo “First order spectral perturbation theory of square singular
matrix pencils” (con F. M. Dopico y Julio Moro), que ha sido enviado en 2007 y se
encuentra en fase de revisio´n para su posible publicacio´n en Linear Algebra and its
Applications.
Cap´ıtulo 5: Hemos demostrado que una perturbacio´n gene´rica, B0+λB1, de rango
bajo de un haz matricial regular produce la siguiente alteracio´n en la estructura
de Jordan asociada a un autovalor cualquiera, λ0, del haz en su forma cano´nica de
Weierstrass:
1) Destruye los ρ− ρ1 bloques de mayor taman˜o,
2) convierte en bloques de taman˜o 1×1 los siguientes ρ1 bloques de mayor taman˜o,
y
3) mantiene inalterados los restantes bloques,
donde ρ0 = rg (B0+ λ0B1) y ρ1 = rg (B1). Demostramos, as´ımismo, que el conjunto
de perturbaciones para las que no se da dicho cambio es una subvariedad algebraica
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propia del conjunto de haces de rango ρ que esta´ definida por una ecuacio´n polino´mi-
ca que involucra las entradas de la perturbacio´n. Estos resultados se incluyen en el
trabajo “Low rank perturbation of Weierstrass structure” (con F. M. Dopico y Julio
Moro), que ha sido enviado en 2005 y esta´ en fase de revisio´n para para su posible
publicacio´n en SIAM Journal of Matrix Analysis and Applications.
Cap´ıtulo 6: Hemos descrito el cambio gene´rico que experimenta la forma cano´nica
de Kronecker de haces matriciales de rango no completo por perturbaciones de rango
bajo (ρ) que hacen que el haz perturbado no tenga rango completo. Dicho cambio
gene´rico puede resumirse en:
1) La estructura regular del haz perturbado es la suma directa de las estructuras
regulares del haz no perturbado y el haz perturbacio´n,
2) la perturbacio´n reduce en ρ el nu´mero de bloques singulares derechos, y los
taman˜os de los nuevos bloques se obtienen a partir de los taman˜os de los
bloques antiguos, del rango, ρ, y del orden singular derecho de la perturbacio´n,
3) la perturbacio´n reduce en ρ el nu´mero de bloques singulares izquierdos, y los
taman˜os de los nuevos bloques se obtienen a partir de los taman˜os de los bloques
antiguos, del rango, ρ, y del orden singular izquierdo de la perturbacio´n,
Tambie´n describimos el cambio en la estructura de Kronecker para el caso l´ımite
en que el rango de la perturbacio´n y el del haz de partida suman exactamente el
rango ma´ximo admisible (la menor de las dimensiones del haz). La nueva forma de
Kronecker consta de:
1) La estructura regular del haz no perturbado,
2) una nueva estructura regular que se crea a partir de la estructura singular del
haz no perturbado,
3) n − m bloques singulares derechos (si m ≤ n) o m − n bloques singulares
izquierdos (si n ≤ m) cuyos taman˜os se obtienen de igual forma que en el caso
anterior (es decir, aquel en que el haz perturbado no es de rango completo).
Por u´ltimo, damos condiciones necesarias sobre el conjunto de perturbaciones para
que dicho cambio se produzca. Los resultados que conciernen al caso en que el rango
del haz perturbado no es completo han dado lugar al art´ıculo “Low rank perturbation
of Kronecker structures without full rank” (con F. M. Dopico), que ha sido publicado
en SIAM Journal of Matrix Analysis and Applications, 29, no. 2 (2007), pp. 496–529.
Cap´ıtulo 7: Hemos demostrado que el conjunto de haces matriciales singulares
de rango menor o igual que r es una variedad que consiste en la unio´n de los
cierres topolo´gicos de r + 1 o´rbitas que son irreducibles en la topolog´ıa de Zariski.
Hemos obtenido las formas de Kronecker cano´nicas correspondientes a estas o´rbitas
y su dimensio´n. Estos resultados se encuentran en el trabajo “A note on generic
Kronecker orbits of matrix pencils with fixed rank” (con F. M. Dopico), que ha sido
enviado en 2006 y esta´ en fase de revisio´n para su posible publicacio´n en SIAM
Journal of Matrix Analysis and Applications.
Comentamos, a continuacio´n, algunos de los problemas abiertos que pueden abordarse
de manera ma´s inmediata a partir de lo ya realizado:
163
1. Extender la teor´ıa de perturbaciones de rango bajo a polinomios matri-
ciales de grado superior. Una manera natural de abordar este problema para poli-
nomios regulares es hacerlo a trave´s de alguna linealizacio´n adecuada que conserve
la estructura de Jordan del polinomio, como puede ser el primer haz compan˜ero. El
principal inconveniente que plantea este procedimiento es que las condiciones natu-
rales de rango bajo que hay que imponer al polinomio perturbador no se traducen
en las condiciones de rango bajo que se han utilizado en esta memoria para el caso
de haces matriciales cuando se trasladan al haz compan˜ero. Concretamente, una
condicio´n natural de rango bajo para el autovalor λ0 en el polinomio perturbador
M(λ) = B0 + λB1 + . . .+ λ
lBl es
rgM(λ0) < g , (8.1)
donde g es la multiplicidad geome´trica de λ0 en el polinomio no perturbado. En
cambio, al linealizar el problema mediante el primer haz compan˜ero obtenemos el
haz perturbador asociado
0 . . . . . . 0
...
...
0 . . . . . . 0
B0 B1 . . . Bl−1
+ λ

0
. . .
0
Bl
 ,
para el que la condicio´n de rango bajo habr´ıa de ser
rg
[
B0 B1 . . . Bl−1 + λ0Bl
]
< g . (8.2)
No obstante, se tiene la siguiente relacio´n
rg
[
B0 B1 . . . Bl−1 + λ0Bl
] ≥ rgM(λ0) ,
luego la condicio´n (8.2) implica la condicio´n (8.1).
2. Caracterizar todas las posibles formas de Kronecker que se pueden ob-
tener al perturbar un haz dado mediante perturbaciones de rango bajo.
Hemos citado a lo largo de esta memoria una serie de trabajos en los que se han
obtenido caracterizaciones de todas las posibles estructuras cano´nicas que pueden
alcanzarse al perturbar una matriz o un haz por diferentes tipos de perturbaciones:
perturbaciones de norma pequen˜a de matrices [49], o de haces [55]; perturbaciones
de una fila o una columna de norma pequen˜a de matrices [5], perturbaciones de
rango 1 de matrices sobre un Dominio de Ideales Principales (lo que incluye tanto
el caso de matrices como el de haces con entradas complejas) en [76] o adicio´n de
una fila o columna en matrices sobre un Dominio de Ideales Principales [75] o en
haces matriciales [6]. En todos estos trabajos las caracterizaciones esta´n dadas por
unas condiciones de entrelazamiento o mayorizacio´n sobre algunas de las sucesiones
asociadas a las formas cano´nicas que han sido el objeto de esta memoria (las ca-
racter´ısticas de Segre o de Weyr y las sucesiones de ı´ndices minimales derechos e
izquierdos). Esto nos lleva a creer que este tipo de condiciones son tambie´n las que
caracterizan las formas cano´nicas de Kronecker que pueden alcanzarse por pertur-
baciones de rango bajo de haces matriciales. De hecho, estas condiciones ya esta´n
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descritas en [76] para la parte regular (la caracter´ıstica de Segre) cuando las per-
turbaciones son de rango 1. Resta, por tanto, caracterizar el cambio en la parte
singular o, en otras palabras, el cambio de los ı´ndices minimales y comprobar si
ambos comportamientos, al estudiarse por separado, permiten describir toda la es-
tructura del haz perturbado o si, por el contrario, pueden aparecer nuevos elementos
(como ocurre en lo que hemos llamado el “caso l´ımite”). Un u´ltimo paso consistir´ıa
en generalizar los resultados de rango 1 a rango bajo arbitrario.
3. Estudiar el cambio gene´rico de la forma cano´nica de Kronecker en per-
turbaciones de rango bajo de haces singulares de rango completo. El caso
en que los haces son cuadrados y el haz no perturbado tiene rango completo corres-
ponde al caso regular y ha sido estudiado en el Cap´ıtulo 5. El caso en que el haz
de partida, H(λ), tiene rango completo pero es rectangular es un problema abier-
to. En este caso, la FCK de H(λ) tiene u´nicamente un tipo de bloques singulares:
n−m bloques singulares derechos si m < n, y m− n bloques singulares izquierdos
si m > n. Gene´ricamente, lo mismo ocurre con el haz perturbado (H +M)(λ), pero
las dimensiones de los bloques singulares pueden variar. Este problema es de gran
importancia pues incluye los haces que aparecen con ma´s frecuencia en Teor´ıa de
Control, es decir, los que corresponden a sistemas controlables. Una primera tarea
fundamental en este contexto es definir el significado preciso del concepto pertur-
bacio´n de rango bajo.
4. Estudiar el cambio gene´rico de la forma cano´nica de Kronecker de haces
sin rango completo pero en las que el haz perturbado puede tener rango
completo tras una perturbacio´n de rango bajo. Un segundo problema rela-
cionado con el del punto anterior consiste en considerar un haz no perturbado, H(λ),
sin rango completo, pero perturbaciones cuyo rango, ρ, no satisface la desigualdad
(6.1). Por ejemplo, si H(λ) es un haz de taman˜o 100 × 200 con rg (H) = 98 y con
el rango de las perturbaciones igual a ρ ≡ rg (M) = 3, entonces las perturbaciones
M(λ) son, intuitivamente, perturbaciones de rango bajo de H(λ). La solucio´n de
este tipo de problemas esta´ conectada de forma natural con los resultados que se han
presentado en el Cap´ıtulo 6 y con el problema propuesto en el punto anterior. En
nuestro ejemplo previo, la descomposicio´n derecha de M(λ) dada en (6.3) nos per-
mite escribir M(λ) =M1(λ)+M2(λ) , donde rg (M1) = 2 y rg (M2) = 1. Por tanto,
podemos descomponer el problema de perturbacio´n original, H+M = H+M1+M2,
en dos problemas de perturbacio´n de rango menor, H +M1 y (H +M1) +M2. El
primero de ellos es del tipo que hemos considerado en el Cap´ıtulo 6, y, en el segundo
de ellos, el haz no perturbado H +M1 tiene gene´ricamente rango completo.
5. Obtener condiciones necesarias y suficientes para que una matriz mosaico
Toeplitz tenga rango ma´ximo. Como ya hemos mencionado en la Seccio´n 6.5.5,
el hecho de que las matrices mosaico Toeplitz que aparecen en la seccio´n 6.5.1 y
siguientes son, gene´ricamente, de rango completo no esta´ rigurosamente demostrado.
Este es, por lo tanto, y, hasta donde alcanza nuestro conocimiento, un problema
abierto que puede abordarse con cara´cter ma´s general desde el estudio de las matrices
mosaico Toeplitz arbitrarias.
6. Extender a polinomios matriciales singulares (cuadrados) de grado ar-
bitrario los resultados de la teor´ıa de primer orden de perturbaciones
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desarrollada en el Cap´ıtulo 4. El procedimiento de regularizar el problema sin-
gular que se ha seguido para obtener los desarrollos de autovalores en el caso de
perturbaciones de haces matriciales singulares continu´a siendo va´lido si los haces
se sustituyen por polinomios de grado arbitrario. Esto significa que existira´n desar-
rollos asinto´ticos en torno a los autovalores de un polinomio singular. En cambio,
al intentar ofrecer una descripcio´n de los te´rminos de primer orden de dichos de-
sarrollos similar a la que se ha dado para haces nos encontramos con el problema
de que los dos elementos esenciales que nos han permitido dar esa descripcio´n no
son fa´cilmente generalizables a polinomios de grado superior. Por un lado, no existe
una forma cano´nica equivalente a la FCK para polinomios de grado superior, es
decir, no existe una forma cano´nica invariante por equivalencia estricta. Por otra
parte, el concepto de subespacio reductor no admite una generalizacio´n elemental.
Por ejemplo, una definicio´n inmediata de par de subespacios reductores podr´ıa ser
un par (X ,Y) de modo que Y = A0X + . . . + A`X y dimY = dimX − dimN (L),
siendo L(λ) = A0 + λA1 + . . . + λ
`A`, pero esta definicio´n enseguida se muestra
inapropiada. A t´ıtulo ilustrativo, conside´rese el siguiente ejemplo: sea el polinomio
singular de segundo grado:
L(λ) = A0 + λA1 + λ
2A2 =
[
λ2 λ
λ 1
]
.
Se tiene que dimN (L) = 1 , pero es inmediato comprobar que no existe ningu´n par
de subespacios X , Y , de manera que Y = A0X +A1X +A2X y dimY = dimX −1.
Quiza´ este problema pueda abordarse utilizando una linealizacio´n adecuada (por
ejemplo, el primer haz compan˜ero) que permita definir la forma cano´nica de un
polinomio de grado superior a trave´s de la forma de Kronecker de la linealizacio´n.
Otra opcio´n posible es usar la forma local de Smith, como se ha hecho en el Cap´ıtulo
4 siguiendo a Langer y Najman ??. Para autovalores simples es de esperar que el
uso de los nu´cleos del polinomio evaluado en el autovalor sea suficiente.
7. Extender los resultados de teor´ıa de primer orden a perturbaciones no
gene´ricas de haces matriciales singulares como las que se utilizan en los
algoritmos que calculan las formas cano´nicas. Como ya hemos mencionado,
una perturbacio´n gene´rica de un haz singular cuadrado convierte este haz en un haz
regular. En cambio, para el desarrollo de algoritmos estables que permitan obtener
la informacio´n espectral de un haz, como la forma GUPTRI [14, 15] es importante
considerar perturbaciones que mantengan el haz singular. En este contexto, puede
ser de utilidad analizar si es factible desarrollar una teor´ıa de primer orden de
perturbaciones no gene´ricas que se muevan dentro de la variedad concreta en la que
se quiere trabajar.
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