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Abstract
We show that under certain curvature conditions of the ambient
space an entire Killing graph of constant mean curvature lying inside
a slab must be a totally geodesic slice.
1 Introduction
Let Nn+1 denote a complete Riemannian manifold carrying a non-singular
Killing vector field Y with integrable orthogonal distribution. Hence Nn+1 is
foliated by complete isometric totally geodesic hypersurfaces (called slices)
that we assume to be noncompact. It is a natural problem to search for
conditions that imply that any entire constant mean curvature graph over a
slice along the flux of Y must itself be a slice.
In the particular case of a Riemannian product Nn+1 = Mn × R it was
shown by Rosenberg, Schulze and Spruck [11] that if the Ricci curvature of
Mn satisfies RicM ≥ 0 and its sectional curvature satisfies KM ≥ −K0 for a
nonnegative constant K0, then any entire minimal graph over M
n with non-
negative height function must be a slice. This result extends the celebrated
theorem by Bombieri, De Georgi and Miranda [2] for entire minimal hyper-
surfaces in Euclidean space. In the latter case, it suffices to assume constant
mean curvature due to a result of Chern [3] and Flanders [5].
In our more general situation, the ambient space Nn+1 has a Riemannian
warped product structure
Nn+1 =Mn ×ρ R
where the warping function ρ ∈ C∞(M) is ρ = |Y | > 0.
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Let Ψ: R ×Mn → Nn+1 denote the flux generated by the Killing field
Y . Fix a integral hypersurface Mn of the orthogonal distribution. Then, the
Killing graph Σ(u) associated to u ∈ C∞(M) is the hypersurface defined as
Σ(u) = {Ψ(u(x), x) : x ∈Mn}.
That the graph Σ(u) is bounded means that it is contained in a slab in Nn+1,
that is, there exists a closed interval I ⊂ R such that Σ(u) ⊂ Ψ(I×Mn).
Theorem 1. Let Nn+1 =Mn ×ρ R be a Riemannian warped product where
Mn is complete noncompact with KM ≥ −K0 for K0 ≥ 0 and RicM ≥ 0.
If ρ ≥ ρ0 > 0 satisfies ‖ρ‖1 < ∞ and if RicN ≥ −L for L ≥ 0, then any
bounded entire Killing graph with constant mean curvature must be a slice.
The condition that RicN ≥ −L for some constant L ≥ 0 can be dropped
if we assume that ‖ρ‖2 <∞. In fact, this follows from the relation between
the Ricci curvatures of Nn+1 and Mn given by
RicN (v, v) = RicM(pi∗v, pi∗v)− 1
ρ
HessMρ(pi∗v, pi∗v)− 1
ρ3
〈v, Y 〉2∆Mρ
where pi denotes the projection from Nn+1 to the factor Mn.
The key ingredient in the proof of the above result to reduce the case from
constant mean curvature to minimal is the Omori-Yau maximum principle
for the Laplacian in the sense of Pigola, Rigoli and Setti given in [9]. For
other results on entire constant mean curvature graphs inside slabs we refer
to [1], [10] and [12].
2 A gradient estimate
In this section, we extend in several directions the gradient estimate for
minimal graphs in ambient product spaces given by Theorem 4.1 of [11]. For
that purpose we make use of the Korevaar-Simon method [7] to show the
existence of an apriori gradient estimate for a nonnegative solution of (1) for
constant mean curvature H over a geodesic ball BR(p) in M
n centered at p
and radius R.
It was shown in [4] that a Killing graph Σ(u) has mean curvature H if
and only if u ∈ C2(M) satisfies the elliptic PDE of divergence form
divM
(∇Mu
W
)
− 1
2γW
〈∇Mγ,∇Mu〉 = nH (1)
2
where γ = 1/ρ2. Here, the mean curvature H is computed with respect to
the orientation given by the Gauss map
N = 1
W
(γY −Ψ∗∇Mu) where W =
√
γ + |∇Mu|2. (2)
In the next result the function G ∈ C∞([0,+∞)) satisfies f ′′ = Gf where
f ∈ C∞([0,+∞)) is positive outside the origin, f(0) = 0, f ′(0) = 1 and
g = f ′/f verifies that tg(t) is bounded in [0, r] for any given r > 0. For
instance, this is the case for f(t) = sinh t.
Theorem 2. Let Nn+1 = Mn ×ρ R be a complete Riemannian manifold
satisfying RicN ≥ −L for some constant L ≥ 0. Assume that the radial
sectional curvatures along geodesic issuing from a fixed point p ∈Mn satisfy
Krad ≥ −G(d) where d(x) = distM(x, p) is the geodesic distance. Let Σ(u)
be a Killing graph with constant mean curvature H over BR(p) with u ≥ 0.
Then,
|∇Mu(p)| ≤ CeD (3)
where the constants C and D are given by (19) and (20).
Proof: Let ∇ and ∆ always denote the gradient and Laplace operator on the
graph Σ = Σ(u), respectively. For H constant it is well-known [6] that
∆〈Y,N〉 = −(|A|2 + RicN(N ,N ))〈Y,N〉
where |A| denotes de norm of the second fundamental form of the graph.
Since 〈Y,N〉 = 1/W , we obtain
∆W − 2
W
|∇W |2 = (|A|2 + RicN (N ,N ))W. (4)
Let K+ denote the solid half-cylinder Ψ(R+ × BR) where BR = BR(p).
The Killing field is Y = ∂/∂s where s parametrizes the line factor in Nn+1.
Define a function φ : K+ → R by
φ(y) =
(
1− d
2(x)
R2
− C0s
)+
if y = Ψ(s, x) ∈ K+
where C0 = 1/2u(p) > 0 and + means the positive part. Now consider the
function η supported in BR given by
η(y) = eKφ(y) − 1, y = Ψ(u(x), x), (5)
3
for same constant K > 0.
Set h = ηW and let q ∈ BR be a (necessarily interior) point of maximum
of h. First consider the case when q ∈ BR\C(p), where C(p) is the cut locus
of p in Mn, so h is smooth near q. Without further reference we compute at
the point Ψ(u(q), q). It holds that
∇h = η∇W +W∇η = 0
and
∆h = W∆η +
(
∆W − 2
W
|∇W |2
)
η.
Since the Hessian form of h is nonpositive, we have from (4) that
∆h = W
(
∆η + (|A|2 + RicN(N ,N ))η
) ≤ 0.
The Ricci curvature assumption now yields ∆η ≤ Lη and from (5) we have
∆φ+K|∇φ|2 ≤ L
K
. (6)
In the sequel, we estimate both terms in the left hand side of (6). We have
that ∇¯s = γY where ∇¯ denote the Riemannian connection in the ambient
space. Where φ is differentiable and positive, we have
∇¯φ(y) = − 2d
R2
∇¯d(y)− C0γY (y) = − 2d
R2
Ψ∗(s, x)∇Md(x)− C0γY (y). (7)
Then,
〈∇¯φ,N〉 = 2d
R2W
〈∇Md,∇Mu〉 − C0 γ
W
, (8)
and thus
|∇φ|2 = |∇¯φ|2 − 〈∇¯φ,N〉2
=
4d2
R4
(
1− 1
W 2
〈∇Md,∇Mu〉2
)
+
C20γ
W 2
|∇Mu|2 + 4dC0γ
R2W 2
〈∇Md,∇Mu〉
≥ 4d
2
R4
(
1− 1
W 2
|∇Mu|2
)
+
C20γ
W 2
|∇Mu|2 − 4dC0γ
R2W 2
|∇Mu|
≥ γ
(C0
W
|∇Mu| − 2
RW
)2
where to obtain the last inequality we used that d ≤ R.
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Observe that having
(
C0
W
|∇Mu| − 2
RW
)2
≥ C
2
0
α2
(9)
for some constant α > 2 is equivalent to(
C0
W
|∇Mu| − 2
RW
− C0
α
)(
C0
W
|∇Mu| − 2
RW
+
C0
α
)
≥ 0.
Clearly, the latter holds if the first factor is nonnegative or, equivalently, if
α|∇Mu| −W ≥ 2α
C0R
.
On the other hand, that
α|∇Mu| −W ≥W
is equivalent to
α2|∇Mu|2 ≥ 4W 2 or |∇Mu|2 ≥ 4γ/(α2 − 4) or W 2 ≥ α
2
(α2 − 4)ρ2 .
Therefore, we assume that
W (q) ≥ max
{
α
minBR ρ
√
α2 − 4 ,
2α
C0R
}
(10)
holds and obtain that (9) also holds. Hence, assuming (10) we obtain that
|∇φ|2 ≥ C
2
0
α2ρ2
=
1
4α2ρ2u2(p)
. (11)
Now we estimate the other term in (6). If {ei}ni=1 is a local orthonormal
frame in Σ, we have from
∆φ =
n∑
i=1
〈∇ei∇φ, ei〉 =
n∑
i=1
〈∇¯ei(∇¯φ− 〈∇¯φ,N〉N ), ei〉
that
∆φ =
n∑
i=1
〈∇¯ei∇¯φ, ei〉+ nH〈∇¯φ,N〉. (12)
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We obtain from (7) that
〈∇¯ei∇¯φ, ei〉 = −
2
R2
(d〈∇¯ei∇¯d, ei〉+ 〈∇¯d, ei〉2)− C0〈∇¯eiγY, ei〉. (13)
On the other hand,
〈∇¯ei∇¯d, ei〉 = HessMd(eˆi, eˆi) + γ2〈Y, ei〉2〈∇¯Y ∇¯d, Y 〉
where eˆi = pi∗ei and pi is the projection from N
n+1 to Mn. Our assumptions
and the comparison Theorem 2.3 for the Hessian in [8] yield
HessMd ≤ g(d)(〈·, ·〉 − dd⊗ dd)
where g = f ′/f . Therefore, using that for the warped product metric
∇¯Y ∇¯d = 1
ρ
〈∇Md,∇Mρ〉Y,
we obtain that
〈∇¯ei∇¯d, ei〉 ≤ g(〈eˆi, eˆi〉 − 〈∇Md, eˆi〉2) +
1
2
〈Y, ei〉2|∇Mγ|. (14)
It follows from (13) that
〈∇¯ei∇¯φ, ei〉 ≥ −
2d
R2
(g(1− γ〈Y, ei〉2 − 〈∇Md, ei〉2) + 1
2
〈Y, ei〉2|∇Mγ|)
− 2
R2
〈∇¯d, ei〉2 − C0〈∇¯eiγY, ei〉.
Since 〈∇¯Y Y, Y 〉 = 0 and hence Y (γ) = 0, we have
〈∇¯eiγY, ei〉 = 〈∇¯eˆiγY, eˆi〉+ γ〈ei, Y 〉〈∇¯Y γY, eˆi〉+ γ〈ei, Y 〉〈∇¯eˆiγY, Y 〉
= γ2〈ei, Y 〉〈∇¯Y Y, eˆi〉+ γ〈ei, Y 〉(eˆi(γ)〈Y, Y 〉+ γ〈∇¯eˆiY, Y 〉)
= γ2〈ei, Y 〉〈∇¯Y Y, eˆi〉+ γ〈ei, Y 〉(eˆi(γ)〈Y, Y 〉 − γ〈∇¯Y Y, eˆi〉)
= 〈ei, Y 〉ei(γ).
We obtain that
n∑
i=1
〈∇¯ei∇¯φ, ei〉 ≥ −
2d
R2
(
g(n− γ|Y T |2 − |∇Σd|2) + 1
2
|∇Mγ||Y T |2
)
− 2
R2
|∇Σd|2 − C0〈∇¯γ, Y T 〉
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where Y T denotes the component of Y tangent to Σ. Since
〈∇¯γ, Y T 〉 = −〈Y,N〉〈∇¯γ,N〉 = − 1
W
〈∇¯γ,N〉,
it follows that
∆φ ≥ − 2d
R2
(ng+(κ−g)γ|Y T |2)+ 2
R2
(dg−1)|∇Σd|2+C0
W
〈∇¯γ,N〉+nH〈∇¯φ,N〉
where
κ =
1
ρ
|∇Mρ| = 1
2γ
|∇Mγ|.
We have from (8) that
nH〈∇¯φ,N〉 = − 2d
R2
〈∇¯d,N〉nH − C0γ
W
nH.
Moreover,
C0
W
(〈∇¯γ,N〉 − nγH) ≥ −γC0
W
(2κ+ n|H|) ≥ −C0√γ(2κ+ n|H|).
We obtain that
∆φ ≥ − 2d
R2
(ng+(κ−g)γ|Y T |2+n|H|)+ 2
R2
(dg−1)|∇Σd|2−C0√γ(2κ+n|H|).
Thus,
∆φ ≥ − 2
R2
(1 + ndg + κ+ n|H|)− 1
2ρu(p)
(2κ+ n|H|).
We denote g0 = max[0,R] dg, κ0 = maxBR κ, ρ1 = minBR ρ and
A0 = 1 + ng0 + κ0 + n|H|, A1 = 1
4ρ1
(2κ0 + n|H|). (15)
It follows that
∆φ > −2E where E = A0
R2
+
A1
u(p)
. (16)
Using (11) and (16) and choosing α = 4, we obtain from (6) that
L
K
≥ ∆φ +K|∇φ|2 > −2E +KP. (17)
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where P = 1/64δ2u2(p) and δ = maxBR ρ. Taking
K >
1
P
(
E +
√
E2 + PL
)
(18)
we obtain a contradiction in (17) and conclude that (10) cannot hold. Thus,
W (q) < C = max
{
2√
3 ρ1
,
16u(p)
R
}
. (19)
Hence,
h(p) = (eK/2 − 1)W (p) ≤ h(q) ≤ C(eK − 1)
where K is given by (18). We obtain (3) choosing
D = log(eK/2 + 1). (20)
To conclude the proof we observe that the same argument in [11] proves
that the restriction that q 6∈ C(p) can be dropped.
3 The proof of Theorem 1
First we obtain a gradient estimate for the entire graph Σ(u) taking R→ +∞
in Theorem 2. Notice that we need g0 = sup[0,+∞] tg(t) < +∞ to hold. But
this is the case choosing
f(t) =
1√
K0
sinh
√
K0 t.
In fact, the functions f , g =
√
K0 coth
√
K0 t and G = K0 now meet all of
the requirements in Theorem 2.
Taking R→ +∞ we conclude that we can choose
C =
2√
3 δ
and E =
1
4δu(p)
(2κ0 + n|H|)
where now κ0 = maxM κ. Then, we can take
K = 8δ(A+
√
A2 + L)u(p) where A = 2(2κ0 + n|H|).
Up to a vertical translation, we may assume that I = [0, T ] for some constant
T > 0. Thus, we can take
K = 8δ(A+
√
A2 + L)T
8
and conclude that there exists a uniform bound for the gradient, i.e.,
|∇Mu| < C1 (21)
at any point for some constant C1 > 0 independent of u.
Next, we argue that H = 0. We claim that the Omori-Yau maximum
principle for the Laplacian holds on Σ(u) in the sense of Pigola, Rigoli and
Setti in [9]. For that we show that the nonnegative function ψ ∈ C∞(Σ)
defined by ψ(x, u(x)) = d2(x) satisfies the three conditions that are required
by Theorem 1.9 in [9]. The first holds since ψ(x) → +∞ as x → ∞. Also
the second is satisfied since
|∇ψ| = 2d|∇d| ≤ 2d|∇Md| = 2
√
ψ.
For the final condition, we have
∆ψ = 2d∆d+ 2|∇d|2 ≤ 2(d∆d+ 1).
We obtain from (12) that
∆d ≤
n∑
i=1
〈∇¯ei∇¯d, ei〉+ n|H|
and from (14) that
〈∇¯ei∇¯d, ei〉 ≤ coth
√
K0 d+
1
ρ
|∇Mρ|.
We conclude that ∆ψ ≤ C2
√
ψ for some positive constant C2 outside a com-
pact set. This implies that the third condition is also satisfied and concludes
the proof of the claim.
Since u = s|Σ and ∇¯s = γY , we have
∆u =
n∑
i=1
〈∇ei∇s, ei〉 =
n∑
i=1
〈∇eiγY T , ei〉
= γ
n∑
i=1
〈∇¯ei(Y − 〈Y,N〉N ), ei〉+
1
γ
n∑
i=1
〈ei,∇γ〉〈ei, ∇¯s〉
= nγH〈Y,N〉+ 1
γ
〈∇γ,∇u〉.
9
Thus,
∆u =
nγH√
γ + |∇Mu|2 +
1
γ
〈∇γ,∇u〉. (22)
We apply the maximum principle for the Laplacian to u as a bounded
function on Σ. Since u is bounded from above there exists a sequence {xk}k∈N
such that
|∇u(xk)| < 1/k and ∆u(xk) < 1/k. (23)
Since u is bounded from below there is a sequence {yk}k∈N such that
|∇u(yk)| < 1/k and ∆u(yk) > −1/k. (24)
It follows from (21), (22), (23) and (24) that H = 0.
To conclude the proof, we observe that now (22) reduces to
∆u+
2
ρ
〈∇ρ,∇u〉 = 0.
This can be written as Lu = 0 where
Lu = e−ϕdivΣe
ϕ∇u
and ϕ = 2 log ρ. Let {xi}ni=1 be a local system of coordinates in Mn with
metric σij = 〈∂xi, ∂xj〉. Then, we have
L = e−ϕdivΣ(e
ϕgijui∂xj)
where
gij = σij − u
iuj
W 2
and ui = σikuk.
It follows from (21) that L is an uniformly elliptic operator in divergence
form. Now, if we view L as a operator acting on Mn and since RicM ≥ 0, it
follows from Theorem 7.4 in [13] that u must be constant.
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