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Résumé 
L'objectif de notre travail et de proposer un outil d'analyse automatique et d'aide à la décision 
basé sur les réseaux de neurones artificiels. La première difficulté consiste dans le choix de la 
modélisation des signaux physiologiques et en particulier de l'électroencéphalogramme (EEG). 
Ce dernier est considéré comme le principal indicateur des stades de sommeil. Une fois la 
modélisation adoptée, l'étape suivante est la conception du réseau de neurones optimal 
déterminé par un processus d'apprentissage et de validation sur des données d'un adulte sain.  
Les résultats obtenus, en moyenne 76% de bonne classification pour six stades, nous 
incitent à approfondir l'étude de cette problématique aux niveaux modélisation et conception 
pour améliorer les performances de notre outil.  
Mots Clés : Réseaux de Neurones Artificiels, Modélisation du signal EEG, Aide à la décision, 
Analyse du Sommeil.  
1 Étude du sommeil  
Dans la routine clinique, l'étude du sommeil consiste en l'acquisition et l'enregistrement d'un 
ensemble de signaux physiologiques au cours d'une nuit de sommeil, suivis par une analyse 
visuelle pour établir le diagnostic. Cette étude se base principalement sur trois signaux : 
l'électroencéphalogramme (EEG), l'électro-oculogramme (EOG) et l'électromyogramme (EMG) 
[3]. L'analyse visuelle consiste à détecter les variations de ces signaux au cours de la nuit. Ces 
changements définissent les états de vigilance qui sont l'éveil et les cinq stades du sommeil : 
stade 1, 2, 3, 4 et le sommeil paradoxal (SP) [2]. Chaque état est caractérisé par la présence d'un 
ou plusieurs indicateurs correspondants à des activités élémentaires et certains grapho-éléments. 
Selon ces indicateurs et en appliquant les règles standard de Rechtschaffen et Kales [7] le 
clinicien associe à une époque de 30s une étiquette correspondant à l'état physiologique. 
La difficulté de l'analyse visuelle se situe dans plusieurs niveaux. Nous pouvons cité par 
exemple les règles d'interprétation qui comportent une part de subjectivité. De plus la détection 
visuelle peut s’avérer difficile à cause des bruits et des artefacts dus au mauvais contact des 
électrodes ou aux mouvements du patient. En fin, il ne faut pas oublier le temps consommé par 
cette analyse qui peut durer quelques heures.  
2 Analyse automatique du sommeil  
Actuellement, pratiquement tous les nouveaux polygraphes numériques sont équipés d'un 
analyseur automatique de sommeil plus ou moins performant. L'intérêt pour ces systèmes est en 
train de se développer dans les services d'étude du sommeil pour des raisons multiples parmi les 
quelles nous pouvons citer :  
 L'augmentation considérable de la demande d'enregistrements et le besoin d'un système 
d'analyse automatique libérant le clinicien de certaines tâches de dépouillement;  
 Le nombre croissant des paramètres intervenant dans un enregistrement polygraphique et 
surtout la nécessité de quantifier et de classer tous ces paramètres.  
La difficulté majeure pour ces systèmes consiste au choix de la modélisation pour les signaux 
physiologiques. Différentes techniques d'analyse sont utilisées : analyse d'amplitude, analyse de 
période, analyse spectrale [12], etc. 
Parmi ces techniques l'analyse spectrale par transformée de Fourrier rapide (Fast Fourrier 
Transform FFT) est la plus utilisée. Ce choix peut s'expliquer par le fait que l'analyse visuelle se 
base essentiellement sur la détection de quelques ondes de fréquences particulières. Parmi les 
techniques de traitement de ces données nous nous intéresserons aux réseaux de neurones 
artificiels (RNA). Les RNA sont largement appliqués dans les domaines en relation avec la 
neurophysiologie : l'analyse de l'EEG [8], l'analyse de la vigilance [5], l'analyse du sommeil 
[9,11], etc.  
3 Réseaux de Neurones Artificiels  
Parmi les différentes architectures des réseaux de neurones artificiels nous avons adoptée pour 
cette étude les Perceptrons Multi-couches (MLP, Multi Layer Perceptron) [4]. Les MLP sont les 
plus utilisés dans les approches à apprentissage supervisé, c'est-à-dire quand une association 
entre deux types de données, représentant respectivement l'entrée et la sortie du réseau, doit être 
apprise. Dans un MLP les neurones artificiels sont organisés en couches. Les neurones 
appartenant à une même couche ne sont pas connectés entre eux. Chaque neurone reçoit ses 
entrées de la couche précédente et transmet le résultat de son traitement à la couche suivante. 
Les deux couches extrêmes correspondent à la couche qui reçoit les données (couche d'entrée), 
et la couche qui fournit le résultat des traitements effectués (couche de sortie). Les couches 
intermédiaires sont appelées couches cachées, leur nombre est variable. La connectivité entre les 
couches successives est totale et chaque connexion est pondérée par un poids.  
4 Matériels  
Nous disposons de l'enregistrement d'une nuit de sommeil d'un adulte de sexe masculin. 
L'analyse visuelle ainsi que le rapport établis montrent qu'il s'agit d'un patient sain. Lors de 
l'analyse visuelle l'expert se base essentiellement sur une seule dérivation d'EEG. Nous 
adopterons cette dérivation comme unique indicateur pour la classification automatique. 
Le tableau (Tab. 1) représente les détails de l'enregistrement effectué ainsi que la 
composition en stades de sommeil avec le nombre d'époques, le pourcentage par rapport au 
Temps Total du Sommeil (%TTS) et le pourcentage par rapport au Temps Total 
d'Enregistrement (%TTE). Le TTS représente la durée cumulée des stades 1, 2, 3, 4  et du 
sommeil paradoxal. Ces valeurs sont obtenues suite à l'analyse visuelle par époque de 30s 
effectuée par un seul expert. Nous donnons à titre indicatif les valeurs théoriques des 
pourcentages des stades par rapport au TTS (%VT-TTS) [2].  
Pour modéliser le signal EEG choisi et construire notre base de données nous avons 
procédé de la manière suivante (Fig. 1) :  
 Le signal est découpé par périodes de 30s correspondants aux époques de l'analyse visuelle;  
 Pour chaque portion du signal nous calculons la puissance spectrale par la transformée de 
Fourrier rapide. De ce spectre nous gardons uniquement les fréquences du domaine spectrale 
des ondes physiologiques (inférieure à 32Hz) tout en éliminant la composante continue;  
 Le spectre de puissance est subdivisé en cinq parties correspondantes aux bandes de 
sommeil ( Delta = [0.5,4Hz] ; Thêta = ]4,8Hz] ; Alpha = ]8,12Hz] ; Sigma = ]12,16Hz] ; 
Bêta = ]16,32Hz]). Pour chaque bande nous calculons sa puissance spectrale relative (PSR) 
qui est égal au rapport de la puissance spectrale de la bande (PSB) sur la puissance spectrale 
totale (PST).  
PSRi=PSBi/PST avec i  (Delta, Thêta, Alpha, Sigma, Bêta)        (1) 
Figure 1 : Modélisation spectrale du signal EEG. 
Ainsi chaque époque de 30s sera représentée dans notre base de données par les cinq valeurs de 
la PSR aux quelles nous associons une étiquette représentant le stade du sommeil.  
  Époques %TTS %VT-TTS %TTE 
Veille 67 - - 6 
Stade 1 54 5 < 10 5 
Stade 2 347 34  50 31 
Stade 3 107 10  10 10 
Stade 4 292 26  10 26 
S. Paradoxal 233 21 de 20 à 25 21 
Table 1 : Composition en stades de l'enregistrement. 
5 Résultats  
Le nombre de neurones d'entrée du réseau utilisé est fixé à 5 correspondant aux 5 valeurs de la 
PSR calculées sur la dérivation de l'EEG (équation 1). Celui de sortie est fixé à 6, un neurone 
pour chaque stade de sommeil en plus de l'éveil. Le nombre des neurones cachés est déterminé 
après une étude de plusieurs configurations, c'est le processus d'apprentissage. 
classé en  Veille Stade 1 Stade 2 Stade 3 Stade 4 S.P. %BC 
Veille 59 0 0 0 5 3 88% 
Stade 1 11 0 17 0 2 24 0% 
Stade 2 3 1 291 0 21 31 84% 
Stade 3 0 0 39 3 52 13 3% 
Stade 4 1 0 9 2 278 2 95% 
S.P. 7 0 16 0 6 204 88% 
Table 2 : Matrice de confusion. 
Le meilleur taux de réussite obtenu parmi les différentes configurations testées est de 
76%. Ce taux est obtenu avec un réseau de neurones dont l'architecture est constituée par 5 
neurones d'entrées, 6 neurones dans la couche cachée et 6 neurones de sorties. Les simulations 
sont effectuées par validation croisée sur dix ensembles tirés aléatoirement de la base de 
données. La matrice de confusion (Tab. 2), résultat de la classification du réseau optimal, 
montre que :  
 La veille, le stade 2, le stade 4 et le sommeil paradoxal sont bien classés;  
 Le stade 1 n'est pas reconnu et il est majoritairement confondu avec le sommeil paradoxal 
puis avec le stade 2;  
 Le stade 3 est faiblement reconnu et il est confondu avec le stade 4.  
Les deux derniers points peuvent s'expliquer par le fait que les stades confondus sont presque 
identiques au niveau de la composition spectrale.  
6 Conclusion  
L'objectif de ce travail est de réaliser un outil d'aide à la décision dans l'analyse du sommeil basé 
sur une technique issue de l'intelligence artificielle, les réseaux de neurones artificiels. Dans cet 
article nous avons présenté une de nos démarches dans la recherche de la configuration la plus 
performante. La configuration présentée donne un taux de bonne classification de 76% pour les 
6 stades. Les travaux équivalents, au niveaux de l'utilisation des réseaux de neurones artificiels 
et de la classification en 6 classes, donnent des résultats qui varient entre 61 et 80% [9]. Cette 
démarche montre la limite de la modélisation par FFT adoptée dans notre étude et qui se 
manifeste par la confusion entre les stades équivalents au niveau spectral. Un autre choix de 
paramètres et/ou l'ajout d'autres paramètres issus d'autres techniques de modélisation pourront, 
peut être, améliorer les résultats obtenus.  
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