Absolute parameters of 509 main-sequence stars selected from the components of detached-eclipsing spectroscopic binaries in the Solar neighbourhood are used to study mass-luminosity, mass-radius and mass-effective temperature relations (MLR, MRR and MTR) 
INTRODUCTION
The main-sequence mass-luminosity relation (MLR), discovered by Hertzsprung (1923) and Russell, Adams & Joy (1923) independently in the first half of the 20th century, is one of the fundamentally confirmed and universally recognized astronomical relations. Throughout the century it has been revised, updated and improved upon as newer and more accurate data became available. Among the many authors contributing to those revisions, some of the most notable include Eddington (1926) , McLaughlin (1927) , Kuiper (1938) , Petrie (1950a,b) , Strand & Hall (1954) , Eggen (1956) , Popper (1967 Popper ( , 1980 , McCluskey & Kondo (1972) , Heintz (1978) , Cester, Ferluga & Boehm (1983) , Griffiths, Hicks, & Milone (1988) , Henry & McCarthy (1993) , Demircan & Kahraman (1991) , Andersen (1991) , Gorda & Svechnikov (1998) , Ibanoǧlu et al. (2006) , Malkov (2007) , Torres, Andersen & Giménez (2010) and Gafeira, Patacas (2012) . Recently, Eker et al. (2015) , Benedict et al. (2016) and Moya et al. (2018) have also contributed to those revisions. Empirical MLRs are useful to provide an easy and independent way of testing the absolute brightness or parallax of a main-sequence star once its mass is estimated. Conversely, a MLR is also useful, to estimate masses of single main-sequence stars from their observationally determined luminosities. Furthermore, an accurate MLR has practical applications in extragalactic research, since it can be used along with the stellar content of a galaxy, to estimate the stellar mass of a galaxy.
In contrast, mass-radius relations (MRR) for main-sequence stars began to appear in the literature only after the mid-20th century (McCrea 1950; Plaut 1953; Huang & Struve 1956; Lacy 1977 Lacy , 1979 Kopal 1978; Patterson 1984; Gimenez & Zamorano 1985; Harmanec ⋆ E-mail: eker@akdeniz.edu.tr law clearly indicates stellar luminosities are related to stellar radii and effective temperatures. Having empirically determined MLR and MRR available, one is not free to determine another independent mass-effective temperature relation (MTR). Thus, independent MTR determinations have not yet been attempted.
Unfortunately, there is no consensus on what functions properly express the MLR and the MRR. Most early research studied relations between bolometric absolute magnitude (M bol ) and mass (log M), while later authors studied relations between log L and log M.
The most common relations are linear (Eggen 1956; McCluskey & Kondo 1972; Heintz 1978; Kopal 1978; Cester et al. 1983; Griffiths et al. 1988; Demircan & Kahraman 1991; Henry & McCarthy 1993) and quadratic (Petrie 1950a,b; Demircan & Kahraman 1991; Henry & McCart 1993; Fang & Yan-ning 2010) . In addition, there have been studies into the use of third or fourth degree polynomials for the MLR or MRR (Demircan & Kahraman 1991; Malkov 2007; Gaferia et al. 2012 ).
Almost a century-long history and the latest developments regarding the MLR and MRR functions have been summarized and revised by Eker et al. (2015) . MLR revisions are based on the simplest form (L ∝ M α ) for a subset of Galactic nearby main-sequence stars with masses and radii accurate to 3% and luminosities accurate to 30%. The basic stellar astrophysical data (M, R and T ef f ) were taken from "The Catalog of Stellar Parameters from the Detached Double-Lined Eclipsing Binaries in the Milky Way" by Eker et al. (2014) .
The revised MLRs were determined according to a constant power law (∝ M α ) within four distinct stellar mass domains (low mass: 0.38 M/M ⊙ 1.05, intermediate mass:
1.05 < M/M ⊙ 2.40, high mass: 2.4 < M/M ⊙ 7, and very high mass: 7 < M/M ⊙ 32), identified according to the efficiency of stellar energy production per stellar mass (L/M).
The four-piece linear MLRs were argued to be preferable to a single linear, quadratic or cubic relation within the total range of stellar masses studied 0.38 < M/M ⊙ 32.
The mass-radius and the mass-temperature diagrams were studied by Eker et al. (2015) , but derivations of MRR or MTR were not attempted. While stars with masses of M < 1M ⊙ exhibit a very narrow distribution of radii, stars with masses of M > 1M ⊙ in contrast, exhibit a very broad distribution of radii. No single function therefore, was found suitable to express the MRR of main-sequence stars in the M-R diagram. Like the earlier studies, which were satisfied with MLR only, calibration of MTR was not considered.
Crucially however, the MRR and MTR functions, as well as the MLR functions, are needed by the astronomical community for practical purposes. Those include the need to be able to estimate a typical luminosity, radius and T ef f for main-sequence stars of a given mass.
Despite such a common need, however, a database of typical luminosities, temperatures, radii and spectral types of the main-sequence stars in the Solar neighbourhood has not yet been fully compiled. Indeed, most of the astronomical community still commonly uses the two tables for main-sequence stars by Cox (2000) , which were compiled from Hoxie (1973) ; Lacy (1977) ; Schmidt-Kaler (1982) ; Johnson (1966) and de Jager & Nieuwenhuijzen (1987) .
One of the tables (Table 15 .7 in Cox 2000) gives calibration of absolute magnitudes of MK spectral types (Spectral type, M V , B − V , R − I, T ef f and BC). The other table (Table   15 .8 in Cox 2000) , however, indicates typical mass (M), radius (R), log g, mean density
and rotation speed for a main-sequence star of a given spectral type with a footnote: "A column indicates an uncertain value". Obviously, the column with spectral types was chosen as a tie or a connecting column between the two tables where the former one is sufficiently reliable but the later one is not. Therefore, calibration tables with spectral types, T ef f , colours and bolometric corrections, such as a table produced by Sung et al. (2013) , could not be associated with absolute parameters such as masses (M) and radii (R) with sufficient accuracy.
In this study, the empirical MLRs for main-sequence stars by Eker et al. (2015) are updated, and extended in order to simultaneously determine new MRR and MTR functions.
The derived functions (MLR, MRR and MTR), we claim, do indeed produce a typical luminosity, a typical radius, and a typical effective temperature that is consistent with the Stefan-Boltzmann law (L = 4πR 2 σT 4 ef f ) for a typical main-sequence star of a given mass. That is, newly determined MLR, MRR and MTR functions are not independent but interrelated, so they can be used for assigning an absolute M and R with sufficient accuracy to the spectral types and T ef f given in observationally determined calibration tables, such as the one given by Sung et al. (2013) , for the Solar neighbourhood main-sequence stars.
THE DATA

The preliminary sample
The primary data source of this study is the updated "Catalog of Stellar Parameters from the Detached Double-Lined Eclipsing Binaries in the Milky Way" by Eker et al. (2014) . The older version, which provided parameters published up to January 2, 2013, was updated to Interrelated Main-Sequence Relations 5 include parameters published up to January 2, 2017. The number of detached double lined eclipsing binaries increased from 257 to 319, even after removing the three systems (GZ Leo, DH Cep, NSVS 01031772), since they were found not fitting to the criteria of Eker et al. (2014) . In all therefore, 65 new systems were included, while masses (M), radii (R) and effective temperatures (T ef f ) for 33 systems in the older version were renewed with the new values published after January 2013 and up to January 2017.
The total number of stars is now 639, when the components of the binaries are counted separately. The number is not even because one of the new systems (TYC 6212-1273-1) is an eclipsing detached spectroscopic triple (SB3). With 125 new stars added to the old version, the number of stars is increased by 24%. Further, in addition to increasing the quantity of our data, there has also been an increase in the quality. The number of stars with both M and R measurements better than 1% uncertainty is increased from 93 to 134. The number of stars with both M and R measurements better than 3% uncertainty is increased from 311 to 400. The number of stars with both M and R measurements better than 5% uncertainty is increased from 388 to 480.
Unfortunately, not all stars in the catalog have published T ef f because some authors (Young et al. 2006; Shkolnik et al. 2008; He lminiak et al. 2009; Sandquist et al. 2013) prefer to give temperature ratios rather than component temperatures as solutions of observed radial velocity and light curves of the detached eclipsing binaries. Therefore 586 stars with published T ef f in the updated catalogue were chosen as the preliminary sample for this study.
The basic astrophysical parameters of 586 stars in the preliminary sample are listed in Table 1 . The columns are self explanatory to indicate: identification number (ID), name, component ID, celestial coordinates (International Celestial Reference System in J2000.0), spectral type, reference; M, error of M; R, error of R; log g, error of log g; reference; T ef f , error of T ef f ; reference and remarks. Usually, the spectral types, M, R, log g, and T ef f of the components of a detached binary are found in a single reference. However, rarely, some velocity and light curve solutions appear without temperatures and/or spectral types (Young et al. 2006; Shkolnik et al. 2008; He lminiak et al. 2009; Sandquist et al. 2013 ) giving temperature ratios rather than individual temperatures. Thus we had to assign three columns in Table 1 as references for the columns before them. Moreover, M and R collected from older references are homogenized and re-evaluated using recently updated and more accurate constants GM ⊙ = 1.3271244 × 10 20 m 3 s −2 (Standish 1995) and R ⊙ = 6.9566 × 10 8 m (Haberreiter, Schmutz & Kosovichev 2008) by Eker et al. (2014) . Therefore, absolute parameters M, R and log g coming from the older references are given a single reference. Interested readers may follow the references given in Eker et al. (2014) for the original published values. (a) * : very accurate (M and R errors 3%) * * : accurate (M and R errors 3-6%) * * * : less accurate (M and R errors 6-15%) 1 : Discarded because M or R error(s) > 15% 2 : Discarded according to the position on M − R diagram (outside the limit defined by PARSEC models (Bressan et al. 2012 ) with 0.008 Z 0.004) 3 : Discarded since oversized and hotter than normal main-sequence stars (Iglesias-Marzoa et al. 2017 ) GLB : Discarded because of member of a globular cluster
The sample and its constraints
The preliminary sample of 586 stars is not homogeneous, as required for reliable study of the MLR, MRR, and MTR functions. In fact, it is heterogeneous in at least one respect.
It contains only mostly Solar neighbourhood disc stars, as well as some globular cluster stars. Indeed, the preliminary sample is heterogeneous in another respect. It contains only mostly main-sequence stars, as well as some non-main-sequence stars with relative M errors showing a peak at 1% and relative R errors showing a peak at 2%, which are similar to the error distributions studied by Eker et al. (2014) . Therefore, in order to study the MLR, MRR and MTR functions of purely main-sequence stars located specifically in the Solar neighbourhood and within the Galactic disc, additional constraints in our sample selection procedures are required. The first constraint to apply is the relative errors of M and R.
Constraining relative errors of M and R
Limiting accuracy on observational M and R values are important for astrophysical point of view in order to compare stellar structure and evolution models with actual observations.
Therefore it is common to have a limiting accuracy decided by researchers according to the nature of the study involved, nevertheless it is arbitrary in most cases. Andersen (1991) preferred to collect detached, double lined binary systems with M and R measurements accurate to 2%. Torres et al. (2010) slightly extended this limit to 3%. However, studying MLR of low mass stars Henry & McCarthy (1993) Malkov (2007) were satisfied with M and R accuracies up to 10%.
"Single-parameter relations used to predict M and R for single stars are limited to an accuracy of some ±15% in M and ±50% in R, basically independent of the number and accuracy of the data used to establish the relations" commented Andersen (1991) . Therefore, for this study, we preferred the limiting accuracy to be 15%. Since there are only 17 among 586 stars have M or R accuracies worse than 15%, the number of stars in the study sample is reduced to 569 after the first constraint.
Constraining with respect to spatial distribution
Constraining the study sample according to Galactic locations is also necessary because it has been known since almost a century now that the stars in the Galactic disc are mostly metal-rich Population I stars while the stars in globular clusters or in halo are metalpoor Population II stars, which show different mass-luminosity relations because of their metallicity and age differences. Searching through the preliminary sample, we have found 12 stars (six binaries) belonging to these three globular clusters: 47 Tuc (one binary by Thompson et al. 2013) , NGC 6362 (two binaries by Kaluzny et al. 2015) and M4 (three binaries by Kaluzny et al. 2013) . After removing these globular cluster members, the number of the stars in the study sample is reduced to 557 after the second constraint.
Constraining metallicity and age
In order to determine MLR, MRR and MTR for main-sequence stars at Solar vicinity in the Galactic disc, we must also constrain our sample by identifying main-sequence stars within the observed distribution of metallicities. Unfortunately, the number of detached binaries with reliable metallicity is very limited. Among 176 detached binaries in the online database DEBCat 1 by Southworth (2015) , metallicity information exists for only 66 systems, some of which are not real measurements but assumptions, and some of which have low accuracy. Studying the metallicity and age contributions to MLR for main-sequence stars, Gafeira, Patacas, & Fernandes (2012) were able to work with only 13 binaries out of 94 in the list of Torres et al. (2010) Instead, T ef f given by models is computed from the predicted L and R according to the Stefan-Boltzmann law. Today, there are many theoretical stellar evolution models available. Notable examples include: Geneva Grids of Stellar Evolution Models (Schaller et al. 1992; Schaerer et al. 1993) , Padova Database of Stellar Evolution Tracks (Girardi et al. 2000; Marigo et al. 2008; Bertelli et al. 2008 Bertelli et al. , 2009 Girardi et al. 2010; Bressan et al. 2012; Chen et al. 2015) , Yonsei-Yale Isochrones (Demarque et al. 2004 (Demarque et al. , 2008 , Victoria-Regina (Paxton et al. 2011 (Paxton et al. , 2013 (Paxton et al. , 2015 Dotter 2016; Choi et al. 2016 ), others such as Pols et al. (1998) , Yıldız (2015) , and more.
PARSEC is an extended and updated version of the stellar evolution model previously Table 2 . The Z values used by pre-computed PARSEC models (Bressan et al. 2012) are marked above for comparison.
used by Bressan et al. (1981) , Girardi et al. (2000) , and Bertelli et al. (2008 Bertelli et al. ( , 2009 , as thoroughly described by Bressan et al. (2012) . In order to differentiate peculiar stars with metal content outside the limits indicated by the histogram distribution ( Fig. 1 ) and probable non-main sequence stars (pre or post main-sequence), we have also chosen to use zero age main-sequence (ZAMS) and terminal age main-sequence (TAMS) lines for low metallicity limit (Z = 0.008); for Solar metallicity (Z = 0.014) and for high metallicity limit (Z = 0.040) as given by Bressan et al. (PARSEC models, 2012 ) since these models cover the full ranges of stellar masses of the current sample and their internal physics were updated recently (Chen et al. 2015) . Why these upper and lower Z limits were chosen is demonstrated in Fig. 1, where corresponding Z values were marked just above the histogram distribution.
The ZAMS line indicates the beginning of the main-sequence phase, while the TAMS indicates the end of the main-sequence phase, when hydrogen is exhausted (X = 0) in the centre of the core. Main-sequence stellar lifetime is a strong function of M, in that massive stars have shorter lifetimes than less massive stars. Therefore, it is not possible to fix an age and say all the stars younger than this age are main-sequence. It is a known fact that the field main-sequence stars have different metallicities and different ages. Thus, all stars located between ZAMS and TAMS are considered on the main-sequence.
Because M and R are the most reliable and directly accessible observational parameters among the other parameters such as L, and T ef f from the simultaneous solutions of radial velocity and light curves of detached eclipsing spectroscopic binaries, we have chosen to use the log M − log R diagram to identify main-sequence stars and differentiate probable pre Interrelated Main-Sequence Relations 13
and post main-sequence stars using the PARSEC models and according to metallicity limits Z = 0.008, and Z = 0.040, as indicated by the histogram distribution in Fig. 1 . Fig. 2 shows the candidate stars rejected and the selected stars retained for our study sample, based on the constraints on metallicity and age using the ZAMS and TAMS lines from PARSEC models (Bressan et al. 2012) . We have identified 46 stars above the TAMS lines which could be considered probable non-main-sequence stars either evolved off the main sequence, most likely for massive (M > 1M ⊙ ), or evolving towards the main-sequence, most likely for less massive (M < 1M ⊙ ) stars. We identified one star (primary of TY Cra) below the ZAMS lines. After discarding 47 stars, the number of stars in the study sample is reduced to 510 stars, which all are main-sequence stars in the Solar neighbourhood and the Galactic disc, with a good probability of having an approximately Solar metallicity of [Fe/H] = 0 dex,
We found only one binary (HD 187669) of both components appear to be evolved of the main-sequence in the sub-sample with metallicities ( Fig. 1 ). So, we may consider that 70 out of 509 (∼ 14%) stars in the study sample have metallicity measurements. Thus, we may assume that the metallicity distribution of the study sample is similar to the distribution displayed in Fig. 1 .
Special case, primary of T-Cyg1-12664
The primary of T-Cyg1-12664 (KIC 10935310) is a peculiar star. It is oversized, spotted and hotter than the stars in its mass range (Iglesias-Marzoa et al. 2017) , while its secondary is a cool star near the mass boundary for fully convective stars obeying the mass luminosity relation of low mass stars. Therefore, we also removed the primary of T-Cyg-12664 from the study sample, thus the number of stars in the study sample reduced to 509.
Accuracies in the study sample
There were 268 stars in the list of Eker et al. (2015) who last calibrated the classical MLR.
The number of main-sequence stars in this study is increased to 509. That is, the number of stars are almost doubled, where 345 stars have accuracies up to 3%, 88 stars have accuracies 3-6%, and 76 stars have accuracies 6-15% for both M and R. Deselected stars in the preliminary sample (77 stars) and selected stars (the study sample) and their M and R accuracies (3%, 3-6% or 6-15%) are indicated in the last column of the Table 1 . Why the present data were not limited to 3% will be discussed later. Perhaps the most important aspect of the present sample is the extension of the mass range towards the low-mass stars. The low mass limit in the present sample is 0.179M ⊙ , while previously it was 0.38M ⊙ (Eker et al. 2015) . Thus, 0.179 M/M ⊙ 31 is the largest and most numerous mass ranges established for main sequence stars with accurate absolute parameters and an estimated metallicity distribution (0.008 Z 0.040).
The Classical MLRs
Mass-luminosity distribution of the present study sample of 509 stars is displayed in Fig.   3 . Definitely, it is more crowded and better constrained than the distribution displayed by Choi et al. (2016) , who plotted DEBcat stars by Southworth (2015) and stars from the list of Torres et al. (2010) (see Fig. 21 in Choi et al. 2016) . Considering that the preliminary sample of this study already included components of the same detached eclipsing binaries given by Southworth (2015) and Torres et al. (2010) , the constraints applied in this study successfully gave a narrower distribution when compared to theirs. For example, the distribution given by Choi et al. (2016) suggests that their list includes components of detached binaries from globular clusters and the Magellanic Clouds. We eliminated such stars and allowed only Solar neighbourhood stars. Further, our study's sample stars have been additionally confirmed to be main-sequence stars, based on applying the theoretical ZAMS and TAMS lines given by PARSEC models (Bressan et al. 2012) , and to have metallicity limits within 0.008 Z 0.040.
In earlier studies, when the number of data was limited, a single MLR function could fit the existing data on a log M − log L diagram. With the present study sample, however, in the full range of masses 0.179 M/M ⊙ 31, as shown in Fig. 3 , it is clearly evident that a physically meaningful simple function would not adequately fit to the luminosities for all 509 main-sequence stars. One way to describe the present data is to use multiple lines (log L = a log M + b, where a, b are coefficients, to be determined) or a polynomial with n + 1 number of coefficients, where n is the degree of the polynomial, which would fit the present data set at best. In the first case, the number of linear lines, in the second case the degree of polynomial is arbitrary.
We applied an F-test in order to see which method is feasible and physically more meaningful. Starting from n = 1 up to n = 6, we produced six polynomials fitting the full range of the data displayed in Fig. 3 by the least squares method. Polynomials were evaluated and compared to the six-piece linear functions (classical MLRs), where the piece of polynomial and best fitting line were computed at 500 random mass points between predetermined break points shown in Fig. 3 . The break points separating the mass domains (ranges) could we chosen arbitrarily. Instead, we chose to maintain the previously determined three break points and four mass domains established by Eker et al. (2015) , and added two more break points together with the extended mass range. Thus, the number of mass domains in our present study has increased to six. Our study's requirements for, and the physical significance of these break points will be discussed later. Looking at each domain in Table 3 , the F-values get smaller and become saturated as the degree of the polynomials increases. Since the F-values get smaller while being bigger than the p values, a higher degree polynomial is better at representing the data than the polynomial with a lower degree. Although a higher degree polynomial is more eligible fitting data, there must be a point to stop increasing its degree because the standard deviation reaches its optimal value and starts not changing anymore by increasing the degree of the polynomial. According to Table 3 , a polynomial of a sixth degree (implied by the F-test in domains 1, 2 and 3) or a polynomial of a fifth degree (implied by the F-test in domains 4, 5 and 6) is equally likely to be used instead of six-piece classical (linear) MLR. This result of Table 3 is also confirmed in Fig. 3 that the sixth degree polynomial and linear MLRs are not differentiable (appear same) especially in domains four and five, but the data appear to be represented better by linear MLRs for the other domains; the difference between the line and the polynomial is especially noticeable in the first and in the last domains.
Although, for representing the data, a sixth degree (or fifth degree) polynomial is equal to the linear lines (classical MLRs), such a polynomial does not produce physically meaningful According to the statistics given in Table 4 
MRR and MTR
The distribution of observational radii and effective temperatures of the present study sample are displayed in Fig. 5 . Except for the low mass end, general appearance is similar to the diagrams shown by Eker et al. (2015) . Thus, the log M − log R diagram is still discouraging to define a unique MRR, even though it is possible mathematically by various methods; e.g.
the least squares method. The width of the distribution is not uniform throughout the full mass range; thus it is very dissimilar to the distribution of luminosities on the log M − log L diagram (Fig. 3) . On the other hand, the distribution on the log M − log T ef f diagram roughly resembles the distribution on the log M − log L diagram. However, because of the wavy appearance of the distribution for the range of masses M < 1.5M ⊙ , it does not appear possible to find a single, smooth and adequately fitting function capable of representing both the wavy part and the rest of the temperatures.
Since neither diagram appears amenable to defining a single MRR or MTR, we have chosen to study the interdependence between the luminosity L and other published parameters, including M, R and T ef f . The calibrated MLR functions provide L as a function of M for the full range of masses in this study. Similarly, the Stefan-Boltzmann law requires that published R and T ef f cannot be independent of L as well as M. Therefore, having the parameter M on the horizontal axis, and the same stars on all diagrams (log M − log L, Interrelated Main-Sequence Relations 21 log M − log R, and log M − log T ef f ), the interdependence of the three diagrams is valid at each value of M as well as over the full range of masses.
The interdependence, however, allows one to choose a particular part of log M − log R diagram that is able to be fit by a smooth MRR function, and to then compute the R(M) function for the rest by using the MLR and MTR functions. The same is true with the log M − log T ef f diagram. The smooth part of it could be chosen to calibrate an empirical MTR and then, for the rest the T ef f (M) could be computed from the MLR and MTR functions. This approach not only solves the problem of defining MRR and MTR for the full range of masses, but also gives us an opportunity to confirm or reject pre-determined MLR and MRR, from which T ef f (M) were computed. Vice versa to confirm or reject the pre-determined MLR and MTR, from which R(M) were computed. As a result, the data on the broad band-like part of the log M − log R diagram, and the data on the wavy part of the log M − log T ef f diagram will be useful for confirming the initially determined and interrelated MLR, MRR and MTR functions.
Examining log M − log R diagram (Fig. 5a ), one can see the distribution of stellar radii for the stars with M 1.5M ⊙ (log M/M ⊙ 0.176) is narrow and smooth. Thus, this is the part of that diagram most eligible to define an empirical MRR. On the other hand, stars with (M > 1.5M ⊙ ) on the log M − log T ef f (Fig. 5b) are smoother than the rest of data, thus it is most eligible to define an empirical MTR. and standard deviation (σ). A MRR function has not been determined for the mass range a logarithmic scale in Fig. 6b (lower panel) . Therefore, the same numbers in the horizontal axis do not imply the same masses. (Fig. 6 ).
For our study, we felt it important to obtain two partial smooth functions (MRR, MTR), one for radii and one for temperatures, covering the full range of main-sequence masses. This is necessary in order to determine interrelated MLR, MRR and MTR functions over the full range of masses of the present study sample of main-sequence stars. It is interesting to note however, that among the three higher mass break points of ∼ 1.05, ∼ 2.4 and ∼ 7M ⊙ found by Eker et al. (2015) , at least one can be logically related to the p-p chain since "The p-p chain is the main energy source for stars less massive than the Sun, whereas the CNO cycle becomes dominant for the stars more massive than the Sun. Thus, we surmise that the break point at 1.05M ⊙ is just an indication of this change. There could be similar reasoning related to the efficiency of stellar energy production mechanisms at the other break points..." already commented in Eker et al. (2015) , who encouraged nuclear astrophysicists to further investigate the physical facts behind these break points.
With the present study's sample of stars enlarged to include more low mass stars, we appear to have identified two more break points, those at ∼ 0.45M ⊙ and ∼ 0.72M ⊙ . Both break points are clearly evident on both the mass-luminosity and the mass-temperature diagrams in Fig. 7a and Fig. 7c . Actually, the first break points in Fig. 7c Further, the break points we have identified along the mass axis, which we were not aware of prior to this study, were discovered serendipitously from their appearance in the MLR, MRR, and MTR functions obtained in this study, as based on both the theoretical ZAMS and TAMS lines of PARSEC models (Bressan et al. 2012) and the Stefan-Boltzmann law.
Main-sequence stars are in a state of thermal equilibrium, such that their energy is radiated away from their surface at the same rate at which it is produced by nuclear reactions in their interior. Therefore, the change of luminosity as a function of M, as shown on the log M − log L diagram, indicates a physical change in the mean energy generation rate as a function of M. Since energy generation rate is a direct result of the efficiency of p-p chain and/or CNO cycle, the exact underlying explanations of the break points is probably related to both the efficiency and the type of the nuclear reactions involved. The stars with M << 0.45M ⊙ are fully convective; thus, moving on mass axis while getting close to the first break point, a radiative region in the centre of the core develops and grows. So after the limit M > 0.45M ⊙ , the core gradually gets free of convection which brings fresh but cool material.
Thus p-p chain reactions become more efficient. There could be two explanations for the break point at 0.72M ⊙ . The first; p-p chain reactions must be improving not only by increase of pressure, density and temperature but also engaging various types of p-p chain, so each additional chain may contribute as an extra energy source in addition to already existing one. The second; although it would be inefficient like in the Sun, the CNO cycle reactions may start contributing for the stars M > 0.72M ⊙ . We already mentioned the possibility that CNO cycle reactions may dominate for the stars M > 1.05M ⊙ and similar reasons related to the efficiency of stellar energy production mechanisms at the other break points.
We encourage nuclear astrophysicists again to investigate the physical facts and reasoning behind all the break points. 
Locus values on MLR, MRR and MTR and comparing them to other determinations
Interrelated MLR, MRR and MTR are displayed in Fig. 9 together with the locus of mainsequence stars in the Solar vicinity and Galactic disc. The locus points are obtained by binning on the mass axis. Binning is fairly arbitrary, except that we used narrower bins for low mass stars and wider ones for higher mass stars. In addition, bins were optimized so as not to lose information and to be able to maintain the statistical significance of each bin.
The mass ranges of the bins are listed in Table 6 , where the number of stars in each bin is given in the second column. The next three columns display the mean values for the masses, radii and effective temperatures of the stars, which are grouped according to the mass ranges given in the first column (bins). A mean value is calculated as a simple arithmetic average, e. g. sum of masses divided by the number. Mean spectral types were also determined and Table 6 . Mean absolute parameters (locus points) of the present main-sequence stars sample. listed in column six in Table 6 . Published spectral types of the components listed in Table   1 were used in estimating the mean spectral type of the stars contained in each bin. Mean bolometric absolute magnitudes were calculated and listed in column seven according to
Mass Range
Pogson's relation as:
where (M bol ) ⊙ = 4.74 (Cox 2000) is used. Mass to luminosity ratio is critical for extragalactic astronomers when modeling galaxies and/or searching for dark matter, while mean energy production for stars with different masses is of interest to nuclear astrophysicists, so both are included in the table. The calibrated MRR of this study is compared to other determinations in Fig. 11 . The most recent MRR function is given by Malkov (2007) , which is a cubic function of log M to provide log R within the limits −2 < log(M/M ⊙ ) < 1.5. Demircan & Kahraman (1991) also gave two-linear equations valid for from 0.1 to 18.1M ⊙ ; the first one is a single line and the other is a two-piece broken line with a break point at M = 1.6M ⊙ . The most significant difference between the present study and the other three is that the others overestimate radii for stars of M < 1M ⊙ and underestimate radii for stars of M > 1M ⊙ up to roughly
The calibrated MTR is compared to previous MTRs which are implied by the calibrated MLR and MRR of previous studies (Malkov 2007; Demircan & Kahraman 1991) It is customary when combining two tables of stellar data, one containing photometric data and the other the absolute parameters, to connect both tables by a common single column showing the spectral types as given in both tables, as done by Cox (2000) and as discussed in the introduction. Spectral types however, are the least reliable parameter to be determined from the combined solutions of radial velocity and light curves of the detached double-lined eclipsing binaries. It is usually estimated from the effective temperatures and the colours of the components by looking at pre-determined tables listing spectral types and temperatures and colours. Therefore, for this study we chose to use the column with T ef f as the connecting column, rather than the column with spectral types. Table 7 is produced by combining the photometric data of Sung et al. (2013) , which is from a large number of open clusters with different ages and typical absolute parameters adjusted from the MLR, MRR and MTR functions calibrated in this study. The columns of Table 7 indicate spectral types, logarithm of T ef f , B − V , U − B, and bolometric correction in the first five columns and in the same order given by Sung et al. (2013) . The rest of the columns are visual absolute magnitude (M V ), T ef f , and then absolute parameters M, R, log g, M/L in Solar units and finally L/M in cgs units. Unlike Table 6 which is listing the locus points according to increasing masses, Table 7 is opposite in displaying indicated columns as decreasing masses.
For the stars M > 1.5M ⊙ , T ef f (M) function in Table 5 was used to calculate T ef f in column 7. By trial and error, that is, different values of M was tried until proper T ef f is produced which is given in the second column kept logarithmic as its original form in Sung et al. (2013) . Once a typical M is produced in accord with the spectral types and log T ef f (first and second columns), then typical L (not listed) is calculated from the MLR function of this study. Consequently, the typical L is converted to M V using the bolometric correction given in column 5. M V , then, is listed in column 6. Morever, using typical L (not Table 7 . Spectral types, colours and bolometric corrections and mean absolute parameters of the main-sequence stars according to SOS and MLR, MRR, MTR functions defined in this study. listed) and T ef f in column 7, typical R is calculated according to L = 4πR 2 σT 4 ef f . Finally, the last three columns are produced from the typical luminosities and masses.
T ef f for low mass stars M 1.5M ⊙ , both the R(M) function given in Table 5 and the L(M) functions given in Table 4 are used. Again, various values of M were tried until T ef f which has same log T ef f value in the same row were found from the relation L = 4πR 2 σT 4 ef f , where L and R comes from R(M) and L(M).
For the most massive O2, O3, and O4 stars shown in the first three rows of Table 7 , the calculated masses of 64, 44, and 35M ⊙ all exceed the 31M ⊙ upper limit of the mass range studied here. Note however, that those masses are extrapolated values, based on the T ef f (M) and L(M) functions and corresponding radii. Rather than leaving the first three rows of Table 7 empty, we chose to show the extrapolated values. Readers interested in the most massive stars in particular should be aware of the difference.
More accurate data or more data?
At earlier times, when observational data were limited, astronomers were collecting all data without paying attention to its quality. When determining their MRR, Gimenez & Zamorano (1985) used observed radii from five resolved binaries, 14 visual binaries and 12 OB binaries with less accuracy. Demircan & Kahraman (1991) used observational data of 70 eclipsing binaries including the ones with main-sequence components of detached, and semi-detached and OB-type contact and near-contact systems. Especially after critical compilation of absolute dimensions of binary components by Popper (1967 Popper ( , 1980 , Andersen (1991) was the first author, who was very selective when collecting detached double-lined eclipsing systems having masses and radii within 2% uncertainty. Gorda & Svechnikov (1998) too collected stellar masses and radii with accuracies within 2-3% from photometric, geometric, and absolute elements of 112 eclipsing binaries with both components on the main sequence. While Henry & McCarthy (1993) and Malkov (2007) were a little bit more tolerant accepting accuracies 15% and 10% respectively, Torres et al. (2010) collected masses and radii of eclipsing binaries within 3% in order to study MLR and MRR diagrams. In our previous study (Eker et al. 2015) , we have followed the trend of preferring the highest accuracy when collecting absolute parameters of detached eclipsing double-lined spectroscopic binaries with both M and R accuracy 3% and accuracy of L 30% when calibrating a four piece MLR.
In this study, however, we have decided not to follow the same trend because we have noticed that the accuracy of the effective temperature of a star, if computed from its M and observational random errors of M and R. If a bolometric luminosity is computed from R and T ef f , through the Stefan-Boltzmann law, the propagated random error of the luminosity is much larger than the observational random errors of M and R since
It makes no difference whether or not measurements of L come from the observed R and T ef f as in the case of eclipsing binaries or directly from star's bolometric absolute magnitude if its parallax was known. In the latter case, huge parallax errors and error in bolometric correction may make ∆L/L even larger. The position of a main-sequence star on a log M − log L diagram does not only depend on observational parameters but also depends on its chemical composition and evolution (age). In fact, distribution is more affected by chemical compositions and ages than random observational errors. Thus, if L is predicted from a MLR function according to M, then uncertainty contributions of observational parameters are negligible when compared to the uncertainty contributions from the chemical composition and evolution (Andersen 1991; Torres et al. 2010; Eker et al. 2015) . Using more accurate M does not improve the predicted value of L. On the contrary, there is a tolerance limit for M, which could be calculated as
where ∆L/L = σ/0.4343, in which σ is the standard deviation of data on the log M − log L diagram. Unless observational uncertainty of M is greater than the tolerance, the predicted L and its relative uncertainty would be the same for a given MLR function. For example, let us assume the standard deviation in very high-mass domain is σ = 0.158, as given in Table   3 of Eker et al. (2015) . The relative uncertainty of L due to this dispersion would be 36%
according to ∆L/L = σ/0.4343. If the power of M (L ∝ M α ) is α = 2.726 as also listed in the same table of Eker et al. (2015) , the tolerance of M is about 13%. This means that, unless observational error of M is more than 13%, the relative uncertainty of L is the same, because it is determined by existing dispersion (∆L/L = σ/0.4343) even if the value of M is errorless.
Therefore, limiting M and R accuracies to a smaller percentage (such as 3%) will cause loss of data rather than a gain in information. According to Table 5 of Eker et al. (2015) , the minimum tolerance is about 6% for stars in the low mass and intermediate-mass domains.
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Therefore, for this study, we chose to set our limiting accuracy to at least 6% when selecting the 509 main-sequence stars to use for determining and calibrating the MLR, MRR and MTR functions obtained.
Obviously the number of data is very important because each single datum contributes according to its accuracy, precision and/or position on the diagrams. Eliminating some data according to a limiting accuracy may discard crucial information, so that studying with the highest accuracy may not always mean gaining more information. So we decided not to discard stars with M and R accuracies up to 15% in order not to lose information. Lowering the limiting accuracy from 3% to 6% caused us to gain 88 stars. Setting the limit to 15% made us gain 76 more stars. Otherwise, with a 3% limit, the present sample would have numbered only 345 stars, compared to the 509 stars in the present sample.
Adding more stars permitted us to define the ultra low-mass domain (0.179 M/M ⊙ 0.45). According to Table 4 , there are 22 stars in the ultra low-mass domain. Among those 22, the eight stars have M and R accuracies 3%; 10 stars have M and R accuracies 3-6%
and four stars have M and R accuracies 6-15%. That is, if we did not include lower quality data, the number of stars in the ultra low-mass domain would have been eight, which were already included in the list of Eker et al. (2015) . Five of them appeared as if in the low mass domain, and three of them appeared not obeying the MLR of other low-mass stars. Only after adding the additional 14 stars with less accurate M and R in this study, are we able to define the new domain for main-sequence stars of ultra low-mass.
Uniqueness of MLR, MRR and MTR
Some authors (Andersen 1991; Henry & McCarthy 1993; Torres et al. 2010 ) preferred not to define MLR because the scatter on the mass-luminosity diagram is not due to observational errors but most likely abundance and evolutionary effects. Andersen (1991, p.107) , claims "... departures from a unique relation are real". If there is no unique function to represent MLR of main-sequence stars, why bother to define one?
Obviously, clarification of the uniqueness problem attributed to MLR is necessary. Eker (1999) , who analyzed the uniqueness problem of star spot models, claimed that a scientist, who evaluates any scientific data, may face three types of uniqueness problems (type 1, type 2 and type 3). Type 1 is the non-uniqueness of the function to generate a curve to fit the data. Type 2 is the non-uniqueness of the fit, and type 3 is the non-uniqueness of the parameter space. All three problems are sequentially inter-connected. To be free of a uniqueness problem, the answer "yes" is required for the following questions: 1) is the function unique? 2) Is a unique fit possible? 3) Is the parameter space unique? If any one of the answers is "no", a uniqueness problem is inevitable.
Confusion between different meanings of the word "unique" result in ambiguity. Nonuniqueness of the function according to the first question is not the non-uniqueness implied by Andersen (1991) and Torres et al. (2010) . Choosing a function in most physical problems does not pose a problem because there are certain mathematical expressions for certain data, e.g. the Planck function to express the spectral energy distribution of stars. Only if the data is not known to be associated with a specific function, and if scientists are confused between the two or more functions to generate a fitting curve, can non-uniqueness of type 1 be claimed. First of all, the basic function to express a MLR is a power law (L ∝ M α ).
However, different functions suggested by different authors to fit the data on log M − log L plane do not pose a problem because different functions imply how a real number (α), the power of M, changes at different domains of M. Therefore, non-uniqueness of type 1 does not exist. The second question is answered "yes" because there are methods, like the least squares method, which guarantees the uniqueness of the fit. The third question is answered "yes" because of regardless the value of α, there so is only one L, for a given M. Thus, the parameter space is also unique. The non-uniqueness implied by Andersen (1991) and Torres et al. (2010) does not apply to MLR relations.
When a main-sequence mass-luminosity relation was suggested first in 1923 (Hertzsprung 1923; Russell et al. 1923) , the theory of stellar structure and evolution was not yet fully established. Astrophysicists had to wait until 1932, for the discovery of the neutron (Chadwick 1933 ) in order to establish nuclear fusion as a source for stellar energy. Only after the CNO cycle reactions were established by Hans Bethe and Von Weizsacher (Clayton 1968) , and only a year later the p-p chain reactions were established by Bethe (1939) , were the solutions of stellar structure equations together with the nuclear energy equations able to place our theoretical understanding of the evolution of stars on solid ground (Clayton 1968) . That is, the observational discovery MLR in the middle of the first half of the 20th century was confirmed later theoretically that mass (M) is the prime parameter which determines internal structure, size (R) and luminosity (L) of a star not only for the time span of main-sequence but also throughout star's lifetime until its death, where initial chemical composition can cause little variations. So, the scatter on a mass-luminosity diagram for field main-sequence Interrelated Main-Sequence Relations 39 stars is not only due to observational errors, but also due to various ages and chemical compositions.
Unless it is established for main-sequence stars in a Galactic open cluster, where all stars have the same age and metallicity, according to Andersen (1991) and Torres et al. (2010) , there could be a countless number of MLRs, because each combination of metallicity and age implies a different MLR. This way of thinking, however, leads scientists to the idea that
MLRs are undefinable and/or useless.
At this point, we could still argue that the heterogeneous nature of the data do not change the general characteristics of a typical MLR function (or a MRR or MTR), so that an statistically determined function for a given sample, e.g. in the Solar neighborhood stars which are known to be main-sequence stars mostly Solar metallicity distributed within 0.008 < Z < 0.040, must be unique and useful for many practical applications. Stellar evolution theory does not discredit MLR determinations, but tells us that the single value of L for a given M is a unique value, a kind of a mean L of different metallicities and ages existing in the sample of a given M. Since there is only one value of L for a given M, there must be degeneracy in L. Parameters to break up this degeneracy are metallicity and age. In other words, it should be possible to obtain the true L of any main-sequence star from any sample using a proper evolutionary line (track) if the star's age and chemical composition are known.
Please note that if there is no age and/or metallicity measurement for a star in the sample, it is not a problem of uniqueness; rather it is a problem of degeneracy for that individual star. The mass-brightness relations of a given age and metallicity, which could be stated for an open or globular cluster, are called isochrones. Isochrones, however, cannot be considered as main-sequence MLR, according to the concept described in this study which was originally introduced by Hertzsprung (1923) and Russell et al. (1923) in the first half of the 20th century.
CONCLUSIONS
An update of the Catalogue of Stellar Parameters from the Detached Double lined eclipsing binaries (Eker et al. 2014 ) has been provided. It includes 64 new binaries, and one new SB3 triple system, and increases the number of stars in the catalogue from 514 (257 binaries)
to 639 (318 binaries plus one triple). In addition to increasing the quantity of data in the catalogue, the quality of the data has also been improved. The number of stars having M and R measurements with better than 3% accuracy is increased from 311 to 400, and with better than 5% accuracy is increased from 388 to 480. From the 639 stars now available in the updated catalogue, 509 main-sequence stars, with M, R and T ef f values accurate to within 15% have been selected for the present study. The interrelated MLR, MRR and MTR functions and the present data allowed us to serendipitously discover new break points on the log M − log L diagram. A total of five break points separating the main-sequence mass domains an in which the classical MLR has a constant power (L ∝ M α ), were identified and discussed. F-test results applied to the M − L diagram indicate that a six-piece linear MLR function is equivalent to a fifth or a sixth degree polynomial. Because the coefficients of such polynomials are physically meaningless, and using such a polynomial is relatively impractical, the six-piece linear MLR is found not only physically more meaningful but also more practical. The interrelated MLR, MRR, MTR and break points were confirmed not only by observational data but also by the locus points of main-sequence stars in the Solar vicinity and Galactic disc.
The interrelated MLR, MRR and MTR functions obtained in this study can now be used to determine the absolute properties of main-sequence stars in other samples and in general.
Based purely on the observations of another sample of main-sequence stars published by Sung et al. (2013) for example, including colours (B − V , U − B) and magnitudes, as well as T ef f and bolometric corrections for spectral type, the absolute properties were determined based on the new MLR, MRR and MTR functions, including stellar M, R, T ef f , log g, M/L and L/M. The column of T ef f was used as the connecting column when combining Table 5 Interrelated Main-Sequence Relations 41
of Sung et al. (2013) containing photometric data with new the columns showing absolute data determined in this study.
A key feature of the present study, compared to previous ones including our own (Eker et al. 2015) , is its inclusion of more stars with M and R measurements of lower accuracy, particular in the lowest mass domain. Whereas previous studies have typically considered only stars with M and R known to 3% accuracy, as in Eker et al. (2015) , the inclusion in this study of stars with M and R of 15% accuracy has allowed us to significantly extend the interrelated MLR, MRR and MTR functions from a lower mass limit of 0.38M ⊙ to 0.179M ⊙ .
The uniqueness problem of scientific activities, which may also be applied to the interrelated MLR, MRR and MTR functions in this study, were discussed. On analysis, it can be concluded that there is not any kind of uniqueness problem with the newly determined MLR, MRR and MTR. These functions must be unique in order to represent the present sample of main-sequence stars.
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