Abstract. If f 1 , f 2 are smooth vector fields on an open subset of an Euclidean space and [f 1 , f 2 ] is their Lie bracket, the asymptotic formula
1. Introduction and preliminaries 1.1. A notational premise. Let us begin with a few notational conventions which are consistent with the so-called Agrachev-Gamkrelidze formalism (see [1, 2, 17] ). First, in the formulas involving flows and vector fields, we shall write the argument of a function on the left. For instance, if M is a differentiable manifold, x ∈ M and f is a locally Lipschitz vector field on M , we shall use xf to denote the evaluation of f at x. Similarly, for the value at t of the Cauchy probleṁ x = f (x), x(0) =x we shall writexe tf (so in particular, the differential equation itself will be written d dt (xe tf ) =xe tf f ). Secondly, if t ∈ R, and f, g are C 1 vector fields, the notationxf e tg stands for the tangent vector atxe tg obtained by (i) evaluating f atx (so obtaining the vectorxf ) and then (ii) by mappingxf though the differential (atx) of the map x →xe tg . Finally, the vector fields f, g can be regarded as first order differential operators, so the notation f g reasonably stands for the second order differential operator which, in the conventional notation, would map any C 2 function φ to D(Dφ · g) · f . 1 In particular, the Lie bracket [f, g], which is a first order differential operator resulting as a difference between two second order differential operators, in this notation has the following expression: [f, g] def = f g − gf . These conventions turn out to be particularly convenient for the subject we are going to deal with. However, sometimes more conventional notation will be utilized as well and the context will be sufficient to avoid any confusion. (3) is the same as (1), just rewritten in the above-introduced formalism). Similarly, for a bracket of degree 3 one has (4) xΨ [ In this paper we aim at replacing asymptotic estimates for multiflows like the above ones with integral, exact formulas. For a bracket of degree two such a formula has been provided in [18] . More precisely, if f 1 , f 2 are vector fields of class C 1 then for every t 1 , t 2 sufficiently small the equality (s2,s1) . Incidentally, let us observe that as a trivial byproduct of (5) one gets the commutativity theorem (stating that the flows of f 1 and f 2 locally commute if and only if [f 1 , f 2 ] ≡ 0).
We shall construct integrating brackets corresponding to every iterated bracket so that formulas analogous to (5) hold true. Though we will set our problem on an open subset of R n , we will perform such a construction in a chart invariant way, so that the resulting formulas are meaningful on a differentiable manifold as well.
Rather than stating here the main theorem (see Theorem 3.1 below), which would require a certain number of technicalities, we limit ourselves to illustrating the situation in the case of a degree 3 bracket 
In fact, the definition of a higher degree integrating bracket is given by induction and involves various adjoints of classical brackets (see Definition 2.3).
1.3.
A motivation. Integral representations may be regarded as improvements of asymptotic formulas. In fact, our interest for this issue was raised by the aim of laying down a basic setting on which one can reasonably investigate families of vector fields that are less regular than what is required by the classical definition of a (iterated) Lie bracket. A typical case where such an investigation might prove interesting is provided by the Chow-Rashevski Theorem, which for C ∞ vector fields f 1 , . . . , f k , guarantees small-time local controllability at x ∈ M for driftless control systems of the form:
3 Akin results are valid for vector fields f i of class C ri , r i being the maximal order of differentiation needed to define all the (classical) brackets that make the Lie algebra rank condition to hold true (see Subsection 4) .
So, a natural question might be the following: what about the Chow-Rashevski Theorem in the case when, say the vector fields f 1 , . . . , f k are such that each f i , i = 1, . . . , k, is just of class C ri−1 with locally Lipschitz r i − 1-th order derivatives? Some different answers have been proposed, e.g., in [9] , [10] , [18] , [19] . In particular, in [18] a set-valued notion of bracket has been introduced for locally Lipschitz vector fields. However, a mere recursive definition of bracket of degree greater than two would not work (see, e.g., [17, Section 7] , where it is shown that such an iterated bracket would be too small for an asymptotic formula to hold true). We think that the study of integral representations in the smooth case may represent a first step towards a useful definition of iterated bracket in the non smooth case (see Subsection 5.2).
1.4.
Outline of the paper. The paper is organized as follows: in the remaining part of the present section we recall the concept of formal iterated bracket of letters X 1 , X 2 , . . . . In Section 2 we introduce the notion of integrating bracket. Section 3 is devoted to the main result of the paper, namely Theorem 3.1, which provides exact representations for bracket-generating multiflows through integrals involving integrating brackets. In Section 4 we discuss the question of regularity in connection with the validity of integral formulas. As a byproduct of the main result we state a Chow-Rashevski theorem with low regularity assumptions. In Section 5 we provide a simple example remarking the crucial difference between integrating brackets of degree 2 and those of higher degree. Finally we discuss some motivations of the present article coming from the aim of extending asymptotic formulas (possibly, via the regularization of the vector fields) to a nonsmooth setting.
1.5. Formal brackets. Given a fixed sequence X = (X 1 , X 2 , . . .) of distinct objects called variables, or indeterminates, let W (X) be the set of all words in the alphabet consisting of X i , the left bracket, the right bracket, and the comma. 
. Given a canonical bracket B ∈ IT B(X) of deg(B) = m, and any finite sequence σ = (σ 1 , . . . , σ n ) of objects (possibly with repetitions) such that n ≥ m, we use B(σ), or B(σ 1 , . . . , σ m ), to denote the expression obtained from B by substituting σ j for
Given any canonical bracket B of degree m and any nonnegative integer µ, the µ-shift of B is the iterated bracket
A semicanonical bracket is an iterated bracket B which coincides with a µ-shift of a canonical bracket for some nonnegative integer µ. If B is semicanonical then both factors of B are semicanonical as well. If B is canonical then the left factor of B is canonical and the right factor of B is semicanonical. Hence, if B is canonical of degree m > 1 and (B 1 ,B 2 ) is its factorization, there exists a canonical bracket B 2 such that
]. We will call the pair (B 1 , B 2 ) the canonical factorization of B. 
be a semicanonical bracket, where B 0 is a canonical bracket of degree m. Let M be a differentiable manifold and let f = (f 1 , . . . , f ν ) (ν ≥ m + µ) be a finite sequence of vector fields on M . We use B(f ) to denote the expression obtained from B by substituting f j for X j+µ , j = 1, . . . , m. If the manifold M and the vector fields f j are sufficiently regular, then we can regard B(f ) as an iterated Lie bracket, in the classical sense. For instance, if
Of course the regularity of the vector field B(f ) depends on both the regularity of the vector fields (f 1 , . . . , f ν ) and on the structure of B.
Integrating brackets
2.1. Bracket generating multi-flows. To simplify our exposition, when not otherwise specified we shall assume the vector fields involved in the formulas are defined on a open subset M ⊆ R n and are of class C ∞ . However, the regularity question is obviously quite important and will be treated in Section 5. In particular, vector fields will be assumed as regular as required by the structure of the involved formal brackets. (i) If B = X 1 (so that f consists of a single vector field f ) we set
i.e., for each x ∈ M and each sufficiently small t, xΨ f B (t) = y(t) where (in the conventional notation) y(·) is the solution to the Cauchy problemẏ = f (y),
] is the canonical factorization of B, for any t = (t 1 , . . . , t m ), we set
It is clear that for every precompact subset K ⊂ M there exist a neighborhood U of K and a δ > 0 such that xΨ f B (t) is defined for every x ∈ U and t ∈] − δ, δ[ m . However, when not otherwise stated, we shall assume that vector fields f i are complete, meaning that their flows (x, t) → xe tfi are well-defined for all x ∈ M and t ∈ R. Obviously, the general case can be recovered by standard "cut-off function" arguments.
Let us illustrate the above definition of Ψ f B (t) by means of simple examples:
e t3h e −t2g e −t3h e −t1f e t3h e t2g e −t3h e −t2g ; 
Integrating brackets.
The integrating bracket corresponding to B and f will be defined as
which, in particular, (depends continuously on the parameters (t 1 , . . . , t m1−1 , t m1+1 , . . . , t m−1 , s m , s 1 , . . . , s m−1 )) and verifies xB(f ) (0,...,0) = xB(f ). To begin with, let us recall the notion of Ad operator:
In the conventional notation, the vector field Ad Φ h would be denoted by x → DΦ −1 | Φ(x) (h(Φ(x))). We remind that the Ad operator is bracket preserving, namely
for all vector fields h 1 , h 2 .
Willing to define integrating brackets of degree greater than 2, we cannot avoid introducing a few more notations. However, some examples following Definition 2.3 should allow one to get an intuitive idea of the bracket's construction. For α, β ∈ {1, . . . , 2}, α < β, we also let r {α,β} denote the (d − 2)-tuple obtained by r by deleting the α-th and β-th elements, so that, for instance, if r = (r 1 , r 2 , r 3 , r 4 ), r
{2,4}
= (r 1 , r 3 ).
When d = 1, we set
Let B be an iterated bracket and let
] be its canonical factorization, with
. . , f m ) be an m-tuple of vector fields . We set, as before,
Moreover, let
Definition 2.3 (Integrating bracket).
We call integrating bracket (corresponding to the pair
,sm,s defined recursively as follows:
] are the canonical factorizations of B 1 and B 2 , respectively, for some 1
Remark 2.4. When one of the indexes m 1 , m 2 is equal one, formula (8) has to be interpreted as follows:
Examples of integrating brackets: 
(t1,t3,s4,s1,s2,s3)
= 
In particular,
if and only if
Proof. The Lemma is just an application to the
In fact, setting Ψ(s 2 , s 1 )
♦
For simplicity, let us keep the notation
. As a consequence of Lemma 2.6 one gets: Proposition 2.7. Consider vector fields f 1 , f 2 of class C 3 . Then, for every x ∈ M and every vector field f 3 of class C 1 there exists δ x > 0 such that for every
In particular, the following two statements are equivalent: 5 As remarked above, such a δx does exist, uniformly on precompact subsets of M . 6 Of course this condition is equivalent to the vanishing of all brackets of degree ≥ 3.
(i) For every vector field f 3 of class C 1 in a neighborhood of x, there is neighborhood U of x such that
for all y ∈ U and all 4-tuples (t 1 , s 3 , s 1 , s 2 ) sufficiently close to the origin. (ii) The identity
holds true for every y in a neighborhood of x.
Proof. To get (12) it is sufficient to recall the definition
and to apply Lemma 2.6. Moreover, clearly (14) implies (13) for every f 3 . To prove the converse claim, observe that by (12) and (13), taking (t 1 , s 3 ) = (0, 0), one gets
for any y in a neighborhood of x, for all vector fields f 3 of class C 1 near x, and for all (s 1 , s 2 ) sufficiently close to the origin. By computing the partial derivatives at (s 1 , s 2 ) = (0, 0) of the right-hand side, in view of the continuity of integrands one obtains
for all vector fields f 3 of class C 1 near x . Then, necessarily, one has
♦ Remark 2.8. The fact that an integrating bracket corresponding to a pair (B, f ), with deg(B) > 2, is not, in general, of the form Ad φ B(f ) (where φ depends on m parameters) marks a crucial difference with the case when B = [X 1 , X 2 ], for which, instead, one actually has
with φ = e s2f2 e s1f1 . Incidentally, this fact has strong consequences in the attempt of defining a (setvalued) Lie bracket" [[f 1 , f 2 ], f 3 ] when f 1 , f 2 are of class C 1,1 and f 3 is merely Lipschitz continuous (see the Introduction and Section 5).
Remark 2.9. It is trivial to check that condition (14) remains necessary for (13) to hold even if the latter is verified just for n vector fields that are linearly independent at each y ∈ U . Of course, identity (13) may well be true for a particular f 3 even if (14) is not verified, as it is immediately apparent by taking f 3 ≡ 0, in which case (13) holds with both sides vanishing. However, unless (14) 
Integral representation
We are now ready to state the main result. In this section, m will stand for a positive integer, B will represent a formal bracket of degree m, m 1 will be the degree of the first bracket in the canonical decomposition of B, and f = (f 1 , . . . , f m ) will be an m-tuple of vector fields. (5) and (6) . The proof of Theorem 3.1 will rely on an analogous result (see Theorem 3.4 below) concerning the ((t 1 , . . . , t m )-dependent) vector field x → xV f B (t 1 , . . . , t m ) corresponding to the (t-dependent) local 1-parameter action A defined as Notice that, for every t, x → xV f B (t) is in fact a (intrisicly defined) vector field, for A(t, ·, ·) is a true local action: this means that A(t, x, 0) = x, A(t, x, τ 1 + τ 2 ) = A(t, A(t, x, τ 1 ), τ 2 ), for all τ 1 , τ 2 sufficiently small. 8 If m = 1, so that B = X 1 , f = f 1 , the formula above should be understood as xV f B (t) = xB t (f ) = f 1 .
Proof of Theorem 3.1. Equality (15) is a straightforward consequence of (17) (20) xV
To prove (20) , let us shorten notation by setting Ψ(t 1 , t 2 ) = e t1f1 e t2f2 e −t1f1 e −t2f2 . One has
To compute the last integral let us begin by observing that, in view of Definition 3.3, one has
Furthermore, let us compute the derivative ∂ ∂σ Ψ(t 1 , σ) −1 , by differentiating the relation
with respect to σ. We obtain
from which we get
Using (22), (23), we can continue the row of equalities in (21), so obtaining
Then, using (19), we get
having set σ = s 2 . Taking into account (10), this is precisely (20). ] is its canonical factorization, then, for all x ∈ M ,
Proof. Consider the map t → xΨ f B (t 1 , . . . , t m−1 , t) −1 . Since for all t one has
If we write y = xΨ f B (t 1 , . . . , t m−1 , t), then we have shown that
As x varies over M , so does y, and we can rewrite the above using the variable x instead of y, obtaining
from which it follows that
xV
,s (2) (f (2) )ds m1+1 . . . ds m−1 .
If m 1 = 1 (respectively, if m 1 = m − 1, i.e., m 2 = m − m 1 = 1 ), we mean that formula (27) (respectively, (28)) reads xV
By applying (24) we obtain
Since, by Definition 2.3,
the proof is concluded.
"C B " regularity
The main results of this paper remain valid also when vector fields f i fail to be C ∞ , provided suitable C r hypotheses are assumed. To state them, given an m-tuple of vector fields f = (f 1 , . . . , f m ) on M and a canonical bracket B of degree m, we shall define the notion of f of class C B . Roughly speaking, it means that all components f i , i = 1, . . . , m, possess the minimal order of differentiation for which B(f ) can be computed everywhere and is continuous.
As a byproduct of the integral representation provided in Theorem 3.1 we get versions of the asymptotic formulas (and of Chow-Rashevski's controllability theorem) under quite low regularity hypotheses.
Number of differentiations.
To give a precise meaning to the expression "all components f i , i = 1, . . . , m, possess the minimal order of differentiation for which B(f ) can be computed everywhere and is continuous" we need some formalism concerning the way any bracket B can be regarded as constructed in a recursive way by iterated bracketings. In this recursive construction, each subbracket S undergoes a certain number of bracketings until B is obtained. When we plug in vector fields f j for the indeterminates X j , each bracketing involves a differentiation. So we will refer to this "number of bracketings" as "the number of differentiations of S in B," and use the expression ∆(S; B) to denote it. Naturally, this will only make sense for brackets B and subbrackets S such that S only occurs once as a substring of B. For more general brackets, one must define a "subbracket of B" to be not just a string that occurs as a substring of B and is a bracket, but as an occurrence of such a string, so that, e.g., the two occurrences of
Notice that the number of differentiations of X 1 in B is 1 for the first one and 2 for the second one. In order to avoid this extra complication, we will confine ourselves to semicanonical brackets, for which this problem does not arise, because a subbracket S of a semicanonical bracket B can only occur once as a substring of B.
The precise definition of ∆(S; B), B being canonical, and S ∈ Subb(B), is by a backwards recursion on S: 
It is easy to see that, if (B 1 , B 2 ) is the canonical factorization of B, and deg(
The following trivial but important identity then holds: if X j is a subbracket of S and S is a subbracket B, ∆ j (B) = ∆ j (S) + ∆(S; B) if X j and S are subbrackets of B.
Definition 4.1 (Class C B+k ). Let m, µ, ν, k be nonnegative integers such that ν ≥ m + µ, m ≥ 1.
Given a semicanonical bracket B of degree m such that B = B (µ) 0 , B 0 being canonical, and a ν-tuple f = (f 1 , . . . , f ν ) of vector fields, we say that f is of class C B+k if f j is of class C ∆j (B)+k for each j ∈ {1 + µ, . . . , m + µ}. We also write f ∈ C B+k to indicate that f is of class C B+k . Finally, we simplify the notation by just writing C B instead of C B+0 .
Remark 4.2. The above definition can be adapted in a obvious way to the case when M is just a manifold of class C for ≥ 1 + k + max ∆ j (B) : j ∈ {1+µ, . . . , m+µ} .
For example, suppose that
if and only if f 1 , f 2 , f 5 ∈ C 2 and f 3 , f 4 ∈ C 3 . It is then easy to verify the following result: It then follows, by an easy induction on the subbrackets S of B, that one can define S(f ) for every subbracket S of B as a true vector field, by simply letting
The resulting vector field S(f ) is of class C ∆(S;B)+k as soon as f is of class C B+k . In particular: ], where 1 ≤ m 1 < deg(B), and any f ∈ C B . Moreover, with obvious reinterpretation of the notation one easily obtains the following low regularity version of Theorem 3.1: As an almost obvious byproduct we get the following asymptotic formula under low regularity assumptions. 
In turn, as a consequence of the asymptotic formulas above (and via a standard application of the open mapping theorem, see, e.g., [18] ), one gets a low regularity version of Chow-Rashevski's controllability theorem: Theorem 4.6 (Chow-Rashevski). Let {f 1 , . . . f r } be a family of (C 1 ) vector fields on M . Let us consider the driftless control system
with control constraints |u i | ≤ 1, i = 1, . . . , r. Let x * ∈ M , and let B 1 , . . . , B and f 1 , . . . , f be canonical iterated brackets, and finite collections of the vector fields f i , i = 1, . . . r, respectively, such that:
(ii) span
Then the control system (29) is locally controllable from x * in small time. More precisely, if d is the Riemannian distance defined on an open set A containing the point x * , and if k is the maximum of the degrees of the iterated Lie brackets B j , then there exist a neighborhood U ⊂ A of x * and a positive constant C such that for every x ∈ U one has
where T (x) denotes the minimum time to reach x over the set of admissible controls, provided that this set contains the piecewise constant controls t →(u 1 (t), . . . , u m (t)) such that at each time t only one of the numbers u i (t), i = 1, . . . , m, is nonzero.
Remark 4.7. In view of some arguments utilized in [18] , the C 1 -regularity assumption for the vector fields f i in Theorem 4.6 may be further weakened: in fact, the only needed regularity hypotheses are those stated in point (i). The latter, in turn, allow for some of the vector fields f i to be just continuous, so that the corresponding flows are set-valued maps. We refer to Subsection 5.2 for other considerations on the regularity question.
Concluding remarks
5.1. On the "adjoint" structure of integrating brackets. The crucial difference between integrating brackets of degree 2 and integrating brackets of degree greater than 2 consists in the fact that while the former are adjoint to the corresponding Lie brackets, namely [f 1 
