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Abstract
Time course data are often used to study the changes
to a biological process after perturbation. Statistical
methods have been developed to determine whether
such a perturbation induces changes over time, e.g.
comparing a perturbed and unperturbed time course
dataset to uncover differences. However, existing
methods do not provide a principled statistical ap-
proach to identify the specific time when the two time
course datasets first begin to diverge after a perturba-
tion; we call this the perturbation time. Estimation
of the perturbation time for different variables in a
biological process allows us to identify the sequence
of events following a perturbation and therefore pro-
vides valuable insights into likely causal relationships.
In this paper, we propose a Bayesian method to
infer the perturbation time given time course data
from a wild-type and perturbed system. We use a
non-parametric approach based on Gaussian Process
regression. We derive a probabilistic model of noise-
corrupted and replicated time course data coming
from the same profile before the perturbation time
and diverging after the perturbation time. The like-
lihood function can be worked out exactly for this
model and the posterior distribution of the perturba-
tion time is obtained by a simple histogram approach,
without recourse to complex approximate inference
algorithms. We validate the method on simulated
data and apply it to study the transcriptional change
occurring in Arabidopsis following inoculation with
∗Correspondence: Magnus.Rattray@manchester.ac.uk
P. syringae pv. tomato DC3000 versus the disarmed
strain DC3000hrpA.
An R package, DEtime, implementing the
method is available at https://github.com/
ManchesterBioinference/DEtime along with the
data and code required to reproduce all the results.
1 Introduction
Gene expression time profiles can reveal important
information about cellular function and gene regula-
tion (Bar-Joseph, 2004). A common experimental de-
sign is to perturb a biological system either before or
during a time course experiment. In this case, a fun-
damental problem is to identify the precise perturba-
tion time when a gene’s time profile is first altered. In
this paper we present an exactly tractable Bayesian
inference procedure to infer the perturbation time by
comparing perturbed and wild-type gene expression
profiles. Ordering genes by their perturbation time
gives valuable insight into the likely causal sequence
of events following a perturbation. We demonstrate
the applicability of our method by studying the tim-
ing of transcriptional changes in Arabidopsis thaliana
leaves following inoculation with the hemibiotrophic
bacteria Pseudomonas syringae pv. tomato DC3000
versus the disarmed strain DC3000hrpA.
Most methods for the analysis of differentially ex-
pressed genes are based upon snapshots of gene ex-
pression (Kerr et al., 2000; Dudoit et al., 2002) and
there are many well-established software packages for
that purpose targeted at microarray and RNA-Seq
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data (Robinson et al., 2010; Hardcastle and Kelly,
2010; Anders and Huber, 2010). However, most of
these methods cannot easily be extended to time
course gene expression data and ignoring the tem-
poral nature of the data is statistically inefficient.
Methods have therefore been developed specifically
for time-series applications. In the case of gene ex-
pression profiles under a single condition, one-sample
methods have been developed to discriminate differ-
entially expressed genes from constitutively expressed
genes. For example, probabilistic models have been
designed for this purpose which use a likelihood-ratio
test to rank genes based on a comparison between a
dynamic and a constant profile (Angelini et al., 2008;
Kalaitzis and Lawrence, 2011).
When expression profiles are available from two or
more conditions then a two-sample test is more ap-
propriate (Storey et al., 2005; Conesa et al., 2006;
Kim et al., 2013; Stegle et al., 2010). Storey et al.
(2005) apply a polynomial regression model to simu-
late the temporal behaviour of genes and a statistical
test to identify differentially expressed genes. Conesa
et al. (2006) adopt a two-step regression model in
analysing temporal profiles of genes with time treated
as an extra experimental factor. Kim et al. (2013)
apply Fourier analysis to time course gene expres-
sion data and identify differentially expressed genes
in the Fourier domain. Stegle et al. (2010) apply
a model based on Gaussian Process (GP) regression
which is closely related to our proposed approach.
In this model, when two time series are the same
they are represented by a shared GP function but
where they differ they are better represented by two
independent GP functions. Binary latent variables
are used to model whether a particular time inter-
val is better represented by two independent GPs or
one combined GP. More recently, the GP regression
framework has been refined through use of a non-
stationary covariance function and a simplified scor-
ing approach to detect time periods of differential
gene expression (Heinonen et al., 2014). Similar to
the work of Stegle et al. (2010), a log-likelihood ra-
tio is used to identify time periods of differential ex-
pression. In order to better adapt to the case where
unevenly or sparsely distributed times are used, they
introduce a non-stationary covariance function and
proposed two novel likelihood ratio tests to evaluate
the likelihood at arbitrary time points. All these ap-
proaches can be used to find differentially expressed
genes and some can be used to identify temporal do-
mains where there is support for profiles being differ-
ent. However, these methods do not directly score the
probability of the perturbation time where two pro-
files first diverge, which is the aim of our approach.
Although the methods of Stegle et al. (2010) and
Heinonen et al. (2014) can be adapted to provide an
estimate of the perturbation time, e.g. by applying
a thresholding procedure to their differential expres-
sion scores, we show here that direct inference of the
perturbation time is a more powerful approach when
that is the object of interest.
In this paper, we propose a method to identify the
perturbation point given data from two time course
experiments. We use a non-parametric GP to de-
scribe the joint posterior distribution of two time pro-
files which are equal up to a proposed perturbation
time. The perturbation time is then a model param-
eter which can be inferred. We derive the covariance
function of the GP model and show that the like-
lihood function is exactly tractable. The posterior
distribution of the perturbation time can be com-
puted through a simple one-dimensional histogram
approach, with no assumptions over the shape of
the posterior distribution and no need to resort to
complex approximate inference schemes. This differs
from Stegle et al. (2010) and Heinonen et al. (2014) in
that we focus specifically on inferring the perturba-
tion time and derive an exact approach to this prob-
lem. Stegle et al. (2010) creates a mixed model in pre-
specified time intervals with the transition between
independent GPs and shared GPs. The likelihood in
that case must be approximated using Expectation
Propagation (EP) due to its non-Gaussian nature.
Heinonen et al. (2014) provide a simpler approach by
adopting the expected marginal log-likelihood ratio
or the noisy posterior concentration ratio to construct
a smooth curve indicating time periods of differential
expression. However, their approach does not allow
direct inference of the perturbation time.
The paper is organised as follows. In Section 2,
we present background on GP regression and derive
the covariance function, likelihood function and pos-
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terior inference procedure for our new model. In
Section 3, the algorithm is demonstrated on simu-
lated data and subsequently applied to identify the
perturbation times for Arabidopsis genes in a mi-
croarray time series dataset detailing the transcrip-
tional changes that occur in Arabidopsis following
inoculation with DC3000 versus the disarmed strain
DC3000hrpA (Lewis et al., 2015) and with a brief
conclusion presented in Section 4.
2 METHODS
2.1 Gaussian Process regression
Gaussian Processes (GPs) (Williams and Rasmussen,
2006) extend multivariate Gaussian distributions to
infinite dimensionality and can be used as probabilis-
tic models that specify a distribution over functions
(Lawrence, 2005). GPs have been used in a range
of gene expression applications, e.g. to model the
dynamics of transcriptional regulation (Gao et al.,
2008; Honkela et al., 2010) and in temporal differ-
ential expression scoring (Yuan, 2006; Kalaitzis and
Lawrence, 2011; Stegle et al., 2010; Heinonen et al.,
2014).
We have a data set D with N inputs X = {xn}Nn=1
and corresponding real valued targets Y = {yn}Nn=1.
In the case of time course data the data are ordered
such that xn ≥ xn−1 but there is no restriction on the
spacing since GPs operate over a continuous domain.
We allow the case xn = xn−1 since that provides a
simple way to incorporate replicates. We assume that
measurement noise in Y, denoted by , is i.i.d Gaus-
sian distributed  ∼ N (0, σ2I) and the underlying
model for Y as a function of X is f(·), so that
Y = f(X) + ,
and f(X) represents the mean of the data generat-
ing process. Our prior modelling assumption is that
the function f is drawn from a GP prior with mean
function µ(X), covariance function K(X,X) and hy-
perparameters θ. We write,
f(X) ∼ GP(µ(X),K(X,X)),
and the likelihood of Y becomes
p(Y|X, θ) ∼ N (µ(X),K(X,X) + σ2I),
where K(X,X) is the N × N covariance matrix
with elements K(xn, xm). The covariance function
describes typical properties of the function f , e.g.
whether it is rough or smooth, stationary or non-
stationary etc. We choose the squared exponential
function,
K(xn, xm) = α exp
(−(xn − xm)2
l
)
, (1)
with hyper-parameters θ = (α, l) specifying the am-
plitude and lengthscale of samples drawn from the
prior. This choice corresponds to a prior assump-
tion of smooth and stationary functions. However,
our model can be applied with any other choice of
covariance function, e.g. the non-stationary covari-
ance introduced by Heinonen et al. (2014). The
hyper-parameters can be estimated from the data
by maximum likelihood or through a Bayesian pro-
cedure (Williams and Rasmussen, 2006). We can
also consider the noise variance, σ2, as an additional
hyper-parameter to be estimated similarly.
A typical regression analysis will be focused on a
new input x∗ and its prediction f∗. Based upon Gaus-
sian properties (Williams and Rasmussen, 2006) the
posterior distribution of f∗ given data Y is p(f∗|Y) ∼
N (µ∗, C∗) with
µ∗ = K(X, x∗)>(K(X,X) + σ2I)−1Y,
C∗ = K(x∗, x∗)
−K(X, x∗)>(K(X,X) + σ2I)−1K(X, x∗) .
We see then that the posterior distribution is also a
GP but it is adapted to the data. The mean predic-
tion is a weighted sum over data with weights larger
for nearby points in a manner determined by the co-
variance function. The posterior covariance captures
our uncertainty in the inference of f∗ and will typi-
cally be reduced as we incorporate more data.
A special case of GP regression, which is useful in
deriving our model below, is the case where (X,Y)
is a single point (xp, u) measured with zero noise. In
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this case the GP regression of all new points X¯ given
(xp, u) is then
p(f(X¯)|Y) ∼ N (µ(X¯),C(X¯, X¯)), (2)
with
µ(X¯) =
K(X¯, xp)u
K(xp, xp)
, (3)
C(X¯, X¯) = K(X¯, X¯)− K(X¯, xp)K(X¯, xp)
>
K(xp, xp)
.(4)
2.2 Joint distribution of two functions
constrained to cross at one point
Consider the case where two time profiles, f(X) and
g(Z), evaluated at specified sets of time points X and
Z, respectively, cross at the point xp with f(xp) =
g(xp) = u at the crossing point. Before considering
the constraint we use the same GP prior for each
function with hyperpaprameters θ,
f(X) ∼ GP(µ(X),K(X,X)) ,
g(Z) ∼ GP(µ(Z),K(Z,Z)) .
Imposing the constraint that the functions cross at xp
is equivalent to observing a data point (xp, u) with
zero noise. Then p(f |X, u) and p(g|Z, u) are as in
Eqn. (2),
p(f(X)|u) ∼ N (µX, CX) ,
p(g(Z)|u) ∼ N (µZ, CZ),
with
µX =
K(X, xp)u
K(xp, xp)
CX = K(X,X)− K(X, xp)K(X, xp)
>
K(xp, xp)
,
µZ =
K(Z, xp)u
K(xp, xp)
,
CZ = K(Z,Z)− K(Z, xp)K(Z, xp)
>
K(xp, xp)
,
In practice, the time profiles f(X) and g(Z) are typ-
ically measured at the same time points, so that
Z can be replaced by X. The value of the func-
tions at the crossing point, u, is not known and we
marginalise it out using the prior Gaussian distribu-
tion u ∼ N (0,K(xp, xp)). The joint probably distri-
bution of f and g is then given by Eqn. (5) below,
p (f(X), g(X)) =
∫
p(f |X, u)p(g|X, u)p(u)du,
∝ exp
(
−1
2
(
f g
)
Σ−1
(
f g
)>)
,
(5)
so that the two functions are jointly Gaussian dis-
tributed as N (0,Σ) with covariance given by,
Σ =
(
Kff Kfg
Kgf Kgg
)
=
 KX kXk>Xkxp
kXk
>
X
kxp
KX,
 , (6)
where KX, kxp and kX are abbreviations for
K(X,X), K(xp, xp) and K(X, xp), respectively. We
show an example of this covariance function in Fig. 1
(upper panel) for X in the range [0,100] and xp = 40.
The detailed derivations of Eqn. (5) and Eqn. (6)
are illustrated in the Supplementary Section S1 and
S2.
2.3 The data likelihood under the
model
We define the perturbation time xp as the point
where two time profiles first begin to diverge. If
the time profiles are measured without noise then
it would be trivial to identify this point. However,
biological time course data from high-throughput ex-
periments are often corrupted by significant biologi-
cal and technical sources of noise and our task is to
infer the perturbation time given noisy time course
data. In order to do that we must first derive the
likelihood function under the new model.
Let two sets of gene expression time course data,
yc(X) and yp(X), represent noisy measurements with
i.i.d Gaussian measurement noise, N (0, σ2I), from
the control condition and perturbed condition, re-
spectively. A GP prior is placed on the mean func-
tions underlying yc and yp and a time point xp is
4
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Figure 1: Illustration of the covariance matrix, Σ,
for two functions f and g evaluated at points evenly
distributed in [0,100] and crossing at xp = 40 (upper)
and the resulting data covariance matrix, Σˆ, for time
course data yc and yp from a wild-type and perturbed
system respectively (lower).
defined as the perturbation time point. The data
model is defined as:
1. The two datasets yc and yp before xp are noise-
corrupted versions of the same underlying mean
function f which has a GP prior,
yc(xn) ∼ N (f(xn), σ2),
yp(xn) ∼ N (f(xn), σ2) for xn ≤ xp .
2. The mean function for yc stays intact after xp
while the mean function for yp changes to follow
g,
yc(xn) ∼ N (f(xn), σ2),
yp(xn) ∼ N (g(xn), σ2) for xn > xp ,
where f and g are constrained to cross at xp and
follow the GP described in Eqn. (5).
The joint distribution of yc and yp is then
p (yc(X), yp(X)|xp) = exp
(
−1
2
(
yc
yp
)>
Σˆ−1
(
yc
yp
))
,
(7)
where the covariance matrix Σˆ can be worked out in
terms of the covariance matrix Σ for the joint distri-
bution of f and g defined by Eqn. (6),
Σˆ =
(
Kˆycyc Kˆycyp
Kˆypyc Kˆypyp
)
, (8)
with
Kˆyc(X1)yc(X2) = Kf(X1)f(X2) + σ
2I X1 ∈ X,X2 ∈ X
Kˆyc(X1)yp(X2) =
{
Kf(X1)f(X2)
Kf(X1)g(X2)
X1 ∈ X,X2 ≤ xp
X1 ∈ X,X2 > xp
Kˆyp(X1)yc(X2) =
{
Kf(X1)f(X2)
Kg(X1)f(X2)
X1 ≤ xp,X2 ∈ X
X1 > xp,X2 ∈ X
Kˆyp(X1)yp(X2) =

Kf(X1)f(X2) + σ
2I
Kg(X1)f(X2)
Kf(X1)g(X2)
Kg(X1)g(X2) + σ
2I
X1 ≤ xp,X2 ≤ xp
X1 > xp,X2 ≤ xp
X2 > xp,X1 ≤ xp
X1 > xp,X2 > xp
The lower panel in Fig. 1 shows the data covariance
matrix Σˆ for X evenly spread in the range [0, 100]
and with a perturbation occurring at xp = 40.
2.4 Posterior distribution of the per-
turbation point
According to Bayes’ rule the posterior distribution of
xp is,
p(xp|yc(X), yp(X)) = p(y
c(X),yp(X)|xp)p(xp)∫
p(yc(X),yp(X)|xp)p(xp)dxp .
We assume a uniform prior on xp within the range
[xmin, xmax] of the observed data. We use a simple
discretization xp ∈ [xmin, xmin+δ, xmin+2δ, . . . , xmax]
in this range. Then the posterior can be approxi-
mated as a simple summation over this grid,
p(xp|yc(X), yp(X)) ' p(y
c(X), yp(X)|xp)∑x=xmax
x=xmin
p(yc(X), yp(X)|x) ,
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only requiring that we evaluate the likelihood at each
grid point. There are hyper-parameters θ also in-
volved in the posterior distribution of xp which would
potentially complicate matters. We choose to esti-
mate these hyper-parameters prior to inferring xp.
To do this we use maximum likelihood optimisation
for the case where xp approaches -∞ which corre-
sponds to the two GPs for the control and perturbed
conditions being independent,
θˆ = argmax
θ
(
lim
xp→−∞
pθ(y
c(X), yp(X)|xp, θ)
)
.
Since we have a simple histogram representation for
the posterior distribution of the perturbation time
point xp then we can easily estimate the mean, me-
dian or mode (MAP) of the posterior distribution to
provide a point estimate.
2.5 Pre-filtering to remove non-DE
genes
In many applications a large number of genes will
show no strong evidence for DE at any time or will
have a low signal-to-noise due to being weakly ex-
pressed. We therefore filter genes prior to using our
model. A DE gene will be better represented by two
independent GPs rather than a shared GP under con-
trol and perturbed conditions. We therefore filter
genes using the log-likelihood ratio r between the in-
dependent GP model (equivalent to xp approaching
−∞ in the perturbation model) and the integrated
GP (with xp approaching +∞):
r = logL(yc(X), yp(X)|xp → −∞)
− logL(yc(X), yp(X)|xp → +∞) (9)
We note that it is difficult to distinguish genes with
a late perturbation time from those that are non-DE
and our filtering approach may remove some genuine
late perturbation genes. In many applications we are
primarily interested on relatively early perturbations
(e.g. in the application considered here) in which
case this will not significantly impact the results. In
the Supplementary Section S4.2 we consider an alter-
native filtering approach which is based on detecting
genes with time-varying profile in either the control
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Figure 2: (a) The shaded area in the lower panel
represents the 95% credible region of the GP regres-
sion result. In the top panel we show the inferred
posterior distribution for the perturbation time xp.
(b) The mean, mode and median of the posterior dis-
tribution of xp with the 5-95 percentile coverage of
the posterior distribution for 19 simulated dataset at
different perturbation time points (dashed line shows
the ground truth).
or perturbed condition and is therefore less likely to
filter out late xp genes.
The method has been implemented in the DEtime
R-package (github.com/ManchesterBioinference/
DEtime) and also as the DEtime kernel in the
GPy Python package (github.com/SheffieldML/
GPy). The running time for the whole genome (32578
genes) for the example in Section 3.3 on a Intel(R)
Core(TM) i7-3770 CPU of 3.40GHz is around 11 hrs
using the DEtime R-package.
3 Results and Discussion
3.1 Generating simulated data
We generated data under a range of different sce-
narios to explore performance and robustness to de-
viations from the model. We generated expression
profiles from three different covariance models, one
matching the one used for inference and the other two
generating rougher profiles. We then add noise using
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three different noise models, one matching the Gaus-
sian model used for inference and two from heavier-
tailed distributions.
1. profile1: simulated noise-free profile generated
from the model GPθ(0, Σˆθ) with Σˆθ given in
Eqn. (8) assuming a squared exponential covari-
ance function (recall Eqn. (1)) with the hyper-
parameters θ = {α = 30.0, l = 8.0}.
2. profile2: simulated noise-free profile generated
from above model with the covariance function
in the form of a matern32 covariance function
(Williams and Rasmussen, 2006) with the same
hyperparameters as above.
3. profile3: simulated noise-free profile generated
from above model with the covariance function
in the form of a matern12 covariance function
(an Ornstein-Uhlenbeck (OU) process) with the
same hyperparameters as above.
Nine simulated dataset are induced with differ-
ent kinds of i.i.d noise on top of profile1, profile2
and profile3, respectively: Gaussian N (1.5), Student-
t distributed with 3 (T (3)) and 6 (T (6)) degrees of
freedom. The simulated data are sampled every hour
from 0 hrs until 18 hrs. We simulate data with a
range of perturbation times xp ∈ {0, 1, · · · , 17, 18}
and 100 different sets of data are produced for each
xp value.
Fig. 2 (a) shows an example of simulated data (us-
ing the profile1+N (1.5) scenario) with two replicates
and a perturbation at 4 hrs. The estimated posterior
distribution of xp is shown in the upper panel and
in the lower panel we show the GP regression func-
tion after fixing xp at the MAP value. In this case
the MAP estimate for xp is very close to the ground
truth. The mean, mode and median of the posterior
distribution of xp for 19 simulated datasets are illus-
trated in Fig. 2 (b) together with the 5-95 percentile
coverage of the posterior distribution. It is clear that
the posterior distributions of the perturbation time
cover the actual perturbation time to a great extent
and that the three different point estimates are typi-
cally close to the ground truth values.
3.2 Comparison with a thresholding
approach
Related methods have been introduced to identify
regions of differential expression from time course
data (Stegle et al., 2010; Heinonen et al., 2014).
Such methods can in principle also be used to iden-
tify the perturbation time by locating the first time
point where the DE score passes some threshold
value. Here we compare our approach to the most
recently published package of this type, developed by
Heinonen et al. (2014) implemented in the nsgp R-
package. The nsgp package infers the differentially
expressed time periods and uses four likelihood ra-
tios: marginal log-likelihood ratio (MLL), expected
marginal log-likelihood ratio (EMLL), the posterior
concentration (PC) and the noisy posterior concen-
tration (NPC) to quantify these regions. We adopt
thresholds of 0.5 and 1.0 to define the initial pertur-
bation points, respectively. The mean, median and
mode of the posterior distribution of the inferred per-
turbation points from our method are also computed.
The performance of ranking xp using each method
is measured by Spearman’s rank correlation coeffi-
cient with the known ground truth and the mean and
standard deviation of the rank correlation coefficients
across 100 dataset are illustrated in Table 1.
From the table, it is clear that the mean, median
and MAP estimates from the DEtime package pro-
vide better ranking performance. The results from
the nsgp package vary significantly through differ-
ent ratios and thresholds, among which, EMLL with
threshold 1.0 performs the best in this task, giving
rank correlation coefficient of 0.67±0.16 when tested
on the simulated profile1 contaminated with Gaussian
noise N (0, 1.5), which is still considerably lower than
the rank correlation coefficients from mean, median
or mode of the DEtime package. In order to compare
the performance of the algorithm on data with var-
ied signal-to-noise ratios, we adjusted the signal am-
plitude hyperparameter α and compared the results
from DEtime and nsgp with α = 1.5, 10.0, 20.0, 30.0.
Supplementary Table S1 illustrates the results which
shows the robustness of the proposed model. Sup-
plementary Fig. S1 shows the errorbar of the mean,
median, mode from DEtime package and EMLL with
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Table 1: Comparison of the means and stds of the Spearman’s rank correlation coefficients of the mean,
median and MAP estimation of the perturbation times from our DEtime package and different likelihood
ratios with various thresholds from the nsgp package. Mn represents the M ratio with a threshold of n.
R Package DEtime nsgp
Data Mean Median MAP MLL0.5 EMLL0.5 PC0.5 NPC0.5 MLL1.0 EMLL1.0 PC1.0 NPC1.0
profile1+N (1.5) 0.94±0.04 0.94±0.04 0.93±0.05 -0.02±0.23 0.26±0.22 0.36±0.22 0.26±0.23 -0.02±0.23 0.67±0.16 0.29±0.22 0.48±0.21
profile2+N (1.5) 0.90±0.06 0.90±0.06 0.88±0.08 -0.05±0.23 0.17±0.23 0.21±0.25 0.24±0.22 -0.06±0.23 0.57±0.20 0.18±0.24 0.42±0.21
profile3+N (1.5) 0.93±0.04 0.93±0.04 0.92±0.05 -0.04±0.26 0.31±0.22 0.21±0.25 0.28±0.25 -0.05±0.26 0.75±0.16 0.20±0.23 0.47±0.23
profile1+T (6) 0.93±0.05 0.92±0.06 0.91±0.07 0.01±0.24 0.22±0.24 0.24±0.27 0.23±0.24 0.02±0.23 0.59±0.18 0.17±0.23 0.40±0.23
profile2+T (6) 0.87±0.07 0.86±0.07 0.83±0.09 0.04±0.23 0.27±0.25 0.08±0.24 0.15±0.22 0.03±0.23 0.42±0.24 0.02±0.24 0.28±0.24
profile3+T (6) 0.89±0.06 0.89±0.06 0.87±0.08 0.01±0.26 0.24±0.24 0.13±0.25 0.26±0.26 -0.00±0.27 0.64±0.20 0.07±0.25 0.41±0.23
profile1+T (3) 0.91±0.05 0.90±0.06 0.89±0.06 -0.02±0.24 0.14±0.22 0.19±0.22 0.20±0.21 -0.03±0.24 0.48±0.21 0.15±0.23 0.32±0.21
profile2+T (3) 0.83±0.09 0.83±0.10 0.80±0.11 -0.03±0.26 0.08±0.23 0.12±0.23 0.16±0.21 -0.04±0.26 0.36±0.23 0.05±0.22 0.24±0.24
profile3+T (3) 0.87±0.07 0.87±0.07 0.84±0.09 -0.01±0.25 0.20±0.21 0.09±0.23 0.20±0.18 0.00±0.25 0.54±0.22 0.09±0.23 0.33±0.23
thresholds of 0.5 and 1.0 from nsgp package across
100 replicates along all perturbation times for all sim-
ulated datasets. We observe that the DEtime package
provides reasonable estimation of the initial pertur-
bation time under various noise distributions whereas
the performance of the EMLL ratio from nsgp pack-
age varies substantially and its performance seems to
be deteriorating with later initial perturbations.
We note that methods in the nsgp package are not
designed specifically for the task of inferring the ini-
tial perturbation point as they were proposed for the
more general problem of identifying DE regions. Nev-
ertheless, a common application of time-series DE
studies is to distinguish early and late DE events.
We have demonstrated that one can obtain greater
accuracy by focusing on this specific task rather than
adapting a more general DE method.
3.3 Bacterial infection response in
Arabidopsis thaliana
To determine the biological utility of estimating per-
turbation times, we re-examined a large dataset re-
cently published by Lewis et al. (2015) that cap-
tures the transcriptional reprogramming associated
with defence and disease development in Arabidop-
sis thaliana leaves inoculated with Pseudomonas sy-
ringae pv. tomato DC3000 and the non-pathogenic
DC3000hrpA mutant strain. The differences in gene
expression between these two challenges is a result
of the action of virulence factors delivered by the
DC3000 strain into the plant cell, in this case pre-
dominately the collaborative activities of 28 bacterial
effector proteins. Figure 3 shows examples of an early
and late perturbed gene identified by our method. A
preliminary investigation of the perturbation times of
differentially expressed genes revealed two peak times
(Supplementary Figure S2), allowing genes to be as-
signed to one of three groups: early, intermediate
and late perturbed genes. This initial characterisa-
tion was consistent with major phase changes in the
infection process, and the onset of effector mediated
transcriptional reprogramming: effectors are not de-
livered into plant cells until 90-120 minutes post in-
oculation (Grant et al., 2000), and do not promote
bacterial growth until ∼ 8 hpi, when they have effec-
tively disabled host defence processes. This general
progression is reflected in GO and pathway analysis
outlined in Supplementary Section S4.1 and S4.2.
The recent study by Lewis et al. (2015) provided
a comprehensive overview of the transition from de-
fence to disease. Thus we investigated if the calcu-
lation of perturbation times provided supporting ev-
idence and additional novel insights not highlighted
by Lewis et al. (2015). To do so, genes were first
grouped according to their GO or AraCyc Pathway
annotation, and the cumulative perturbation time for
each term calculated. The time at which more than
50% of the genes associated with a particular term
were perturbed could then be used to rank terms, al-
lowing a high resolution understanding of the infec-
tion process. Heat maps showing the cumulative den-
sity function (CDF) of perturbation times for each
term are shown in Supplementary Figures S4-S15.
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For clarity, we chose to focus predominately on the
earliest processes perturbed by bacterial effectors as
these are predicted to be processes integral to the
suppression of innate immunity. As an initial proof of
concept we focussed on the perturbation of hormone
pathways, as modulation of these pathways are well
known to be integral to pathogen virulence strategies
(Fig. 4).
First we looked at abscisic acid (ABA) pathways,
as it has previously been shown that DC3000 rapidly
induces de novo ABA biosynthesis and hijacks ABA
signalling pathways to promote virulence (de Torres-
Zabala et al., 2007; de Torres Zabala et al., 2009).
Fig. 4 shows a strong link between various GOs
associated with ABA processes and early perturba-
tion, which is what is predicted in the literature and
demonstrated by Lewis et al. (2015). Amongst these
early ABA signalling components induced were the
classic ABA responsive TFs, RD26 and both ATAIB
and AFP2 were induced around 2 hpi. This predic-
tion suggests that effectors are targeting ABA sig-
naling very early in the infection process. Further-
more > 50% of genes annotated with ‘regulation of
abscisic acid biosynthetic process’ were perturbed by
2.3 hpi, consistent with measurable increased in de
novo ABA biosynthesis 6 hpi (de Torres-Zabala et al.,
2007), with subsequent perturbation of ‘cellular re-
sponse to abscisic acid stimulus’ occurring by 3.5
hpi. Two genes showing perturbation at 4.1 hpi and
annotated as ABA responsive, BLHL1 and TCP14,
are predicted to be targeted by the DC3000 effec-
tor AvrPto in yeast two hybrid protein-protein in-
teraction studies (Mukhtar et al., 2011). Moreover a
knockout of TCP14 results in enhanced disease resis-
tance to DC3000, consistent with TCP14 being a vir-
ulence target of effectors (Weßling et al., 2014). Sub-
sequently, a number of ABA related pathways appear
to be further targeted later in the infection. Interest-
ingly ‘negative regulation of abscisic acid-activated
signaling pathway’ was perturbed at 4.4 hpi suggest-
ing this is an example of a failed host response (Lewis
et al., 2015). Other notable perturbed ABA related
ontologies included ‘abscisic acid transport’ (4.9 hpi),
‘abscisic acid catabolic process’ (5.1 hpi), ‘abscisic
acid binding’ (5.1 hpi), ‘abscisic acid-activated sig-
naling pathway’ (6.3 hpi), ‘abscisic acid biosynthetic
process’ (7.2 hpi) and ‘positive regulation of abscisic
acid-activated signaling pathway’ (7.2 hpi). Thus we
can validate the importance of ABA in the infection
process but, moreover, using our estimation of per-
turbation process we can see fine resolution of the
increased impact of ABA biosynthesis and signaling
on the infection process not evidenced by the previ-
ous analyses (Lewis et al., 2015) as illustrated in Fig.
4A.
As expected, we also identified strong early per-
turbations in salicylic acid (SA, Fig. 4B) related
ontologies, as these are key targets for effector me-
diated suppression (DebRoy et al., 2004). For fur-
ther validation, we looked at ontologies associated
with the hormone jasmonic acid (JA, Fig. 4C). The
JA ontologies show more delayed perturbation than
ABA, particularly notably the ontologies associated
with ‘response to jasmonic acid’ (2.3 hpi), ‘jasmonic
biosynthetic processes’ (3.7 hpi) and ‘regulation of
jasmonic acid mediate signaling pathways’ (3.8 hpi).
This is consistent with the recent study by de Tor-
res et al. (2015) using a specific targeted analysis of
the same dataset which demonstrated that the JA
contribution to DC3000 pathogenesis was preceded
by a stronger ABA component. Thus both the ABA
and JA analyses provide two examples that validate
the utility of the perturbation estimation approach.
Two other hormone signalling pathways, gibberellic
acid (GA, Fig. 4D) and ethylene (ET, Fig. 4E), are
predicted to play a minor role in establishment of vir-
ulence, with their contributions only occurring late in
the infection process.
We next identified two signalling and two pri-
mary metabolism pathways that are predicted to
be important in the early conflict between plant
defence and pathogen virulence: MAP kinase ki-
nase (MAPKK) activity, regulation of protein kinase
activity, NAD biosynthesis process and methionine
biosynthesis (Figure 4F/G).
MAMP signaling activates an early kinase phos-
phorylation cascade that initiates transcriptional ac-
tivation (Zipfel, 2014), however little is known about
the transcriptional activation or kinases. Remark-
ably, 8 out of the 10 MAPKKs encoded by the Ara-
bidopsis genome were perturbed early. Given that
these MAPKKs are responsible for phosphophory-
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Figure 3: Examples of fitting the DEtime model
to an early-perturbed (left) and late-perturbed gene
from an experiment comparing arabadopsis leaves
collected from plants infected with DC3000 (condi-
tion 1) and the mutant DC3000hrpA (condition 2).
The shaded area represents the 95% credible region
of the GP and the dashed line is the estimated mean
of the model.
lation of the 20 downstream MAPKs their respec-
tive roles are naturally extensive. However, MAP-
KKs are strongly implicated in biotic stress. Most
notably, the DC3000 effector HopF2 can interact
with Arabidopsis MKK5 and most likely other MAP-
KKs to inhibit MAPKs and PAMP-triggered im-
munity. This is probably through MAPKK inhi-
bition via ADP-ribosylation as HopF2 delivery in-
hibited PAMP-induced MPK phosphorylation (Wang
et al., 2010). Functional evidence for a positive role
of MKKs in defence comes from work in tobacco,
where transient expression of AtMKK7/AtMKK9
and AtMKK4/AtMKK5 caused a hypersensitive re-
sponse (Zhang et al., 2008). However, the roles
of MKKs are likely to be multifunctional and may
be manipulated by effectors to promote virulence.
The MAPKK, MKK1 was shown to negatively reg-
ulate immunity (Kong et al., 2012). This may be
through a dual role in activating ABA signalling as
AtMKK1 as well as AtMKK2 and AtMKK3, could
activate the ABA responsive RD29A promoter and
MKK8 could activate the RD29B promoter (HUA
et al., 2006). Concomitant with perturbation of the
MKK pathway was a significant early perturbation
of a sets of genes associated with regulation of pro-
tein kinase activity. Strikingly, these genes belong
to a class of evolutionarily conserved kinases func-
tioning as metabolic sensors and are activated in re-
sponse to declining energy levels. Their co-regulation
is probably because they typically function as a het-
erotrimeric complex comprising two regulatory sub-
units, β and γ, and an α-catalytic subunit. Intrigu-
ingly, a recent study predicted that the two clade A
type 2C protein phosphatases that are negative reg-
ulators of ABA signalling, ABI1 and PP2CA, nega-
tively regulate the Snf1-related protein kinase1 and
that PP2C inhibition by ABA results in SnRK1 ac-
tivation (Rodrigues et al., 2013). Moreover, SnRK1
and ABA were shown to induce largely overlapping
transcriptional responses, thus these data reveal a
previously unknown link between ABA and energy
signalling during DC3000 infection.
A pathway intimately linked to energy signalling
and redox reactions is NAD biosynthesis, one of
the most significantly perturbed pathways follow-
ing effector delivery (Figure 4G). Although powdery
mildew infection of barley leaves was reported to be
associated with increased NAD content more than 40
years ago (Ryrie and Scott, 1969) and recently the
identification of the fin4 (flagellin insensitive 4) mu-
tant as aspartate oxidase (Macho et al., 2012), a pre-
cursor of the NANP biosynthetic pathway, the role
of pyridines in plant defence has received little at-
tention. NAD and NADP play crucial roles in pro-
oxidant and antioxidant metabolism and have been
linked to biotic stress responses, including produc-
tion of nitric oxide and metabolism of reactive lipid
derivatives (Crawford and Guo, 2005; Mano et al.,
2005). We highlight two possible, and contrasting,
roles for rapid induction of NAD biosynthesis com-
ponents by effectors. First, it has recently been
shown that chloroplast ROS production is influenced
by NADP:NADPH ratios and bacteria effector deliv-
ery rapidly suppresses a MAMP triggered chloroplast
burst of hydrogen peroxide in an ABA dependent
manner (de Torres Zabala et al., 2015). Secondly,
poly(ADP-Ribose) polymerases (PARPs) is emerg-
ing as a key regulator of defence responses. PARPs
are important NAD+ consuming enzymes induced
by biotic stress, polymerising long poly(ADP-ribose)
chains on target proteins including histones. (Adams-
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Phillips et al., 2010) reported a 40% to 50% de-
crease in NAD+ 12 hpi of DC3000 challenged leaves
compared to a mock control and ∼ 50% increase in
total cellular and nuclear poly(ADP-Rib) polymers
(Adams-Phillips et al., 2010). Consistent with these
results, a knockout of PARP2, which is induced by
MAMPs, restricts DC3000 growth (Song et al., 2015)
demonstrating that loss of poly(ADP-ribosyl)ation
activity affects the capacity of Arabidopsis to limit
DC3000 growth.
The second primary metabolism example we
choose to highlight is the very rapid induction me-
thionine biosynthesis pathway (Figure 4G). Methio-
nine is a sulphur amino acid involved in multiple
cellular processes from being a protein constituent,
to initiation of mRNA translation as well as func-
tioning as a regulatory molecule in the form of
S-adenosylmethionine (SAM). There are 13 unique
genes associated with this ontology, and while it
is outside the scope of this manuscript to explore
these in detail it is worth noting that this includes
DMR1 (Downy Mildew Resistance 1) (van Damme
et al., 2009), encoding homoserine kinase, which pro-
duces O-phospho-L-homoserine, a compound at the
branching point of methionine and threonine biosyn-
thesis. Mutations in dmr1 lead to elevated foliar ho-
moserine and resistance to the biotrophic pathogens
Hyaloperonospora arabidopsidis, Oidium neolycoper-
sici, F. culmorum and F. graminearum, although
the mechanism has yet to be identified (van Damme
et al., 2009; Huibers et al., 2013; Brewer et al., 2014).
Thus in summary, we have validated perturbation
times against previous analyses, and provide four
new examples derived from examining early pertur-
bation times of biological pathways to identify novel
signalling and, particularly, primary metabolic path-
ways that are implicated in the transition from de-
fence to disease following infection with DC3000.
These examples provide compelling leads for further
investigation.
4 Conclusion
We have introduced a fully Bayesian approach to in-
fer the initial point where two gene expression time
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profiles diverge using a novel GP regression approach.
We model the data as noise-corrupted samples com-
ing from a shared function prior to some “perturba-
tion time” after which it splits into two conditionally
independent functions. The full posterior distribu-
tion of the perturbation point is obtained through a
simple histogram approach, providing a straightfor-
ward method to infer the divergence time between
two gene expression time profiles under different con-
ditions. The proposed method is applied to a study of
the timing of transcriptional changes in Arabidopsis
thaliana under a bacterial challenge with a wild-type
and disarmed strain. Analysis of differences in the
gene expression profiles between strains is shown to
be informative about the immune response.
Many transcriptional perturbation experiments are
focused on a single perturbation. However, multiple
perturbations occurring at different times or a sin-
gle perturbation targeting many conditions will be
needed to unmask complex gene regulatory strate-
gies. An interesting future line of research would be
the development of GP covariance structures to un-
cover the ordering of events under these more general
scenarios.
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Supplementary Files
S1 Model Derivation
Consider the case where two time profiles, f(X) and g(Z), evaluated at specified sets of time points X and Z,
respectively, cross at the point xp with f(xp) = g(xp) = u at the crossing point. We use the same Gaussian
process (GP) prior for each function,
f(X) ∼ GP(µ(x),K(x, x′)),
g(Z) ∼ GP(µ(z),K(z, z′)).
Imposing the constraint that the functions cross at xp, p(f |X, u) and p(g|Z, u) are then,
p(f(X)|u) ∼ N (µX, CX),
p(g(Z)|u) ∼ N (µZ, CZ),
with
µX =
K(X, xp)u
K(xp, xp)
,
CX = K(X,X)− K(X, xp)K(X, xp)
>
K(xp, xp)
,
µZ =
K(Z, xp)u
K(xp, xp)
,
CZ = K(Z,Z)− K(Z, xp)K(Z, xp)
>
K(xp, xp)
.
In practice, the time profiles f(X) and g(Z) are typically measured at the same time points, so that Z can
be replaced by X. The joint probably distribution of f and g is then obtained by integrating over the latent
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function u = f(xp) which has a Gaussian distribution with variance k(xp, xp) = α, u ∼ N (0, α), so that:
p(f(X), g(X)) =
∫
p(f |X, u)p(g|X, u)p(u)du,
∝
∫
exp
[
−1
2
(f − µX)C−1X (f − µX)T −
1
2
(g − µX)C−1X (g − µX)T −
u2
2α
]
du,
∝ exp
(
−f
TC−1X f + g
TC−1X g
2
)∫
exp
[
(fTC−1X kX + g
TC−1X kX)
u
α
− kTXC−1X kX
u2
α2
− u
2
2α
]
du,
= exp
(
−f
TC−1X f + g
TC−1X g
2
)∫
exp
{
−2k
T
XC
−1
X kX + α
2α2
·
[(
u− α(f
TC−1X kX + g
TC−1X kX)
2kTXC
−1
X kX + α
)2
−
(
α(fTC−1X kX + g
TC−1X kX)
2kTXC
−1
X kX + α
)2]}
du,
∝ exp
(
−f
TC−1X f + g
TC−1X g
2
+
(fTC−1X kX + g
TC−1X kX)
2
4kTXC
−1
X kX + 2α
)
,
= exp
[
−1
2
fT
(
C−1X −
C−1X kXk
T
XC
−1
X
2kTXC
−1
X kX + α
)
f − 1
2
gT
(
C−1X −
C−1X kXk
T
XC
−1
X
2kTXC
−1
X kX + α
)
g
+
1
2
gT
(
C−1X kXk
T
XC
−1
X
2kTXC
−1
X kX + α
)
f +
1
2
fT
(
C−1X kXk
T
XC
−1
X
2kTXC
−1
X kX + α
)
g
]
,
= exp
(
−1
2
(
f
g
)T (
A B
B A
)(
f
g
))
= exp
(
−1
2
(
f
g
)T (
Kff Kfg
KTfg Kgg
)−1(
f
g
))
,
where K and kX are abbreviations for K(X,X) and K(X, xp), respectively, and
A = C−1X −
C−1X kXk
T
XC
−1
X
α+ 2kTXC
−1
X kX
,
B = − C
−1
X kXk
T
XC
−1
X
α+ 2kTXC
−1
X kX
.
Let us say p1 = k
T
XK
−1kX and p2 = kTXC
−1kX,
p2 = k
T
XC
−1
X kX =
αkTXK
−1kX
α− kTXK−1kX
=
αp1
α− p1 ,
B = − C
−1
X kXk
T
XC
−1
X
α+ 2kTXC
−1
X kX
= − α
2K−1kXkTXK
−1
(α− p1)2(α+ 2p2) = −
αK−1kXkTXK
−1
(α2 − p21)
,
A = C−1X −B = K−1 +
K−1kXkTXK
−1
α− p1 −
αK−1kXkTXK
−1
(α2 − p21)
= K−1 +
p1K
−1kXkTXK
−1
(α2 − p21)
,
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so,
A−1 = K −
p1KK
−1kXkTXK
−1K
(α2−p21)
1 +
p1kTXK
−1KK−1kX
(α2−p21)
= K − p1kbXk
T
X
(α2 − p21) + p1kTXK−1kX
= K − p1
α2
kXk
T
X,
then,
Kff = (A−BA−1B)−1 = K,
Kfg = −(A−BA−1B)−1BA−1 = KαK
−1kXkTXK
−1
(α2 − p21)
{K − p1
α2
kXk
T
X} =
kXk
T
X
α
,
Kgf = −A−1B(A−BA−1B)−1 = kXk
T
X
α
,
Kgg = (A−BA−1B)−1 = K.
S2 Covariance matrix of the perturbation model
Without loss of generality, we consider the discrete functions {f(xi) : i = 1 : n} and {g(xj) : j = 1 : n}, here
n is the length of the data. Assuming that the perturbation occurs at x = xp, according to the perturbation
model assumption, the data {f(xi) : i = 1 : n} and {g(xj) : j = 1 : p} can be represented by the same GP
while {g(xj) : j = p + 1 : n} are perturbed and represented by another GP, therefore, the matrix blocks
Kff , Kfg, Kgf and Kgg will be changed accordingly to K¯ff , K¯fg, K¯gf and K¯gg,
K¯
[1:n,1:n]
ff = K
[1:n,1:n]
ff ,
K¯
[1:n,1:p]
fg = K
[1:n,1:p]
ff ,
K¯
[1:n,p+1:n]
fg = K
[1:n,p+1:n]
fg ,
K¯ [1:p,1:p]gg = K
[1:p,1:p]
ff ,
K¯ [1:p,p+1:n]gg = K
[1:p,p+1:n]
fg ,
K¯ [p+1:n,1:p]gg = K
[p+1:n,1:p]
gf ,
K¯ [p+1:n,p+1:n]gg = K
[p+1:n,p+1:n]
gg ,
K¯
[1:n,1:n]
gf = [K¯
[1:n,1:n]
fg ]
T ,
here K
[a,b]
m represents the element at row a and column b of the matrix Km. Taking into account the
noisy measurements, a small noise variance σ2 will be added to the diagonal of the covariance matrix, and
eventually the covariance matrix for f and g, K¯final, becomes
K¯final =
(
K¯ff K¯fg
K¯gf K¯gg
)
+ σ2I(2n×2n).
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When replicates are encountered in the model, the matrix will have to be repeated, so in the case of two
replicates, the covariance matrix K¯final becomes
K¯final =

K¯ff K¯ff K¯fg K¯fg
K¯ff K¯ff K¯fg K¯fg
K¯fg K¯fg K¯gg K¯gg
K¯fg K¯fg K¯gg K¯gg
+ σ2I(4n×4n).
S3 Results on simulated data
We generated data under a range of different scenarios to explore performance and robustness to deviations
from the model. We generated expression profiles from three different covariance models, one matching the
one used for inference and other two generating rougher profiles. We then add noise using three different
noise models, one matching the Gaussian model used for inference and two from heavier-tailed distributions
with the same set of hyperparameters.
1. profile1: simulated data generated from the model GPθ(0, Σˆθ) with Σˆθ assuming a squared exponential
covariance function.
2. profile2: simulated data generated from above Gaussian process model with the covariance function in
the form of a matern32 covariance function.
3. profile3: simulated data generated from above Gaussian process model with the covariance function in
the form of a matern12 covariance function.
Nine simulated dataset were induced with different kinds of i.i.d noise on top of profile1, profile2 and
profile3, respectively: Gaussian N (0, 1.5), Student-t distributed with 3 (T (3)) and 6 (T (6)) degrees of free-
dom. The simulated data were sampled every hour from 0hrs till 18hrs. Perturbation times xp were set
in the range {0, 1, · · · , 17, 18} and 100 different sets of data were produced for each xp with each dataset
having 2 replicates.
Here we compare our approach to the most recently published package of this type, developed by Heinonen
et al. (2014) implemented in the nsgp R-package. The nsgp package infers the differentially expressed time
periods and uses four likelihood ratios: marginal log-likelihood ratio (MLL), expected marginal log-likelihood
ratio (EMLL), the posterior concentration (PC) and the noisy posterior concentration (NPC) to quantify
these regions. We adopt thresholds of 0.5 and 1.0 to define the initial perturbation points, respectively. The
mean, median and mode of the posterior distribution of the inferred perturbation points from our method are
also computed. In order to test the robustness of our proposed model, we fixed the lengthscale parameter
(l = 8.0) and varied the amplitude parameter (α = 30.0, 20.0, 10.0, 1.5) in different kernel profiles. The
performance of ranking xp using each method is measured by Spearman’s rank correlation coefficient with
the known ground truth and the mean and standard deviation of the rank correlation coefficients across 100
dataset are illustrated in Table S1. It is clear that the proposed algorithm provides robust estimations to
the perturbation points under reasonable noise conditions. EMLL with threshold of 1.0 provides the best
results among those from nsgp package, however, its performance is much worse than those from the DEtime
package. The mean, meadian and MAP results from DEtime package and EMLL0.5 and EMLL1.0 from nsgp
package with α = 30.0 are illustrated in Fig. S1.
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Figure S1: Estimated mean, median, MAP (from DEtime package), EMLL0.5, EMLL1.0 (from nsgp package)
and 5-95 percentile coverage of the posterior distributions on tested perturbation times of 100 dataset each
generated over the nine types of simulated data with hyperparameters α = 30.0, l = 8.0.
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Table S1: Comparison of the means and stds of the Spearman’s rank correlation coefficients of the mean,
median and MAP estimation of the perturbation times from our DEtime package and different likelihood
ratios with various thresholds from the nsgp package under various α. Mn represents the M ratio with a
threshold of n.
R Package DEtime nsgp
α = 30.0
Data Mean Median MAP MLL0.5 EMLL0.5 PC0.5 NPC0.5 MLL1.0 EMLL1.0 PC1.0 NPC1.0
profile1+N (1.5) 0.94±0.04 0.94±0.04 0.93±0.05 -0.02±0.23 0.26±0.22 0.36±0.22 0.26±0.23 -0.02±0.23 0.67±0.16 0.29±0.22 0.48±0.21
profile2+N (1.5) 0.90±0.06 0.90±0.06 0.88±0.08 -0.05±0.23 0.17±0.23 0.21±0.25 0.24±0.22 -0.06±0.23 0.57±0.20 0.18±0.24 0.42±0.21
profile3+N (1.5) 0.93±0.04 0.93±0.04 0.92±0.05 -0.04±0.26 0.31±0.22 0.21±0.25 0.28±0.25 -0.05±0.26 0.75±0.16 0.20±0.23 0.47±0.23
profile1+T (6) 0.93±0.05 0.92±0.06 0.91±0.07 0.01±0.24 0.22±0.24 0.24±0.27 0.23±0.24 0.02±0.23 0.59±0.18 0.17±0.23 0.40±0.23
profile2+T (6) 0.87±0.07 0.86±0.07 0.83±0.09 0.04±0.23 0.27±0.25 0.08±0.24 0.15±0.22 0.03±0.23 0.42±0.24 0.02±0.24 0.28±0.24
profile3+T (6) 0.89±0.06 0.89±0.06 0.87±0.08 0.01±0.26 0.24±0.24 0.13±0.25 0.26±0.26 -0.00±0.27 0.64±0.20 0.07±0.25 0.41±0.23
profile1+T (3) 0.91±0.05 0.90±0.06 0.89±0.06 -0.02±0.24 0.14±0.22 0.19±0.22 0.20±0.21 -0.03±0.24 0.48±0.21 0.15±0.23 0.32±0.21
profile2+T (3) 0.83±0.09 0.83±0.10 0.80±0.11 -0.03±0.26 0.08±0.23 0.12±0.23 0.16±0.21 -0.04±0.26 0.36±0.23 0.05±0.22 0.24±0.24
profile3+T (3) 0.87±0.07 0.87±0.07 0.84±0.09 -0.01±0.25 0.20±0.21 0.09±0.23 0.20±0.18 0.00±0.25 0.54±0.22 0.09±0.23 0.33±0.23
α = 20.0
Data Mean Median MAP MLL0.5 EMLL0.5 PC0.5 NPC0.5 MLL1.0 EMLL1.0 PC1.0 NPC1.0
profile1+N (1.5) 0.93±0.05 0.93±0.05 0.91±0.07 -0.02±0.23 0.20±0.22 0.29±0.20 0.22±0.18 0.01±0.23 0.62±0.18 0.26±0.23 0.47±0.20
profile2+N (1.5) 0.88±0.08 0.88±0.10 0.86±0.10 0.01±0.23 0.16±0.23 0.17±0.23 0.25±0.24 -0.01±0.25 0.46±0.24 0.11±0.23 0.34±0.22
profile3+N (1.5) 0.91±0.05 0.91±0.06 0.89±0.06 -0.05±0.25 0.34±0.20 0.18±0.24 0.31±0.22 -0.05±0.24 0.66±0.18 0.12±0.24 0.46±0.23
profile1+T (6) 0.89±0.07 0.89±0.08 0.86±0.09 -0.04±0.22 0.12±0.22 0.18±0.21 0.17±0.25 -0.03±0.22 0.43±0.20 0.12±0.21 0.34±0.21
profile2+T (6) 0.82±0.11 0.82±0.12 0.78±0.13 -0.04±0.25 0.08±0.20 0.07±0.23 0.14±0.21 -0.03±0.25 0.35±0.22 0.05±0.22 0.24±0.23
profile3+T (6) 0.87±0.06 0.87±0.07 0.84±0.08 -0.04±0.25 0.22±0.21 0.07±0.23 0.22±0.23 -0.04±0.25 0.51±0.21 0.09±0.21 0.35±0.22
profile1+T (3) 0.87±0.07 0.87±0.07 0.85±0.08 0.03±0.22 0.13±0.20 0.15±0.22 0.18±0.18 0.03±0.22 0.46±0.21 0.09±0.23 0.31±0.21
profile2+T (3) 0.77±0.10 0.76±0.11 0.71±0.15 -0.01±0.25 0.04±0.22 0.06±0.25 0.13±0.26 -0.01±0.25 0.31±0.24 0.07±0.21 0.21±0.25
profile3+T (3) 0.85±0.07 0.85±0.08 0.83±0.09 -0.02±0.25 0.12±0.21 0.05±0.24 0.16±0.21 -0.00±0.25 0.46±0.24 0.03±0.23 0.23±0.24
α = 10.0
Data Mean Median MAP MLL0.5 EMLL0.5 PC0.5 NPC0.5 MLL1.0 EMLL1.0 PC1.0 NPC1.0
profile1+N (1.5) 0.89±0.06 0.88±0.07 0.85±0.10 -0.02±0.25 0.18±0.22 0.18±0.25 0.23±0.22 -0.03±0.24 0.45±0.24 0.13±0.23 0.34±0.23
profile2+N (1.5) 0.81±0.11 0.80±0.12 0.76±0.13 -0.01±0.22 0.09±0.22 0.07±0.22 0.19±0.20 -0.01±0.23 0.34±0.24 0.04±0.22 0.23±0.21
profile3+N (1.5) 0.88±0.06 0.88±0.06 0.85±0.09 -0.03±0.20 0.20±0.21 0.03±0.25 0.25±0.21 -0.03±0.21 0.55±0.19 0.03±0.23 0.32±0.21
profile1+T (6) 0.83±0.08 0.83±0.09 0.80±0.11 -0.03±0.25 0.16±0.24 0.11±0.25 0.20±0.24 -0.02±0.25 0.36±0.23 0.05±0.24 0.26±0.22
profile2+T (6) 0.75±0.12 0.73±0.12 0.69±0.14 -0.02±0.23 0.10±0.21 0.03±0.25 0.15±0.22 -0.01±0.24 0.27±0.21 -0.01±0.23 0.16±0.22
profile3+T (6) 0.82±0.10 0.82±0.11 0.77±0.14 -0.02±0.23 0.14±0.23 0.03±0.24 0.19±0.24 -0.01±0.23 0.37±0.20 0.03±0.23 0.23±0.22
profile1+T (3) 0.82±0.09 0.81±0.11 0.77±0.11 0.04±0.22 0.07±0.22 0.05±0.25 0.10±0.24 0.04±0.23 0.30±0.21 0.04±0.25 0.17±0.23
profile2+T (3) 0.74±0.12 0.73±0.12 0.69±0.14 -0.02±0.23 0.11±0.21 0.02±0.24 0.15±0.22 -0.02±0.24 0.27±0.21 -0.01±0.23 0.16±0.22
profile3+T (3) 0.75±0.12 0.75±0.13 0.70±0.15 0.01±0.22 0.08±0.24 -0.00±0.24 0.12±0.23 0.00±0.22 0.29±0.24 0.03±0.24 0.15±0.25
α = 1.5
Data Mean Median MAP MLL0.5 EMLL0.5 PC0.5 NPC0.5 MLL1.0 EMLL1.0 PC1.0 NPC1.0
profile1+N (1.5) 0.69±0.14 0.68±0.15 0.62±0.17 0.01±0.24 0.05±0.22 -0.01±0.20 0.10±0.23 -0.01±0.23 0.18±0.24 0.01±0.20 0.10±0.20
profile2+N (1.5) 0.60±0.18 0.58±0.18 0.52±0.20 0.02±0.23 -0.03±0.21 -0.05±0.21 0.03±0.21 0.01±0.22 0.14±0.24 -0.04±0.21 0.02±0.23
profile3+N (1.5) 0.60±0.17 0.59±0.18 0.51±0.22 -0.05±0.23 0.04±0.21 0.02±0.24 0.08±0.23 -0.06±0.23 0.20±0.23 0.02±0.23 0.13±0.24
profile1+T (6) 0.59±0.16 0.57±0.16 0.51±0.18 -0.02±0.25 0.06±0.24 -0.01±0.25 0.09±0.21 0.00±0.25 0.15±0.22 0.03±0.28 0.07±0.23
profile2+T (6) 0.49±0.18 0.47±0.19 0.41±0.21 0.01±0.23 0.01±0.23 -0.04±0.23 0.03±0.24 0.02±0.23 0.11±0.21 -0.02±0.23 -0.04±0.23
profile3+T (6) 0.49±0.19 0.49±0.21 0.41±0.24 0.03±0.23 0.05±0.23 -0.05±0.25 0.05±0.23 0.02±0.23 0.11±0.25 -0.03±0.26 0.06±0.26
profile1+T (3) 0.52±0.15 0.52±0.17 0.44±0.19 0.00±0.23 0.00±0.22 -0.03±0.22 0.06±0.21 0.01±0.22 0.08±0.24 -0.02±0.21 0.04±0.22
profile2+T (3) 0.40±0.19 0.38±0.20 0.30±0.20 0.02±0.22 0.00±0.22 -0.04±0.25 0.03±0.22 0.03±0.22 0.03±0.22 -0.02±0.23 0.01±0.25
profile3+T (3) 0.41±0.21 0.41±0.20 0.35±0.20 -0.03±0.25 0.07±0.21 -0.02±0.26 0.06±0.24 -0.02±0.25 0.10±0.24 -0.02±0.26 0.07±0.26
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S4 GO and GSEA analysis results
S4.1 GO and GSEA analysis results for differentially expressed genes
We used the method to study Arabidopsis thaliana genes following inoculation with the hemibiotrophic
bacteria Pseudomonas syringae (Lewis et al., 2015). This dataset includes time series from two conditions:
(i) infection of Arabidopsis with virulent Pseudomonas syringage pv. tomato DC3000, which leads to disease
development (condition 1); and (ii) infection of Arabidopsis with the disarmed strain DC3000hrpA (condition
2). Each of the three time series comprised 13 time points at times t = [0, 2, 3, 4, 6, 7, 8, 10, 11, 12, 14, 16, 17.5]
hours post inoculation (hpi). Each treatment/challenge was undertaken on leaf 8 and comprised 4 biological
replicates. The data are deposited at Gene Expression Omnibus under the accession number GSE56094.
A key difference between time series in condition 1 and condition 2 is that the DC3000hrpA mutant is
compromised in production of a major component of the Type Three Secretion System and cannot deliver
bacterial effectors into the plant cell. DC3000hrpA challenge triggers basal defence through activation of
innate immune receptors in response to microbe/pathogen-associated molecular pattern (M/PAMP). Thus
DC3000hrpA (condition 2) reports induced basal defences. By contrast, in condition 1, DC3000 delivers
∼ 28 “effector” proteins into the plant cell and these effectors collectively suppress innate immunity and
reconfigure plant metabolism for bacterial sustenance (Cunnac et al., 2009). Comparisons between condition
1 and condition 2 will reveal important information about how basal immune responses are suppressed or
subverted by the pathogen whilst later time points should reveal the metabolic reprogramming to provide
nutrient to the apoplastically localised bacteria.
A histogram of the perturbation times for all differentially expressed (DE) genes between DC3000 (condi-
tion 1) and DC3000hrpA (condition 2), using a log-likelihood ratio filter r > 4 and r > 10, is shown in Fig.
S2 (middle) and Fig. S2 (bottom) respectively. Two peaks in perturbation times were identified, the first
between t = 0 and t ≤ 2.5 hours post inoculation (hpi) representing genes that become DE early in the time
series, with a second peak between t > 2.5 and t ≤ 7 hpi. A third set of genes, whose perturbation time
was between t > 7 hpi was taken as representative of late genes. Characterisation of genes as early, middle
and late responsive are consistent with the general progression of bacterial infection, including delivery of
effectors and onset of effector mediated transcriptional reprogramming as effectors are not delivered into
plant cells until 90-120 minutes post inoculation (Grant et al., 2000), the failed immune response of the
plant, and finally subversion of plant metabolism to provide nutrient to the apoplastically localised bacteria
Previous studies by Tao et al. (2003) measured infection at 3, 6 and 9 hpi, and consequently, missed
the earliest responses. Additionally, this paper did not compare virulent with the disarmed DC3000hrpA
strain, but instead compare DC3000 with strains carrying the avrRpt2 or avrB effectors, and could therefore
not disentangle basal immune response from bacterial subversion in the same way. Whilst other studies by
Thilmony et al. (2006) measured gene expression in both DC3000 and DC3000hrpA at 7, 10, and 24 hpi,
again missing the earliest responses. Furthermore, the initial inoculum concentrations for each of the three
time points were different, thus pairwise comparisons were not indicative of the natural temporal progression
of pseudomonas infection.
GO analysis of genes perturbed between DC3000 and DC3000hrpA are summarised in Tables S2 (for genes
with loglikelihood ratios > 4) and S3 (for genes with likelihood ratios > 10), respectively. GO analysis was
run using BINGO (Maere et al., 2005) with differentially expressed genes grouped into three categories: early
genes that were perturbed between t = 0 and t < 2.5 hpi; genes that were perturbed midway through the
time series (t ≥ 2.5 and t ≤ 7 hpi); and late genes (perturbed after t = 7 hpi). The tables details significant
GO terms following Benjamini and Hochberg FDR correction at p < 0.01. At both thresholds similar GO
terms are evident.
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Genes that were perturbed early on in the time series, between t = 0 and t < 2.5 hpi, were enriched
for kinase-related terms that included kinase activity (GO ID 16301) and protein kinase activity (4672).
Early genes also included terms such as signalling (23052), receptor signalling protein activity (5057) and
signalling pathway (23033). This group of genes was also enriched for Receptor kinase-like protein family
(PFAM). Other terms included some related to changes in molecular activity, including phosphorylation
(16310), transferase activity (16740) and post-translational protein modification (43687).
Perhaps most significant were terms that suggest differences in the basal immune response already begin-
ning to arise, including detection of biotic stimulus (9595), response to other organisms (51707), immune
system process (2376), response to biotic stimulus (9607), defence response (6952), response to stress (6950).
These observations appear consistent with the inability of the mutant strain DC3000hrpA to form a func-
tional type III secretion system thus deliver effector proteins to suppress plant immunity (Roine et al., 1997).
Consequently the DC3000hrpA time series is expected to capture information about pathogen-associated
molecular pattern (PAMP) induced basal immune responses, whilst the DC3000 strain, which is able to
deliver effector proteins via the type III secretion system, should capture information about how effector
proteins suppress basal immune responses and enable bacterial proliferation
Furthermore, BONZAI (BON1), a calcium-dependent phospholipid binding and its interacting partner
BAP2 (BON ASSOCIATION PROTEIN 2) are perturbed around 1.5 hpi and 3.9 hpi respectively. Multiple
plant disease resistance genes are suppressed by BON1 (Li et al., 2009) consistent with its induction as a
pathogen strategy to suppress R genes. In agreement with this, two TIR-NBS-LRR plant disease resistance
proteins were suppressed, as was a LRR-receptor kinase (LRR-RK) and receptor kinase protein. While a
simple interpretation of these data are that this is a consequence of effector suppression of basal defence,
the analysis also revealed some counter-intuitive responses. Unexpectedly, three TIR-NBS-LRR genes were
induced. More remarkable, PAD4, a key regulator of SA defence responses and NPR3, a salicylic acid
receptor (Fu et al., 2012) were perturbed around 1.5 hpi. Similarly genes encoding a set MAPKKKs,
upstream activators of MAP kinase signalling cascades, 3, 7, 15, 18, 19, and 20 were also induced 1.7, 2.9,
2.1, 2.4, 2.1, 2.4 and 3.9 hpi respectively. MAPKK9 was recently shown to activate MAPK3 and MAPK6
(Liu et al., 2014), two core MAPKs previously shown to have major roles in plant defence responses. We
interpret these unexpected results to be a component an early plant defence response to mitigate effector
virulence activities.
Genes perturbed between t ≥ 2.5 and t ≤ 7 hpi were enriched for generic “response terms” including
defence response (6952), defence response to bacterium (42742), response to bacterium (9617), response to
stress (6950), response to other organism (51707), multi-organism process (51704), response to osmotic stress
(6970), response to chemical stimulus (42221), response to abiotic stimulus (9628) adn response to salicylic
acid (9751). Collectively these terms highlight ontologies expected for pathways engaged in the battle
between the PAMP triggered immune responses and the pathogens virulence strategy designed to suppress
PAMP immunity. Ontologies including response to abiotic stimuli reflect the cross-talk between biotic and
abiotic stress responses. As highlighted above, DC3000 induces abscisic acid (ABA) to compromise host
defence (de Torres-Zabala et al., 2007). ABA is also induced in plant responses to drought. In contrast to
the first early response genes, no clear examples of modules of genes that are experimentally associated with
plant defence are evident. This may therefore represent a transitional phase in the virulence strategy where
mechanisms to suppress basal defences have been activated and the pathogen is targeting host metabolism
to provide bacterial nutrition, or may simply reflect previously unexpected complexity in the transcriptional
reprogramming by effectors. Two genes worth noting are the induction of the auxin receptor TIR1 (3.7 hpi)
and its cognate interacting partner SKP1 INTERACTING PARTNER 1 (3 hpi). Like ABA, Pseudomonas
activates auxin signalling to promote bacterial multiplication (Cui et al., 2013).
GO terms enriched after t = 7 hpi (late genes) were predominately related to photosynthesis and in-
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clude chloroplast (9507), thylakoid (9579), photosynthetic membrane (34357) and light-harvesting complex
(30076). Comparison of the distribution of perturbation times for genes with the GO term Chloroplast sug-
gest a striking difference compared to the distribution for all differentially expressed genes. Similarly, these
genes were enriched for photosynthesis related pathways (KEGG) and Chloroplast gene families (PFAM).
These terms appear consistent with a central role of chloroplasts in the production of precursors of salicylic
acid, jasmonic acid and other key hormone components (Nomura et al., 2012) as well as energy generation
and primary metabolism. Modulation of host hormones is a key virulence strategy deployed by many plant
pathogens (Grant and Jones, 2009; Robert-Seilaniantz et al., 2011). Indeed recent studies suggest that P. sy-
ringae effectors can localise to chloroplasts (Jelenska et al., 2007; Li et al., 2014). Again, like the intermediate
gene list, there were no obvious components that could be readily associated with plant defence responses,
probably reflecting the previous lack of experimentation in this area. The most notable feature was the
suppression of AUXIN RESISTANT 4 (AXR4) at 7.9 hpi, which we have previously shown to be required
for systemic immune signalling (Truman et al., 2010) and suppression of CYCLIC NUCLEOTIDE-GATED
CHANNEL 12 (CNGC12) at 8.3 hpi. CNGC12 contributes to the activation of multiple pathogen resistance
pathways (Yoshioka et al., 2006). Thus, suppression of these genes would be predicted to contribute to
systemic and local enhanced susceptibility respectively.
Interestingly, a number of the genes identified as being differentially expressed between DC3000 and
DC3000hrpA have additionally been identified in yeast two-hybrid screens as targets of a variety of effector
proteins from a range of pathogens (Mukhtar et al., 2011; see Table S4). These include a class of effector
proteins of P. syringae pathovars: Hop effector proteins (Lindeberg et al., 2005). HopBF1 was found to
target two adjacent AAA-ATPase genes, AT5G19990 and AT5G20000, likely involved in protein degradation
(26S Proteasome). Interfering or subverting host proteasome systems appears to be a common strategy for
plant pathogens (Banfield, 2015; Dudler, 2013). Additionally, of the remaining 6 genes, it is interesting
to note that one of the genes AT3G46370, is a LRR-RK, which are often associated with plant defence
responses. Indeed AvrPto is a member of the HopAB1 effector family targets tomato Prf, one of the
earliest plant disease resistance proteins to be identified (Salmeron et al., 1994). An emerging paradigm is
that effectors target kinase pathways to block innate immunity including AvrPto (Xiang et al., 2008), and
AvrPphB (Zhang et al., 2010), HopAI1 (Zhang et al., 2012). Currently little is know about HopAB1, but
observation of AT3G46370 suggests this kinase gene is initially turned on but is subsequently repressed in
DC3000, implying an important role in plant immunity.
To further augment the GO analysis, a plant Gene Set Enrichment Analysis was run for the same sets
of genes using PlantGSEA (Yi et al., 2013). Results are summarised in Tables S5 and S6. Early genes
were enriched for Receptor kinase-like protein family (PFAM, Bateman et al., 2004), complementing the
kinase and signalling GO terms. Whilst no pathways or gene families appeared to overrepresented in genes
perturbed midway through the experiment, this set of genes were overrepresented for confirmed and suspected
targeted of AtbHLH15, suggesting enrichment for a common transcriptional program in this group. Late
perturbed genes were enriched for the KEGG pathways (Kanehisa and Goto, 2000; Kanehisa et al., 2014)
relating to photosynthesis, with additional evidence of enrichment for chloroplast gene families (PFAM),
again complementing the GO enrichment analysis.
S4.2 Alternative filtering
In order to identify if our approach could be applied without first identifying differentially expressed genes,
we instead filtered according to how dynamic the genes were (Kalaitzis and Lawrence, 2011). In particular
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Figure S2: Histograms of estimated perturbation times for all the genes (upper panel), genes with loglikeli-
hood ratios over 4 (middle) and genes with loglikelihood ratios over 10 (lower panel), respectively.
for each profile we could fit a GP model (dynamic data) versus a flat model (i.e., a noise model) and calculate
the corresponding log likelihood ratio for the gene being dynamic within that perturbation, with the sum of
the log likelihoods over both the DC3000 and DC3000hrpA perturbations taken to give a final log likelihood.
Genes were filtered to remove those with low levels of dynamics using thresholds of −83.7796 and −42.8965,
which filtered out 50% and 10% of genes respectively. Histograms of estimated perturbation times for all
the genes, genes with loglikelihood ratios over -42.8965 and genes with loglikelihood ratios over -83.7796 are
illustrated in Fig. S3. It is obvious that the new filtering method keeps a good number of non-DE genes,
and might not be necessary when the focus is on DE genes only.
Genes were subsequently grouped into three groups: those whose perturbation time was t < 2.5, those
whose perturbation time was 2.5 ≤ t ≤ 7 and those perturbed 7 < t < 10. In Tables S7 and S8 we indicate GO
enrichment for genes filtered according to how dynamic their profiles were, whilst Tables S9 and S10 indicate
GSEA. There is some evidence that early perturbed genes were again enriched for GO terms relating to
signalling, and the PFAM Receptor kinase-like protein, although these terms were not apparent at the higher
threshold. At the lower thresholds the presence of GO terms such as immune system process and defense
response appear to show consistency with our earlier analysis based upon differentially expressed genes, with
the higher threshold showing enrichment of other “response to ...” type terms including, crucially, response
to abscisic acid stimulus. Genes that were perturbed midway through the time series again show consistent
enrichment for a variety of “response to ..” type terms, including response to bacterium, biotic stimulus,
abiotic stimulus, and chemical stimulus. Late genes appear to be generally, and consistently enriched for
GO terms and KEGG pathways related to chloroplasts and photosynthesis, as well as enrichment of related
PFAM protein families. The general overlap of various terms, both at different likelihood thresholds, and for
the different methods used for filtering, suggest that our approach has identified a consistent and genuine
picture of the dynamics of plant-pathogen interactions.
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Figure S3: Histograms of estimated perturbation times for all the genes (upper panel), genes with log-
likelihood ratios over -42.8965 (middle) and genes with loglikelihood ratios over -83.7796 (lower panel),
respectively.
S4.3 Distribution of Perturbation Times of Gene Ontologies and Pathways
Whilst the grouping of genes into early, middle and late genes well reflects the phases of bacterial infection,
the calculation of perturbation times allows for the calculation of the distribution of particular Gene Ontology
or Pathway terms. In turn this should allow the various terms to be ordered, producing a high resolution
picture of the differences in processes that occur in Arabidopsis when infected with virulent DC3000 versus
the disarmed mutant DC3000hrpA. To do so we calculated the perturbation times for all genes associated
with a particular GO/Pathway term, and compared this distribution against that for all genes. Statistical
significance was calculated using empirically corrected Kolmogorov-Smirnov (KS) tests and Kullback-Leibler
(KL) divergence. The cumulative distribution function of all GO terms that are significantly perturbed using
either KS or KL (p < 0.05) are shown in heatmap form in Figures S4 - S15 , with significantly perturbed
Pathways terms indicated in Fig. S16. For clarity, terms are ordered by the time at which > 50% of
associated genes are perturbed.
S5 Reference table of GO and AraCyc pathway terms
Finally in Table S11 we show the reference key to the Fig. 5 in the main text for GO and AraCyc pathway
terms.
Table S2: GO analysis of genes perturbed between DC3000 and
DC3000hrpA following identification of differentially expressed
genes (log likelihood ratio > 4)
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PT GO-ID corr p-value Description
0 ≤ t < 2.5 3735 5.16E-15 structural constituent of ribosome
0 ≤ t < 2.5 5622 3.12E-11 intracellular
0 ≤ t < 2.5 5198 3.15E-11 structural molecule activity
0 ≤ t < 2.5 44424 3.56E-11 intracellular part
0 ≤ t < 2.5 5515 1.00E-09 protein binding
0 ≤ t < 2.5 43229 1.35E-09 intracellular organelle
0 ≤ t < 2.5 43226 1.35E-09 organelle
0 ≤ t < 2.5 5623 1.55E-09 cell
0 ≤ t < 2.5 44464 1.55E-09 cell part
0 ≤ t < 2.5 43687 4.44E-08 post-translational protein modification
0 ≤ t < 2.5 6464 8.29E-08 protein modification process
0 ≤ t < 2.5 5886 2.20E-07 plasma membrane
0 ≤ t < 2.5 16301 2.76E-07 kinase activity
0 ≤ t < 2.5 16772 4.08E-07 transferase activity, transferring phosphorus-containing groups
0 ≤ t < 2.5 5488 4.08E-07 binding
0 ≤ t < 2.5 6796 4.08E-07 phosphate metabolic process
0 ≤ t < 2.5 43231 4.08E-07 intracellular membrane-bounded organelle
0 ≤ t < 2.5 43227 4.08E-07 membrane-bounded organelle
0 ≤ t < 2.5 6793 4.08E-07 phosphorus metabolic process
0 ≤ t < 2.5 6468 1.08E-06 protein amino acid phosphorylation
0 ≤ t < 2.5 16310 1.38E-06 phosphorylation
0 ≤ t < 2.5 5634 1.49E-06 nucleus
0 ≤ t < 2.5 43412 2.94E-06 macromolecule modification
0 ≤ t < 2.5 32991 3.46E-06 macromolecular complex
0 ≤ t < 2.5 166 3.80E-06 nucleotide binding
0 ≤ t < 2.5 43228 4.97E-06 non-membrane-bounded organelle
0 ≤ t < 2.5 43232 4.97E-06 intracellular non-membrane-bounded organelle
0 ≤ t < 2.5 16020 5.61E-06 membrane
0 ≤ t < 2.5 9743 1.50E-05 response to carbohydrate stimulus
0 ≤ t < 2.5 4672 1.63E-05 protein kinase activity
0 ≤ t < 2.5 5840 1.86E-05 ribosome
0 ≤ t < 2.5 31974 2.46E-05 membrane-enclosed lumen
0 ≤ t < 2.5 10200 4.89E-05 response to chitin
0 ≤ t < 2.5 5737 5.40E-05 cytoplasm
0 ≤ t < 2.5 9987 5.61E-05 cellular process
0 ≤ t < 2.5 44422 5.96E-05 organelle part
0 ≤ t < 2.5 44446 7.68E-05 intracellular organelle part
0 ≤ t < 2.5 16740 7.71E-05 transferase activity
0 ≤ t < 2.5 31981 7.79E-05 nuclear lumen
0 ≤ t < 2.5 22626 1.29E-04 cytosolic ribosome
0 ≤ t < 2.5 5730 1.46E-04 nucleolus
0 ≤ t < 2.5 44428 1.54E-04 nuclear part
0 ≤ t < 2.5 43233 1.90E-04 organelle lumen
0 ≤ t < 2.5 16773 2.50E-04 phosphotransferase activity, alcohol group as acceptor
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0 ≤ t < 2.5 44444 2.70E-04 cytoplasmic part
0 ≤ t < 2.5 44445 2.91E-04 cytosolic part
0 ≤ t < 2.5 50794 3.12E-04 regulation of cellular process
0 ≤ t < 2.5 70013 3.12E-04 intracellular organelle lumen
0 ≤ t < 2.5 23052 3.62E-04 signaling
0 ≤ t < 2.5 4674 4.59E-04 protein serine/threonine kinase activity
0 ≤ t < 2.5 51641 5.68E-04 cellular localization
0 ≤ t < 2.5 5524 5.93E-04 ATP binding
0 ≤ t < 2.5 5794 6.49E-04 Golgi apparatus
0 ≤ t < 2.5 32559 6.53E-04 adenyl ribonucleotide binding
0 ≤ t < 2.5 51649 7.81E-04 establishment of localization in cell
0 ≤ t < 2.5 33279 8.28E-04 ribosomal subunit
0 ≤ t < 2.5 50896 8.41E-04 response to stimulus
0 ≤ t < 2.5 30554 9.94E-04 adenyl nucleotide binding
0 ≤ t < 2.5 6950 1.04E-03 response to stress
0 ≤ t < 2.5 1883 1.05E-03 purine nucleoside binding
0 ≤ t < 2.5 1882 1.21E-03 nucleoside binding
0 ≤ t < 2.5 50789 1.50E-03 regulation of biological process
0 ≤ t < 2.5 30529 1.63E-03 ribonucleoprotein complex
0 ≤ t < 2.5 71310 1.76E-03 cellular response to organic substance
0 ≤ t < 2.5 10033 1.94E-03 response to organic substance
0 ≤ t < 2.5 9595 2.23E-03 detection of biotic stimulus
0 ≤ t < 2.5 9607 2.32E-03 response to biotic stimulus
0 ≤ t < 2.5 44267 2.51E-03 cellular protein metabolic process
0 ≤ t < 2.5 51707 2.66E-03 response to other organism
0 ≤ t < 2.5 70887 2.85E-03 cellular response to chemical stimulus
0 ≤ t < 2.5 6952 2.85E-03 defense response
0 ≤ t < 2.5 22627 2.86E-03 cytosolic small ribosomal subunit
0 ≤ t < 2.5 15935 2.86E-03 small ribosomal subunit
0 ≤ t < 2.5 44260 3.46E-03 cellular macromolecule metabolic process
0 ≤ t < 2.5 32553 3.49E-03 ribonucleotide binding
0 ≤ t < 2.5 32555 3.49E-03 purine ribonucleotide binding
0 ≤ t < 2.5 46907 3.64E-03 intracellular transport
0 ≤ t < 2.5 51704 3.77E-03 multi-organism process
0 ≤ t < 2.5 65004 3.85E-03 protein-DNA complex assembly
0 ≤ t < 2.5 70727 3.85E-03 cellular macromolecule localization
0 ≤ t < 2.5 17076 3.85E-03 purine nucleotide binding
0 ≤ t < 2.5 43234 3.85E-03 protein complex
0 ≤ t < 2.5 34621 3.85E-03 cellular macromolecular complex subunit organization
0 ≤ t < 2.5 34622 3.85E-03 cellular macromolecular complex assembly
0 ≤ t < 2.5 65007 5.02E-03 biological regulation
0 ≤ t < 2.5 3674 5.79E-03 molecular function
0 ≤ t < 2.5 44085 5.92E-03 cellular component biogenesis
0 ≤ t < 2.5 5829 6.14E-03 cytosol
0 ≤ t < 2.5 6333 6.28E-03 chromatin assembly or disassembly
0 ≤ t < 2.5 34728 6.28E-03 nucleosome organization
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0 ≤ t < 2.5 6334 6.28E-03 nucleosome assembly
0 ≤ t < 2.5 5057 6.87E-03 receptor signaling protein activity
0 ≤ t < 2.5 2376 7.75E-03 immune system process
0 ≤ t < 2.5 7166 8.10E-03 cell surface receptor linked signaling pathway
0 ≤ t < 2.5 6886 8.10E-03 intracellular protein transport
0 ≤ t < 2.5 6839 8.43E-03 mitochondrial transport
0 ≤ t < 2.5 80008 8.89E-03 CUL4 RING ubiquitin ligase complex
0 ≤ t < 2.5 31497 8.96E-03 chromatin assembly
0 ≤ t < 2.5 34613 9.65E-03 cellular protein localization
0 ≤ t < 2.5 23033 9.65E-03 signaling pathway
2.5 ≤ t ≤ 7 16020 2.65E-16 membrane
2.5 ≤ t ≤ 7 5886 7.10E-14 plasma membrane
2.5 ≤ t ≤ 7 43231 2.68E-12 intracellular membrane-bounded organelle
2.5 ≤ t ≤ 7 43227 2.68E-12 membrane-bounded organelle
2.5 ≤ t ≤ 7 44464 1.01E-11 cell part
2.5 ≤ t ≤ 7 5623 1.01E-11 cell
2.5 ≤ t ≤ 7 50896 6.79E-11 response to stimulus
2.5 ≤ t ≤ 7 5737 1.38E-10 cytoplasm
2.5 ≤ t ≤ 7 44444 1.07E-09 cytoplasmic part
2.5 ≤ t ≤ 7 43229 1.07E-09 intracellular organelle
2.5 ≤ t ≤ 7 43226 1.07E-09 organelle
2.5 ≤ t ≤ 7 5622 1.40E-09 intracellular
2.5 ≤ t ≤ 7 44424 1.46E-09 intracellular part
2.5 ≤ t ≤ 7 3824 6.90E-09 catalytic activity
2.5 ≤ t ≤ 7 9628 3.00E-08 response to abiotic stimulus
2.5 ≤ t ≤ 7 6950 6.95E-08 response to stress
2.5 ≤ t ≤ 7 51707 1.02E-07 response to other organism
2.5 ≤ t ≤ 7 9607 1.53E-07 response to biotic stimulus
2.5 ≤ t ≤ 7 6970 5.02E-07 response to osmotic stress
2.5 ≤ t ≤ 7 51704 5.14E-07 multi-organism process
2.5 ≤ t ≤ 7 51234 5.71E-07 establishment of localization
2.5 ≤ t ≤ 7 9651 7.61E-07 response to salt stress
2.5 ≤ t ≤ 7 51179 7.61E-07 localization
2.5 ≤ t ≤ 7 6810 9.72E-07 transport
2.5 ≤ t ≤ 7 5515 1.27E-06 protein binding
2.5 ≤ t ≤ 7 5783 6.18E-06 endoplasmic reticulum
2.5 ≤ t ≤ 7 16740 6.18E-06 transferase activity
2.5 ≤ t ≤ 7 5215 2.27E-05 transporter activity
2.5 ≤ t ≤ 7 5773 2.27E-05 vacuole
2.5 ≤ t ≤ 7 42221 2.31E-05 response to chemical stimulus
2.5 ≤ t ≤ 7 44281 3.93E-05 small molecule metabolic process
2.5 ≤ t ≤ 7 42742 6.39E-05 defense response to bacterium
2.5 ≤ t ≤ 7 16311 1.81E-04 dephosphorylation
2.5 ≤ t ≤ 7 6952 1.86E-04 defense response
2.5 ≤ t ≤ 7 22857 1.87E-04 transmembrane transporter activity
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2.5 ≤ t ≤ 7 9617 2.45E-04 response to bacterium
2.5 ≤ t ≤ 7 6470 2.97E-04 protein amino acid dephosphorylation
2.5 ≤ t ≤ 7 44283 6.77E-04 small molecule biosynthetic process
2.5 ≤ t ≤ 7 10033 1.11E-03 response to organic substance
2.5 ≤ t ≤ 7 9536 1.39E-03 plastid
2.5 ≤ t ≤ 7 22892 1.47E-03 substrate-specific transporter activity
2.5 ≤ t ≤ 7 9507 1.49E-03 chloroplast
2.5 ≤ t ≤ 7 22891 2.17E-03 substrate-specific transmembrane transporter activity
2.5 ≤ t ≤ 7 16791 2.46E-03 phosphatase activity
2.5 ≤ t ≤ 7 6575 2.75E-03 cellular amino acid derivative metabolic process
2.5 ≤ t ≤ 7 6066 3.25E-03 alcohol metabolic process
2.5 ≤ t ≤ 7 6519 4.13E-03 cellular amino acid and derivative metabolic process
2.5 ≤ t ≤ 7 8287 4.59E-03 protein serine/threonine phosphatase complex
2.5 ≤ t ≤ 7 42578 6.58E-03 phosphoric ester hydrolase activity
2.5 ≤ t ≤ 7 42126 6.90E-03 nitrate metabolic process
2.5 ≤ t ≤ 7 42128 6.90E-03 nitrate assimilation
2.5 ≤ t ≤ 7 6518 7.20E-03 peptide metabolic process
2.5 ≤ t ≤ 7 16772 7.35E-03 transferase activity, transferring phosphorus-containing groups
2.5 ≤ t ≤ 7 6457 7.88E-03 protein folding
2.5 ≤ t ≤ 7 5794 8.56E-03 Golgi apparatus
2.5 ≤ t ≤ 7 9751 8.56E-03 response to salicylic acid stimulus
2.5 ≤ t ≤ 7 267 8.56E-03 cell fraction
2.5 ≤ t ≤ 7 9056 9.64E-03 catabolic process
2.5 ≤ t ≤ 7 44282 9.64E-03 small molecule catabolic process
t > 7 5737 1.23E-37 cytoplasm
t > 7 9536 2.46E-36 plastid
t > 7 9507 2.66E-34 chloroplast
t > 7 44444 2.66E-34 cytoplasmic part
t > 7 44435 7.01E-34 plastid part
t > 7 44424 2.29E-31 intracellular part
t > 7 43227 2.67E-31 membrane-bounded organelle
t > 7 44434 2.67E-31 chloroplast part
t > 7 43231 4.28E-31 intracellular membrane-bounded organelle
t > 7 43226 7.57E-31 organelle
t > 7 43229 1.37E-30 intracellular organelle
t > 7 5622 1.41E-29 intracellular
t > 7 44422 7.22E-20 organelle part
t > 7 44446 1.40E-19 intracellular organelle part
t > 7 9579 9.26E-18 thylakoid
t > 7 9532 1.32E-17 plastid stroma
t > 7 44436 2.25E-16 thylakoid part
t > 7 42651 3.99E-16 thylakoid membrane
t > 7 9526 6.19E-16 plastid envelope
t > 7 34357 6.38E-16 photosynthetic membrane
t > 7 9535 8.07E-16 chloroplast thylakoid membrane
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t > 7 55035 8.07E-16 plastid thylakoid membrane
t > 7 9941 2.04E-15 chloroplast envelope
t > 7 9534 2.44E-15 chloroplast thylakoid
t > 7 31976 2.44E-15 plastid thylakoid
t > 7 31984 3.30E-15 organelle subcompartment
t > 7 9570 3.41E-15 chloroplast stroma
t > 7 15979 9.14E-12 photosynthesis
t > 7 5623 2.61E-11 cell
t > 7 44464 2.61E-11 cell part
t > 7 31967 4.87E-10 organelle envelope
t > 7 31975 4.87E-10 envelope
t > 7 16020 2.54E-07 membrane
t > 7 9521 1.08E-06 photosystem
t > 7 18130 1.17E-06 heterocycle biosynthetic process
t > 7 19684 2.77E-06 photosynthesis, light reaction
t > 7 8152 4.49E-06 metabolic process
t > 7 51188 1.05E-05 cofactor biosynthetic process
t > 7 48046 1.35E-05 apoplast
t > 7 10287 1.70E-05 plastoglobule
t > 7 33014 2.01E-05 tetrapyrrole biosynthetic process
t > 7 44237 2.36E-05 cellular metabolic process
t > 7 30076 2.49E-05 light-harvesting complex
t > 7 6790 3.00E-05 sulfur metabolic process
t > 7 3824 3.00E-05 catalytic activity
t > 7 9110 3.00E-05 vitamin biosynthetic process
t > 7 9523 3.50E-05 photosystem II
t > 7 16168 3.50E-05 chlorophyll binding
t > 7 6779 4.39E-05 porphyrin biosynthetic process
t > 7 51186 5.49E-05 cofactor metabolic process
t > 7 33013 6.46E-05 tetrapyrrole metabolic process
t > 7 9791 6.59E-05 post-embryonic development
t > 7 6766 7.63E-05 vitamin metabolic process
t > 7 34641 8.46E-05 cellular nitrogen compound metabolic process
t > 7 5739 9.47E-05 mitochondrion
t > 7 15995 1.00E-04 chlorophyll biosynthetic process
t > 7 9987 1.30E-04 cellular process
t > 7 46148 1.46E-04 pigment biosynthetic process
t > 7 16137 1.81E-04 glycoside metabolic process
t > 7 6807 1.96E-04 nitrogen compound metabolic process
t > 7 6778 2.06E-04 porphyrin metabolic process
t > 7 16138 2.06E-04 glycoside biosynthetic process
t > 7 19757 3.03E-04 glycosinolate metabolic process
t > 7 19760 3.03E-04 glucosinolate metabolic process
t > 7 16143 3.03E-04 S-glycoside metabolic process
t > 7 19758 3.17E-04 glycosinolate biosynthetic process
t > 7 19761 3.17E-04 glucosinolate biosynthetic process
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t > 7 16144 3.17E-04 S-glycoside biosynthetic process
t > 7 42440 3.27E-04 pigment metabolic process
t > 7 32501 4.15E-04 multicellular organismal process
t > 7 31977 4.20E-04 thylakoid lumen
t > 7 15994 4.48E-04 chlorophyll metabolic process
t > 7 7275 4.96E-04 multicellular organismal development
t > 7 32502 6.35E-04 developmental process
t > 7 9543 6.35E-04 chloroplast thylakoid lumen
t > 7 31978 6.35E-04 plastid thylakoid lumen
t > 7 5576 7.81E-04 extracellular region
t > 7 42180 8.12E-04 cellular ketone metabolic process
t > 7 9295 8.39E-04 nucleoid
t > 7 16874 9.37E-04 ligase activity
t > 7 6520 9.60E-04 cellular amino acid metabolic process
t > 7 43436 9.60E-04 oxoacid metabolic process
t > 7 19752 9.60E-04 carboxylic acid metabolic process
t > 7 6082 9.90E-04 organic acid metabolic process
t > 7 44281 1.02E-03 small molecule metabolic process
t > 7 9765 1.20E-03 photosynthesis, light harvesting
t > 7 42364 1.42E-03 water-soluble vitamin biosynthetic process
t > 7 10319 1.53E-03 stromule
t > 7 9706 1.55E-03 chloroplast inner membrane
t > 7 9658 1.77E-03 chloroplast organization
t > 7 46483 1.84E-03 heterocycle metabolic process
t > 7 10279 2.11E-03 indole-3-acetic acid amido synthetase activity
t > 7 9654 2.63E-03 oxygen evolving complex
t > 7 6418 2.63E-03 tRNA aminoacylation for protein translation
t > 7 30095 2.72E-03 chloroplast photosystem II
t > 7 9528 2.76E-03 plastid inner membrane
t > 7 44271 2.85E-03 cellular nitrogen compound biosynthetic process
t > 7 43038 2.85E-03 amino acid activation
t > 7 43039 2.85E-03 tRNA aminoacylation
t > 7 16875 2.85E-03 ligase activity, forming carbon-oxygen bonds
t > 7 16876 2.85E-03 ligase activity, forming aminoacyl-tRNA and related compounds
t > 7 4812 2.85E-03 aminoacyl-tRNA ligase activity
t > 7 6091 2.86E-03 generation of precursor metabolites and energy
t > 7 9657 3.03E-03 plastid organization
t > 7 6767 3.03E-03 water-soluble vitamin metabolic process
t > 7 9308 3.03E-03 amine metabolic process
t > 7 48608 3.23E-03 reproductive structure development
t > 7 229 3.41E-03 cytoplasmic chromosome
t > 7 9508 3.41E-03 plastid chromosome
t > 7 44106 3.65E-03 cellular amine metabolic process
t > 7 6551 5.70E-03 leucine metabolic process
t > 7 9628 5.87E-03 response to abiotic stimulus
t > 7 44272 5.87E-03 sulfur compound biosynthetic process
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t > 7 48856 6.05E-03 anatomical structure development
t > 7 70271 6.31E-03 protein complex biogenesis
t > 7 6461 6.31E-03 protein complex assembly
t > 7 44262 6.56E-03 cellular carbohydrate metabolic process
t > 7 34637 6.72E-03 cellular carbohydrate biosynthetic process
t > 7 15631 8.72E-03 tubulin binding
t > 7 43234 8.86E-03 protein complex
t > 7 3862 9.16E-03 3-isopropylmalate dehydrogenase activity
t > 7 9606 9.38E-03 tropism
Table S3: GO analysis of genes perturbed between DC3000 and
DC3000hrpA following identification of differentially expressed
genes (log likelihood ratio > 10)
PT GO-ID corr p-value Description
0 ≤ t < 2.5 5515 2.14E-09 protein binding
0 ≤ t < 2.5 43687 2.22E-08 post-translational protein modification
0 ≤ t < 2.5 6796 4.21E-08 phosphate metabolic process
0 ≤ t < 2.5 6793 4.21E-08 phosphorus metabolic process
0 ≤ t < 2.5 6468 1.15E-07 protein amino acid phosphorylation
0 ≤ t < 2.5 6464 2.01E-07 protein modification process
0 ≤ t < 2.5 16310 2.73E-07 phosphorylation
0 ≤ t < 2.5 16772 8.28E-07 transferase activity, transferring phosphorus-containing groups
0 ≤ t < 2.5 5488 8.28E-07 binding
0 ≤ t < 2.5 43412 1.09E-06 macromolecule modification
0 ≤ t < 2.5 16301 2.48E-06 kinase activity
0 ≤ t < 2.5 5622 1.17E-05 intracellular
0 ≤ t < 2.5 44424 1.50E-05 intracellular part
0 ≤ t < 2.5 16740 1.65E-05 transferase activity
0 ≤ t < 2.5 4672 6.16E-05 protein kinase activity
0 ≤ t < 2.5 5623 6.16E-05 cell
0 ≤ t < 2.5 44464 6.16E-05 cell part
0 ≤ t < 2.5 166 7.33E-05 nucleotide binding
0 ≤ t < 2.5 5886 9.72E-05 plasma membrane
0 ≤ t < 2.5 23052 1.16E-04 signaling
0 ≤ t < 2.5 43229 1.39E-04 intracellular organelle
0 ≤ t < 2.5 43226 1.39E-04 organelle
0 ≤ t < 2.5 34622 2.28E-04 cellular macromolecular complex assembly
0 ≤ t < 2.5 34621 3.65E-04 cellular macromolecular complex subunit organization
0 ≤ t < 2.5 6333 4.21E-04 chromatin assembly or disassembly
0 ≤ t < 2.5 50794 8.66E-04 regulation of cellular process
0 ≤ t < 2.5 43231 8.77E-04 intracellular membrane-bounded organelle
0 ≤ t < 2.5 43227 8.77E-04 membrane-bounded organelle
0 ≤ t < 2.5 5634 9.32E-04 nucleus
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0 ≤ t < 2.5 34728 1.11E-03 nucleosome organization
0 ≤ t < 2.5 6334 1.11E-03 nucleosome assembly
0 ≤ t < 2.5 16773 1.18E-03 phosphotransferase activity, alcohol group as acceptor
0 ≤ t < 2.5 31497 1.55E-03 chromatin assembly
0 ≤ t < 2.5 65003 1.55E-03 macromolecular complex assembly
0 ≤ t < 2.5 4674 1.60E-03 protein serine/threonine kinase activity
0 ≤ t < 2.5 22607 1.71E-03 cellular component assembly
0 ≤ t < 2.5 65004 1.71E-03 protein-DNA complex assembly
0 ≤ t < 2.5 9987 1.71E-03 cellular process
0 ≤ t < 2.5 43933 1.96E-03 macromolecular complex subunit organization
0 ≤ t < 2.5 5057 2.22E-03 receptor signaling protein activity
0 ≤ t < 2.5 6323 2.26E-03 DNA packaging
0 ≤ t < 2.5 71103 2.57E-03 DNA conformation change
0 ≤ t < 2.5 16020 4.38E-03 membrane
0 ≤ t < 2.5 50789 4.56E-03 regulation of biological process
0 ≤ t < 2.5 6952 4.56E-03 defense response
0 ≤ t < 2.5 9611 5.64E-03 response to wounding
0 ≤ t < 2.5 23046 6.29E-03 signaling process
0 ≤ t < 2.5 23060 6.29E-03 signal transmission
0 ≤ t < 2.5 4702 6.32E-03 receptor signaling protein serine/threonine kinase activity
0 ≤ t < 2.5 5524 6.32E-03 ATP binding
0 ≤ t < 2.5 45087 6.32E-03 innate immune response
0 ≤ t < 2.5 32559 6.69E-03 adenyl ribonucleotide binding
0 ≤ t < 2.5 30554 6.83E-03 adenyl nucleotide binding
0 ≤ t < 2.5 2376 6.96E-03 immune system process
0 ≤ t < 2.5 1883 6.96E-03 purine nucleoside binding
2.5 ≤ t ≤ 7 16020 1.59E-12 membrane
2.5 ≤ t ≤ 7 50896 2.81E-09 response to stimulus
2.5 ≤ t ≤ 7 5886 7.17E-08 plasma membrane
2.5 ≤ t ≤ 7 44464 1.02E-06 cell part
2.5 ≤ t ≤ 7 5623 1.02E-06 cell
2.5 ≤ t ≤ 7 6950 4.76E-06 response to stress
2.5 ≤ t ≤ 7 5737 6.82E-06 cytoplasm
2.5 ≤ t ≤ 7 43231 6.82E-06 intracellular membrane-bounded organelle
2.5 ≤ t ≤ 7 43227 6.82E-06 membrane-bounded organelle
2.5 ≤ t ≤ 7 9628 1.13E-05 response to abiotic stimulus
2.5 ≤ t ≤ 7 6970 1.41E-05 response to osmotic stress
2.5 ≤ t ≤ 7 9651 2.39E-05 response to salt stress
2.5 ≤ t ≤ 7 44424 3.78E-05 intracellular part
2.5 ≤ t ≤ 7 42221 4.82E-05 response to chemical stimulus
2.5 ≤ t ≤ 7 44444 4.82E-05 cytoplasmic part
2.5 ≤ t ≤ 7 5622 4.82E-05 intracellular
2.5 ≤ t ≤ 7 5215 8.29E-05 transporter activity
2.5 ≤ t ≤ 7 5783 9.66E-05 endoplasmic reticulum
2.5 ≤ t ≤ 7 22857 1.01E-04 transmembrane transporter activity
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2.5 ≤ t ≤ 7 43229 1.17E-04 intracellular organelle
2.5 ≤ t ≤ 7 43226 1.17E-04 organelle
2.5 ≤ t ≤ 7 51234 3.83E-04 establishment of localization
2.5 ≤ t ≤ 7 10033 4.83E-04 response to organic substance
2.5 ≤ t ≤ 7 51707 6.64E-04 response to other organism
2.5 ≤ t ≤ 7 51179 8.14E-04 localization
2.5 ≤ t ≤ 7 6810 8.14E-04 transport
2.5 ≤ t ≤ 7 5773 1.00E-03 vacuole
2.5 ≤ t ≤ 7 9607 1.00E-03 response to biotic stimulus
2.5 ≤ t ≤ 7 5515 1.07E-03 protein binding
2.5 ≤ t ≤ 7 3824 1.26E-03 catalytic activity
2.5 ≤ t ≤ 7 22891 1.37E-03 substrate-specific transmembrane transporter activity
2.5 ≤ t ≤ 7 42742 1.77E-03 defense response to bacterium
2.5 ≤ t ≤ 7 22892 1.88E-03 substrate-specific transporter activity
2.5 ≤ t ≤ 7 9617 2.06E-03 response to bacterium
2.5 ≤ t ≤ 7 51704 2.45E-03 multi-organism process
2.5 ≤ t ≤ 7 16740 3.10E-03 transferase activity
2.5 ≤ t ≤ 7 15075 3.38E-03 ion transmembrane transporter activity
2.5 ≤ t ≤ 7 9719 6.06E-03 response to endogenous stimulus
2.5 ≤ t ≤ 7 9751 7.79E-03 response to salicylic acid stimulus
2.5 ≤ t ≤ 7 42126 7.79E-03 nitrate metabolic process
2.5 ≤ t ≤ 7 42128 7.79E-03 nitrate assimilation
2.5 ≤ t ≤ 7 10817 9.12E-03 regulation of hormone levels
t > 7 43231 1.52E-11 intracellular membrane-bounded organelle
t > 7 43227 1.52E-11 membrane-bounded organelle
t > 7 43229 2.22E-11 intracellular organelle
t > 7 43226 2.22E-11 organelle
t > 7 44424 2.22E-11 intracellular part
t > 7 5622 5.45E-11 intracellular
t > 7 5737 3.25E-10 cytoplasm
t > 7 9536 4.81E-10 plastid
t > 7 9507 2.01E-09 chloroplast
t > 7 44444 2.19E-09 cytoplasmic part
t > 7 44435 7.44E-09 plastid part
t > 7 44434 6.43E-08 chloroplast part
t > 7 19758 1.55E-06 glycosinolate biosynthetic process
t > 7 19761 1.55E-06 glucosinolate biosynthetic process
t > 7 16144 1.55E-06 S-glycoside biosynthetic process
t > 7 9526 6.29E-06 plastid envelope
t > 7 44446 2.21E-05 intracellular organelle part
t > 7 44422 2.21E-05 organelle part
t > 7 9941 2.21E-05 chloroplast envelope
t > 7 19757 4.85E-05 glycosinolate metabolic process
t > 7 19760 4.85E-05 glucosinolate metabolic process
t > 7 16143 4.85E-05 S-glycoside metabolic process
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t > 7 9532 1.54E-04 plastid stroma
t > 7 5623 2.02E-04 cell
t > 7 44464 2.02E-04 cell part
t > 7 44272 2.49E-04 sulfur compound biosynthetic process
t > 7 9791 3.53E-04 post-embryonic development
t > 7 6790 3.63E-04 sulfur metabolic process
t > 7 16138 4.54E-04 glycoside biosynthetic process
t > 7 9570 5.17E-04 chloroplast stroma
t > 7 42651 8.27E-04 thylakoid membrane
t > 7 9579 8.56E-04 thylakoid
t > 7 34357 9.23E-04 photosynthetic membrane
t > 7 31967 9.99E-04 organelle envelope
t > 7 31975 9.99E-04 envelope
t > 7 9535 1.24E-03 chloroplast thylakoid membrane
t > 7 55035 1.24E-03 plastid thylakoid membrane
t > 7 44436 1.78E-03 thylakoid part
t > 7 3862 2.01E-03 3-isopropylmalate dehydrogenase activity
t > 7 15979 2.23E-03 photosynthesis
t > 7 9534 2.93E-03 chloroplast thylakoid
t > 7 31976 2.93E-03 plastid thylakoid
t > 7 48608 2.93E-03 reproductive structure development
t > 7 31984 3.15E-03 organelle subcompartment
t > 7 9523 5.35E-03 photosystem II
t > 7 16137 5.80E-03 glycoside metabolic process
t > 7 16709 6.12E-03 oxidoreductase activity, acting on paired donors
t > 7 16020 6.18E-03 membrane
t > 7 9521 6.70E-03 photosystem
t > 7 15631 6.70E-03 tubulin binding
t > 7 7275 6.92E-03 multicellular organismal development
t > 7 8152 6.92E-03 metabolic process
t > 7 34641 7.23E-03 cellular nitrogen compound metabolic process
t > 7 32501 7.23E-03 multicellular organismal process
t > 7 10287 7.23E-03 plastoglobule
t > 7 48856 8.48E-03 anatomical structure development
t > 7 32502 8.82E-03 developmental process
t > 7 3006 9.78E-03 reproductive developmental process
Table S4: Genes that were perturbed between DC3000 and
DC3000hrpA, and were also targeted by an effector from a range
of pathogens in a yeast two-hybrid screen (Mukhtar et al., 2011).
Gene Effector Effector type Likelihood ratio Perturbation time
AT5G19990 HopBF1 Pla 107 Hop 11.8721721 1.02857142
AT4G38800 HopAF1 Pph 1448A Hop 16.7558441 2.05714285
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AT5G43700 HopH1 Psy B728A Hop 8.40857712 2.05714285
AT3G46370 HopAB1 Pph 1448A Hop 10.6853893 2.05714285
AT3G48550 HopR1-C-TERM Pto DC3000 Hop 10.4462306 3.08571428
AT3G11720 HopM1 Pph 1448A Hop 11.8544659 4.11428571
AT5G13810 HopX1 Pph 1448A Hop 42.2497947 5.65714285
AT3G53350 HopAG1 Psy B728A Hop 20.3038176 6.17142857
AT5G20000 HopBF1 Pla 107 Hop 4.61845378 10.2857142
AT5G42980 HARXL68 HAR 5.56181576 0
AT4G26450 HARXLL492 HAR 16.5541828 0
AT4G01090 HARXLL512 HAR 21.3353783 1.02857142
AT1G79430 HARXLL470 WACO9 HAR 33.2317206 1.54285714
AT3G16310 HARXLL493 HAR 74.7133852 1.54285714
AT1G67170 HARXLL470 WACO9 HAR 14.7482137 1.54285714
AT3G07780 HARXL21 HAR 17.9555558 2.05714285
AT3G54390 HARXLL470 WACO9 HAR 33.5467926 2.05714285
AT1G27300 HARXLL492 HAR 42.8363839 2.05714285
AT4G15140 HARXLL470 WACO9 HAR 10.5266792 2.05714285
AT3G60600 HARXLL492 HAR 28.5279074 2.57142857
AT4G09420 HARXL65 HAR 40.4810632 3.08571428
AT4G15545 HARXLL516 WACO9 HAR 39.794979 3.08571428
AT1G69370 HARXLL516 WACO9 HAR 14.6439695 3.6
AT5G14390 HARXL68 HAR 47.7737154 3.6
AT5G56250 HARXLL470 WACO9 HAR 34.0008537 3.6
AT5G56290 HARXLL73 2 WACO9 HAR 7.70505413 3.6
AT2G38750 HARXL45 HAR 17.7413833 4.11428571
AT2G34970 HARXLL429 HAR 15.8246298 4.11428571
AT5G22630 HARXLL73 2 WACO9 HAR 73.8224507 4.62857142
AT5G65210 HARXLL512 HAR 11.8164692 4.62857142
AT5G12230 HARXL44 HAR 22.4997621 4.62857142
AT4G35580 HARXLL492 HAR 30.7490491 5.65714285
AT3G44720 HARXLL73 2 WACO9 HAR 26.2067426 6.17142857
AT2G31260 HARXLL60 HAR 26.1511684 6.68571428
AT3G09980 HARXLL516 WACO9 HAR 28.3655226 6.68571428
AT3G49160 HARXLL445 2 WACO9 HAR 12.7060057 7.2
AT2G46420 HARXLL464 HAR 20.1845934 7.2
AT5G11980 HARXL73 HAR 4.51456878 7.71428571
AT5G02050 HARXL89 HAR 7.42209787 8.22857142
AT3G21490 HARXL44 HAR 4.13344692 11.3142857
AT5G60120 AvrPto1 Pla A7386 Avr 17.284651 0.51428571
AT4G02550 AvrB2 Pgy R0 Avr 35.0997065 1.02857142
AT3G17860 AvrPto1 Pla A7386 Avr 33.5111158 2.05714285
AT3G49570 AvrC Xcc ATCC 33913 Avr 7.23033711 2.05714285
AT3G53410 AvrPto1 Pla 107 Avr 17.4074627 2.05714285
AT3G63210 AvrPto1 Pla A7386 Avr 8.74645208 3.08571428
AT3G17410 AvrB4-1 Pph 1448A Avr 9.14014259 3.08571428
AT4G01920 AvrPto1 Pla A7386 Avr 4.92340704 4.11428571
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AT2G35940 AvrPto1 Psy B728A Avr 26.790228 4.62857142
AT1G14920 AvrB4-1 Pph 1448A Avr 19.5449181 5.14285714
AT4G00710 AvrRpt2 Pto JL1065 CatalyticDead Avr 22.8293957 6.17142857
AT4G11890 AvrPto1 Pla 107 Avr 15.1819962 9.25714285
AT5G57210 ATR13 NOKS1 ATR 36.6449542 1.02857142
AT2G23420 ATR1 MAKS9 ATR 18.4759372 1.02857142
AT1G22920 ATR1 ASWA1 ATR 13.4331763 1.54285714
AT1G76850 ATR1 ASWA1 ATR 9.59151322 1.54285714
AT3G02150 ATR1 ASWA1 ATR 29.5597499 2.05714285
AT5G24660 ATR13 NOKS1 ATR 15.1526001 2.05714285
AT3G56270 ATR1 ASWA1 ATR 5.10120681 2.05714285
AT3G50910 ATR13 NOKS1 ATR 36.3603035 2.05714285
AT2G23290 ATR13 NOKS1 ATR 25.5425875 2.57142857
AT1G63860 ATR13 HIND2 ATR 14.1501075 3.08571428
AT4G19700 ATR1 ASWA1 ATR 20.4539952 3.6
AT3G25710 ATR1 ASWA1 ATR 14.6250951 4.11428571
AT3G47620 ATR1 ASWA1 ATR 10.5617836 4.11428571
AT3G54850 ATR13 NOKS1 ATR 13.6241798 5.14285714
AT5G22310 ATR13 NOKS1 ATR 4.90364133 5.14285714
AT4G34710 ATR13 NOKS1 ATR 7.05909499 5.65714285
AT1G69690 ATR1 ASWA1 ATR 5.78419127 6.17142857
AT4G02590 ATR1 ASWA1 ATR 4.93392493 8.22857142
AT5G51110 ATR1 ASWA1 ATR 5.80816146 10.2857142
Table S5: Plant Gene Set Enrichment Analysis (GSEA) for genes
differentially expressed between DC3000 and DC3000hrpA at a log
likelihood ratio threshold > 4
PT corr p-value Description
0 ≤ t < 2.5 1.10E-08 Ribosome
0 ≤ t < 2.5 2.75E-06 Receptor kinase-like protein family
0 ≤ t < 2.5 4.48E-03 Confirmed target genes of transcription factor: HY5
0 ≤ t < 2.5 4.48E-03 Confirmed and Unconfirmed target genes of transcription factor: HY5
2.5 ≤ t ≤ 7 2.29E-05 Confirmed and Unconfirmed target genes of transcription factor: AtbHLH15
2.5 ≤ t ≤ 7 1.60E-03 Confirmed target genes of transcription factor: AtbHLH15
t > 7 1.98E-07 Metabolic pathways
t > 7 7.80E-05 Photosynthesis - antenna proteins
t > 7 7.93E-04 Biosynthesis of alkaloids derived from histidine and purine
t > 7 0.0136 Chloroplast and Mitochondria gene families ,Chlorophyll a/b-binding protein family
t > 7 0.0242 Ubiquitin mediated proteolysis
t > 7 0.0296 Valine, leucine and isoleucine biosynthesis
t > 7 0.0356 Photosynthesis
t > 7 0.0464 chlorophyllide a biosynthesis I
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Table S6: Plant Gene Set Enrichment Analysis (GSEA) for genes
differentially expressed between DC3000 and DC3000hrpA at a log
likelihood ratio threshold of > 10
PT corr p-value Description
0 ≤ t < 2.5 7.71E-09 Receptor kinase-like protein family
0 ≤ t < 2.5 0.0293 Confirmed target genes of transcription factor: HY5
0 ≤ t < 2.5 0.0293 Confirmed and Unconfirmed target genes of transcription factor: HY5
0 ≤ t < 2.5 0.0431 Confirmed and Unconfirmed target genes of transcription factor: AtbHLH15
2.5 ≤ t ≤ 7 3.64E-03 Confirmed and Unconfirmed target genes of transcription factor: AtbHLH15
2.5 ≤ t ≤ 7 3.64E-03 Confirmed target genes of transcription factor: AtbHLH15
t > 7 3.05E-03 Biosynthesis of alkaloids derived from histidine and purine
t > 7 0.0227 Ubiquitin mediated proteolysis
t > 7 0.0248 Glucosinolate biosynthesis
t > 7 0.0264 Metabolic pathways
Table S7: GO analysis of genes perturbed between DC3000
and DC3000hrpA following identification of dynamically expressed
genes with second most number of genes (log likelihood ratio of
> −83.7796)
PT GO-ID corr p-value Description
0 ≤ t < 2.5 9987 2.91E-12 cellular process
0 ≤ t < 2.5 44267 2.99E-10 cellular protein metabolic process
0 ≤ t < 2.5 44260 1.39E-09 cellular macromolecule metabolic process
0 ≤ t < 2.5 44237 3.64E-07 cellular metabolic process
0 ≤ t < 2.5 19538 3.64E-07 protein metabolic process
0 ≤ t < 2.5 43170 9.96E-07 macromolecule metabolic process
0 ≤ t < 2.5 10467 1.13E-06 gene expression
0 ≤ t < 2.5 43687 4.98E-06 post-translational protein modification
0 ≤ t < 2.5 34645 4.98E-06 cellular macromolecule biosynthetic process
0 ≤ t < 2.5 9059 6.99E-06 macromolecule biosynthetic process
0 ≤ t < 2.5 6412 7.04E-06 translation
0 ≤ t < 2.5 6464 8.54E-06 protein modification process
0 ≤ t < 2.5 6796 1.64E-05 phosphate metabolic process
0 ≤ t < 2.5 6793 1.64E-05 phosphorus metabolic process
0 ≤ t < 2.5 6839 4.87E-05 mitochondrial transport
0 ≤ t < 2.5 9743 7.97E-05 response to carbohydrate stimulus
0 ≤ t < 2.5 16310 9.25E-05 phosphorylation
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0 ≤ t < 2.5 6468 1.33E-04 protein amino acid phosphorylation
0 ≤ t < 2.5 10200 1.38E-04 response to chitin
0 ≤ t < 2.5 43412 2.21E-04 macromolecule modification
0 ≤ t < 2.5 44238 2.33E-04 primary metabolic process
0 ≤ t < 2.5 51641 3.90E-04 cellular localization
0 ≤ t < 2.5 70585 3.91E-04 protein localization in mitochondrion
0 ≤ t < 2.5 6626 3.91E-04 protein targeting to mitochondrion
0 ≤ t < 2.5 8152 4.39E-04 metabolic process
0 ≤ t < 2.5 44249 4.96E-04 cellular biosynthetic process
0 ≤ t < 2.5 6333 4.96E-04 chromatin assembly or disassembly
0 ≤ t < 2.5 51649 6.57E-04 establishment of localization in cell
0 ≤ t < 2.5 9058 1.45E-03 biosynthetic process
0 ≤ t < 2.5 34728 2.11E-03 nucleosome organization
0 ≤ t < 2.5 6334 2.11E-03 nucleosome assembly
0 ≤ t < 2.5 50896 2.15E-03 response to stimulus
0 ≤ t < 2.5 31497 3.12E-03 chromatin assembly
0 ≤ t < 2.5 17038 3.22E-03 protein import
0 ≤ t < 2.5 6952 3.23E-03 defense response
0 ≤ t < 2.5 10033 3.23E-03 response to organic substance
0 ≤ t < 2.5 2376 3.27E-03 immune system process
0 ≤ t < 2.5 51179 3.27E-03 localization
0 ≤ t < 2.5 65004 3.28E-03 protein-DNA complex assembly
0 ≤ t < 2.5 51704 4.57E-03 multi-organism process
0 ≤ t < 2.5 6323 4.74E-03 DNA packaging
0 ≤ t < 2.5 6955 4.93E-03 immune response
0 ≤ t < 2.5 6950 4.96E-03 response to stress
0 ≤ t < 2.5 46907 5.29E-03 intracellular transport
0 ≤ t < 2.5 51234 5.44E-03 establishment of localization
0 ≤ t < 2.5 70727 5.85E-03 cellular macromolecule localization
0 ≤ t < 2.5 9617 5.85E-03 response to bacterium
0 ≤ t < 2.5 6605 6.65E-03 protein targeting
0 ≤ t < 2.5 6810 6.65E-03 transport
0 ≤ t < 2.5 42742 6.93E-03 defense response to bacterium
0 ≤ t < 2.5 16043 7.09E-03 cellular component organization
0 ≤ t < 2.5 6996 7.09E-03 organelle organization
0 ≤ t < 2.5 51707 7.77E-03 response to other organism
0 ≤ t < 2.5 6886 8.63E-03 intracellular protein transport
0 ≤ t < 2.5 9607 8.82E-03 response to biotic stimulus
0 ≤ t < 2.5 23052 8.88E-03 signaling
0 ≤ t < 2.5 34613 9.20E-03 cellular protein localization
0 ≤ t < 2.5 71103 9.78E-03 DNA conformation change
0 ≤ t < 2.5 48583 9.79E-03 regulation of response to stimulus
2.5 ≤ t ≤ 7 50896 2.95E-16 response to stimulus
2.5 ≤ t ≤ 7 9628 6.00E-13 response to abiotic stimulus
2.5 ≤ t ≤ 7 6950 1.60E-12 response to stress
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2.5 ≤ t ≤ 7 44281 4.00E-10 small molecule metabolic process
2.5 ≤ t ≤ 7 42221 7.48E-10 response to chemical stimulus
2.5 ≤ t ≤ 7 6970 2.01E-08 response to osmotic stress
2.5 ≤ t ≤ 7 51707 2.01E-08 response to other organism
2.5 ≤ t ≤ 7 9607 1.04E-07 response to biotic stimulus
2.5 ≤ t ≤ 7 9651 2.79E-07 response to salt stress
2.5 ≤ t ≤ 7 9611 5.51E-07 response to wounding
2.5 ≤ t ≤ 7 51234 1.08E-06 establishment of localization
2.5 ≤ t ≤ 7 6810 1.86E-06 transport
2.5 ≤ t ≤ 7 51179 2.09E-06 localization
2.5 ≤ t ≤ 7 44283 5.33E-06 small molecule biosynthetic process
2.5 ≤ t ≤ 7 51704 1.09E-05 multi-organism process
2.5 ≤ t ≤ 7 6519 2.68E-05 cellular amino acid and derivative metabolic process
2.5 ≤ t ≤ 7 6575 2.86E-05 cellular amino acid derivative metabolic process
2.5 ≤ t ≤ 7 44271 2.86E-05 cellular nitrogen compound biosynthetic process
2.5 ≤ t ≤ 7 10033 2.86E-05 response to organic substance
2.5 ≤ t ≤ 7 6811 5.49E-05 ion transport
2.5 ≤ t ≤ 7 9266 5.74E-05 response to temperature stimulus
2.5 ≤ t ≤ 7 6694 1.00E-04 steroid biosynthetic process
2.5 ≤ t ≤ 7 42742 1.06E-04 defense response to bacterium
2.5 ≤ t ≤ 7 10035 1.12E-04 response to inorganic substance
2.5 ≤ t ≤ 7 9617 1.86E-04 response to bacterium
2.5 ≤ t ≤ 7 9414 2.71E-04 response to water deprivation
2.5 ≤ t ≤ 7 10038 2.87E-04 response to metal ion
2.5 ≤ t ≤ 7 6952 4.81E-04 defense response
2.5 ≤ t ≤ 7 9056 5.06E-04 catabolic process
2.5 ≤ t ≤ 7 9415 7.18E-04 response to water
2.5 ≤ t ≤ 7 51186 1.15E-03 cofactor metabolic process
2.5 ≤ t ≤ 7 46686 1.26E-03 response to cadmium ion
2.5 ≤ t ≤ 7 6865 1.28E-03 amino acid transport
2.5 ≤ t ≤ 7 9409 1.42E-03 response to cold
2.5 ≤ t ≤ 7 9719 1.43E-03 response to endogenous stimulus
2.5 ≤ t ≤ 7 15837 1.49E-03 amine transport
2.5 ≤ t ≤ 7 46942 2.09E-03 carboxylic acid transport
2.5 ≤ t ≤ 7 15849 2.09E-03 organic acid transport
2.5 ≤ t ≤ 7 9620 2.13E-03 response to fungus
2.5 ≤ t ≤ 7 6749 2.28E-03 glutathione metabolic process
2.5 ≤ t ≤ 7 55086 2.29E-03 nucleobase, nucleoside and nucleotide metabolic process
2.5 ≤ t ≤ 7 6725 2.70E-03 cellular aromatic compound metabolic process
2.5 ≤ t ≤ 7 6733 2.81E-03 oxidoreduction coenzyme metabolic process
2.5 ≤ t ≤ 7 8202 2.81E-03 steroid metabolic process
2.5 ≤ t ≤ 7 6082 3.21E-03 organic acid metabolic process
2.5 ≤ t ≤ 7 9753 3.28E-03 response to jasmonic acid stimulus
2.5 ≤ t ≤ 7 19362 3.28E-03 pyridine nucleotide metabolic process
2.5 ≤ t ≤ 7 42180 3.32E-03 cellular ketone metabolic process
2.5 ≤ t ≤ 7 6518 3.34E-03 peptide metabolic process
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2.5 ≤ t ≤ 7 16126 3.34E-03 sterol biosynthetic process
2.5 ≤ t ≤ 7 6066 3.43E-03 alcohol metabolic process
2.5 ≤ t ≤ 7 6732 3.57E-03 coenzyme metabolic process
2.5 ≤ t ≤ 7 46496 3.57E-03 nicotinamide nucleotide metabolic process
2.5 ≤ t ≤ 7 43436 3.92E-03 oxoacid metabolic process
2.5 ≤ t ≤ 7 19752 3.92E-03 carboxylic acid metabolic process
2.5 ≤ t ≤ 7 42126 4.05E-03 nitrate metabolic process
2.5 ≤ t ≤ 7 42128 4.05E-03 nitrate assimilation
2.5 ≤ t ≤ 7 8333 4.95E-03 endosome to lysosome transport
2.5 ≤ t ≤ 7 7041 4.95E-03 lysosomal transport
2.5 ≤ t ≤ 7 9640 4.95E-03 photomorphogenesis
2.5 ≤ t ≤ 7 31407 5.30E-03 oxylipin metabolic process
2.5 ≤ t ≤ 7 6091 5.30E-03 generation of precursor metabolites and energy
2.5 ≤ t ≤ 7 16052 5.78E-03 carbohydrate catabolic process
2.5 ≤ t ≤ 7 19748 5.78E-03 secondary metabolic process
2.5 ≤ t ≤ 7 6812 7.88E-03 cation transport
2.5 ≤ t ≤ 7 19438 8.06E-03 aromatic compound biosynthetic process
2.5 ≤ t ≤ 7 9117 8.06E-03 nucleotide metabolic process
2.5 ≤ t ≤ 7 6753 8.06E-03 nucleoside phosphate metabolic process
2.5 ≤ t ≤ 7 8610 8.06E-03 lipid biosynthetic process
2.5 ≤ t ≤ 7 42398 8.06E-03 cellular amino acid derivative biosynthetic process
2.5 ≤ t ≤ 7 19359 8.06E-03 nicotinamide nucleotide biosynthetic process
2.5 ≤ t ≤ 7 6820 8.06E-03 anion transport
2.5 ≤ t ≤ 7 44275 8.06E-03 cellular carbohydrate catabolic process
2.5 ≤ t ≤ 7 6790 9.13E-03 sulfur metabolic process
2.5 ≤ t ≤ 7 44273 9.60E-03 sulfur compound catabolic process
7 > t ≤ 10 8152 1.66E-12 metabolic process
7 > t ≤ 10 15979 1.93E-11 photosynthesis
7 > t ≤ 10 9987 3.06E-10 cellular process
7 > t ≤ 10 44237 8.63E-10 cellular metabolic process
7 > t ≤ 10 42180 6.62E-09 cellular ketone metabolic process
7 > t ≤ 10 44281 9.52E-09 small molecule metabolic process
7 > t ≤ 10 43436 1.65E-08 oxoacid metabolic process
7 > t ≤ 10 19752 1.65E-08 carboxylic acid metabolic process
7 > t ≤ 10 6082 1.65E-08 organic acid metabolic process
7 > t ≤ 10 44271 1.09E-07 cellular nitrogen compound biosynthetic process
7 > t ≤ 10 6520 1.77E-07 cellular amino acid metabolic process
7 > t ≤ 10 34641 3.37E-07 cellular nitrogen compound metabolic process
7 > t ≤ 10 18130 1.06E-06 heterocycle biosynthetic process
7 > t ≤ 10 51186 2.52E-06 cofactor metabolic process
7 > t ≤ 10 6807 2.83E-06 nitrogen compound metabolic process
7 > t ≤ 10 44106 3.51E-06 cellular amine metabolic process
7 > t ≤ 10 19684 2.40E-05 photosynthesis, light reaction
7 > t ≤ 10 46394 2.48E-05 carboxylic acid biosynthetic process
7 > t ≤ 10 16053 2.48E-05 organic acid biosynthetic process
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7 > t ≤ 10 9308 3.27E-05 amine metabolic process
7 > t ≤ 10 51188 4.36E-05 cofactor biosynthetic process
7 > t ≤ 10 8652 4.36E-05 cellular amino acid biosynthetic process
7 > t ≤ 10 44283 6.43E-05 small molecule biosynthetic process
7 > t ≤ 10 42440 6.49E-05 pigment metabolic process
7 > t ≤ 10 9790 8.89E-05 embryonic development
7 > t ≤ 10 6519 1.09E-04 cellular amino acid and derivative metabolic process
7 > t ≤ 10 33014 1.16E-04 tetrapyrrole biosynthetic process
7 > t ≤ 10 9657 1.16E-04 plastid organization
7 > t ≤ 10 46686 1.30E-04 response to cadmium ion
7 > t ≤ 10 42221 1.43E-04 response to chemical stimulus
7 > t ≤ 10 9791 1.43E-04 post-embryonic development
7 > t ≤ 10 33013 2.17E-04 tetrapyrrole metabolic process
7 > t ≤ 10 9793 3.28E-04 embryonic development ending in seed dormancy
7 > t ≤ 10 6418 3.28E-04 tRNA aminoacylation for protein translation
7 > t ≤ 10 46483 3.51E-04 heterocycle metabolic process
7 > t ≤ 10 9309 3.52E-04 amine biosynthetic process
7 > t ≤ 10 43038 3.79E-04 amino acid activation
7 > t ≤ 10 43039 3.79E-04 tRNA aminoacylation
7 > t ≤ 10 9651 4.19E-04 response to salt stress
7 > t ≤ 10 6778 4.62E-04 porphyrin metabolic process
7 > t ≤ 10 6970 4.94E-04 response to osmotic stress
7 > t ≤ 10 9058 5.65E-04 biosynthetic process
7 > t ≤ 10 6779 6.02E-04 porphyrin biosynthetic process
7 > t ≤ 10 50896 6.07E-04 response to stimulus
7 > t ≤ 10 9628 6.21E-04 response to abiotic stimulus
7 > t ≤ 10 48608 7.18E-04 reproductive structure development
7 > t ≤ 10 48316 7.29E-04 seed development
7 > t ≤ 10 46148 8.52E-04 pigment biosynthetic process
7 > t ≤ 10 44249 8.68E-04 cellular biosynthetic process
7 > t ≤ 10 10154 8.78E-04 fruit development
7 > t ≤ 10 10035 9.47E-04 response to inorganic substance
7 > t ≤ 10 44262 1.11E-03 cellular carbohydrate metabolic process
7 > t ≤ 10 6399 1.11E-03 tRNA metabolic process
7 > t ≤ 10 9056 1.62E-03 catabolic process
7 > t ≤ 10 16137 1.69E-03 glycoside metabolic process
7 > t ≤ 10 32501 2.16E-03 multicellular organismal process
7 > t ≤ 10 6766 2.56E-03 vitamin metabolic process
7 > t ≤ 10 32502 2.61E-03 developmental process
7 > t ≤ 10 9110 3.28E-03 vitamin biosynthetic process
7 > t ≤ 10 6790 3.34E-03 sulfur metabolic process
7 > t ≤ 10 9737 3.36E-03 response to abscisic acid stimulus
7 > t ≤ 10 16070 3.40E-03 RNA metabolic process
7 > t ≤ 10 9658 3.42E-03 chloroplast organization
7 > t ≤ 10 10038 3.42E-03 response to metal ion
7 > t ≤ 10 6091 3.53E-03 generation of precursor metabolites and energy
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7 > t ≤ 10 7275 4.05E-03 multicellular organismal development
7 > t ≤ 10 19758 4.13E-03 glycosinolate biosynthetic process
7 > t ≤ 10 19761 4.13E-03 glucosinolate biosynthetic process
7 > t ≤ 10 16144 4.13E-03 S-glycoside biosynthetic process
7 > t ≤ 10 16138 4.18E-03 glycoside biosynthetic process
7 > t ≤ 10 31163 4.29E-03 metallo-sulfur cluster assembly
7 > t ≤ 10 16226 4.29E-03 iron-sulfur cluster assembly
7 > t ≤ 10 34285 4.45E-03 response to disaccharide stimulus
7 > t ≤ 10 16043 4.55E-03 cellular component organization
7 > t ≤ 10 3006 4.56E-03 reproductive developmental process
7 > t ≤ 10 5975 4.70E-03 carbohydrate metabolic process
7 > t ≤ 10 31399 5.58E-03 regulation of protein modification process
7 > t ≤ 10 15995 5.65E-03 chlorophyll biosynthetic process
7 > t ≤ 10 9765 5.68E-03 photosynthesis, light harvesting
7 > t ≤ 10 16109 5.68E-03 tetraterpenoid biosynthetic process
7 > t ≤ 10 16117 5.68E-03 carotenoid biosynthetic process
7 > t ≤ 10 10033 7.20E-03 response to organic substance
7 > t ≤ 10 22414 7.56E-03 reproductive process
7 > t ≤ 10 19748 7.69E-03 secondary metabolic process
7 > t ≤ 10 16051 7.83E-03 carbohydrate biosynthetic process
7 > t ≤ 10 19757 7.83E-03 glycosinolate metabolic process
7 > t ≤ 10 19760 7.83E-03 glucosinolate metabolic process
7 > t ≤ 10 16143 7.83E-03 S-glycoside metabolic process
7 > t ≤ 10 15994 7.96E-03 chlorophyll metabolic process
7 > t ≤ 10 44248 7.98E-03 cellular catabolic process
7 > t ≤ 10 44272 8.29E-03 sulfur compound biosynthetic process
7 > t ≤ 10 6551 9.13E-03 leucine metabolic process
Table S8: GO analysis of genes perturbed between DC3000
and DC3000hrpA following identification of dynamically expressed
genes with fewest number of genes (log likelihood ratio> −42.8965)
PT GO-ID corr p-value Description
0 ≤ t < 2.5 44267 9.27E-09 cellular protein metabolic process
0 ≤ t < 2.5 6412 2.72E-08 translation
0 ≤ t < 2.5 10467 1.02E-07 gene expression
0 ≤ t < 2.5 44260 1.49E-07 cellular macromolecule metabolic process
0 ≤ t < 2.5 19538 3.22E-07 protein metabolic process
0 ≤ t < 2.5 9987 1.42E-06 cellular process
0 ≤ t < 2.5 34645 1.42E-06 cellular macromolecule biosynthetic process
0 ≤ t < 2.5 9059 1.49E-06 macromolecule biosynthetic process
0 ≤ t < 2.5 44237 1.49E-06 cellular metabolic process
0 ≤ t < 2.5 43170 3.23E-06 macromolecule metabolic process
0 ≤ t < 2.5 44249 5.71E-05 cellular biosynthetic process
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0 ≤ t < 2.5 44238 6.74E-05 primary metabolic process
0 ≤ t < 2.5 8152 1.94E-04 metabolic process
0 ≤ t < 2.5 9058 2.24E-04 biosynthetic process
0 ≤ t < 2.5 42221 1.76E-03 response to chemical stimulus
0 ≤ t < 2.5 9737 3.28E-03 response to abscisic acid stimulus
0 ≤ t < 2.5 10033 6.11E-03 response to organic substance
0 ≤ t < 2.5 9415 8.78E-03 response to water
0 ≤ t < 2.5 9719 9.55E-03 response to endogenous stimulus
2.5 ≤ t ≤ 7 50896 1.57E-15 response to stimulus
2.5 ≤ t ≤ 7 9628 1.26E-11 response to abiotic stimulus
2.5 ≤ t ≤ 7 6950 3.22E-09 response to stress
2.5 ≤ t ≤ 7 51704 2.52E-08 multi-organism process
2.5 ≤ t ≤ 7 51707 2.52E-08 response to other organism
2.5 ≤ t ≤ 7 9607 9.67E-08 response to biotic stimulus
2.5 ≤ t ≤ 7 51179 2.28E-06 localization
2.5 ≤ t ≤ 7 51234 2.95E-06 establishment of localization
2.5 ≤ t ≤ 7 6810 6.11E-06 transport
2.5 ≤ t ≤ 7 42221 4.97E-05 response to chemical stimulus
2.5 ≤ t ≤ 7 44281 2.34E-04 small molecule metabolic process
2.5 ≤ t ≤ 7 9314 3.79E-04 response to radiation
2.5 ≤ t ≤ 7 48193 3.79E-04 Golgi vesicle transport
2.5 ≤ t ≤ 7 6970 3.93E-04 response to osmotic stress
2.5 ≤ t ≤ 7 32502 4.39E-04 developmental process
2.5 ≤ t ≤ 7 9416 4.54E-04 response to light stimulus
2.5 ≤ t ≤ 7 6952 4.62E-04 defense response
2.5 ≤ t ≤ 7 32501 4.62E-04 multicellular organismal process
2.5 ≤ t ≤ 7 6575 7.48E-04 cellular amino acid derivative metabolic process
2.5 ≤ t ≤ 7 7275 1.06E-03 multicellular organismal development
2.5 ≤ t ≤ 7 10033 1.84E-03 response to organic substance
2.5 ≤ t ≤ 7 6457 2.63E-03 protein folding
2.5 ≤ t ≤ 7 9117 2.76E-03 nucleotide metabolic process
2.5 ≤ t ≤ 7 6753 2.76E-03 nucleoside phosphate metabolic process
2.5 ≤ t ≤ 7 71214 3.26E-03 cellular response to abiotic stimulus
2.5 ≤ t ≤ 7 44283 3.41E-03 small molecule biosynthetic process
2.5 ≤ t ≤ 7 6464 3.98E-03 protein modification process
2.5 ≤ t ≤ 7 9651 4.04E-03 response to salt stress
2.5 ≤ t ≤ 7 9165 4.48E-03 nucleotide biosynthetic process
2.5 ≤ t ≤ 7 9617 4.65E-03 response to bacterium
2.5 ≤ t ≤ 7 9620 5.69E-03 response to fungus
2.5 ≤ t ≤ 7 16043 5.69E-03 cellular component organization
2.5 ≤ t ≤ 7 55086 6.96E-03 nucleobase, nucleoside and nucleotide metabolic process
7 > t ≤ 10 15979 6.44E-16 photosynthesis
7 > t ≤ 10 8152 2.59E-13 metabolic process
7 > t ≤ 10 19684 4.51E-10 photosynthesis, light reaction
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7 > t ≤ 10 44237 1.09E-08 cellular metabolic process
7 > t ≤ 10 6091 6.54E-06 generation of precursor metabolites and energy
7 > t ≤ 10 46686 3.20E-05 response to cadmium ion
7 > t ≤ 10 9987 3.52E-05 cellular process
7 > t ≤ 10 10038 1.58E-04 response to metal ion
7 > t ≤ 10 44281 1.58E-04 small molecule metabolic process
7 > t ≤ 10 9628 1.58E-04 response to abiotic stimulus
7 > t ≤ 10 9767 2.12E-04 photosynthetic electron transport chain
7 > t ≤ 10 9058 5.18E-04 biosynthetic process
7 > t ≤ 10 44249 6.89E-04 cellular biosynthetic process
7 > t ≤ 10 10035 7.68E-04 response to inorganic substance
7 > t ≤ 10 48511 8.22E-04 rhythmic process
7 > t ≤ 10 7623 8.22E-04 circadian rhythm
7 > t ≤ 10 9765 1.02E-03 photosynthesis, light harvesting
7 > t ≤ 10 10114 1.40E-03 response to red light
7 > t ≤ 10 50896 1.99E-03 response to stimulus
7 > t ≤ 10 10218 2.37E-03 response to far red light
7 > t ≤ 10 44271 2.63E-03 cellular nitrogen compound biosynthetic process
7 > t ≤ 10 51186 3.04E-03 cofactor metabolic process
7 > t ≤ 10 9773 3.27E-03 photosynthetic electron transport in photosystem I
7 > t ≤ 10 55114 3.27E-03 oxidation reduction
7 > t ≤ 10 42180 4.73E-03 cellular ketone metabolic process
7 > t ≤ 10 42440 4.73E-03 pigment metabolic process
7 > t ≤ 10 42360 4.73E-03 vitamin E metabolic process
7 > t ≤ 10 10189 4.73E-03 vitamin E biosynthetic process
7 > t ≤ 10 9637 5.10E-03 response to blue light
7 > t ≤ 10 30163 5.41E-03 protein catabolic process
7 > t ≤ 10 46148 7.33E-03 pigment biosynthetic process
7 > t ≤ 10 43436 7.33E-03 oxoacid metabolic process
7 > t ≤ 10 19752 7.33E-03 carboxylic acid metabolic process
7 > t ≤ 10 6082 7.33E-03 organic acid metabolic process
7 > t ≤ 10 22900 7.95E-03 electron transport chain
7 > t ≤ 10 9057 8.13E-03 macromolecule catabolic process
7 > t ≤ 10 42221 8.99E-03 response to chemical stimulus
7 > t ≤ 10 51188 9.60E-03 cofactor biosynthetic process
7 > t ≤ 10 44257 9.60E-03 cellular protein catabolic process
7 > t ≤ 10 15994 9.60E-03 chlorophyll metabolic process
7 > t ≤ 10 6778 9.90E-03 porphyrin metabolic process
Table S9: Plant Gene Set Enrichment Analysis (GSEA) for genes
dynamically expressed with a log likelihood ratio > −83.7796
PT corr p-value Description
0 ≤ t < 2.5 2.79E-32 Ribosome
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0 ≤ t < 2.5 4.79E-03 Receptor kinase-like protein family
0 ≤ t < 2.5 0.0343 Spliceosome
2.5 ≤ t ≤ 7 9.46E-05 Confirmed and Unconfirmed target genes of transcription factor: AtbHLH15
2.5 ≤ t ≤ 7 6.19E-03 Metabolic pathways
7 > t ≤ 10 4.56E-15 Metabolic pathways
7 > t ≤ 10 1.51E-05 Biosynthesis of alkaloids derived from histidine and purine
7 > t ≤ 10 9.45E-05 Biosynthesis of alkaloids derived from shikimate pathway
7 > t ≤ 10 1.54E-04 Biosynthesis of alkaloids derived from ornithine, lysine and nicotinic acid
7 > t ≤ 10 7.87E-04 Aminoacyl-tRNA biosynthesis
7 > t ≤ 10 1.41E-03 Biosynthesis of plant hormones
7 > t ≤ 10 1.41E-03 Biosynthesis of phenylpropanoids
7 > t ≤ 10 1.41E-03 Valine, leucine and isoleucine biosynthesis
7 > t ≤ 10 2.32E-03 Carbon fixation in photosynthetic organisms
7 > t ≤ 10 2.32E-03 Photosynthesis - antenna proteins
7 > t ≤ 10 0.0115 Biosynthesis of alkaloids derived from terpenoid and polyketide
7 > t ≤ 10 0.0189 Biosynthesis of terpenoids and steroids
7 > t ≤ 10 0.0217 Phenylalanine, tyrosine and tryptophan biosynthesis
7 > t ≤ 10 0.0217 Glycolysis / Gluconeogenesis
7 > t ≤ 10 0.026 Citrate cycle (TCA cycle)
7 > t ≤ 10 0.0398 Pentose phosphate pathway
7 > t ≤ 10 0.0398 Proteasome
7 > t ≤ 10 0.0431 Starch and sucrose metabolism
Table S10: Plant Gene Set Enrichment Analysis (GSEA) for genes
dynamically expressed with a log likelihood ratio > −42.8965
PT corr p-value Description
0 ≤ t < 2.5 1.64E-28 Ribosome
0 ≤ t < 2.5 0.0131 Cytoplasmic ribosomal protein gene family ,L11
2.5 ≤ t ≤ 7 1.34E-03 Confirmed and Unconfirmed target genes of transcription factor: AtbHLH15
2.5 ≤ t ≤ 7 1.42E-03 Confirmed target genes of transcription factor: AtbHLH15
2.5 ≤ t ≤ 7 0.0344 Metabolic pathways
2.5 ≤ t ≤ 7 0.0344 Indole alkaloid biosynthesis
7 > t ≤ 10 2.94E-11 Metabolic pathways
7 > t ≤ 10 1.02E-06 Photosynthesis - antenna proteins
7 > t ≤ 10 3.79E-05 Chloroplast and Mitochondria gene families ,Chlorophyll a/b-binding protein family
7 > t ≤ 10 1.04E-04 Carbon fixation in photosynthetic organisms
7 > t ≤ 10 3.27E-04 Pentose phosphate pathway
7 > t ≤ 10 2.80E-03 Photosynthesis
7 > t ≤ 10 6.91E-03 Biosynthesis of alkaloids derived from ornithine, lysine and nicotinic acid
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7 > t ≤ 10 8.07E-03 Biosynthesis of plant hormones
7 > t ≤ 10 8.07E-03 Biosynthesis of alkaloids derived from shikimate pathway
7 > t ≤ 10 9.15E-03 Biosynthesis of phenylpropanoids
7 > t ≤ 10 9.15E-03 Pentose and glucuronate interconversions
7 > t ≤ 10 9.26E-03 Biosynthesis of alkaloids derived from terpenoid and polyketide
7 > t ≤ 10 0.0123 Biosynthesis of terpenoids and steroids
7 > t ≤ 10 0.0131 Proteasome
7 > t ≤ 10 0.0183 Starch and sucrose metabolism
7 > t ≤ 10 0.0323 Aminoacyl-tRNA biosynthesis
7 > t ≤ 10 0.0358 Circadian rhythm - plant
7 > t ≤ 10 0.0384 Glycosyltransferase Gene Families ,Glycosyltransferase- Family 5
7 > t ≤ 10 0.0473 Predicted targets of ath-miR2111b according to Breakfield et al., Genome Research 2011.
7 > t ≤ 10 0.0473 Predicted targets of ath-miR2111a according to Breakfield et al., Genome Research 2011.
7 > t ≤ 10 0.0478 Confirmed target genes of transcription factor: AtbHLH15
7 > t ≤ 10 0.0478 Confirmed and Unconfirmed target genes of transcription factor: AtbHLH15
Table S11: Reference table of GO and AraCyc Pathway Terms
used in Figure 5 in the main text)
Index in figure Ontology
1 regulation of abscisic acid biosynthetic process
2 cellular response to abscisic acid stimulus
3 negative regulation of abscisic acid-activated signaling pathway
4 abscisic acid transport
5 abscisic acid binding
6 abscisic acid catabolic process
7 abscisic acid-activated signaling pathway
8 abscisic acid biosynthetic process
9 positive regulation of abscisic acid-activated signaling pathway
10 response to abscisic acid
11 salicylic acid binding
12 positive regulation of salicylic acid mediated signaling pathway
13 salicylic acid biosynthetic process
14 response to salicylic acid
15 regulation of salicylic acid mediated signaling pathway
16 systemic acquired resistance
17 regulation of salicylic acid biosynthetic process
18 salicylic acid glucosyltransferase (glucoside-forming) activity
19 salicylic acid metabolic process
20 regulation of salicylic acid metabolic process
21 salicylic acid glucosyltransferase (ester-forming) activity
22 salicylic acid mediated signaling pathway
23 cellular response to jasmonic acid stimulus
24 jasmonate-amino synthetase activity
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25 induced systemic resistance
26 jasmonic acid and ethylene-dependent systemic resistance
27 response to jasmonic acid
28 jasmonic acid biosynthetic process
29 regulation of jasmonic acid mediated signaling pathway
30 jasmonic acid mediated signaling pathway
31 jasmonic acid metabolic process
32 regulation of jasmonic acid biosynthetic process
33 methyl jasmonate esterase activity
34 jasmonic acid and ethylene-dependent systemic resistance
35 negative regulation of gibberellic acid mediated signaling pathway
36 gibberellic acid mediated signaling pathway
37 response to gibberellin
38 gibberellin mediated signaling pathway
39 gibberellin 20-oxidase activity
40 gibberellin biosynthetic process
41 gibberellin catabolic process
42 gibberellin 3-beta-dioxygenase activity
43 cellular response to gibberellin stimulus
44 ethylene biosynthetic process
45 cellular response to ethylene stimulus
46 negative regulation of ethylene biosynthetic process
47 ethylene-activated signaling pathway
48 regulation of ethylene biosynthetic process
49 response to ethylene
50 negative regulation of ethylene-activated signaling pathway
51 jasmonic acid and ethylene-dependent systemic resistance
52 regulation of ethylene-activated signaling pathway
53 protein kinase activator activity
54 regulation of protein kinase activity
55 calmodulin-dependent protein kinase activity
56 MAP kinase kinase activity
57 MAP kinase tyrosine phosphatase activity
58 MAP kinase kinase kinase activity
59 positive regulation of protein kinase activity
60 MAP kinase activity
61 activation of protein kinase activity
62 kinase activity
63 protein kinase activity
64 protein kinase binding
65 MAP-kinase scaffold activity
66 protein kinase regulator activity
67 kinase binding
68 methionine biosynthesis II
69 NAD biosynthesis I (from aspartate)
70 NAD/NADH phosphorylation and dephosphorylation
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Figure S4: Temporal ordering of significantly perturbed GO terms.
52
Figure S5: Temporal ordering of significantly perturbed GO terms.
53
Figure S6: Temporal ordering of significantly perturbed GO terms.
54
Figure S7: Temporal ordering of significantly perturbed GO terms.
55
Figure S8: Temporal ordering of significantly perturbed GO terms.
56
Figure S9: Temporal ordering of significantly perturbed GO terms.
57
Figure S10: Temporal ordering of significantly perturbed GO terms.
58
Figure S11: Temporal ordering of significantly perturbed GO terms.
59
Figure S12: Temporal ordering of significantly perturbed GO terms.
60
Figure S13: Temporal ordering of significantly perturbed GO terms.
61
Figure S14: Temporal ordering of significantly perturbed GO terms.
62
Figure S15: Temporal ordering of significantly perturbed GO terms.
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Figure S16: Temporal ordering of significantly perturbed Aracyc terms.
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