Abstract. We propose a positive-preserving moment closure for linear kinetic transport equations based on a filtered spherical harmonic (FP N ) expansion in the angular variable. The recently proposed FP N moment equations are known to suffer from the occurrence of (unphysical) negative particle concentrations. The origin of this problem is that the FP N approximation is not always positive at the kinetic level; the new FP + N closure is developed to address this issue. A new spherical harmonic expansion is computed via the solution of an optimization problem, with constraints that enforce positivity, but only on a finite set of pre-selected points. Combined with an appropriate PDE solver for the moment equations, this ensures positivity of the particle concentration at each step in the time integration. Under an additional, mild regularity assumption, we prove that as the moment order tends to infinity, the FP + N approximation converges, in the L 2 sense, at the same rate as the FP N approximation; numerical tests suggest that this assumption may not be necessary.
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For purposes of comparison, we also consider a positive-preserving UD N closure that is based on the uniform damping of coefficients in the FP N approximation. While simple and less expensive to implement, the UD N approximation does not converge as fast as the FP N approximation for problems with limited regularity. We simulate the challenging line source benchmark problem with moment equations using several different choices of closure. The line source results indicate that, when compared to the UD N closure, the accuracy of the FP + N closure makes up for the overhead incurred by the optimization problem. In addition, we observe that for a regularized version of the line source problem, the UD N closure causes severe degradation in the space-time convergence of the PDE solver, while the FP + N closure does not.
on the prescribed quadrature. We extend the constraint-reduced Mehrotra's predictor- In this paper, we use the term "concentration" when referring to the integral of the kinetic distribution with respect to angle. The concentration is a function of position and time only.
2 For example, when solving radiative transfer equations coupled with a material equation, the negative radiative energy-density can cause a negative material temperature [35, 39] .
3 In this paper, the term "positive-preserving" refers to methods that maintain the non-negativity of particle concentration. merical tests suggest that the estimates are likely sharp. For smooth problems, the 66 difference in the accuracy of the closures is negligible. However, for problems with 67 less regularity, the difference is substantial. solution time needed to reach a given level of accuracy in the particle concentration.
76
For the line source problem, we conclude that the FP + N solutions are generally two to 77 ten times faster than the UD N solutions to reach the same accuracy.
78
The remainder of the paper is organized as follows. In Section 2, we review the are neglected for simplifying the presentation; they can be included easily. The ki-90 netic description is given by a non-negative distribution function f = f (x, Ω, t) where 91 x = (x 1 , x 2 , x 3 ) ∈ R 3 is the spatial position, Ω = (Ω 1 , Ω 2 , Ω 3 ) ∈ S 2 is the direction 92 of particle travel, and t ≥ 0 is the time. In terms of the polar angle θ and the az-
In what follows, it is 94 often convenient to express functions on S 2 in terms µ := cos θ and φ.
95
The governing linear kinetic equation is of the form
where σ is the scattering cross-section, and the angle brackets denote integration 97 with respect to Ω over the angular space S 2 , i.e., f (x, t) = S 2 f (x, Ω, t) dΩ. To
The solution u = [u 0 ; u 1 ; . . . ; u N ] of system (2.4) is an approximation of the exact 118 moments u f . Equation (2.4) can be solved numerically in a variety of ways. In this 119 paper, we use the kinetic scheme proposed in [2, 18] ; the full description of the scheme 120 is included in the supplementary materials.
121
In slab geometry, the distribution f in (2.1) is independent of x 1 and x 2 , i.e., 
130
Note that (2.3) and (2.4) still hold true for slab geometry, with the modified angular 131 space and moment basis.
132
In the remaining parts of Section 2 and Section 3, we present several moment 133 closures in full geometry. These closures can be formulated analogously in the case of 134 slab geometry with minor modifications, as described in the preceding paragraph. and the expansion coefficientsα P N (u) solve the dual problem of (2.6), and are given
in (2.4) gives the P N equations: occurrence of negative concentrations in the P N solution.
147
The filter can be embedded directly into the numerical PDE solver for the P N 148 equations (2.8): before each time step, the moment u is replaced by F u where
whereα FP N (u) :=α P N (F u) solves the filtered version of dual problem (2.7)
We call this the discrete embedding of the filter.
153
The 
depends on the time step, σ F is a tuning parameter, and κ : R + → [0, 1] is a filter function. We say κ has order p > 0 if κ ∈ C p (R + ) and κ(0) = 1 and κ (k) (0) = 0 for 158 k = 1, . . . , p − 1.
159
The choice of ν in (2.11) ensures the discrete embedding is formally consistent in 160 the limit ∆t → 0 with a modified version of (2.8), the FP N equations:
. is ensured imposing point-wise positivity constraints on a discretized version of (2.6).
179
Let Q and W be the points and (strictly positive) weights of a quadrature rule on S 14) where
is just the restriction of E P N [u] to Q. and weights (Q, W), the UD N operator E UD N : R n → P N (S 2 ) maps u to the ansatz
(2.16) This ansatz is still a spherical harmonics expansion; hence UD N solutions do not suffer 207 from ray effects as PP N solutions do. In addition, it is inexpensive to implement. 
and Q is a quadrature set. The FP + N ansatz is the best L 2 approximation to the FP N 221 ansatz in P N (S 2 ) that is non-negative on Q and preserves particle concentration.
The set Q is chosen so that the associated quadrature rule has degree of precision The scalar u 0 is a positive constant multiple of the particle concentration. 8 See the discussion on discrete and continuous embeddings in Section 2.3.
[u] depends on u in a nonlinear way that cannot be expressed in closed form.
232
Rather it must be determined from the numerical solution of (3.2). With the contin-233 uous embedding, the filter is built in to the equations, but positivity is still embedded 234 in the numerics: at each time step of the numerical PDE solver for the FP N equations (2.12), the moment u * is replaced by mE P the following discrete ordinate approximation of (2.1):
where quadrature-based moments of (3.3) and using the ansatz
we arrive at the following system for the unknowns u:
If, as in Section 3.1, the quadrature set Q is chosen so that · Q has degree of precision non-negativity constraints in (3.2), thenα
Otherwise, a numerical optimization algorithm is needed. We discuss such 262 an algorithm here.
263
Due to the orthonormality of spherical harmonics, the equality constraint
2) is equivalent to α 0 = u 0 . Hence the variable α 0 can be removed from the 265 minimization problem, and (3.2) can be rewritten as of these two types of quadrature are given in Table 5 .1, and discussed in Remark 4. 
293
For q ∈ R, the fractional Sobolev spaces H q ([−1, 1]) is the set of functions ψ such 294 that the norm
(4.1) is finite [38] . In this definition, m ℓ is the ℓ th Legendre polynomial. The space
is the set of functions ψ such that the norm
is finite [21] . In this definition, m j ℓ is the degree ℓ, order j spherical harmonic. In 298 the remainder of this section, we use S to denote either [−1, 1] or S 2 . Recall that 
is finite [38] . Here ψ (v) is the v-th strong derivative of ψ on [−1, 1]. Similarly, the 9 space C q (S 2 ) is defined as the set of functions ψ such that the norm
coordinates on the sphere, I denotes the identity operator, and R i,j,ϑ denotes the 
317
Theorem 4.1.
Then, given a non-negative function
where u N ∈ R n consists of the moments of ψ up to order N , and s = min{q, p}, with 321 p the order of filter F in (2.10).
322
Before proving Theorem 4.1, we give two lemmas which are used in the proof.
323
The first lemma gives the convergence rate of the FP N approximation, and the sec-
324
ond lemma provides an L ∞ error estimate of the best polynomial approximation for 325 continuous functions.
326
Lemma 4.2. For every q ∈ R, there exists a constant A 1 (q) such that, for all
where u N ∈ R n consists of the moments of ψ up to order N , and s = min{q, p}, with 329 p the filter order in (2.10).
330
Proof. See [15] .
331
Lemma 4.3. For every q ≥ 0, there exists a constant A 2 (q) such that, for all
where the minimum is attained. 
In this section, we use a superscript to emphasize the dependence of the moment vector on N . 
(4.10) We now modify ϕ N to generate a non-negative polynomial that still approximates 
is a well-defined, non-negative polynomial on S 2 , and ϕ
Using triangle inequality, (4.10),
348
and the fact thatφ N is the minimizer, we have
Applying Hölder's inequality and substituting the bound for ϕ N L ∞ in (4.13) into
350
(4.12) yield 14) where the second inequality comes from the assumption that ψ ∈ D M . This bound
352
will be used below in (4.18). 
Hence,
For the second term, we apply the triangle inequality, Hölder's inequality, and (4.14).
360
This gives
We substitute this bound into (4.18), combine terms 362 in ψ − ϕ N L ∞ , and apply the bound in (4.10). This gives
where ing (UD N ) approximation.
368
Theorem 4.4.
Then, given a non-negative 
374
The following lemma is used in the proof of Theorem 4.4.
375
Lemma 4.5. For every q ≥ 0 and δ > 0, there exist constants B 1 (q, δ) and
21) and for all ψ ∈ H q (S 2 ) and N ∈ N, 
, it follows from (4.24) and ψ ∈ D M that 390 The target functions (except for the smooth function) are of the form
where r andμ are regularity parameters. Forμ ∈ (−1, 1), the function (4.27) belongs are presented in Table 4 .2. In Table 4 .2, the step function Ψ on S 2 is defined as
where Ω 1 = 1 − µ 2 cos φ and Ω 2 = 1 − µ 2 sin φ. This function is in H q (S 2 ) for all 461 q < 0.5. The next target function is a Sobolev function on S 2 , which is given by is included in all the line-out figures.
514
We observe the following qualitative features from the numerical results: lution. However, they are much weaker than those occurring in the P N solution.
527
Because the PP N closure uses a positive ansatz, the PP N solution maintains posi-528 tivity in the particle concentration. However, because the ansatz is not polynomial,
529
its moments cannot be evaluated exactly with a numerical quadrature rule. As Lebedev quadrature with degree of precision 23 and 47 is also reported in closure is tested on both the product and Lebedev quadrature. We plot the spatial 
613
The computation is run to a final time t final = 1.0. The numerical scheme is tested 614 with initial condition on the particle concentration
For N > 0, all moments are initially set to zero. All parameter values we used were 616 identical to those listed in Section 5.2, except that the moment order N is chosen to 617 be 5 and 7, instead of 11.
618
Since an analytic solution is not available in our problem, we define the space-time Table 5 .2 reports the space-time errors and observed convergence rates for FP N ,
625
UD N , and FP + N closures with p = 1 and p = ∞ for moment order N = 5 and N = 7.
626
The observed convergence rate ν is computed by 10 We referred to this in Section 2.3 as the continuous embedding of the filter. With it, we expect (and observe) second-order space-time accuracy for the FP N closure, whereas for the discrete embedding approach that applies the filter at each time step, we expect (and observe) only first-order accuracy in time.
11 The time step ∆t is also refined in such a way that the ratio ∆t/h stays fixed. We have proven that for target functions in the space C q , where q ≥ 0 is an integer,
637
the FP + N approximation converges in L 2 at the same rate as the FP N approximation.
638
However, the necessity of this assumption was not observed in the numerical results; 639 indeed for several target functions in H q \C q , we observe that the two approximations 640 still converge at the same rate. For some special cases (not discussed in this paper),
641
we are able to prove this fact. However, a general result is the subject of future work.
642
We have also investigated a simpler closure, which we refer to as the UD N closure, 
