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 ,  = min  −  
 + ( ; )
・  ∈ :データベクトル
・  ∈ ×：説明変数
・  ∈ : 回帰係数
・  =  ⁄ , の非ゼロ要素数/ = 








$%  = err()*+,  + 2#"df0 
・ df0 = cov ,    (2#") ⁄ を一般化自由度と呼ぶ。
・ 訓練誤差： err()*+, = 5  −   

















SCAD正則化：  L;  =
M L , for L ≤ M
− OP?QR O SRP Q?5 , for M < L ≤ UM
 QS5 RP
 , for L > UM
【SCAD正則化に対するAMPアルゴリズム】
・ ステップtでのi番目要素の推定値をL= W とする。
・ ステップtでのデータ表現を W =  W とする。
















ℎ=W − Msgn ℎ=W
\]= W
,   for M < ℎ=W ≤ M \]= W + 
ℎ=W U − 1 − UMsgn ℎ=W
\]= W U − 1 − 
, for M \]= W +  < ℎ=W ≤ UM\]= W
ℎ=W
\]= W
,     ^_ ℎ=W > UM\]= W
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, for M \]= W +  < ℎ=W ≤ UM\]= W
0,        otherwise
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○はAMPの結果で、N = 200で100通りの{y, A}について平均化した。
(a) α = 0.5, a = 5, λ = 1, (b) α = 0.8, a = 8, λ = 0.7 
(左) ℓ5正則化(L1), elastic net 正則化(EN), ℓc正則化(L0), SCAD正則化
における一般化自由度のδ 依存性。 = 0.5, !" = 0, #" = 1とした。
(右)予測誤差(cpの期待値)のδ 依存性。 = 0.5, !" = 0.5, #" = 1とした。
