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1. Introduction and results
In this paper, we assume the reader is familiar with the basic notions of Nevanlinna’s value distribution theory (see e.g.
[10,14]). In addition, we use the notations σ( f ) to denote the order of growth of the meromorphic function f (z), λ( f ) and
λ( 1f ) to denote, respectively, the exponents of convergence of zeros and poles of f (z). We also use the notation τ ( f ) to
denote the exponent of convergence of ﬁxed points of f that is deﬁned as
τ ( f ) = lim
r→∞
logN(r, 1f−z )
log r
.
The main aims of this paper are to consider the value distribution of meromorphic solutions of the difference Painlevé I
and II equations.
Some results on existence of meromorphic solutions for certain difference equations were obtained by Shimomura [16]
and Yanagihara [17] 25 years ago.
Recently, a number of papers (including [1–4,6–9,11–13]) focused on complex difference equations and difference ana-
logues of Nevanlinna’s theory. As the difference analogues of Nevanlinna’s theory are being investigated, many results on
the complex difference equations are rapidly obtained. Many papers (including [1,11,13]) mainly deal with the growth of
meromorphic solutions of difference equations.
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d2 y
dz2
= F
(
z; y, dy
dz
)
where F is rational in y and dy/dz and (locally) analytic in z. The ﬁrst two of these are P I and PII:
d2 y
dz2
= 6y2 + z and d
2 y
dz2
= 2y2 + zy + α
where α is a constant. The differential Painlevé equations, discovered since the beginning of last century, have been an
important research subject in the ﬁeld of the mathematics and physics.
In the past 15 years, the discrete Painlevé equations became important research problems (see [5]). For example, equa-
tions
yn+1 + yn−1 = αn + β
yn
+ γ and yn+1 + yn−1 = (αn + β)yn + γ
1− y2n
,
where α, β and γ are constants, n ∈N , are some known special discretizations of P I and PII .
Ablowitz et al. [1] looked at difference equations of the type
w + w = R(z,w) (1.1)
where R is rational in both of its arguments, and the z-dependence is suppressed by writing
w ≡ w(z), w ≡ w(z + 1) and w ≡ w(z − 1).
They showed the following theorem.
Theorem A. (See [1].) If the second-order difference equation
y + y = a0(z) + a1(z)y + · · · + ap(z)y
p
b0(z) + b1(z)y + · · · + bq(z)yq
where ai and bi are polynomials, admits a non-rational meromorphic solution of ﬁnite order, then max(p,q) 2.
Halburd and Korhonen [9] used value distribution theory and a reasoning related to the singularity conﬁnement to
single out the difference Painlevé II equation from the following second-order difference equation (1.2). They obtained the
following theorem.
Theorem B. (See [9].) Let R(z; y) be rational in both of its arguments such that its denominator has at least two distinct roots. If the
second-order difference equation
y + y = R(z; y), (1.2)
admits a non-rational meromorphic solution of ﬁnite order such that there is a ﬁnite real constant c  1, such that for suﬃciently
large r,
c−1nI (r,w) nII(r,w) cnI (r,w) (1.3)
holds, then (1.2) is a difference Painlevé II equation
y + y = (λz + μ)y + ν
1− y2 , (1.4)
where λ, μ and ν are constants.
Remark 1.1. If w has a pole at z = z0, we say the singularity at z0 is of type I if w(z0 ± 1) = ±ε (ε = ±1) and of type II if
w(z0 ±1) = ∓ε. We denote by nI (r,w) the number of type I poles (ignoring multiplicities) in the disc {z: |z| < r}. Similarly,
the function nII(r,w) counts poles of type II.
From the above, we see that the difference Painlevé I and II equations are an important class of difference equations.
They are the development of the differential and discrete Painlevé I and II equations. In this paper, we investigate some
properties of meromorphic solutions of the difference Painlevé I and II equations, and prove the following theorems.
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Painlevé II equation
f + f = (az + b) f + c
1− f 2 , (1.5)
then:
(i) f has at most one nonzero ﬁnite Borel exceptional value;
(ii) λ( 1f ) = λ( f ) = σ( f );
(iii) f (z) has inﬁnitely many ﬁxed points and satisﬁes τ ( f ) = σ( f ).
Theorem 2. Let a,b, c be constants, ac = 0. Suppose that a rational function
f (z) = P (z)
Q (z)
= pz
m + pm−1zm−1 + · · · + p0
qzn + qn−1zn−1 + · · · + q0
is a solution of (1.5), where P (z) and Q (z) are relatively prime polynomials, p, pm−1, . . . , p0 and q,qn−1, . . . ,q0 are constants. Then
n =m + 1 and p = − c
a
q.
Remark 1.2. From the proof of Theorem B (see [9]), we see that any solution of the difference Riccati equation
w = A(z) + εw
ε − w ,
where ε = ±1, A(z) is a polynomial, satisﬁes the equation
w + w = (A(z) + A(z − 1) + 2)w + ε(A − A(z − 1))
1− w2 .
Thus, we can obtain that the following corollary from Theorem 2.
Corollary 1. Let a = 0 and b be constants. Then, both difference Riccati equations
f = az + b + f
1− f (1.6)
and
f = az + b − f−1− f (1.7)
have no rational solution.
Theorem 3. Let a,b, c be constants with a = 0. If f (z) is a ﬁnite order transcendental meromorphic solution of the difference Painlevé I
equation
f + f = (az + b)
f
+ c, (1.8)
then:
(i) f has at most one nonzero ﬁnite Borel exceptional value;
(ii) λ( 1f ) = λ( f ) = σ( f );
(iii) f (z) has inﬁnitely many ﬁxed points and satisﬁes τ ( f ) = σ( f ).
Theorem 4. Let a, b, c be constants where a, b are not both equal to zero. Then:
(i) if a = 0 then Eq. (1.8) has no rational solution;
(ii) if a = 0 and b = 0, then Eq. (1.8) has a nonzero constant solution f (z) = A where A satisﬁes
2A2 − cA − b = 0.
The other rational solution f satisﬁes f (z) = P (z)Q (z) + A where P (z) and Q (z) are relatively prime polynomials and satisfy
deg P < deg Q .
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(i) If a = b = 0, then (1.8) becomes a linear difference equation.
(ii) If a = 0, b = 0, then (1.8) is an autonomous difference P I ; if a = 0, then (1.8) is a non-autonomous difference P I .
Example 1. (See [9].) The meromorphic function
y(z) = ak
1
2 sn(ηz + C2) + b
k
1
2 sn(ηz + C2) + c
is a solution of the difference Painlevé II equation
y + y = μy + ν
1− y2
where C2 ∈ C, and a, b, c, η and k dependent on the coeﬃcients. Clearly y(z) has ﬁnite order of growth, sn is the standard
Jacobi elliptic function with modulus k.
Example 2. The meromorphic function w(z) = tan( π4 z) satisﬁes the equation
w + w = 4w
1− w2 ,
where σ(w) = τ (w) = λ(w) = λ( 1w ) = 1.
Example 3. The rational function f (z) = − 1z satisﬁes the difference Painlevé II equation
f + f = (z + 2) f + 1
1− f 2 .
Example 4. The rational function f (z) = 1z+1 and f1(z) = 1e2π iz+z+1 satisfy the difference Painlevé II equation
f + f = 2 f
1− f 2 .
The solution f1 has inﬁnitely many poles and inﬁnitely many ﬁxed points, but has no zero, and satisﬁes λ( 1f1 ) = τ ( f1) =
σ( f1) = 1 and λ( f1) = 0. This shows the condition ac = 0 cannot be omitted in Theorem 1.
2. Proof of Theorem 1
We need the following lemmas for the proof of Theorem 1.
Lemma 2.1. (See [6,13].) Let w(z) be a non-constant ﬁnite order meromorphic solution of
P (z,w) = 0
where P (z,w) is a difference polynomial in w(z). If P (z,a) ≡ 0 for a meromorphic function a satisfying limr→∞ T (r,a)T (r,w) = 0, then
m
(
r,
1
w − a
)
= S(r,w)
outside of a possible exceptional set of ﬁnite logarithmic measure.
Lemma 2.2. Let a,b, c be constants with ac = 0. Suppose that f (z) is a ﬁnite order transcendental meromorphic solution of (1.5).
Then:
(i) f (z) has inﬁnitely many ﬁxed points and satisﬁes τ ( f ) = σ( f );
(ii) f (z) has inﬁnitely many zeros and satisﬁes λ( f ) = σ( f ).
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(i) Set g(z) = f (z) − z. Substituting f (z) = g(z) + z into (1.5), we obtain that
g + g + 2z = (az + b)(g + z) + c
1− (g + z)2 . (2.1)
By (2.1), we obtain that
P1(z, g) := (g + g + 2z)
(
1− (g + z)2)− (az + b)(g + z) − c = 0. (2.2)
By (2.2), we see that
P1(z,0) = −2z3 − az2 − (b − 2)z − c ≡ 0. (2.3)
By Lemma 2.1 and (2.3), we see that
m
(
r,
1
g
)
= S(r, g)
outside of a possible exceptional set of ﬁnite logarithmic measure. Thus,
N
(
r,
1
f − z
)
= N
(
r,
1
g
)
= T (r, g) + S(r, g) = T (r, f ) + S(r, f ) (2.4)
outside of a possible exceptional set of ﬁnite logarithmic measure. Hence, by (2.4), we have
τ ( f ) = λ(g) = σ( f ).
(ii) By (1.5), we derive that
P2(z, f ) := − f 2( f + f ) − (az + b) f + ( f + f ) − c = 0. (2.5)
By (2.5) and the supposition of the lemma, we see that
P2(z,0) = −c ≡ 0. (2.6)
By Lemma 2.1 and (2.6), we see that
m
(
r,
1
f
)
= S(r, f )
outside of a possible exceptional set of ﬁnite logarithmic measure. 
Using the same method as the above, we obtain that λ( f ) = σ( f ).
Lemma 2.3. (See [13].) Let f be a transcendental meromorphic solution of ﬁnite order σ of a difference equation of the form
H(z, f )P (z, f ) = Q (z, f )
where H(z, f ) is a difference product of total degree n in f (z) and its shifts, and where P (z, f ), Q (z, f ) are difference polynomials so
that the total degree of Q (z, f ) is  n. Then, for each ε > 0,
m
(
r, P (z, f )
)= O (rσ−1+ε)+ S(r, f ),
possibly outside of an exceptional set of ﬁnite logarithmic measure.
In the remark of [7, p. 15], it is pointed out that the following Lemma 2.4 holds. Or using the same reasoning as in the
proof of Lemma 2.1 in [8], we can prove the following Lemma 2.4.
Lemma 2.4. Let f be a non-constant ﬁnite order meromorphic function. Then
N(r + 1, f ) = N(r, f ) + S(r, f )
outside of a possible exceptional set of ﬁnite logarithmic measure.
Remark 2.1. In [4], Chiang and Feng prove that let f be a meromorphic function with exponent of convergence of poles
λ(1/ f ) = λ < ∞, η = 0 be ﬁxed, then for each ε > 0,
N
(
r, f (z + η))= N(r, f ) + O (rλ−1+ε)+ O (log r).
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Then f (z) has inﬁnitely many poles and satisﬁes λ( 1f ) = σ( f ).
Proof. Assume that f (z) is a transcendental solution of (1.5) with σ( f ) < ∞. By (1.5), we obtain that
f (z)G(z, f ) = H(z, f ), (2.7)
where
G(z, f ) = f ( f + f ), (2.8)
H(z, f ) = f + f − (az + b) f − c. (2.9)
By (2.7)–(2.9) and Lemma 2.3, we see that for any given ε > 0, there is a subset E ⊂ (1,∞) having ﬁnite logarithmic
measure such that for |z| = r /∈ [0,1] ∪ E ,
m(r,G) = O (rσ−1+ε)+ S(r, f ), (2.10)
where σ = σ( f ). By (1.5), we have
G(z, f ) = f ( f + f ) = f (az + b) f + c
1− f 2 . (2.11)
By Valiron–Mohon’ko lemma (see [14]) and (2.11), we see that
T (r,G) = 2T (r, f ) + S(r, f ). (2.12)
Thus, (2.10) and (2.12) give
N(r,G) = 2T (r, f ) + S(r, f ) + O (rσ−1+ε). (2.13)
On the other hand, if f (z) has a pole of multiplicity m at z0 and |z0| r − 1, then f and f have poles at z0 − 1, z0 + 1
of multiplicity m, respectively. So
n(r,G) = n(r, f ( f + f )) 3n(r − 1, f )
and
N(r,G) 3N(r − 1, f ). (2.14)
By Lemma 2.4, we have
N(r − 1, f ) = N(r, f ) + S(r, f ). (2.15)
Thus, (2.13)–(2.15) give
3N(r, f ) 2T (r, f ) + S(r, f ) + O (rσ−1+ε).
Hence λ( 1f ) = σ( f ). 
Lemma 2.6. (See [18, pp. 79–80].) Let f j(z) ( j = 1, . . . ,n) (n 2) be meromorphic functions, g j(z) ( j = 1, . . . ,n) be entire functions,
and satisfy:
(i)
∑n
j=1 f j(z)eg j(z) ≡ 0;
(ii) when 1 j < k n, g j(z) − gk(z) is not a constant;
(iii) when 1 j  n, 1 h < k n,
T (r, f j) = o
{
T
(
r, egh−gk
)}
(r → ∞, r /∈ E),
where E ⊂ (1,∞) is of ﬁnite linear measure or ﬁnite logarithmic measure.
Then f j(z) ≡ 0 ( j = 1, . . . ,n).
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Now we prove (i).
Suppose that f (z) is a transcendental meromorphic solution of (1.5) and 0 < σ( f ) < ∞. By (ii), we see that 0, ∞ must
not be the Borel exceptional values of f (z).
Suppose that f (z) has two ﬁnite Borel exceptional values α and β (= 0, α). We set
g(z) = f (z) − α
f (z) − β . (2.16)
Then σ(g) = σ( f ),
λ(g) = λ( f − α) < σ(g) and λ
(
1
g
)
= λ( f − β) < σ(g). (2.17)
Thus, g(z) can be rewritten as
g(z) = h(z)edzn (2.18)
where d (= 0) is a constant, n ( 1) is an integer, h(z) is a meromorphic function satisfying
σ(h) < σ(g) = n. (2.19)
By (2.16) and (2.18), we have
f (z) = α − βg(z)
1− g(z) =
α − βh(z)edzn
1− h(z)edzn (2.20)
and
f (z + 1) = α − βh(z + 1)h1(z)e
dzn
1− h(z + 1)h1(z)edzn , f (z − 1) =
α − βh(z − 1)h−1(z)edzn
1− h(z − 1)h−1(z)edzn (2.21)
where
h1(z) = endzn−1+···+d, h−1(z) = e−ndzn−1+···+(−1)nd.
Substituting (2.20) and (2.21) into (1.5), we obtain that
A(z)e4dz
n + B(z)e3dzn + C(z)e2dzn + D(z)edzn + F (z) = 0, (2.22)
where
A(z) = h(z)2h(z + 1)h(z − 1)h1(z)h−1(z)
[
(az + b)β − c − 2β(1− β2)], (2.23)
B(z) = h(z + 1)h(z − 1)h1(z)h−1(z)h(z)
[
2c − (az + b)(α + β) − 4β(αβ − 1)]
+ [h(z + 1)h1(z) + h(z − 1)h−1(z)]h(z)2[(α + β)(1− β2)− (az + b)β + c],
C(z) = h(z)2[(az + b)β − c − 2α(1− β2)]
+ [h(z + 1)h1(z) + h(z − 1)h−1(z)]h(z)[2(αβ − 1)(α + β) + (az + b)(α + β) − 2c]
+ h(z + 1)h(z − 1)h1(z)h−1(z)
[
(az + b)α − c − 2β(1− α2)],
D(z) = h(z)[2c − (az + b)(α + β) − 4α(αβ − 1)]
+ [h(z + 1)h1(z) + h(z − 1)h−1(z)][(α + β)(1− α2)+ c − α(az + b)],
F (z) = −c + α(az + b) − 2α(1− α2).
Thus, by Lemma 2.6 and (2.22) we see that
A(z) ≡ B(z) ≡ C(z) ≡ D(z) ≡ F (z) ≡ 0.
Since h(z)2h(z + 1)h(z − 1)h1(z)h−1(z) ≡ 0, by (2.23) and A(z) ≡ 0, we have
(az + b)β − c − 2β(1− β2)≡ 0. (2.24)
By the assumption of the theorem ac = 0 and the supposition of the exceptional value β = 0, we see that (2.24) is a con-
tradiction. Hence f has at most one ﬁnite Borel exceptional value. Again by Lemmas 2.2 and 2.5, we see that Theorem 1(i)
holds. 
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Assume that f (z) is a rational solution of (1.5) and has poles z1, . . . , zk . Consequently, we suppose that
c jλ j
(z − z j)λ j
+ · · · + c j1
z − z j ( j = 1, . . . ,k)
are the principal parts of f at z j respectively, where c jλ j , . . . , c j1 are constants, c jλ j = 0. Thus, f (z) can be represented
f (z) =
k∑
j=1
[
c jλ j
(z − z j)λ j
+ · · · + c j1
z − z j
]
+ b0 + b1z + · · · + bszs, (3.1)
where b0, . . . ,bs are constants.
We aﬃrm that bs = · · · = b0 = 0. Assume bs = 0 (s 1). For suﬃciently large z, by (3.1), we have{
f (z) = bszs
(
1+ o(1)),
f (z ± 1) = bs(z ± 1)s
(
1+ o(1))= bszs(1+ o(1)). (3.2)
By (1.5), we obtain that
f 2( f + f ) = ( f + f ) − (az + b) f − c. (3.3)
Substituting (3.2) into (3.3), we obtain that
2b3s z
3s(1+ o(1))= 2bszs(1+ o(1))− (az + b)bszs(1+ o(1))− c. (3.4)
Since bs = 0 and s 1, we see that (3.4) is a contradiction for suﬃciently large z.
Now assume b1 = · · · = bs = 0, b0 = 0. Then for suﬃciently large z, by (3.1), we have
f = b0 + o(1), f = b0 + o(1), f (z) = b0 + o(1). (3.5)
By (1.5), we obtain that
(az + b) f = − f 2( f + f ) − c + ( f + f ). (3.6)
Substituting (3.5) into (3.6), we get
(az + b)(b0 + o(1))= −(b20 + o(1))(2b0 + o(1))− c + (2b0 + o(1)). (3.7)
Since a = 0 and b0 = 0, we see that (3.7) is also a contradiction for suﬃciently large z. Hence bs = · · · = b0 = 0. By (3.1) and
bs = · · · = b0 = 0, f (z) can be rewritten as
f (z) = P (z)
Q (z)
(3.8)
where
P (z) = pzm + pm−1zm−1 + · · · + p0, p = 0,
Q (z) = qzn + qn−1zn−1 + · · · + q0, q = 0,
and
deg Q = n > deg P =m, (3.9)
where p, pm−1, . . . , p0 and q,qn−1, . . . ,q0 are constants. Substituting (3.8) into (1.5), we obtain that
cQ (z + 1)Q (z − 1)Q 2(z) + (az + b)Q (z + 1)Q (z − 1)P (z)Q (z)
= P (z + 1)Q (z − 1)Q 2(z) − P (z + 1)Q (z − 1)P2(z) + P (z − 1)Q (z + 1)Q 2(z)
− P (z − 1)Q (z + 1)P2(z). (3.10)
Thus, since ac = 0, by comparing the degrees of all terms of (3.10), we get n =m + 1.
By (3.8) and (1.5), we have
P (z + 1) + P (z − 1) = (az + b)P (z)Q (z) + cQ
2(z)
2 2
. (3.11)Q (z + 1) Q (z − 1) Q (z) − P (z)
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P (z + 1)
Q (z + 1) +
P (z − 1)
Q (z − 1) → 0 as z → ∞, (3.12)
and
(az + b)P (z)Q (z) + cQ 2(z)
Q 2(z) − P2(z) =
(apq + cq2)z2n(1+ o(1))
q2z2n(1+ o(1)) as z → ∞. (3.13)
By (3.11)–(3.13), we obtain that apq + cq2 = 0, i.e. p = − ca q. Thus, Theorem 2 is proved. 
4. Proof of Corollary 1
Suppose that Eq. (1.6) has a rational solution f (z) = P (z)Q (z) , where P , Q are polynomials with deg P =m and deg Q = n.
By Remark 1.2, we see that f (z) is also the rational solution of the difference Painlevé equation
f + f = (2az + 2b − a + 2) f + a
1− f 2 . (4.1)
By Theorem 2, we see that n =m + 1.
Substituting f (z) = P (z)Q (z) into (1.6), we obtain that
P (z + 1)
Q (z + 1) =
(az + b)Q (z) + P (z)
Q (z) − P (z) . (4.2)
Since n =m + 1 and a = 0, we see that as z → ∞:
P (z + 1)
Q (z + 1) → 0 (4.3)
and
(az + b)Q (z) + P (z)
Q (z) − P (z) → ∞. (4.4)
By (4.3) and (4.4), we see that (4.2) is a contradiction. So (1.6) has no rational solution.
Using the same method as above, we see that (1.7) has no also rational solution. 
5. Proof of Theorem 3
We need the following lemmas for the proof of Theorem 3.
Using similar methods as in the proof of Lemmas 2.2 and 2.5 respectively, we can prove the following Lemmas 5.1
and 5.2.
Lemma 5.1. Let a,b, c be constants with a = 0. Suppose that f (z) is a ﬁnite order transcendental meromorphic solution of (1.8). Then:
(i) f (z) has inﬁnitely many ﬁxed points and satisﬁes τ ( f ) = σ( f );
(ii) f (z) has inﬁnitely many zeros and satisﬁes λ( f ) = σ( f ).
Lemma 5.2. Let a,b, c be constants with a = 0. Suppose that f (z) is a ﬁnite order transcendental meromorphic solution of (1.8). Then
f (z) has inﬁnitely many poles and satisﬁes λ( 1f ) = σ( f ).
Proof of Theorem 3. By Lemmas 5.1 and 5.2, we see that (ii) and (iii) hold.
Now we prove (i).
Suppose that f (z) is a transcendental meromorphic solution of (1.8) and 0 < σ( f ) < ∞. By (ii), we see that 0, ∞ must
not be the Borel exceptional values of f (z).
Suppose that f (z) has two ﬁnite Borel exceptional values α and β (= 0, α).
Using the same methods as in the proof of Theorem 1, we have (2.16)–(2.22).
Substituting (2.20) and (2.21) into (1.8), we obtain that
A0(z)e
3dzn + B0(z)e2dzn + C0(z)edzn + F0(z) = 0, (5.1)
where
A0(z) = h(z)h(z + 1)h(z − 1)h1(z)h−1(z)
[
az + b + cβ − 2β2], (5.2)
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[
2αβ − (az + b + cα)]
+ [h(z + 1)h1(z) + h(z − 1)h−1(z)][(α + β)β − (az + b + cβ)],
C0(z) =
[
h(z + 1)h1(z) + h(z − 1)h−1(z)
](
az + b + cα − α2 − αβ)+ h(z)(az + b + cβ − 2αβ),
F0(z) = 2α2 − az − b − cα.
Thus, by Lemma 2.6 and (5.1) we see that
A0(z) ≡ B0(z) ≡ C0(z) ≡ F0(z) ≡ 0.
Since h(z)h(z + 1)h(z − 1)h1(z)h−1(z) ≡ 0, by (5.2) and A0(z) ≡ 0, we have
az + b + cβ − 2β2 ≡ 0. (5.3)
By the assumption of the theorem a = 0, we see that (5.3) is a contradiction. Hence f has at most one ﬁnite Borel excep-
tional value. Again by Lemmas 5.1 and 5.2, we see that Theorem 3(i) holds. 
6. Proof of Theorem 4
Assume that f (z) is a rational solution of (1.5) and has poles z1, . . . , zk . Consequently, we suppose that
c jλ j
(z − z j)λ j
+ · · · + c j1
z − z j ( j = 1, . . . ,k)
are the principal parts of f at z j respectively, where c jλ j , . . . , c j1 are constants, c jλ j = 0. Thus, f (z) can be represented
f (z) =
k∑
j=1
[
c jλ j
(z − z j)λ j
+ · · · + c j1
z − z j
]
+ A0 + A1z + · · · + Aszs, (6.1)
where A0, . . . , As are constants.
Using a similar method as in the proof of Theorem 2, we can obtain that A1 = A2 = · · · = As = 0.
(i) Assume that a = 0, A1 = A2 = · · · = As = 0. We aﬃrm that A0 = 0. In fact, if A0 = 0, then for suﬃciently large,
f = A0 + o(1), f = A0 + o(1), f = A0 + o(1). (6.2)
By (6.2) and (1.8), we obtain that as z → ∞,(
A0 + o(1)
)(
2A0 + o(1)
)= az + b + c(A0 + o(1)). (6.3)
Since a = 0, we see that (6.3) is a contradiction for suﬃciently large z. Hence A0 = 0.
Thus, by (6.1) and A0 = · · · = As = 0, f (z) can be rewritten as
f (z) = P (z)
Q (z)
(6.4)
where P (z), Q (z) are polynomials and
deg Q > deg P . (6.5)
Substituting (6.4) into (1.8), we obtain that
P (z + 1)
Q (z + 1) +
P (z − 1)
Q (z − 1) =
(az + b)Q (z)
P (z)
+ c. (6.6)
By (6.5) and a = 0, we see that as z → ∞,
P (z + 1)
Q (z + 1) +
P (z − 1)
Q (z − 1) → 0
and
(az + b)Q (z)
P (z)
+ c → ∞.
So, as z → ∞, (6.6) is a contradiction. Hence (1.8) has no rational solution.
566 Z.-X. Chen, K.H. Shon / J. Math. Anal. Appl. 364 (2010) 556–566(ii) Assume that a = 0, A1 = A2 = · · · = As = 0. Then b = 0 since a,b are not both equal to zero. By (6.1), f (z) can be
rewritten as
f (z) = P1(z)
Q 1(z)
+ A0 (6.7)
where P1(z), Q 1(z) are relatively prime polynomials and
deg Q 1 > deg P1. (6.8)
We aﬃrm that A0 = 0. In fact, if A0 = 0, then by substituting (6.7) into (1.8), we obtain that
P1(z + 1)
Q 1(z + 1) +
P1(z − 1)
Q 1(z − 1) =
bQ 1(z)
P1(z)
+ c. (6.9)
By (6.8) and b = 0, we see that as z → ∞,
P1(z + 1)
Q 1(z + 1) +
P1(z − 1)
Q 1(z − 1) → 0
and
bQ 1(z)
P1(z)
+ c → ∞.
So, as z → ∞, (6.9) is a contradiction. Hence A0 = 0.
Now in (1.8) replacing f with a nonzero constant A0, we obtain
2A20 − cA0 − b = 0. (6.10)
Thus, we see that the nonzero constant A0 that satisﬁes (6.10) is a rational solution of (1.8). 
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