In chemical process system optimization, it is common that problem has large number of equality constraints and bound constraints, and relatively few degrees of freedom. Reduced space algorithms are well suited for this category of problem. In this paper, a new version of RSQP algorithm coded and implemented in Matlab language was developed. In the RSQP algorithm, the rule of basis selection was revised, and basis selection was realized by Matlab subroutine. Also, an integrated line search of filter method was performed to obtained steplengh. The method combines the advantages of filter line search and that of traditional line search, and was validated by some benchmark examples. The RSQP was applied to some chemical process optimization problems; computational results demonstrate its effectiveness and efficiency.
INTRODUCTION
In last twenty years, Sequential Quadratic Programming(SQP) algorithms are viewed as the best approach [1] to solve nonlinear problems. SQP method generates a sequence of point { } k x converging to the solution by solving a quadratic program (QP) sub-problem at each point k x . It must deal with a n n × Hessian matrix. When number of variables increases, the matrix of Hessian needs much more memory and is very expensive for computation. So Biegler and etc. [2] [3] [4] [5] presented a reduced SQP algorithm to problems with large number of equality constraints and relatively low degrees of freedom. In reduced SQP algorithm, QP sub-problem is solved in relatively small space by the way of space decomposition. In chemical process system, this kind of problems exists extensively. So the method is quite attractive, and it has been applied in process optimization [6] [7] .
In reduced SQP algorithm, how to select basic variables is of great importance. It can greatly affect the efficiency and stability of the algorithm. In this paper, Matlab coded routines are used for basis selection, and new rule of basis selection is regulated. The method for basis selection is similar and somehow different from the work of Bigler [15] . With the rule of basis selection, sparse technology was utilized to check the rank of Jacobian matrix, and multipliers were adjusted according to steplenth.
Since Fletcher and Leyffer [8] presented the idea of filter method, line search of filter method has become a hot topic in the research of NLP [9] [10] . Main concept of the line search of filter method is that [8] : in the filter region, a steplength is accepted if new iterate 1 k x + minimizes infeasibility or objective function. Since the conditions to accept steplength are slackened, it is possible to obtain a bigger steplength.
Filter method requires sufficient decrease in either objective function or infeasibility at each iteration. But sometimes either the objective function or infeasibility in exchange for a small decease in the other may occur. And when this method suffers from numerical difficulties, "Restore Phase" is generally used. In this paper, traditional and filter method of line search are integrated and performed to obtain steplength. It combines the advantages of filter method and that of traditional line search, and is easier in implementation.
REDUCED SQP ALGORITHM
In chemical process system, many optimization problems can be formulated as nonlinear programming (NLP) problems. Generally, cost or profit is valued as objective function; model equality and the bound requirements are valued as constraints. With introducing slack variables, inequality constraints can be converted into equality constraints. Thus the model can be described as:
n m c R R → are twice continuously differentiable functions. SQP algorithms approach the optimal solution by solving a sequence of quadratic programming subproblems 
In reduced SQP, the search direction k d is partitioned into two parts: [4, 5] A can't be kept well.
In this paper the way called coordinate bases method [12] was adopted to construct Y and Z. Y and Z are defined as:
Since k Z is in the null space of
Substituting (6) and (8) 
To determine the component z p , we substitute (10) into (2) and eliminate terms not involving z p . Then (2) can be expressed as the QP sub-problem in terms of the
Here k w is a vector approximating 
where
λ υ π λ υ π
and
Powell recommends keeping the Hessian positive definite even though it might be positive indefinite at the solution point. A positive definite Hessian is maintained
y s is still not positive with the procedure, the update is skipped.
In RSQP algorithm, since QP problems are reduced from dimension of n to the relatively small dimension of ( ) n m − , they can be solved with much less memory and computational cost.
The whole algorithm of RSQP is listed in figure 1 . 
Here x denotes the variables after basis selection, f ∇ denotes the gradient of ( ) f x , f ∇ denotes the gradient of ( ) f x , P denotes basis permutation matrix.
In Biegler's work [15] , Fortran coded software MA28 or MA48 was used to select basic variables and to get the basis permutation matrix. To realize the same function in Matlab language, subroutine named findp was used to select the basis permutation matrix. In the subroutine P is obtained by choosing column minimum degree permutation vector [13] from A and LU factorization of A .
Since Matlab is more excellent in matrix operation, its functions were applied to the rule of basis selection. In this paper, we make some revisions for the basis selection rule described in Biegler etc [15] . The rule for selection of basis is described as: Here γ is the parameter to describe the biggest element of 
INTEGRATED LINE SEARCH OF FILTER METHOD
To make sure the global convergence of RSQP algorithm, new iterate 1 k x + is calculated by the following formula.
Hereα is the steplength at the interval of (0 1] , which must be selected carefully.
Now line search of filter method is a very open topic. Though it may obtain a bigger steplength, it still has its disadvantages. It is difficult to obtain sufficient decrease of objective function or infeasibility each time. Also it may sometimes suffer from numerical difficulties. But traditional line search method does not have these disadvantages with merit function employed. To incorporate advantages of traditional and filter line search methods, an integrated line search method of filter was performed to obtain steplength. In this method, the maximum infeasibility of constraints is expressed as
The objective function is replaced by L1 merit function, which is defined as bellow:
If all variables satisfy the bound constraints, it can be proved [14] that the direction derivative of ( ) x
To describe the integrated line search of filter method, several combinational conditions are defined as: 
here β a is positive number
Condition 5

4 e α < −
The procedure of integrated line search of filter method is illustrated in figure 2 . Traditional line search method is implemented as described in literature [25] .
Fig. 2. Schematic of integrated line search method of filter
The integrated line search method utilizes the concept of filter and the idea of merit function. It can get sufficient reduction of merit function or maximum infeasibility at each iteration. At the same time a large increase in either the merit function or the infeasibility in exchange for a small decease in the other can be avoided. Furthermore, when filter method of the integrated line search suffers from numerical difficulties, traditional line search is employed to obtain the steplength. To avoid Marotos effect, SOC (Second Order Correction) is employed in the new line search method.
NUMERICAL RESULTS
Because Matlab is the package with least effort in modeling NLP problems [24] and is excellent in matrix operation and visibility, the RSQP algorithm was coded in Matlab language. The basis selection and line search method proposed above were incorporated into the implementation of the new version of RSQP algorithm. Efficiency was compared and analyzed in solving some benchmark problems.
Examples in Table 1 Table 2 and Table 3 . From Table 2 and Table 3 , we can see that with the rule of basis selection employed, number of iterations and function evaluations reduced obviously. The stability of RSQP algorithm was also improved obviously. Most examples 17th IFAC World Congress (IFAC'08) Seoul, Korea, July [6] [7] [8] [9] [10] [11] 2008 require less iterations and function evaluations. The RSQP algorithm succeeded in solving Exam3, Entropy and Hs6 with basis selection, but failed without basis selection. This is because the leading square matrix C is singular or nearly singular in solving QP sub-problems. To validate performance of the proposed line search method, we incorporated it into RSQP algorithm. Then the algorithm was used to solve these benchmark examples. All results were compared with those solved by the RSQP algorithm with traditional line search to obtain steplength.
The comparison results of Exam1-3 are listed in table 4. For the first two examples, the iterations and function evaluations of integrated line search of filter method were no less than those of traditional line search. But for Exam3, the integrated line search method decreased iterations and function evaluations obviously. To make comparisons, chemical problems were also solved by the standard SQP algorithm (Fmincon) [19] in Matlab6.5 and SNOPT. The operation system is Windows 2000. The computing platform has Intel 1.7GHz, 1 GB memory.
Distillation column optimization
Two distillation columns in ethylene process were optimized for case study. The flowsheet of the system is described as figure 3: Fig. 3 . Flowsheet of the columns in ethylene process E-DA-404 denotes depropanizer and E-DA-405 denotes debutanizer. Depropanizer has 47 theoretical trays and two feeds input. Debutanizer has 35 theoretical trays and its feed comes for the bottom output of depropanizer. Details of the system can be seen in literature [26] .
With open formed model based on rigorous principle founded, the objective function is as below:
Max : (278.88 1_ 227.752 S1_dw)/10000 F S b w = × + × 1 _ S bw denotes top product flow of depropanizer and 1 _ S dw denotes top product flow of debutanizer.
F denotes the total economic efficiency.
The constraints are:
17th IFAC World Congress (IFAC'08) Seoul, Korea, July [6] [7] [8] [9] [10] [11] 2008 Mesh equality of distillation process Relationship equality for the two columns Bound constraints:
In product 1 _ S bw, C3H6≥0.93;
In product 1 _ S dw, C5≤0.0095;
The whole system has 4190 free variables, 103 fixed variables and 4188 equality constraints. So the whole system's degrees of freedom are 2. We solve the problem by RSQP, SNOPT and Fmincon. Fmincon failed to solve the problem because of its difficulty to deal with large matrix. But RSQP and SNOPT can use the sparse information of the problem and can solve large scale problems quickly. Computing information and optimization results are shown in table6, table7 and figure4, figure5. To solve the dynamical problem, the model was converted into NLP by approximate the state profiles by orthogonal collocation on finite elements. The whole time region was partitioned into 50 finite elements, and three collocation points was used in every element. The discritized model has 503 variables, 500 equality constraints and 1006 bound constraints.
To obtain first order gradient information of the discritized model accurately and quickly, automatic differentiation technology (AD) was utilized to calculate the gradient information. Sparse structure of the Jacobian matrix of the discritized model was also utilized. The problem was successfully solved by RSQP and standard SQP algorithm, and computational results of the problem were list in table8 and figure6. Though RSQP algorithm still needs more iteration and function evaluations, computational time is largely reduced. In RSQP algorithm, though most effort is spent on space decomposition and gradient calculation, it is much less than the effort saved in QP solving. Figure6 shows the solution of concentration and the concentration measurements. It can found that the solution fits the measurements well.
CONCLUSIONS
RSQP algorithm is designed for chemical process system optimization problem with relatively large number of equality constraints and few degrees of freedom. In this paper, a new version of RSQP coded and implemented in Matlab is developed. In the algorithm, the rule for basis selection is revised and basis selection is realized by Matlab subroutines, it has the same function as MA28 and MA48. An Integrated line search of filter method is incorporated in the RSQP algorithm to obtain steplength. The RSQP algorithm was validated by some benchmark examples and then was applied to solve chemical process optimization cases. Computational results demonstrate that it is quite effective and is more efficient than standard SQP algorithm.
Since it very important to keep the global stability of RSQP algorithm, more attention will be placed on trust region method and the calculation of cross term. Also, interior-point method will be combined with RSQP for real-time optimization of chemical process.
