Abstract. Pointwise gradient bounds via Riesz potentials like those available for the Poisson equation actually hold for general quasilinear equations.
Introduction
The aim of this paper is twofold; first, we prove a somehow surprising result, asserting the possibility of giving pointwise gradient estimates for solutions of non-linear, nonhomogeneous elliptic equations, via usual linear Riesz potentials, exactly as it happens for the Poisson equation via representation formulas. This fact is in turn achieved via a "fractional variation" of De Giorgi's iteration technique, whose presentation is the other aim of the paper. This method could be useful in other contexts, as we shall explain below, since it proposes to iterate level sets of solutions via fractional derivatives also when dealing with integer order equations, which are, on the other hand, "non-differentiable" in the classical sense of so called strong solutions. Finally, we demonstrate applications to the proof of optimal Lipschitz continuity criteria, and to the inference of optimal local estimates.
Linear representation
We shall first consider the simpler case of quasilinear equations of the type − div a(Du) = µ in , (1.1) where µ is in the most general case a signed Radon measure with finite total mass:
defined on the open bounded and Lipschitz domain ⊂ R n , n ≥ 2; we of course denote by |µ| the total variation of µ and for the rest of the paper we shall consider the measure µ as defined on the whole space R n by just letting µ ≡ 0 outside . Here by solution we initially mean a function u ∈ W 1,1 ( ) such that (1.1) holds in the usual distributional G. Mingione: Dipartimento di Matematica, Università di Parma, Viale G. P. Usberti 53/a, Campus, 43100 Parma, Italy; e-mail: giuseppe.mingione@unipr.it sense. We shall always consider the following growth and ellipticity assumptions on the C 1 -vector field a : R n → R n : 2) which are satisfied whenever z, λ ∈ R n , with some 0 < ν ≤ 1 ≤ L. The linear case a(z) = z leads to the Poisson equation
with u ≡ 0 at infinity, for which, due to the use of classical representation formulas, we can in particular bound the gradient via the use of Riesz potentials I β (µ)(x) := R n dµ(y)
|x − y| n−β , β ∈ (0, n),
as follows:
|Du(x)| ≤ cI 1 (|µ|)(x) .
(1.5)
Estimate (1.5) eventually leads to all type of gradient estimates in rearrangement invariant spaces, since by (1.5) the whole issue reduces to the study of the behavior of the Riesz potential I 1 , which is in turn well-known [19] . Inequality (1.5) cannot be derived in this way for non-linear equations of the type (1.1), since no representation formulae are available.
In this paper we show that pointwise estimates via linear potentials of the type (1.5) still hold in the quasilinear case (1.1). Since we are dealing with local solutions in bounded domains, we use a localized version of the Riesz potential (1.5) as in [4, 25] , i.e. (1.7)
The first result we present, which for the sake of simplicity we here state in the form of an a priori estimate for more regular solutions, now reads as follows: Theorem 1.1 (Riesz potential bound). Let u ∈ C 1,α loc ( ), α > 0, be a solution to the equation (1.1), under the assumptions (1.2) and with µ ∈ L ∞ ( ). Then there exists a constant c ≡ c(n, L/ν) such that whenever ξ ∈ {1, . . . , n} the pointwise estimate
The proof is in Section 3. An approximation procedure then allows us to remove the extra regularity assumption µ ∈ L ∞ -note that from this it follows u ∈ C 1,α . At this stage the notion of solution considered must be specified according to the regularity of the right hand side µ: if µ ∈ W −1,2 we shall consider usual energy solutions, otherwise so called very weak solutions will come into play, i.e. solutions which not necessarily belong to the natural energy spaces W 1,2 ; see Section 4, and Theorem 4.1 below.
The second result, which is the main one of the paper, and which actually embraces Theorem 1.1, allows us to deal with more general equations of the type − div a(x, Du) = µ in , (1.9) where, for every choice of x ∈ , the vector field z → a(x, z) satisfies (1.2); we assume the Hölder continuity with respect to coefficients-complemented by a natural growth condition-that is, we assume that
for some σ ∈ (0, 1], whenever x 1 , x 2 ∈ and z ∈ R n , with some L 1 ≥ L and s ≥ 0. The statement, again presented as an a priori estimate, and from which actually Theorem 1.1 follows in the case of no dependence on x, is Theorem 1.2 (Hybrid bound). Let u ∈ C 1,α loc ( ), α > 0, be a solution to the equation (1.9), under the assumptions (1.2) and (1.10), with µ ∈ L ∞ ( ). Then there exists a constant c ≡ c(n, L/ν, L 1 , σ ) such that whenever ξ ∈ {1, . . . , n} the pointwise estimate
The proof is in Section 3. The effect of x-dependence is the additional pointwise quantity involving the gradient on the right hand side in (1.11) . This is anyway not bad since the function x → I |Du| σ (x, 2R) turns out to be obviously more regular than |Du|, this being essentially the smoothing effect of convolution with the kernel |x| σ −n . For this reason estimate (1.11) is as good as (1.8) in order to prove bounds in various function spaces; see Section 4.3 below. Notice that the integrability of such a kernel is precisely dictated by the Hölder regularity of x → a(x, ·).
Fractional Caccioppoli inequalities
The method of proof chosen here features the implementation of a fractional De Giorgi type iteration, which we think is of independent interest, devised to apply to problems with lack of full differentiability, like those involving measure data and/or non-differentiable coefficients. The starting point for proving gradient estimates for solutions to quasilinear elliptic equations is to differentiate the equation considered, after establishing that the second derivatives D 2 u exist, so that the components of Du solve new, "linearized" equations. Then gradient bounds usually follow by applying an iteration procedure. We shall here focus on the one introduced by De Giorgi [13] , where a control of the decay rate of the level sets of the gradient of solutions finally leads to the desired bounds. A crucial point is that the level set control is achieved by controlling in turn Du by D 2 u via so called Caccioppoli inequalities. On the other hand this is not always possible for problems with bad right hand side and/or non-differentiable coefficients as in (1.9), as solutions are not twice differentiable in general. The idea at this point is to prove the existence of higher derivatives of fractional order, roughly denoted as D 1+σ 0 u, and to control the level sets of Du via D 1+σ 0 u instead of D 2 u. The related iteration works thanks to a neat fractional Caccioppoli inequality on level sets of the gradient which can be considered as a main result of the paper, and which for simplicity we state for the case (1.1): Theorem 1.3 (Fractional Caccioppoli inequality). Under the assumptions of Theorem 1.1, whenever ξ ∈ {1, . . . , n}, k ≥ 0, and for any ball B R ⊆ , the inequality
holds for every σ 0 < 1/2, where the constant c depends only on n, L/ν, σ 0 .
The proof is in Section 2.4. We have again stated the inequality for more regular solutions, something that can be avoided by means of a suitable approximation argument; needless to say, what matters here is the precise form of the a priori estimate (see Theorem 4.2 below). Here, following standard notation, for a general function w we write where A(x) is a strictly elliptic matrix with bounded and measurable entries, is the following Caccioppoli inequality on level sets:
The essential feature of the last inequality is that it allows one to control the gradient Dw by the solution w itself, on level sets. In our case-we are looking for the regularity of w ≡ |D ξ u|-it is clear that inequality (1.12) is the natural fractional order version of (1.14). Ultimately, comparing (1.12) and (1.14) with w ≡ |D ξ u|, Theorem 1.3 tells us that for quasilinear equations Caccioppoli's inequalities are a robust tool that holds at intermediate regularity levels: full derivatives can be replaced by fractional ones, the L 2 -norm by the (weaker) norm of L 1 . As is natural in these contexts, the Caccioppoli inequality (1.3) contains all the information leading to (1.8):
. Let w ∈ L 1 ( ) and µ be a Radon measure; let σ 0 ∈ (0, 1) and L ≥ 1 and assume that for every ball B R ⊆ and all k ≥ 0,
whenever B(x 0 , 2R) ⊂ and x 0 is a Lebesgue point of w, for a constant c which only depends on n, L, σ 0 . Theorem 1.1 can indeed be obtained as a combination of Theorems 1.3 and 1.4, applied to w := |D ξ u|. Such a procedure is typical in the regularity theory starting from the fundamental paper of De Giorgi [13] : the property of being a solution is used to prove that the function in question satisfies a Caccioppoli type inequality as for instance (1.15); then further regularity follows using this sole property.
The sharp Lipschitz criterion
A main consequence of estimate (1.11) is the local Lipschitz continuity result of Theorem 1.5 below, which allows one to get for general non-linear elliptic equations a sharp criterion in terms of Riesz potentials which is classical for the Poisson equation. Indeed, as shown in [10] , when considering (1.3), the gradient Du is bounded iff I |µ| 1 (·, R) ∈ L ∞ ; here the same sharp criterion is obtained for general non-linear equations. The notion of solution we are referring to is the one, typical of measure data, of Solution Obtained by Limit of Approximations (SOLA), and it coincides with usual weak solutions for regular data µ ∈ W −1,2 ; we refer to Section 4 for more details. Such solutions are unique for the problems considered here. For simplicity we shall refer to solutions to Dirichlet problems of the type 17) while more general situations can be treated as well; for instance, when µ is an integrable function with enough integrability the same statement works for general local distributional solutions to (1.9), without assuming anything on the boundary values; see again Section 4. The following is proved in Section 4.2: Theorem 1.5 (Lipschitz continuity). Under the assumptions (1.2) and (1.10), let u ∈ W 1,1 ( ) be the unique SOLA to (1.17) . Assume that
In particular, following [10] where the Poisson equation case (1.3) is treated, an immediate consequence of (1.5) is the following Lorentz space regularity criterion:
We refer to (4.13) below for the definition of Lorentz spaces and to [12] for further consequences of (1.19) . Moreover, we observe that (1.19) also implies estimates in noninterpolation spaces such as Morrey spaces, of the type obtained in [27, 28, 29] ; see also the forthcoming papers [16, 17] . We finally remark that a main point in Theorem 1.5 is the low regularity of the coefficients x → a(x, ·), which are assumed to be only Hölder continuous, rather than Lipschitz. We indeed recall that, usually, getting Lipschitz estimates involves iterations of gradient level sets which follow by differentiating the equation; here no differentiation is possible since we only assume (1.10). Instead, thinking of (1.10) as a fractional differentiability of x → a(x, ·), we overcome this point by a fractional iteration. The results in this paper are part of a research program announced in [15] ; further developments will appear in [16, 17] .
Fractional Caccioppoli inequalities
Here we shall prove Theorem 1.3. We want to emphasize that the main point here is not the precise degree of fractional differentiability of Du, but rather the fact that some differentiability is possible for Du. Indeed, for our purposes, any positive differentiability exponent for Du will suffice in order to perform the fractional De Giorgi type iteration leading to Theorem 1.4.
Basic notation and conventions
In the following, we shall denote in the standard way
the open ball with center x 0 and radius R > 0; when not important or clear from the context, we shall simply write B R ≡ B(x 0 , R), especially when the center is the origin. By c we shall denote a generic constant, larger than one, and possibly varying in different occurrences; relevant dependence upon parameters will be indicated in parentheses or with special symbols such asc. Finally, for A being a measurable subset with positive measure, and g : A → R k being a measurable map, we shall denote
In this and in the next section, we shall always argue under the assumptions of Theorem 1.2; we therefore remark that µ denotes here an L ∞ -function, and that we shall use the standard notation |µ|(A) := µ L 1 (A) whenever A ⊂ is a measurable subset. We shall use the converse notation: whenever g ∈ L 1 ( ), we shall denote |g|(A) := g L 1 (A) .
Fractional Sobolev spaces and difference operators
For a bounded open set A ⊂ R n and k ∈ N, parameters α ∈ (0, 1) and q ∈ [1, ∞), the fractional Sobolev space W α,q (A, R k ) consists of those measurable mappings w : A → R k such that the following Gagliardo-type norm is finite:
We also let
For a possibly vector valued function w : → R k , and h ∈ R, we define the finite difference operator τ i,h for i ∈ {1, . . . , n} as
where {e i } 1≤i≤n denotes the standard basis of R n . This makes sense whenever x, x + he i ∈ A, an assumption that will be satisfied whenever we use τ i,h in the following.
In particular, we shall very often take x ∈ A where A is an open subset of , and |h| ≤ dist(A, ∂ ). Not surprisingly, one can use finite difference operators to gain information about fractional Sobolev spaces:
for every i ∈ {1, . . . , n} and every h ∈ R satisfying 0 < |h| ≤ d, where
and each open set , and there exists a constant c ≡ c(d,ᾱ − α, dist( , ∂ ), diam( )), independent of S and w, such that
(2.5)
A priori full differentiability
Let us start with a lemma on reverse Hölder inequalities that will be useful at several points.
Lemma 2.2. Let g, h :
A → R k be integrable maps such that
is an open subset, and χ 0 , q > 1, c, c 1 ≥ 0. Then for every t ∈ (0, 1] there exists a constant c 0 ≡ c 0 (n, c, t) such that, for every B 2R A,
Proof. The proof is a modification of a well-known interpolation/covering argument usually applied for reverse Hölder inequalities, and it can be obtained with minor modifications from [18, Remark 6.12].
Definition 2.1. Denoting z ≡ (z 1 , . . . , z n ) ∈ R n , we define the globally Lipschitz func-
whenever ξ ∈ {1, . . . , n} and k ≥ 0, and where, obviously, we have denoted the truncation operator as T k (t) := max{t − k, 0}, for t, k ∈ R.
Here we consider an energy solution v ∈ W 1,2 (A) to the homogeneous equation
in a bounded domain A ⊂ , where x 0 ∈ A. The vector field z → a(x 0 , z) is here taken to be the one appearing in (1.9) and therefore satisfying (1.10).
Remark 2.1. We notice that by standard use of the ellipticity in (1.2), Young's inequality and (1.10), the following growth and coercivity conditions:
are satisfied for every x ∈ A and z ∈ R n , so that the natural domain of definition of the operator in (2.8) is W 1,2 (A).
Proposition 2.1. Let v ∈ W 1,2 (A) be a weak solution to (2.8) under the assumptions (1.2), and let
loc (A), and there exists c ≡ c(n, L/ν) such that
Proof. We start by observing that, via a standard scaling and translation argument we may reduce the proof to the case B R ≡ B 1 ; more precisely, we consider the function y → R −1 v(x 0 + Ry) instead of v(x) (see also the proof of Theorem 1.3). Accordingly, we shall first prove that
for c ≡ c(n, L/ν). To this end we recall that under the present assumptions standard regularity theory [18, Chapter 8] implies
Here, as well as in the following, we shall adopt the double index summation convention.
In the weak form of (2.8),
which holds whenever ϕ is a smooth cut-off function with compact support in B 1 , we take D ξ ϕ for ξ ∈ {1, . . . , n} instead of ϕ; after integration by parts we get
In (2.13) we now take the test function
where η is a smooth, non-negative cut-off function with compact support in B 1 . Such a choice is admissible in (2.13), this being a consequence of (1.2) and (2.12); indeed (2.13) remains valid whenever we take ϕ ∈ W 1,2 0 (B 1 ) by (2.12), while again (2.12) and the Lipschitz continuity of the function t → (t/|t|)T k (|t|) for k ≥ 0 imply that the test function ϕ in (2.14) in fact belongs to W 1,2 0 (B 1 ). Therefore we get
By using the relations
we see that the sum of the first and the third term in (2.15) is zero, and therefore assumptions (1.2) allow us to estimate
so that by Young's inequality we conclude that
Choosing η such that η = 1 on B 1/2 , and using D|D ξ v| ≤ |DD ξ v|, yields
so that (2.11) follows by taking (2.16) into account. Now we denote by χ > 1 the usual Sobolev embedding exponent, i.e. χ := 2n/(n − 2) if n > 2, while χ > 2 if n = 2. Using the classical Sobolev embedding theorem together with (2.11) we get
By rescaling back the previous inequality to a general ball B R ⊂ A (recall that our original domain is A) we obtain the usual reverse Hölder type inequality
, and then Hölder's inequality, we get
for any B R ⊂ A; here we have used again that χ > 2. On the other hand, scaling back inequality (2.11) we obtain
Finally, using Hölder's inequality together with the last two estimates yields
We have therefore obtained (2.10) with R/2 replaced by R/4. The final statement follows again by a standard covering argument. Again a covering argument and (2.17) imply that
loc (A), and the proof is complete.
Fractional differentiability
The fractional differentiability of W .18) and (2.19) respectively. Then for a constant c depending only on n, L/ν,
Proof. By growth and coercivity conditions in (2.9) we may apply Gehring's lemma in the version presented in [18, Chapter 6] to find there exists a constant χ 0 > 2 such that the reverse type inequality
holds whenever B ⊆ B 2R is a ball not necessarily concentric with B 2R , for a constant c depending only on n, L/ν. Therefore, a further application of Lemma 2.2 with g ≡ s + |Dw|, an application of Hölder's inequality, and finally a standard covering argument, shows that also
Now we recall [27, Lemma 4.6]: a completely similar-and actually standard-comparison argument leads to the estimate
where c depends on n, L/ν. The previous inequality and (2.22) yield
(s + |Dw|) dx, and (2.21) follows from the previous inequality and (2.20).
As a consequence of definition (2.7), and of the fact that the truncation operator t → T k (t) is globally Lipschitz with Lipschitz constant equal to one, the inequality
where the constant c depends only on n, L/ν, L 1 , whenever R ≤ 1; this last assumption is only used to estimate L 1 R σ ≤ L 1 . We now state a first form of the fractional Caccioppoli inequality. Proof. We shall revisit some techniques of [22, 23, 27] . Keeping for the rest of the proof ξ ∈ {1, . . . , n} and k ≥ 0 fixed, let us take a ball B ; we denote by Q inn ≡ Q inn (B) the largest cube, concentric with B and with sides parallel to the coordinate axes, contained in B. The cube Q inn (B) will be called the inner cube of B. Now we select an intermediate open subset
, in the sense that and dist( , ∂ ) ≈ dist( , ∂ ) ≈ dist( , ∂ ); we set
We take x 0 ∈ , and fix a ball of radius |h| 1/(1+σ ) as follows: respectively; we intend to apply the comparison estimates found for the problems (2.18)-(2.19). Using that |h| ≤d as prescribed in (2.26), which implies |h| ≤ |h| 1/(1+σ ) , it follows that he + B ⊂ 2B if e ∈ R n and |e| = 1, (2.28)
so that we may estimate
Again by (2.28) and using standard properties of W 1,1 -maps together with estimate (2.10), we have
and therefore, since |h| ≤ 1 and σ ≤ 1 imply |h| 1/1+σ ≤ |h| σ/(1+σ ) , we also have
Using this last estimate together with (2.30) in (2.29) yields
Now we conclude with a covering argument: we first take a lattice of cubes {Q j } j ≤J with sidelength equal to 2|h| 1/(1+σ ) / √ n, centered at points {x j } ⊂ , with sides parallel to the coordinate axes, and such that
In turn, such cubes can be viewed as inner cubes of a family of balls in the sense that Q j ≡ Q inn (B j ) and B j ≡ B(x j , |h| 1/(1+σ ) ), as considered in (2.27), and we sum up inequalities (2.31) for j ≤ J and B ≡ B j to get
By construction, and in particular by (2.26), we have 8B j ⊂ for every j ≤ J . Moreover by (2.32) each of the dilated balls 8B j intersects the similar ones 8B k fewer than (64 √ n) n times; therefore the family {8B j } has the finite intersection property. Using this observation, (2.32) and (2.33) give
(2.34)
Since i was arbitrary in {1, . . . , n}, we are now in a position to apply Lemma 2.1, with q = 1: estimate (2.5) applied together with (2.34) gives (2.25) whenever σ 0 < σ/(1 + σ ), as desired. The proof is complete.
Proof of Theorem 1.3. The proof relies on the previous result, and we can obviously take σ = 1 since no dependence on the x-variable appears in a(·) in this case. We directly prove the Caccioppoli inequality for the most general case (1.9), that is, 
and this remains valid for general distributional solutions u ∈ W 1,2 ( ) provided µ ∈ L 2 ( ); see Section 4.1 below. It is indeed sufficient to use (2.10) instead of (2.17), and then to replace inequality (2.20) by
This last inequality follows simply by testing (2.18) and (1.9) in B 2R with u−w and using monotonicity in a standard way; finally, with (2.23) at our disposal we can repeat the same argument of Proposition 2.2, and eventually obtain (2.38) by the scaling argument of Theorem 1.3.
Proof of the pointwise a priori estimates
In view of the a priori W σ 0 ,1 -estimate of Proposition 2.2 let us recall that the fractional version of the Sobolev embedding theorem (see [5, Theorem 7 .34]; here we need to take smooth enough, a domain satisfying for instance the cone condition is suitable) states that
where the exponent t can be taken to satisfy
The combination of (3.1) and (2.25) gives
3)
The same inequality of course applies after replacing by a general subdomain, since all the estimates up to now were derived using only the fact that u is a local weak solution.
The constant c appearing in (3.3) depends on n, L/ν, dist( , ∂ ) and , but in the following, when applying inequality (3.3), we shall always have ≡ B 1 , so that the dependence of c in the relevant estimates will be finally only on n, L/ν. Lemma 3.1. Let u be as in Theorem 1.2 and let k ≥ 0, d > 0 and 2B ⊆ be a ball with radius 2R; let ξ ∈ {1, . . . , n}. Finally, assume that
where ε ∈ (0, 1) is a constant depending only on n, σ 0 .
Proof. Let B ≡ B(x 0 , R) for some x 0 ∈ . We start by observing that we can reduce to the case B ≡ B 1 by the rescaling procedure in (2.36)-(2.37); this time y ∈ B 2 and needless to say if (3.4) holds for u on B, then it holds forũ on B 
which immediately yields (3.5) by taking into account the definition of v, and observing that
We will therefore prove the lemma in the special case B ≡ B 1 and d = 1; moreover we assume that |B 1 ∩ {|D ξ u| > k}| > 0, otherwise (3.5) trivializes. Similarly, we may also assume that
and therefore, taking t > 1 as in (3.2) and again using (3.4), we have
In turn, applying Hölder's inequality yields
The last two inequalities give now
On the other hand, by (3.3) written for ≡ B 1 and ≡ B 2 , we gain
so that combining (3.6) and (3.7) gives (3.5) with B ≡ B 1 and d = 1, taking ε := 1/t < 1.
Remark 3.1 (Reverse Hölder inequality). For simplicity we consider the case with no dependence on x in the vector field a(·); therefore scaling back to B 2R in inequality (3.7), we gain the following reverse Hölder inequality on level sets, which is well known in the homogeneous case µ = 0:
|µ| dx.
Proof of Theorems 1.1 and 1.2. We give the proof of Theorem 1.2 since Theorem 1.1 follows by taking L 1 = 0, which we can when no dependence on x is allowed. We shall follow the De Giorgi type iteration argument brilliantly introduced in [21] . Let us select ξ ∈ {1, . . . , n}; we consider a dyadic sequence of radii R j := 2 1−j R, j ≥ 0, and let B j := B(x 0 , R j ). We define k 0 := 0 and, recursively for j ≥ 0,
The number δ ∈ (0, 1) will be chosen shortly; it is going to be suitably small, but will always depend just on n, L/ν. We note that {k j } is a non-decreasing sequence. Our next aim is to prove the estimate
for every j ∈ N, and for a constant c only depending on n, L/ν. In order to prove (3.9) for j ∈ N we first observe that we may assume k j +1 > k j , as otherwise (3.9) is trivially satisfied; then we start by showing that
for the corresponding j ∈ N, with a constant c depending only on n, L/ν, and for a positive sequence {d j } to be defined in a few lines. Here ε ∈ (0, 1) is the number introduced in Lemma 3.1. We have
Observe that we repeatedly used (3.8) . From the last chain of inequalities it is clear that choosing δ small enough in order to have δ ≤ 2 −(n+1) R −n j |B j |-which imposes on δ a smallness condition depending only on n-we obtain
At this point we define
so that we are able to apply Lemma 3.1 with the choice k ≡ k j , d ≡ d j and B ≡ B j +1 as assumption (3.4) turns out to be satisfied. This yields
In turn, using (3.8) again we observe that
Merging the last inequality with (3.13), and using (3.8) together with the definition of d j in (3.12), we find
for a constant c which depends only on n, L/ν and L 1 ; the proof of (3.10) is therefore complete. We can now show that (3.9) holds. Indeed, if
holds then also (3.9) does, trivially. Otherwise, we have (k j − k j −1 )/(k j +1 − k j ) < 2, which, used in (3.14), yields
, and recalling the choice of d j , we conclude that
so that (3.9) follows in any case. The proof of (1.8) now also follows by iterating (3.9):
Therefore we have
On the other hand, since Du is here assumed to be continuous, and since (3.11) implies that inf B m |Du| ≤ k m , we have
where c depends only n, L/ν, L 1 , and it remains to estimate k 1 . By (3.8), for a constant c depending on n, L/ν, L 1 via the use of the number δ which in turn depends only on n, L/ν, L 1 , we have
|D ξ u| dx.
Using this last inequality in (3.15), and recalling that ξ ∈ {1, . . . , n} is arbitrary, finally gives (1.8) and the proof is complete.
Proof of Theorem 1.4. We first observe that Lemma 3.1 follows with D ξ u replaced by w and L 1 = 0. Indeed, note that (3.3) and the subsequent Lemma 3.1 do not necessitate the general form of (2.25), while an inequality formulated on balls as (1.12) is sufficient. We just observe that the scaling argument in the proof of Lemma 3.1-necessary to reduce to the case when B R ≡ B 1 -should be slightly modified as follows: we defineũ as in (2.36) with y ∈ B 2 , while, since we are now dealing with a measure, we define the scaled Radon measureμ(A) := R 1−n µ(x 0 + RA) whenever A ⊂ R n is a Borel set-recall that we consider µ as defined on the whole R n . In this way it is easy to check that the couple (ũ,μ) satisfies (1.12) on B R ≡ B 2 . We therefore argue as in Lemma 3.1 to deduce (3.5) with w ≡ D ξ u and L 1 = 0. In turn this is everything we need to repeat the argument of the proof of Theorems 1.1-1.2 with w ≡ D ξ u, and estimate (1.16) finally follows. Note that the assertion concerning the validity of (1.16) only at the Lebesgue points of w is due to the fact that here w is not necessarily continuous, and therefore the convergence in the first line of (3.15)-where again w ≡ D ξ u-holds only if x 0 is a Lebesgue point of w.
Remark 3.2. The result of Theorems 1.1-1.2 can also be considered as the higher order analog of that in [23, 31] when p = 2. There the following bound is proved:
for non-negative solutions in the case µ is a non-negative measure, and also in the case the vector field a(·) has a non-differentiable structure. This is of course the proper non-linear analog of the classical estimate |u(x)| ≤ cI 2 (|µ|)(x) valid for solutions to (1.3). The result of Theorem 1.1 indeed upgrades estimate (3.16) to the gradient level, and extends it to the case of arbitrary signed measures.
Selected consequences
Here we show that estimates (1.8) and (1.11) extend to solutions to general measure data problems. In the second part of this section we prove Theorem 1.5, while in the last part we give an example on how to derive sharp and local a priori estimates in some function spaces starting from estimates (1.8) and (1.11). We shall not give of course all the possible applications; we shall rather present a sample of them, while along the lines presented here other applications can be deduced.
General measure data
By (1.7), the smoothing properties of I We are now ready to establish estimates (1.8) and (1.11) without assuming µ ∈ L ∞ ( ), and consequently, that u ∈ C 1,α loc ( ). Yet, as for measure data, for the sake of simplicity we shall confine ourselves to the case of homogeneous Dirichlet problems of the type (1.17), but more general cases can be considered as well. The existence of a solution to (1.17) is obtained in [8, 9] via an approximation method we briefly recall; this approximation method determines the class of Solutions Obtained by Limit of Approximations (SOLA). We consider a standard, symmetric and non-negative mollifier φ ∈ C ∞ 0 (B 1 ) such that φ L 1 (R n ) = 1, and then define, for k ∈ N, φ k (x) := k n φ(kx). Finally the functions µ k : R n → R are defined via convolution, µ k (x) := (µ * φ k )(x)-see (4.6) below for the definition. Next, by standard monotonicity methods, we find a unique solution
Up to passing to a subsequence (not relabeled) we may assume that µ k µ weakly in the sense of measures, while the results in [8, 9] imply
, and a.e., (4.4) so that (1.17) is solved by u in the usual distributional sense, and therefore u is a SOLA to (1.17 
Let us reproduce the proof of (4.5) for the reader's convenience; we recall that given two Radon measures µ, λ ∈ M(R n ), their convolution is defined by
for any Borel set A ⊂ R n , where χ A stands for the indicator function of A. Letting λ := φ k (x) dx, we have
Therefore, using Fubini's theorem, (4.5) follows by estimating
Again for a fixed R, since I |µ| 1 (·, 2R) ∈ M n/(n−1) ( ) by (4.2), we recall that, up to extracting a subsequence depending on R, we have
almost everywhere in ; recall that we have extended µ to the whole R n . In the same way the strong convergence in (4.4), together with (4.1), implies that, again up to a nonrelabeled subsequence depending on R, we have
for almost every point x 0 such that B(x 0 , 2R) ⊂ , and again up to a subsequence depending on R. We are now ready for the proof of (1.11); by standard regularity theory it follows that u k ∈ C 1,α loc ( ) for some α ≡ α(n, L/ν, σ ) > 0, and therefore we may apply estimate (1.11) to u k , which together with (4.5) gives
Finally, estimate (1.11) for u follows by letting k → ∞ in the previous inequality, and taking (4.7)-(4.8) into account; note that since for every R the extracted subsequences for which (4.7) and (4.8) hold depend on R, the convergence argument must be complemented by a standard diagonal argument made for radii {R m } m∈Z := {2 −m R} m∈Z , and using the fact that the functions R → I 
holds for almost every x 0 ∈ whenever B(x 0 , 2R) ⊆ . 
, where the constant c depends only on n, L/ν, L 1 and σ 0 . For solutions to (1.1) inequality (4.10) simplifies to (1.12).
Remark 4.1. We remark that in the case where µ ∈ L m and m is large enough to have µ ∈ W −1,2 , i.e. m ≥ 2n/(n + 2), general local weak solutions can be considered by standard local approximation arguments, and we do not need to consider Dirichlet boundary value problems. In this case, given the original solution u ∈ W 1,2 ( ), the approximation considered goes via problems of the type
where B ⊆ is any fixed ball.
Proof of Theorem 1.5
First of all, we notice that by considering the approximation scheme used in Section 4.1 (see (4.3)) or a similar one in the case of standard weak solutions outlined in Remark 4.1, we may reduce ourselves to the situation when Du is locally bounded in , and then prove (1.19) as an a priori estimate. The details for this are at this point standard and the reader will have no difficulty checking them. Let us consider a ball B 2R and concentric balls B R ⊂ B ⊂ B r ⊂ B 2R . We apply estimate (1.11) with R = (r − )/2, at the generic point x 0 ∈ B , thereby getting
|Du| dx
where, for every y ∈ B , we have just estimated as follows:
We now select a positive radius R 0 ≡ R 0 (n, L/ν, L 1 , σ ) such that cL 1 R σ 0 /σ ≤ 1/2, and applying Lemma 4.1 below with the choice φ(r) := sup B r |Du| we deduce estimate (1.18), under the additional condition that R ≤ R 0 .
In the case R 0 ≤ R, for every δ > 0 we select a ball B(x 0 , R 0 /4), with cen-
Taking into account that R 0 depends only on n, L/ν, L 1 , σ , inequality (1.18) for B R follows by letting δ → 0 in the last estimate.
Local integrability estimates
Formula (1.8) allows us to prove in an easy way the optimal local form of the gradient integrability results obtained by Boccardo & Gallouët [6, 7, 8, 9] for problems involving quasilinear equations with linear growth as well as those with the right hand side more integrable, as considered by Iwaniec [20] ; see also [1, 14] . Local estimates in finer scales such as Lorentz or Orlicz spaces, and in general interpolation or rearrangement invariant function spaces, as for instance those of the type of Talenti [30] , also follow as a corollary. Here we summarize some of the main integrability estimates achievable via Theorems 1.1-1.2. For the sake of brevity we shall not state all the a priori estimates in a precise form; we shall give one example only which is going to emphasize that these can be achieved by combining estimate (1.8) with an explicit a priori estimate available for the Riesz potentials, like for instance those recalled in (4.1)-(4.2). We anyway stress that the approach proposed here allows one to obtain explicit local a priori estimates in optimal form, something which is not easily achievable by the global methods presented in the literature for measure data problems [8, 9, 30] , while alternative routes may involve lengthy procedures [27] not covering all cases. For further developments of our approach we refer to the forthcoming paper of Cianchi [12] where estimates like (1.8) play a central role.
As usual, we shall assume that µ is initially a Radon signed measure with finite total mass, i.e. µ ∈ M( ). For the SOLA u of (1.9) found in the previous section-and for general distributional solutions in the case where the right hand side is a function with enough integrability, that is, µ ∈ L m ⊂ W −1,2 -the following holds in : Example of a local estimate. We give the local version of the third inclusion from (4.12); similar local estimates can be derived for the others using (1.11). For SOLA or distributional solutions to (1.9), whenever B 2R ⊆ , for a constant depending only on n, m, L/ν, L 1 , σ , where µ ∈ L m loc ( ), with m < n. In proving (4.14) we can of course reduce to the case where Du is locally bounded, such an additional assumption being removable by approximation. Let us consider B 2R ⊆ ; we then reduce to the case B R ≡ B 1 via the scaling in (2.36)-(2.37). Next, we integrate (1.11) over B 1/2 with R = 1/2, getting which holds for any ball B 2R ⊆ . Since σ > 0, we also have that mγ < nm/(n − m), and therefore we are able to apply Lemma 2.2 in its full strength, which in turn yields (4.14).
