The medial nucleus of the trapezoid body (MNTB) plays an important role in the processing of interaural intensity differences, a feature that is critical for the localization of sound sources. It is generally believed that the MNTB functions primarily as a passive relay in converting excitatory input originating from the contralateral cochlear nucleus (CN) into an inhibitory input to the ipsilateral lateral superior olive. However, studies showing that the MNTB itself is also the target of inhibitory input suggest that the MNTB may serve more than a sign-converting function. To examine the fidelity of signal transmission at the CN-MNTB synapse, presynaptic calyceal potentials (''prepotentials''), reflecting the excitatory input to the MNTB neuron, and postsynaptic action potentials were simultaneously monitored with the same electrode during in vivo extracellular recordings from the gerbil's MNTB. Presynaptic activity differed from postsynaptic activity in several respects: (1) Spontaneous and sound-evoked discharge rates were greater presynaptically than postsynaptically. (2) Frequency tuning was sharper postsynaptically than presynaptically. (3) Calyceal terminals and MNTB neurons both showed phasic-tonic response patterns to tonal stimulation, but the duration of the onset response and the level of the tonic component were reduced postsynaptically. (4) Phase-locking to sound frequencies up to 1 kHz was greater postsynaptically than presynaptically. (5) The rate-intensity characteristics of pre-and postsynaptic activities differed significantly from each other in half of the MNTB neurons. To test the hypothesis that acoustically evoked inhibition of MNTB neurons contributed to the relatively lower levels of postsynaptic discharge, two-tone stimulation was applied, wherein the response to one tone-burst, set at the neuron's characteristic frequency, can be reduced by addition of a second ''inhibitory'' tone. The inhibitory tone caused a much larger reduction in post-than in presynaptic activity, indicating an acoustically evoked inhibitory influence directly on MNTB units. These findings show that transmission at the CN-MNTB synapse does not occur in a fixed one-to-one manner and that the response of MNTB neurons reflects the integration of their excitatory and inhibitory inputs.
ABSTRACT
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INTRODUCTION
The superior olivary complex (SOC) is composed of several different nuclei that contribute to the processing of interaural differences in time (ITDs) and intensity (IIDs), both key features for the localization of sound sources. Neurons of the medial nucleus of the trapezoid body (MNTB) receive excitatory input through large presynaptic terminals, the calyces of Held, from globular bushy cells located in the contralateral anteroventral cochlear nucleus (AVCN) (Smith et al. 1991) . The activity of these large presynaptic endings can be monitored in extracellular single-unit recordings as discrete ''prepotentials'' that precede the postsynaptic spikes (Guinan and Li 1990) . MNTB neurons, in turn, form inhibitory synapses onto neurons of the lateral superior olive (LSO). By comparing this inhibitory input with excitatory input, they receive from the ipsilateral cochlear nucleus (CN), LSO neurons encode the relative intensity of sound at the two ears.
According to the current model of IID processing, the MNTB functions as a ''passive relay'' to convert the excitatory input originating from the contralateral CN into an inhibitory output to the LSO ( Irvine 1986; Sommer et al. 1993) . That is, aside from the sign conversion that occurs at the MNTB-LSO synapse, it is generally believed that the spike output of MNTB neurons is in all respects an exact duplicate of its afferent excitatory input. However, recent immunocytochemical and electrophysiological studies showing that the MNTB itself is also the target of inhibitory inputs suggest that this model of MNTB functioning needs to be reconsidered. Inhibitory (noncalyceal) GABAergic and glycinergic boutons on the somata of MNTB neurons have been demonstrated by immunocytochemical labeling (Roberts and Ribak 1987; Adams and Mugnaini 1990) . Transmission electron microscopic studies corroborated these findings by showing that these small terminals enclose flattened vesicles, which are thought to contain inhibitory transmitters (Cant 1991; Osen and Ottersen 1996) . The GABAergic terminals may originate from neurons in the ventral nucleus of the trapezoid body (Ostapoff et al. 1997) , which themselves receive excitatory input from axon collaterals of globular bushy cells . The superior paraolivary nucleus, in which most neurons label for GABA, might provide another source of GABAergic input to the MNTB (Helfert et al. 1989 ). The glycinergic terminals arise, in part, from recurrent projections of MNTB neurons Smith et al. 1998) . To date, the physiological effect of inhibitory neurotransmitters and of inhibitory input to the MNTB has been studied exclusively using slice preparations (Banks and Smith 1992; Forsythe and Barnes-Davies 1993b; Wu and Kelly 1995; Turecek and Trussell 2001) . Electrical stimulation of the trapezoid body in rat brain slices gives rise to IPSPs in MNTB neurons, which can be blocked by strychnine (Banks and Smith 1992 ; Forsythe and Barnes-Davies 1993b). In addition, the membrane resistance of MNTB cells in the mouse is lowered by application of GABA and glycine (Wu and Kelly 1995) .
The innervation of MNTB neurons by extrinsic and intrinsic inhibitory afferents, the effect of inhibitory neurotransmitters, and the fact that the MNTB projects to several other brainstem auditory nuclei in addition to the LSO (Kuwabara and Zook 1991; Schofield and Cant 1991; Banks and Smith 1992; Sommer et al. 1993; Schofield 1994; Smith et al. 1998) suggest that the MNTB does not serve only as a sign-converting relay to the LSO. To test this hypothesis, the excitatory afferent input to the MNTB neuron and the firing of the MNTB neuron itself were simultaneously monitored with the same electrode during in vivo extracellular recordings in the gerbil. The results show that the postsynaptic response properties of MNTB neurons differ in several respects from those of their excitatory afferents, these differences being due, in part, to inhibitory influences on the MNTB neurons. Portions of these results were previously reported in abstract form (Kopp et al. 1997 (Kopp et al. , 1998 .
METHODS

Animals and animal care
The experiments were performed at the Neurobiology Laboratories of the Zoological Department of the University of Leipzig (Germany). All experimental procedures were approved by the Saxonian District Government, Leipzig. Adult pigmented (agouti) Mongolian gerbils (Meriones unguiculatus), aged 3-6 months and weighting 50-80 g, were used in the experiments. The animals were obtained from the animal care facilities of the Zoological Department of the University of Leipzig.
Surgical preparation
During the experiments and the surgical preparation, the animals were anesthetized with an initial dose of 0.3 mL/100 g body weight of a 10:1 mixture of ketamine hydrochloride (0.13 mg/g body weight; Parke-Davis) and xyaline hydrochloride (0.005 mg/g body weight; Bayer). During the recording experiments, a constant level of anesthesia was maintained by hourly injections of one-third of the initial dose. The skull of the experimental animal was exposed along the dorsal midsagittal line, and a small metal bolt for supporting the animal in the stereotaxic recording device was glued to the bone overlaying the forebrain. Two 500-lm-diameter holes were drilled in the skull 2000-2300 lm caudal to the lambda suture, which correspond to positions above the rostral third of the cerebellum. The first drill hole, located 1500 lm lateral to the midline, was used to position the reference electrode in the superficial cerebellum. Through the second drill hole located over the midline, the recording electrode was inserted at an angle of 5°-8°to the midsagittal plane.
Acoustic stimulation
All acoustic stimuli were digitally generated with 16-bit accuracy by a PC486/33 computer. The stimuli were delivered at 250 kilosamples/s per channel through a two-channel, 14-bit D/A converter including a custom-made low-pass resynthesis filter (50 kHz cutoff), and a software-controlled attenuator (0-120 dB in 1-dB steps). A source selector allowed the two output signals to be directed either separately or concurrently to the two channels of a stereo amplifier (Microline) that drove the sound transducers. Custom-made acoustic transducers were designed for ''near field'' stimulation of the ear. Sound was delivered through a plastic tube (5-mm diameter at the end) inserted into the outer ear canal and positioned approximately 5 mm from the animal's eardrum. The frequency characteristic of the coupler was measured with a 0.25-in. condenser microphone (Bruel & Kjaer type 2619) coupled to a short plastic tube mimicking the conditions in the ear canal. A computer-controlled procedure determined for 50 frequencies per decade the sound pressure levels at a defined input voltage. The data were stored in a computer file that was used during experiments for online level correction of stimulus intensities.
Data collection and analysis
All recording experiments were performed in a sound-attenuated chamber (Industrial Acoustics, Type 400). Generally, each animal was used in 4-5 daily recording sessions over the period of a week, with each recording session lasting 5-6 hours. During the experiments the body temperature was kept between 36°C and 37.5°C by positioning the animal on a temperature-controlled heating pad and maintaining the temperature of the recording chamber at 28-30°C. After daily recording sessions, the electrodes were removed and the holes in the skull were reversibly closed with a clot of agarose.
Multiunit mapping. The tonotopic organization of the medial nucleus of the trapezoid body of the gerbil is comparable to that of other mammals (cat: Guinan 1972b; rat: Sommer et al. 1993; Smith et al. 1998) . Differentiating the MNTB from other nuclei within the SOC during recording is facilitated by the fact that the MNTB contains only monaural units, i.e., they are all acoustically driven only by the contralateral ear. In the first recording session for each animal, the stereotaxic coordinates of the MNTB were determined by online analysis of acoustically evoked multiunit activity. For this, glass micropipettes (Clark Electromedical Instruments) filled with 3M KC1 and having impedances of 5-10 MW were used. Employing monaural and binaural tone-burst stimulation, the characteristic frequencies (CF) of the multiunits were measured every 100 lm in several penetrations in the estimated position of the MNTB (test range 0.1-60 kHz and 0-90 dB SPL). The MNTB, located ventrally in the brainstem just lateral to the midline, was typically reached at a penetration depth of 7000-8000 lm, depending on the size of the animal. Evaluation of the distribution of the units' CFs along the mediolateral nuclear extent allowed the medial and lateral borders of the MNTB to be demarcated physiologically.
Single-unit recordings. Following multiunit mapping, recordings from single units were made through glass micropipettes (Clark Electromedical Instruments) pulled to a tip diameter of less than 1 lm and filled with 3M KC1. Best signal-to-noise ratios and the highest probability of being able to simultaneously record prepotentials and action potentials were obtained with electrode impedances of 15-30 MW. The activity of isolated single units was bandpass filtered (300 Hz-10 kHz) and amplified to the voltage range of the spike discriminator and of the A/D converter. Single units were identified by three criteria: (i) relatively constant spike height, (ii) constant waveform, and (iii) large signal-to-noise ratio (>2). For acquisition of the time of occurrence of pre-and postsynaptic events, the amplified recording signal was delivered to a custom-made window discriminator followed by an event-timer PC interface. During a single recording, the window discriminator was set to be triggered by either the prepotentials or by the postsynaptic action potentials using a combined slope, level, and dead-time criterion (Fig. 4A) . This allowed the two types of signals to be differentiated for analysis. Events were acquired with 100 ls resolution using custom-written real-time computer programs. Waveforms were recorded with an A/D conversion rate of 20,000/s (50 ls sample interval).
Electrophysiological data were acquired using the following protocol: First, the excitatory response areas for the action potentials and the prepotentials were separately measured by random presentation of pure-tone pulses (100 ms duration, 5 ms rise-fall time) within a given matrix of 16 · 15 frequency/ intensity pairs (240 combinations). Each frequency/ intensity combination was presented five times in a predefined frequency/intensity array (Fig. 1A) . The timing of the spikes and the number of spikes were measured during the 100-ms period of stimulus presentation and in the absence of acoustic stimulation (spontaneous activity). From these data the CF, threshold, Q value (bandwidth of excitation/CF), and rate-level function (RLF) were calculated.
Verification of recording sites. In each animal, all recording sites were verified histologically using HRP marking. At the end of the last recording session, the recording electrode was replaced with a glass micropipette filled with a solution of 9% HRP in 0.9% NaCl, which was injected microiontophoretically (2 lA for 5 min) into the recording site. The position of the HRP electrode was confirmed by measuring the CF, threshold, and temporal response pattern of the neuronal activity at the injection site. The animal was allowed to survive for 24 hours and was then perfused via the left ventricle with 0.9% NaCl solution followed by fixative (2.5% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4) for 20-25 min. The brain was cut on a vibratome and the tissue sections (100 lm) were reacted using the 3,3¢-diaminobenzidine (DAB) reaction to visualize the HRP mark (Adams 1981) . Following staining with cresyl violet, the tissue sections were examined under the light microscope and the electrode tracks and recording sites were reconstructed.
Analysis of spike recordings. Besides methods for visualizing spike responses (poststimulus time histogram [PSTH] , spike counts/rates, dot display), we also computed synchronization indices, rate-level functions, and frequency-threshold curves. Typical electrophysiological recording data from MNTB neurons are shown in Figure 1A . In this figure the height of each bar represents the number of spikes (logarithmic scale, maximum 40 spikes) during a single stimulus presentation of the given frequency and intensity combination. The neuronal response area shown in Figure 1B was defined by the range of frequency/intensity combinations that evoked discharge rates equal to or greater than the 90% confidence level above spontaneous activity. The outline of the response area defined the unit's frequencythreshold curve (FTC), from which the CF and the CF threshold were determined (Fig. 1B) .
Statistical analyses of the data were performed with SigmaStat/SigmaPlot TM (Jandel/SPSS). For normally distributed data, results are expressed as means ± standard deviation and statistical significance was assessed using the Student's paired t-test. For other distributions, results are expressed as medians [25%, 75% quartiles], and significance was assessed using the Wilcoxon signed rank test or the Mann-Whitney rank sum test.
Waveform analysis. The number and kind of different waveforms in an extracellular recording can be determined by the means of the principal component analysis (PCA), followed by cluster analysis. First, Abeles and Goldstein (1977) applied this technique to extract the activity of individual units from a multiunit recording. In contrast, we used it for separating isolated prepotentials (IPP) from pre&action potential compounds in recordings from single units in the MNTB. In our application, all waveforms (2.5-ms time epochs) that met a user-defined trigger criterion comprising upper and lower thresholds, slope direction, and dead time were selected from digitized waveform recordings (Fig. 4B) . Prior to PCA, the selected signals were multiplied by a hamming-like windowing function to enhance the relative weight of the center region. PCA then describes each waveform from this ensemble as the weighted sum of a number of basic waveforms, the principal components (PCs).
Our MATLAB5
Ò implementation of the PCA, i.e., the evaluation of the principal components and of the weights associated with the individual time course, follows the Karhunen-Loeve expansion (Glaser and Ruchkin 1976). Goodness of fit is expressed as the FIG. 1. Acquisition of excitatory frequency/intensity response areas (example: unit 86-0102). Sixteen discrete pure-tone stimuli (here frequencies between 5.0 and 50 kHz) were presented at 15 different intensities between 20 and 90 dB SPL, and as a mute stimulus (bottom row). Tone bursts (100 ms stimulus duration, 100 ms interstimulus interval) were presented in five blocks in which all 240 frequency/intensity combinations were tested in an individual random order. A. The spike rate evoked by each respective stimulus is indicated by the height of the bars (log scale, 40/s max). Spontaneous activity is shown in the bottom row (SR). Tone-evoked discharges were found in a frequency/intensity range with a typical narrowing of the excitatory frequency range towards lower stimulus levels. B. Frequency-threshold curve enclosing the excitatory response area calculated from the response area shown in A (CF = 19.9 kHz; threshold = 25 dB SPL).
quotient of (variance of the approximating set of waveforms)/(variance of the original ensemble of waveforms), so that 100% indicates perfect approximation. Depending on the variance of the ensemble, only a few PCs and a correspondingly small number of weights may give a sufficient description of the great majority of the original waveforms. In our cases, two seemed to be enough (see Results, especially Fig. 4D-G) .
RESULTS
Waveform of neuronal discharges
Extracellular recordings were made from a total of 146 neurons in the MNTB of 23 Mongolian gerbils.
The discharges of 58% (85/146) of the neurons showed complex waveforms that were comparable to those described previously for the cat MNTB (Guinan 1972a; Guinan and Li 1990) . Fifty-four of these socalled ''prepotential units'' provided the quantitative data for the findings described below. The discharges of prepotential units consisted of bipolar action potentials preceded immediately by prepotentials ( Fig.  2A-E) . The prepotentials preceded the action potentials by 0.46 ± 0.12 ms (n = 15 units). These signal complexes, consisting of an action potential and an immediately preceding prepotential, are termed pre&action potential compounds. In between prepotential units and intermixed with them, other units were recorded that either lacked prepotentials (Fig.  2F ) or had prepotentials that were too small in am- KOPP-SCHEINPFLUG ET AL.: MNTB Is More Than a Relayplitude to be reliably distinguished from the noise floor (61/146 = 42% of the entire ensemble). Because such units were recorded in between prepotential units, we believe that these recordings probably reflect MNTB activity recorded with an ''unfavorable'' spatial relation between the tip of the electrode and the calyx terminal. For the prepotential units, the most stable recordings, those allowing recording times of up to 1 hour and more, occurred when the prepotentials were approximately one-third the size of the postsynaptic spikes (prepotential: 0.46 ± 0.17 mV vs. action potential: 1.2 ± 0.4 mV; n = 15 units).
As would be expected from the nature of extracellular recording, the amplitudes of the action potentials and prepotentials differed among units and sometimes during the course of recording from the same unit ( Fig. 2A-E ). The variability in signal amplitude was particularly noticeable in recordings with relatively large variations in baseline activity (e.g., Fig.  2B , C). Similarly, the amplitude relation between prepotentials and action potentials varied, particularly with small changes in the electrode position. This was observed during most recordings. In the one example shown in Figure 3 , advancing the electrode by 7 lm caused the amplitude of the prepotentials to increase and become larger than the postsynaptic action potentials.
In many recordings from prepotential units, a second type of signal occurred in between the pre&-action potential compounds. By the shape of their positive onset components, these signals resembled prepotentials but were not followed immediately by spike discharges. These isolated small-sized signals recorded in the present study will be referred to as isolated prepotentials (IPPs). Instead of following spike discharges, negativities occurred at the position of the ''missing'' action potentials ( Fig. 2A-D) . These negativities followed the (positive) IPPs with a 0.4-0.5-ms delay (maximum amplitude). The negativities are thought to indicate extracellularly recorded excitatory postsynaptic potentials (EPSPs; see Discussion for further consideration on this topic). Guinan and Li (1990) previously reported occasional ''spike failures'' in their recordings from the cat MNTB. These were small-sized signals that, as in our own recordings, also lacked immediately following action potentials. However, Guinan and Li did not subject these signals to a more detailed analysis. In the present study, the terms prepotential or presynaptic activity are used when referring jointly to the spike preceding prepotentials (SPPs) in the pre&action potential compounds and to the IPPs in the IPP-EPSP complexes. The term postsynaptic activity is used to refer to the spike discharge of the MNTB neuron.
For the interpretation of the analyses performed in the present study, the origin and nature of the IPPs is critical. Based upon the findings presented below, we believe that all IPPs in the recordings from a given MNTB unit reflect the discharge of the same neural element. Furthermore, we suggest that the neural element generating the IPPs is the same presynaptic calyx terminal from which SPPs also arise. Thus, we interpret IPPs to be calyceal discharges (prepotentials) that have failed to evoke a postsynaptic spike. The alternative possibility-that our recordings were of the multiunit type-seems remote, given the small tip size and high impedance (15-25 MW) of the recording electrodes used. Also, the interdependence of PSTH types of IPPs and pre&action potential compounds provides very compelling evidence that our recordings were not of the multiunit type (presented below in Figs. 13 and 14) .
If all the IPPs in a given recording are generated by the same neural element, then the recording should be composed of exactly two different types of waveforms: the pre&action potential compound and the IPP. The possibility of multiunit recording, which would mean that IPPs reflect the discharge of different neural units, e.g., several neurons or fibers of passage, predicts that more than two waveforms could be seen. In order to objectively determine the number of independent waveforms, the PCA was performed on digitized waveform recordings of 30 prepotential units. Typically, this analysis is used to separate different units in a multiunit recording. However, here we use the PCA to separate isolated prepotentials from pre&action potential compounds in recordings from single prepotential units. The results of the PCA on one such prepotential unit are shown in Figure 4 . The trigger level was set to detect all prepotential signals, both IPPs and SPPs, and a dead time of 1 ms was used to avoid double triggering on the spike discharges themselves (Fig. 4A ). The ensemble of 202 superimposed signals upon which the analysis was based is shown in Figure 4B . All of the signals could be described by the first two principal components ( Fig. 4C ) with a 87% efficiency, i.e., each of the 202 recorded signals can be adequately explained by the weighted sum of two functions, PC1 and PC2. The analysis of the degree to which PC1 and PC2 contributed to each signal yielded a bimodal distribution as seen from the scatterplot in Figure 4D . The cluster with the higher PC1 weights (cluster 1) represents the pre&action potential compounds (Fig.  4F) , and the cluster with the lower PC1 weights (cluster 2) identifies the IPPs (Fig. 4G ). It should be noted that in both clusters the waveforms contain prepotentials, i.e., prepotentials followed by action potentials in cluster 1 and isolated prepotentials in cluster 2. Figure 4E shows the resynthesis of the ensemble based solely on PC1 and PC2 and on their corresponding weights. Obviously, already this simple description reflects the subdivision of the waveform ensemble into two, one missing and one containing action potentials. (The major differences between Figure 4E and the original ensemble in Figure 4B are largely explained by the handling of the original waveforms prior to PCA [see Methods]). In summarizing, the results corroborate that only two different types of waveforms were distinguishable in the recording: the pre&action potential compound and the IPP. The PCA yielded comparable results for all 30 units, as indicated by the 85%-95% efficiency by which the first two principle components jointly describe the recorded signals.
A number of other observations provide evidence that IPPs and SPPs originate from the same source, namely, the presynaptic calyx: (1) During recording, IPPs and SPPs always appeared and disappeared in concert. Slight advancement of the recording electrode causes coherent changes in SPP and IPP amplitudes (Fig. 3) . (2) IPPs were observed only in recordings from prepotential units and never in the recordings from the 61 of 146 MNTB units that lacked immediately preceding prepotentials. Such nonprepotential units could be recorded with the same electrode and in the same penetration in which the prepotential units were recorded. (3) The shapes of the SPPs and the IPPs were very similar, although the IPPs tended to be somewhat smaller in amplitude. (4) SPPs and IPPs had comparable onset slopes and thereby could be selected by the same slope criterion (0.15 mV/ms).
These different features suggest that the SPPs and the IPPs are generated by the same neuronal element, the calyces of Held. Thus, it is possible to simultaneously monitor with the same extracellular electrode both the discharge activity of the MNTB neuron itself and the neuron's afferent excitatory input (SPPs and IPPs). A differential analysis of the respective activities provides the basis for analyzing the properties of signal transmission at the CN-MNTB synapse.
COMPARISON BETWEEN PRE-AND POSTSYNAPTIC ACTIVITY
Spontaneous and sound-evoked activity Presynaptic spontaneous discharge rates ranged from 1 to 308 pps (median [25%, 75% quartiles] = 49 [17, 79] pps). This was significantly larger than the spontaneous rates measured postsynaptically (0-189 pps; median: 21 [6, 45] pps; Wilcoxon signed rank test; p £ 0.001; Fig. 5 ). In interpreting these data, it is important to bear in mind that individual postsynaptic action potential discharges were always immediately preceded by a single prepotential. Thus, the relatively lower discharge rates observed postsynaptically reflect a certain degree of ''failure'' of signal transmission at the CN-MNTB synapse, i.e., some prepotentials (IPPs) did not give rise to postsynaptic action potentials. To quantify this, a ''failure rate,'' the percentage of prepotentials that were not immediately followed by an action potential, was calculated for each unit (Fig. 5) . The values ranged from 6% to 95% (median: 52 [29, 64]%).
Pre-and postsynaptic sound-evoked discharge rates were measured to 100-ms pure tones presented 50 dB above threshold at the unit's CF (Fig. 5) 1A ). Presynaptic and postsynaptic discharge activity can be separated by different thresholds (lower and upper dotted lines for the pre-and postsynaptic activities, respectively). Additionally, a preset dead time of 1 ms prevents double triggers of postsynaptic action potentials following prepotentials in the prepotential recordings. SD: synaptic delay; AP: postsynaptic action potentials; SPP: spike-preceding prepotentials; IPP: isolated prepotentials; EPSPs: excitatory postsynaptic potentials. B-G. Separation of signal constituents using principal component analysis (PCA), same unit as in A, see Methods for further details. B. Superimposed waveforms of 202 discharges, aligned to the trigger time (0.0). Trigger level was set to the onset slope of prepotentials, 0.25 mV (gray bar). Dead time between trigger events preset to 1 ms. C. The first two principal components (PC1, PC2) of the signals shown in B multiplied by their root-mean-square weight. Together they give an accurate description of all recorded waveforms, here with an 87% efficiency. D. On the basis of PC1 and PC2 weights, the potentials are easily separated by a cluster algorithm into two clusters. E. Resynthesis of all 202 signals from the two PC time courses in C and the individual weight pairs in D. The waveforms split up into two subsets, corresponding to IPP and preaction potential compounds. F and G show the original waveforms from B related to cluster 1 (preaction potential compounds) and to cluster 2 (IPPs), respectively.
Characteristic frequency and tonotopy
The distribution of the CFs in the gerbil's MNTB showed the same general mediolateral high-to-low frequency gradient described previously for rats (Sommer et al. 1993 ) and cats (Guinan et al. l972b) . Characteristic frequencies in the gerbil MNTB ranged from 1.0 kHz in the lateral part of the nucleus to 54 kHz in the medial part, with a relative overrepresentation in our sample of the frequency ranges between 1-5 kHz (24% of the units) and 25-30 kHz (20%). Ninety-four percent of the prepotential units (51/54) had comparable pre-and postsynaptic CFs (DCF £ 0.25 octave; p = 0.9). In only three units did the difference between pre-and postsynaptic CFs exceed 0.25 octave (0.50, 0.54, and 0.63 octave).
Tuning curves
The tuning curves of MNTB units showed characteristic changes as a function of CF, at both the presynaptic and postsynaptic levels (Fig. 6 ). Frequency selectivity was evaluated from the Q values measured in 10-dB steps from 10 to 60 dB above threshold (Q x = CF/ bandwidth x ). Units with CFs between 1.0 and 6.0 kHz (n = 15) had a mean threshold of 28 ± 8 dB SPL and were mostly broadly tuned (medians: Q 10 = 1.4, Q 40 = 0.7; Fig. 6B ). In the higher-frequency units (CFs = 7-54 kHz), Q values varied as a function of threshold. One subset of units (n = 20) had a mean threshold of 20 ± 5 dB SPL (Fig. 6D) . These units showed fairly sharp frequency selectivity with median Q 10 and Q 40 values of 3.4 and 1.6, respectively. The other subset of high-frequency units (n = 19) had elevated thresholds (49 ± 11 dB) and poorer frequency selectivity (medians: Q 10 = 2.5, Q 40 = 1.3, Fig. 6F) . Units with these different tuning and threshold properties were frequently recorded in the same preparation, and the different types of high-frequency units could be encountered in the same penetration. The thresholds of the low-CF units and the broadly tuned high-CF units were elevated by approximately 30 dB above the respective values of the gerbil's behavioral audiogram (Ryan 1976) , whereas the narrowly tuned high-CF units showed a mean threshold elevation of about 15 dB.
When the tuning characteristics of the presynaptic activity were measured (SPPs and IPPs), units showed almost the identical grouping as the postsynaptic activities (Fig. 6A, C, E) . However, a comparison of the pre-and postsynaptic Q values for individual units showed a pre-to postsynaptic increase in frequency selectivity (Fig. 7) . Frequency selectivity was significantly sharper postsynaptically than presynaptically at all stimulus levels ‡20 dB above threshold (Wilcoxon signed rank test: all p's £ 0.05)
Rate-level functions
The encoding of sound intensity by discharge rate is reflected in a neuron's rate-level function (RLF). In the present study, pre-and postsynaptic RLFs were calculated by measuring discharge rates to 15 sound pressure levels (generally between 20 and 90 dB SPL) presented five times each at the unit's CF. The RLFs could be classified as either monotonic or nonmonotonic (Fig. 8) . A RLF was defined as being nonmonotonic if the discharge rate averaged across the three highest intensities was less than 80% of the unit's maximal discharge rate (Fig. 8D) . Monotonic RLFs were divided into two subgroups, ''plateau'' RLFs, in which the discharge rate increased up to a given stimulus level but showed no further increase at higher intensities (Fig. 8A, C) and ''steadily increasing'' RLFs, in which discharge rates increased steadily up to 90 dB, the highest intensity tested (Fig. 8B) . No correlation was observed between the unit's CF and the type of RLF. Figure 9 shows the frequency of occurrence of the different types of RLFs. With respect to their presynaptic activity, 56% (30/54) of the prepotential units showed monotonic rate-level functions with plateaus (Fig. 8A) , and 20 units (37%) showed steadily increasing RLFs (Fig. 8B) . Only 7% (4/54) had nonmonotonic RLFs. With regard to their postsynaptic activity, 70% (38/54) of the units had plateau-type monotonic RLFs (Fig. 8C ) and only 6% (3/54) showed steadily increasing RLFs. Twenty-four percent (13/54) were categorized as nonmonotonic (Fig.  8D ). The discharge rates of these nonmonotonic RLFs reached their maximum at a certain intensity and decreased toward higher intensities by about 26%. In none of the nonmonotonic units did the reduced levels of activity at higher intensities ever fall below the respective spontaneous rates. Direct comparison of the pre-and postsynaptic RLFs for individual neurons showed that the respective RLFs differed from each other in half of the units examined (Fig. 9) . Most notably, 42% (n = 16/38) of MNTB neurons with plateau monotonic RLFs received their excitatory input from afferents with steadily increasing RLFs. About 70% (n = 9/13) of the MNTB neurons with nonmonotonic RLFs were associated with afferents having plateau RLFs.
Response pattern
In response to tone burst stimulation at the unit's CF and at a sound pressure level of 80 dB SPL, all units showed phasic-tonic response patterns in both their pre-and postsynaptic activity (Fig. 10 A-F) . Displaying these responses using small bin widths (Fig. 10 C, F insets) indicates that these responses had the same primarylike notch patterns that have previously been described for MNTB units and globular bushy cells in the VCN (Smith et al. 1991 (Smith et al. , 1998 Tsuchitani 1997) .
The pre-and postsynaptic responses of each unit showed a reliable initial action potential with a constant latency. However, postsynaptically the discharge rate following the initial spike was greatly decreased (Fig. 10 A, B and D, E). As can be seen from the PSTHs, this is reflected as an enhancement in the magnitude of initial-spike response relative to the remainder of the sound-evoked activity (Fig. 10 C, F) . To quantify this, the number of spikes in the first 1-ms bin was expressed as a percent of the total number of spikes in the first 100 ms of the response. This peak-over-total measure was significantly larger postsynaptically (median: 1.8% [1.4, 3.8]) than presynaptically (median: 0.9% [0.8, 1.6]) (n = 54; Wilcoxon signed rank test; p £ 0.001).
The IPPs themselves typically showed sustained responses that lacked any prominent phasic component. Additionally, the latency of the initial discharge was more variable (Fig. 10 H, J) . Thus, the IPPs did not exhibit the primarylike pattern notch pattern that would be expected if these signals reflected the discharge of a separate calyceal fiber or MNTB unit.
Phase-locking fidelity
It is generally reported that sound frequencies below 5 kHz are encoded in the synchronization of dis- charges to the period of the acoustic stimulus (Goldberg and Brown 1969). The majority of MNTB units in our study had CFs above 5 kHz. The small number of low-frequency MNTB neurons from which we recorded (CF = 1-4 kHz, n = 12) showed phaselocked responses to low-frequency stimuli. Additionally, units with somewhat higher CFs (4 kHz £ CF £ 6.5 kHz, n = 3) showed strong phase-locking in the region of their low-frequency tails. Figure 11 shows the discharges of a prepotential unit to repetitive acoustic stimulation with a sinusoid tone (100 Hz). Presynaptic discharges were found to be synchronized with each period of the stimulus, but occasionally solely an IPP occurred instead of a pre&action potential compound.
To quantify the degree of phase-locking, the synchronization index (SI) was computed for the lowand medium-frequency MNTB units (Goldberg and Brown 1969; Knipschild et al. 1992) . Figure 12A , B shows an example of a low-frequency MNTB unit (CF = 3.8 kHz) with consistent phase-locking in its low-frequency tail up to 1.7 kHz. At frequencies below 1.2 kHz, the degree of phase-locking was higher postsynaptically than presynaptically. This is exemplified by the period histograms shown for respective pre-and postsynaptic frequency/intensity combinations (Fig. 12A, B insets) . In addition, significant phase-locking extended to lower intensity levels postsynaptically than presynaptically, even occurring at some intensities below the frequency-threshold curve (dashed line in Fig. 12B ).
To quantitatively compare the differences in phase-locking between pre-and postsynaptic activities, the mean SI was computed for each of seven different frequency ranges. The results of this analysis for ten low-to-midfrequency units (CFs = 1.0-6.5 kHz) showed that phase-locking was significantly greater postsynaptically than presynaptically for fre- (horizontal lines) , 10%, 25%, 75%, and 90% percentiles. Q values were measured in 10-dB steps above threshold, showing a steady decrease with increasing levels (n = 54); at higher levels, n is reduced because the test level was restricted to below 90 dB SPL (minimal: n = 29 at 60 dB above threshold). For Q 20 and higher, the postsynaptic values significantly exceed the presynaptic ones, indicating a postsynaptic increase in frequency selectivity (Wilcoxon signed rank test, ***: p £ 0.001; *: p £ 0.05).
quencies below 0.8 kHz (Mann-Whitney rank sum test, all p's £ 0.001; Fig. 12C ). Toward higher frequencies, the pre-and the postsynaptic SI values converged and were not reliably different.
In summary, the present results demonstrate that pre-and postsynaptic activities differed in a number of different ways: (a) postsynaptic spontaneous and sound-evoked activity is reduced, (b) postsynaptic frequency selectivity is increased and postsynaptic phase-locking is improved, and (c) the phasic component of the postsynaptic response is enhanced. These differences between pre-and postsynaptic activities indicate that synaptic transmission at the CN-MNTB synapse does not occur in a one-to-one fashion.
RESPONSES TO TWO-TONE STIMULATION
One factor that could contribute to the differences between pre-and postsynaptic activity is neuronal inhibition. In extracellular recordings, inhibitory influences can be shown only for discharging neurons, i.e., as a reduction in a neuron's spontaneous or sound-evoked activity. For the following series of experiments, the two-tone stimulus paradigm (introduced by Arthur et al. 1971 ) illustrated in Figure 13 was used to demonstrate the occurrence of acoustically evoked inhibition within the MNTB. A probe-tone (100 ms) was set at the unit's CF and presented at 20 dB above threshold. This stimulus produced an increased level of discharge that allowed inhibitory effects to be detected (Fig. 13A, B) . A second tone burst, the test-tone, was then added to the probe-tone, and its effect on the probe-tone-evoked activity was measured (Fig. 13C, D) . Test-tones were typically presented outside the excitatory response area at intensities 50-70 dB above threshold. The test-tone was 40 ms long and delayed by 30 ms relative to the onset of the probe-tone, i.e., the test-tone was embedded in the excitatory stimulus during the tonic component of the unit's response. This allowed both the amount of test-tone-induced reduction in activity and the time course of the reduction in activity to be measured. Test-tone-induced reduction of MNTB neuronal firing can occur because of a decreased presynaptic activity (due, for example, to cochlear two-tone suppression or two-tone inhibition in the CN) or inhibition of MNTB cells or both processes.
Presynaptically, the response can be determined by both the effects of cochlear two-tone suppression and of two-tone inhibition at the level of the CN. Inhibition of MNTB neuronal firing is indicated when the test-tone-induced reduction of the probe-tone-evoked response is greater postsynaptically than presynaptically (e.g., see Fig. 17) . Figure 14 provides one clear example of a unit in which presentation of the test-tone caused a large reduction in action potential firing without affecting the level of presynaptic activity. All graphs in Figure  14 are based upon the same recordings, acquired with the frequency of the probe-tone set at the unit's CF (27 kHz, 65 dB) and the test-tone set at a frequency/ intensity combination that was outside the unit's preand postsynaptic excitatory response areas (30 kHz, 65 dB). The test-tone caused a large reduction in the postsynaptic probe-tone-induced activity (Fig. 14A, B) but had little or no effect on the level of presynaptic discharges (Fig. 14C, D) .
In order to quantify the differential effect of the test-tone on presynaptic activity and postsynaptic activity of 54 prepotential units, the failures of postsynaptic spike generation were compared under three different conditions: no stimulation (spontaneous activity), probe-tone stimulation (at CF), and two-tone stimulation (test-tone presented outside the unit's pre-and postsynaptic excitatory response areas) (Fig. 15) . As noted previously in the section on spontaneous activity, the median failure rate during spontaneous discharges was 52% [29; 64] . Following probe-tone stimulation, pre-and postsynaptic activities increased but the failure rates were not significantly changed (median: 45% [26; 62] ). Addition of the test-tone produced a large reduction in postsynaptic discharges and a significant increase in failure rates (median: 74% [60, 77] ). The large increase of failure rates during two-tone stimulation provides evidence for an acoustically evoked inhibition of MNTB neuronal firing. 
IPPS
The behavior of IPPs under two-tone stimulation provides additional evidence that IPPs and SPPs are the same signal and not discharges of different neural elements. As illustrated in Figure 14E , F, presentation of the test-tone during probe-tone stimulation was associated with an increase in the number of IPPs. The increased number of IPPs corresponded temporally with a reduction in the number of SPPs, which is similar to the reduction of postsynaptic action potentials (Fig. 14A, B) . One possible explanation of this correlated change in the number of SPPs and IPPs is that both arise from different neural elements that were oppositely affected by the test-tone. That this is not the case is indicated by the fact that the test-tone was outside the excitatory response areas of the proposed neural elements generating the pre- synaptic activity and the postsynaptic activity. That is, presentation of the test-tone alone had no affect on IPPs (Fig. 14G, H) . The more likely explanation is that SPPs and IPPs are prepotentials of the same presynaptic terminal. Because the test-tone produced a reduction in postsynaptic firing, the number of prepotentials classified as SPPs (i.e., those prepotentials immediately followed by an action potential) and IPPs (prepotentials not followed by a spike) would decrease and increase, respectively.
Time course of discharge reduction
It is generally observed that the time between the presentation of an excitatory acoustic stimulus and the onset of the evoked neural response decreases as a function of increasing sound intensity (e.g., Rhode and Smith 1986). If acoustically evoked inhibition contributes to the reduction in postsynaptic discharge rate, one would expect that the latency of the inhibitory effect would also decrease with increasing sound intensity. To examine this, the inhibitory and excitatory latencies were measured in 10 units. For this purpose, the excitatory latency was defined as the time between the onset of the probe-tone and the time at which the neuron reached its half-maximal discharge rate. The inhibitory latency was defined as the time between the onset of the test-tone and the time at which the tonic component of the neuron's response was reduced to its half-maximal level (Fig.  16A) . Because test-tone-induced reduction of discharge rates occurred mainly at test-tone levels greater than 50 dB (see following section on inhibitory sidebands), the inhibitory latency was measured only at higher intensity ranges.
Excitatory and inhibitory latencies both decreased with increasing sound intensity (Fig. 16B, C) . Large reductions in the excitatory latency occurred for probe-tone intensities up to 30-40 dB SPL, whereas at higher intensities the latencies remained relatively constant (>50 dB SPL; median: 3.4[3.1, 3.6] ms; n = 10). Inhibitory latencies similarly decreased with increasing test-tone levels between 50 and 90 dB SPL. Generally, inhibitory latencies were much more variable between units than were excitatory latencies. On average, inhibitory latencies were significantly longer than excitatory latencies (>50 dB SPL; median: 6.1 [4.9, 8.7 ] ms; n = 10; Wilcoxon signed rank test p = 0.002; Fig. 16C ).
Inhibitory sidebands
In order to examine how MNTB neurons integrate their excitatory and inhibitory inputs across fre- quency, the range of test-tone stimuli presented during two-tone stimulation was enlarged. As in the previous experiments, discharge activity was evoked by pure-tone stimulation (probe-tone) presented at the unit's CF and at 10-60 dB above threshold. The second stimulus (test-tone), however, was now varied systematically in intensity between 0 and 90 dB SPL and in frequency to cover the range from 1 octave below 2 octaves above the unit's CF. The inhibitory effect of the test-tone stimulus was summarized in response maps showing the range of test-tone stimuli that caused a significant reduction in probe-toneevoked activity (inhibitory response areas). This analysis was performed for both the presynaptic (prepotential) discharge activity and the postsynaptic (action potential) discharge activity in 54 units. A comparison of the respective inhibitory response areas allowed inhibitory influences that occur below the level of the MNTB and, thus, are reflected in its afferent input, to be distinguished from inhibition that is expressed in the MNTB itself.
The results from one representative unit are shown in Figure 17 . As can be seen from the two top panels, the unit showed greater frequency selectivity in its postsynaptic than in its presynaptic excitatory response areas (Fig. 17A, B) . For the two-tone stimulation, the presynaptic (left column) and the postsynaptic activities (right column) are shown sideby-side for comparable probe-tone levels between 20 and 50 dB above threshold (Fig. 17C-J) . Test-toneinduced reductions of discharge activity formed inhibitory sidebands below and/or above the CF in both presynaptic and postsynaptic recordings. A comparison of the respective sidebands clearly shows that at all probe-tone levels the inhibitory sidebands were more extensive, i.e., covered a wider frequency range, postsynaptically than presynaptically. Additionally, the overall area of the inhibitory sidebands increased with increasing probe-tone levels.
In 70% (38/54) of the units examined, the postsynaptic inhibitory sidebands were more extensive than the presynaptic ones. In all these neurons, these sidebands flanked or overlapped the excitatory response area at its high-and/or the low-frequency sides. In many neurons, the postsynaptic sideband thresholds decreased with increasing probe-tone levels. Additionally, in these neurons the area of the inhibitory sidebands steadily increased with increasing probe-tone levels (e.g., Fig. 17 ). Other units showed the strongest reduction and the lowest inhibitory thresholds at medium probe-tone levels (20-30 dB above threshold). These observations indicate that the dependence of the inhibitory influence on probe-tone level varied between units. The remaining 30% of the units (16/54) did not show significant differences between pre-and postsynaptic inhibitory sidebands.
DISCUSSION
The present results showed that the pre-and postsynaptic discharge activity of MNTB neurons differed from each other in a number of respects. Spontaneous and sound-evoked discharge rates were greater presynaptically than postsynaptically, and frequency tuning was sharper postsynaptically. Furthermore, noticeable differences were found between the respective temporal response patterns, e.g., postsynaptically the initial part of the phasic response component was relatively enhanced and pre-and postsynaptic RLFs differed significantly from each other in about half of the neurons examined. The fidelity of phase-locking to sound frequencies up to 1 kHz showed a pre-to postsynaptic improvement. These differences between pre-and postsynaptic response characteristics indicate that transmission at the CN-MNTB synapse does not occur in a one-toone manner. This is consistent with the idea that the discharge activity of MNTB neurons is the result of the integration of their excitatory and inhibitory inputs. Overall, these results indicate that the MNTB constitutes an additional modulation site in the auditory pathway where the strength and the time course of the contralateral inhibitory input to the LSO are adjusted.
Complex waveforms in MNTB unit discharges
All conclusions drawn in this study were based on the differential analysis of the activity of MNTB neurons and of their excitatory afferent terminals, the calyces of Held. The differential analysis was possible because the extracellularly recorded signals were composed of two distinct components reflecting the respective preand postsynaptic discharge activities. This distinction was first reported by Pfeiffer (1966) in recordings from AVCN neurons, which also receive their main excitatory afferent input from large-sized endbulb terminals. Pfeiffer also coined the term ''prepotential'' for the presynaptic component of the signal complexes. Guinan and Li (1990) subsequently confirmed the presynaptic nature of the prepotentials. By using retrograde electrical stimulation while recording from the MNTB of cats, they were able to selectively evoke only the postsynaptic component of the signal complexes (Guinan and Li 1990). Wu and Kelly (1992) subsequently succeeded in showing that the prepotential reflected the discharge activity of the presynaptic calyx. Their study was based on orthodromic electrical stimulation and extracellular recordings from MNTB neurons in mouse brain slices. By preventing synaptic transmission, they were able to selectively suppress the postsynaptic response while maintaining the presynaptic component of the signal complex.
The waveforms of the extracellularly recorded pre&action potential compounds described in these previous studies differed somewhat from each other, but these differences most probably only reflect different recording conditions (Pfeiffer 1966; Guinan and Li 1990; Wu and Kelly 1992) . The form and the polarity of extracellularly recorded signals depend on the input impedance of the recording electrode and also on the spatial relation between the tip of the electrode and the recorded neuron. Signals with a positive presynaptic component followed by a solely negative postsynaptic component were described by Guinan and Li (1990) . In the present study, similar signals were observed when using electrodes with impedances of approximately 6 MW. An increase in electrode impedance resulted in the signal waveforms becoming more biphasic, similar to the waveforms shown by Wu and Kelly (1992) .
Prepotential units indicating both the pre-and postsynaptic neuronal discharge activity are not unique to electrophysiological studies of the central auditory system. Such units have also been described in the visual system, e.g., in the lateral geniculate (IPPs) . Note that the test-tone has no noticeable effect on the presynaptic discharge activity but significantly reduces the postsynaptic discharge activity and at the same time causes an accumulation of IPPs. G, H. The test-tone, when presented alone (100 ms duration), does not affect the IPP activity. FIG. 15 . Distribution of failure rates of 54 MNTB units acquired under three different stimulus conditions: no stimulus (spontaneous activity), single-tone stimulation (probe-tone at CF, 50 dB above threshold), and two-tone stimulation (probe-tone and test-tone). Failure rates differ only slightly between spontaneous-and probetone-evoked activity but increase under two-tone stimulation. Data are shown as boxplots with the median (horizontal lines), 10%, 25%, 75%, and 90% percentiles.
nucleus of the cat (Bishop et al. 1958; Hubel and Wiesel 1961; Cleland et al. 1971 ) and macaque monkey (Lee et al. 1983) , and in the somatosensory system of the rat (Vahle-Hinz et al. 1994 ).
Basis for assuming the isolated prepotentials are prepotentials
In contrast to earlier electrophysiological studies in the MNTB that also documented prepotential units, the present study reports a second type of signal that was frequently recorded together with the pre&action potential compounds. These signals were similar in their shape to the spike-preceding prepotentials. However, they were not immediately followed by postsynaptic action potentials. We have termed these signals ''isolated prepotentials'' (IPPs) and interpret them to be discharges of the same presynaptic calyx terminal that produces the spike-preceding prepotentials (SPP).
Given the limitations of extracellular recording in vivo, there is no way to demonstrate with absolute certainty that IPPs and SPPs are the same signal and not discharges of different MNTB neurons or axons of passage in a multiunit recording. However, we feel that the bulk of evidence strongly supports the former interpretation: (1) During recording, IPPs and SPPs always appeared and disappeared in concert. If these signals originated from different sources, their ''appearance'' and ''disappearance'' during the recording should have frequently occurred independently of each other. (2) The principal component analysis showed that each of our unit recordings was composed of two, and only two, different types of waveforms: the pre&action potential compounds and the IPP-EPSP complexes. If our recordings had been of the common multiunit type, the number of neuronal elements in different recordings, and consequently the number of different types of waveforms, would have varied between experiments. (3) In parallel studies of the paraolivary nucleus that employed the same experimental setup and identical type of selective, high-impedance electrodes (15-30 MW) used here, only one signal type was observed in unit recordings. Multiunit activity was never recorded (unpublished observations). (4) The discharge pattern of SPPs and IPPs is inconsistent with the hypothesis that these signals arise from different independent neural elements. In response to highintensity tonal stimulation, IPPs exhibited a tonic firing pattern that lacked a prominent phasic component. In addition, the latency of the initial spike discharge was highly variable. To our knowledge, such a discharge pattern has never been described for MNTB neurons or globular bushy cells, which typically show primarylike responses or primarylike notch responses (e.g., Smith et al. 1991 Smith et al. , 1998 . In addition, during two-tone stimulation, IPPs and SPPs exhibited temporally correlated changes in spike number that cannot easily be accounted for if these signals are generated by different neural elements rather than by FIG. 16 . Excitatory and inhibitory latencies. A. Evaluation method: Time of half-maximal rate increase was taken as the excitatory latency, and the time of the half-maximal activity reduction during the tonic component defined as the inhibitory latency. For the latter, the mean spike rate at 20, 30, 80, and 90 ms was taken as reference. B. Level-dependent variations of excitatory (closed symbols) and inhibitory (open symbols) latencies shown for three units. For excitatory latencies, the abscissa refers to probe-tone intensity, for the inhibitory, to test-tone intensity. Inhibitory latencies were acquired with probe-tone levels of 35 dB SPL (G06007 and G06009) and 55 dB SPL (G07908). C. Mean excitatory and inhibitory latencies for ten units (error bars = SEM).
the same calyx terminal (Fig. 14) . (5) IPPs were observed only in recordings from units that also showed SPPs, i.e., in prepotential units.
Observations potentially inconsistent with the hypothesis that isolated prepotentials and spike-preceding potentials are the same signal There are two features in which the IPPs and the SPPs differ that are in contradiction to the assumption that both are generated by the same source: (1) the delayed negativity seen in connection with the IPPs and not with SPPs and (2) the differences in amplitudes of IPPs and SPPs.
Regarding the first, the recordings clearly show that the IPPs were typically followed after a slight delay by a negativity that peaked at 0.4-0.5 ms. Such a negativity is not seen in the SPPs. We suggest that this negativity is an extracellularly recorded EPSP which in the SPPs is obscured by the postsynaptic action potential. Prepotentials in connection with postsynaptic EPSPs had been recorded in MNTB slice preparations by Borst et al. (1995) and by Chuhma and Ohmori (1998) . In both studies the synaptic delay was comparable to the temporal relation between IPPs and subsequent negativity reported here. Support for our interpretation of the IPP-following negativity as an EPSP comes from a study by Takeuchi and Takeuchi (1962) . They used a preparation of the Loligo giant synapse to simultaneously make extraand intracellular recordings of synaptic activity. The intracellularly recorded (positive) EPSP evoked by presynaptic electrical stimulation is extracellularly indicated by a negative voltage deflection which follows, with a brief delay, after the presynaptic spike (Fig. 18) . Indeed, the compound IPP waveform we observed matches almost exactly (except the time domain) the extracellularly recorded signals described by Takeuchi and Takeuchi.
The second possible objection is not so easy to refute based on the present in vivo recordings. It is clear that in some units the SPPs and IPPs tended to differ in size, with the IPPs being somewhat smaller than the simultaneously recorded SPPs. The differences in amplitude may be attributable, in part, to the variability in signal size that characterized our extracellular recordings. The somewhat larger amplitude of the SPPs could also reflect a summation of excitatory afferent inputs. Based on Golgi studies, Morest (1969) reported that each MNTB neuron in the cat is contacted by a single calyx of Held. Subsequently, it was shown by the intracellular labeling of afferent fibers that a calyx terminal covers only about 24% of the somata of MNTB neurons in the cat (Smith et al. 1991) . Immunolabeling, in contrast, revealed that up to 40%-48% of the soma surface of MNTB neurons is covered by excitatory terminals (Smith et al. 1991) . This would suggest that at least a portion of the MNTB neurons may be contacted by noncalyceal excitatory terminals, possibly from collaterals of afferent fibers . Consistent with this idea is the observation that sound stimulation in the cat can produce an activation of MNTB neurons that is mediated by noncalyceal excitatory inputs (Guinan and Li 1990). However, it remains questionable whether a summation of excitatory input through noncalyceal afferents accounts for the difference in signal size, because these small inputs would presumably not evoke synaptic potentials in MNTB neurons with the same short latency as the large calyceal inputs. Alternatively, differences in IPP and SPP amplitudes might be due to presynaptic effects of glycinergic inhibition (Turecek and Trussell 2001), a possibility that still requires experimental evidence from pharmacological in vivo studies. A third possibility is that the size difference between IPPs and SPPs is due to small random variations in the amplitude of presynaptic potentials. Then bigger presynaptic potentials would lead to more transmitter release, thereby producing bigger postsynaptic potentials and the occurrence of postsynaptic action potentials. This would turn the bigger presynaptic potentials into SPPs. By similar reasoning, the smaller presynaptic potentials would become IPPs.
Failure of spike transmission
The occurrence of prepotentials that were not followed by postsynaptic spikes indicates that signal transmission at the CN-MNTB synapse does not occur in a fixed one-to-one manner. Failure rates were relatively high, ranging from 52% and 45% for spontaneous and CF-driven activity, respectively, to 74% for two-tone stimulation.
Prior studies have also reported what appear to be failures in synaptic transmission. Guinan and Li (1990) found in their recordings from the cat MNTB that with electrical stimulation at high rates ( ‡500 Hz), prepotentials were ''sometimes'' not followed by postsynaptic action potentials. Pfeiffer (1966) , recording from spherical bushy cells in the cat AVCN, which also receive their excitatory afferent input from large calyceal endings, observed failures of postsynaptic spikes in about a quarter of the prepotential units studied. The presynaptic discharges associated with spike failures in these experiments could correspond to the IPPs in the present study. At the moment, we can only speculate about the causes of the higher incidence of spike failures that we observed. Possible reasons for this discrepancy might be species differences and differences in the depth or type of anesthesia between our respective studies.
The mechanism(s) responsible for the failure of presynaptic discharges to give rise to postsynaptic spikes could operate at the level of either the presynaptic terminal or the MNTB neuron itself. Possible mechanisms include the inhibition of spike discharges by neural inputs (neuronal inhibition) or a limitation of action potential firing due to the intrinsic membrane properties of the calyx terminal or the MNTB neuron. Rapidly activated 4-aminopyridine-sensitive potassium currents have been reported for MNTB neurons, and it is tempting to speculate that such currents might limit action potential generation (Forsythe and Barnes-Davies 1993a). However, the finding that failure rates increased dramatically during two-tone stimulation indicates that intrinsic membrane properties cannot be the only reason for failures in spike transmission. Under the conditions of two-tone stimulation, the failure of some prepotentials to give rise to postsynaptic spikes must have been mediated, at least in part, by an acoustically evoked inhibition acting at the calyx terminal and/or the postsynaptic neuron.
Presynaptic mechanisms. Presynaptic inhibition is one potential mechanism whereby sound stimulation could suppress the generation of postsynaptic spikes. GABA(B) receptors, known to be present in the membrane of MNTB calyx terminals, could mediate such an inhibitory effect through a G-protein-dependent decrease of presynaptic calcium permeability. This, in turn, would lead to a reduction in transmitter release (Isaacson 1998) . This possibility is consistent with the reduction of excitatory postsynaptic potential (EPSC) amplitude following activation of GABA(B) receptors (Isaacson 1998) . A comparable G-proteinmediated reduction of transmitter release could also result from autoactivation of presynaptic metabotrophic glutamate receptors, as has been reported for MNTB calyx terminals (Takahashi et al. 1996; von Gersdorff et al. 1997 ). However, both mechanisms would be too slow to account for the relatively rapid acoustically induced reduction in postsynaptic discharge activity observed in the present study.
Postsynaptic mechanisms. The sound-induced reduction of postsynaptic discharges is probably best accounted for by postsynaptic inhibition. Support for this interpretation comes from the finding that twotone stimulation caused large and immediate decreases in postsynaptic discharge rates without significantly affecting the level of presynaptic activity. This inhibitory influence could be mediated through the GABAergic and glycinergic inputs to MNTB somata that have been described in immunocytochemical and electronmicroscopical studies (Roberts and Ribak 1987; Adams and Mugnaini 1990; Cant 1991) . Further evidence for postsynaptic inhibition and the functional role of these transmitters comes from slice electrophysiological studies (Banks and Smith 1992; Wu and Kelly 1995) and GABA (Wu and Kelly 1995) . Both GABA and glycine caused a decrease in the input resistance of MNTB neurons, resulting in subthreshold EPSPs and the loss of action potential firing (Wu and Kelly 1995) . In addition, long-latency IPSPs evoked by stimulation of the trapezoid body could be completely blocked by strychnine (Banks and Smith 1992) .
Possible contributions of inhibition to MNTB function
Frequency selectivity. The presynaptic frequency selectivity of MNTB neurons was comparable to that of globular bushy cells, the source of excitatory afferent input to the MNTB (Rhode and Smith 1986). The properties of the inhibitory response areas measured under two-tone stimulation suggest that this pre-to postsynaptic increase in frequency selectivity is due to an acoustically evoked inhibition that prevents MNTB neuronal firing.
How does the sharpening of frequency selectivity of MNTB neurons relate to the activity of LSO neurons? The LSO and MNTB both receive their excitatory input from globular bushy cells within the VCN (Friauf and Ostwald 1988) . LSO neurons, in turn, receive converging inhibitory inputs from the MNTB (Henkel and Gabriele 1999) . This convergence of inputs results in a mismatch between excitatory and inhibitory tuning: At low stimulus levels an LSO neuron's inhibitory response area is more broadly tuned than its excitatory response field (Tsuchitani 1997) . At higher intensity levels, however, the inhibitory tuning is sharpened so that this mismatch no longer exists. The sharpening of inhibitory tuning at higher intensities may well have its origin within the MNTB. Thus, the activation of sideband inhibition within the MNTB at higher intensities (>30 dBs above threshold) results in an increase in frequency selectivity, which would be reflected in the inhibitory output to the LSO.
Temporal response pattern. MNTB neurons showed phasic-tonic response patterns. Presynaptically, these could be classified as primarylike notch and postsynaptically as primarylike notch or primarylike. A primarylike notch pattern has also been described for the globular bushy cells, the source of afferent excitatory input to the MNTB and also for MNTB neurons themselves (Guinan et al. 1972b; Smith et al. 1991; Tsuchitani 1997) . Pre-and postsynaptic activity differed in their temporal response characteristics. Specifically, the duration of the phasic component of the response was briefer postsynaptically and the overall level of discharge was reduced. Both effects might be attributable to acoustically evoked inhibition, which occurred with a slight delay relative to the onset of the excitatory response.
The functional significance of this delayed inhibition might be the enhancement of coding of fast amplitude fluctuations in complex acoustic signals. This could aid the detection of signals that barely stand out against background noise. A comparable suggestion was put forward by Ebert and Ostwald (1995) for the functionality of VCN neurons in rats based on observations of the effect of GABA on neuronal discharge activity.
Phase-locking fidelity. The present study showed phase-locked responses to low-frequency sinusoids in both presynaptic discharge activity and postsynaptic discharge activity. The goodness of phase-locking can be expressed by the entrainment of spikes and quantified by calculation of the synchronization index (Joris et al. 1994) . The entrainment indicates the reliability with which a spike occurs during each stimulus cycle. Here we show that the entrainment is higher pre-than postsynaptically (Fig. 11) . Comparable results were obtained by Wu and Kelly (1993) who used electrical stimulation in a slice preparation. However, despite the postsynaptic reduction in spike rates, the synchronization of the remaining spikes to a specific phase of the stimulus cycle (SI) is increased. Both the lower postsynaptic entrainment and the higher SIs indicate a possible influence of inhibition which causes presynaptic discharges occurring at unfavorable phases to fail to generate postsynaptic action potentials.
In conclusion, our results suggest that although MNTB cells receive a major excitatory input via calyces of Held, acoustically evoked inhibition also plays a principal role in MNTB signal processing. The failure of presynaptic discharges to generate postsynaptic action potentials results in the occurrence of IPPs. In a respective recording, IPPs and the SPPs are similar in a number of aspects which suggests that they originate from the same calyceal terminal. The differences between IPPs and SPPs described here might in turn account for their different efficiency to generate postsynaptic action potentials. However, based on our current information, it is not possible to conclude that the failure of action potential generation at the CN-MNTB synapse is due only to postsynaptic inhibition. We should be able to verify the mechanisms underlying the failure of action potential generation at the CN-MNTB synapse by pharmacologically blocking the proposed inhibition.
