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SUMMARY
Heterogeneous materials play important roles in many different applications across a
wide range of industries. Examples include engineered composites, particulate systems,
and energetic materials, which all display complex meso-scale features and behaviors. This
complexity leads to significant gaps in the understanding of heterogeneous materials, espe-
cially under extreme conditions such as shock-compression. A fundamental challenge in
this area of research is a lack of experimental diagnostics that can provide spatially-resolved
information under the demanding temporal and environmental conditions of shock loading.
Multilayer optical structures, due to their unique spectral responses that can be correlated
to externally induced loads, have the potential to serve as a new class of sensor for these
complex materials and conditions.
This work presents the theory, development, and evaluation of novel multilayer opti-
cal structures as time-resolved pressure sensors with meso-scale spatial sensitivity. Time-
resolved spectroscopy of laser-driven shock-compression experiments on the multilayers
demonstrated spectral shifts of the characteristic spectral peaks to shorter wavelengths
(blueshifts), and simultaneous velocimetry established that these spectral shifts are un-
ambiguously correlated to the laser-driven shock pressure. An optomechanical model was
developed and used to predict the spectral response of the multilayers as a function of
pressure, and when informed with quality empirical data, quantitatively matches the experi-
mentally observed blueshift. Experiments and simulations of spatially heterogeneous shock
loading demonstrate the ability of the multilayers to resolve not only multiple pressures but
also to capture the subtle features present in shock-compressed heterogeneous materials, all
while maintaining nano-second level temporal resolution. Overall, multilayer-based sens-
ing is a fundamentally new time-resolved diagnostic method in the fields of high-strain-rate
material behavior and shock physics. This work has provided the theoretical and empiri-
cal foundation for broad classes of different multilayer structures, and demonstrated their
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unique potential utility for capturing the complex meso-scale pressure histories needed to




Heterogeneous materials are frequently observed in a wide variety of environments and en-
gineering applications. For example, geologic materials such as soil, sand, and rock have
a strong heterogeneous character. Engineered composite materials, such as bonded partic-
ulate materials and laminates, also possess an intrinsically heterogeneous nature. Broadly,
heterogeneous materials are defined by a departure from microstructural homogeneity, with
the scale of such departure ranging from the microscopic to the macroscopic.
It is well known that such materials have complex mechanical behavior that can be
difficult to predict. The multi-scale mechanisms that drive the macroscopic response of
heterogeneous materials must be understood in order to form predictive and descriptive
models. For a large number of materials, it is the meso-scale that plays the dominant role
in controlling many features of bulk material behavior [1]. The meso-scale has a range of
definitions depending on the nature and scale of the heterogeneity in the system, although
it can be generally defined as the length scale at which the dominant heterogeneity is dis-
cretely observable. For example, in a geologic material such as sand, the meso-scale is
the length at which individual grains of sand and grain-grain interactions can be clearly de-
fined. This illustrates the difficulty in rigorously testing and observing meso-scale behavior
in complex heterogeneous materials as the pertinent length scale is often on the order of
microns requiring high spatial-resolution diagnostics.
This requirement is particularly difficult for materials under the high-magnitude dy-
namic loads often encountered in applications where many heterogeneous materials are
designed to operate, such as blast loading and impact events. Under such conditions of
shock-compression, not only are there spatial resolution difficulties introduced by varying
length scales, but often the meso-scale features and interactions that drive the material’s
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bulk response have short time-scales ranging from microseconds to nanoseconds. While
there are many existing time-resolved experimental diagnostics used in the study of dy-
namic material behavior, very few have the requisite spatial sensitivity to resolve essential
meso-scale features. And while computational methods can certainly provide significant
insight into dynamic meso-scale behavior, without high quality experimental data for val-
idation it is impossible to verify the accuracy of such models. The net result for many
important heterogeneous material systems is that knowledge of their shock-compression
behavior is poorly understood. In order to address this significant knowledge gap, two spe-
cific advances are required. First, new experimental diagnostics that possess high spatial
and temporal sensitivity must be developed. Second, rigorous computational models that
fully incorporate relevant meso-scale features must be validated against the experimental
data generated from such meso-scale time-resolved diagnostics.
The aim of this dissertation is to contribute to closing this knowledge gap by investigat-
ing and testing novel optical devices for use as advanced time-resolved meso-scale diagnos-
tics. The investigation focuses on multilayer optical structures, a relatively easily produced
type of 1-dimensional photonic crystal. These multilayer structures have unique spectral
characteristics, which are intrinsically related to the mechanical and thermodynamic state
of the materials in the multilayer. Externally induced changes in these conditions produce
a corresponding change in the spectral response of the multilayer, resulting in an optically-
based sensor by monitoring the temporal evolution of the spectral response. Further, if
the external loading is spatially localized, the corresponding spectral alteration is similarly
spatially localized. This spatially resolved behavior, combined with the inherently fast re-
sponse time of optical operation, is a strong indicator that multilayer optical structures can
have significant potential to be leveraged as meso-scale time-resolved diagnostics.
Due to the novel nature of this work, it was essential that the structure and behavior
of multilayer optical structures under shock-compression be well characterized, including
under both uniform and heterogeneous loading conditions. In order to meet these goals,
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the objectives of this dissertation are as follows:
1. Develop multilayer structures with physical and spectral features well-suited for
time-resolved meso-scale sensing of dynamic shock-compression effects, leveraging
different materials, multilayer designs, and fabrication methods.
2. Develop theoretical models describing the mechanisms that control the mechanical
and spectral response of the multilayer designs under shock-compression, and com-
pare and validate these models to experimental data.
3. Develop computational methods that can accurately predict both the mechanical and
optical response of the multilayer designs under shock-compression, incorporating
theoretical models, non-uniform multilayer deformation and compression, and dif-
ferent temporal and spatial loading scales.
4. Determine the mechanical and spectral response of multilayer designs under both
uniform and heterogeneous shock-compression with simulations and experiments,
and evaluate the potential and practical application of using the multilayers as time-
resolved meso-scale diagnostics for probing shock-compression in heterogeneous
materials.
This dissertation will address these and other relevant topics across the following chap-
ters. Chapter 2 addresses the history and current knowledge of the shock-compression of
heterogeneous materials, the history and development of other time-resolved diagnostics,
and the basic principles of operation and design for the multilayer optical structures studied
in this dissertation. Chapter 3 describes the development of an experimental setup for laser-
driven shock-compression of the multilayer structures with simultaneous time-resolved
spectroscopy and velocimetry, and also presents a custom computational framework that
can produce time-resolved spectra for the multilayers under arbitrary spatial and tempo-
ral loading conditions. Chapter 4 details the focused development of multilayer structures
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with materials and spectral features specifically designed for capturing shock-compression
effects on nanosecond to microsecond time-scales as well as the definition of theoretical
models that can predict the mechanical and optical responses of the multilayers under such
loads. Chapter 5 presents experimental results of 1-dimensional shock-compression exper-
iments compared with predictions of the theoretical models, and Chapter 6 describes the
experimental and simulated response of the multilayers to spatially heterogeneous, multi-
pressure shock loads. Chapter 7 discusses the practical aspects of experimental implemen-
tation and data extraction/analysis when using the multilayer structures in time-resolved
meso-scale sensing of shock-compression in heterogeneous materials. Finally, Chapter 8
concludes the dissertation with a discussion and summary of the results, as well as identi-




2.1 Shock Compression Phenomena
After several decades of intensive study, the fundamental phenomena governing the shock
response of homogeneous materials is now well understood, with Meyers [2] and Forbes
[3] offering thorough discussions. A foundational assumption of this work is the contin-
uum mathematical description of materials, as represented in the three Rankine-Hugoniot
conditions of a perfect shock front in a material: the conservation of mass, momentum, and







P = ρ0UsUp (2.2)
E − E0 =
P (V − V0)
2
(2.3)
In the above equations V is the specific volume of the material, Us is the shock velocity, Up
is particle velocity, ρ is density, P is pressure, and E is internal energy. These equations
relate the thermodynamic parameters of pressure, volume, and energy to the hydrodynamic
parameters of shock velocity and particle velocity across a perfect, discontinuous shock
front. As a material is shock compressed, it undergoes various dissipative processes de-
pending on its microstructure, intrinsic material properties, and magnitude of the loading.
For example, a metallic material will typically undergo first elastic, then plastic deforma-
tion if the magnitude of the load exceeds the material’s dynamic yield strength, termed the
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Hugoniot Elastic Limit (HEL). Some materials (including both metallic and non-metallic)
will show temporary or permanent changes in crystal structure under shock-compression.
At longer times, complex wave interactions can lead to unique damage and failure mecha-
nisms or simply attenuation of the shock wave.
Based on the Rankine-Hugoniot equations, significant insight into the shock response
of homogeneous materials can be gained by recording the temporal histories of relevant
parameters. For example, an accurate recording of the velocity of the rear surface (indi-
rectly, the particle velocity) of a shocked metal can provide evidence of several important
processes, including the elastic-plastic transition, phase transformations, and dynamic ten-
sile failure (spall). Figure 2.1 shows rear surface velocity of a sample of α-iron shocked to
∼23.7 GPa [4]. Several clear transition regions can be observed in the velocity profile, due
the differences in wave speed between the elastic, α-plastic, and ε-plastic waves speeds.
Figure 2.2 demonstrates the characteristic signal of spall failure, which occurs when trav-
eling waves of opposite sense (tensile and compressive waves) meet at an interior point
of a material. Models can be derived that relate features of the spall signal (e.g., depth of
the pull-back between times 3 and 4 in Figure 2.2b) to a material’s resistance to dynamic
failure. There are many other important material responses, thermodynamic properties, and
failure mechanisms that can be explored via the temporal histories of Us, Up, and P . Again,
see Meyers [2] and Forbes [3] for additional examples and discussion. It is important to
reiterate that many of these approaches are based on assumptions of material homogeneity
and uniform, 1-dimensional loading. For many bulk materials, this is reasonable, and such
approaches have been shown to work quite well.
Despite these generally well-behaved responses, even traditionally homogeneous sys-
tems do still have meso-scale features and behaviors that can influence bulk material re-
sponses. As the material becomes more and more heterogeneous, shock loading behavior
quickly becomes a complex combination of many different phenomena spanning multiple
time and length scales. The intrinsic microstructural, material property, and thermody-
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Figure 2.1: The free rear surface of a sample of α-iron shocked to 23.7 GPa from Barker et
al. [4]. There are three distinct regions labeled in the velocity profile, each corresponding
to a particular material response to the dynamic compression load. Region E corresponds
to the fast-traveling elastic precursor wave, followed by the slower α-iron plastic wave at
P1. The slower moving ε-iron plastic wave arrives later at P2, and finally wave interactions
between the α − ε interface and the free surface produce the “artifact” in the PIR region.
Figure reused with permission.
namic variation in these systems invalidates the assumption of a discontinuous (or even
steep) shock front at the continuum scale, shifting the conservation relationships to the
meso-scale and making the standard analysis of velocity profiles suspect. This local-
ization effect can also combine with induced chemical reactions and unique mechanical
force transfer and failure modes to interact in an emergent manner, producing a very broad
range of shock loading responses in heterogeneous materials. The corresponding literature
is broad and constantly developing, and Nesterenko [6] provides a more comprehensive
overview of the fundamental challenges to understanding the shock responses of heteroge-
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Figure 2.2: (a) Schematic and (b) representative free surface velocity temporal profile for
dynamic tensile failure (spall) for a material under a parallel plate impact load from [5].
The failure occurs as two release waves (R) of different sense (compressive and tensile)
meet in the sample material along the spall plane, as indicated in (a). Figure reused with
permission.
neous materials.
The following sections discuss the role of the meso-scale in various classes of mate-
rials in more detail, starting with otherwise-homogeneous polycrystalline solids, and then
moving to several types of strongly heterogeneous systems. Finally, as the parameters in
equations 2.1 - 2.3 cannot be easily related to meso-scale features in these cases, a funda-
mental question remains: what experimentally measurable quantities are both obtainable
and relevant in understanding the shock response of heterogeneous materials? To that point,
Section 2.1.4 explores the salient differences between continuum and meso-scale experi-
mental measurements of shock-compression and the implications of such differences when
making inferences about material properties and behaviors.
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2.1.1 Meso-scale Phenomena in Polycrystalline Solids
If a “homogeneous” sample of a common aluminum 2024 alloy is shock-compressed, broad
consistency in mechanical and thermodynamic behavior is expected. Figure 2.3 from [7]
shows the results of over 200 experiments conducted by different researchers, using four
different experimental approaches and data analysis techniques. There is remarkable con-
sistency in the data, proving that equations 2.1 - 2.3 are indeed valid under the appropriate
conditions, and that the meso-scale differences between each sample are, in this case, neg-
ligible.
Figure 2.3: Experimental data for the 2024 aluminum alloy as compiled by Marsh [7]. The
figure on the left shows the data in the Us-Up plane (shock velocity vs particle velocity),
and the figure on the right shows the same data converted to the P-V plane (pressure vs
specific volume). The data, despite coming from multiple sources and experimental/data
analysis methods, is remarkably consistent.
However, subtle behaviors that have been observed at the continuum scale in even such
proto-typically homogeneous materials can be attributed to meso-scale heterogeneity [8].
For example, all polycrystalline solids have a distribution of grain sizes and corresponding
grain boundaries. Previous work has shown that such meso-scale features play important
roles in how a shock front propagates through a material [9, 10]. Figure 2.4 shows an
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example of the particle velocity profile of a shocked Al-6064 T4 alloy, and how meso-scale
simulations that incorporate grain size distributions and discrete boundaries can reproduce
experimentally observed transition features under reloading or unloading of the shocked
sample [10].
Figure 2.4: Simulated and experimental particle velocity profiles for shock-loaded 6064-T4
aluminum from Dwivedi et al. [10], highlighting the reloading/unloading transition region.
Continuum elastic-plastic models predict relatively sharp transitions between these regions,
but the meso-scale simulations with discrete, hardened grain boundaries (HGB) are a good
match to experimental data. Figure reused with permission.
Another important example of the influence of meso-scale features in otherwise ho-
mogeneous materials is the role of material microstructure in dynamic failure. Figure 2.5
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shows an image of the spall plane of a shocked AZ31B magnesium alloy [11]. Spallation
theory establishes that fractures will nucleate and grow at any point in the material where
the local stress state exceeds the material’s spall strength. In a homogeneous material, this
is most likely to occur uniformly along the spall plane, but in practice the presence of pre-
existing voids, inclusions, and defects at the meso-scale act as strongly preferred nucleation
sites for crack nucleation and growth, as can be seen in Figure 2.5 b-d. As the scale and
complexity of such heterogeneity increases, broad variations in spall strength are observed.
For example, Minich et al. [12] have observed significant variation in the spall strength of
copper as a function of both crystallographic orientation and grain size, placing the driving
mechanisms of such failure behavior firmly at the meso-scale. Whelchel et al. [13] saw
similar variations in the spall strength of rolled 5083-H116 aluminum as well as unique
fracture modes depending on the orientation of the rolled microstructure with respect to the
spall plane.
Figure 2.5: Electron microscopy images of the spall fracture surface in shock-loaded
AZ31B magnesium alloy samples. The increasing zoom-level from (a) to (d) demonstrate
the nucleation and growth of the spall fractures at the interfaces of intermetallic inclusions.
Figure reused with permission.
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Beyond these examples, a complete discussion of the intricacies of grain boundaries,
elemental distributions, particulate inclusions, and other meso-scale features of polycrys-
talline metals is beyond the scope of this work. As such, a relevant underlying theme can be
summarized as follows: even broadly homogeneous materials have important meso-scale
features, and their influence on shock-compression behavior can be observed across several
different length scales.
2.1.2 Meso-scale Phenomena in Engineered Composites
Engineered composites are a very broad class of heterogeneous materials, and are often
also cited as a proto-typical example of both the advantages as well as complexity of ex-
ploiting the meso-scale to meet certain performance guidelines for specific engineering or
scientific applications. For example, carbon fiber composite structures are used extensively
in many different contexts, and the familiar matrix-fiber structure is well known. Simi-
larly, bonded particulate materials ranging from concrete to solid propellants and explo-
sives share many similarities, and generic “simulants” of inert solute particles and matrix
binders have been studied extensively to better understand the behavior of such materials
under different conditions. More generally, engineered composites combine materials with
often disparate mechanical and chemical properties, and typically have well-defined ma-
trix/solute interfaces. Based on the meso-scale complexity of this class of materials, it is no
surprise that their behavior under shock loading is complex. Similar to the polycrystalline
solids discussed in the previous section, for many engineered composites temporal histories
of localized or average particle velocity and pressures can provide indications of specific
meso-scale features; however, as the complexity of the heterogeneity increases reasonable
inference of specific behaviors or properties can become problematic.
For example, Chen et al. [14] thoroughly examined the stress wave structure of shocked
layered composites, linking mesoscale heterogeneities to experimentally observed contin-
uum features of shock wave structure in similar layered composites. Specht et al. [15]
12
investigated layer material, thickness, and orientation differences in simulations of layered
nickel/aluminum composites based on real microstructures (see Figure 2.6), indicating that
mesoscale variations associated with the orientation of layers with respect to shock direc-
tion, as well as layer uniformity, significantly affects the level of dispersion in the shock
front.
Figure 2.6: Simulated material deformation (a), strain (b), and temperature (c) fields of
a shock compressed nickel/aluminum multilayer laminate using real microstructures [15].
Mesoscale variations in layer uniformity combined with an orientation angled at 45 degrees
to the direction of shock propagation produce heterogeneous effects that significantly in-
fluence the dispersion and dissipation of shock energy in the structure. Figure reused with
permission.
Moving toward particulate composites, the shock response of concrete and other strongly-
bonded particulates has been extensively studied, and a review of the literature indicates the
significant role of component properties, interfaces, and microstructural variation. Riedel
et al. [16] demonstrated that a meso-mechanical simulation of shock compressed concrete
qualitatively reproduced a wide range of historical experimental data reasonably well, while
also providing insight into mesoscale mechanisms and responses. It is important to note
that the authors stressed the qualitative nature of this comparison, as the wide variation in
sample microstructure, measurement techniques, and concrete mixture composition pre-
vents a more targeted quantitative comparison.
When an engineered composite includes both mechanical and chemical heterogeneity,
the important subclass of energetic materials can be defined. Energetic materials have
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extensive military, aerospace, and industrial applications, and there is significant interest
in understanding their behavior under different conditions. Generally, these systems are
composed of hard solute materials surrounded by a much weaker binding solvent matrix,
often with small but significant amounts of porosity. A highly studied, specific example
would be polymer bonded explosives such as HMX, where the crystalline energetic (RDX)
is embedded in a soft polymer binder.
It is well documented that under shock-compression such materials will partially or
completely react, with the presence of localized regions of high temperature (“hot spots”)
the most likely mechanism of initiation as indicated by early work from Bowden [17].
Continued work has indicated that the combination of several different energy dissipation
mechanisms contribute to the formation of hot spots [18]. The currently accepted con-
sensus of shock-initiation argues that complex spatial and temporal interactions of initial
microstructural variation, highly localized plastic strain, porosity collapse, inter-particle
friction, particle failure, and shock dissipation interact to provide sufficient mechanical and
thermal energy to initiate energetic chemical reactions [19]. Figure 2.7 shows a mesoscale
model of HMX under impact loading, which incorporates many of these mechanisms and
behaviors.
Figure 2.7: Simulated meso-scale temperature fields show thermal hot spot evolution dur-
ing impact loading of HMX polymer bonded explosive [19]. Meso-scale effects lead to
localized deformation of the binder and fracture of individual HMX crystals, producing
temperature increases which can create localized reaction initiation events. Figure reused
with permission.
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Understanding the shock response of energetic materials is an essential safety require-
ment in many contexts, and this need motivates much of the existing literature. Accu-
rately predicting the temporal and spatial nature of hot spots and corresponding reaction
events is absolutely essential in order to fully understand such materials and ensure their
safety in specific applications. Extensive effort has been dedicated to this problem, and
complex models using a broad range of different computational techniques have produced
many meaningful results. However, there still is a distinct lack of high-quality temporally-
and spatially-resolved experimental data with which to validate these models [20]. Recent
advances in time-resolved pyrometry measurements of temperature evolution in shocked
energetic composites have produced compelling arguments for hotspot formation resulting
from pore-collapse and product gas heating [21], demonstrating the practical and theoret-
ical utility of increasingly advanced diagnostics. The addition of diagnostics with even a
minimum level of spatial sensitivity remains a highly desirable goal in the field.
2.1.3 Mesoscale Phenomena in Particulate Media
Granular materials represent many important systems in manufacturing, military, and ge-
ological applications, and often are presented as the extreme case of heterogeneous mate-
rials. Common examples include sand or other soils and metal, oxide, or ceramic powder
compacts. Beyond the particles themselves, unbonded media such as infiltrated fluids or
gases add substantial complexity to these systems. With the many variables of particulate
materials, particle size distributions, infiltrates, and packing arrangements, etc., there is
a vast combination of different granular systems that make even broad generalizations of
consistent behavior somewhat tenuous. As before, a thorough discussion of this expansive
complexity is beyond the scope of this work, but several important meso-scale phenomena
will be highlighted.
One such important feature of granular materials is constituent particle level interac-
tions. As the bulk material is at most weakly bonded by cohesive forces, mechanical loads
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tend to induce complex force transfer mechanisms and particle rearrangements. For exam-
ple, in both the static and quasistatic compression of granular materials, it is well known
that the mechanical load is transferred through the material via discrete networks of con-
tacting particles often called force chains [22]. This behavior is highly relevant to shock-
compression, where high magnitude pressure pulses can follow stochastic paths influenced
by particle deformation, motion, and fracture. Often, such complex behavior will sig-
nificantly influence the bulk response of the system in ways that continuum models are
incapable of predicting. Dwivedi, et al. [23] demonstrated that exactly such meso-scale
particle level features are responsible for projectile penetration instability in granular geo-
logic materials (Figure 2.8). Similar behavior has also been demonstrated experimentally
[24].
Figure 2.8: Image from a 2D meso-scale simulation of projectile penetration into a granular
medium [23]. Projectile trajectory instability is observed even with (a) no friction and (b)
addition of friction significantly increases trajectory instability and clearly demonstrates
the role of force chains in the dynamic material response. Figure reused with permission.
While sophisticated computational models and well-designed experiments have pro-
vided much insight into the roles of such constituent-level interactions in dynamic loading
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behavior, experimental diagnostics that can potentially resolve the time and location of
evolving force chains, levels and spatial distributions of stresses, stress-states, and particle
deformation, and fracture/communition processes will significantly contribute to a more
complete understanding of such phenomena.
Another important meso-scale mechanism in granular systems is shock front dissipa-
tion and dispersion. In many heterogeneous materials, there are significant differences in
the strength and hardness of the individual constituents. Under static loading, this results
in partitioning of the mechanical load to the “stronger” constituents. Under shock loading,
however, strains of several hundred percent are easily obtained, and disparate mechanical
properties of the constituents in the heterogeneous material significantly affect the propa-
gation or dispersion of the shock wave. Daraio, et al. [25] demonstrate that the “softer”
constituents will absorb more of the shock energy, decreasing the magnitude of the shock
pulse and dispersing the shock front spatially and temporally. Simulations of nickel and
aluminum powder compacts with realistic microstructures show such effects (Figure 2.9),
with the dispersion attributed to the initial compact density as well as the softer aluminum
particles preferentially deforming compared to the harder nickel particles [26]. This dis-
persive behavior is often desirable, as it can be leveraged to encourage elemental mixing
for shock-induced chemical reactions [26, 27], or as an engineered method to absorb and
disperse large amounts of energy [25].
The extreme cases of granular material exemplifies the fundamental challenges of un-
derstanding dynamic behaviors in such systems, and even heterogeneous systems generally.
The meso-scale localization of stress, strain, and energy dissipation and release (e.g., mate-
rial failure or chemical reactions) is the defining character of their response. These complex
interactions do have emergent, measurable effects on the bulk response which traditional
diagnostics can measure; but, in many fundamental cases the reverse process (identifying
specific meso-scale features directly from bulk measurements) is not deterministic. There
are many possible combinations of meso-scale behaviors that can manifest in similar ways
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Figure 2.9: Pressures surfaces from 2D meso-scale simulations of Ni-Al powders of various
initial densities [26]. Shock fronts at different densities show increasing dispersion and
spatial variability due to the heterogeneous response of the powder compact. Figure reused
with permission.
on the bulk scale, and frequently no combination of clever experimental design or sample
preparation can effectively control for such variability.
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2.1.4 Comparing Continuum and Meso-scale Shock Responses
As was just presented, in the fields of high strain rate behavior and shock-compression
studies much focus has been placed on identifying meso-scale features and interactions
by indirectly observing their effects from continuum measurements, combined with theory
and appropriate assumptions. In some cases this approach is quite useful, for example in
the association of quasi-elastic unloading and reloading to grain-level effects in polycrys-
talline metals discussed previously [10]. However, for most heterogeneous materials and
shock loading conditions, continuum measurements do not have the appropriate resolution
to accurately evaluate meso-scale effects. This is arguably the fundamental challenge in the
study of heterogeneous materials, which motivates not only the present work, but also re-
search into advanced characterization methods generally [1]. To make this distinction more
tangible, several examples will be discussed that highlight the differences in continuum and
meso-scale responses.
First, Vogler et al. have demonstrated this issue with a series of shock-compression
simulations in a powder compact of tungsten carbide and aluminum at several different
pressures. Figure 2.10 shows distributions of simulated stress in the material. There are
several important features revealed in these plots. First, at all impact velocities signifi-
cant variation in stress evolves spatially and temporally due to the complex mechanisms
of shock propagation in granular materials as discussed in the previous section. Second,
the average pressure (denoted by the red line) is very smooth for all impact velocities and
stresses, but in many cases is an extremely poor representation of the overall heterogeneous
stress state in the material. For example, at an impact velocity of 400 m/s the average lon-
gitudinal stress is between the bi-modally distributed high and low pressure regions, and
thus does not even represent the most likely stress states in the overall material. Simi-
lar results are reported for lateral particle velocity and temperature, where average values
do not represent the underlying distributions of velocity and temperature in the shocked
material. However, the results illustrate an important aspect of meso-scale systems: local-
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Figure 2.10: Distribution of stresses in the simulated (3D) shock-compression of WC/Al
powder compacts at 200, 400, and 600 m/s. Gray lines indicate pressures at individual
spatial positions, while red lines indicate the overall average stress. Darker regions indicate
a high total number of spatial regions at a given pressure and longitudinal position. Figure
reused with permission.
ized material responses can often be described as distributions that vary both spatially and
temporally.
Visualizing these distributions of velocity and pressure are unique advantages of meso-
scale simulations which demonstrate well the important need for spatially-resolved diag-
nostics. For a more practical comparison, LaJeunesse et al. [28] use experimental and
meso-scale simulation data to explore the distribution of granular sample/window interface
velocities using the capabilities of existing experimental diagnostics. Figure 2.11 shows
the particle velocity distribution of two different samples composed of ∼483 µm ((a) and
(c)) and ∼133 µm ((b) and (d)) granular particles of silica sand packed to a density of
1.73 g/cm3 and impacted at ∼1440 m/s and ∼1000 m/s [28]. Comparison of the average
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and individual simulated velocity profiles with experimental data demonstrates several key
insights:
1. The distribution of velocity breakout, rise-time, and peak levels show significant
variability across the simulated 100 tracer points. This makes accurate determination
of certain properties such such as wave transit speed exceedingly difficult.
2. This variability is a function of both particle size (e.g., compare Figure 2.11a and b)
and velocity of the impacting flyer.
3. In some cases, the experimental velocity profile can be well-matched to either the
average of the simulated tracer points or a single discrete point in the simulations.
These observations illustrate the challenges associated with evaluating meso-scale be-
havior using continuum diagnostic methods and assumptions. If the spread of measured
particle velocities is treated as a statistical distribution, then the experimentally observed
velocity profile represents a single random sample of that distribution. In this case, there
are two possible interpretations of the such data: as representative of the mean velocity
(technically the most likely case), or as a biased instance or even outlier of the overall
distribution of velocity histories. In either case, strong inferences about both bulk and
meso-scale material responses are impossible as the statistics cannot support such claims
with only a single sample. Repeated experiments under similar conditions can provide
more inferential power, but in many cases such an approach is cost and/or time prohibitive.
Ultimately, without experimental methods that can accurately measure both continuum
and meso-scale information, the mechanistic and quantitative predictions of meso-scale
models and theories will remain unvalidated. To that point, Section 2.2 below discusses
the state of time-resolved diagnostics in the field of shock-compression, and it also iden-
tifies the relevant capability gaps that prevent more rigorous investigations of the dynamic
behavior of heterogeneous materials.
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Figure 2.11: Comparison of experimental and computational predictions of sand/window
interface velocities for two different samples at two impact velocities. The simulated veloc-
ity histories are obtained from 100 distributed tracer points along the simulated interface.
(a) and (c) correspond to the ∼483 µm sand particles, while (b) and (d) correspond to the
∼133 µm particles. The “Single Tracer” shown in (c) and (d) corresponds to one of the 100
simulated tracers selected as the best match to the experimental data. Figure reused with
permission.
2.2 Time-resolved Experimental Diagnostics
The existing set of experimental diagnostics used in the study of dynamic material behavior
is broad (see Meyers [2], Forbes [3], and Field [29] for thorough discussions); but, in prac-
tice a relatively small number of laboratory-scale tools are used by the vast majority of the
high-strain-rate and shock physics community. A brief overview of these primary methods
are discussed in the following sections, including analysis of each method’s application to
heterogeneous materials and its ability to provide both temporally and spatially resolved
information.
Prior to this discussion, it is important to make a practical distinction in the type of
data that the following diagnostics are able to capture. With few exceptions, the existing
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standard methods are all variations of point/area measurements at the surface of a sample,
the interface between the sample and a transparent window, or the interface between the
sample and the sensor package. The causes of these limitations are typically inherent to the
methods: visible-light based interferometric approaches cannot probe beyond opaque sur-
faces, and area-based pressure sensors cannot be embedded into a material without creating
some form of new interface. Indeed, even the proposed multilayer based sensors are still
fundamentally surface/interface diagnostics, though the practical details of the multilayer
sensors and their uniqueness will be discussed in later chapters.
It can be argued that time-resolved in-situ data is far more desirable than surface/in-
terface data for capturing complex meso-scale phenomena. This is undoubtedly true, but
the theoretical attractiveness of this approach belies the general utility and availability of
methods capable of producing such data. For example, in-situ characterization of materi-
als utilizing high intensity X-ray imaging is an extremely powerful technique, and several
facilities including the Linac Coherent Light Source at the SLAC National Accelerator
Laboratory, the Advanced Photon Source at Argonne National Laboratory [30], and the
Diamond Light Source in the United Kingdom are integrating such capabilities with ex-
perimental equipment capable of producing a wide range of dynamic loading conditions.
These facilities have significant potential for enhancing understanding of the complex dy-
namic responses in heterogeneous materials, but highly competitive scheduling and sample
limitations can make such experiments impractical for many material systems and research
groups. As such, laboratory-scale diagnostics based on surface/interface measurements
will continue to play a vital role in the field, and continued research into the development
of new diagnostics of this category is still warranted.
2.2.1 Velocity Interferometry
Velocity Interferometry is arguably the most widely used diagnostic in the shock physics
and dynamic material behavior communities. Accuracy in velocity records of 1-2% are
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relatively easily attained, and the inherent flexibility in the method allows for many differ-
ent use scenarios. Through the application of the Rankine-Hugoniot equations (see Section
2.1), pressure, volume compression, and even temperature (in combination with a suitable
Equation of State) can be calculated from velocity histories [2, 3]. There are several differ-
ent velocity interferometer systems commonly used in shock physics experiments [3], but
in practice, two methods account for the vast majority of usage: Velocity Interferometry
for Any Reflector (VISAR) and Photon Doppler Velocimetry (PDV).
First described by Barker and Hollenbach [31] in 1972, VISAR measures surface ve-
locity by splitting the reflected laser light from a moving surface into two separate beams,
delaying one of the beams in time through use of a precision optical etalon and then re-
combining the beams at a fast photo-detector. The resulting “beat frequency” of varying
intensity at the detector is measured, and the number of “fringes” (i.e., a complete period of
varying intensity) can be directly correlated to the velocity of the measured surface in time
intervals down to several hundred picoseconds. One of the most significant disadvantages
of the VISAR system is the occasional difficulty in correctly identifying fringes. In such
cases, it is often necessary to manually add or remove fringes, move the reference center in
the common quadrature analysis method for VISAR, or perform other manipulations of the
data. Such methods can substantially change the calculated velocities, adding significant
error depending on the validity of the assumptions made during the analysis.
PDV, a newer method introduced by Strand et al. [32] in 2006, does not suffer from
such ambiguity. By directly combining a reference beam and the doppler shifted beam from
a moving target’s surface, a continuously varying sinusoidal signal is produced where the
frequency at any given time corresponds directly to velocity. By analyzing this recorded
signal with time-frequency digital signal processing methods, velocity traces can be ex-
tracted with a high degree of precision. This technique also offers the ability to resolve
the velocity of multiple surfaces as several time-frequency analysis methods can separate
out individual frequencies from the total response. The major disadvantage to this method
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is relatively poor time resolution (practical minimum of approximately 2-5 nanoseconds,
depending on signal quality), although newer upshifted PDV systems [33] and rigorous
analysis techniques [34] have largely addressed this issue, improving the time resolution to
sub-nanosecond intervals. Note that the theory, use, and data analysis process of PDV will
be discussed in more detail in Chapter 3 as it was the primary reference diagnostic for this
work.
Both PDV and VISAR have been applied to heterogeneous material systems, but their
inherent limitations often limit their potential utility. Specifically, both systems measure
the velocity of a surface at a signal point, usually of a diameter of a few hundred microns.
If the size scale of the heterogeneity is larger than this small spot size, only an isolated
localized response is measured. If the size scale of the heterogeneity is smaller, multiple
reflected signals can convolute the VISAR signal (and to a lesser extent, PDV signals) to a
degree that makes accurate velocity extraction exceedingly difficult.
A modification of VISAR systems, often called ORVIS or line-VISAR [35], allows
for spatially resolved (often down to 10s of microns) surface velocity measurements down
along a one dimensional line as well as increased time-resolution to tens of picoseconds
with a suitably fast streak camera. This system has been applied to heterogeneous material
systems, with impressive results [36], and line-VISAR remains one of the most promising
techniques for determining shock-compression behavior in heterogeneous materials. At
many research facilities and national laboratories globally, line-VISAR is typically con-
sidered state-of-the-art. While powerful, most line-VISAR systems are mechanically and
optically complex, with an occasionally arduous data analysis process. Similarly, an aug-
mentation of PDV systems that enables the use of multiple probes per digitizer channel
(“multiplexing” [37]) allows for mm-scale spatial sensitivity and a relatively simple data
analysis process. However, potential cross-contamination of the probe’s signals and the
requirement for relatively large samples restricts multiplexed PDV to fairly specific appli-
cations.
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Even with the difficulties and limitations of optical velocimetry based systems, because
of their widespread prevalence, they are still the most likely diagnostic method to be seen
in the literature even when the focus is on heterogeneous material systems.
2.2.2 Stress Gauges
Instead of the indirect calculation of dynamic stress histories via velocity profiles and the
Rankine-Hugoniot equations, pressure can also be measured directly by using a gauge with
a suitable stress-sensitive property. In practice, piezo-electric and piezo-resistive materials
represent the vast majority of dynamic pressure (stress) gauges, and within those bounds
only a few designs represent the vast majority of experimental usage: X-cut quartz, man-
ganin (a copper/manganese/nickel alloy), and PVDF (Polyvinylidene fluoride) gauges. De-
tailed discussion of gauge design and usage for these three methods can be found in other
sources [2, 3, 38, 39, 40, 41]. In brief, for each gauge type, a time-resolved electrical
current or voltage signal is measured, and the known changes in resistance or current gen-
eration as a function of pressure determine the experimentally measured stress history. As
useful as these gauges are in many different types of shock experiments, two inherent lim-
itations severely reduce their usefulness in the study of heterogeneous materials. For any
electrically-based diagnostics, physical continuity in the sensing region is required in order
for electrical conductivity (and thus signal continuity) to be maintained. Any irregularities
in the shock front, which as discussed in Section 2.1 is a characteristic feature of shock
in heterogeneous materials, may lead to premature and unpredictable failure of the sensing
element and consequently severely inaccurate data.
For example, a piezo-electric quartz gauge is limited to pressures below its Hugoniot
Elastic Limit of approximately 5 GPa. Localized pressure increases beyond this point lead
to not only non-linear current generation, but also potential material failure at those points,
compromising the physical integrity and electrical conductivity of the gauge. Similarly,
manganin and PVDF gauges, having a typical thickness of 25 micrometers or less, have
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limited structural resilience and will possibly fail or produce unreliable data under even
moderate heterogeneous loads. Using meso-scale simulations, Gonzales [42] theorized that
PVDF gauges applied directly to a reactive meso-scale mixture of hard titanium and boron
powders failed prior to reaching peak pressure, limiting their usefulness in such an imple-
mentation. Concerns about gauge survivability can be allayed somewhat by separating the
gauge and heterogeneous material by a relatively thick buffer material (which appears to
be a common practice in the relevant literature), but this introduces undesirable ambiguity
over the relationship between the equilibrated pressure at the gauge-buffer interface and the
pressure experienced in the heterogeneous sample material.
A more fundamental problem of pressure gauges is the complete lack of spatial sen-
sitivity. Localized regions of high pressure will produce current/voltage signals that are
essentially indistinguishable from spatially uniform loads of lower magnitudes, averaging
out any meaningful meso-scale information. Any pressure-based diagnostic that will have
significant utility for experiments in complex heterogeneous materials must have some
level of spatial sensitivity, and unfortunately none of the existing diagnostics meet this re-
quirement. This is a well known problem (indeed, such a realization is the motivation for
this work), and there are some promising designs for meso-scale time-resolved pressure
diagnostics. The approach with the most attention may be implementations based on Fiber
Bragg Gratings (FBGs), which will be discussed in more detail in Section 2.3.3 as they are
somewhat similar to optical multilayer based sensors.
In the last several decades, use of time-resolved pressure gauges in shock physics re-
search has decreased quite substantially, as the fundamental limitations discussed have
proven to be not just limiting but often unworkable in many different applications. As
the multilayer sensors in this work are essentially pressure sensors, this topic will be revis-
ited in Chapter 7, highlighting important differences and improvements of the multilayers
compared to the existing set of pressure-based diagnostics.
27
2.2.3 Temperature Gauges
Accurately measuring dynamic temperature in even homogeneous materials is an exceed-
ingly difficult task, and there are very few methods that can produce reasonably accurate
data. Optical pyrometry (see [43] for a classic review from the National Bureau of Stan-
dards) is perhaps the most common method. With suitable resources and expertise, very
capable systems based on optical pyrometry that even have spatial sensitivity have been
demonstrated [44]. Recent work by Basset et al. [45] demonstrated a novel pyrometer de-
sign based on photo-multiplier tubes (PMTs) that combines broad temporal resolution with
enhanced accuracy based on a relatively high number of spectral channels. Other potential
techniques are embedded temperature gauges [46], time-resolved Raman spectroscopy for
suitable materials [47], careful interpretation of Extended X-ray Absorption Fine Struc-
tures (EXAFS) data [48], and novel reflectance modulation approaches [49]. Forbes [3]
has a more complete discussion of this issue.
As with optical interferometry and pressure sensing based approaches, temperature
measurements are limited to surfaces or discrete (typically planar) interfaces. While for
particle velocity and pressure sensing, where equilibration time-scales are relatively quick,
for many materials and loading conditions the dynamics of temperature distribution and
equilibration rates are unknown. This adds relatively more complexity to the use of time-
resolved temperature diagnostics and analysis of such data. As such, the average practical
capability in the field of shock physics for time-resolved temperature sensing is quite lim-
ited, although there is significant interest in producing additional temperature diagnostics
that can be utilized for time-resolved thermal investigation of many different classes of
materials, especially heterogeneous energetic materials. Because of this interest and theo-
retical importance, the effects of temperature on the proposed multilayer structures will be
discussed in more detail in Chapter 4.
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2.3 Multilayer Optical Structures
Having established the relevant context in the study of shock responses in heterogeneous
materials, and the current state of time-resolved diagnostics in the field, it is now appropri-
ate to discuss the history and development of multilayer optical structures as well as define
the concepts and terms that will be used throughout the remainder of this work.
Fundamentally, multilayer optical structures are photonic crystal structures with 1-
dimensional periodicity that have characteristic spectral responses (i.e., distinct transmis-
sion/reflection profiles) determined by the optical properties of the component materials,
the structure of the multilayer, and the type and extent of the periodicity. Broadly, there
are two general classes of multilayer structures: Distributed Bragg Reflectors (also called
dielectric mirrors) and optical microcavities (also called optical resonators or fabry-perot
cavities/resonators). Moving forward, any multilayer structure having features typical of
Distributed Bragg Reflectors will be termed a DBR, and any multilayer structure having
features typical of a microcavity will be termed an OMC. Each of these general classes is
discussed separately below.
2.3.1 Distributed Bragg Reflectors (DBR)
DBRs are optical structures composed of alternating layers of materials with different
layer thickness and different material refractive indices. The fundamental mathematical
and physical frameworks were first published in the 1950s and 1960s, and Lissberger’s
[50] review in 1970 provides the foundational references. More rigorous mathematical ap-
proaches based in modern optical theory were also developed around this time [51, 52, 53].
Practical fabrication techniques were demonstrated a few years later for both polymer [54]
and dielectric multilayers [55]. These referenced works represent merely the more impor-
tant developments, as DBR-based optical filters, lasers, and mirrors have had significant
research and commercial applications for several decades, and the full body of literature is
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extensive. The relevant information in the context of the present work is the basic physical
features of DBRs and simple analytical models that describe their spectral features.
The schematic shown in Figure 2.12a shows such a representative physical structure
for a DBR, along with the form of a typical reflectance spectrum produced from a rep-
resentative structure, calculated with the transfer-matrix method for periodic structres as
implemented in OpenFilters [56]. In this example, the DBR structure is based on alternat-
ing layers of two very common dieletric materials in optical thin-film applications: fused
silica (SiO2) and amorphous Al2O3, with optical properties for each obtained from [57]
and [58], respectively. The layers are of uniform thickness, each 300 nm for a total of
20 individual layers (or 10 bi-layers). The layers are generally deposited on optical-grade













Figure 2.12: (a) The general structure of an example SiO2/Al2O3 DBR device having
alternating layers with individual refractive indices ni and/or thickness di. (b) The num-
ber of layers can vary greatly depending on the desired spectral features, such as the full
width half max (FWHM) and height of the characteristic reflectance peaks. This example
structure has 10 bi-layers, or 20 alternating layers of each material.
As broadband light is incident to the multilayer either at the top surface or through the
transparent substrate (for simplicity, the light is assumed to be perpendicular to the direction
of the periodicity), reflection and refraction occur at the interface of each component layer
in the structure. For a given wavelength of light, the optical path length (OPL) for any
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given layer is defined as:
OPL = n(λ)d (2.4)
where n is the real component of the refractive index for a non-dispersive material. For a
given wavelength of light, the OPL for the combination of layers in the multilayer will lead
to either partial/full constructive interference, or partial/full destructive interference. This
phenomenon is what produces the characteristic reflection or transmission profile seen in
Figure 2.12b, where specific wavelength ranges produce peaks of high reflectance. The
position, width, and height of the peaks (hereafter referred to as reflection peaks) can be
rigorously defined via solutions to Maxwell’s equations for electromagnetic wave propaga-
tion in a periodic medium. However, simpler analytical equations can also be derived that
provide a more intuitive, if qualitative, understanding to a broader audience.
The full width half max (FWHM) ∆λ, peak position λ0, and peak height RDBR are
defined by Equations 2.5 - 2.7, for a DBR consisting of two dielectric materials with indi-
vidual layers thicknesses (d1, d2), refractive indices (n1, n2), and normally incident broad-
band light. Unless otherwise noted, a zero-valued extinction coefficient k in the complex






















In Equation 2.5, m is the order of the reflection peak, and in Equation 2.7 N is the total
number of bilayers (i.e., a pair of two adjacent layers, one of each material). The order
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(m) of the peak defines its particular position in the reflectance spectrum, with higher or-
der peaks positioned at lower wavelengths. For example, in Figure 2.12 four peaks can
be seen, each corresponding to different orders. Based on these equations, it is apparent
that a higher refractive index contrast between the two component materials will produce a
wider FWHM in the characteristic peak, and that a higher number of bilayers will produce
a higher peak reflectivity. The order of the peak (m) also has an effect on the peak width
and height, though the relationship is more complex. Lee et al. [59] conducted a more
comprehensive analysis of the relationship between all of these variables for custom DBR
structures, including comparison of these models to experimental data from fabricated sam-
ples. Note that refractive index is also a function of wavelength, which will have an effect
on these spectral features, especially for high/low order reflection peaks.
As there is great flexibility in the spectral features of different DBR designs, many of
the commercially designed and available filters are optimized for particular performance
metrics. To achieve this, typically a large number of layers (sometimes several hundred),
many different layer materials (occasionally 3 or more per design), and complex designs
(i.e., combined DBRs in a single optical element) are leveraged. While this provides very
high quality spectral performance, the mechanical complexity of the DBR becomes pro-
hibitive for sensing applications. As such, a different design process for creating DBRs
optimized for dynamic sensing is needed, which will be discussed in more detail in Section
4.1.
2.3.2 Optical Microcavities (OMC)
Optical Microcavities are, in their most general form, 1-dimensional optical resonators
composed of a central resonating cavity surrounded by reflective surfaces. A Fabry-Perot
cavity [60] is the simplest and oldest form of an OMC, and the many variants developed
since then are typically manifestations of this basic design. Valhala [61] provides a thor-
ough overview of modern microcavity designs and applications, which are well beyond the
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application of OMCs to this work. In the present context, the simple concept of a Fabry-
Perot resonator is sufficient, and further discussion will be focused as such.
The schematic shown in Figure 2.13 illustrates an example structure for an OMC, along
with the calculated reflectance spectrum for the design, again using the transfer-matrix
method in OpenFilters [56]. The OMC is based on a 500 nm fused silica resonating cavity,
with thin layers of silver (125 nm and 35 nm) serving as the reflective mirrors, all deposited
on a fused silica substrate. As the mirror layers are different thicknesses, the structure is
technically not periodic and as such will be referred to as an asymmetric optical micro-
cavity (AOMC). The mechanism of operation is similar to that described for the DBR in
Section 2.3.1. The optical path length (cavity thickness times cavity refractive index) of the
central cavity (Equation 2.4) will support a resonant cavity mode at a specific and narrow
range of wavelengths, and even with high reflectivity mirrors the optical resonance devel-
ops extremely quickly as long as at least one of the mirror layers is thin enough to allow
sufficient energy from the incident light to transmit partially into the cavity layer. This









Figure 2.13: (a) The general structure of an AOMC (a) is a central resonating cavity
surrounded by high reflectivity mirrors. (b) The typical spectral response of the AOMC
depends on the thickness and refractive index of the cavity layer and the quality of the
mirror reflection, but generally consists of narrow transmission bands (modes) which are a
function of the cavity thickness and refractive index.
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Again similar to DBRs, rigorous mathematical analysis based on Maxwell’s equations
can be formulated for AOMCs, but simpler analytical models based on Fabry-Perot cavities
have more utility in the context of this work.
The FWHM (∆λ), peak position λ0, and the cavity mode depth ROMC are defined as



















where dcavity and ncavity are the thickness and refractive index of the cavity material, which
is assumed to have a zero valued extinction coefficient k. Note that dskin−depth is the pen-
etration depth of light into the reflective mirrors, and is generally zero for dieletrics and
non-zero for metals [62]. In the latter case, the amount of penetration into the mirror layers
effectively changes the optical path length of the cavity, which is why this variable must be
included in Equation 2.8. Finally, m is again the order of the resonant cavity mode (in Fig-
ure 2.13b three modes are visible), andR is the reflectance coefficient for the mirrors. Note
that Equation 2.10 is technically a ratio of reflectance values, and thus is a relative rather
than absolute measurement. It is apparent from these equations that the quality and mate-
rial of the reflective mirrors contribute significantly to the spectral response of the OMC,
which provides significant flexibility in achieving a desired optical response.
As with DBRs, in practice many commercial optical microcavities utilize specific meth-
ods to achieve particular performance metrics. For example, by using dielectric based
DBR’s as the mirror layers, as well as specific materials and cavity layer thicknesses, very
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precise features of the cavity mode can be obtained. This may or may not be useful for
sensing applications, as it increases the complexity and thickness of the overall structures.
Section 4.1 will again discuss these trade-offs in more detail, with a focus on the application
to dynamic sensing.
2.3.3 Optical Multilayer Based Sensors
Based on the mechanisms of operation and equations discussed in Sections 2.3.1 and 2.3.2,
it is apparent that any externally induced changes in layer thicknesses and material re-
fractive indices will produce changes in λ0, ∆λ, and RDBR or ROMC . By measuring the
changes in these parameters as a function of some externally applied condition, correlations
can be made between changes in optical response and the level and type of the external con-
dition. This approach forms the basis for many different types of optical sensors based on
multilayer structures.
For example, Kolle et al. [63] demonstrated sensing of mechanical stress and strain
for polymer based multilayers by tracking the shift of the characteristic peak as a function
of applied in-plane strain. Figure 2.14 shows the results of their experiment, with (a) and
(b) demonstrating the shift of the multilayer color and reflectance peak position as strain is
applied and (c) showing the peak position as a function of strain compared to predictions
of a linear elastic model. This model shows an excellent match to the experimental results,
and is based on the combination of Equation 2.5 and the length change relationship for an



















Figure 2.14: Experimental spectra, DBR visible color, and model performance for a
polymer-based DBR [63]. (a) shows the visible color of the DBR at increasing levels
of strain, (b) shows the shift of the characteristic reflection peak as a function of in-plane
strain, and (c) comparison of experimental data to a linear elastic model. The different
symbols in (c) correspond to three consecutive strain cycles (circles, diamonds, and stars),
demonstrating the repeatability of the behavior. Figure reused with permission.
Where ∆L11/L is the strain in the x-direction (i.e., parallel to the layers of the DBR) and
∆L22/L is the strain in the y-direction (perpendicular to the layers of the DBR). The right
side of Equation 2.11 is essentially a scaling factor for the layer thicknesses in Equation
2.5, which decreases as the in-plane strain increases from the Poisson effect.
Important to the context of the present work, Kamita et al. [64] have also demon-
strated sensing of heterogeneous mechanical strain states. By deforming polymer-based
DBRs over pin-holes with increasing levels of air pressure, they observed formation of
DBR “bubbles.” By probing the spectral response along the curvature of the bubble, they
were able to correlate different strain states to each localized spectrum. Figure 2.15 shows
the results of this experiment. Crucially, this data empirically establishes the potential for
spatially-resolved sensing using multilayers and provides a solid basis to extend the appli-
cation of these structures to the dynamic loading regime.
Beyond, sensing of stress and strain, multilayer structures have been used to measure
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Figure 2.15: Localized spectra and images corresponding to the center, edge, and in-
between regions of bubble formed by deforming a polymer-based DBR over a pin-hole with
increased atmospheric pressure. (a-d) show images of reflectance intensity and discrete
wavelengths at the initial un-deformed state, residual post-deformed state, P = 0.17 bar,
and P = 0.27 bar, respectively. (e-h) are spectra corresponding to the states in (a-d), with
each curve representing localized spectra from the center, edge, and in-between points of
the deformed bubble.
many other variables and responses. Temperature sensing with metal oxide based multilay-
ers has been demonstrated [65, 66], as well as combined thermomechanical sensing [67].
By carefully designing the component materials and structure in the multilayer, precise
chemical sensing is even possible [68]. Broadly, a survey of the literature indicates that
there are many unique and interesting designs employing variations of multilayer optical
structures for sensing purposes, but an exhaustive description of such work is beyond the
scope of the present analysis. The important trend to observe is the common factor in this
body of research: designing multilayer based sensors by correlating induced changes in
optical responses to externally applied physical or chemical states.
Despite the potential and demonstrated capabilities of multilayer optical sensors, there
is limited research indicating application of such multilayer structures to dynamic loading
conditions. Kim, et al. [69] demonstrated the time-resolved response of an OMC-tipped
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fiber optic to a transient 1.56 Mhz burst pressure wave of approximately 0.3 MPa, and
earlier work demonstrated refractive index sensing with a time resolution of 10’s of mi-
croseconds using a similar design [70]. Similarly, Cranch et al. [71] used fiber optics with
tip-mounted sensors of several types (including an OMC) to measure laser-shock induced
pressure up to 3.4 GPa with improved time-resolution. Other examples can be found in the
literature, with the common theme of 10’s of nanoseconds to millisecond time-resolution
and magnitudes of mechanical loading typically well under several GPa. Under higher
magnitudes and rates of loading, approaching and entering the regime of shock loading,
the literature is more scarce. The most relevant existing work is with Fiber Bragg Gratings
(FBGs). FBGs can be simplistically described as a standard fiber optic with an embed-
ded DBR perpendicular to the direction of light propagation, producing a characteristic
reflection peak/transmission value in the returned/transmitted spectrum through the fiber.
This particular research area has had increasing interest in the recent past, largely due
to the well-demonstrated utility of FBG-based sensors for extreme environments in many
industrial and commercial applications (see [72, 73] for a survey of the foundational litera-
ture). More recently, several examples of time-resolved, high-pressure sensing with FBGs
have been published. Deng et al. [74] captured a 1.4 GPa pressure wave in water, de-
riving the pressure profile from the spectral shift of the FBG spectrum. Rodriguez et al.
[75] similarly applied a FBG sensor to a 1.4 GPa pressure wave in polymethylmethacrylate
(PMMA), and Cranch et al. [71] conducted similar experiments in PMMA at 3.4 GPa. Sim-
ilar experimental approaches and pressure ranges were also demonstrated by other groups
[76, 77]. Broadly, these initial approaches typically recorded light intensity over time with
various methods. Through knowledge of the FBG spectrum, the measured intensity histo-
ries could be converted to calculated spectral shifts with varying levels of accuracy. Even
more recently, advanced approaches based on time-resolved spectroscopy have captured
complete histories of FBG spectra under shock loading. Figure 2.16 shows the response of
a polarization-maintaining fiber bragg grating (PM-FBG) sensor under explosively driven
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dynamic loads of up to ∼0.7 GPa, tracking the spectral position of both the fast and slow (or-
dinary and extraordinary) spectral peaks as a function of the generated pressure (Rodriguez
et al. [78]). A PM-FBG was chosen in an attempt to isolate the effects of temperature and
pressure on the spectral shifts, though it was determined that the temperature effect was not
rapid enough for such a comparison.
Figure 2.16: Time-resolved spectral response of PM-FBG sensor under explosive dynamic
loading [78]. The streak-contour in (a) shows the spectral peaks for both the slow and fast
(ordinary and extraordinary) and their spectral position in time with respect to T0, the point
at which the casing for the experimental sample is destroyed. This data is extracted in and
shown separately in (b), plotting the spectral shift (∆λB) as a function of applied pressure,
and (c) shows the difference in spectral shift between the fast and slow optical axis of the
PM-FBG.
Other relevant work has shown very promising results in detonation front velocity mea-
surements in explosive systems using chirped FBGs (i.e., FBGs with a slow increase in the
periodic spacing and thus a broad reflectance “band”), leveraging the time-resolved change
in the width of the reflectance band as the denotation front propagates along the fiber.
Overall, FBG’s show very promising results for time-resolved sensing of dynamic load-
ing. However, there are several key differences between dynamic sensing with FBGs and
the proposed multilayer pressure sensors investigated in the present work. First, the FBGs
as discussed in the existing literature are most often implemented as embedded gauges.
Thus, their response is localized to the region surrounding the fiber. Additionally, any dis-
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turbance to the surrounding material needs to be accounted for in the analysis of the FBG
data, especially if there are heterogeneities of the scale as the fiber (∼125 micron). Sec-
ond, the FBGs typically implemented have lengths in the 1-10 mm range. This improves
the spectral quality of the reflectance peak significantly, but also potentially decreases the
fundamental temporal resolution of their response, as it takes longer for a pressure pulse
to equilibrate along such a length. Short FBGs could show similarly promising results,
though the existing literature does not appear to address this directly. Third, the experi-
mental and data collection approaches for FBGs tend to focus on time-resolutions of 10’s
of nanoseconds and above. While this resolution is sufficient for many applications, it is
generally not competitive with many of the existing diagnostics discussed in Section 2.2
and may be insufficient for many complex heterogeneous materials. Again, there are likely
ways to increase the temporal resolution of FBG-based dynamic sensors, but existing work
does not appear to address this directly. Thus, while FBGs are likely to have much utility in
the area of time-resolved sensing, there is much less overlap in both capability and poten-
tial applications compared to other multilayer structures than a superficial analysis would
indicate.
Overall, the review of the current state of multilayer-based sensing presented in this
chapter leads to two primary conclusions. First, there is significant evidence demonstrating
the broad utility of multilayer sensors, across mechanical, optical, and chemical sensing
applications. Second, there is a small but growing body of work demonstrating that multi-
layer structures (in various forms) have potential in dynamic sensing, particularly for high
strain rate and high magnitude pressure sensing. Nevertheless, there are still several key
questions that need to be answered to fully establish the potential of multilayer structures
in dynamic sensing:
1. What, if any, are the design criteria that produce multilayer structures with physical
and optical characteristics that are best suited for dynamic pressure sensing?
2. What is the theoretical maximum temporal resolution of different multilayer struc-
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tures? Is this maximum sufficient to capture important meso-scale phenomena rele-
vant to the dynamic response of heterogeneous materials?
3. Can the mechanical and optical behavior of multilayers under dynamic loading be
accurately predicted with physics-based, empirical, or combination models? If so,
what insights do these models provide?
4. Can multilayer structures provide spatially-resolved data competitive with or exceed-
ing existing diagnostic methods?
5. What are the practical considerations of implementing multilayer-based sensing into
existing methods for dynamic loading experimental work? What are the different ap-
proaches for collecting and analyzing data, along with their relative advantages/dis-
advantages?




As the main objective of this work is to rigorously evaluate the potential of multilayer op-
tical structures as time-resolved meso-scale diagnostics, significant effort has been focused
on developing experimental and computational methods of investigation that are appropri-
ate for use of multilayers in sensing applications. There are several unique capabilities that
need to be developed to conduct such investigations, and Chapter describes the individual
components of the experimental and computational systems that were developed in detail.
3.1 Experimental Setup
The experimental evaluation of the multilayer structures to shock-compression is essential
as this information is needed to validate the theoretical models discussed subsequently in
Section 4.2, and the simulations produced with the methods presented next in Section 3.2.
Such a system needs four features in order to produce data of sufficient quality:
1. A shock-compression system capable of producing well-controlled uniaxial-strain
shock loading on a scale appropriate to test the multilayer structures (i.e., 10-20 mm2
shocked area and “steady-state” shocked thicknesses of 10s of microns)
2. A time-resolved spectral collection system capable of recording spectra with nanosec-
ond or sub-nanosecond time resolution while maintaining sub-nanometer spectral
resolution
3. A benchmark interferometry diagnostic system that can provide in-situ, simultaneous
particle velocity data to validate the response of the multilayers
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4. A series of collection optics that enables simultaneous illumination and collection
pathways for both the spectrograph and the benchmark interferometry diagnostic
system
The final version of experimental setup designed and utilized in the present work is
shown in schematic form in Figure 3.1, comprising all four requisite capabilities. The
features and specifications of the combined system are summarized in Table 3.1, and the
details of each component are discussed in the following sections.
Figure 3.1: Schematic of the developed experimental setup for evaluation of the shock re-
sponse of multilayer structures, combining laser-driven shock, simultaneous velocimetry
(PDV), and time-resolved spectroscopy, all coupled with custom illumination and collec-
tion optics.
3.1.1 Laser-Driven Shock Compression
There are many different ways to produce well-controlled uniaxial-strain shock loading for
a wide range of material types and sample sizes. A complete discussion of the history and
current status of such capabilities can be found in other sources [2, 3]. The method of
choice for the present work is laser-driven shock loading. Describing this approach suc-
cinctly, when a laser of sufficiently high energy is incident on a opaque material’s surface
the resulting energy deposition into the material is sufficient to produce a localized plasma,
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Pressure Range: 1 - 12 GPa Temporal Resolution: 225 ps Temporal Resolution: ∼1 ns
Pressure Rise-time: 2-4 ns Spectral Resolution: ∼0.15 nm Operating Wavelength: 1550 nm
Pressure Profile: Triangular Spectral Range: ∼150 nm Surface Type: diffuse or specular
which expands rapidly driving a psuedo-1D planar shock wave outwards from the point of
incidence. This shock wave can then be allowed to either propagate directly into a sam-
ple or launch miniature flyers for impact at high velocities, as illustrated schematically in
Figure 3.2.
In the last several decades, this technique has been refined significantly and is typically
used to launch miniature flyers at speeds ranging from hundreds of m/s to several km/s [79],
or to generate high pressure pulses in a confined or open direct-shock approach [80, 81]
with pressure pulse widths ranging from 10’s of picoseconds to 100’s of nanoseconds. The
physics and practical aspects of these shock wave generation methods are quite complex,
and Kelly [82] has described a thorough review of this topic.
For the present work, the confined direct-shock approach is utilized due to it’s simplified
setup compared to miniature flyer launches as well as the high degree of repeatability in
the shape and duration of the induced shock pressure load. Figure 3.3 shows a typical
rear-surface velocity profile resulting from a confined direct-shock of a 100 µm aluminum
foil. This pulse is representative of the pressure pulses that are used to evaluate the shock-
compression response of the multilayer structures in the present work.
The drive laser used in this work is a Nd:YAG Continuum Powerlite Precision II, op-
erating at 1064 nm with up to ∼2.5 Joules of energy per pulse. The input beam (∼10 mm
in diameter) is focused onto the sample package using an aspheric best-form condenser
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Figure 3.2: Schematics demonstrating the process of laser-launched miniature flyers (left)
and confined direct shock (right).
lens (Edmund Optics 89442) to a diameter of 1-4 mm. One particularly relevant aspect
of this process is the spatial profile of the input drive laser. Figure 3.4 shows a simpli-
fied schematic of the optical setup of the driver laser beam pathway, which includes a
beam shaper (π-Shaper 12 12 1064 HP) to convert the super-guassian beam profile into a
psuedo-tophat profile. This shaping step is important as it ensures a more uniform pres-
sure load generated by the drive laser, producing an input pressure to the multilayers that
can be reasonably approximated as 1-dimensional. Again, Kelly [82] has a more complete
description of this particular laser as well as the beam shaping optics.
3.1.2 Time-Resolved Spectroscopy Setup
In traditional spectroscopy, a resolution requirement of < 1 nm is easily met, with nu-
merous commercial options providing such specifications. In the field of shock physics,
time-resolved spectroscopy is frequently accomplished with the combination of such com-
mercial spectrographs and a fast optical streak camera [83, 84]. Briefly, a streak camera
functions by converting input photons from the spectrograph to electrons via a photocath-
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Figure 3.3: Representative profiles of the laser-driven shock velocity profile at a sample’s
rear free surface as well as the temporal pulse shape of the drive laser. The specific features
of the velocity profile such as rise-time and peak pressure are dependent on sample material
and thickness.
ode, and then “streaking” the electrons via a time-varying voltage field across a phosphor
screen. This produces a 2-dimensional image with wavelength along one axis and time
along the other. Figure 3.5 shows a schematic of the internal operation of a Hamamatsu
streak camera [85] as well as an image produced from such a spectrograph-streak camera
combination capturing chromatic dispersion in a optical fiber. The Hamamatsu document
[85] also serves as a useful primer on the fundamentals and operation of streak cameras.
Note that the data analysis process for the streak images can be complex as multiple correc-
tion steps are required to account for equipment biases. For documentation and examples
of this process, see Appendix B.
However, in many cases such spectrograph/streak camera combinations have limited
light collection efficiency (i.e., large f/numbers), which limits the signal-to-noise ratio of
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Figure 3.4: Schematic showing the arrangement of the Nd:YAG 3J drive laser with turning
mirrors and beam shaping optics. Example beam profiles at the surface of a multilayer
sample (∼3 mm beam diameter) with and without the beam shaping optics demonstrate the
change in the spatial energy distribution in the drive laser beam due to the beam shaper,
which takes energy from the tails of the psuedo-gaussian initial spatial profile and deposits
it more toward the center of the beam to create a “tophat” profile.
the collected spectra under short-time conditions. This issue is magnified enormously in the
present work, as broadband, visible light spectra need to be collected on nanosecond time-
scales in order to effectively evaluate the response of the multilayers to the nano-second du-
ration shocks from the laser-driven shock setup described in this Section. A high-powered
broadband light source can partially address this limitation, but even such sources can have
relatively limited power/nm output especially when compared to coherent, narrow wave-
length sources. As such, during the development of the complete system shown in Figure
3.1, it was determined that a custom spectrograph designed to optimized light throughput
was necessary in order to give the overall system a sufficient signal-to-noise ratio.
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Figure 3.5: Example schematic (left) showing the operation principle of the streak camera.
The spectroscopically dispersed input light (focused to a 1-dimensional line) is converted to
electrons by the photocathode, and the time-varying sweep voltage “streaks” the electrons
along the phosphor screen. A camera images the fluorescent phosphor screen, creating a
2-dimensional image (right), in this case of chromatic dispersion in an optical fiber with
time along the sweep direction and wavelength along the input spatial dimension. Both the
schematic and example streak image are from [85].
Dlott, et al. [86] have constructed a similar experimental setup based on a streak camera
and a custom prism-based spectrograph, with an f/number of ∼f/1.6 (NA=0.3). With this
approach, many impressive results with excellent signal-to-noise ratios have been obtained
even at nanosecond timescales [84, 87, 88]. Based on this example, a similar approach
was followed in the construction of the system used in this work. Using a similar design
(Dr. Nick Glumac, personal communication, 8/24/2015) based on a dispersive holographic
transmission grating (Wasatch Photonics WP-1800/532-50.8) and commercial DSLR cam-
era lenses (Nikon 135 mm f/2 AIS DSLR, Rokinon 85mm f/1.4 AS IF UMC), a spectro-
graph with an effective f/number of f/1.4 was assembled. Figure 3.6 shows an image of
the completed spectrograph coupled to an Optronis SC-20 Streak Camera. The maximum
spectral and temporal performance of this combined system was shown in Table 3.1. For
more information on the design, construction, and use of this spectrograph, see Appendix
A.
Finally, it is important to note that there is an inherent limitation in the spectroscopic
probing of the two-dimensional rear surface of the multilayers. In the present setup, the
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Figure 3.6: Picture of the assembled high-throughput spectrograph when coupled to the Op-
tronis SC-20 streak camera. The collimating lens is adjustable along both the in- and out-
of-plane axes for input light alignment, and the holographic dispersion grating is mounted
in a rotating 2 inch holder for alignment of the spectrally dispersed output into the focusing
lens.
spatial axis on the streak camera is dedicated to collecting the spectral information pro-
duced by the grating spectrograph. Thus, the direct spatial image of the multilayer sample
surface is lost as the entire area is effectively averaged into the input slit on the spectro-
graph. This results in a fundamental limit to the information capable of being extracted
from the time-resolved spectra. Described differently, the present setup is capable of de-
termining the overall spectral composition (with relative intensities) of light reflected from
a two-dimensional surface, but not the spatial location corresponding to a given spectral
feature. There are other potential experimental setups that would partially mitigate this di-
mensionality trade-off which are discussed in Chapter 7, but the primary focus of this work
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is on the time-resolved spectra of the multilayers as collected by the described system.
3.1.3 Benchmark Velocimetry Diagnostic Setup: PDV
The PDV system utilized in this work is a standard (non-upshifted) 4-channel version built
by National Securities Technologies, LLC (NSTec). It operates with a 1550 nm 0-2 Watt
fiber laser from IPG Photonics. The fact that this PDV system operates in the mid-IR was
an important factor in its selection as it can operate simultaneously with the spectroscopic
probing of the multilayers without interfering with the broadband visible light reflectance
signal. The PDV probe used to direct and collect the 1550 nm light to and from the sample
surface was a collimating probe (OZ Optics LTD), which has a spot size of ∼250 micron.
The output from the probe is further directed and focused by the illumination and collection
optics (see Figure 3.1), so in practice the spot size at the surface of the sample is typically
< 100 microns. As the PDV probe is directed at the surface of the sample at normal
incidence, no correction for angle reflection is necessary in the data analysis process. An
important variable that can significantly affect the performance of velocimetry systems is
the preparation of the sample surface. This was a significant concern in the present work as
the system would need to accurately measure velocity of two different surface types: diffuse
and specular. Based on the sample package shown in Figure 3.1, the PDV probe can either
track the relatively diffuse surface of the aluminum driver (i.e., through an IR-transparent
multilayer sample, such as a DBR) or the highly IR-reflective silver mirror layers in an
AOMC configuration. Fortunately because of the careful alignment of the illumination and
collection optics and the robust performance of PDV systems generally with different levels
of signal return, the system as shown performs satisfactorily under both surface types.
The data from the PDV system was collected with a Tektronix DPO70804 oscilloscope
with an 8 Ghz bandwidth and a sample rate of 25 GS/s. An example waveform from a rep-
resentative laser-driven shock-compression experiment with a 50 µm aluminum driver and
DBR sample is shown in Figure 3.7. The initial break-out, rapid increase and frequency,
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and then slow decrease in frequency is indicative of the typical laser-driven shock pressure
profile shown in Figure 3.3.
Figure 3.7: Example of raw PDV oscilloscope signal from a laser-driven shock experiment
with a DBR multilayer sample. This data is representative of the average quality of PDV
data seen in the experiments throughout this work. Only the first 25 ns of the signal is
shown as the primary events of interest occur within this window (i.e., shock rise, peak and
initial shock relaxation).
The process of extracting the time-resolved velocity from this type of signal is in the
domain of time-frequency analysis. This is a broad and established topic in mathematics
and signal processing (see Cohen [89] for an introduction) and many different methods have
been proposed and used by the shock physics community. However, one particular method
is by far the most common: the short-time-fourier transform (STFT). Proposed initially
by Strand et al. [32] in the paper first presenting PDV, this method is composed of two
analysis steps. First, the raw PDV signal is converted into the time-frequency space using
the STFT method, which slides a window function (typically Hamming window) of width
w along the signal with stride s, performing a fourier transform at each step. This produces
a spectrogram image, with frequency along the y-axis and time along the x-axis. The
51
resolution of each axis is determined by the fourier transform parameters, stride size s, and
original sampling rate of the data. The bright spots in the image show the path of the signal
“instantaneous” frequency as a function of time. By using an accepted approximation, the





where v is velocity, λ is the wavelength of the PDV source laser, and f is the instantaneous
frequency. The second step of the STFT method extracts the frequency from the calculated
spectrogram and converts it to velocity. There are many different algorithms to perform this
process automatically (generally, a class of problems known as “ridge” tracking), but the
simplest approaches use some variant of peak finding along each column (i.e., timestep) of
the spectrogram. Additionally, the “velocity breakout point,” defined as the first deviation
from the baseline in the raw PDV signal, is often set manually by simple inspection. Figure
3.8 shows the spectrogram obtained from the raw PDV signal shown in Figure 3.7.
Despite the popularity of the STFT method, for certain types of PDV data, it is not the
most accurate method to extract velocity. Specifically, velocity histories with relatively low
magnitudes (< 500 m/s) and nanosecond-level changes are very challenging to accurately
extract, especially with standard (non-upshifted) PDV. This is due to the decreasing num-
ber of “beats” in the analysis window as velocity decreases and required time-resolution
increases, which negatively impacts the precision of the subsequent fourier transform.
However, by employing a variety of time-frequency analysis methods, confidence of the
extracted velocity values can be increased. As the type of pressure (and corresponding ve-
locity) histories generated by the laser-driven shock setup employed in this work are firmly
in the difficult-to-analyze category, two other methods of PDV data analysis are utilized:
continuous wavelet transforms (CWT) and peak/valley/zero-crossing tracking.
Continuous wavelet transforms (CWTs) are related to fourier methods in that they also
produce spectrogram-style images when employed for time-frequency analysis. Funda-
52
Figure 3.8: Example of a spectrogram calculated from the raw PDV signal shown in Figure
3.7. The high magnitude (red and yellow) regions of the spectrogram indicate that the signal
has a strong component at that frequency. Note that the “band” of possible frequencies at
any given time is quite wide due to the limited window length (in this example, 5.12 ns)
over which the fourier transform estimates the frequency components. Also, the left and
right edges of the spectrogram are truncated as the calculated frequency is defined at the
center of the window, and in this example signal wrapping/reflection has not been used to
extrapolate.
mentally, a continuous wavelet transform calculates the inner-product of a “mother wavelet”
function at different “scales” with the raw PDV data, stepping along the signal with stride s
just as in the STFT method. A common wavelet used in time-frequency analysis is the Mor-
let wavelet, which is simply a sinusoid multiplied by a gaussian function. As the wavelet
“scales” can be related to frequency, the CWT process produces a “scalogram” image,
which can then be treated identically to a STFT spectrogram for various velocity extrac-
tion techniques. Due to the discrete-time nature of the mother wavelet, the CWT method
can often extract velocity with slightly more precision than the STFT approach when deal-
ing with low-velocity nanosecond-level velocity profiles. However, it should be noted that
the CWT is more computationally intensive than the STFT, so this method may not scale
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well when dealing with large duration (i.e, microseconds) velocity histories. Figure 3.9
shows the scalogram of the raw PDV signal from Figure 3.7, which compared to the STFT
spectrogram is slightly smoother over both time and frequency.
Figure 3.9: Example of a scalogram calculated from the raw PDV signal shown in Figure
3.7. As with the STFT spectrogram, the high magnitude (red) regions of the scalogram
indicate that the signal has a strong component at that frequency. The scalogram shows
less noise than the spectrogram and results in a smoother overall extracted velocity.
Use of CWT methods in the shock physics community is somewhat limited, though
there are several examples in the literature demonstrating the utility of CWTs for PDV data
analysis [90, 91]. Kittel et al. [92] describe theoretical discussion of wavelet analysis for
microwave interferometry, and the underlying concepts and principles are quite relevant.
Finally, the peak/valley/zero-crossing tracking method is a much more direct method of
time-frequency analysis. By tracking each of these points in the raw PDV signal, estimates
of average instantaneous frequency can be calculated by taking period fractions and simply
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where a is 0.25, 0.5, 0.75, 1.0, 1.25, etc. By stepping through the identified points, rea-
sonable time-resolved estimates of frequency can be obtained. This method is conceptually
simple, but in practice requires significant work to ensure accuracy (e.g., manual inspection
of the identified peaks/valleys/zero-crossings to remove spurious points), and a relatively
clean, single-frequency signal. Figure 3.10 shows the identified peak/valley/zero-crossing
points from the raw PDV signal from Figure 3.7. The data is fit with a 4th order smoothing
spline that minimizes first the number of knots in the spline and second the global residuals,
and then the identified points are found via numerical differentiation and manual selection
as needed. The velocity is then extracted using full periods only, advanced one point for
each step.
Figure 3.10: Example peak/valley/zero-crossing locations identified from raw PDV signal
in Figure 3.7. The points were automatically identified via the differentiation of the 4th-
order smoothing spline, and then spurious points are manually removed.
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Figure 3.11 shows a comparison of the extracted velocities from each of the three meth-
ods. Some manual post-processing of each extracted velocity profile was done to cor-
rect for known artifacts in the rise time of the STFT and CWT extracted velocities. The
peaks/valleys/zero-crossing method also has some scatter that can be smoothed to produce
a profile closer to the STFT and CWT methods. Overall, the CWT method produces the
cleanest velocity profile, but all three approaches show good general agreement.
Figure 3.11: Extracted velocities using all three methods (STFT, CWT, and manual
peaks/valleys/zero-crossings) for the PDV signal shown in Figure 3.7. All three methods
show broad agreement, with the CWT extracted velocity showing the smoothest overall
velocity profile.
Ultimately, it is important to note that the mathematical and theoretical background
of the STFT, CWT, and other PDV data analysis methods is extensive, and no attempt is
made at a rigorous proof of the selected methods’ relative advantages, disadvantages, or
suitability for the type of PDV data analyzed in the present work. The intent is, rather,
to compare each of the three presented analysis methods as needed and use their relative
agreement or disagreement as a measure of overall data uncertainty. In this way, reasonable
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and quantitative inferences can be made when using the benchmark PDV data to evaluate
the shock response of the multilayers, which will be discussed in Chapter 5.
3.1.4 Illumination and Collection Optics
The illumination and collection optics shown in the center of Figure 3.1 play two key roles
in overall operation of the entire experimental setup, both of which are performed along the
same optical axis. First, the broadband light source passes through the 50/50 beam splitter
(Thorlabs BSW10R), which directs 50% of the incident light into the Olympus objective
lens (Olympus 4x or 10x Plan Achromatic Objective) and allows 50% to transmit (this
light is lost). The objective lens then focuses the light onto the surface of the multilayer
sample, which is then reflected back. The objective lens collects and collimates this light
and directs it back into the 50/50 beam splitter. At this point the reflected signal repre-
sents 25% of the original light input from the broadband light source. The reflected light
now passes through the IR hot-mirror (Edmund Optics 47-303) and enters the spectrograph
input focusing lens, which focuses the light onto the input slit of the spectrograph. It is im-
portant to note that the light source used for this type of time-resolved spectroscopy must
have two key characteristics: it must be broadband with sufficient intensity in the spectral
range of interest, and it must have continuous output for a minimum of several hundred
nanoseconds. This second requirement is particularly important because without continu-
ous output during the duration of the laser-driven shock loading, the full temporal history
of the multilayer samples can not be captured. To meet these goals, a 4800 Joule Xenon
flash tube (Speedotron MW40QVC) was selected, powered by a Speedotron 206VF/CC
Flash Head and Speedotron 4803cx LV Power Supply. This source is one of the brightest
possible commercially available options for visible light, and it outputs millisecond long
pulses with constant-power regions of 10’s of microseconds.
Second, at the same time as the broadband light source, the PDV probe emits 1550 nm
laser light directed via the IR hot-mirror into the objective lens, which focuses it onto the
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surface of the multilayer sample. The laser light is then reflected back (either specularly
or diffusely) and is collected and collimated by the objective lens, and finally redirected
back into the PDV probe via the IR hot-mirror. Figure 3.12 shows a photograph of the
as-implemented illumination and collection optics in this work, matching the appropriate
section of the schematic in Figure 3.1.
The combination of both of these optical paths is what enables simultaneous capturing
of both interface velocities and the spectral temporal evolution while the multilayer struc-
tures undergo laser-driven shock-compression. It is important to note that because of the
use of the 50/50 beam splitter and IR hot-mirror, the shape of the spectra input into the
spectrograph is modified and largely truncated to the 400-700 nm wavelength range. The
inherent spectrum of the Xenon flash lamp as well as the dispersion transmission grating
in the spectrograph will further alter the final spectral power distribution of the overall re-
flectance signal. A more complete discussion of these effects and their correction can be
found in Appendix B.
Finally, it is important to note that while the time-resolved spectra are collected from a
moving surface, the doppler effect induced spectral shift is vanishingly small and does not
need to be accounted for in the data analysis process. For example, the spectral shift from
a surface moving toward the spectrograph at 500 m/s is only 0.00001 nm, several orders of
magnitude below the sensitivity of the spectrograph implemented in the present work.
3.2 Opto-Mechanical Computational Framework
The mechanical and optical response of multilayer structures to dynamic loading can be
predicted with computational methods. Using the theoretical and empirical models devel-
oped and described in Section 4.2 in order to generate simulations that are as comparable as
possible to experimental data, a computational framework that can accurately simulate the
simultaneous opto-mechanical response of the shock-compressed multilayers is needed.
For mechanical simulations, well-established Finite Element Method (FEM) hydrocodes
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Figure 3.12: Picture of the assembled illumination and collection optics. The IR-hot mirror
and PDV probe are each on 3 or 6-axis adjustment stages for easier alignment. The red
arrows indicate the flow of light from the Xenon flash lamp broadband source and finally
to focusing lens for the spectrograph. These elements are out-of-frame as their position can
vary depending on needs of each experiment.
(Abaqus, CTH, ALE3D, LS-DYNA, ALEGRA, etc.) can produce extremely refined pre-
dictions of structural changes to individual layers in a multilayer structure. Codes using
Finite Domain Time Difference (FDTD, such as MEEP [93]) or FEM (such as COMSOL
Multiphysics) to solve Maxwell’s equations for electromagnetic wave propagation can pre-
dict optical responses in arbitrary structures. For one-dimensional conditions, efficient
matrix-transfer methods [56, 94] also have much utility.
Unfortunately, there is currently not (to the author’s knowledge) a commercially avail-
able code or software that is capable of simultaneously performing hydrocode and optical
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response calculations due to the orders-of-magnitude difference in the time-step required
for the mechanical and optical FEM solution process. Certain academic codes may have
such capabilities, but access and documentation is often limited. Consequently, in order
to simulate time-resolved mechanical and optical responses, a custom linkage between any
available structural and optical simulation software packages is needed. A component of
the present work is the development of such a linkage, which is composed of four steps:
1. The mechanical response of the shock loaded multilayer structures is simulated in
Simulia Abaqus (version 2016)
2. Time-resolved snapshots of the multilayer structure and mechanical states are saved,
and individual deformed geometries and spatial pressure/density fields are exported
3. The time-resolved deformed geometries are imported into COMSOL Multiphysics
(version 5.2a), and optical properties are assigned based on the spatial pressure/den-
sity fields derived from the mechanical simulations
4. Optical simulations are performed on the deformed geometries, producing an optical
response corresponding to the specific time-resolved mechanical and thermodynamic
state of the structure
A schematic of this process for an individual temporal snapshot is shown in Figure 3.13.
With this computational framework, the mechanical and optical response of arbitrary
multilayer structures under arbitrary loading conditions in both 2D and 3D reference frames
can be predicted, although the computational requirements for full 3D simulations may be
prohibitive. A major component of the present work is the integration of the developed dy-
namic optomechanical models discussed in Section 4.2 with this computational framework,
enabling predictive modeling of additional multilayer structures and complex loading con-
ditions. This also serves as a valuable investigative tool for determining the types of loading
conditions and material systems where the multilayer structures can have the most utility
as time-resolved meso-scale diagnostics.
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Figure 3.13: Process by which mechanical FEM results can be combined with optical FEM
methods to calculate the time-resolved mechanical and optical response of a multilayer
structure. Individual snapshots of the mechanical FEM data are exported, and the deformed
structure and instantaneous physical and thermodynamic state of the meshed material is
used to calculate time-resolved optical properties, using the models developed in Section
4.2.2.
To demonstrate the process of using the framework, an example is shown using an
Abaqus simulation of the shock-compression of an AOMC multilayer with a spatially het-
erogeneous “stepped” pressure load of ∼5 GPa where ∼50% of the multilayer’s surface is
shocked. The pressure load has a gradual transition between the high/low pressure states,
as a perfectly sharp transition is not physically realistic due to dissipative effects.
The first step of the linkage process is to extract the deformed geometries of all of the
AOMC’s layers. This is accomplished with node sets and history requests in Abaqus1.
Figure 3.14 shows the extracted deformed geometries of each layer in the AOMC, using
the time-resolved position of the boundary nodes in the FEM mesh for each layer.
Next, the pressure in the cavity layer is extracted using element sets and history re-
quests. As the pressure of each element in the cavity layer is calculated at its integration
point(s), spatial coordinates need to be associated with the point(s) in order to create the
spatial pressure field. Unfortunately, Abaqus does not allow recording of the integration
1Relevant sections of the Simulia Abaqus 2016 documentation:
http://50.16.225.63/v2016/books/usi/pt03ch14s04.html, http://50.16.225.63/v2016/books/usi/pt06ch73.html
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Figure 3.14: Example of deformed geometry of an AOMC multilayer structure deformed
by a stepped heterogeneous shock load, with blue outlining the bottom silver layer (mea-
surement side), green outlining the cavity layer, and red the top (thick) silver layer. The
right half of the AOMC is compressed by the shock pressure and moved spatially down-
ward due to the compression of the substrate. Note that the axes are scaled independently
to better visualize the layer deformation.
point coordinate, so as a substitute the time-resolved element centroid is calculated from
its nodal positions. Figure 3.15 shows the pressure field inside the cavity at the same tem-
poral snapshot as shown in Figure 3.14. The pressure transition due to the spatially stepped
shock load is clearly visible.
With the necessary information extracted from the Abaqus simulation snapshot, this
data can now be imported into COMSOL Multiphysics and used to generate the geometry
and material properties for the optical simulation. First, each of the points in the extracted
deformed geometries is used as a vertex of a polygon, which COMSOL then converts
into a solid geometry object. Second the spatial pressure field data is used to create a
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Figure 3.15: Example of pressure contour for the AOMC cavity layer deformed by a
stepped heterogeneous shock load. The right side of the layer is at the ∼5 GPa “high”
pressure of the stepped load, and the transition region to the low pressure side occurs over
∼10 microns.
custom spatial interpolation function in COMSOL, which can be assigned to the cavity
layer geometry object as a spatially dependent material property 2. Figure 3.16 shows the
result of this process with the COMSOL generated contour map of the AOMC cavity layer
refractive index (at 532 nm) and overall AOMC deformed geometry. The refractive index as
a function of pressure was calculated via the optomechanical models that will be discussed
in Chapter 4.
Once the data extraction, conversion, and import steps are complete, the optical sim-
ulation in COMSOL can be performed, producing the spectral response of the multilayer
2Relevant tutorial video on this functionality: https://www.comsol.com/video/use-functions-define-
material-property
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Figure 3.16: Example of COMSOL imported AOMC geometry and cavity layer refractive
index contour, based on the time-resolved layer outlines and cavity layer spatial pressure
map generated from the Abaqus simulations of a stepped 0/5 GPa heterogeneous shock
load. The refractive index spatial distribution closely matches the spatial stress distribution,
as the higher pressure causes the localized refractive index to increase.
associated with corresponding snapshot from the Abaqus mechanical simulation. By re-
peating this process over multiple snapshots, insight into the time history of the optical
response is gained. If there are sufficient computational resources, dozens or hundreds of
simulations can be combined to create a simulated “streak image” that is more directly
comparable to the data produced from the time-resolved spectroscopy setup described in
Section 3.1.2. For convenience and automation purposes, the data extraction, conversion,
and simulation setup steps for both Abaqus and COMSOL were done with the official
Python and MATLAB API’s, respectively3. The associated scripts used in the present
work are also hosted on the author’s Github page using Georgia Tech’s enterprise license
(https://github.gatech.edu/dscripka3).
Beyond the assignment of geometry and material properties, there are many other simu-
lation parameters that can have a significant effect on the accuracy of the simulation results,
3Introductions to these API’s can be found at the following links: https://www.comsol.com/video/intro-
to-scripting-using-livelink-for-matlab, http://50.16.225.63/v2016/books/cmd/pt01.html
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such as initial and boundary conditions, mesh properties, material property specification,
solver configurations, etc. Unless otherwise noted, all of the simulations in Abaqus and
COMSOL presented in Chapters 5 and Chapter 6 utilize the simulation parameters shown
in Table 3.2.
Finally, it is important to note that there are two significant assumptions underlying
this combined computational approach. First, it is assumed that continuum analytical
approaches (i.e., FEM) and bulk material properties accurately model structural changes
in multilayer structures composed of individual layers that are only tens to hundreds of
nanometers thick. Second, the usage of time-resolved snapshots from the Abaqus simu-
lations assume that the time-resolved mechanical and thermodynamic states of the multi-
layer are essentially stationary with respect to an electromagnetic wave propagating in the
structure. This assumption is likely quite reasonable as the velocity of a moving shock-
compression front in a dielectric material is typically in the range of 2 - 15 km/s for low
to medium pressures, while the speed of electromagnetic wave propagation is on the order
of 200,000 km/s, a difference of over 4 orders of magnitude. These and other assumptions
and implications of the model will be discussed again, as appropriate, when comparing the
predictions of the framework to the theoretical models and experimental data in Chapters 5
and 6.
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Table 3.2: General simulations parameters for Simulia Abaquus and COMSOL Multi-
physics in the opto-mechanical simulation framework. Unless otherwise noted, all sim-
ulations are two-dimensional.
COMSOL
Mesh Properties Free linear triangular mesh, maximum element size of 100 nm
Initial Conditions Port boundary condition with electric field excitation in the z
(out-of-plane) direction for EM wave emission
Boundary Conditions Perfect Magnetic Conductor (PMC) symmetry boundary con-
ditions for geometry boundaries perpendicular to the EM wave
propagation, and Perfectly Matched Layers (PML) as top and
bottom domains of simulation to absorb stray power from trans-
mitted/reflected EM wave.
Abaqus
Material Properties Tabular Equation of State for volumetric material response, lin-
ear elastic shear behavior
Mesh Properties Linear hexahedral (brick) element, variable element size, but
minimum of 1 element along thickness of an individual layer in
a multilayer structure
Initial Conditions Either a pressure load condition (varying spatial distributions
and temporal profile), or plate-impact setup with flyer initial
velocity
Boundary Conditions Nodal constraints at edges perpendicular to shock direction only
allowing displacement along shock direction, global nodal con-
strains to enforce plane strain stress state.
Contact Handling Surface-to-surface contact or Simulia Abaqus General Contact
algorithm
Artificial Viscosity Linear and quadratic artificial viscosity coefficients set at the
Abaqus defaults of 0.06 and 1.2, respectively.
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CHAPTER 4
DESIGN OF MULTILAYER STRUCTURES AND DEVELOPMENT OF
THEORETICAL MODELS
As discussed previously in Section 2.3, multilayer optical structures have many different
scientific and commercial applications, and the variation between different multilayer de-
signs is significant as the use of multilayer structures in dynamic sensing is a novel and
specific application. Hence, investigation into unique multilayer designs that meet the par-
ticular needs of dynamic sensing is necessary. Additionally, theoretical models that are
tailored to the novel multilayer designs are also needed to describe and predict the re-
sponse of the multilayers under shock loading conditions. The following sections discuss
these issues in detail.
4.1 Design and Fabrication of Multilayer Structures
The design of a generic multilayer structure is defined by three variables: the material
composition of the individual layers, the periodicity (i.e., number and arrangement) of the
layers, and the thickness of the individual layers. Other relevant physical features that can
affect the optical response of the structures are the quality of the adhesion and the rough-
ness of the interface between the individual layers, as well as the large-area uniformity,
roughness, and thicknesses of the starting substrate and as-deposited layers.
In addition to these basic design considerations, the application of multilayer struc-
tures to sensing under shock-compression conditions also necessitates consideration of the
mechanical response of the structure. Generally, the overall thickness of the multilayer
should be minimized to ensure that the mechanical and thermodynamic equilibration of the
structure occurs on a time-scale competitive with existing time-resolved diagnostics (i.e.,
several nanoseconds or less). Similarly, the acoustic impedance difference between the in-
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dividual layers should be minimized to ensure both rapid mechanical and thermodynamic
equilibration as well as to minimize stress localization at the layer interfaces as this could
compromise the mechanical integrity of the multilayer structure under shock loading. The
impedance difference between the different layer materials (∆Z) is defined in Equations
4.1 and 4.2:
Z1 = ρ01C01 Z2 = ρ02C02; (4.1)
∆Z = Z1 − Z2 (4.2)
where ρ is the material density and C0 is the material bulk sound speed. Figure 4.1 shows
example simulations of the equilibration of the interface pressure between a copper sample
and the multilayer. In this configuration, the multilayer substrate essentially acts as a “win-
dow” for the shocked sample, with the multilayer itself at the interface between the two
(see Forbes [3] for a more detailed discussion of this type of sample configuration). The
multilayers in these simulations are based on designs that will be discussed in Section 4.1.1
and have silver mirror layers, fused silica cavity layers, and fused silica substrates. As the
thickness of the AOMC cavity layer increases, the equilibration time to the reference peak
pressure (the copper/“window” interface with no multilayer) slowly increases due to the
impedance mismatch and increasing wave transit time through the thicker multilayer.
In some cases, the impedance mismatch is the dominant factor rather than the overall
multilayer thickness. Figure 4.2 shows the same type of simulation as in Figure 4.1, but
this time with a Al2O3 cavity layer and substrate, which is a much closer impedance match
to the silver reflecting layers and the copper driver. As such, the equilibration time is <<1
ns and largely independent of the cavity thickness. This behavior can have both positive
and negative consequences. Through informed selection of multilayer design based on
sample and loading conditions, very rapid equilibration times and thus high time resolution
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Figure 4.1: Schematic (left) and interface stress (right) for an example simulation showing
shock equilibration at the interface between a sample, an SiO2-based AOMC multilayer,
and a fused silica “window” (i.e., the multilayer’s substrate). With no multilayer at the
interface, a 10 GPa shock wave will equilibrate to the impedance match stress of ∼4 GPa
with a fused silica window in << 1 ns, but the addition of the multilayer structure at the
interface increases the equilibration time up to ∼1 ns, depending on the thickness of the
multilayer structure and the impedance match of the layer materials and sample.
is possible; however, if such design flexibility is not realistic then higher equilibration times
need to be considered. Nevertheless, even under conditions of relatively high impedance
mismatch, equilibration times for many different types of structures should be on the order
of a few nanoseconds or less, which is broadly competitive with the existing diagnostics
discussed in Section 2.2.
The clear importance of layer material properties leads to another important design
criteria: optical materials should be chosen that have well-defined mechanical and opti-
cal responses under dynamic loading to better enable accurate models and simulations of
the multilayer’s response. In some cases, this requirement puts significant restrictions on
potential multilayer designs as relatively few materials have both optical and mechanical
property behavior under shock loading in the literature. Table 4.1 shows a range of ma-
terials identified that meet this standard, along with references to the published material
property data.
Once materials are selected, fabrication of the optimized multilayer structure designs
can be accomplished with a wide range of deposition techniques. For the present work,
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Figure 4.2: Schematic (left) and interface stress (right) for an example simulation showing
shock equilibration at the interface between a sample, an Al2O3-based AOMC multilayer,
and a c-cut sapphire “window” (i.e., the multilayer’s substrate). With no multilayer at the
interface, a 10 GPa shock wave will equilibrate to the impedance matched stress of ∼11 GPa
with a Al2O3 window in << 1 ns, and the addition of the AOMC with closely impedance
matched materials adds only ∼200 picoseconds to the equilibration time, essentially inde-
pendent of cavity layer thickness.
dielectric materials were deposited utilizing Ion-Assisted Deposition (IAD) (see Martin et
al. [118] for a discussion of the advantages of this method), metals were deposited via
electron-beam evaporation (a well-established method for thin film deposition of metals
in optical applications, see [119]), and polymer materials were deposited via spin coating
[120]. These methods are used extensively in both industrial and research contexts. The
details of the fabrication processes are the focus of collaborative work by Lee [121] and will
not be discussed further in this work. Broadly, the main goal in the fabrication study is the
selection and evaluation of methods and procedures that will produce multilayer structures
with the previously discussed features and properties that make them well-suited for use as
time-resolved meso-scale sensors in shock-compression research.
The following sections will present the AOMC and DBR designs discussed by Lee
[121], focusing on representative structure and static spectral properties.
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Table 4.1: Candidate materials identified for multilayer structures and associated references
to published mechanical and optical property data under shock-loading conditions.
Material Mechanical Properties Optical Properties (n = f(ρ))
Fused Silica (SiO2) [7, 95, 96, 97] [98, 99]
Al2O3 (various orientations) [100, 7, 101] [97, 98, 102, 103, 104]
LiF ([100]) [7, 105] [106, 107, 108]
PDMS [7, 109] [110]
Kel-F [7, 111] [110, 112]
PMMA [7, 113] [110, 97, 114, 115]
Silver [7, 116, 117] NA
4.1.1 AOMC Designs
Several AOMC multilayer structures were considered and fabricated, all based around the
same general design: a 400-500 micron substrate, silver reflecting layers, and a 500-1000
nm thick cavity layer. Table 4.2 shows the structure and order of the layers in the AOMC
cavities. Note that the optical and mechanical properties are approximate and based on
literature values for bulk samples of the materials.
The fused silica AOMC was designed to explore a multilayer structure with a moder-
ately stiff cavity (as represented by the bulk modulus listed in Table 4.2) layer and thus an
“average” pressure sensitivity. The fused silica AOMC went through several different re-
visions, primarily due to poor adhesion and stability between the SiO2 and silver reflecting
layers. The addition of the 5 nm Al2O3 “adhesion” layers corrected this problem. A 500
nm cavity was the target thickness, but some variation depending on the fabrication run
added some variation (∼10 nm variance). Figure 4.3 shows the schematic of the structure,
along with a measured as-fabricated spectrum.
The Al2O3 AOMC was designed to explore a multilayer structure with a very stiff cav-
ity layer and thus a relatively low pressure sensitivity. This design utilized a c-cut sapphire
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Table 4.2: Structure and basic optical and mechanical properties of the AOMC multilayers
designed and fabricated in this work. The cavity layer bulk modulus gives an approximate
estimate of the AOMC compressibility and thus its “sensitivity” to shock pressure. The
cavity layer for each structure is in bold.
AOMC Cavity
Material Properties SiO2 AOMC Al2O3 AOMC PMMA AOMC
Cavity Refractive Index
(@ 632 nm) 1.457 1.765 1.490
Cavity Bulk modulus
(GPa) 37 165 3.3
Ag (125 nm) Ag (125 nm) Ag (35 nm)
Al2O3 (5 nm) Al2O3 (990 nm) PMMA (500 nm)
SiO2 (500 nm) Ag (35 nm) Ag (35 nm)
Layer Order







Fused SiO2 (500 µm)
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Figure 4.3: Schematic (left) and as-fabricated spectrum (right) for the AOMC multilayer
with a fused silica cavity. The Al2O3 adhesion layers are between every interface with the
silver reflecting layers. The spectrum is focused on a single cavity mode of the AOMC.
substrate and did not require adhesion improving layers at the silver/Al2O3 interfaces as
adhesion was already sufficient. The as-deposited Al2O3 cavity is likely amorphous, based
on the fabrication parameters and methods, and the detailed characterization of the cav-
ity’s structure was not performed. Figure 4.4 shows the schematic of the structure, along
with a measured spectrum of the as-fabricated multilayer. The quality of the spectrum is
poor, likely due to insufficient Al2O3 deposition quality (again see Lee [121] for additional
discussion). More work is needed to optimize the fabrication of this structure.
Figure 4.4: Schematic (left) and as-fabricated spectrum (right) for the AOMC multilayer
with a Al2O3 cavity. The quality of the spectrum is poor, but the features of the cavity mode
are still visible.
The PMMA AOMC was designed to explore a multilayer structure with a relatively
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soft cavity layer and thus a relatively high pressure sensitivity due to high compressibility
of PMMA. The fabrication process for this structure was more complex as the PMMA cav-
ity layer needed to be spin-coated on top of the e-beam deposited silver reflecting layers
in multiple steps. Figure 4.5 shows the schematic of the structure along with a measured
as-fabricated spectrum of the structure. While the quality of the initial spectrum is quite
good, the sample showed very low stability and the spectrum degraded significantly over
the course of a few weeks. Additionally, maintaining layer adhesion and uniformity dur-
ing fabrication was challenging, and more work is needed to optimize the fabrication and
stability of this structure.
Figure 4.5: Schematic (left) and as-fabricated spectrum (right) for the AOMC multilayer
with a PMMA cavity. The target cavity thickness was 500 nm, but in practice significant
variation (up to 100 nm) was observed due to the difficulty in maintaining consistent spin-
coating thicknesses.
4.1.2 DBR Designs
Several different DBR multilayer designs were explored, including polymer based designs
and TiO2/Al2O3 designs. However, no usable samples from these designs were produced
due to challenges with fabrication. As such, a new design was created based on controlling
the oxygen stoichiometry of SiOx layers. This enabled simpler fabrication processes, and
several different samples with sufficient spectral quality were produced. As was discussed
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Table 4.3: Layer properties for the SiOx based design of the DBR multilayers. Actual fab-
rication conditions varied, and slightly different layer thicknesses and stoichiometries were
obtained for different samples. In general, the thickness and refractive index difference
between the layers was 10-15 nm and 0.1, respectively. The estimated bulk modulus is
based on a linear interpolation between the bulk moduli of pure SiO2 and SiO thin films
reported by Pivot et al. [122], though it is likely that these values are more qualitative as
film properties are strongly dependent on fabrication parameters.
Layer Thickness Refractive Index Oxygen Fraction Estimated Bulk Modulus
A ∼190-250 nm ∼1.65 ∼1.51 ∼29 GPa
B ∼200-270 nm ∼1.55 ∼1.8 ∼31 GPa
in Section 4.1, the higher overall thickness of the DBR structures may influence the effec-
tive temporal response of the DBRs, so samples with varying numbers of layers (11 and
21) were produced to explore this effect. Table 4.3 shows the representative properties of
the DBR layers, and Figure 4.6 shows a schematic of the structure and spectrum of the
as-fabricated multilayer.
Figure 4.6: Schematic (left) and spectra (right) for the as-fabricated SiOx DBR multilayers.
Each bi-layer (BL) was repeated 5 or 10 times, followed by a final single layer which acts
to improve the shape of the reflectance peak compared to an even-numbered layer design.
The 10 BL DBR shows a higher and narrower peak compared to the 5 BL as expected
based on Equation 2.6.
The total thickness of the 5 and 10 bi-layer DBRs was ∼3 and ∼5 microns, respectively.
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As the bulk moduli of the individual layers are likely quite similar (see Table 4.3), the
impedance mismatch between the layers and fused silica substrate is low. This indicates
that despite the relatively large thickness of the DBR multilayers, equilibration times should
be rapid (on the order of a few nanoseconds or less). Due to a lack of high quality material
property data for the SiOx layers, quantitative simulations of equilibration time are difficult,
and this assumption will be compared with the experimental data presented in Chapter 5.
Finally, it is important to note that each of the spectra for the different DBR (as well
as AOMC) structures was collected over an area corresponding to < 1 mm2, and spectral
variation does exist at different spatial locations on the multilayer. In some cases, the po-
sition of a single reflectance peak/valley mode showed variation of up to ∼10 nm over an
area of 1000-1500 mm2. This is most likely due to non-uniform flatness of the starting sub-
strate, non-uniform layer deposition, and other variations in fabrication processes. Tighter
control of fabrication parameters can reduce this spatial variation, but some variation may
be unavoidable. The implications of such variations will be discussed further in Chapter 7.
4.2 Dynamic Optomechanical Theoretical Model
The overall optical response of the multilayers to shock-compression can be viewed as the
interaction between two effects: shock induced changes in the structure of the materials
in the multilayer and shock induced changes in the optical properties of the materials in
the multilayer. Predicting the time-resolved spectral response of the multilayers is then, in
theory, possible by combining models of time-resolved optical and mechanical properties
with the multilayer equations defined in Section 2.3. The following sections will present
the development of these components and the initial predictions of overall optomechanical
dynamic model.
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4.2.1 Structural Changes Under Shock Compression
Structural changes under shock-compression include densification, phase changes, and de-
fect generation [2, 3]. Shock-induced structural changes are, in general, well understood
for many different bulk materials. The Equation of State (EOS) for a bulk material de-
scribes the complete thermodynamic response in the Pressure-Volume-Temperature space,
and there exist many high quality EOSs for a wide range of different materials and their
forms, including many optical materials.
As discussed in Section 2.3, the structural change that would most affect the optical
response of a multilayer is a change in the thickness of the individual layers due to densifi-
cation under shock-compression. The amount of this dimensional change is defined by the
EOS of the material as a function of both the magnitude and rate of the loading. Under 1-D
uniaxial strain loading, the change in volume is the same as the change in thickness along




), so the volume change calculated from a material’s EOS
can be used to calculate the change in the thickness of an individual layer in a multilayer





The rate of the loading can also have a significant effect on the magnitude of the vol-
ume/thickness change. Material compression can occur on isothermal, isentropic, and
Hugoniot thermodynamic pathways and infinitely many intermediate thermodynamic path-
ways. Figure 4.7 shows these three pathways, demonstrating that for a given pressure, the
volume compression decreases moving from the isotherm, isentrope, and Hugoniot path-
ways due to the increasing role of higher temperatures along the same direction. How-
ever, the magnitude of these differences typically only become significant at relatively high
pressures and temperatures. In the present work the primary focus will be on the structural
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response of the multilayers along the shock Hugoniot as the experimental setup described
in Chapter 3 is used for generating relatively low pressures along pathways likely between
the isentrope and Hugoniot for the materials investigated.
Figure 4.7: Example plot from Forbes [3] of isotherm, isentrope, and Hugoniot curves
in the pressure-volume-temperature space. Note that for a given pressure, depending on
the loading pathway, the level of volume compression increases from the Hugoniot to the
isotherm. In the case of 1-D loading, the rate of the loading (e.g., static compression up to
shock-compression) will determine which pathway is followed, and thus the magnitude of
the thickness change in the sample.
An example of the EOS for fused silica along the shock-compression Hugoniot is shown
in Figure 4.8, plotted in the volume compression (V/V0) vs pressure space as this is the
most relevant to the present context. Several different sources of experimental data are
used for this plot [97, 7, 96], and their combination introduces a very important issue: data
quality and error propagation. In order to develop an optomechanical model that is capable
of quantitative predictions, the sources and amount of error for each component must be
carefully tracked and propagated through the entire form of the model. This is especially
important when leveraging literature sources as researchers can use many different experi-
mental techniques with varying quality and forms of the reported data. For example, Barker
and Hollenbach [97] don’t report the raw Us-Up values from their experiments and instead
provide a 4th order polynomial fit for stress as a function of 1-dimensional strain that “fits
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the present data very well to 65 kilobar but also converges to within 1%-2% of Wackerle’s
data in the 90-95 kbar range.” This model is likely accurate in the 0-10 GPa (0-100 kbar)
range given the precision in their experiments that Barker and Hollenbach claim. Marsh
[7] provides the raw Us-Up values, though the precision of these data are not explicitly
discussed.
With this knowledge, a combined EOS of fused silica can be generated from the lit-
erature sources, making some conservative assumptions about error magnitudes in each
reference. The model by Barker and Hollenbach is assumed to have a constant 2% error
of the 0-10 GPa range. The Marsh data was handled differently, leveraging a monte-carlo
approach. First the raw Us-Up data was assumed to have 5% error, and 1,000 monte-carlo
datasets in the volume-pressure space were generated based on this error and application of
the Rankine-Hugoniot conditions (Equations 2.1 and 2.2). Each of these datasets were fit
with a linear equation, and the 95% confidence interval of the predicted mean value from
all 1,000 fits across the 11-24 GPa was calculated. Combining these uncertainty ranges
from Barker and Hollenbach and Marsh produces the shaded uncertainty band in Figure
4.8.
Note that a clear transition occurs in the ∼10 GPa pressure range, which is broadly con-
sidered to be the first phase-transformation for fused silica along the shock Hugoniot. On
average, the calculated uncertainty band results in an error of 3-5% in the predicted volume
compression for a given pressure, which is likely quite conservative. This same approach
can be taken for the other materials listed in Table 4.1 as many of the literature sources
have similar variability in their data collection and reporting. In general, however, models
of volume-pressure with conservative average accuracies of 5-10% are likely obtainable for
many different optical materials, and for the present context fused silica will be used as the
reference material of choice for development of the overall optomechanical model.
One significant assumption in this structural response analysis (for any material) is the
application of bulk mechanical property and EOS data to the <1 µm thin-film layers in
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Figure 4.8: Volume-Pressure Hugoniot for fused silica, using data from Barker and Hol-
lenbach [97], Marsh [7], and Wackerle [96].
a multilayer optical structure. For example, it has been observed that the static elastic
properties of some materials in thin-film form will be higher than those observed in bulk.
For metals, it is theorized that the Hall-Petch grain size effect, as well as dimensionally
constrained dislocation motion [123], result in such improved mechanical properties. For
amorphous dielectrics like fused silica, the elastic properties can vary substantially above
and below bulk values, depending on physical structure, processing conditions, and mea-
surement techniques [124, 125]. Similar size effects on static mechanical properties have
been observed in polymer thin films as well [126].
However, many of these effects are primarily observed in films of < 30 nm thickness,
which is smaller than the typical layer thickness in the multilayer structures discussed in
Section 2.3. Additionally, as was shown in Figure 2.14 and Equation 2.12, Kolle et al. [63]
demonstrated that an analytical model based on continuum (bulk) linear elasticity applied
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well to a multilayer structure composed of 150 nm and 250 nm thick Polymethylmethacry-
late (PMMA) and Polydimethylsiloxane (PDMS) layers under static strain. Under dynamic
loading, several researchers [127, 128] have shown that for approximately 500 nm thick
PMMA and aluminum films, the experimental data from laser-driven shock-compression
matches the reference bulk Hugoniot. Similarly, Bolme [110] conducted femtosecond
laser-driven shock-compression of PMMA, PDMS, and polycarbonate samples ranging
from 1.6 micron to 8 micron, observing Hugoniot data broadly in agreement with bulk
data from Marsh [7]. Ashitkov et al. [129] showed that under femtosecond laser-driven
shock, 240 to 1200 nm thick nickel and aluminum films exhibit super-elastic responses that
deviate from the bulk Hugoniot at low (∼10 GPa) pressures, but related work by Evans et
al. [130] indicates that for similar aluminum films the hydrodynamic response returns to
the bulk Hugoniot at sufficiently high pressures (∼100 GPa). Additionally, this behavior is
likely due to the unique conditions of femtosecond laser-driven shock and is less relevant
in the context of more traditional shock-compression methods.
In summary, in the context of developing predictive models for the typical materials,
layer thicknesses, and loading conditions that will be investigated in this work, continuum
methods, bulk material properties, and reasonable assumptions of error for layer thickness
changes under shock-compression will likely be sufficient. Comparison of the experimental
data from Chapter 5 to the optomechanical model will provide important validation (or
refutation) of these assumptions.
4.2.2 Optical Changes Under Shock Compression
Optical responses under shock-compression involve changes in the complex index of re-
fraction of a material, n = n + ik, with the nature of the change highly dependent on
the bulk thermodynamic state and atomic electronic structure of the material. In contrast to
structural changes, similarly complete Equation of State-type models for n are significantly
less common as the underlying physics involving electronic polarizability and electron en-
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ergy band transitions can be extremely difficult to model. See Ashcroft and Sturm [131]
and Kormer [132] for more complete discussions of the relevant physics.
Attempting to break this complexity into more manageable components, a dynamic op-
tical model can be defined with additive terms, each representing the major thermodynamic
variables that influence the complex index n.
n(V, T ) = A(V ) +B(T ) (4.4)
where A and B are functions that describe the change in n as a function of specific volume
and temperature, respectively. Even with the lack of rigorous descriptions of A and B,
there are simplifying assumptions that can still provide a reasonable match to empirical
data.
Beginning with the volumetric response, the well-known Gladstone-Dale [133] approx-
imation (Equation 4.5) produces a reasonable match for many different optical materials
under shock-compression. An empirically corrected form of the Gladstone-Dale relation-















(1− ε(ρ)); ε = α[ ρ
ρ0
− 1]β (4.6)
Figure 4.9 shows the shift of the real component of refractive index for fused silica as a
function of volume compression using Barker and Hollenbach’s [97] data, the prediction
of the Gladstone-Dale model (Equation 4.5, Setchell’s [98] corrected version with parame-
ters of α = 0.02996 and β = 0.6571, and Zha’s [99] hydrostatic data converted into uniaxial
compression. Note that this conversion requires multiple steps as fused silica displays
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non-linear elastic compression in the 0-10 GPa range, and also undergoes a phase transfor-
mation at ∼8-10 GPa corresponding to the onset of plastic deformation. Thus, Zha’s data
was converted to uniaxial compression using Equation 4.7 and Zha’s poisson ratio data in
the ∼0-9 GPa range and Equation 4.8 (where Y is the yield strength) and the combined
model from Figure 4.8 in the 9+ GPa range.
σx = 3P
1− ν(P )
1 + ν(P )
(4.7)




Figure 4.9: Refractive index for fused silica under uniaxial compression, using models
and data from Barker and Hollenbach [97], Setchell [98], and Zha [99]. Zha’s data was
converted to uniaxial pressure from hydrostatic data.
There are several important aspects of these data. First, in the volume-compression
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range from 1.0 to 0.9 (∼0-6 GPa), both Setchell’s model and the simple Gladstone-Dale
model are an excellent match to Barker and Hollenbach’s low error data and a reasonable
match to Zha’s higher error data. Beyond V/V0 of 0.8 (> 10 GPa), both models diverge
substantially from Zha’s data and less substantially from each other. The clear change in the
refractive index trend at this point is indicative of the first of many phase transformations in
fused silica at higher pressures and compressions, and to the author’s knowledge, there is
currently no high-quality literature data of refractive index in these regimes. This illustrates
an important practical limitation to the form of the optomechanical models used in this
work: they are highly dependent on quality empirical data, and without such sources their
predictions will be largely qualitative and not suitable as reference or calibration-curves for
the multilayer structures, a point which will be discussed further in Chapter 7. However, the
models for fused silica are likely reasonably precise in the 0-10 GPa pressure regime that
is the focus of the current work and should apply well to the AOMC and DBR structures
based on fused silica.
Similar plots can be generated for other materials as well. Figure 4.10 shows such
curves for Al2O3, PMMA, LiF, and C-cut Sapphire using data and/or models from [110,
135], along with Gladstone-Dale predictions for each material. Note that uncertainty in the
data and model predictions for these materials are not shown in the plot, but a similar quan-
titative analysis could be conducted as was demonstrated for fused silica. It is clear that
PMMA is reasonably described by a Gladstone-Dale model (with respect to trends), but
LiF and especially C-cut sapphire show diverging trends at higher compressions and pres-
sures. These results further substantiate the importance of empirical data for developing
optomechanical models.
Finally, it is important to note that the dn/dρ behavior of materials is also a function of
wavelength, but depending on the material this contribution may or may not be significant.
Jenson et al. [135] compared the refractive index as a function of density for several optical
materials at both 532 nm and 1550 nm, and while not universal, a simple offset was often
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Figure 4.10: Refractive index for PMMA, LiF, and C-cut under uniaxial compression,
using empirical models from Jenson et al. [135], Bolme [110], and the Gladstone-Dale
(GD) model predictions.
the primary effect of different wavelengths, leaving essentially identical trends. Chapman
et al. [114] showed similar effects for PMMA at low pressures. Thus, in the context of the
present work where the wavelengths of interest are all within ∼150 nm, it is assumed that
dn/dρ is independent of wavelength, and the magnitude of the change in index (∆n) is the
same across the relevant spectral range.
Up to this point the discussion of the effects that shock-compression has on optical
properties has been limited to selected dielectrics and polymers. As the complex com-
ponent of refractive index (k) is ∼0 for these materials, the analysis is greatly simplified.
However, as the AOMC multilayer structures presented in Section 4.1 contain silver re-
flecting layers, the optical response of silver and potentially other metallic materials to
high pressures must also be considered. Under static loading, this can be accomplished
with sophisticated ellipsometry methods [136, 137], but obtaining time-resolved measure-
ments of complex indices is significantly more difficult. Dolan et al. [49], Funk et al. [127],
Grant et al. [138], and Ali et al. [139] present several techniques used to obtain such data,
85
but with relatively low quality and quantity.
Generally, the complexity of the optical response of metallic materials is due to their
complex electronic structure and the changes in that structure as the material moves along
different thermodynamic pathways. For example, Funk et al. [127] attributed trends in
the complex index of aluminum under shock-compression to pressure-induced changes in
electron interband-transitions at the measured wavelengths and noted that nickel displays
the opposite trend due to its lack of a similar interband-transition. Dolan et al. [49] have
an extensive discussion of attempts to develop a “minimal” model for the dynamic optical
response of gold based on experimental data, concluding that “overfitting the problem is
a valid concern” due to the six-plus adjustable parameters in their model. Based on these
conclusions, it was determined that for the present work no reasonably descriptive quan-
titative or qualitative model for the dynamic optical response of silver can be developed.
Instead, it will be assumed that the contribution of silver to the optomechanical model for
the AOMC multilayers will be relatively limited, and the sensitivity analysis discussed in
Section 4.2.3 will evaluate the magnitude of the effect from changes in the optical response
of silver. The comparison of the models to the experimental data in Chapter 5 will also
provide important validation of this assumption.
Moving on to the temperature effect of Equation 4.4, the component is composed of


















where αV is the thermal expansion coefficient. There are several issues immediately ob-







can be very difficult to quantify experimentally, ∂n/∂ρ may
not be known accurately (as was just discussed at length), and quantitative measurements
of shock-induced temperature increases are quite difficult. Thus, accurate experimental
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measurements of the parameters in Equation 4.9 under dynamic loading is potentially in-
tractable for many different materials. However, a useful approach to estimate the overall
magnitude of dn/dT for various materials comes from exploiting the differences between
thermodynamic loading paths. As shown in Figure 4.7, the isentropic loading path leads
to greater volume compression at equivalent pressures compared to the Hugoniot due to
the lower overall temperatures reached along the isentrope. If sufficient control over the
rate of dynamic loading is possible, data comparing refractive index measurements from
isentropic and shock (Hugoniot) loading is obtainable. In other words, n is measured at
two different temperatures but the same shock-compressed density allows for independent
evaluation of temperature as a variable in the overall change in refractive index. Similar
comparisons can be made with isothermal compression data, if available.
This exact approach can be found in the literature for the dynamic optical response of
Lithium Fluoride (LiF) under dynamic pressures ranging from a few to several hundred
GPa. The consensus ([115, 106, 107]) indicates that the refractive index change in LiF is
primarily a function of density changes, and not a significant function of temperature even
at high dynamic pressures and temperatures. Similar results for PMMA were observed
for quasi-isentropic pressures up to 17 GPa [115] and under shock pressures ranging up
to 22 GPa [140, 127, 141] where observed changes in the refractive index of PMMA fol-
lowed the Gladstone-Dale model (Equation 4.5) to within experimental error. According to
Bloomquist et al. [142], shock-induced temperature rises of over 500 ◦C would be expected
for PMMA under a shock pressure of just 5 GPa, indicating that like LiF, the temperature
effect on the refractive index is negligible for PMMA under shock-compression. Unfortu-
nately, similar data for fused silica is not present in the literature due to lack of quality data
for refractive index changes under shock pressures greater than ∼10 GPa, prior to which
shock-induced temperature increases are negligible (< 20 K). More investigation of shock-
induced temperature effects on the optical properties of fused silica is needed, especially
at pressures beyond the first phase transformation at ∼10 GPa; however, for the present
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work it is assumed that dn/dT for fused silica is also negligible. In summary, despite the
inherent complexity of shock-induced changes in optical properties, with empirical models
and prudent assumptions, reasonable estimations of refractive index under shock loading
are obtainable.
4.2.3 Initial Predictions of Optomechanical Theoretical Model
The combination of the data, assumptions, and models of the previous sections leads to an
overall optomechanical model based primarily on the layer thickness and refractive index
changes as a function of the dynamic load. Combining equations 4.4 and 4.3 with the
analytical equations in Section 2.3, the net optical response of a multilayer structure to a
dynamic load can, in theory, be predicted. For example, the height, width, and spectral shift















[dcavity(P )ncavity(P ) + 2d
skin−depth
mirror (P )] (4.12)
where ncavity(P ), dcavity(P ), and R(P ) vary depending on the layer materials and models
chosen. However, these analytical equations are primarily illustrative approximations and
do make certain assumptions. Specifically, refractive index is a function of wavelength,
and thus Equations 4.11 and 4.12 would require numerical solutions to solve directly.
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Alternatively, the computational methods for optomechanical simulations presented in
Section 3.2 make far fewer assumptions and can be easily combined with the material
models developed to produce simulated data points which can then be fit with polynomial
functions (or just compared directly to experimental data) to create the combined optome-
chanical model. With this approach, the simulated data can even be tailored to the specific
conditions of the experimental data, enabling a more relevant direct comparison. It should
be noted that this approach, while practical, is somewhat removed from a ground-up phe-
nomenological model. However, forming such a model may not be possible given the
challenges already discussed, and may not generalize well even if one is identified.
To demonstrate the approach, the behavior of the silver and fused cavity based AOMC
fabricated in this work (Figure 4.3) was simulated, focusing on the 0-10 GPa uniaxial
strain shock pressure range. In the simulations, RAg(λ, P ) is assumed to be ≈ RAg(λ)
(provided by Rakic [143]), and ncavity(P, λ), dcavity(P, λ) for fused silica are defined by
Barker and Hollenbach’s models [97], inverting the stress-strain relationship using a 4th-
order polynomial fit where stress is in GPa and is defined as the uniaxial stress (i.e., σ11).
For fused silica n0(λ) is provided by Malitson [57]. The thickness of the silver mirrors is
assumed to follow the linear Mie-Gruneisen EOS defined by Marsh [7] at the equilibrated
pressure of the fused silica cavity layer. As the loading is one dimensionsal, the volume
























































The COMSOL simulated spectra for the SiO2 AOMC are shown in Figure 4.11, over a
pressure range of 0-10 GPa.
Figure 4.12 shows the peak features for the simulated SiO2 AOMC spectra as a function
of pressure, where peak position is defined as blueshift relative to the P = 0 (i.e., initial)
condition, peak width is the width at 1/2 the peak height (i.e., FWHM) and peak depth is
the calculated reflectance value at the peak position. Note that peak width and depth are
normalized to the P = 0 initial condition.
To explore the effect that silver has on the optical response, the effects on the AOMC
spectra from shock-induced optical changes in silver are also shown with an arbitrarily
substantial change of ± 0-40% (linearly increasing/decreasing over the 0-10 GPa range)
in n and k for silver assumed. Note that this most likely overestimates the magnitude of
any shock-induced changes in nAg. The peak position (blueshift) shows a smooth trend
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Figure 4.11: Simulated spectra of the SiO2 based AOMC multilayers using the models
described by Equations 4.13 - 4.17 and COMSOL Multiphysics under a uniaxial pressure
of 0 - 10 GPa.
up to ∼50 nm at 10 GPa with some small non-linearity due to the elastic compression re-
sponse of fused silica. Changes in nAg have no discernible effect on the blueshift, while
changes in kAg increase or decrease the magnitude of the blueshift, with decreasing kAg
having the strongest effect. Peak depth only varies slightly (∼0%-5%) with both increas-
ing/decreasing nAg and kAg having similar trend effects on the peak depth. Peak width also
varies up to ∼30% at 10 GPa, with nAg generally having a small effect on peak width, and
increasing/decreasing kAg having very substantial widening/narrowing effects.
For the PMMA and Al2O3 based AOMC multilayers the same type of model is defined
using Equations 4.13 - 4.17 for the silver volume compression response and equation of
state data from the literature for PMMA and Al2O3. The volume compression-pressure
relationship for PMMA was modeled as a 3rd-order polynomial fit to the combined data
from several sources ([97, 7, 113]), and the volume compression-pressure relationship for
Al2O3 as a 2nd-order polynomial fit to the linear Us-Up model defined by Setchell et al.
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Figure 4.12: Extracted peak depth, width, and position from the simulated spectra of the
SiO2 based AOMC multilayers using the models described by Equations 4.13 - 4.17 and
COMSOL Multiphysics under a uniaxial pressure of 0 - 10 GPa. The dotted and dashed
lines show the change in the AOMC peak features as the n and k values for the refractive
index of silver are linearly varied 0 to ± 40% over the same pressure range.
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[98] (Us(km/s) = 11.19 + 1.0Up). Refractive index behavior as a function of pressure
is modeled with Barker and Hollenbach’s Al2O3 form of Equation 4.15 with α = 0.8280
and β = 0.9606, and simply the standard Gladstone-Dale model for PMMA which has
been shown to fit the experimental data for PMMA well. Figure 4.13 shows the predictions
of these models for spectral blueshift along with the fused silica based AOMC model for
comparison purposes.
Figure 4.13: Predictions of the spectral blueshift as a function of pressure for the three
different AOMC multilayer structures (fused silica, Al2O3, and PMMA cavity layers). Each
curve is based on the corresponding optomechanical model using the framework shown by
Equations 4.13 - 4.17, informed by empirical data from the literature.
The high predicted sensitivity of the PMMA based AOMC is clear from the large
blueshifts at relatively low pressures due to the high compressibility of PMMA, and the
opposite behavior from the very low compressibility of the Al2O3. As the experimental
data for these structures presented subsequently in Chapter 5 is limited the predicted peak
width and height from the optomechanical models is not shown and the focus will be on
the magnitude of the measured blueshift.
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Extending this type of optomechanical model and its predictions to the SiOx DBRs
follows a similar process, but requires additional assumptions due to a lack of quality em-
pirical data for refractive index of SiOx at varying stoichiometries and pressures. Con-
sequently, the refractive index of the SiOx layers is estimated as the linear interpolation
between the refractive index for SiO and SiO2 at a given value of x, and the pressure-
dependent response is assumed to be the same as that for SiO2 (Equation 4.15). Figure
4.14 shows the refractive index for SiO and SiO2 as a function of wavelength from [144]
and [57], respectively, and the interpolated value at an x value of 1.8 and 1.51 as listed in
Table 4.3 for the fabricated DBR structures. It is assumed that the non-zero but small value
of k for SiOx is negligible and is not included in the optical models for this SiOx DBR
structures.
Figure 4.14: Refractive index for SiO ([144]) and SiO2 ([57]) as well as linearly interpo-
lated values for SiOx at x values of 1.8 and 1.51.
The COMSOL simulated spectra for the 10 bilayer SiOx DBRs over a pressure range
of 0-10 GPa are shown in Figure 4.15. The DBR design was based on that specified by Lee
et al. [59], and had 252 nm “A” layers with SiO1.51 stoichiometry, and 267 nm “B” layers
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with SiO1.8 stoichiometry, using the appropriate refractive index interpolation as shown
in Figure 4.14. These parameters produced a starting spectrum that reasonably matched
the position, width, and height of the experimental spectra, validating the refractive index
model assumptions.
Figure 4.15: Simulated spectra of the SiOx based DBR multilayers using the models de-
scribed by Equations 4.13 - 4.15, Figure 4.14, and COMSOL Multiphysics under a uniaxial
pressure of 0 - 10 GPa.
Figure 4.16 shows the peak features for the simulated SiOx DBR spectra as a function
of pressure, where peak position is defined as blueshift relative to the P = 0 (i.e., initial)
condition, and peak width and height are normalized to the P = 0 initial condition. The
peak position (blueshift) shows a similar, though slightly larger, change as a function of
pressure compared to the SiO2 AOMC. Peak height actually increases with pressure up to
∼17% at 10 GPa, and peak width decreases to a smaller degree (∼8%) at 10 GPa.
At this point, the complete spectral response of the AOMC and DBR multilayer struc-
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Figure 4.16: Extracted peak height, width, and position from the simulated spectra of the
SiOx based DBR multilayers using the models described by Equations 4.13 - 4.15, Figure
4.14, and COMSOL Multiphysics under a uniaxial pressure of 0 - 10 GPa.
tures to shock-compression loads has been qualitatively described, and quantitatively pre-
dicted. The combined optomechanical models are based on reasonably well-understood
theories and empirical data, so there is good reason to assume that it will, at minimum,
describe the trends observed in the spectral responses. In the following chapter, the pre-
dictions of these models will be compared to experimental data for the AOMC and SiOX
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DBR multilayers, testing the validity of this claim.
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CHAPTER 5
MULTILAYER RESPONSES TO 1-D SHOCK-COMPRESSION
This chapter presents the results of the uniaxial shock-compression experiments on the fab-
ricated multilayer samples presented in Section 4.1 using the experimental setup described
in Section 3.1. As the experimental parameters varied within and between different mul-
tilayer samples and types, Table 5.1 provides a summary of the pertinent details for each
individual experiment. The spectroscopically probed area and drive laser spot size are im-
portant for two reasons: a larger probed area may be affected more by the uniformity of
the multilayer sample, and a smaller driver laser spot size will be slightly less “flat top”
due to the performance of the beam shaping optics and focusing lens described in Section
3.1.1. The implications of these variables will be discussed, as needed, for each individual
experiment. Note that the results of only a selected subset of experiments are presented in
detail in Sections 5.2 and 5.3 as many of the results are very similar and provide little extra
information. However, all of the usable experimental data are included in the comparison
to the optomechanical model predictions in Sections 5.2.4 and 5.3.3.
5.1 Experimental Data Analysis
Prior to examining the experimental results, a brief discussion on data analysis and error
estimation is warranted. In Section 4.2.3, the primary peak features measured in the pre-
dictions of the optomechanical model were peak depth/height, width, and position. These
values are discrete and easily extracted with the smooth simulation data, but the inherent
and unavoidable noise in the experimental data requires a more robust method to extract
the peak features. To accomplish this, several different approaches are possible.
One useful approach is the method of moments from Brown et al. [84], where peak
depth is the zeroth moment (M (0)), position is the first moment (M (1)), and width is the sec-
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Table 5.1: Summary of relevant experimental parameters for the shock-compression and








FS0 SiO2 AOMC 100 µm Al 3 mm 3 mm 0.8 GPa
FS1 SiO2 AOMC 100 µm Al 3 mm 3 mm 1.5 GPa
FS2 SiO2 AOMC 100 µm Al 3 mm 3 mm 3.2 GPa
FS3 SiO2 AOMC 100 µm Al 2 mm 2 mm 5.6 GPa
FS4 SiO2 AOMC 100 µm Al 2 mm 2 mm 5.6 GPa
FS5 SiO2 AOMC 100 µm Al 2 mm 2 mm 5.9 GPa
FS6 SiO2 AOMC 100 µm Al 2 mm 2 mm 6.1 GPa
FS7 SiO2 AOMC 50 µm Al 1.5 mm 1.5 mm 8.6 GPa
FS8 SiO2 AOMC 50 µm Al 1.5 mm 1.5 mm 9.9 GPa
FS9 SiO2 AOMC 50 µm Al 1.5 mm ∼1.3 mm 10.5 GPa
SP1 Al2O3 AOMC 50 µm Al ∼1.5 mm ∼1.5 mm ∼8.5 GPa
PMMA1 PMMA AOMC ∼25 µm Al 4.0 mm 4.0 mm ∼2.0 GPa
SIO10-0 10 BL SIOx DBR 50 µm Al 2 mm 2 mm 2.7 gpa
SIO10-1 10 BL SIOx DBR 50 µm Al 2 mm 2 mm 4.5 gpa
SIO10-2 10 BL SIOx DBR 50 µm Al 2 mm 2 mm 7.0 gpa
SIO5-0 5 BL SiOx DBR 50 µm Al 2 mm 2 mm 4 GPa
SIO5-1 5 BL SiOx DBR 50 µm Al 2 mm 2 mm 5.1 GPa
SIO5-2 5 BL SiOx DBR 50 µm Al 2 mm 2 mm 6.5 GPa
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ond moment (M (2)). These statistics-based measures of the spectral features are very useful
as they are relatively insensitive to noise and not dependent on particular peak shapes. They
are also easily computed, which is an important criteria as each experiment with the setup
described in Section 3.1.2 produces 1,024 individual spectra to analyze. Equations 5.1 -


















However, one disadvantage of the moment approach is their sensitivity to the integration
bounds. In practice, the bounds need to be limited to the spectral region immediately near
the spectral peak, and the overall streak image needs to be well-corrected for intensity
uniformity and spectral relative intensity. It was observed that for some experimental data,
the correction process was only partially successful, leaving the calculated moments highly
sensitive to the somewhat arbitrary integration bounds. Consequently, a different, multi-
step approach was chosen for the spectral feature extraction:
1. The standard streak image correction process as described in Appendix B is per-
formed
2. The location of the peak is first roughly located via the minimum/maximum value of
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the spectra
3. A smoothing spline is then fit to the local region of the peak, using a static offset of
15-20 nm on either side of the rough peak location
4. The fitted peak location and height are extracted from the spline fit, and the peak
width is defined as the width of the spline at 1/2 the fitted height
5. This process is repeated for every column of the streak image, as needed
Figure 5.1 shows this process on a single column of a streak image from a shock-
compressed AOMC multilayer sample. The fit limits and smoothing parameters are set
globally for each streak image at values that optimize the performance of the algorithm
across the entire image (i.e., pre-shock and shocked spectra). In some cases, this may
make the smoothing spline under/over fit the spectra to a small degree but not enough to
significantly alter the extracted peak features in the vast majority of cases.
Figure 5.1: Peak feature extraction process from a single (inverted) column of an experi-
mental streak image from a shock-compressed AOMC multilayer sample. (a) raw data and
the selected offsets from the rough peak position, and (b) zoomed plot of the selected local
region with the smoothing spline (red line) and calculated peak height, position, and width.
This process, while slightly more complex, required less hand-tuning than the method
of moments and thus is a more objective measure of the spectral features of the multilayer.
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It also produces measurements of peak features that are much closer to the direct approach
used for the simulation data, enabling a more one-to-one comparison of the experimental
data to the predictions of the optomechanical model.
Producing reasonable estimates of uncertainty in the extracted peak features offers it’s
own challenges. There are two sources of uncertainty in any experimental data: random
and systematic. As many sources of systematic error as possible were identified and cor-
rected using the streak camera correction process described in Appendix B, and spectral
calibration measurements were collected prior to every set of experiments. Nonetheless,
the streak camera correction process is not free of assumptions, and the spectral peaks
from the calibration lamp are relatively sparse in the visible wavelength, so some system-
atic error will be present. In comparison to the random error, however, it is likely negligible
and is not included in the overall uncertainty estimation process for the streak data. Another
source of systematic error comes from the PDV analysis process, as discussed in Section
3.1.3, though quantitative and objective values of this error are difficult. Random error in
the streak data is almost entirely due to the inherent noise in the streak camera image, as
defined by the signal-to-noise ratio. The random error in the PDV data is assumed to be
very low due to the precision of the DPO70804 oscilloscope and the relative insensitivity
of PDV analysis methods to random noise.
With these assumptions, uncertainties for the following specific experimental variables
were defined. Each variable was calculated in the region of the laser-driven pressure pulse
corresponding to the maximum “steady-state” pressure, which was typically the 2-5 ns
immediately following the pressure rise as shown in Figure 3.3.
• Peak Height/Depth: The peak height/depth error is the root-mean-square (RMS)
sum of the standard deviation of the height/depth of the smoothing spline in the
“steady-state” pressure region and the standard deviation of the height/depth of 20
pre-shock spectra from the same streak image.
• Peak Width: The peak width error is the root-mean-square (RMS) sum of the stan-
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dard deviation of the width of the smoothing spline in the “steady-state” pressure
region and the standard deviation of the width of 20 pre-shock spectra from the same
streak image.
• Peak Position: The peak position (blueshift) error is the root-mean-square (RMS)
sum of the standard deviation of the position of the smoothing spline in the “steady-
state” pressure region and the standard deviation of the position of 20 pre-shock
spectra from the same streak image.
• “Steady-State” Pressure: The “steady-state” pressure error is more difficult to de-
fine due to the difficulties and somewhat subjective nature of analyzing nanosecond-
scale data from a standard PDV system as discussed in Section 3.1.3. Consequently,
a semi-qualitative approach is taken. First, the “steady-state” velocity is selected
manually from the appropriate region of the extracted velocity profile. For fused
silica, pressure is calculated using the P-UP fit to experimental data by Barker and
Hollenbach [97] and the window correction data (fit with a 3rd order polynomial)
also by Barker and Hollenbach. For Al2O3, pressure is calculated using a linear fit
to the Us-Up relationship from Setchell et al. [98] and the window correction data at
1550 nm from Jensen et al. [135]. In both cases, the pressure error is then defined
based on one of three categories, corresponding to the subjective quality of the PDV
data and the agreement between various methods of velocity extraction: “low” error
of 5%, “medium” error of 10%, and “high” error of 15%.
For the peak feature variables (depth/height, position, and width), the addition of the
standard deviation of those values for the spline-fitted pre-shock spectra is to attempt to
capture the variation of the smoothing spline fit on features that should, in the absence of
random noise, be static over the pre-shock region. Figure 5.2 shows an example streak
image and PDV velocity profile with the pre-shock and “steady-state” pressure regions
highlighted. Note that these regions must be hand-selected for each experiment due to
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relatively significant overall timing variances between experiments.
Figure 5.2: (a) Example streak image and (b) PDV particle velocity profile for a shock-
compressed AOMC multilayer showing the pre-shock and “steady-state” peak pressure re-
gions. These regions are hand-selected for each experiment, and the streak image and PDV
“steady-state” velocity may not be at precisely the same times depending on the quality of
the data and match between the streak image and velocity profile.
Overall, every attempt has been made to make the data analysis and uncertainty esti-
mation process as objective and repeatable as possible. Nonetheless, in order to remain
conservative in any quantitative use of the experimental data, all reported error values for
the spectral features are at the 2-sigma level. Ideally, this buffer will cover the existence of
uncorrected systematic error, unknown sources of potential bias, and the few components
of the analysis process that require “hand-tuning.”
5.2 Optical Microcavities
5.2.1 SiO2 based AOMCs
Experiment # FS1: ∼1.5 GPa
The extracted time-resolved peak position, depth, width, and corrected streak image for
experiment #FS1 is shown in Figure 5.3. There is a clear shift in the AOMC peak to shorter
wavelengths as the pressure wave crosses the multilayer with the entire rise, “steady-state,”
and release behavior of the laser driven shock-compression captured. The peak depth and
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width show momentary changes in the vicinity of the rise but quickly return to values likely
within the noise of the pre-shock values.
Figure 5.3: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #FS1 at a “steady-state” pressure of ∼1.5 GPa.
Experiment # FS2: ∼3.2 GPa
The extracted time-resolved peak position, depth, width, and corrected streak image for
experiment #FS2 is shown in Figure 5.4. The peak shift with the applied laser-driven
shock-compression remains very clear and shows similar features to the lower pressure
experiment. The peak depth and width show similar momentary changes in the vicinity of
the rise but at a much larger magnitude and take longer to return to the pre-shock values.
Experiment # FS3: ∼5.5 GPa
The extracted time-resolved peak position, depth, width, and corrected streak image for
experiment #FS3 is shown in Figure 5.5. The peak shift with the shock load remains
exceptionally clear, although the region associated with the rise is barely visible, with the
blueshift plot showing a discontinuity. The peak width also shows no discernible trend
unlike the previous lower-pressure experiments (FS1 and FS2).
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Figure 5.4: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #FS2 at a “steady-state” pressure of ∼3.2 GPa.
Figure 5.5: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #FS3 at a “steady-state” pressure of ∼5.5 GPa.
Experiment # FS7: ∼8.5 GPa
The extracted time-resolved peak position, depth, width, and corrected streak image for ex-
periment #FS7 is shown in Figure 5.6. The peak shift remains clear, but the discontinuous
nature of the spectral shift in the region associated with the pressure rise remains. Nor-
malized peak depth and width also show substantial changes with recovery times taking
longer than the duration of the “steady-state” pressure load. As listed in Table 5.1, this ex-
106
periment was conducted with a ∼1.5 mm spot size (spectroscopically probed and shocked),
which may have subtle effects on the uniformity of the drive-laser and corresponding de-
creases in the overall spatial uniformity of the pressure pulse. This may partially explain
the significant increase in the peak width due to the shock load observed.
Figure 5.6: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #FS3 at a “steady-state” pressure of ∼8.5 GPa.
Experiment # FS9: ∼10.5 GPa
The extracted time-resolved peak position, depth, width, and corrected streak image for
experiment #FS9 is shown in Figure 5.7. The features and temporal trends in the peak
features are very similar to experiment #FS7. In particular, the peak width shows extensive
broadening potentially due to the smaller shocked area (∼1.3 mm) and the slightly larger
1.5 mm spectroscopically probed area.
Combined Results and Comparison to Benchmark Velocimetry Diagnostic
The plots in Figure 5.8 show the combined results of the selected fused silica AOMC ex-
periments (#’s FS1, FS2, FS3, FS7, FS9), illustrating the temporal profiles for each exper-
iment’s peak features (blueshift, depth, and width, respectively).
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Figure 5.7: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #FS9 at a “steady-state” pressure of ∼10.5 GPa.
The data have several aspects worth highlighting. First, the blueshift in each experi-
ment shows a consistent trend across the range of pressures tested with clear “steady-state”
regions at the peak of the laser-driven shock pressure pulse. Contrasting that, the peak
depth and width show more complex behaviors. Notably, the times corresponding to the
“steady-state” region of the blueshift profiles do not show similarly “steady-state” behavior
in the peak width and depth profiles. There are several partial explanations for this behav-
ior. First, the discontinuity observed in the streak image at the onset of the blueshift and
the generally large decrease in peak depth are challenging for the peak feature extraction
algorithm presented in Section 5.1 to handle accurately. Second, insufficient background
correction/removal on the streak data will bias the peak depth (and peak width, to a smaller
degree) magnitude and temporal profile. However, it is unlikely that the lack of a “steady-
state” region in the peak width and depth temporal profiles are solely due to these analysis
limitations. This does not mean that there are not general trends in the peak width/depth as
a function of pressure; it is clear that depth decreases and width increases with increasing
pressure, just not with the clarity shown in the blueshift profiles. It is also clear that peak
depth and width show marked changes at and slightly before the arrival of the pressure
pulse (with the one exception of experiment FS3 at 5.6 GPa), indicating that there are in-
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Figure 5.8: Combined plots of time-resolved peak features (blueshift, peak depth, and peak
width) for fused silica based AOMC experiments FS1, FS2, FS3, FS7, FS9. Note that each
profile has been arbitrarily offset in time to improve visibility and interpretability of each
experiment’s profile.
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deed pressure-induced effects on these peak features that operate on similar time-scales to
the blueshift.
Based on the quality of the blueshift profiles, a comparison to the in-situ particle veloc-
ity is particularly useful as there should be good correlation based on the observed trends.
Figure 5.9 shows the blueshift from experiment #FS2 overlaid with the extracted particle
velocity (upper plot) and compared to the raw PDV trace (lower plot). Figure 5.10 shows
the blueshift from experiment #FS3 overlaid with the extracted particle velocity (upper
plot) and compared to the raw PDV trace (lower plot). Figure 5.11 shows the blueshift
from experiment #FS7 overlaid with the extracted particle velocity (upper plot) and com-
pared to the raw PDV trace (lower plot).
These comparisons also have several interesting features. First, all three comparisons
show excellent, nanosecond-level correlation along the blueshift/velocity rise and approxi-
mate “steady-state” regions of blueshift/velocity. This is an important result as the rise/“steady-
state” region is the most direct comparison to the Rankine-Hugoniot conditions of a perfect
shock and indicate that the spectral responses of the multilayer structures as manifested in
the blueshift are behaving as time-resolved stress/pressure sensors, as theorized. Looking at
the longer time pressure-release behavior of each experiment, the correlation varies some-
what. Experiment #FS3 shows a superb match throughout the release, #FS7 a quite good
match, and #FS2 a reasonable match. Inspecting the raw PDV traces is informative to un-
derstanding this variation in the quality of the correlation. For example, #FS3 has the best
quality PDV data while #FS2 and #FS7 have notable regions of low signal-to-noise ratio
and anomalies in the beat pattern. In particular, the anomaly at ∼80 ns in the PDV trace for
#FS2 has a significant effect on the extracted velocity profile, leading to some skepticism
of the second velocity peak. Additionally, such an immediate second peak is generally not
expected from the laser-driven shock-compression system in this work. Similarly, the drop
in the signal-to-noise ratio between 75-79 ns for experiment #FS7 may explain the sharper
shoulder seen in the velocity profile compared to the corresponding blueshift release be-
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Figure 5.9: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #FS2 (∼3.2 GPa) along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
havior. Additionally, comparison of velocity and pressure along the pressure-release path
is somewhat fraught as it technically follows a different thermodynamic pathway compared
to the pressure-rise, though the mostly elastic behavior of fused silica in this pressure range
makes it difficult to quantify the degree of deviation.
Overall, however, the very close (often sub-nanosecond) correlation of the particle ve-
locity profiles and the spectral blueshift of the fused silica AOMC structures is strong,
unambiguous evidence that the fundamental theory of the proposed sensing mechanism of
the multilayers is sound. For the other experiments in the FS category that are not shown,
the match between the blueshift and particle velocity ranges from good to excellent, in
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Figure 5.10: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #FS3 (∼5.6 GPa), along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
general. The few exceptions having very poor quality raw PDV traces that confound the
comparison.
5.2.2 Al2O3 based OMC
Experiment # SP1: ∼8.5 GPa
The extracted time-resolved peak position, depth, and the corrected streak image for ex-
periment #SP1 is shown in Figure 5.12. It is clear that the quality of the streak image is
low for this experiment. This was due to several factors including poor sample quality
and insufficient background correction. Relatedly, this prevented extraction of the peak
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Figure 5.11: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #FS7 (∼8.6 GPa), along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
width as a time-resolved variable and caused the apparent blueshift rise-time anomaly. De-
spite the data quality, however, there is still clearly a well-defined blueshift profile that
has roughly the expected temporal profile of laser-driven shock-compression. Notably, the
blueshift is of a much smaller magnitude compared to the fused silica AOMC multilayer
at similar pressures, which was expected based on the much stiffer Al2O3 cavity and the
theories/models presented in Chapter 4.
Figure 5.13 shows the blueshift from experiment #SP1 overlaid with the extracted par-
ticle velocity (upper plot) and compared to the raw PDV trace (lower plot). The quality
of the PDV data is adequate, and the correlation between the time-resolved blueshift and
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Figure 5.12: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #SP1 at a “steady-state” pressure of ∼8.5 GPa.
particle velocity is reasonable, though not as well-matched as the fused silica AOMC mul-
tilayers. However, this may simply be due to limited experiments and poor streak camera
data quality for the Al2O3 AOMCs. The important point to emphasize is that there is still
a well-defined blueshift as a function of pressure for this AOMC design with a magnitude
in-line with the intuitive behavior of a stiffer AOMC cavity material.
5.2.3 PMMA based AOMC
Experiment # PMMA1: ∼1.5 GPa
The extracted time-resolved peak position, depth, and the corrected streak image for ex-
periment #PMMA1 is shown in Figure 5.14. It is clear that the quality of the streak image
is very low for this experiment. This was due to several factors including very poor sam-
ple quality, insufficient background correction, and an earlier implementation of the time-
resolved spectroscopy experimental setup that was much less efficient in light collection.
These limitations led to the inability to extract the peak width and the largely uninformative
peak depth temporal profile. Nevertheless, again there are still several key features that are
evident in the data. For example, the blueshift is still visible in the streak image and by
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Figure 5.13: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SP1 (∼8.5 GPa) along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
smoothing the extracted blueshift (gray in the same plot is the raw extracted blueshift) the
same expected laser-driven shock pressure profile is evident. However, the blueshift profile
is elongated in time by a factor of 2-4 times compared to the fused silica AOMC mul-
tilayers. Unfortunately, simultaneous particle velocity data was not collected during this
experiment to independently verify this behavior. While initially surprising, very similar
temporal elongation effects have been observed in shock-compressed PMMA by Banishev
et al. [145]. Even more relevant, Kang et al. [88] saw very similar temporal elongation
scales in the time-resolved spectral response of CdTe quantum dots embedded in a poly-
mer matrix when compared to similar quantum dots in a glass matrix. In both cases, it is
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theorized that the viscous response of the polymer to the shock-compression creates the
temporal elongation effect. Consequently, it is presumed that similar mechanisms are at
play in the PMMA AOMC multilayer. Finally, the magnitude of the blueshift (∼30 nm
at ∼1.5 GPa) is quite large, which again is in line with the qualitative predictions of the
underlying theorized sensing mechanism of the multilayers.
Figure 5.14: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment #PMMA1 at a “steady-state” pressure of ∼1.5 GPa. The
blueshift temporal profile was lightly smoothed with a median filter to remove the sharp,
spurious peaks visible in the unsmoothed data (plotted in light gray).
5.2.4 Comparison to Optomechanical Model Predictions
With the experimental data available for the different AOMC structures, the time-resolved
peak features can be compared to the predictions from the optomechanical models pre-
sented in Section 4.2.3. Figure 5.16 shows the extracted blueshift, peak height, and peak
width compared to the model prediction curves first shown in Figure 4.12. All of the exper-
imental points correspond to the spectral features extracted at the “steady-state” pressure
condition with 2-sigma error bars for the peak feature values.
The result of this comparison is somewhat mixed. Perhaps most importantly, the ex-
perimental “steady-state” blueshift is an excellent match to the model predictions with a
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Figure 5.15: Comparison of the collected experimental data to the predictions of the op-
tomechanical model presented in Section 4.2.3. The data points have 2-sigma error bars in
the y axis, and the qualitative ± 5%, 10%, 15% error on the x axis.
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few moderate exceptions at higher pressures where the known elastic-plastic transition in
fused silica may begin to have an effect. This is a very encouraging result as the spectral
blueshift was theorized to be the primary sensing mechanism for the multilayers. However,
expanding the observations made regarding Figure 5.8, the peak height and width do not
show clear, quantitative matches to the model predictions. These comparisons are made
especially difficult in that background correction, spectral feature extraction, and lack of
a clear “steady-state” region in the width/depth temporal profiles all contribute to the sub-
stantial error bars in the corresponding experimental data. Fortunately, this means that
more accurate determinations of the peak width/depth are likely possible but unfortunately
not with the present experimental data.
Figure 5.16 shows the combined model-predicted and experimental blueshift data for
the fused silica, Al2O3, and PMMA based AOMC multilayers. As there are only single
experiments for the Al2O3 and PMMA structures, validation of the overall trend is not pos-
sible and instead is just a general comparison of the model’s prediction at a given pressure.
The PMMA AOMC experiment is well-matched to the model, but the magnitude of the
error bars and the clearly low signal-to-noise of the streak camera data in Figure 5.14 make
a quantitative claim suspect. The Al2O3 AOMC experiment is slightly above the predic-
tions of the corresponding model predictions but still very reasonable given the model’s
assumptions. One potential explanation is the material structure of the deposited Al2O3
cavity layer. The model assumes hard, crystalline C-cut sapphire, but in reality the cavity
layer is likely slightly softer amorphous or partially amorphous Al2O3. This would cause
the model to underestimate the magnitude of the blueshift at a given pressure, which is the
offset observed in the single Al2O3 AOMC experiment. Broadly, the different “regimes” in
the blueshift vs. pressure space as a function of AOMC cavity material are clearly visible
in both the experimental data and model predictions, which is an important validation of
the underlying theory of multilayer based pressure sensors.
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Figure 5.16: Comparison of the collected experimental blueshift data for all three of the
AOMC multilayers to the predictions of each corresponding optomechanical model pre-
sented in Section 4.2.3.
5.3 Distributed Bragg Reflectors
5.3.1 10 Bilayer SiOx DBR
Experiment # SIO10-0: ∼2.7 GPa
The extracted time-resolved peak position, height, width, and corrected streak image for
experiment #SIO10-0 is shown in Figure 5.17. There is a clear shift in the DBR reflectance
peak to shorter wavelengths as the pressure wave crosses the multilayer with the entire
rise, “steady-state,” and release behavior of the laser-driven shock-compression captured.
Broadly, this result is very similar to that observed for the AOMC multilayers. In some
ways, the results from the SiOx DBR are even more clear as the spectral shift remains
clearly resolved during the pressure rise and does not display the discontinuous nature that
was frequently observed in the AOMC multilayers.
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Figure 5.17: Extracted time-resolved peak features (blueshift, normalized width and
height) and streak image for experiment # SIO10-0 at a “steady-state” pressure of ∼2.7
GPa.
Experiment # SIO10-1: ∼4.5 GPa
The extracted time-resolved peak position, height, width, and corrected streak image for
experiment #SIO10-1 is shown in Figure 5.18. These data are quite similar to those from
the previous experiment with an increased time-resolved blueshift due to the increased peak
pressure.
Figure 5.18: Extracted time-resolved peak features (blueshift, normalized width and
height) and streak image for experiment # SIO10-1 at a “steady-state” pressure of ∼4.5
GPa.
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Experiment # SIO10-2: ∼7.0 GPa
The extracted time-resolved peak position, height, width, and corrected streak image for
experiment #SIO10-2 is shown in Figure 5.19. Again, a very similar trend is observed
with more visible effects on the peak height and width during the rise. The peak remains
resolved during this temporal region, but some characteristics of the streak image begin to
show a discontinuous response similar to the AOMCs.
Figure 5.19: Extracted time-resolved peak features (blueshift, normalized width and
height) and streak image for experiment # SIO10-2 at a “steady-state” pressure of ∼7.0
GPa.
Combined Results and Comparison to Benchmark Velocimetry Diagnostic
Figure 5.20 shows the combined results of the 10 bilayer SiOx DBR experiments (#’s
SIO10-0, SIO10-1, SIO10-2), showing the temporal profiles for each sample’s peak fea-
tures (blueshift, depth, and width, respectively).
As with the AOMC structures, there are many aspects of these temporal profiles that are
informative. The blueshift profiles continue to show the well-defined shape typical of the
laser-driven shock pressure, which confirms that the same mechanisms theorized for the
AOMCs are indeed operating for the DBRs as well. There are a few anomalous spikes in
the blueshift (particularly apparent for the experiment at 2.7 GPa) in the pre-shock region.
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Figure 5.20: Combined plots of time-resolved peak features (blueshift, peak height, and
peak width) for the 10 bilayer SiOx experiment #’s SIO10-0, SIO10-1, SIO10-2. Note that
each profile has been arbitrarily offset in time to improve visibility and interpretability of
each experiment’s profile.
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This is likely due to an interaction between the peak feature extraction algorithm described
in Section 5.1 and the much broader width of the reflectance peak of the DBR compared to
the AOMC peak. In essence, random variations in the data will occasionally cause a brief,
but relatively large, change in the shape of the time-resolved peak that manifests as an
apparent blueshift. This is one potential disadvantage of the DBR multilayers, at least with
this method of peak feature extraction. Other approaches (such as the method of moments)
may be less susceptible to these small perturbations. The peak height and width, again,
are less well-defined but in this case generally do have a more “steady-state” region that
corresponds temporally with the associated “steady-state” blueshift. Identification of trends
as a function of pressure are difficult due to the limited number of data points, but peak
width seems to decrease at higher pressures and peak height increases at higher pressures.
Comparison to the in-situ particle velocity for the 10 bilayer SiOx experiments are
shown in Figures 5.21 - 5.23. Note that unlike the AOMC multilayers, due to the trans-
parency of the SiOx DBRs to the 1550 nm laser from the PDV system, the velocity mea-
sured is technically that of the aluminum driver/multilayer interface.
In general, the time-resolved blueshifts show a reasonable match to the in-situ particle
velocity. Experiment # SIO10-0 has a near perfect match throughout the rise, “steady-
state”, and release regions, while experiments # SIO10-1 and # SIO10-2 show less favor-
able agreement. In particular, the velocity rise-time for # SIO10-1 is several nanoseconds
faster than the blueshift, and for # SIO10-2 the double-peak behavior seen in the velocity
profile is not seen in the blueshift, though this feature itself may be spurious as it is not seen
in any of the other laser-driven shock-compression experiments. Broadly, the SiOx DBRs
have similar or slightly worse temporal matching to the in-situ particle velocity compared
to the AOMC multilayers.
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Figure 5.21: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SIO10-0 (∼2.7 GPa) along with the raw PDV data (lower plot). Note
that the PDV extracted velocity was manually aligned with the blueshift profile using the
rise and peak “steady-state” regions to allow a more direct comparison of each profile’s
temporal features.
5.3.2 5 Bilayer SiOx DBR
Experiment # SIO5-0: ∼4.0 GPa
The extracted time-resolved peak position, height, width, and corrected streak image for
experiment #SIO5-0 is shown in Figure 5.24. While the signal-to-noise ratio in the streak
image is poor, the shock-compression induced spectral shift is still clear, as shown by the
extracted blueshift temporal profile.
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Figure 5.22: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SIO10-1 (∼4.5 GPa) along with the raw PDV data (lower plot). Note
that the PDV extracted velocity was manually aligned with the blueshift profile using the
rise and peak “steady-state” regions to allow a more direct comparison of each profile’s
temporal features.
Experiment # SIO5-1: ∼5.1 GPa
The extracted time-resolved peak position, height, width, and corrected streak image for
experiment #SIO5-1 is shown in Figure 5.25. Signal-to-noise ratio in the streak image
remains poor, and the magnitude of the blueshift is only slightly larger.
Experiment # SIO5-2: ∼6.5 GPa
The extracted time-resolved peak position, height, width, and corrected streak image for
experiment #SIO5-2 is shown in Figure 5.26. At 6.5 GPa this experiment shows the largest
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Figure 5.23: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SIO10-2 (∼7.0 GPa) along with the raw PDV data (lower plot). Note
that the PDV extracted velocity was manually aligned with the blueshift profile using the
rise and peak “steady-state” regions to allow a more direct comparison of each profile’s
temporal features.
magnitude blueshift, though still relatively low compared to the 10 BL DBRs and fused
silica AOMC multilayers.
Combined Results and Comparison to Benchmark Velocimetry Diagnostic
Figure 5.27 shows the combined results of the 5 bilayer SiOx DBR experiments (#’s SIO5-
0, SIO5-1, SIO5-2), showing the temporal profiles for each sample’s peak features (blueshift,
depth, and width, respectively).
These data largely show qualitatively similar trends as Figures 5.8 and 5.20 did for the
fused silica AOMCs and 10 bilayer SiOx DBRs, respectively. The time-resolved blueshift
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Figure 5.24: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment # SIO5-0 at a “steady-state” pressure of ∼4.0 GPa.
Figure 5.25: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment # SIO5-1 at a “steady-state” pressure of ∼5.1 GPa.
remains clear and well-formed, while the peak width and height are fairly noisy with less-
clear trends as a function of pressure. One unique aspect of the 5 BL DBRs is the relatively
low blueshift magnitude as a function of pressure and the very low signal-to-noise ratio
from all experiments. The latter issue is due to several factors, most of which are related
to experimental or sample fabrication variables. First, the initial reflectance peak for these
5 bilayer DBRs is centered around ∼433 nm as they comprised an earlier set of fabricated
samples when the layer deposition procedure was less optimized. This low wavelength
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Figure 5.26: Extracted time-resolved peak features (blueshift, normalized width and depth)
and streak image for experiment # SIO5-2 at a “steady-state” pressure of ∼6.5 GPa.
is very near the detectability limit of the time-resolved spectroscopy setup described in
Section 3.1.2. This is the primary contributor to the low signal-to-noise ratio of the data.
Second, as was defined in Equation 2.7, a smaller number of bilayers naturally leads to a
lower reflectance peak height which further decreases the signal-to-noise ratio of the streak
image. Comparison to the in-situ particle velocity for the 5 bilayer SiOx experiments are
shown in Figures 5.28 - 5.30.
These 5 bilayer DBR samples show likely the worst match between the blueshift and
particle velocity, though low data quality in either the blueshift or velocity hamper a quan-
titative comparison. However, one particular aspect of the comparison is worth exploring
further: both the PDV and blueshift temporal profiles show well-aligned rise-times. As was
discussed in Section 4.1.2, one of the key questions regarding the DBR multilayers was the
effect of the thicker (3-5 micron) structure on the temporal response of the blueshift due
to increased equilibration times. As the AOMC multilayers (with ∼600-1000 nm thick-
nesses) show very rapid, even instantaneous rise-times, a more useful comparison would
be between the 5 bilayer and 10 bilayer DBRs as this properly isolates the thickness of
the multilayer and its effect on the blueshift rise time. Figure 5.31 shows this comparison,
normalizing each blueshift profile between 0 and 1 for better profile-to-profile contrast.
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Figure 5.27: Combined plots of time-resolved peak features (blueshift, peak height, and
peak width) for the 5 bilayer SiOx experiment #’s SIO10-0, SIO10-1, SIO10-2. Note that
each profile has been arbitrarily offset in time to improve visibility and interpretability of
each experiment’s profile.
129
Figure 5.28: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SIO5-0 (∼4 GPa), along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
Of the six experiments, four are closely clustered with a rise time of 3-4 ns, and two are
longer with a rise time of 5-6 ns. However, there is no obvious difference between the 5
bilayer and 10 bilayer DBR samples as each DBR type is represented in both the 3-4 ns and
5-6 ns rises. This is an encouraging result, and confirms the theory that the low impedance
mismatch between the individual SiOx layers maintains high temporal resolution of the
spectral response even at relatively large thicknesses. Thus, there may be more flexibility
in the number of layers design criteria than previously assumed. Additional experiments
with a less well-matched impedance driver material (aluminum is very close to both fused
silica and the SiOx layers) would provide more confirmation of the temporal resolution as
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Figure 5.29: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SIO5-1 (∼5.1 GPa) along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
a function of number of layers for the DBR structures.
5.3.3 Comparison to Optomechanical Model Predictions
With the experimental data for the 10 bilayer SiOx DBR multilayers, the time-resolved peak
features can be compared to the predictions from the optomechanical models presented
in Section 4.2.3. Figure 5.16 shows the extracted blueshift, peak height, and peak width
compared to the model prediction curves first shown in Figure 4.12. All of the experimental
points correspond to the spectral features extracted at the “steady-state” pressure condition
with 2-sigma error bars for the peak feature values. Note that the results from the 5 bilayer
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Figure 5.30: Comparison of the extracted blueshift and PDV particle velocity (upper plot)
for experiment #SIO5-2 (∼6.5 GPa) along with the raw PDV data (lower plot). Note that the
PDV extracted velocity was manually aligned with the blueshift profile using the rise and
peak “steady-state” regions to allow a more direct comparison of each profile’s temporal
features.
SiOx DBR samples are not shown, as the optomechanical model for the DBRs was not
optimized for these structures.
Similar to the fused silica AOMC structures, the maximum blueshift as a function of
pressure is generally well-behaved; although, in this case, the optomechanical model pre-
dictions over-estimate the magnitude of the shift at a given pressure. The peak height and
width continue to have large errors due to non-“steady-state” behavior in the respective
temporal profiles compared to the blueshift profiles, but the data do not indicate a substan-
tially different qualitative behavior compared to the model predictions. In fact, inspection
of Figure 5.20 clearly shows that peak height generally increases compared to the pre-shock
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Figure 5.31: Comparison of the isolated and normalized rise time region in the time-
resolved blueshift profiles for the 5 and 10 bilayer SiOx DBRs. Note that each profile
is normalized and offset in time to make a visual comparison more effective. There is no
clear difference in blueshift rise-time between the 5 and 10 bilayer DBRs, accounting for
experiment-to-experiment variance.
state at a given pressure, and that the magnitude of the increase correlates with increasing
pressure, behavior predicted by the optomechanical model. As with the fused silica AOMC
multilayers, improvement in background correction and experimental controls would en-
able more quantitative comparison of the peak width and height.
As the blueshift is the primary peak feature of interest, it is worthwhile to explore
further why the optomechanical model over-predicts the magnitude of the blueshift as a
function of pressure. As was discussed in Section 4.2.3, the initial model for the DBR
multilayers was based on material properties and refractive index models for fused silica.
The assumption was that this was, at minimum, a reasonable basis for the DBR model.
However, the experimental data clearly show that the model must be modified either in the
mechanical response or the optical response of the SiOx layers. As there is no empirical
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Figure 5.32: Comparison of the collected experimental data extracted at the “steady-state”
pressure for the 10 bilayer SiOx DBR to the predictions of the corresponding optomechan-
ical model presented in Section 4.2.3. The data points have 2-sigma error bars in the y axis,
and the qualitative ± 5%, 10%, 15% error on the x axis (pressure).
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data for either of these responses for thin-film SiOx, only somewhat arbitrary changes to
the model are possible at this point. Based on the trends observed for the refractive index of
fused silica (SiO2) as a function of pressure in Figure 4.9, it seems somewhat unlikely that
reducing the oxygen content will drastically change these trends. Further, since the refrac-
tive index effects are generally secondary to the layer compression effect on the magnitude
of the pressure-induced blueshift, changes in the refractive index model are unjustified in
the absence of quality experimental data. This leaves a different mechanical response of
the SiOx compared to that of fused silica as a possible cause of the optomechanical model’s
blueshift prediction. Pivot et al. [122] measured the effect of oxygen ion implementation
in SiO thin films and saw an increase in elastic modulus at an effective composition of
SiO1.8, though still less stiff than reguluar SiO2. However, the exact structures and me-
chanical properties of SiOx thin films are likely to be very complex and highly dependent
on fabrication parameters. It is beyond the scope of this work to even speculate into the
mechanisms that could affect the mechanical response of the SiOx layers, but the data in
Figure 5.32 seems to indicate less overall compression compared to SiO2. If this is the
case, as a first order test, the mechanical response portion of the optomechanical model can
be simply scaled to simulate a “harder” layer with less volume compression under shock
loading. Figure 5.33 shows the blueshift predictions of the original model and of a modified
model that assumes a 20% reduction in the layer compression along with the experimental
data.
The modified model shows a much better match to the data, though with the limited
number experiments a rigorous fit is not claimed. However, the fact that a simple scaling
operation on the mechanical response of the SiOx layers produces a more accurate blueshift
versus pressure trend is indicative of the both the flexibility and predictive power of this
form of an optomechanical model.
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Figure 5.33: Comparison of the collected experimental data extracted at the “steady-state”
pressure for the 10 bilayer SiOx DBR to the predictions of the original (blue) and mod-
ified (green) optomechanical model. The modified model uniformly reduces the volume
compression of the SiOx layers as a function of pressure by 20%.
5.4 Summary of 1-D Shock-Compression Responses
This chapter has presented detailed information on the laser-driven shock-compression re-
sponse of five different multilayer optical structures: fused silica, Al2O3, and PMMA based
AOMCs, and 5 and 10 bilayer SiOx DBRs. The purpose of these experiments was to evalu-
ate the spectral response of the multilayer structures, and validate both the theorized mecha-
nisms and quantitative optomechanical model predictions presented in Chapter 4. Broadly,
these goals were accomplished with the following specific conclusions:
• All of the multilayer samples tested show unambiguous time-resolved blueshifts un-
der shock-compression very similar to the expected pressure profile of the laser-
driven shock loading configuration.
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• With a few exceptions, all of the multilayer samples had blueshift profiles with rea-
sonable or excellent temporal correlation to the in-situ particle velocity as captured
with the benchmark velocimetry diagnostic, PDV. This temporal correspondance re-
mained high throughout the rise, “steady-state” region, and release of the laser-driven
pressure load.
• All of the multilayer structures showed very fast pressure rise/equilibration times,
generally with nanosecond-level or better matches to the measured rise time from
the benchmark velocity diagnostic. However, the the fused silica AOMC structures
often showed a discontinuous jump in the blueshift temporal profile due to a loss of
spectral signal during the rise. Contrasting this, the SiOx DBR multilayers resolve
the entire blueshift rise with the total rise-time largely independent of the number of
layers (i.e., thickness) of the DBR.
• The experimental data for “steady-state” blueshift as a function of pressure for the
fused silica AOMC multilayers are an excellent match to the predictions of the devel-
oped optomechanical models. For the 10 bilayer SiOx DBR, the model over-predicts
the blueshift, but a linear scaling of the SiOx layer volume compression (i.e., assum-
ing a stiffer response) under shock aligns the model to experimental data.
• For both the AOMC and DBR structures, the secondary time-resolved peak features
(peak depth/height) and width are at best qualitative matches to the optomechanical
model predictions. This is due to several factors, including both inherent aspects
of the secondary peak feature’s time-resolved responses and biases introduced by
experimental implementation and data analysis processes. Accounting for these fac-
tors could enable quantitative comparison of the secondary peak features to model
predictions in the future.
With the fundamental mechanism and principles of multilayer-based sensing defined,
modeled, and experimentally proven, the following chapter will focus on the ultimate goal
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MULTILAYER RESPONSES TO HETEROGENEOUS SHOCK-COMPRESSION
LOADS
The spatially-resolved response of the multilayer structures can be demonstrated in many
different ways, and there is significant potential opportunity for many different applica-
tions. In the scope of the present work, the primary narrative will focus on an incremental
increase in loading complexity to facilitate a systematic analysis of the multilayer’s spec-
tral responses. The following sections will present initial theoretical and computational
predictions, several experimental demonstrations, and finally more expansive simulations
of complex loading scenarios.
6.1 Theoretical Predictions
6.1.1 Stepped Binary Load
To properly evaluate the ability of the multilayers to resolve multiple pressures, it is ad-
visable to start with very simple, controllable loading configurations with the minimum
number of pressure states: two. One example of this type of load is that of a binary step,
a non-zero pressure transitioning discontinuously to a zero pressure state over one or more
spatial dimensions. This configuration was presented previously in Section 3.2. Based on
the theories and optomechanical models of the multilayers, the expected spectral response
is the presence of two spectral peaks, each associated with the non-zero and zero pressure
states of the step-load.
Figure 6.1 shows schematics of this configuration with a fused silica AOMC multi-
layer along with a qualitative predicted spectral response simulated with COMSOL Multi-
physics.
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Figure 6.1: Schematics (left) of binary step-load and resulting AOMC structure and the
corresponding simulated spectra (right) from COMSOL Multiphysics. The initial unloaded
spectra is also plotted for comparison.
As expected, the spectrum associated with the binary stepped pressure load shows two
distinct peaks. The first peak is at the same position as the initial spectrum and corresponds
to the zero-pressure portion of the spatial step-load. The second peak is shifted to short
wavelengths by ∼25 nm and corresponds to the non-zero pressure portion of the spatial
step-load.
Practically, however, there are more complex issues that may affect the multilayer’s
spectral response under this simplified load. First, a true discontinuous pressure jump is
not obtainable due to dissipative effects, and there will be some transition region with a
non-zero width. Second, as can be seen in Figure 3.14, the vertical displacement of the
multilayer on the non-zero pressure area of the load can be significant due to compression
of the fused silica substrate. The effect of this asymmetric displacement on the spectral
response is unknown but is important to model explicitly versus the simplified deformed
multilayer shown in Figure 6.1. Fortunately, as presented in Section 3.2, the optomechan-
ical computational framework is well-equipped to handle both of these issues and produce
more realistic simulated spectra of the dynamic step-load loading configuration. Figure
6.2 shows a more detailed schematic of a simulation with the spatial step-load, explicitly
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modeling a pressure transition region and the resulting snapshot of the deformed geometry
produced from Abaqus. The pressure load temporal history was defined as a sigmoid step
with a rise time of ∼3 ns.
Figure 6.2: Schematics (left) of simulation setup for stepped pressure load and resulting
sample package pressure map with geometry deformation (right), with the AOMC structure
outlined in red. The dynamic simulation was performed in Abaqus using the parameters
and boundary conditions listed in Table 3.2.
Passing the information from this simulation to COMSOL Multiphysics, the spectrum
for this step-load simulation can be predicted while accounting for the deformed multi-
layer geometry as well as the pressure-dependent refractive index. Figure 6.3 shows this
simulated spectra compared to both the initial spectrum and the simulated spectra from the
“ideal” configuration in Figure 6.1. The simulated spectrum is very close to that predicted
by the ideal simulation with slight differences in the peak heights and small (< 1.5 nm) dif-
ferences in peak positions. Based on the results of these simulations, there is good reason
to expect that measuring the spatially resolved spectral response of the multilayers remains
an effective sensing method even under more complex, realistic loading configurations.
Finally, to provide an intuitive example of the type of data that would be collected by
the time-resolved spectroscopy experimental setup under a similar step-load configuration,
a full, synthetic streak image of the step-load configuration was simulated using the full
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Figure 6.3: Simulated spectra of a fused silica AOMC multilayer under a 0/5 GPa stepped
pressure load, using the full optomechanical computational framework presented in 3.2.
The initial spectrum and the “ideal” step-load spectrum are also plotted for comparison.
optomechanical computational framework. A prototypical laser-driven pressure temporal
profile (in fact, the same profile shown in Figure 3.3) was provided as an input to the
Abaqus simulation described in Figure 6.2, and the time-resolved spectra was calculated
for each point along this pressure history. Figure 6.4 shows the resulting simulated streak
image.
As the non-zero portion of the step-load arrives, the starting spectral peak clearly splits
into the two peaks shown in Figure 6.3, and then slowly releases in pressure following the
expected laser-driven pressure profile until it begins to recombine with the un-shifted, non-
zero pressure peak. This is an excellent demonstration of the intuitive interpretation and
information density of the time-resolved spectra.
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Figure 6.4: Simulated synthetic streak image of laser-driven stepped pressure load using
the full optomechanical computational framework.
6.1.2 Maximum Spatial Sensitivity
Based on the simulated spectral response of a binary step-load, an important related consid-
eration is the inherent spatial sensitivity of the structures. That is, given a perfect, discon-
tinuous binary pressure state, the smallest spectroscopically probed area that still produces
spectra that resolve the multiple pressure states. Put another away, the smallest sub-area
(dxdy) of a multilayer that can produce spectra that are still meaningful in the context of
time-resolved pressure sensing. This limit represents (somewhat indirectly) the maximum
theoretical spatial sensitivity of the multilayer, below which the ability to resolved multiple
pressure states is not possible and places fundamental limits on the material systems or
loading configurations where the multilayers will have utility.
To explore this question, a series of simulations using the same configuration as in Fig-
ure 6.1 was performed with the spectroscopically probed area centered on the step-load
discontinuity incrementally decreasing in width. While this is a two-dimensional simula-
tion only, symmetry allows the width of the probed area to accurately represent the area in
a full, three-dimensional configuration. Figure 6.5 shows the simulated spectra associated
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with each probe width.
Figure 6.5: Simulations of the spectral response of a fused silica AOMC under a stepped
pressure load, centered on the transition from zero to non-zero pressure. Below a 1.5
micron probe width, the quality of the spectra decrease significantly.
The simulations show that probe widths of 6 and 3 µm are essentially identical, 1.5 µm
begins to show anomalous spectral features, and below 1 µm micron the spectral quality is
low. At these probe widths, which are on the same order as the thickness of the cavity layer,
investigating the quantum mechanics-based mechanisms for this optical behavior are quite
complex and beyond the scope of the present work. The salient conclusion is that the trend
in spectral quality implies that the multilayer sensors (at least the fused silica AOMC’s)
have up to a theoretical micron-level spatial sensitivity. Of course, practical restrictions on
experimental implementation likely make the realistic spatial sensitivity somewhat lower.
Nevertheless, this is an impressive result and further establishes the unique potential of the
multilayers in temporally and spatially-resolved pressure sensing.
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6.1.3 Separability of Global Spectral Responses
While all of the methods and assumptions presented in Section 5.1 for analysis of the time-
resolved spectra are still relevant, there are additional considerations under heterogeneous
loading that increase the complexity of the data analysis process. For example, consider
a multilayer structure on the surface of a sample undergoing shock-compression where
the sensor area is 10 mm2. If, like the experiments presented in Chapter 5, the spatial
distribution of pressure is uniform (i.e., 1-D loading), the spectral response of the entire
multilayer sample will be indistinguishable regardless of the area of the sample spectro-
scopically probed. That is, the time-resolved spectra of the full 10 mm2 sensor area will be
identical to the time-resolved spectra of a smaller sub-region of this area, assuming there
is sufficient light intensity to maintain equivalent signal-to-noise ratio in both cases. This
is an intuitive deduction as the structures are inherently 1-dimensional in design and their
spectral response can not depend on the variation in the direction parallel to the multilayer’s





















that is, the global spectral response (I(λ)) of the entire spectroscopically probed area is the
sum of the individual spectral responses of smaller sub-areas (dxdy) centered at (xi, yi).
Assuming that this relationship holds under conditions of heterogeneous loading, the global
spectral response would be the sum of the individual localized spectral responses associated
with the localized pressure variations. This has numerous implications on the data analysis
process and a particularly powerful conclusion: the global spectral response can be de-
composed into individual spectra that correspond to localized responses, a classic inverse
problem.
As a simple case, the “ideal” step-load simulation can be leveraged to test this as-
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sumption. Figure 6.6 shows the simulation setup chosen along with the five 4 µm wide
sub-regions used to calculate the local spectral responses. The global response is along
the entire 20 µm width of the simulation domain. It is clear that the two spectra (global
Figure 6.6: Simulations of the global and summed local spectral responses of a fused silica
AOMC under a stepped pressure load. The local spectral responses are 4 µm wide, evenly-
spaced sub-regions of the global 20 µm probed region. The two spectra (right) are identical
for all practical purposes.
and summed-local) are identical, confirming that Equation 6.1 is valid even under heterge-
neous, multi-pressure states. However, these simulations are an idealized case, and there
are several practical limitations that must be considered. First, while Equation 6.1 is writ-
ten as an integral, in reality there are physical limits on the size of the sub-area (∆x∆y)
below which the individual spectra are not easily interpretable. This is precisely the finding
of the previous section and represents the maximum spatial sensitivity of the structure, ∼3
µm2 in the case of the fused silica AOMC. Second, the presence of multiple spectral peaks,
or heavily overlapping peaks, can complicate the one-to-one mapping of spectral features
to pressures. Peak deconvolution on the global spectral signal may be possible, but with
many possible solutions to this problem, some knowledge of the sample and loading con-
ditions is needed to identify the most likely number and location of the contributing peaks.
The method of moments presented in Section 5.1 may have more utility in this context as it
makes no assumption of standard spectral peak shapes and provides an aggregated measure
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of peak shape.
Another useful consequence of Equation 6.1 relates to the magnitude of the relative
contributions of the locally probed areas to the global spectrum under heterogeneous load-
ing conditions. For example, the stepped pressure load simulations presented to this point
are 50/50 divisions between the zero and non-zero pressure regions. Changing the ratio
of the zero/non-zero pressure areas should have a predictable effect on the resulting global








For the simplified case of an “ideal” binary shock step-load (n=2), the ratio of the peak
heights/depths can be used to back-calculate the area fractions A1 and A2 (shocked, and
un-shocked areas, respectively). For example, Figure 6.7 shows several spectra from sim-
ulations of varying area fractions in the binary step-load case along with the relationship
between the peak depth ratio (Rshocked/Run−shocked) and the area ratio (Ashocked/Atotal).
The peak depth ratio versus area ratio trend is well-behaved, and asymptotic as area
fractions approach 0 and 1 as would be expected. As the value of n in Equation 6.2 in-
creases with the complexity of the loading, an accurate solution to Equation 6.2 using peak
height/depth ratios becomes increasingly difficult. However, relative comparisons of area
fractions are still possible and can be quite valuable in many contexts.
6.2 Experimental Results: Stepped Binary Load
The preceding sections have computationally explored many different aspects of a con-
trolled heterogeneous step-load and the corresponding spectral response of the fused silica
AOMC multilayer. Based on the good agreement of the experimental data to the model pre-
dictions in Figure 5.16 and the rigorous implementation of the optomechanical simulation
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Figure 6.7: Simulations of the global spectral responses (left) of a fused silica AOMC under
a stepped pressure load of varying fractions (0.25, 0.5, 0.75 shocked area fraction). The
switching of the peaks between the zero pressure and non-zero pressure spectral peaks is
clear as the area fraction passes 0.5, and the ratio of the peak depths (non-zero/zero) follows
a well-behaved trend versus area fraction (right).
framework, it is likely that these conclusions are reasonable. To validate this assumption,
experimental testing of the same step-load configuration would be ideal. Fortunately, the
laser-driven shock-compression setup presented in Section 3.1.1 is flexible enough to pro-
duce this type of loading, and Figure 6.8 shows the appropriate modification. Note that
while this configuration prevents the simultaneous measurement of in-situ particle veloc-
ity, the pressure step magnitude can still be estimated by using the optomechanical model
predictions for the fused silica AOMC multilayers.
With this simple augmentation, a fairly direct experimental implementation of the sim-
ulated step-load scenario is available. Two such experiments were conducted in this config-
uration, the details of which are listed in Table 6.1. The detailed results of each experiment
are presented separately below.
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Figure 6.8: Modification of the laser-driven shock-compression experimental setup to pro-
duce a heterogeneous stepped pressure load. By inserting a beam block into the path of the
drive laser that intercepts 50% of the beam, the focusing lens then creates two semi-circular
areas with zero and non-zero laser energies and corresponding zero and non-zero induced
pressures propagating through the multilayer sample package.
Table 6.1: Summary of the two heterogeneous stepped pressure load experiments using the
fused silica AOMC multilayers and the modified laser-driven shock-compression configu-








HFS0 SiO2 AOMC ∼25 µm Al ∼3.75 mm ∼3.75 mm ∼0/4 GPa
HFS1 SiO2 AOMC ∼100 µm Al ∼3.0 mm ∼3.0 mm 0/2.75 GPa
Experiment # HFS0: ∼0/3.75 GPa Step Load
The corrected streak image for experiment # HFS0 is shown in Figure 6.9. At ∼15 ns,
there is a clear partitioning in the initial spectral peak due to the arrival of the stepped pres-
sure pulse, and the temporal evolution of the non-zero pressure peak closely follows the
expected profile of the laser-driven shock-compression. Note that this experiment used a
different batch of AOMC samples with spectral peaks centered on ∼565 nm. The extracted
blueshift (right plot) uses a smoothing spline to track the separate peaks along each column
and shows the split and eventual recombination of the two peaks as the pressure releases
down. This result is very encouraging and provides important experimental proof for the
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underlying motivation and claim of the present work: that the multilayer structures are ca-
pable of spatially resolved pressure sensing while maintaining nano-second level temporal
resolution.
Figure 6.9: Corrected streak image and extracted blueshift temporal profiles for the ∼0/3.75
GPa stepped pressure load experiments using the fused silica AOMC multilayers. The
blueshift profiles were extracted using a smoothing spline along each column of the streak
image (i.e., the time-resolved spectra) and appropriate thresholding.
Figure 6.10 shows the individual spectra associated at times 10 ns, 20 ns, and 35 ns
from the streak image in Figure 6.9, representing the initial state, peak pressure state (i.e.,
point of maximum separation between the two pressure states), and near complete release
state of the stepped pressure load. While the signal-to-noise ratio could be improved, the
spectral evolution is clear and each peak is clearly resolvable. The small (∼1 nm) base-line
shift of the un-shocked spectral peak visible in the extracted blueshift (Figure 6.9) is also
clearly observable in the 20 and 35 ns spectra. This is likely due to low magnitude surface
waves propagating away from the spatial pressure step.
Finally, it is also very encouraging to see the excellent correspondence of the experi-
mental streak image to the synthetic streak image for the stepped pressure load simulation
in Figure 6.4. The peak separation, release, and recombination are clearly visible in both
the experiments and simulation, and even subtle features such as the baseline shift of the
un-shocked spectral peak are reproduced by the simulation. This provides further valida-
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Figure 6.10: Individual time-resolved spectra extracted at t = 10, 20, and 35 ns from the
streak image shown in Figure 6.9 for experiment # HFS0. Each spectrum is fit with a
smoothing spline with the raw data also plotted to illustrate fit quality and signal-to-noise
ratio.
tion of the optomechanical computational framework and clearly demonstrates its utility.
Experiment # HFS1: ∼0/2.75 GPa Step Load
This experiment was similar to experiment # HFS0 with three key differences as seen in
Table 6.1: a smaller shocked and spectroscopically probed area, a much thicker aluminum
buffer (100 micron vs 25 micron for # HFS0), and a smaller pressure step of 0/2.75 GPa.
These differences provide a useful analysis of the multilayer’s performance as the thicker
aluminum buffer will tend to decrease the sharpness of the spatial step due to dissipation,
and the smaller pressure step and collection area reduce the total usable optical signal. Fig-
ure 6.11 shows the corrected streak image for experiment # HFS1 along with the extracted
blueshift of the two separate peaks.
There are several subtle differences in these data compared to those for experiment #
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Figure 6.11: Corrected streak image and extracted blueshift temporal profiles for the
∼0/2.75 GPa stepped pressure load experiments using the fused silica AOMC multilay-
ers. The blueshift profiles were extracted using a smoothing spline along each column of
the streak image (i.e., the time-resolved spectra) and appropriate thresholding.
HFS1. First, the separation of the two peaks, while still visible, is much less clear in the
streak image (left) due to the smaller pressure step. Consequently, the extracted blueshift
(right) has a much smaller temporal profile for the second peak (“non-zero” pressure) as it
quickly recombines with the “zero” pressure peak. Both of these spectral responses would
be expected given the differences in loading conditions and confirms that the underlying
mechanisms that govern the response to heterogeneous loads remain the same. Second,
while experiment # HFS0 showed a small shift of ∼0.5 nm in the baseline “non-zero”
pressure peak (likely due to surface waves and dissipative effects), experiment # HSF1
shows a much larger baseline shift of ∼3 nm. This also is expected as the much thicker 100
µm aluminum driver will result in extensive “smearing” of the spatial pressure step as it
propagates through the driver, resulting in a small (but decidedly non-zero pressure) even
on the unshocked side of the spatial distribution.
Figure 6.12 shows the individual spectra associated at times 10 ns, 23 ns, and 30 ns from
the streak image in Figure 6.11, representing the initial state, peak pressure state (i.e., point
of maximum separation between the two pressure states), and near complete release state
of the stepped pressure load. The signal-to-noise ratio is significantly improved compared
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to experiment # HFS0 as much care was taken to achieve optimal alignment of the time-
resolved spectroscopy setup. The small base-line shift in the primary peak is clearly visible
as well as the secondary peak from the stepped pressure load manifesting as a shoulder at
lower wavelengths.
Figure 6.12: Individual time-resolved spectra extracted at t = 10, 23, and 30 ns from the
streak image shown in Figure 6.11 for experiment # HFS1. Each spectrum is fit with a
smoothing spline with the raw data also plotted to illustrate fit quality and signal-to-noise
ratio.
Overall, this experiment is an excellent demonstration that many of the more complex
features of heterogeneous loads are indeed captured by the time-resolved spectral responses
of the multilayers.
6.3 Simulations of More Complex Heterogeneous Loading
The previous sections presented experimental data and optomechanical model predictions
that clearly demonstrate the potential of the multilayers structures in spatially-resolved
meso-scale sensing. Because the optomechanical computational framework is very general
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in its operation, there is the unique opportunity to explore carefully controlled loading
scenarios that would be difficult to implement experimentally and are beyond the scope
of the present work. Drawing inspiration from the bonded engineered particulate systems
introduced in Section 2.1.2, several such simulations were performed. As the potential
microstructures of such materials can be extremely varied, the simulations focus on single
and multi-particle monolayers in a soft polymer matrix (estane). In this way, the unique
features and dynamic responses of these systems can be highlighted, demonstrating the
potential utility of the multilayers as meso-scale sensors.
Single-particle Simulation
Figure 6.13 shows the simulation setup for a single-particle composite simulation under a
uniform 6 GPa pressure pulse with a 3 ns rise time (left), and a temporal snapshot (right)
showing the deformed geometry and pressure contours at a time when the pressure pulse
has saturated the composite material and fused silica AOMC multilayer. Material properties
for the aluminum and estane are obtained from Meyers [2] and Marsh [7], respectively,
while all other material properties followed the same sources and models as those presented
in Section 4.2.3.
The complexity of this simulation required slightly different simulation methods com-
pared to the general configuration described previously in Table 3.2. Specifically, the estane
binder material is significantly softer than the other materials in the simulation, and the de-
formation and flow of the binder near the vicinity of the aluminum particle proved too
excessive for a Langrangian FEM solution. Consequently, the simulation was modified to
be a coupled Lagrangian-Eulerian implementation, with the estane matrix as an Eulerian
material and all other components Lagrangian. The Abaqus General Contact algorithm
maintains realistic contact conditions between the Eulerian and Lagrangian materials, en-
abling the estane matrix to show realistic extensive deformation while maintaining the ac-
curacy of the aluminum particle and fused silica AOMC deformation and time-resolved
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Figure 6.13: Setup for the single-particle composite simulation and a temporal snapshot of
the pressure, showing the point where the pressure wave has fully saturated the composite
material and the fused silica AOMC multilayer.
pressure states afforded by the Lagrangian reference frame.
There are two interesting features immediately apparent in the temporal snapshot shown
in Figure 6.13: the perturbed shock front and elevated pressure due to the presence of the
aluminum particle in the estane matrix. These material responses are typical of this class
of materials, and accurate measurements of these behaviors could provide much insight
into the shock response of such composite systems. Figure 6.14 shows a surface plot of
the pressure in the AOMC cavity as a function of time (left) and two lineouts at specific
locations along the width (right) demonstrating the difference between the response imme-
diately below the aluminum particle and the unperturbed estane matrix.
It is clear from Figure 6.14 that the shock front travels more quickly through the alu-
minum particle and arrives at the AOMC multilayer ∼8 ns sooner compared to the estane
matrix and subsequently reaches 1.5 to 2 times higher peak pressure. To explore whether
the multilayers are capable of capturing these important meso-scale features, the full op-
tomechanical computational framework was utilized to produce a synthetic streak image
for the simulation to represent what could be recorded using the multilayer structures and
time-resolved spectroscopy. Figure 6.15 shows the synthetic streak image along with select
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Figure 6.14: Time-resolved pressure surface (right) showing the pressure in the AOMC
cavity layer in the single-particle composite simulation. Lineouts of time-resolved pressure
at widths x = 100 µm (below particle) and 150 µm (below estane) are also shown in the
pressure surface plot and plotted directly (right) in the pressure versus time space.
temporal line-outs to highlight certain spectral features.
Figure 6.15: Synthetic streak image (right) calculated with the optomechanical compu-
tational framework for the single-particle composite simulation presented in Figure 6.13
along with spectral line-outs at t = 5, 13, and 25 ns. The early shock wave arrival and
higher peak pressure of the shock wave through the aluminum particle manifests in the
data as the lower-wavelength shoulder alongside with the equilibrated matrix (estane) pres-
sure spectral peak.
There are many interesting features in the synthetic streak data, illustrating the infor-
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mation density of the time-resolved spectroscopy approach. First, the early breakout of
the shock wave through the aluminum particle is visible in the emergence at ∼7 ns of the
spectral shoulder at ∼530 nm. This shoulder continues grow until the arrival of the primary
shock wave through the estane matrix at ∼15 ns. At this point, the matrix peak pressure
is clearly defined at ∼522 nm, while the spectral shoulder continues to grow and eventu-
ally equilibrates ∼5 ns after the matrix. Comparing the observation of these features and
their temporal evolution to the simulated pressure traces in Figure 6.14, there is remark-
able correspondence. This is a strong indication that many of the meso-scale features in
the simulation are indeed captured by the time-resolved spectra of the multilayer, which
can then be used to make meaningful inferences about the material’s response to shock-
compression.
Multi-particle Simulation
Expanding on the single-particle simulation, a similar configuration was run with three
particles instead of one. Figure 6.16 shows the simulation setup and a snapshot of the
simulated pressure contour.
Figure 6.16: Simulation setup for the three-particle composite simulation and a temporal
snapshot of the pressure, showing the point where the pressure wave has fully saturated the
composite material and the fused silica AOMC multilayer.
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Similar features are evident compared to the single-particle composite simulation with
some differences given the larger contribution of the aluminum particles to the overall
response. Figure 6.17 shows the time-resolved pressure in the AOMC cavity layer for
the three-particle simulation (left) and three lineouts at specific locations along the width
(right) demonstrating the material’s response below and between the aluminum particles
and in the relatively unperturbed estane matrix.
Figure 6.17: Time-resolved pressure surface (right) showing the pressure in the AOMC
cavity layer in the three-particle composite simulation. Lineouts of time-resolved pressure
at widths x = 100 µm, 125 µm, and 175 µm are also shown in the pressure surface plot,
and plotted directly (right) in the pressure versus time space.
Figure 6.17 demonstrates that the shock front still travels more quickly through the
aluminum particles compared to the estane matrix, but due to the increased number of
particles the overall response of the composite is more affected. This leads to general
broadening of the shock-front to ∼5-8 ns even in the estane matrix, a significant increase
compared to the ∼1 ns rise seen in Figure 6.14. Also, there is a clear “dip” in the time-
resolved pressure (green line in Figure 6.17 right) associated with the inter-particle region
due to the complex wave-interactions between the matrix and particles. At later times
the equilibrated pressure beneath the particles reaches 1.5 to 2 times higher peak pressure
compared to the estane matrix. The synthetic streak image for the three-particle composite
simulation obtained via the optomechanical computational framework is shown in Figure
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6.18 along with temporal lineouts to highlight certain spectral features.
Figure 6.18: Synthetic streak image (right) calculated with the optomechanical computa-
tional framework for the three-particle composite simulation presented in Figure 6.13 along
with spectral line-outs at t = 5, 12, and 25 ns. The early shock wave arrival and higher peak
pressure of the shock wave through the aluminum particles manifests in the data as the
detailed structure on the lower wavelength side of the equilibrated matrix (estane) pressure
spectral peak.
The synthetic streak image is noticeably different than that seen in Figure 6.15. The
early breakout through the aluminum particles is now very visible, and the resulting rise
to the equilibrated pressure for both the aluminum particles and estane matrix is now
longer and more complex. The lower wavelength shoulder is now much more pronounced
throughout the entire temporal history as the three particles contribute much more to the
overall spectral response as discussed in Section 6.1.3. Notably, the pressure “dip” in the
inter-particle region is also visible in streak image along with the lower wavelength shoul-
der. This indicates that both of these responses in the material are occuring at the same
time, an interpretation explicitly supported by the pressure lineouts in Figure 6.17. The
time-resolved spectral lineouts (Figure 6.18 right) are also very similar to those for the pre-
vious single-particle composite simulation, with the primary difference being the size of
the spectral shoulder corresponding to the aluminum particles at t = 25 ns.
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6.4 Summary of Heterogeneous Shock-Compression Response
This chapter has presented a theoretical, computational, and limited experimental investi-
gation of the time-resolved response of the multilayer structures to heterogeneous shock-
compression. While important features of these responses were covered, this topic is nearly
limitless in breadth when the many different heterogeneous materials and possible loading
conditions are considered. This is to be expected, and a more complete discussion was not
the focus of both this chapter and this work generally. Rather, several targeted conclusions
were drawn that will inform future investigations of the multilayers’ responses and their
application to meso-scale sensing. These conclusions are summarized as follows:
• Models, rigorous optomechanical simulations, and experiments all demonstrate that
the AOMC multilayer structures are capable of clearly resolving the multi-pressure
state of a stepped shock load with nano-second level time resolution. The time-
resolved spectra provide both an intuitive and data-rich history of the heterogeneous
load, capturing obvious and subtle features of the response.
• The AOMC multilayers have a theoretical micron-level spatial sensitivity, and the
separability of the global spectra into local responses enables the assignment of par-
ticular spectral features (i.e., pressures) to quantitative area fractions. Thus, the rela-
tive spatial sizes of different pressures can be inferred in addition to their magnitudes.
• Optomechancial simulations of simple aluminum-estane composite microstructures
demonstrate that the multilayers are capable of capturing the unique features of the
shock-compression response in this class of materials, such as temporal evolution of
localized stresses and shock-front dispersion.
Finally, while this chapter has focused on the fused silica AOMC, most of the mech-
anisms and behaviors identified are driven by the general structure of the multilayers and
would also apply to other AOMC designs as well as the DBR structures. Certain aspects of
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the experimental implementation and the data analysis process may require more attention
depending on the multilayer design, but the inherent flexibility of the multilayers allows for
specific designs to be tailored to the application or material system of interest.
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CHAPTER 7
PRACTICAL CONSIDERATIONS OF MULTILAYER STRUCTURE BASED
SENSING
The preceding chapters have presented the theory and initial results of multilayer-based
time-resolved meso-scale sensors, demonstrating their unique and significant potential util-
ity in shock-compression studies. Extending this foundational work toward a well char-
acterized, robust multilayer-based sensing system is the next logical step, although such
efforts are beyond the present scope. Nevertheless, there are several relevant issues that
have been identified that deserve a additional discussion: large-scale sensor fabrication and
characterization, experimental implementation and data collection approaches, and data
analysis methods. Each of these areas is discussed separately in the following sections in
the context of using the multilayer-sensors in a scaled-up, application focused context.
7.1 Multilayer Sensor Production and Characterization
As discussed in Section 4.1 and in more detail by Lee [121], the design and optimization
of the different multilayer structures is an important and complex process in and of itself.
However, one of the ancillary benefits of the generally simple multilayer structures moti-
vated by shock-optimized responses is the relatively easy device fabrication. The AOMC
structures, for example, only require three to six deposition steps using well-known and
readily available materials. Similarly, the SiOx DBR multilayers can be deposited in single
deposition run using IAD. While the fabrication of the samples in this work at Georgia
Tech was done using the research facilities, the route of commercial fabrication is also a
viable option.
To explore this commercial production option, Spectrum Thin Films 1, a fabrication
1http://spectrumthinfilms.com/stf
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company based in Hauppauge, NY, was asked for a quote and comments on the fused silica
based AOMC multilayer design. By providing the layer order, thickness, material com-
position, and desired tolerances on layer thicknesses and uniformity, Spectrum Thin Films
was able to use their in-house simulation toolset to predict the as-fabricated spectrum of
the AOMC. The predicted spectra (Figure 7.1) was essentially identical to that predicted
and observed in the samples produced at Georgia Tech at a very cost-effective price as
low as $2.00 per cm2, depending on substrate selection and procurement. Another advan-
tage of commercial fabrication options is guaranteed spectral and physical quality metrics,
typically scaling the cost as more/less precision in the multilayer structures is desired.
Regardless of the fabrication methods selected, sufficient characterization of the pre-
dicted shock-compression responses of the multilayers is another key requirement of large-
scale sensing applications as knowledge of the spectral feature/pressure relationship per
fabrication batch will define the “calibration curve”, in a sense, of that batch of sensors.
As discussed extensively in Chapter 5, some structures (such as the fused silica AOMCs)
have spectral responses that are well-described by optomechanical models. In such cases,
characterization of an entire fabrication batch (representing up to many hundreds of po-
tential sensors) could be accomplished with a combination of theoretical and empirical
approaches. However, with other structures (such as the SiOx DBRs) theoretical character-
ization may be insufficient, and more empirically based testing of production batches may
be required, especially when component materials in the multilayers have unknown or poor
tolerances on material properties.
In addition to multilayer material characterization, the physical aspects of the fabrica-
tion batch also affect the spectral responses. As the equations in Section 2.3 indicate, the
spectral responses of the multilayers are also a function of λ0, the initial peak position, and
uniformity across the surface of a single substrate (or multiple) substrates will affect the
initial peak position. For example, Figure 7.2 shows the predicted blueshift as a function of
pressure using the optomechanical model defined in Section 4.2.3 for a fused silica based
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Figure 7.1: Predicted spectrum for a copy of the fused silica AOMC designs created during
this work as produced by Spectrum Thin Films (http://spectrumthinfilms.com/stf/), a thin-
film fabrication company based in Hauppauge, NY, USA. This quote was provided by
Spectrum Thin Films at the request of the author.
AOMC with static peak positions of ∼532 nm and ∼580 nm. Generally, the magnitude of
the blueshift increases as the initial peak position moves to higher wavelength positions
with the ∼580 nm AOMC showing a 12% larger shift compared to the ∼532 nm AOMC.
In other words, the uniformity variances across a substrate lead to variances in the
predicted and observed spectral responses as a function of pressure, though the magnitude
of these variances may or may not be significant depending on the demands of the sensing
application.
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Figure 7.2: Predicted blueshift as a function of pressure for fused silica AOMC multilayers
with initial peak positions (λ0) ∼580 nm and 532nm. The AOMC with the higher starting
peak position has ∼12% larger shifts as a function of pressure.
A final consideration of multilayer sample fabrication and characterization is potential
aging/stability effects as a function of environment over both short and long time-scales.
In general, the samples optimized and fabricated at Georgia Tech during this work were
stable over 6-18 months. Some notable exceptions are the PMMA AOMCs and some early
DBR designs where sample quality degraded substantially over only several weeks. In
addition, the fabricated samples have generally been stored with minimal ambient light,
temperature, and humidity variation. In certain applications, the age of the sample and
storage/application environment may have effects on multilayer stability that influence the
spectral responses of the sensors. While there may be some simple solutions to mitigate sta-
bility concerns, such as post-fabrication polymer/oxide overcoats and/or tuned deposition
parameters, further study is needed to understand the magnitude of these effects.
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7.2 Data Collection Approaches
Section 5.1 described the experimental approach and data collection system constructed
and optimized for this work, but one of the advantages of the multilayer structure sensors
is the flexibility in implementation and data collection approaches. Generally, there are
two main categories of data collection methods with the multilayers: time-resolved spec-
troscopy and time-resolved intensity/reflectometry.
Time-resolved spectroscopy, the method of choice for this work, is the most “natural”
data collection approach as it enables direct capture of the evolving spectral properties of
the multilayers during the shock loading. This approach does require a streak camera and
high-throughput spectrograph system, but it arguably captures the most information per ex-
periment. However, there is one fundamental limitation of the time-resolved spectroscopy
approach: the loss of spatial information. As previously stated, the spectrograph results
in an unavoidable dimensional reduction by collecting and spectrally separating the total
reflected signal from the entire probed area of the multilayer, i.e., the sum of each spatial
spectral response. As was shown in Chapter 6, careful data analysis and informative sim-
ulations can increase the amount of usable data that may be extracted from the combined
spectral history, but there are also practical limits on these approaches as well.
An alternative approach based on time-resolved reflectometry essentially chooses a dif-
ferent dimensional reduction: capturing time- and spatially-resolved localized intensity
maps of the multilayer sensor, discarding the spectral information. This method exploits
the same blueshift of the primary peak/valley from the multilayers as the sensing mecha-
nism, but relies on narrow/single wavelength illumination to produce a pressure-induced re-
flectance change. Figure 7.3 demonstrates this mechanism with a fused silica based AOMC
sample with single wavelength illumination of 532 nm. Essentially, as the AOMC valley
blueshifts under pressure, the 532 nm source “sweeps” along the right side of the AOMC
spectra, producing a smoothly varying reflectance change as a function of pressure. A
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similar relationship can be created with a broadband light source filtered through a narrow
bandpass filter centered on 532 nm, similar to a monochromator.
Figure 7.3: Spectrum from a fabricated fused silica AOMC sample (right) with line illumi-
nation at 532 nm and corresponding reflectance versus blueshift signal (right). As the orig-
inal spectrum shifts to shorter wavelengths, the 532 nm illumination line “sweeps” along
the right side of the spectrum, producing a reflectance as a function of blueshift curve.
The potential strength of this approach is fully realized with a camera-based measure-
ment of the spatially-localized reflectance variation. For example, a high-speed framing
camera can capture nanosecond-level, high-resolution images of relatively large areas of
the multilayer sensor. Combined with the reflectance-pressure curve from Figure 7.3, time-
and-spatially resolved pressure maps are, in theory, obtainable.
However, this reflectometry-based approach also has several limitations depending on
the demands of the particular sensing application. First, the reflectance-pressure “respon-
sivity” curve is highly dependent on the initial spectra of the multilayer, and certain spectral
shapes are more conducive to this application than others. Narrow spectral peaks with steep
edges would provide high contrast in that relatively small changes in pressure would lead
to large changes in reflectance at a given wavelength, but would provide limited total pres-
sure range as reflectivity is strictly limited to between 0 and 1. Alternatively, wide and flat
spectral peaks would provide much more pressure range but at the expense of relatively
small changes in reflectivity that may be difficult to capture experimentally. In practice,
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custom multilayer structures that have the desired reflectance-pressure response at a given
wavelength would need to be designed and optimized, while still remaining within the
design constraints discussed in Section 4.1 for shock-compression applications. Finally,
perhaps the most significant challenge with the time-resolved reflectometry approach is
the independence of the measurement. While the blueshift that is directly measured with
the time-resolved spectroscopy method is quite independent (i.e., there are essentially no
other explanations for the observed blueshift other than shock-compression effects), there
are several different mechanisms by which perceived reflectance could change: shifts in
sample alignment angles during the loading, the sample surface moving in/out of focus
during the loading, time-varying intensity from the illumination source, etc. Many of these
issues can be mitigated by augmenting the experimental configuration with simultaneous
measurements of source intensity, sample position/angle, etc., but at the cost of signifi-
cantly increased complexity. Overall, the time-resolved reflectometry approach has much
potential but would need a similar level of attention and validation as was required for the
time-resolved spectroscopy method presented in Chapter 3.
While the direct spectroscopy and reflectometry methods are perhaps the most straight-
forward methods for data collection with the multilayers, the inherent flexibility of the
multilayers provides many other potential approaches based on variations and combina-
tions of these two base methods. For example, as the primary disadvantage of the time-
resolved spectroscopy approach is the loss of spatial information, the addition of more
spectrograph-streak camera systems and the appropriate collection and directing optics
can retrieve some of the lost spatial data. Halves or quadrants of the probed area could
each be directed to these separate collection systems (assuming there is sufficient signal
intensity), and the spectral features measured can then be attributed to those spatial re-
gions. While this method is complex and potentially cost-prohibitive, it arguably provides
the most dense form of data collection possible with the multilayers. Similarly, the time-
resolved reflectometry approach can be altered to utilize arrays of photomultiplier tubes
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(PMTs) or photodiodes instead of a high-speed framing camera, which would provide sig-
nificantly more temporal resolution at the cost of spatial resolution. Further augmentation
with bi or tri-wavelength illumination (e.g., multiple laser sources) could also increase the
pressure sensitivity of the reflectometry approach by retrieving additional amounts of spec-
tral information.
7.3 Data Analysis Process
For any experimental diagnostic, the different methods of data analysis and their respective
ease-of-use and accuracy play a very important role in not only the viability of the diag-
nostic but also the number of different applications where it can demonstrate utility. This
remains the case for the multilayer structures as regardless of the data collection method
chosen, the information density of the recorded data is high. In general, there are several
particular aspects of data analysis processes that, in practice, have a significant impact on
the overall accuracy of the final data.
For the time-resolved spectrometry approach, the most influential steps of data analysis
are streak camera static distortion correction, spectral calibration, and background/refer-
ence intensity correction. When these steps are performed well, with high quality calibra-
tion/correction data, the resulting quality of the time-resolved spectra can be quite high.
However, in some contexts it will not be feasible for one (or all) of these steps to be per-
formed with precision. This will have significant, but predictable, effects on the type and
accuracy of the extracted data. Static distortion correction primarily effects the accuracy
of peak position and temporal scaling with relatively small impacts on spectral width and
depth/height. Spectral calibration, as the name implies, strongly determines the accuracy of
blueshift and peak width features but does not effect peak height/depth. Background/refer-
ence intensity correction has significant effects on peak height/depth, moderately impacts
peak width, and has almost no impact on blueshift. It is apparent that there are trade-offs
with respect to data quality that may be tolerable for certain applications. However, as was
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discussed in Chapter 6, when applying the multilayers to complex heterogeneous loads,
it is vitally important to have confidence in the time-resolved spectra, especially when at-
tempting to correlate subtle spectral features to specific material behaviors and responses.
Whether or not such fidelity is obtainable in practice is dependent on the requirements of
the application.
For the time-resolved reflectometry approach, the background/reference intensity cor-
rection is the most important step of the analysis process, especially if the probed area has
non-uniform illumination. The accuracy of this correction is highly dependent on the re-
peatability of the collection and/or the detail of any simultaneous reference measurements.
In practice, a “perfect” correction is likely not possible, especially when accounting for the
added random noise from the high-speed camera itself. In addition, the relatively small
number of available frames (typically 8-16 for nanosecond-level framing cameras) can
make construction of temporal histories challenging, particularly if the reflectance-spectral
curve of the multilayer structure is highly non-linear or non-monotonic.
Finally, for both data collection approaches the signal-to-noise ratio of the data plays a
significant role in quality of the extracted data. For applications with demanding require-
ments on data fidelity, there is a limit to signal enhancement from correction steps and
sophisticated spectral/image analysis methods and algorithms. In the specific context of
nano-second level shock-compression of heterogeneous materials, it is likely that the dom-
inant limiting factor is, in fact, the signal-to-noise ratio. This is why for these applications
it is so important to develop an experimental system that is optimized for light through-
put and an illumination source (either broadband or single wavelength) that has sufficient
intensity over the temporal regimes of interest.
7.4 Comparison to Existing Time-resolved Diagnostics
While the advantages and disadvantages of existing time-resolved sensing methods were
previously discussed in Section 2.2, the much more comprehensive understanding of the
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capabilities and performance of the multilayer structures gained over the course of this
work enables a more detailed, practical comparison to the most common diagnostics.
Existing Stress Gauges
As the multilayers are also fundamentally stress gauges, perhaps the most direct practi-
cal comparison is to existing time-resolved stress gauges, such as PVDF and manganin
gauges. The most obvious difference is the level of spatial sensitivity. Since PVDF and
manganin have no inherent spatial sensitivity, the multilayer sensors will have more utility
in applications where the expected load is heterogeneous. In addition, due to the piezoelec-
tric/piezoresistive operation of PVDF and manganin, localized regions of high pressure can
cause unknown biasing effects that compromise the accuracy of the entire sensor. That is,
a single high pressure spot within the larger area of the PVDF/manganin sensor affects the
accuracy of the entire sensor, even those areas that are indeed under a uniform load. In
contrast, due to the passive reflectance based sensing mechanism of the multilayers, local-
ized areas of high pressure will not bias other areas of the sensor, and further provides the
opportunity to capture all of the localized responses. This also makes the multilayers less
sensitive to damage and premature mechanical failure of the sensor, as unlike PVDF/man-
ganin electrical conductivity does not need to be maintained.
However, this does not mean that the multilayers are not without disadvantages in cer-
tain contexts. While the multilayers are resilient to localized failure, loading over a long
period of time (microseconds to milliseconds) may cause the periodic structure of the mul-
tilayer to become less defined, compromising the spectral signal of the sensor. As these
time-scales were not the focus of the present work, it is unknown what changes (if any)
would be observed in the time-resolved spectra under such conditions. As such, PVDF/-
manganin gauges may have a slight advantage in the specific case where time-extensive
pressure histories are required. Also, as the multilayers depend on the reflectance of visible
light, embedded sensing in opaque materials is not possible without the use of a trans-
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parent window. While embedding PVDF/manganin gauges has its own implementation
challenges, the optical transparency of the sample is not a concern. Finally, a very similar
requirement of PVDF, manganin, and the multilayer sensors is the need for a calibration
curve, either empirical, theoretical, or combination theoretical/empirical. Typically, man-
ufacturers of PVDF/manganin gauges provide such a calibration curve with a given set of
sensors, usually with a specified tolerance in a particular pressure regime. While the same
could be done with the multilayers, it is likely a more involved process as the underly-
ing sensing mechanism is more complex. However, the potential usable pressure range
of the multilayers is broad, especially when considering designs tailored to high pressures
such as LiF based AOMCs. Compared to the relatively low range of ∼0-20 GPa for PVDF
and manganin gauges, there is incentive to perform the necessary characterization of the
as-fabricated multilayers.
VISAR and PDV Velocimetry
A direct comparison of the multilayers to velocimetry methods is difficult, as each diagnos-
tic is measuring a fundamentally different parameter (i.e., pressure/stress vs velocity). Ad-
ditionally, the data analysis process for velocimetry is not dependent on calibration curves
or models and is more theoretically driven. Nevertheless, there is overlap in the potential
applications between the multilayers and velocimetry, and some useful practical compar-
isons can be made.
First, similar to the stress gauges, standard velocimetry diagnostics (i.e., point probes
with spot sizes of 50-500 µm) are not well-suited to heterogeneous loads due to the ef-
fect that multiple moving surfaces (within the probe’s area) have on the resulting inter-
ferometry signal. For example, PDV will record the multiple velocities as the sum of the
time-resolved frequencies, leading to a complex multi-frequency signal. While the STFT
and wavelet analysis methods presented in Section 3.1.3 can in some cases separate the
individual frequencies, this is not guaranteed and is particularly challenging when nano-
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second level velocity histories are needed. Standard quadrature-based VISAR analysis, on
the other hand, is extremely sensitive to multiple moving surfaces and isolating a particular
velocity history is often not possible without significantly compromising the accuracy of
resulting data. Thus, the multilayers again present a compelling alternative for applica-
tions with heterogeneous loads compared to standard velocimetry approaches. One point
of similarity between the multilayers and velocimetry methods is the requirement of optical
access to the probed surfaces. While PDV has some flexibility in that some materials are
transparent at low-to-mid IR wavelengths (for example, silicon has ∼50% transparency at
1550 nm), in general the restrictions on window materials and sample configurations will
be similar between the multilayers and velocimetry.
Perhaps the strongest feature of velocimetry methods is the wide range of velocity
magnitudes that can be captured. A PDV system with a sufficiently fast oscilloscope or
a VISAR system with variety of delay etalons can record velocities from 10’s of m/s up to
several km/s. Multilayers structures are also capable of this wide range of dynamic loading
magnitudes, but likely only with several different designs focusing on different pressure
regimes. As each design will need its own calibration curve and data collection approach,
the practical use of the multilayers in applications with substantial pressure ranges will be
more challenging. Ultimately, a substantial advantage of the multilayers is the ability to
provide spatially-resolved information under heterogeneous loading conditions without the
data ambiguity problems of velocimetry approaches.
Line-VISAR and Multi-plexed PDV
Line-VISAR/ORVIS and multi-plexed PDV systems are significant modifications of the
corresponding original diagnostics and are most similiar to the multilayers in their spatially-
resolved sensing capacity. Line-VISAR was introduced in Section 2.2, and its advantages
and disadvantages relative to the multilayers are relatively simple: line-VISAR offers sim-
ilar or better levels of spatial resolution and measurement range but only along a one-
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dimensional line and with a quite complex experimental setup and data analysis procedure.
In this sense, the multilayers could be considered complimentary to Line-VISAR with each
potentially more suited to particular applications.
Multi-plexed PDV systems offer another competitive comparison to the potential utility
of the multilayer structures. Without going into extensive detail, by integrating multiple fre-
quency shifts similar to up-shifted PDV systems along with temporal delay paths, Daykin
et al. [37] combined as many as 8 individual PDV probes capable of being recorded on
a single fast digitizer. With a standard 4-channel oscilloscope, this offers 32 individual
point probes with the same extensive velocity range and nano-second level precision of
standard PDV. Often, this system modification can be accomplished with readily available
commercial communication equipment, which is typically in the mid-IR. However, the pri-
mary disadvantage to multi-plexed PDV is geometric constraints on probe configuration
and sample geometry. Essentially, each probe needs to collect its own reflection from the
sample surface without contaminating other channels, which places constraints on how
small of an area the multiple probes can be focused on. In practice, many of the more
advanced implementations of multi-plexed PDV are focused on relatively large (100’s of
cm2 and up) samples where sufficient space is available, and measurements of small (10’s
of cm2) sample areas are not practical. This is again a unique advantage of the multilayer
structures, where spatial resolution is possible on scales ofmm2 and is generally limited by
the data collection approach or signal-to-noise, not the inherent limitations of the diagnos-
tic itself. As such, there is likely less potential overlap in the applications of multi-plexed
PDV and the multilayer structures, leading to a similar complimentary relationship.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
In this work the theory, development, and testing of novel multilayer optical structures
as time-resolved pressure sensors with meso-scale spatial sensitivity has been presented.
Through the use of time-resolved spectroscopy, a combination of theoretical and empirical
models, and coupled optomechanical computational simulations three primary research
outcomes have been identified as major conclusions and are summarized below.
8.1 Research Outcomes
Multilayer Responses to 1-D Shock-compression
Three AOMC designs with silver reflecting layers and fused silica, Al2O3 (most likely
amorphous), and PMMA cavity layers were subjected to laser-driven shock-compression
in the range of ∼0-10 GPa. The time-resolved spectral responses of the multilayers were
recorded along with in-situ particle velocities. All of the AOMC multilayers showed clear
spectral shifts (blueshifts) with temporal profiles matching the expected temporal profile
of the laser-driven shock pressure as well as quantitative temporal correspondence to the
in-situ particle velocities within <1 to several nanoseconds. With increasing pressure, the
spectral blueshift began to show a nearly discontinuous shift to the “steady-state” blueshift,
a phenomenon that is not yet fully understood but nonetheless demonstrates the high tem-
poral response of the multilayers. Trends were also observed in the time-resolved spectral
peak width and depth, though data and analysis limitations make these observations quali-
tative for the purpose of this work.
Two different SiOx DBR designs with 5 and 10 bilayers were also subjected to laser-
driven shock-compression, recording the same time-resolved spectral responses and in-situ
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particle velocities. Both DBR structures showed clearly resolved spectral shifts (blueshifts)
with temporal profiles also showing similarly quantitative correspondence to the in-situ
particle velocities (∼1-3 ns). The height and width of the DBR spectral peak also showed
a time-resolved and pressure-dependent response, but trends again are qualitative for the
data presented in this work. Unlike the AOMC multilayers, the spectral blueshift of the
DBRs remains clear throughout the pressure rise to the “steady-state” condition, although
some decrease in the spectral peak height was observed at higher pressures during the rise.
Despite the relatively high thickness of the DBR multilayers (several microns), the length
of the blueshift rise was esentially identical between the 5 bilayer (∼3 µm) and 10 bilayer
(∼5 µm) DBR samples indicating that the temporal resolution of the DBR structures is still
at the nanosecond level due to the high-level of impedance matching between the individual
SiOx layers.
Accuracy of Optomechanical Model Predictions
An optomechanical model informed by theory and empirical data was defined for the
AOMC and DBR multilayer structures, incorporating the pressure-dependent layer thick-
nesses and material refractive indices. Using COMSOL multiphysics, the complete spectral
response of the multilayers was predicted over a range of 0-10 GPa. The 1-D laser-driven
shock-compression experimental data was compared to the model predictions, with vary-
ing results. The fused silica AOMCs showed an excellent match to the model predictions,
while the PMMA and Al2O3 AOMCs showed reasonable matches but with only a single
experimental data point for comparison. Generally, however, the cavity-material depen-
dent response of the AOMC structures was clearly observable in both the models and the
experimental data, with the magnitude of the blueshift as a function of pressure decreasing
from the very high compressibility PMMA cavity to the low compressibility Al2O3 cavity.
Model predictions for spectral peak width and depth can not be effectively compared to the
experimental data for reasons described previously, but the qualitative trends of decreasing
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peak depth and increasing peak width in the data are also predicted by the model.
For the SiOx DBRs the optomechanical models over-predicted the blueshift compared
to the experimental data. However, these predictions were based on empirical data for
fused silica (SiO2) as relevant data for the different SiOx stoichiometries is not available.
To determine whether the model could be modified to better match the experimental data,
the volume compression response of the SiOx was reduced by 20% (i.e., stiffer layers were
assumed) which brought the magnitude of the predicted blueshift in line with the data.
Given that a significantly different refractive index response as a function of pressure be-
tween SiOx and SiO2 is unlikely, this simple scaling behavior indicates that the underlying
form of the optomechanical model still applies to the SiOx DBRs and simply requires more
accurate empirical material property data. As with the AOMC multilayers, model predic-
tions of spectral peak width and height for the DBRs can not be compared quantitatively to
the experimental data, but qualitative trends of increasing peak height and decreasing peak
width observed in the experimental data are also predicted by the model.
Multilayer Responses to Heterogeneous Shock-compression
To explore the ability of the multilayers to capture multi-pressure states at nanosecond
time-scales, investigations of controlled “binary” step loads of zero and non-zero stress
states were conducted using the fused silica AOMCs. The experimental data clearly in-
dicated the evolution of multiple spectral peaks each corresponding to the zero and non-
zero stress states and following the expected temporal profile of the laser-driven shock-
compression shock load. More in-depth theoretical predictions of the spectral response to a
spatial step-load confirmed this observed behavior, and also enabled predictions of micron-
level maximum spatial sensitivity and fundamental relationships between spectral features
and spatial load area fractions. Additionally, coupled optomechanical simulations using
both Abaqus and COMSOL produced simulated time-resolved spectra very similar to that
observed experimentally validating the results of the overall simulation framework.
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Expanding this last success, simulations of shock-compression in controlled heteroge-
neous composite materials were performed, focusing on single and three-particle mono-
layer microstructures in an estane matrix. Important aspects of the time-resolved pressure
state of the composite structure, such as stress partitioning and shock front dispersion, were
captured in the features of time-resolved simulated spectra, providing strong evidence that
the multilayers are capable of meso-scale spatial sensitivity at the nanosecond time scales
needed for shock-compression studies in this class of materials.
8.2 Future Work
To further explore the potential of the multilayer structures in time-resolved meso-scale
sensing applications there are several specific areas that need more in-depth investigation:
application-tailored multilayer design and fabrication, optomechanical model improvement
and continued validation, and application of the multilayer structures to a wide range of
“real-world”, heterogeneous dynamic loading conditions. The potential direction of each
of these topics is summarized briefly below.
Novel Multilayer Designs
Beyond the specific multilayer designs discussed in this work, there are many other poten-
tial configurations that fit within the design constraints discussed in Section 4.1, providing
much flexibility to tailor unique multilayer structures to specific applications. For example,
the multilayers designed and tested in this work were focused on the low to medium pres-
sure regimes up to tens of GPa. At significantly higher pressures an accurate understanding
of pressure-dependent material properties is essential in order to predict and interpret the
time-resolved spectral response of the multilayer. For example, of the materials listed in
Table 4.1, [100] LiF is very well defined up to several hundred GPa and a [100] LiF based
AOMC structure may be especially suited for such high-pressure applications. Similarly,
DBR structures based on Al2O3, LiF, MgO, and other optical materials with both high re-
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fractive index contrast and sufficient high-pressure optical property characterization may
prove compelling for applications where all-dielectric structures are preferred. Each new
multilayer design would also require investigations into the most effective fabrication op-
tions. While the ion assisted deposition and electron beam evaporation methods proved
effective for the designs in this work, more complex structures and/or different compo-
nent materials may require different fabrication methods and equipment. Ultimately, the
flexibility and tunability of multilayer-based sensing provides a unique advantage for time-
resolved applications and deeper exploration of the multilayer design space is likely to be
productive.
Optomechanical Model Improvement
The development of the optomechanical models in Section 4.2 while reasonably thorough
does leave areas for improvement. For example, the current models are heavily reliant
on empirical data for pressure-dependent optical properties and EOS (equation of state)
information. While for materials with high quality literature data this proved effective,
multilayer designs with less well-studied materials are more challenging to model. De-
tailed characterization of the structure in the deposited layers would enable more accurate
interpretation and modification of existing data/models, as well as the potential for first-
principle calculations of pressure-dependent material responses. While such explorations
may prove challenging, given the importance of the blueshift/pressure “calibration curve”
for a given multilayer design, the effort would likely prove worthwhile and enable broader
use of the multilayers in different environments and applications.
Also, to this point temperature effects on the time-resolved spectral response of the
multilayers have not been considered. As was argued in Section 4.2, for many applications
and multilayer designs the temperature effect is likely to be negligible. However, a targeted
study of the issue is needed to validate this assumption and identify important exceptions.
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Real-world Testing and Evaluation
Finally, perhaps the most important research direction for the multilayers is continued test-
ing and evaluation using real-world heterogeneous material samples and loading condi-
tions. While this work has demonstrated the potential for the multilayers to effectively
capture important features of complex multi-pressure loading, the enormous breadth in
the structure and properties of heterogeneous materials necessitates a broader investiga-
tion. An appropriate starting material system would be bonded particulate composites as
the optomechanical computational framework may help with the interpretation of the ex-
perimental data as demonstrated in Section 6.3. This class of materials is also similar to
many different types of energetic composite materials, a highly-studied and very impor-
tant area of research where the multilayers may have significant utility. Ultimately, it is
important to acknowledge that the use of the multilayers as time-resolved meso-scale sen-
sors is challenging, and appropriate thought needs to be given in how to best leverage their
capabilities. The scientific community is well aware of the difficulty in understanding het-
erogeneous materials, and it should be expected that any diagnostic capable of providing






HIGH-THROUGHPUT SPECTROGRAPH CONSTRUCTION AND USAGE
The custom high-throughput spectrograph presented in Chapter 3 is well-suited to the
present work, but its targeted capabilities do lead to a few idiosyncrasies compared to stan-
dard spectrographs. Primarily, the additional complexity comes down to the initial and
per-experiment alignment process, which leads to several requirements for the experimen-
tal configuration presented in Figure 3.6. First, both of the DSLR camera lens will need
proper mounts that have, at minimum, three translational degrees of freedom as while the
low f/number lens are fairly tolerant to off-axis light, for the best performance precision
alignment of each lens is crucial. Second, the holographic dispersion grating has direc-
tionality in its dispersing elements and requires a rotating optical mount (perpendicular to
the optical input axis) to ensure that the spectrally dispersed signal is in the same plane
as the spectrograph input slit. Additionally, as the highest diffraction angle of the disper-
sion grating is at ∼45 degrees to the input axis, a rotation axis parallel to the optical input
axis is needed as well. In Figure 3.6 all of these adjustments was obtained with relatively
simple and inexpensive optical mounts and posts, but the configuration could be improved
to enable easier initial setup and alignment. Third, an input slit is strongly recommended
to ensure that the sufficient spectral resolution is obtainable, which also requires at min-
imum three translational degrees of freedom. Finally, as this spectrograph is lens based,
consideration does need to be given to the wavelength dependent effects and performance.
The DSLR lens used in this setup have very low chromatic dispersion in the visible wave-
length range, as they are primarily intended for photography purposes. If spectroscopy in
the near-UV to low-IR is desired, this type of lens will show increasingly poor chromatic
dispersion performance.
The last important consideration in the design and use of the spectrograph is the input
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focusing lens that directs the light from the experiment onto the spectrograph input slit.
As with all spectrographs, the numerical aperature of the input focusing lens should, ide-
ally, be matched to the acceptance angle of the collimating lens in the spectrograph. This
will ensure maximum collection efficiency in the overall system. This input focusing lens
should also be chromatically corrected in the wavelength range of interest. However, while
mirror-based spectrographs are fairly tolerant to over/under illumination of the collimating
mirror, there is a noticeable decrease in collimation performance with the DSLR lenses
with significantly off-axis light, leading to decreased spectral sensitivity. To correct for
this issue, under the specific illumination conditions of any given experiment, the focusing
adjustments on first the spectrograph collimating lens and then the spectrograph focusing
lens should be tuned to ensure the best possible spectral resolution. This is typically done
with a calibration lamp or other similarly narrow-width spectral line source.
Overall, the significant increase in efficiency afforded by this spectrograph design comes
at the cost of increased complexity in the configuration and use of the system. The specific
requirements of any given application should dictate whether or not this type of custom




TIME-RESOLVED SPECTROSCOPY SETUP - CALIBRATION AND DATA
CORRECTION
The complete time-resolved spectroscopy setup used in this work is a relatively complex
piece of precision scientific equipment, and much care must go into its setup, operation,
and calibration. A complete discussion of these topics can not be undertaken here as it is
fairly specific to a particular configuration and instruments. In general, however, there are
several critical steps that must be performed to obtain accurate time-resolved spectroscopy
data: static distortion correction of the streak image data, intensity uniformity correction
for the entire system, and spectral calibration of the entire system. Each of these topics is
discussed separately below.
B.1 Static Distortion Correction
As was described in Section 3.1.2, each streak “image” is captured by actually imaging
the surface of the streak camera’s phosphor screen after the excitation electrons are swept
across it. As the phosphor screen itself is curved, the resulting streak image has curvature
or static distortion. In photography terminology, it has barrel distortion. Figure B.1 shows
an example streak image of a pulsed laser diode illuminating a line-pattern spatial grid in
front of the streak camera input slit. When operating the streak camera in sweep mode, this
will produce a dot-array pattern. The pattern is clearly non-uniform due to static distortion.
Unfortunately, correcting this distortion is not as simple as applying a uniform dis-
tortion correction algorithm, as each streak tube, phosphor screen, and imaging camera
add their own subtle distortions to various parts of the image. As such, the streak camera
manufacturer typically provides a utility and/or parameters to perform static distortion cor-
rection. However, in this work it was determined that the manufacturer provided utility was
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Figure B.1: Example uncorrected streak image showing a dot-array generated with a spatial
grid template and a pulsed laser diode. The static distortion in both x and y dimensions is
clear, especially near the edges of the image. The horizontal (columns) axis corresponds to
the temporal axis of the streak camera, and the vertical (rows) axis corresponds to the spatial
axis of the streak camera. In the time-resolved spectroscopy configuration, the spatial axis
is the spectral axis.
not adequately removing the static distortion, and thus a custom, high-precision distortion-
correction process was independently developed. It is composed of the following steps:
1. A reference image of a dot-array pattern is taken, using a known spatial separation
of the dots (dx and dy) as references. If the spatial separation and pulse separation
cannot be measured with sufficient accuracy, the middle row and column of the streak
image can be used as references, as the static distortion of the image is minimal at
these positions and axes.
2. The pixel locations of each dot in the pattern is extracted (many different methods
are equally effective), and these are used to create a two mapping arrays for the
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x and y axes: where the width and height of the arrays (in pixels) are defined as
dx(nxdots − 1) and dy(nydots − 1), and the values at each point are pixel coordinates
in the original streak image that are mapped to that position in the corrected array.
In this work, Lanczos interpolation over an 8x8 neighborhood is used to identify
mappings at locations between the dots in the reference dot-array image, but other
interpolation approaches are likely equally effective.
Figure B.2 shows the dot array streak image from Figure B.1 after applying the static
distortion correction process. The dots are now clearly regular and uniform across the
image, although the corrected image is slightly smaller as some information was lost around
the edges where the dot pattern was incomplete.
Figure B.2: Example of the dot array image shown in Figure B.1 after the static distortion
correction process.
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B.2 Intensity Uniformity Correction
As the final streak image data is captured from the luminescent response of the phosphor
screen as it is struck by the swept electrons, the overall spatial uniformity of the output
data is dependent on the specific response of each unique phosphor screen and streak tube
used in every camera. While ideally the entire system would have a completely uniform
intensity response, in practice this is not the case. Figure B.3 below shows an example
streak image of a broadband QTH (quartz tungsten halogen) lamp incident on the streak
camera input slit through several pieces of clean, white printer paper acting as a diffuse
filter.
Figure B.3: Example uncorrected streak image with uniform illumination of the input slit.
The raw intensity counts vary substantially (up to ∼25%) over the image due to the non-
uniformity of the streak tube, phosphor screen, and imaging camera.
This reference output of the streak image should approach uniformity in this configura-
tion, but clearly it does not. As such, this non-uniformity can be corrected in two ways:
1. Dividing each captured streak image by the normalized reference just described
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2. Dividing each captured streak image by a normalized reference image captured through
the entire time-resolved spectroscopy setup
For this work the second option was chosen, as the many different optical elements in
the entire setup also affect the intensity uniformity of the final streak image, and a single-
step correction process was desired. For the AOMC multilayers, this reference image was
captured by simply replacing the multilayer sample with a commercial high-reflectivity
(>99.9%) mirror in the appropriate wavelength range. For the DBR multilayers, a reference
fused silica substrate with no deposited layers was mounted in the standard laser-driven
sample package described in Chapter 3. This reference image captured all of the spectral
influence of the Xenon flash tube, lenses, filters, and spectrograph dispersion grating for
each experiment. By then dividing any future data by these reference images, the “flat”
(power/nm) spectral response of the multilayers could be obtained. While the reference
images were captured before every set of experiments and every effort was made to ensure
repeatability, the inherent shot-to-shot variance in the xenon flash lamp and streak camera
prevented this correction method from produced a true, completely un-biased spectra. More
work is needed to improve this aspect of the data correction process.
B.3 Spectral Calibration
Spectral calibration of the time-resolved spectroscopy setup was accomplished with a pencil-
style Hg(Ar) calibration lamp. This particular model was chosen as it had the best selection
of emissions peaks in the spectral range of interest (450-600 nm). It was placed in front of
the microscope objective lens (i.e., where a multilayer sample would be in an actual experi-
ment), and the streak camera was run in “focus” mode, which allows continuous acquisition
of relatively low-intensity light signals. The adjustments of the spectrograph collimating
and focusing lenses were used to obtain the sharpest possible peaks in the streak image, en-
suring that the maximum spectral sensitivity of the entire system was obtained. The streak
camera was then set to single acquisition mode, and swept at the fastest possible speed
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that maintained usable signal-to-noise with the calibration lamp. Figure B.4 below shows
an example streak image of the data taken at this stage, with four visible spectral peaks
(435.84, 546.07, 576.96, and 579.07 nm).
Figure B.4: Example static-distortion corrected streak image showing spectral calibration
lines from a Hg(Ar) calibration lamp. Four lines are visible, corresponding to the 435.84,
546.07, 576.96, and 579.07 nm emission lines of the calibration lamp.
With this calibration image, a linear or multi-linear spectral calibration could be per-
formed depending on whether just two or all four peaks were utilized. The large gap be-
tween the 435.85 and 546.07 nm peaks increases the potential for spectral calibration error,
but no other suitable calibration lamp was found that was compatible with the experimental
setup in the present work. It is most likely that any such error is significantly smaller than
any of the other sources of error described in Chapter 5.
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