We extend Leibniz' rule for repeated derivatives of a product to multivariate integrals of a product. As an application we obtain expansions for P (a < Y < b) for Y ∼ Np(0, V ) and for repeated integrals of the density of Y . When V −1 y > 0 in R 3 the expansion for P (Y < y) reduces to one given by [H. Ruben J. Res. Nat. Bureau Stand. B 68 (1964) 3-11]. in terms of the moments of Np(0, V −1 ). This is shown to be a special case of an expansion in terms of the multivariate Hermite polynomials. These are given explicitly.
Introduction and summary
Expansions of the multivariate normal density are commonly used in statistical theory and its applications. One most common use is to compute multinormal probabilities, for example, rectangular and orthant multinormal probabilities arising in the multivariate probit model, the multivariate ordinal response model, multivariate paired comparisons and Thurstonian models for rankings; such probabilities also arise in almost every area of science, engineering and medicine. Many of the known procedures for computing multinormal probabilities are based on series truncations. Another common use is to find the approximate distribution of a specified statistic. The exact distribution of a statistic is often too complicated even when the data are multinormal. Examples include distributions of the eigenvalues and eigenvectors of the sample covariance matrix for a normal population.
The calculation of multinormal probabilities is one reason why we need expansions for repeated integrals of products of univariate and multivariate normal densities. The need for such expansions arises in many other areas too. We mention five applications:
• in the calculation of moments of truncated normal distribution [2] ;
• in the expression of the non-central t density [2] ;
• in the posterior distribution of a Poisson variate with chi-squared prior for the squared mean parameter of the Poisson variate [2] ; • in the calculation of shape distributions [3, 8] ;
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• in directional statistics with respect to computing the mean resultant length of the spherically projected normal distribution [10] .
Each of these applications involves explicitly repeated integrals of products of univariate and multivariate normal densities. We refer the readers to the cited references for further details.
There is a large literature on expansions for the multivariate normal distribution. We refer the readers to Tong [14] , von Rosen ([15] , Sects. 3 and 4), Kotz et al. ([6] , Chap. 45), Kotz and Nadarajah ( [7] , Chap. 6), Kollo and von Rosen ([5] , Chap. 1, p. 152) and Kollo and von Rosen ([5] , Chap. 3) for comprehensive reviews. Further motivation for expansions of the multivariate normal can be found in these references.
The aim of this paper is to provide expansions based on an extension of Leibniz' rule. The results are organised as follows. In Section 2 we extend Leibniz' rule for differentiating a product to obtain an expansion for repeated integrals of a product of q functions φ 1 (y) . . . φ q (y) from C p to C, the complex numbers, in terms of the repeated integrals of φ 1 and the derivatives of φ 2 , . . . , φ q . For example, if q = 2 and φ 1 (y) = 1 and φ 2 is the density of a random variable Y in R p for R, the reals, this gives 2 p Taylor series expansions for P (x < Y < y) in powers of y − x. These expansions are given in Section 3 together with expansions about zero. In Section 4 we take φ 1 (y) = exp(y z) and φ 2 = φ V , the density of Y ∼ N p (0, V ). We obtain expansions in inverse powers of
in terms of the multivariate Hermite polynomials and the moments of N p (0, V −1 ). These polynomials and moments are given in the appendix. The special case P (Y < μ) for z > 0 was obtained by [11] .
We use the following notation:
where
In N p , 1 is the vector of 1's and 0 is the vector of 0's. For φ : C p → C a given function, 
Leibniz' rule for integrals
or equivalently 
Proof. Suppose first p = 1. Integrating by parts if φ 2 (y)∂ −1
y φ 1 (y)} which we write as I = A + I B on φ 1 φ 2 , where
So, for v = −n < 0, since A and B commute, (2.4) at q = 2 implies
which is equal to the right hand side of (2. 
Note 2.2. It should be possible to extend (2.1) and (2.
Note 2.3. Now suppose that the derivatives of φ 2 , . . . , φ n , {φ
This holds if v ≤ −1 and the right hand side of (2.5) is bounded near
. So, (2.6) holds if (2.7) implies that the right hand side of (2.8) is bounded near y = y 0 . This illustrates the purely notational difficulty of applying (2.1) for v in Z p as opposed to the cases v ≥ 0 or v ≤ −1.
We now set q = 2, φ = φ 2 and fix z in C p .
Example 2.1. Take φ 1 (y) = 1 and
if also n ≥ 1. If we compare this with
obtained by expanding φ(y) about y 0 and multiplying by ∂ n y , we obtain the identity
which we have not managed to prove directly. To state the extension of (2.1) to general v in Z p , one uses
and A n (h) is not defined if for some j, 1 ≤ j ≤ p, n j > 0 and Reh j = −∞. In particular, for n and v in N p and
Further formulae may be obtained by transforming (2.12). For example, multiplying (2.12) by
say. So, c 0 = 1 and if p = 1 then
where H r = H r (y). 
for H λ (y) of (1.2). 
Multivariate rectangle probabilities
and
for H λ (y) of (1.2).
Proof. The Taylor series expansion in (3.1) follows by (2.9) with n = 1.
There are 2 p choices for (y 0 ) since (y 0j , y j ) = (a j , b j ) or (b j , a j ). Corollary 3.1 considers some of these choices.
in the appendix
where 
where Q = {I(a j > 0) + I(b j > 0)}.
Corollary 3.3. Under the assumptions of Corollary 3.2,
R P (0 < Y < B) summed over the 2 p possibilities B j = a j or b j , where R is the number of {a j } in B. So, (3.6) holds with Q = p and so (3.7) holds. Now suppose a 1 < 0 < b 1 
and S is the number of (A j , B j ) = (0, a j ) for j ≥ 2. The choice (A 1 , B 1 ) = (0, b 1 ) gives S = R and the same contribution as for 0 < a < b. A typical term with (A 1 , B 1 ) = (a 1 , 0) is
This gives y 0j = a j for j ≤ S + 1 and y 0j = b j for j > S + 1, so p − Q = 1 in (3.6). This change in sign cancels with the change in sign from replacing +[a 1 , 0) in the previous case by −[0, a 1 ). So, (3.7) still holds. A similar cancelation of sign change takes place if a 1 < b 1 
with Q = 0.) So, (3.6) holds for a 1 < b 1 . Similarly, it holds for a j < b j , 2 ≤ j ≤ p. This completes the proof of (3.7).
Example 3.1. For p = 1, 2, 3, (3.7) reduces to
respectively. 
Multivariate normal probabilities
say for q of (3.2), for A n of (2.10) and for h = z × (y − y 0 ) in (−∞, ∞], where a + μ = min(y 0 , y) and b + μ = max(y 0 , y). Furthermore, {H λ (y)} are the multivariate Hermite polynomials given explicitly in the appendix.
Set n = 1 to obtain the result. 
We now apply the rectangle decomposition of Section 3 with a and b replaced by a + μ and b + μ, respectively. That is, we decompose [a, b] into sums and differences of 2 p rectangles [a, b] such that (a j + μ j )(b j + μ j ) = 0 for 1 ≤ j ≤ p, and see how Corollaries 3.2 and 3.3 change.
Corollary 4.2. Suppose
Corollary 4.3. Under the assumptions of Corollary 4.2,
where W ∼ N (0, V −1 ) and
Proof. Note from (4.1) that
. So, (3.7) can be written in the form (4.2). 
Corollary 4.4. Taking
and so on, while for z < 0
is equal to the right hand side of (4.3) at b = a if p = 2, and so on. In particular, for p = V = 1 we have by (3.4) and
so the right hand side of (4.4) is symmetric about z = 0. For z = −x this gives the well known expansion Table 1 gives the relative error of (4.4) for selected values of Φ(x) and z + x truncating in the same way. The x values are taken from Table 1 .2 of [9] . The values of Φ(x) were computed using NAG. 8) where q = p j=1 I(z j < 0). In particular,
and since −Y and Y have the same distribution,
These can also be written as
by (3.4) . In particular, if 10) an expansion given by [11] , while if
All of the expansions in Corollary 4.5 reduce to (4.6) if p = V = 1. The expansions with y = 0 can be used to give upper and lower bounds: see Savage (1962) for some examples using the terms r = 0, 1 in (4.9).
Note 4.3. Suppose that
which is just the * version of (4.8) for z > 0. Conversely, we could have obtained (4.8) from the case z > 0.
Steck [13] commented that the condition z > 0 in (4.10) "appears to be a severe one". We now show how to remove this condition in order to find an expansion for Φ(x) for almost any x in R p .
Note 4.4. Suppose z
The other 2 q − 1 terms are of the form
where r < p and Y * ∼ N r (0, V * ) say. These can all be dealt with in the same way. So, by repeated application of (4.9) the dimension is reduced from p to 1. 
) and the right hand side of (4.9), where Φ 1 is Φ for N (0, 1) . Example 4.3. Suppose p = 2 and z < 0. Then Φ(x) is the sum of 1 − P 1 − P 2 and the right hand side of (4.9), where
Example 4.4. Suppose p = 3 and z 1 < 0 < z 2 , z 3 . Then Φ(x) is the sum of P (Y 2 < x 2 , Y 3 < x 3 ) and the right hand side of (4.9).
Example 4.5. Suppose p = 3 and z 1 , z 2 < 0 < z 3 . Then Φ(x) is the sum of P (Y 3 < x 3 ) − 2 1 P j and the right hand side of (4.9), where
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A. The multivariate hermite polynomials

