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Abstract
We study Sobolev embeddings in the Sobolev space W 1,p(·)(Ω)
with variable exponent satisfying 1 6 p(x) 6 n. Since the expo-
nent is allowed to reach the values 1 and n, we need to introduce
new techniques, combining weak- and strong-type estimates, and
a new variable exponent target space scale which features a space
of exponential type integrability instead of L∞ at the upper end.
1. Introduction
Variable exponent spaces have been studied in many articles over
the past decade; for surveys see [10], [27]. These investigations have
dealt both with the spaces themselves, with related differential equations,
and with applications. One typical feature is that the exponent has to
be strictly bounded away from various critical values. In some recent
investigations it has been found that one needs to modify the scales of
spaces at the end point to properly deal with such limiting phenomena,
see [9], [17].
More concretely, consider the example of the Sobolev embedding theo-
rem. In the constant exponent case it is well-known that the embeddings
are qualitatively different according as p < n (Lebesgue space), p = n
(exponential Orlicz space) or p > n (Ho¨lder space). In the variable ex-
ponent case this has led to theorems assuming either p+ < n, or p− > n,
where p+ and p− denote the greatest and least value of p, respectively.
In this paper we are concerned with generalizing the former.
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Sobolev embeddings and embeddings of Riesz potentials have been
studied, e.g., in [1], [2], [4], [5], [8], [10], [11], [12], [13], [15], [16], [20],
[24], [28] in the variable exponent setting. Most proofs in the literature
are based on the Riesz potential and maximal functions, and thus lead
to the additional, unnatural restriction p− > 1.
As far as we know, the only attempt to ease these restrictions is
due to Edmunds and Ra´kosn´ık [11], [12]. Their method is not based
on maximal functions, and does not require the assumption p− > 1;
on the other hand, they have to assume especially strong continuity
conditions on the exponent. To relax the condition p+ < n, they in-
troduced a weight on the target side and considered embeddings of
the type W 1,p(·)(Ω) →֒ L
p∗(·)
ω (Ω). Their weight has the property that
ω(x) = 0 whenever p(x) = n. This means that the embedding says
nothing about the integrability of u in the set Ωn = p
−1(n). Thus it is
not possible to recover the classical results as special cases of their result,
and further, there are no prospects of extending the result to p > n.
In this paper we introduce a slightly modified scale of variable expo-
nent function spaces, Lp(·),∗(Ω), with the property Lp(·),∗(Ω) ∼= Lp
∗(·)(Ω)
if p+ < n and Lp(·),∗(Ωn) ∼= expL
n′(Ωn). This space is defined as follows.
Denote p˜ = p∗/n′ and set
M∗p (t) =
⌊p˜⌋−1∑
i=0
1
i!
|t|n
′(i+1) +
1
⌊p∗/n⌋!
|t|p
∗
for 1 6 p 6 n, with the understanding that the last term disappears
if p = n. Using the function M∗p(·) we define a modular by
̺Lp(·),∗(Ω)(u) =

Ω
M∗p(x)(u(x)) dx,
where p is a variable exponent satisfying p+ 6 n. From this we get a
Luxemburg-type norm:
‖u‖Lp(·),∗(Ω) = inf
{
λ > 0 : ̺Lp(·),∗(Ω)(u/λ) 6 1
}
.
The space Lp(·),∗(Ω) consists of those functions for which ‖u‖Lp(·),∗(Ω) <
∞.
The following is the main result of this paper:
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Theorem 1.1. Suppose that p is log-Ho¨lder continuous with 16p(x)6n
in the bounded open set Ω ⊂ Rn.
(1) We have ‖u‖Lp(·),∗(Ω) . ‖∇u‖p(·) for every u ∈ W
1,p(·)
0 (Ω). Here
the constant depends only on n, p and |Ω|.
(2) If Ω is a John domain, then ‖u − uΩ‖Lp(·),∗(Ω) . ‖∇u‖p(·) for
every u ∈ W 1,p(·)(Ω). Here the constant depends additionally on
the John constants of Ω.
The proof is in two parts. First we prove that the lower bound p− > 1
can be relaxed to p− > 1 by a new kind of weak-type estimate (Section 4).
Then we prove the embedding assuming 1 < p− 6 p+ 6 n (Section 5).
Finally, in Section 6 these results are combined to give the main theorem.
Before the main results, we recall some definitions of variable exponent
spaces, give pointwise estimates of Riesz potentials with asymptotically
(as p → n) optimal constants (Section 2) and weak-type estimates for
the Riesz potential, relevant when p→ 1 (Section 3).
Notation and conventions. We write f . g if there exists a con-
stant C so that f 6 Cg. We assume that Ω ⊂ Rn is a bounded open
set. For a function f : Ω→ R we denote the set {x ∈ Ω : a < f(x) < b}
simply by {a < f < b}, etc. For f ∈ L1(Ω) and A ⊂ Rn with positive,
finite measure we write
fA =
 
A
f(y) dy := |A|−1

A∩Ω
f(y) dy.
By M we denote the centered Hardy-Littlewood maximal operator,
Mf(x) = supr>0 |f |B(x,r).
Let p : Ω→ [1,∞] be a measurable function called variable exponent.
For A ⊂ Ω we write p+A = ess supx∈A p(x) and p
−
A = ess infx∈A p(x), and
abbreviate p+ = p+Ω and p
− = p−Ω . We say that p ∈ L
∞(Ω) is log-Ho¨lder
continuous in Ω if
|p(x)− p(y)| 6
C
log(e+ 1/|x− y|)
for every pair of distinct points x, y ∈ Ω. This is equivalent (with possible
different C) to
|B|p
−
B∩Ω−p
+
B∩Ω 6 C,
for every ball B with B ∩ Ω 6= ∅.
The variable exponent Lebesgue space Lp(·)(Ω) consists of all measur-
able functions u : Ω→ R such that
̺p(·)(λu) =

Ω\{p=∞}
|λu(x)|p(x) dx + ess sup
x∈{p=∞}
|λu(x)| <∞
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for some λ > 0. We define the Luxemburg norm on this space by the
formula
‖u‖Lp(·)(Ω) = inf
{
λ > 0: ̺p(·)(u/λ) 6 1
}
.
Here Ω could of course be replaced by some subset as in ‖u‖Lp(·)(A); we
reserve the abbreviation ‖u‖p(·) for the norm in the whole set Ω. It is
easy to see that ̺p(·)(u) 6 1 if and only if ‖u‖Lp(·)(Ω) 6 1.
The variable exponent Sobolev space W 1,p(·)(Ω) consists of all u ∈
Lp(·)(Ω) such that the absolute value of the distributional gradient ∇u
is in Lp(·)(Ω). The norm ‖u‖W 1,p(·)(Ω) = ‖u‖Lp(·)(Ω) + ‖∇u‖Lp(·)(Ω)
makes W 1,p(·)(Ω) a Banach space. By W
1,p(·)
0 (Ω) we denote the clo-
sure of C∞0 (Ω) in W
1,p(·)(Ω). For the basic theory of variable exponent
spaces see [21].
2. Riesz potential estimates with asymptotically optimal
constants
Let α > 0 be fixed. We consider the Riesz potential
Iαf(x) =

Ω
|f(y)|
|x− y|n−α
dy
in Ω, and write p#α (x) = np(x)/(n − αp(x)). We prove a pointwise
estimate for the Riesz potential, based on standard techniques, originally
due to Hedberg [19].
Proposition 2.1. Let p be a log-Ho¨lder continuous exponent with αp+ <
n. If k > max
{
p+
n−αp+ , 1
}
, then
Iαu(x) . k
1
(p+)′ [Mu(x)]1−α
p(x)
n ,
for every u ∈ Lp(·)(Ω) with ‖u‖p(·) 6 1.
Proof: Let x ∈ Ω and let δ ∈ (0, 2 diamΩ]. Since p is log-Ho¨lder contin-
uous and bounded, 1/p′ is also log-Ho¨lder continuous. Let Clog > 1 be
the log-Ho¨lder constant of 1/p′. Then we have
̺Lp′(·)(B∩Ω)
(
C−1log |B|
− 1
p′(x)
)
6
1
|B|

B∩Ω
(
1
Clog
|B|
1
p′(y)
− 1
p′(x)
)p′(y)
dy
6
|B ∩Ω|
|B|
6 1.
Therefore ‖C−1|B|−1/p
′(x)‖Lp′(·)(B∩Ω) 6 1, which implies that
(2.2) ‖1‖Lp′(·)(B(x,2i)∩Ω) .
∣∣B(x, 2i)∣∣ 1p′(x) . 2 inp′(x) .
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We denote by A(x, r) the annulus (B(x, 2r) \B(x, r)) ∩ Ω. Thus
Iαu(x) 6
∑
δ62i62 diamΩ
2i(α−n)

A(x,2i)
|u(y)| dy
+
∑
2i6δ
2i(α−n)

A(x,2i)
|u(y)| dy.
For simplicity we denote by I the set of integers for which δ 6 2i 6
2 diamΩ. We note that the second term is dominated by δαMu(x).
Using Ho¨lder’s inequality for the first and third estimates, we conclude
that ∑
i∈I
2i(α−n)

A(x,2i)
|u(y)| dy
.
∑
i∈I
2i(α−n)‖u‖Lp(·)(A(x,2i))‖1‖Lp′(·)(B(x,2i)∩Ω)
.
∑
i∈I
2
i(α−n+ n
p′(x)
)
‖u‖Lp(·)(A(x,2i))
.
(∑
i∈I
2
−in (p
+)′
p
#
α (x)
) 1
(p+)′
(∑
i∈I
‖u‖p
+
Lp(·)(A(x,2i))
) 1
p+
(2.3)
for x ∈ Ω. Note that the exponents from the norm in the second sum
would cancel if p were constant. This is the only place where the vari-
ability is really a nuance, but also this is easily taken care of: since
‖u‖p(·) 6 1 we have ‖u‖
p+
p(·) 6 ̺p(·)(u), and so
∑
i∈I
‖u‖p
+
Lp(·)(A(x,2i))
6
∑
i∈I

A(x,2i)
|u(y)|p(y) dy 6

Ω
|u(y)|p(y) dy 6 1.
The first term on the right hand side of (2.3) is a geometric sum and so
we find that(∑
i∈I
2
−in
(p+)′
p
#
α (x)
) 1
(p+)′
6 δ
− n
p
#
α (x)
(
1− 2
−n
(p+)′
p
#
α (x)
)− 1
(p+)′
. δ
− n
p
#
α (x) k
1
(p+)′ .
The second inequality holds since n/p#α (x) > 1/k and k > 1 and thus
(
1− 2
−n (p
+)′
p
#
α (x)
)−1
6
(
1− 2−
(p+)′
k
)−1
6
(
1− 2−(p
+)′
)−1
k.
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We have shown that Iαu(x) . δαMu(x) + k1/(p
+)′δ−n/p
#
α (x). The
claim follows from this by choosing δ 6 2 diam(Ω) appropriately, follow-
ing the standard proof.
3. A stronger kind of weak-type estimate
Weak-type estimates have been used in the context of variable expo-
nent spaces a few times. For instance, Cruz-Uribe, Fiorenza and Neuge-
bauer [6] gave a weak-type estimate of the maximal operator. Their
result is very weak: on the positive side, it requires almost no regularity
of the exponent; on the negative side it has hardly been put to use in
any further proofs.
In this section we propose a new kind of weak-type condition. Like
the condition of Cruz-Uribe, Fiorenza and Neugebauer, our condition
also reduces to the usual one if the exponent is constant. However,
our stronger condition allows us to prove optimal Sobolev embeddings
when p− = 1. On the other hand, we need to assume that p is log-Ho¨lder
continuous.
The proof of the following lemma is an easy modification of [7, Lem-
ma 3.3] or [18, Lemma 4.2].
Lemma 3.1. Suppose that p is log-Ho¨lder continuous with p+ <∞. Let
f ∈ Lp(·)(Ω) be such that (1 + |Ω|)‖f‖p(·) 6 1. Then
(|f |B)
p(x) 6 C
(
|f |p(·) + χ{0<|f |<1}
)
B
for every x ∈ Ω and every ball B ⊂ Rn containing x.
Using this lemma we prove a weak-type estimate for the maximal
function.
Theorem 3.2. Suppose that p is log-Ho¨lder continuous with p+ < ∞.
Let f ∈ Lp(·)(Ω) be such that (1 + |Ω|)‖f‖p(·) 6 1. Then for every t > 0
we have

{Mf>t}
tp(x) dx .

Ω
|f(y)|p(y) dy +
∣∣{0 < |f | < 1}∣∣.
Proof: We write E = {Mf > t}. For every x ∈ E we choose Bx =
B(x, r) so that |f |Bx > t. By the Besicovitch covering theorem there is
a countable covering subfamily (Bi) with a bounded overlap-property.
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We obtain, with Lemma 3.1 for the third inequality, that

E
tp(x) dx 6
∑
i

Bi
tp(x) dx 6
∑
i

Bi
(
 
Bi
|f(y)| dy
)p(x)
dx
.
∑
i

Bi
 
Bi
|f(y)|p(y) + χ{0<|f |<1}(y) dy dx
=
∑
i

Bi
|f(y)|p(y) + χ{0<|f |<1}(y) dy
.

Ω
|f(y)|p(y) dy +
∣∣{0 < |f | < 1}∣∣.
Remark 3.3. Pick and Ru˚zˇicˇka [26] gave an example which shows that
the log-Ho¨lder continuity condition is the optimal modulus of continuity
for the maximal operator to be bounded. One can show that this example
works also for our weak-type estimate. Thus log-Ho¨lder continuity is
optimal also for the previous result in so far as moduli of continuity are
concerned.
Next we prove the weak-type estimate for the Riesz potential Iα.
Theorem 3.4. Suppose that p is log-Ho¨lder continuous with αp+ < n.
Let f ∈ Lp(·)(Ω) be such that (1 + |Ω|)‖f‖p(·) 6 1. Then for every t > 0
we have

{Iαf>t}
tp
#
α (x) dx .

Ω
|f(y)|p(y) dy +
∣∣{0 < |f | < 1}∣∣.
Proof: For k = max
{
p+/(n−αp+), 1
}
we obtain by Proposition 2.1 that
{Iαf(x) > t} ⊂
{
C[Mf(x)]
p(x)
p
#
α (x) > t
}
=: E.
For every z ∈ E we choose Bz = B(z, r) so that C(|f |Bz)
p(z)
p
#
α (z) > t.
Let x ∈ Bz and raise this inequality to the power p#α (x). Let us write
q(x) = p(z)p#α (x)/p
#
α (z). Assume first that q(x) > p(x), i.e. p(x) > p(z).
Since |f |Bz 6 |Bz |
−1

Bz
|f | dy 6 |Bz |−1, we obtain
tp
#
α (x) . (|f |Bz)
p(x)(|f |Bz )
q(x)−p(x)
. (|f |Bz)
p(x)|Bz |
p(x)−q(x) = (|f |Bz )
p(x)|Bz|
αp(x)(p(z)−p(x))
n−αp(x) .
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The last term is uniformly bounded since p is log-Ho¨lder continuous. By
Lemma 3.1 this yields
tp
#
α (x) .
(
|f |p(·) + χ{0<|f |<1}
)
Bz
for every x ∈ Bz . Assume then that q(x) < p(x). By Lemma 3.1 we
obtain
tp
#
α (x) .
(
|f |p(·) + χ{0<|f |<1}
) q(x)
p(x)
Bz
6
(
|f |p(·) + χ{0<|f |<1}
)
Bz
,
where the last inequality follows since
(
|f |p(·) + χ{0<|f |<1}
)
Bz
> 1 and
q(x)/p(x) < 1.
By the Besicovitch covering theorem there is a countable covering
subfamily (Bi), with a bounded overlap-property. Thus we obtain

E
tp
#
α (x) dx 6
∑
i

Bi
tp
#
α (x) dx
.
∑
i

Bi
 
Bi
|f(y)|p(y) + χ{0<|f |<1}(y) dy dx
=
∑
i

Bi
|f(y)|p(y) + χ{0<|f |<1}(y) dy
.

Ω
|f(y)|p(y) dy + |{0 < |f | < 1}|.
4. Sobolev inequalities based on weak-type estimates
In this section we prove Sobolev embeddings in the variable exponent
space without the assumption p− > 1. The proofs are based on the
weak-type estimates from the previous section. We denote by p∗ the
Sobolev conjugate exponent, i.e. p∗ = p#1 in the notation of the previous
section.
The following chain condition is adapted from [14, Section 6].
Definition 4.1. We say that D ⊂ Ω satisfies the (N,R,Ω)-chain con-
dition if for every x ∈ D and all r ∈ (0, R) there exists a sequence of
balls B0, . . . , Bk belonging to Ω such that
(1) B0 ⊂ Ω \B(x,R) and Bk ⊂ B(x, r);
(2) 1N diam(Bi) 6 dist(x,Bi) 6 N diam(Bi);
(3) the intersection Bi ∩Bi+1 has measure at least
1
N |Bi|; and
(4) the family {Bi} has overlap at most N .
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For instance every John domain satisfies the Chain condition, as will
be shown in Lemma 6.1.
Proposition 4.2. Suppose that p is log-Ho¨lder continuous with 1 6
p− 6 p+ < n.
(1) We have ‖u‖p∗(·) . ‖∇u‖p(·) for every u ∈ W
1,p(·)
0 (Ω). The con-
stant depends only on n, p and |Ω|.
(2) Let D ⊂ Ω satisfy the (N, ε,Ω)-chain condition. Then
‖u− c‖Lp∗(·)(D) . N
n+1‖∇u‖Lp(·)(Ω) +N
nε−n‖u− c‖L1(Ω)
for every c ∈ R and every u ∈W 1,p(·)(Ω).
Proof: To prove (1) we first assume that (1 + |Ω|)‖∇u‖p(·) 6 1. By the
well known point-wise inequality we have for every v ∈ W 1,10 (Ω) and
for almost every x ∈ Ω that |v(x)| 6 C(n)I1|∇v|(x). For j ∈ Z we
write Ωj = {2j < u(x) 6 2j+1} and vj = max
{
0,min{u − 2j , 2j}
}
. For
every x ∈ Ωj+1 we have vj(x) = 2j and thus by the pointwise inequality
I1|∇vj |(x) >
1
2C(n)2
j .
We obtain by Theorem 3.4 that

Ω
|u(x)|p
∗(x) dx =
∑
j∈Z

Ωj
|u(x)|p
∗(x) dx 6
∑
j∈Z

Ωj
2(j+1)p
∗(x) dx
.
∑
j∈Z

{x∈Ωj+1:I1|∇vj |(x)>C2j}
(
C2j
)p∗(x)
dx
.
∑
j∈Z
(

Ω
|∇vj |
p(y) dy +
∣∣{0 < |∇vj | < 1}∣∣
)
6
∑
j∈Z
(

Ωj
|∇u(y)|p(y) dy + |Ωj |
)
6 1 + |Ω|.
This implies that ‖u‖p∗(·)6C for every u with (1+|Ω|)‖∇u‖p(·)61. Thus
we obtain the claim by using this inequality for u/
(
(1 + |Ω|)‖∇u‖p(·)
)
.
Now we move on to (2). Let B(x) be the largest ball from the chain
associated to x. By [14, Lemma 6.2], we conclude that
|u(x)− uB(x)| . N
k∑
i=0
diam(Bi)
 
Bi
|∇u| dx . Nn+1I1(∇u)(x)
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for almost every x ∈ D. Thus |u(x)− c| . Nn+1I1|∇u|(x) + |uB(x)− c|.
For the second term we have
|uB(x) − c| 6
 
B(x)
|u(y)− c| dy .
(
N
ε
)n
‖u− c‖L1(Ω).
We write C′ =
(
N
ε
)n
‖u − c‖L1(Ω). Replacing u by u− c in the proof of
claim (1), we obtain

Ω
|u(x)− c|p
∗(x) dx .
∑
j∈Z

{x∈Ωj+1:I1|∇vj |(x)+C′>C2j}
2jp
∗(x) dx
.
∑
j∈Z

{x∈Ωj+1:I1|∇vj |(x)>C2j−1}
2(j−1)p
∗(x) dx
+
∑
j∈Z

{x∈Ωj+1:C′>C2j−1}
2(j−1)p
∗(x) dx.
The first sum on the right hand side can be estimated as before. There
is the largest j satisfying C′ > C2j−2 and hence the second sum on the
right hand side is bounded by C|Ω|. The rest of proof is similar to the
proof of claim (1).
5. Sobolev embedding of mixed exponential type
For simplicity we will use the notation p˜ = p∗/n′ throughout this
section. Recall that
M∗p (t) =
⌊p˜⌋−1∑
i=0
1
i!
|t|n
′(i+1) +
1
⌊p∗/n⌋!
|t|p
∗
for 1 6 p 6 n, with the understanding that the last term disappears
if p = n. In a bounded domain this expression could equivalently be
replaced by the integal
M˜∗p (t) =
 p∗
1
|t|q log+ |t|
Γ(q/n′ + 1)
dq,
where Γ is the gamma function. Note that the function M∗p(·) does not
satisfy the ∆2-condition (see [25] for the definition) if p
+ = n. Using
the function M∗p(·) we defined in the introduction the Orlicz-Musielak
space Lp(·),∗(Ω) for a variable exponent satisfying p+ 6 n.
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This new variable exponent Lebesgue space of exponential type has
the following obvious properties in domains with finite measure:
(1) if p ∈ [1, n) is a constant, then Lp,∗(Ω) = Lp
∗
(Ω);
(2) if p+ < n, then Lp(·),∗(Ω) = Lp
∗(·)(Ω); and
(3) if p = n, then Ln,∗(Ω) = expLn
′
(Ω).
Thus we always have W 1,p(Ω) →֒ Lp,∗(Ω) for a constant exponent 1 6
p 6 n and by Proposition 4.2 W 1,p(·)(Ω) →֒ Lp(·),∗(Ω) for 1 6 p− 6
p+ < n. The second main result of this paper is to show that this last
embedding holds also if we assume 1 < p− 6 p+ 6 n.
Proposition 5.1. Suppose that p is log-Ho¨lder continuous with 1 <
p− 6 p+ 6 n.
(1) We have ‖u‖Lp(·),∗(Ω) . ‖∇u‖p(·) for every u ∈ W
1,p(·)
0 (Ω). The
constant depends only on n, p and |Ω|.
(2) Let D ⊂ Ω satisfy the (N, ε,Ω)-chain condition. Then
‖u− c‖Lp,∗(·)(D) . N
n+1‖∇u‖Lp(·)(Ω) +N
nε−n‖u− c‖L1(Ω)
for every c ∈ R and every u ∈W 1,p(·)(Ω).
Proof: We first prove (1). In this proof it is necessary to keep close track
on the dependence of constants on various exponents. We will therefore
make the dependence on p+ explicit in our constants.
Let u ∈ W 1,p(·)(Ω) be a function with (1 + |Ω|)‖∇u‖p(·) 6 1. Then
the claim follows if we can prove that ̺Lp(·),∗(Ω)(λu) 6 4 + |Ω| for some
constant λ > 0 independent of u. As before, |u(x)| 6 C(n)I1|∇u(x)| for
almost every x ∈ Ω. Thus
̺Lp(·),∗(Ω)(λu) 6

Ω
⌊p˜(x)⌋∑
i=1
1
i!
|λu|in
′
dx+

{p<n}
1
⌊p˜(x)⌋!
|λu|p
∗(x) dx
.
∞∑
i=0
1
i!

{i6p˜}
(λI1|∇u|)
in′ dx
+

{p<n}
1
⌊p˜(x)⌋!
(λI1|∇u|)
p∗(x) dx.
Fix the variable exponent q in such a way that q∗ = min{in′, p∗} in Ω.
Since q 6 p we have ‖∇u‖q(·) 6 (1+ |Ω|)‖∇u‖p(·) 6 1, and since q
∗ = in′
in {i 6 p˜} we have

{i6p˜}
(λI1|∇u|)
in′ dx 6 λin
′

Ω
(I1|∇u|)
q∗(x) dx.
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We apply Proposition 2.1 with exponent q and k = max{i/(n−1), 1} 6 i:
(
I1|∇u|(x)
)q∗(x)
6 Cin
′
iq
∗(x)/(q+)′ [M|∇u|(x)]q(x) .
Since q∗ 6 in′, we easily derive that q∗(x)/(q+)′ 6 i − 1. Hence we
obtain

{i6p˜}
(λI1|∇u|)
in′ dx 6 (Cλ)in
′
ii−1

Ω
[M|∇u|]q(x) dx
. Ciλin
′
ii
(

Ω
[M|∇u|]p(x) dx+ |Ω|
)
.
By [7], the Hardy-Littlewood maximal operator is bounded (we may
extend p outside Ω so that it satisfies the conditions of [7]) and hence
̺Lp(·)(Ω)(M|∇u|) 6 C. It follows that
1
i!

{i6p˜}
(λI1|∇u|)
in′ dx .
1
i!
Ciλin
′
ii . i−i−1/2eiCiλin
′
ii . Ci1λ
in′
where we used Stirling’s formula in the second step. We choose λ 6
(2C1)
−1/n′ . Then we have an upper bound of 2−i for the right-hand-
side. Therefore, we have control of the sum in the previous estimate:
∞∑
i=0
1
i!

{i6p˜}
(λI1|∇u|)
in′ dx .
∞∑
i=0
2−i = 2.
It remains to estimate the term

{p<n}
1
⌊p˜(x)⌋!
(λI1|∇u|)
p∗(x) dx
=
∞∑
i=1
1
i!

{i6p˜<i+1}
(λI1|∇u|)
p∗(x) dx
6
∞∑
i=1
1
i!

Ω
λin
′
(I1|∇u|)
p∗i (x) dx,
(5.2)
where pi(x) = min
{
p(x), ni+nn+i
}
. Since pi 6 p, we note that ‖∇u‖pi(·) 6
(1 + |Ω|)‖∇u‖p(·) 6 1. By Proposition 2.1 we have
(
I1|∇u|
)p∗i (x)(x) . Cp∗i (x)kp∗i (x)/(p+i )′ [M|∇u|(x)]pi(x) ,
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where k = max{p+i /(n − p
+
i ), 1}. Since pi 6
ni+n
n+i we conclude that
k 6 i+ 1 and
p∗i (x)
(p+
i
)′
6
n(p+
i
−1)
n−p+
i
6 i. Therefore we have

Ω
[I1|∇u|(x)]
p∗i (x) dx 6 (Ck)i

Ω
[M|∇u|(x)]pi(x) dx . (Ci)i,
where we used the same arguments forM as in the previous paragraph.
Using this in (5.2), with Stirling’s formula as before, gives

{p<n}
1
⌊p˜(x)⌋!
(λI1|∇u|)
p∗(x) dx .
∞∑
i=1
1
i!
λin
′
(Ci)i 6 2,
provided λ is chosen small enough. This completes the proof of (1).
As in the proof of Proposition 4.2 (2) we obtain
|u(x)− c| . Nn+1I1|∇u|(x) +
(
N
ε
)n
‖u− c‖L1(Ω)
and thus
‖u− c‖Lp,∗(·)(D) 6 N
n+1‖I1|∇u| ‖Lp,∗(·)(D)
+
(
N
ε
)n
‖u− c‖L1(Ω)‖1‖Lp,∗(·)(D).
Estimating the first term on the right hand side as before yields the
claim.
6. The proof of the main result
We can combine the two results so far proved, allowing the exponent
to attain both the value 1 and the value n.
Following [23] we say that a domain Ω ⊂ Rn is an (a, b)-John domain,
if there exists a point x0 ∈ Ω such that every point x ∈ Ω can be
connected to x0 with a rectifiable path γ : [0, d] → Ω parametrized by
arc-length from x = γ(0) to x0 = γ(d), with
d 6 b and dist(γ(t), ∂Ω) > ab t for all t ∈ [0, d].
The point x0 is called a John center of Ω. For example every bounded
domain with Lipschitz boundary is a John domain; the converse is not
true. In a John domain any point can be selected as the John center,
possibly with different a and b.
We want our final result to be in term of John domains rather than
chain conditions, so we need the following lemma, whose proof follows
ideas from [14].
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Lemma 6.1. Every (a, b)-John domain Ω satisfies the (N,R,Ω)-chain
condition for some N and for R < dist(x0, ∂Ω)/2.
Proof: For x ∈ B(x0, dist(x0, ∂Ω)) it is trivial to construct a suitable
chain of balls.
For a point x ∈ Ω\B(x0, dist(x0, ∂Ω)) define annuli Ai =
(
B(x, 2i+1)\
B(x, 2i)
)
∩Ω. Let Bi be a family of balls of radii a6b2
i with overlap c(n)
which covers every point in Ai whose distance to the boundary is at
least a2b2
i. Let γ be the John path of x and choose all the balls from Bi
intersecting γ from the annuli with i = ⌊log2 r⌋, . . . , ⌊log2 r⌋ + 1. The
(N,R,Ω)-chain consists of the two-fold dilates of these balls.
We are now ready for the proof of the main theorem.
Proof of Theorem 1.1: We choose a Lipschitz function φ with 0 6 φ 6 1,
φ = 1 in p−1([1, 43 ]) and sptφ ⊂ p
−1([1, 53 ]). This can be done since
p−1
(
[1, 43 ]
)
and p−1
(
[53 , n]
)
are closed disjoint sets. Let ψ = 1 − φ. We
write Φ = {φ > 0} and Ψ = {ψ > 0}, and define p1 = min
{
p, 53
}
and
p2 = max
{
4
3 , p
}
. Then p1 = p in Φ and p2 = p in Ψ.
To prove (1), we calculate:
‖u‖Lp(·),∗(Ω) 6 ‖φu‖Lp∗1(·)(Ω) + ‖ψu‖Lp2(·),∗(Ω)
. ‖∇(φu)‖p1(·) + ‖∇(ψu)‖p2(·) . ‖u‖W 1,p(·)(Ω),
where the second step follows from claims (1) in Propositions 4.2 and 5.1.
Finally, we see that ‖u‖W 1,p(·)(Ω) . ‖∇u‖p(·) by the Poincare´ inequality
(see e.g. the proof of [15, Theorem 2.6]).
By Φε we denote the ε-neighborhood of Φ in Ω, similarly for Ψ. Then
Φε satisfies a (N,
1
2ε,Φ2ε)-chain condition, similarly for Ψε. The justifi-
cation of these claims is as in Lemma 6.1. We assume ε to be so small
that p+Φ2ε < n and p
−
Ψ2ε
> 1. Choose balls BΦ and BΨ in Φε and Ψε
with diameter ε.
To prove (2), we note that
‖u− uΩ‖Lp(·),∗(Ω) . ‖u− uΩ‖Lp(·),∗(Φ) + ‖u− uΩ‖Lp(·),∗(Ψ)
. ‖u− uBΦ‖Lp∗(·)(Φε) + |uBΦ − uΩ| ‖1‖Lp∗(·)(Φ)
+ ‖u− uBΨ‖Lp(·),∗(Ψε) + |uBΨ − uΩ| ‖1‖Lp∗(·)(Ψ).
Sobolev Inequalities with 1 ≤ p(x) ≤ n 361
Then we use claim (2) in Proposition 4.2:
‖u− uBΦ‖Lp∗(·)(Φε) + |uBΦ − uΩ| ‖1‖Lp∗(·)(Φ)
. Nn
(
N‖∇u‖Lp(·)(Φ2ε) + ε
−n‖u− uBΦ‖L1(Φ2ε)
)
+ ε−n

BΦ
|u(x)− uΩ| dx
. Nn+1‖∇u‖p(·) +N
nε−n‖u− uΩ‖L1(Ω).
A similar argument with claim (2) in Proposition 5.1 yields that
‖u− uBΨ‖Lp(·),∗(Ψε) + |uBΨ − uΩ| ‖1‖Lp∗(·)(Ψ)
. Nn+1‖∇u‖p(·) +N
nε−n‖u− uΩ‖L1(Ω).
Finally, we obtain ‖u − uΩ‖L1(Ω) . ‖∇u‖L1(Ω) 6 (1 + |Ω|)‖∇u‖p(·) by
[22, Theorem 3.1].
Remark 6.2. If 1 6 p− 6 p+ < n or 1 < p− 6 p+ 6 n then claim (2) in
the previous theorem can be easily derived from Proposition 4.2 (2) or
5.1 (2) either using the Poincare´ inequality in L1(Ω) [22, Theorem 3.1]
or the pointwise inequality |u− uB| . I1|∇u| [3, Chapter 6].
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