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 Recently we developed a noniterative real-time image reconstruction algorithm for 
real-time magnetic resonance imagining, in which the k-space is undersampled.  The 
developed algorithm was in the form of filtered backprojection (FBP) and was able to 
minimize a quadratic constrained objective function.  This thesis investigates the 
possibility to extend this FBP-MAP (Filtered Backprojection, Maximum a Posteriori) 
algorithm by introducing more controlling parameters.  Thus, our original FBP-MAP 
algorithm became a special case of the extended FBP-MAP algorithm.  A cardiac patient 
data set is used in this thesis to evaluate the extended FBP-MAP algorithm, and the result 
from a well-established iterative algorithm is used as the gold standard.  If the parameters 
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Special real-time magnetic resonance imaging (MRI) data acquisition methods are 
needed to capture moving organs, such as in cardiovascular MRI and in interventional 
MRI [1-4].  One popular method is to sample the k-space with few (say, 24) uniformly 
spaced radial lines over the range of 180º [5-8].  Since the k-space data are severely 
under-sampled, the conventional Fourier transform method is unable to produce 
satisfactory images.  The state-of-the-art reconstruction methods for undersampled date 
are the off-line iterative methods to minimize a Bayesian objective function.  Many of the 
iterative methods use the piecewise-constant constraint [9-14].  Some of the unmeasured 
k-space data are measured at other time frames.  Data at other time frames can assist the 
image reconstruction at a current time frame.  This data assisting image reconstruction 
method has been intensively studied in our group and other groups [15-20].  In our group, 
iterative spatial-temporal constrained reconstruction (STCR) methods were developed 
that use the L1 norm for the spatial constraint and the L1 or L2 norm for the temporal 
constraint [21]. 
One drawback of these off-line iterative reconstruction methods is that they are not 





during ultrasound cancer treatment, or real-time monitoring the interventional procedure 
of atrial fibrillation [22, 23].  
Recently, we developed an FBP (filtered backprojection) that can be used to 
minimize a quadratic Bayesian objective function and to reconstruct MRI images with 
undersampled data [24].  When using radial projection MRI imaging, the mathematics is 
similar to that in X-ray computed tomography (CT), and the inverse Fourier transform of 
a measurement is the line-integral of the object at a certain angle.  Let the noisy line-
integral measurements be p(s, ), where s is position variable and  is the angular 
variable.  The objective function v depends on the object f(x, y) to be reconstructed as 
follows. 
22 ||||||),(),]([||)( gfspsRffv   ,   (1) 
where Rf means that the Radon transform is applied to the object f, the first term enforces 
data fidelity, the second term imposes prior information about the image f that is the 
unknown image  to be solved for, the parameter > 0 controls the level of influence of 
the prior information to the image f, and g is a reference image.  The second term in (1) is 
also referred to as the Bayesian term, which encourages the solution f to look like the 
reference image g.  In our proposed method, the image g was reconstructed with a full, 
combined data set.  Since the reference image g was reconstructed from a full data set, it 
did not have data under-sampling artifacts, but it was a little blurred by the motion due to 
the fact that the combined data set contained measurements from different time frames.  
In our method, at each time frame, we measured 24 lines in the k-space.  Our combined 





“after” time frames) the combined 5 time frames resulted in 96 measured lines, which 
were sufficient for cardiac MRI. 
The most distinguished advantage of the filtered backprojection, maximum a 
posteriori (FBP-MAP) algorithm over the iterative algorithm is its fast computation time.  
The clinical X-ray systems are able to produce 40 512x512x32 image volumes per 
second.  Thus, the FBP algorithm is fast enough for real-time clinical MRI applications. 
This current thesis has two aims.  First, the previously developed FBP-MAP 
algorithm is made more general by introducing more controlling parameters.  The 
original FBP-MAP algorithm will become a special case of the extended FBP-MAP 
algorithm.  Conceptually, the extended algorithm has a potential to outperform the 
original algorithm.  Second, the reference image g can be formed in different ways.  This 
thesis will investigate some alternative ways and see whether the FBP-MAP algorithm 































In order to understand our image reconstruction method, here we use an example of 
human cardiac perfusion study to illustrate the data sampling scheme and data processing 
procedure (Adluru 2009).  The MRI data were acquired with a Siemens 3T Trio scanner, 
using phased array of coils, one of which was chosen to demonstrate the proposed 
method.  The scanner parameters for the radial acquisition were TR = 2.6 msec, TE = 1.1 
msec, flip angle = 12°, Gd dose = 0.03 mmol/kg, and slice thickness = 6 mm. 
Reconstruction pixel size was 1.8 x 1.8 mm2.  Each image was acquired in a 62 msec 
readout.  The acquisition matrix size for an image frame was 256 x 24, and 60 sequential 
images were obtained at 60 different times.  At each time frame, the k-space is sampled 
with 24 uniformly spaced radial lines over an angular range of 180º; however, the 24-line 
sampling patterns of the adjacent time frames are offset by 180º/96.  The k-space 
sampling pattern is shown in Fig. 1 as a scaled-down illustration, where there are 16 
(instead of 96) possible radial lines, and at each time frame 4 (instead of 24) lines are 
measured.  The time sequence follows the pattern of A-B-C-D-A-B-C-D-… and so on. 
If one sums up the measurements from temporally adjacent 4 time frames, the 






Figure 1.  Illustration of k-space sampling pattern using an example with 16 possible 
radial lines.  At each time frame, 4 lines are sampled.  The sampling pattern follows the 




angular range of 180º.  In our image reconstruction method, each time frame requires 
current 24-line measurement P and associated time-averaged 96-line measurement Pˆ , 
which uses the measurements from the current 24-line data, two “immediately after” 24-
line measurements, and two “immediately before” 24-line measurements.  A symbolic 
expression for Pˆ  is given as: 
2/)2()1()()1(2/)2()(ˆ  tPtPtPtPtPtP .  (2) 
 The fact that one image was acquired with 24 views (i.e., 24 radial lines in the k-







The radially sampled k-space MRI data are in the Fourier domain.  The k-space data 
are first converted into the spatial domain by the one-dimensional (1D) Fourier 
transform.  The spatial-domain data have a real part and an imaginary part.  Our strategy 
is to reconstruct a real-part image, ImgR, using the real-part spatial-domain data and to 
reconstruct an imaginary-part image, ImgI, using the imaginary-part spatial-domain data, 
separately.  The final image is the norm of the complex image ImgR + j ImgI, that is,  
22
IR
ImgImg  .  The method of reconstructing ImgR and the method of reconstructing 
ImgI are identical.  In the following, we will assume that the projection data are given in 
the spatial domain and are real, without specifying whether they are the real part or the 
imaginary part.  Therefore, the image reconstruction method is the same as that for the 
Radon transform, which is the line-integral of a two-dimensional (2D) object.  
In (Zeng et al 2013), an filtered backprojection, maximum a posteriori (FBP-MAP) 
algorithm was developed to minimize the objective function (1).  The FBP-MAP 
algorithm is described as follows.  
 
 
2.1 The original FBP-MAP algorithm A 
Step A.1: Prepare two sets of projection data: the primary set p(s, ) and the 
secondary set pg(s, ). 
Step A.2: Apply the conventional ramp filter || to the secondary projection set pg(s, 
), obtaining qg(s, ). 
Step A.3: Form a combined projection data set: p(s, ) +  qg(s, ). 





Step A.5: Perform conventional backprojection. 
In actual implementation of this FBP-MAP algorithm, all variables are discrete.  In 
our MRI data acquisition, each k-space radial readout had 256 samples.  In other words, 
the variable s was sampled at 256 points.  After zero-padding, the length N of the array 
size for each line measurement was chosen as 1024, that is, s now had 1024 samples.  
The frequency variable  took 1024 discrete values at 2n/N, for n = 0, 1, 2,…,1023.  
The default value for parameter  was 0.07, which was selected by experience and the 
noise level of a data set.  Parameter  controls the influence of the reference image, and 
= 0 implies that the reference image g is not used.  In the modified ramp filter 
|]|1/[||   ,  controls the bandwidth.  A larger  rejects more high-frequency 
components. 
Mathematical derivation requires that in Step A.3 of the FBP-MAP algorithm, the 
combined projection data set p(s, ) +  qg(s, ) has two parts (Zeng et al 2013).  The first 
part p(s, ) is unfiltered, while the second part qg(s, ) is a ramp-filtered version of pg(s, 
).  The treatments are different for these two data sets, which makes us wonder whether 
it is necessary to apply the ramp filter to pg(s, ), and what is the optimal number of 
times, m, the ramp filtering is to be applied on pg(s, ).  
Another issue about the objective function (1) is the selection of the reference image 
g.  The reference image g is reconstructed with a combined data set according to (2).  
Does the FBP-MAP algorithm work if the combined data set Pˆ  is different from (2)? 
The FBP-MAP algorithm listed above as in Steps A.1~A.5 can be made more 





and for qg(s, ).  We can use a third  value to combine p(s, ) +  qg(s, ).  In other 
words, Algorithm A presented above can be revised to a more general FBP-MAP 
algorithm below. 
 
2.2 The extended FBP-MAP algorithm B 
Step B.1: Prepare two sets of projection data: the primary set p(s, ) and the 
secondary set pg(s, ). 
Step B.2: Apply the conventional ramp filter || to the secondary projection set pg(s, 
) m times, obtaining qg(s, ), where m can be 0, 1, 2, or 3. 
Step B.3: Apply the modified ramp filter  |]|1/[|| 1    to p(s, ), obtaining 
),(~ sp . 
Step B.4: Apply the modified ramp filter  |]|1/[|| 2    to qg(s, ), obtaining 
),(~ sqg . 
Step B.5: Combine the two filtered data sets: ),(~),(~ 3  sqsp g . 
Step B.6: Perform conventional backprojection. 
There is only one  in Algorithm A, while there are 3 ’s in Algorithm B.  
Algorithm B is able to adjust the frequency contents in the primary data and secondary 
data independently.  The results for Algorithm B will be presented in the next section.  
This thesis will also consider many ways of forming the secondary data set in 
addition to that given by (2).  Some alternative ways are 





2/)6()5()()5(2/)6()(ˆ  tPtPtPtPtPtPB .   (4) 
2/)10()9()()9(2/)10()(ˆ  tPtPtPtPtPtPC .  (5) 
In (3), only the current and 3 "immediately before" measurements are used, and no 
"after" measurements are involved.  This approach is more "real-time" than the approach 
represented by (2).  The motivation for (4) and (5) is to consider the cases, where the 
heart is beating too fast (or, relatively speaking, the data acquisition is too slow).  We 



















3.1. The effect of changing 1  without the secondary data 
In Figure 2, the results are obtained by only using the primary data, and the secondary 
data set is not used.  The data under-sampling artifacts are always present.  However, as 




3.2 The effect of changing 2 and the number of filtering m 
 
While only the secondary data are used and the parameter 2 is changed, the 
reconstructed images are shown in Figure 3.   
The first row of Figure 3 is for m = 0, that is, the ramp filter is NOT applied to the 
projections; the second row is for m = 1 (applying the ramp filter once); the third row is 
for m = 2 (applying the ramp filter twice); the fourth row is for m = 3 (applying the ramp 
filter trice).  
Increasing m brings up more detailed structures in the image; at the same time, the 






 1 = 0.07            1 = 0.5                 1 = 1              1 = 3             1 = 5              1 = 10 
 
Figure 2. Images reconstructed with only the primary data.  The effect of increasing 1: a 







      2 = 0.07            2 = 0.5               2 = 1                 2 = 3             2 = 5            2 = 10 
 
Figure 3. Images reconstructed using the secondary data only.  The effect of increasing 2 
: a larger 2 causes a smoother image. The first row is for m = 0, the second row is for m 












Increasing 2 is equivalent to application of a lowpass filter with a narrower bandwidth, 
which removes high-frequency components and reduces the contrast. 
 
3.3. Comparisons with the iterative reconstruction 
In this section, the iterative algorithm reconstruction (using 120 iterations) with 
temporal and spatial constraints, details described in (Adluru 2009), is used as the gold 
standard to compare with the results using the FBP-MAP algorithms A and B.  The 
iterative algorithm reconstruction for the time frame #50 is shown in Figure 4.  The 
reconstruction at the same time frame with  = 0.07 is shown in Figure 5, and its mean-
square-error (MSE) is 0.0603. 
Four sets of comparison studies are presented in Figures 6~9 and Tables 1~4, 
respectively.  The tables show the mean-square-errors (MSE) with respect to the iterative 
reconstruction gold standard.  The first set contains the cases of m = 0.  The second set is 





3.4 Results with different reference images 
In this section, different ways of forming the reference image g are investigated.  The 
secondary data are generated according to (3), (4), and (5), respectively.  
Three sets of comparison studies are presented in Figures 10~12 and Tables 5~7, 











Figure 5. FBP-MAP reconstruction using Algorithm A with  = 0.07 at the time frame 








Figure 6.  Four cases for m = 0, where the ramp filter is applied to the secondary data. 
The  values are defined in Algorithm B.  The corresponding mean-square-errors are 





Figure 7.  Three cases for m = 1, where the ramp filter is applied to the secondary data. 
The  values are defined in Algorithm B.  The corresponding mean-square-errors are 






Figure 8.  Three cases for m = 2, where the ramp filter is applied to the secondary data. 
The  values are defined in Algorithm B.  The corresponding mean-square-errors are 





Figure 9. Three cases for m = 3, where the ramp filter is applied to the secondary data. 
The  values are defined in Algorithm B. The corresponding mean-square-errors are 





Table 1.  MSE for FBP-MAP reconstruction with respect to the iterative reconstruction 
(m = 0) 
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
12 3 30 0.2230 
10 3 30 0.2230 
0 3 50 0.2230 
3 3 50 0.2215 
 
 
Table 2. MSE for FBP-MAP reconstruction with respect to the iterative reconstruction (m 
= 1) 
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
12 3 30 0.0859 
10 3 30 0.0853 
12 1 50 0.0755 




Table 3. MSE for FBP-MAP reconstruction with respect to the iterative reconstruction (m 
= 2)  
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
10 10 20 0.0671 
12 10 22 0.0663 
12 10 50 0.0603 










Table 4. MSE for FBP-MAP reconstruction with respect to the iterative reconstruction (m 
= 3) 
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
10 15 30 0.0988 
10 9 30 0.0967 
10 50 100 0.1007 











Figure 10.  Four cases for m = 1, where the ramp filter is applied to the secondary data 
and the secondary data is generated according to (3).  The  values are defined in 





Figure 11.  Four cases for m = 1, where the ramp filter is applied to the secondary data 
and the secondary data is generated according to (4). The  values are defined in 






Figure 12.  Four cases for m = 1, where the ramp filter is applied to the secondary data 
and the secondary data is generated according to (5).  The  values are defined in 
Algorithm B. The corresponding mean-square-errors are displayed in Table 7.  
 
 
Table 5. MSE for FBP-MAP reconstruction with respect to the iterative reconstruction (m 
= 1), according to (3). 
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
0.07 0.07 0.07 0.0682 
12 3 30 0.0732 
10 3 30 0.0756 







Table 6.  MSE for FBP-MAP reconstruction with respect to the iterative reconstruction 
(m = 1) according to (4). 
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
12 3 30 0.0602 
10 3 30 0.0593 
12 1 50 0.0583 
3 3 50 0.0612 
 
 
Table 7. MSE for FBP-MAP reconstruction with respect to the iterative reconstruction (m 
= 1) according to (5). 
 
𝜷𝟏 𝜷𝟐 𝜷𝟑 MSE 
12 3 30 0.0676 
10 3 30 0.0603 
12 1 50 0.0669 













Among our limited cases in the Results section, the minimum MSE is reached at m = 
2, 1 = 10, 2 = 5, and 3 = 100 associated with the reference image g being reconstructed 
with a combined data set according to (2).  This may suggest that m = 2 seems to be a 
preferred selection, that is, one should apply the ramp filter to the secondary data twice 
when the reference image g is reconstructed with a combined data set according to (2). In 
addition, the minimum MSE for when the reference g is reconstructed with a combined 
data set according to (3), (4), and (5) is reached at m=1, 1 = 12, 2 = 1, and 3 = 50. This 
may suggest that m = 1 seems to be a preferred selection, that is, one should apply the 
ramp filter to the secondary data once when the image g is reconstructed with a combined 
data set according to (4).  
The thesis has no intention to find the optimal parameters.  We are unable to conclude 
a general rule to select the beta values.  Parameter selection is a universal issue in all 
MAP algorithms.  Proper parameters can give much better results than those using 
randomly chosen or fixed parameters.  Our message to the reader is that the extended 
FBP-MAP algorithm has more flexibility in controlling image quality, and allows the 





















clear all, clc 
  
load gs.mat 




% # of samples = a = 256 
% # of angles = b = 24 
% # of slices = c = 60 
  
%Ramp Filter - % beta=[0.07 0.5 1 3 5 10]; 
beta1=0.07; %beta1 
beta2=0.07; %beta1  
beta3=0.07;  %beta2 
  
  
H1 = newrampfilter(beta1); %primary 




[T,real1, imag1] = traditional(k_space,c,H1); 
  
%Neighbor Image 
[N, nreal, nimag] = neighbor(k_space,c,H2); 
  
%Neighbor Sum Array 
Nsum = nsummed(nreal,nimag,c); 
  
%Main + Neighbor 
MN = mainneighsum(T,Nsum,beta3,c); 
MN = imrotate(MN(:,:,47),180); %43, 47,  







% figure,imshow(T(:,:,50),[]),title('Main Image') 
% figure,imshow(Nsum(:,:,43),[]),title('Neighbor Image') 
% figure, imshow(MN,[]),title('Main + Neighbor Image') 
% figure, imagesc(MN(27:162,30:155)),title('Main + Neighbor Image') 
% % figure, imagesc(MN),title('Main + Neighbor Image') 
% % colormap gray, brighten(0.1) 
% figure, imagesc(MN(27:154,30:157)) 
% % figure, imagesc(MN); 
% title('Main + Neighbor Image') 
% colormap gray, brighten(0.1) 
  
% % Normalize 
MN = max(0,MN); %set all negative image values to zero 
MN=(MN+abs(min(MN(:))))/(max(MN(:))+abs(min(MN(:)))); 
gs=(gs+abs(min(gs(:))))/(max(gs(:))+abs(min(gs(:)))); 
%   
% RMSE 
MN = MN(27:154,30:157); 





function H = newrampfilter(beta) 
  
order = 256; %order of the filter 
w = linspace(0, 2*pi, order*2); 
H1 = linspace(0, 1, order+1); 
H1 = [H1 H1(end-1:-1:2)]; 
% plot(H1, 'linewidth', 2) 
% axis([0 520 0 1]) 
% grid on 
H = fftshift(ifft(H1));  %Shift the center frequency 
% plot(H), title('Spatial Domain') 
H = ifftshift(ifft(H1 ./(1+beta.*H1))); %transform to spatial domain 
 
function [T,real1,imag1] = traditional(k_space,c,H) 
k = 0;  %initate value for backprojection theta selection 
  
for l =1:c 
    myksp2 = k_space(:,:,l);   





for m = 1:24 
    A2 = myksp2(:,m); 
%     A2 = squeeze(A2); 
    ifftshiftA1 = fftshift(A2,1); 
    ifftA2 = ifft(ifftshiftA1,[],1); 
    ifftshiftA2 = fftshift(ifftA2,1); 
    A2D(1:256,m) = ifftshiftA2;  
end 
  
%Fourier Transform Complex 
A2DR = single(real(A2D)); %computes real part 
A2DI = single(imag(A2D)); %computes imaginary part 
  
%ramp filter #1 
A2DR = convolution(A2DR,H); 
A2DI = convolution(A2DI,H); 
  
%Back-Projection Theta Parameter  
gap = 7.5;  n = 1.875; 
  
%Method 1 
% theta = mod(l,4)*n+1:gap:180;  %execution time 8.5 seconds 
  
%Method 2 - execution time 12.5 seconds 
theta1 = 1:gap:180;               
theta2 = n+1:gap:180;        
theta3 = 2*n+1:gap:180;       
theta4 = 3*n+1:gap:180;  
  
k = k + 1; 
if k == 1  
     theta = theta1; 
elseif k == 2 
     theta = theta2; 
elseif k == 3  
     theta = theta3; 
elseif k == 4 
     theta = theta4; 
end 
  
if (k == 4) 
    k = 0; 
end 
   





real1(:,:,l) = iradon(A2DR,theta,'none'); 
imag1(:,:,l) = iradon(A2DI,theta,'none'); 
  




function [N, nreal, nimag] = neighbor(k_space,c,H) 
k = 0;  %initate value for backprojection theta selection 
  
for l =1:c 
    myksp2 = k_space(:,:,l);   
     
for m = 1:24 
    A2 = myksp2(:,m); 
%     A2 = squeeze(A2); 
    ifftshiftA1 = fftshift(A2,1); 
    ifftA2 = ifft(ifftshiftA1,[],1); 
    ifftshiftA2 = fftshift(ifftA2,1); 
    A2D(1:256,m) = ifftshiftA2;  
end 
  
%Fourier Transform Complex 
A2DR = single(real(A2D)); %computes real part 
A2DI = single(imag(A2D)); %computes imaginary part 
  
%ramp filter #1 
A2DR = convolution(A2DR,H); 
A2DI = convolution(A2DI,H); 
  
%ramp filter #2 
A2DR = convolution(A2DR,H); 
A2DI = convolution(A2DI,H); 
%  
% % %ramp filter #3 
% A2DR = convolution(A2DR,H); 
% A2DI = convolution(A2DI,H); 
  
%Back-Projection Theta Parameter  
gap = 7.5;  n = 1.875; 
  
%Method 1 
% theta = mod(l,4)*n+1:gap:180;  %execution time 8.5 seconds 
  





theta1 = 1:gap:180;               
theta2 = n+1:gap:180;        
theta3 = 2*n+1:gap:180;       
theta4 = 3*n+1:gap:180;  
  
k = k + 1; 
if k == 1  
     theta = theta1; 
elseif k == 2 
     theta = theta2; 
elseif k == 3  
     theta = theta3; 
elseif k == 4 
     theta = theta4; 
end 
  
if (k == 4) 
    k = 0; 
end 
  
% %iRadon Backprojection contains Ram-Lak Filter #2 
nreal(:,:,l) = iradon(A2DR,theta,'none'); 
nimag(:,:,l) = iradon(A2DI,theta,'none'); 
  





function Nsum = nsummed(nreal, nimag,c) 
%Image Reconstruction Method: each time frame requires current 24-line 
%measurment P and associated time averaged 96-line measurement P^. 
  
 %Original Equation 
for x = 3:c-3;  
  Nr(:,:,x) = nreal(:,:,x-2)./2 + nreal(:,:,x-1) + nreal(:,:,x)+ nreal(:,:,x+1) + 
nreal(:,:,x+2)./2; 
  Ni(:,:,x) = nimag(:,:,x-2)./2 + nimag(:,:,x-1) + nimag(:,:,x)+ nimag(:,:,x+1) + 
nimag(:,:,x+2)./2; 
   
end 
  
% %Equation (3)  
% for x = 4:c; 





%     Ni(:,:,x) = nimag(:,:,x-3) + nimag(:,:,x-2)+ nimag(:,:,x-1) + nimag(:,:,x)./2; 
% end  
  
%Equation (4) 
% for x = 7:c-7; 
%     Nr(:,:,x) = nreal(:,:,x-6)./2 + nreal(:,:,x-5) + nreal(:,:,x)+ nreal(:,:,x+5) + 
nreal(:,:,x+6)./2; 
%     Ni(:,:,x) = nimag(:,:,x-6)./2 + nimag(:,:,x-5) + nimag(:,:,x)+ nimag(:,:,x+5) + 
nimag(:,:,x+6)./2; 
% end  
  
%Equation (5) 
% for x = 11:c-11; 
%     Nr(:,:,x) = nreal(:,:,x-10)./2 + nreal(:,:,x-9) + nreal(:,:,x)+ nreal(:,:,x+9) + 
nreal(:,:,x+9)./2; 
%     Ni(:,:,x) = nimag(:,:,x-10)./2 + nimag(:,:,x-9) + nimag(:,:,x)+ nimag(:,:,x+9) + 
nimag(:,:,x+9)./2; 
% end  
  
% Equation (6) 
% for x = 15:c-15; 
%     Nr(:,:,x) = nreal(:,:,x-14)./2 + nreal(:,:,x-12) + nreal(:,:,x)+ nreal(:,:,x+12) + 
nreal(:,:,x+14)./2; 
%     Ni(:,:,x) = nimag(:,:,x-14)./2 + nimag(:,:,x-12) + nimag(:,:,x)+ nimag(:,:,x+12) + 
nimag(:,:,x+14)./2; 
% end  
  
Nsum = sqrt(Nr.^2 + Ni.^2); 
End 
function MN = mainneighsum(T,Nsum,beta,c ) 
%sums the main image with the neighboring image multiplied by a constant 
for x = 3:c-3;  
% for x = 4:c; 
% for x = 7:c-7; 
% for x = 11:c-11; 
MN(:,:,x) = T(:,:,x) + beta.*Nsum(:,:,x); 
  
end 
function err = RMSE(signal1, signal2) 
%RMSE Root Mean Squared Error 
  
% err = sum((signal1 - signal2).^2)/length(signal1);  % MSE 
err = sum(sum((signal1 - signal2).^2)/(128*128)); 
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