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Abstract
Polyak momentum (PM), also known as the
heavy-ball method, is a widely used optimiza-
tion method that enjoys an asymptotic optimal
worst-case complexity on quadratic objectives.
However, its remarkable empirical success is not
fully explained by this optimality, as the worst-
case analysis –contrary to the average-case– is
not representative of the expected complexity of
an algorithm. In this work we establish a novel
link between PM and the average-case analysis.
Our main contribution is to prove that any opti-
mal average-case method converges in the num-
ber of iterations to PM, under mild assumptions.
This brings a new perspective on this classical
method, showing that PM is asymptotically both
worst-case and average-case optimal.
1. Introduction
Polyak momentum (PM), also known as the heavy-ball
method, is a widely used optimization method. Origi-
nally developed to solve linear equations (Frankel, 1950;
Rutishauser, 1959), it was generalized to smooth functions
and popularized in the optimization community by Boris
Polyak (Polyak, 1964; 1987). This method has seen a
renewed interest in recent years, as its stochastic variant
which replaces the gradient with a stochastic estimate is ef-
fective on deep learning problems (Sutskever et al., 2013;
Zhang et al., 2020).
PM also enjoys a locally optimal rate of convergence for
strongly convex and twice differentiable objectives. As is
common within the optimization literature, this optimality
is relative to the worst-case analysis, that provides com-
plexity bounds for any input from a function class, no mat-
ter how unlikely. Despite its widespread use, the worst-
case is not representative of the typical behavior of opti-
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mization methods. The simplex method, for example, has
a worst-case exponential complexity, that becomes polyno-
mial when considering the average-case.
A more representative analysis of the typical behavior
is given by the average-case complexity, which aver-
ages the algorithm’s complexity over all possible inputs.
The average-case analysis is standard for analyzing sort-
ing (Knuth, 1997) and cryptography (Katz & Lindell, 2014)
algorithms, to name a few. However, little is known of
the average-complexity of optimization algorithms, whose
analysis depends on the often unknown probability distri-
bution over the inputs.
The recent work of Pedregosa & Scieur (2020); Lacotte &
Pilanci (2020) overcame this dependency on the input prob-
ability distribution through the use of random matrix theory
techniques. In the same papers, the authors noticed the con-
vergence of some optimal average-case methods to PM, as
the number of iterations grows (see Figure 1). This is rather
surprising given their crucial differences. For instance,
average-case optimal methods use knowledge of the full
spectral distribution, while PM only requires knowledge of
its edges (i.e., smallest and largest eigenvalue). Since this
convergence was only shown on specific methods, it raises
the question on whether this is a spurious phenomenon or
if this holds more generally:
Conjecture
As the number of iterations grows, all average-case
optimal methods converge to Polyak momentum.
The main contribution of this paper is to give a positive
answer to this conjecture. The main, but not so restrictive,
assumption needed is that the probability density function
of the eigenvalues is non-zero on the interval containing its
support. This shows the previously unknown property that
PM is asymptotically optimal under the average-case anal-
ysis. Furthermore, this statement is universal, i.e., inde-
pendent of the probability distribution over the inputs. This
result sheds new light on the remarkable empirical perfor-
mance of this classical method.
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Figure 1. Convergence of optimal average-case methods to Polyak Momentum. For the Marchenko-Pastur and uniform distribution
of eigenvalues (left), we construct the method that has optimal average-case complexity and plot the momentum (middle) and steps-size
(right) parameters. For the two methods considered, the momentum and step-size parameters converge as the number of iterations grows
to those of Polyak momentum, displayed here as a straight line.
1.1. Related work
This work draws from the fields of optimization, complex-
ity analysis and orthogonal polynomials, of which we com-
ment on the most closely related ideas.
Average-case analysis. The average-case analysis has a
long history in computer science and numerical analysis.
Often it is used to justify the superior performances of al-
gorithms such as Quicksort (Hoare, 1962) and the simplex
method in linear programming, see for example (Spielman,
2005) and references therein. Despite this rich history, it’s
challenging to transfer these ideas into continuous opti-
mization due to the ill-defined notion of a typical contin-
uous optimization problem.
In the context of optimization, Pedregosa & Scieur
(2020) derived a framework for analyzing the average-
case gradient-based methods and developed methods that
are non-asymptotic optimal algorithms with respect to the
average-case. Such average-case analysis finds applica-
tions in various domains. For instance, Lacotte & Pilanci
(2020) use this framework to derive optimal average-case
algorithms to minimize least-squares with random matrix
sketching. Prior to this stream of papers, Berthier et al.
(2018) use methods based on Jacobi polynomials to design
average-case optimal gossip methods, but without general-
izing the framework.
In the numerical analysis literature, Deift & Trogdon
(2019) have recently developed an average-case complex-
ity of conjugate gradient.
Asymptotics or orthonormal polynomials. A key in-
gredient of the proof are asymptotics or orthonormal poly-
nomials. This is a vast subject with applications in stochas-
tic processes (Grenander & Szego¨, 1958), random matrix
theory (Deift, 1999) and numerical integration (Mhaskar,
1997) to name a few. The monograph of (Lubinsky, 2000)
discusses all results used in this paper.
Notation. Throughout the paper we denote vectors in
lowercase boldface (x), matrices in uppercase boldface let-
ters (H), and polynomials in uppercase latin letter (P ).
2. Average-Case Analysis of Gradient-Based
Methods
The goal of the average-case analysis is to quantify the ex-
pected error E ‖xt − x?‖2, where xt is the t-th update
of some optimization method and the expectation is taken
over all possible problem instances. To make this analysis
tractable, and following (Pedregosa & Scieur, 2020), we
consider quadratic optimization problems of the form
min
x∈Rd
{
f(x)
def
=
1
2
(x−x?)>H(x−x?)
}
, (OPT)
where H ∈ Rd×d is a random symmetric positive-definite
matrix and x? is a random d-dimensional vector which is a
solution of (OPT).
Remark 1. Problem (OPT) subsumes the quadratic mini-
mization problem minx x>Hx+b>x+c but the notation
above will be more convenient for our purposes.
Remark 2. The expectation in E ‖xt − x?‖2 is over the
inputs and not over any randomness of the algorithm, as is
common in the stochastic literature. In this paper we only
consider deterministic algorithms.
We consider in this paper the class of first order methods,
which build xt using a pre-defined linear combination of
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an initial guess and previous gradients:
xt ∈ x0 + span{∇f(x0), . . . , ∇f(xt)}. (1)
This wide class includes most gradient-based optimization
methods, such as gradient descent and momentum. How-
ever, it excludes quasi-Newton methods, preconditioned
gradient descent or Adam (to cite a few), as the precon-
ditioning allows the iterates to go outside span.
2.1. Tools of the trade: orthogonal polynomials and
spectral densities
Average-case optimal methods rely on two key concepts
that we now introduce: residual orthogonal polynomials
and the expected spectral distribution.
2.1.1. ORTHOGONAL (RESIDUAL) POLYNOMIALS
This section defines orthogonal polynomials and residual
polynomials.
Definition 1. The sequence of polynomials P0, P1, . . . is
orthogonal w.r.t. the positive weight function dω if
Pi has degree i and
∫
R
PiPj dω
{
= 0 if i 6= j
> 0 if i = j
. (2)
Furthermore, if they verify Pi(0) = 1 for all i, we call these
residual orthogonal polynomials.
Residual orthogonal polynomials verify a three-term recur-
rence (Fischer, 1996, §2.4), that is, there exists a sequence
of real values at, bt such that
Pt(λ) = (at + btλ)Pt−1(λ) + (1− at)Pt−2(λ) , (3)
where P0(λ) = 1 and P1(λ) = 1 + b1λ .
2.1.2. EXPECTED SPECTRAL DISTRIBUTION
The expected spectral distribution and the extreme eigen-
values of the matrixH play similar roles in the case of, re-
spectively, average-case and worst-case optimal methods.
They measure the problem’s difficulty and define the opti-
mal method’s parameters.
Definition 2 (Empirical/Expected Spectral Measure). Let
H be a random matrix with eigenvalues {λ1, . . . , λd}. The
empirical spectral measure of H , called µH , is the prob-
ability measure
µH(λ)
def
= 1d
∑d
i=1δλi(λ) , (4)
where δλi is the Dirac delta, a distribution equal to zero
everywhere except at λi and whose integral over the entire
real line is equal to one.
Since H is random, the empirical spectral measure µH is
a random measure. Its expectation over H ,
µ
def
= EH [µH ] , (5)
is called the expected spectral distribution.
Example 1 (Marchenko-Pastur density and large least
squares problems). Consider a matrix A ∈ Rn×d, where
each entry is an iid random variable with mean zero
and variance σ2. Then it is known that the expected
spectral distribution of H = 1nA
>A converges to to
the Marchenko-Pastur distribution (Marchenko & Pastur,
1967) as n and d → ∞ at a rate in which the asymptotic
ratio d/n→ r is finite. The Marchenko-Pastur distribution
dµMP is defined as
max{1− 1r , 0}δ0(λ) +
√
(L− λ)(λ− `)
2piσ2rλ
1λ∈[`,L] . (6)
Here `
def
= σ2(1−√r)2, L def= σ2(1 +√r)2 are the extreme
nonzero eigenvalues, δ0 is a Dirac delta at zero (which dis-
appears if r ≥ 1) and 1λ∈[`,L] is a rectangular window
function, equal to 1 for λ ∈ [`, L] and 0 elsewhere.
2.2. Average-case optimal methods
With these two ingredients, we can construct the method
with optimal average-case complexity.
Theorem 1. (Pedregosa & Scieur, 2020) Assume x0,
x? are random variables independent of H , satisfying
E[(x0 − x?)(x0 − x?)>] = R2I . Let at and bt be the co-
efficients of the three-term recurrence (3) for the sequence
of residual polynomials orthogonal w.r.t. λ dµ(λ). Then
the following method has optimal average-case complexity
over the class of problems (OPT):1
x1 = x0 + b1∇f(x0), (7)
xt = xt−1 + (1− at)(xt−2 − xt−1) + bt∇f(xt−1) .
Due to the dependency of the coefficients at, bt on the ex-
pected spectral distribution, equation (7) does not repre-
sents a single scheme, but rather a family of algorithms:
each different expected spectral distribution generates a dif-
ferent optimal method. Below is an example of such opti-
mal algorithm w.r.t the Marchenko-Pastur expected spectral
distribution (see Example 2).
Example 2 (Marchenko-Pastur acceleration, (Pedregosa &
Scieur, 2020)). Let dµ be the density associated with the
Marchenko-Pastur distribution. Then, the recurrence of the
optimal average-case method associated with this distribu-
1Throughout the paper, we will color-code momentum and
step-size parameters.
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tion is
ρ =
1 + r√
r
, δ0 = 0 , x1 = x0 − 1(1 + r)σ2∇f(x0) ;
δt = −(ρ+ δt−1)−1 ;
xt = xt−1 + (1 + ρδt)(xt−2 − xt−1) + δtσ2√r∇f(xt−1) .
The coefficients come from the orthogonal polynomials
w.r.t. λ dµ(λ), which is a shifted Chebyshev polynomials
of the second kind.
2.3. Polyak Momentum and worst-case optimality
The Polyak momentum algorithm (Polyak, 1964) has an
optimal worst-case convergence rate over the class of first
order methods with constant coefficients (Polyak, 1987;
Scieur et al., 2017). The method requires knowledge of the
smallest and largest eigenvalue of the Hessian H (denoted
` and L respectively) and iterates as follows:
x1 = x0 − 2L+ `∇f(x0) (PM)
xt+1 = xt +
(√
L−√`√
L+
√
`
)2
(xt−1 − xt)−
(
2√
L+
√
`
)2
∇f(xt)
Remark 3. Unlike the Marchenko-Pastur accelerated
method of Example 2, coefficients of this method are con-
stant in the iterations. Furthermore, these coefficients only
depend on the edges of the spectral distribution and not on
the full density.
3. All Roads Lead to Polyak Momentum
Main result
Theorem 2. Assume the density function dµ is strictly
positive in the interval [`, L] with ` > 0. Then the
parameters of the optimal average-case method (7)
converge to those of (PM):
lim
t→∞ (1− at) = −
(√
L−√`√
L+
√
`
)2
︸ ︷︷ ︸
= (PM) momentum
, and (8)
lim
t→∞ bt = −
(
2√
L+
√
`
)2
︸ ︷︷ ︸
= (PM) step-size
. (9)
The key insight of the proof is to cast the three-term recur-
rence of residual orthogonal polynomials into orthonormal
polynomials2 in the interval [−1, 1]. Once this is done, we
will use asymptotic properties of these polynomials. The
proof is split into three steps.
2A sequence Q1, Q2, ... of orthogonal polynomials with re-
spect to dω is orthonormal if
∫
Q2i dω = 1.
• Step 0 introduces notation and some known results.
• Step 1 writes the coefficients of optimal average-case
methods in terms of properties of a class of orthonormal
polynomials in the [−1, 1] interval.
• Step 2 computes the limits of the expressions derived in
the previous step by using known asymptotic properties
of orthonormal polynomials.
Step 0: Definitions. In the classical theory of orthogonal
polynomials, the weight function associated with orthog-
onal polynomials is defined in the interval [−1, 1]. How-
ever, in our case the spectral densities are instead defined in
[`, L]. To translate results from one setting to the other we
define the following linear mapping from [`, L] to [−1, 1]:
m(λ) =
L+ `
L− ` −
2
L− `λ . (10)
For notational convenience, we will also use the shorthand
m0
def
= m(0). We also define Qi as the i-th degree or-
thonormal polynomial with respect to the density function
dν : [−1, 1] 7→ R, where dν satisfies
dν(m(λ)) = λ dµ(λ) . (11)
Similar to the three-term recurrence of residual orthogonal
polynomials, orthonormal polynomials also verify a similar
three-term recurrence with coefficients αt, βt:
αtQt(ξ) = (ξ − βt)Qt−1(ξ)− αt−1Qt−2(ξ) . (12)
Step 1: Parameters of optimal method and orthonor-
mal polynomials. Theorem 1 links the coefficient at, bt of
the optimal average-case method to the residual orthogonal
polynomial. Instead, this step relates these coefficients to
a different orthonormal polynomial in the interval [−1, 1].
This eases the usage of the rich theory that studies asymp-
totic properties of orthonormal polynomials. This relation-
ship is stated in the following lemma:
Lemma 1. Let at, bt be the parameters associated with op-
timal average-case method (Theorem 1). These coefficients
verify the following identity,
1− at = −αt−1
αt
Qt−2(m0)
Qt(m0)
, and (13)
bt = − 2
αt(L− `)
Qt−1(m0)
Qt(m0)
. (14)
Proof. We first note that {Qi(m(λ))}i is a sequence of or-
thogonal polynomials with respect to the weight function
λ dµ(λ). Indeed, if i 6= j, using the substitution ξ = m(λ)
4
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gives∫ L
`
Qi(m(λ))Qj(m(λ)) λ dµ(λ)︸ ︷︷ ︸
=dν(m(λ))
, (15)
= −L− `
2
∫ 1
−1
Qi(ξ)Qj(ξ) dν(ξ) = 0, (16)
where the last identity follows by orthogonality of Qi.
Since orthogonality is invariant to multiplication by a
scalar, the polynomial Pt(λ)
def
= Qt(m(λ))/Qt(m0) is also
orthogonal with respect to the weight function λ dµ(λ).
The normalization 1/Qt(m0) ensure the polynomial to be
a residual polynomial.
Using Theorem 1, the coefficients of the optimal average-
case method can be derived from the three-term recurrence
of this polynomial. Indeed, starting from the three-term
recurrence of Qi (12), we obtain for Pt
Pt(λ) = (m− βt−1)Qt−1(m(λ))αtQt(m0) − αt−1
Qt−2(m(λ))
αtQt(m0)
=
1
αt
(
L+ `
L− ` − βt−1 −
2
L− `λ
)
Qt−1(m0)
Qt(m0)︸ ︷︷ ︸
=(at+btλ)
Pt−1
− αt−1
αt
Qt−2(m0)
Qt(m0)︸ ︷︷ ︸
=−(1−at)
Pt−2(λ) ,
where in the last line we used the definition of m and the
identity Pi = Qi(m(λ))/Qi(m0) for i = t − 1 and i =
t − 2. Finally, matching the coefficients of this recurrence
with (3) yields the identity in the Lemma.
Step 2: Asymptotics of orthonormal polynomials. This
step uses known result on asymptotics of orthonormal poly-
nomials to compute the limit t→∞ of expressions derived
in the previous step.
We use the following theorem on the asymptotic ratio be-
tween two successive orthonormal polynomials.
Theorem 3 (Rakhmanov (1983);3 Ratio Asymptotics). Let
{Qi} be a sequence of orthonormal polynomials with re-
spect to a weight function strictly positive in ] − 1, 1[, and
zero elsewhere. Then we have the following limit for the
ratio of polynomials evaluated outside of the support,
lim
t→∞
Qt(ξ)
Qt−1(ξ)
= ξ +
√
ξ2 − 1 for ξ 6∈ [−1, 1] . (17)
We can use this result to compute the limit of the ratio
Qt−1(m0)/Qt(m0), that appears in (13), asm(0) > 1 (and
3The original version of this theorem was stated for monic or-
thogonal polynomials but is valid for polynomials with other nor-
malizations like orthonormal, see for instance (Lubinsky, 2000;
Denisov, 2004).
thus is not in the interval [−1, 1]):
lim
t→∞
Qt−1(m0)
Qt(m0)
(17)
=
(
L+ `
L− ` +
√(L+ `
L− `
)2 − 1))−1 (18)
=
√
L−√`√
L+
√
`
. (19)
The other dependency of Eq. (13) on the iteration t is
through the coefficients αt, βt. To compute the limits of
these we use the following known asymptotics:
Theorem 4 (Ma´te´ et al. (1985); Limits of recurrence coef-
ficients). Under the same assumptions as Theorem 3, the
limits of the coefficients αt, βt in the orthonormal three-
term recurrence is
lim
t→∞αt =
1
2
, lim
t→∞βt = 0 . (20)
Using this last theorem together with (18), we have
lim
t→∞ (1− at)
(13)
= −
(
lim
t→∞
αt−1
αt
)(
lim
t→∞
Qt−2(m0)
Qt(m0)
)
(18,20)
= −
(√
L−√`√
L+
√
`
)2
,
which is the claimed limit.
To conclude the proof, we compute the same limit for the
step-size bt:
lim
t→∞ bt
(13)
= − 2
L− `
(
lim
t→∞α
−1
t
)(
lim
t→∞
Qt−1(m0)
Qt(m0)
)
(21)
(18,20)
= −
(
2√
L+
√
`
)2
. (22)
4. Asymptotic Expected Convergence Rates
The previous section showed convergence of the method’s
parameters to PM, but said nothing about its rate of conver-
gence to the solution of (OPT). This section fills this gap
by providing the asymptotic convergence of the expected
convergence rate E‖xt − x?‖2. More precisely, we show
that the expected convergence rate converges to the rate of
convergence of Polyak, and that this convergence rate is
independent of the probability distribution.
Theorem 4.1. Under the same assumptions of Theorem 2,
the asymptotic expected rate of convergence of the optimal
method converges to the worst-case rate of convergence,
lim
t→∞
t
√
E
[
‖xt − x?‖2
‖x0 − x?‖2
]
=
(√
L−√`√
L+
√
`
)2
. (23)
Proof. Let Pt be the residual orthogonal polynomial w.r.t.
λ dµ(λ). Pedregosa & Scieur (2020, Theorem 3.1) showed
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that the expected rate of convergence for average-case op-
timal methods admits the following simple form4
E‖xt − x?‖2 = R2
∫
R
Pt dµ . (24)
This form is particularly convenient for us, as we can then
use the the three-term recurrence to obtain a recurrence of
this expression. Let rt =
∫
R Pt dµ. After using the recur-
rence over Pt,
rt =
∫
R
(at + λbt)Pt−1 + (1− at)Pt−2 dµ (25)
= at
∫
R
Pt−1 dµ︸ ︷︷ ︸
=rt−1
+(1− at)
∫
R
Pt−2 dµ︸ ︷︷ ︸
=rt−2
, (26)
where in the last identity we have used the orthogonality
between Pt and P0(λ) = 1 w.r.t. λ dµ(λ). In all, we have
that the convergence rate rt is described by the recurrence
rt = atrt−1 + (1− at)rt−2, r0 = 1, r1 =
∫
R
P1 dµ .
(27)
Replacing at by its asymptotic value a∞, which reads
a∞
def
= 1 +
(√
L−√`√
L+
√
`
)2
, (28)
we obtain a different recurrence, which we denote r˜t with
the same limit:
r˜t = a∞r˜t−1 + (1− a∞)r˜t−2 . (29)
This recurrence is easier to analyze than the previous one
because the coefficients are constant. It’s a property of lin-
ear recurrence relations with constant coefficients that there
exists constants c1, c2 such that
r˜t = c1(1− a∞)t + c2 . (30)
Since the method is convergent, we must have r∞ = 0,
which implies c2 = 0. Taking limits of the t-th root we
recover the desired rate:
lim
t→∞
t
√
rt = lim
t→∞
t
√
r˜t = lim
t→∞
t
√
c1
(√
L−√`√
L+
√
`
)2t
(31)
= lim
t→∞
t
√
c1
(√
L−√`√
L+
√
`
)2
=
(√
L−√`√
L+
√
`
)2
.
4In particular, the result shows that the integral of the squared
polynomial is equal to the integral of the polynomial if the poly-
nomial is optimal w.r.t. dλµ(λ).
5. Discussion and Simulations: Speed of
Convergence to PM
The main result (Theorem 2) shows that, asymptotically,
any average-case optimal method converge towards Polyak
momentum. This could be interpreted as evidence against
average-case optimal methods, as average-case optimal
methods are not “essentially different” from PM. However,
simulations show other dynamics at play.
In Figure 2 we plot the speed of convergence of the param-
eters of the optimal average-method for the Marchenko-
Pastur distribution with different ratios r = dn (and hence
condition number) and for the uniform distribution with
different intervals. We see a clear effect of the condi-
tion number on the speed of convergence. The more ill-
conditioned the problem, the slower the convergence of
the optimal method to PM, implying that PM behaves
sub-optimally for a larger number of iterations. This ob-
servation is consistent with the results of (Pedregosa &
Scieur, 2020), who showed important speedups in the ill-
conditioned regime.
6. Conclusion and Perspectives
In this work, we linked the Polyak momentum method to
the asymptotic behavior of optimal methods in average case
for minimizing quadratics, under mild assumptions on the
expected spectral distribution. This universality over the
probability measure is somewhat surprising, as Polyak mo-
mentum method only depends on the edges of the spectrum
and is agnostic of what happens to the rest of the eigenval-
ues, while on the other hand optimal average-case methods
depend on the whole spectrum.
A first research direction may be the analysis of the rate of
convergence of optimal method to Polyak momentum al-
gorithm. It seems the convergence of the step-size and mo-
mentum parameters are bounded polynomially in the num-
ber of iterations. This observation indicates the potential
benefit of optimal methods over PM in the case where we
perform a small number of iteration, typical in machine-
learning problems.
A second research direction is the study of optimal polyno-
mials on the complex plane. In this case, we are no longer
solving the optimization problem (OPT). Instead, we aim
to solve the linear system Ax = b, where the matrix A
is non-symmetric, with potentially complex eigenvalues.
This has implication in the study of optimal algorithm in
game theory (Azizian et al., 2020) or in the acceleration of
primal-dual algorithms (Bollapragada et al., 2018).
Finally, our results are only valid in the strongly convex
regime (` > 0), ruling out the important case r = 1 in
the Marchenko-Pastur distribution, which corresponds to
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Figure 2. Speed of convergence to Polyak Momentum. For different parametrizations of the Marchenko-Pastur (top line) and uniform
(bottom line) distributions, we plot the absolute difference between the average-case optimal momentum parameter (middle) and average-
case optimal step-size (right) and the momentum and step-size of the Polyak method. The plots show a high anti-correlation between the
speed of convergence of optimal average-case methods to PM and problem conditioning: for well-conditioned problems (small condition
number) the parameters converge faster to PM than for ill-conditioned (large condition number) problems. Thus, in a regime were we
perform only a few iterations, Polyak momentum may not be the best choice.
large least squares problems with a square matrix. After the
first version of this paper appeared, Paquette et al. (2020)
derived an average-case analysis for gradient descent and
showed a gap between the asymptotic average-case and
worst-case convergence rate. The development of average-
case optimal methods and the study of their asymptotic lim-
its in this regime remains an open problem.
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