In this paper, we present a hierarchical entropy-based representation (HER) for one-dimensional signals. Any signal can be effectively represented by means of a vector containing the energy values related to its most important points, i.e. the maxima, together with their relative locations along the time axis. Such a representation has been applied to a database containing several shapes represented by their closed contour in curvilinear coordinates in order to perform content-based retrieval for time series. K-d-trees have been used as a spatial access method in order to improve the search performance. The results obtained from our experiments show that HER for indexing (HERI ) achieves very good performance with few false alarms and false dismissals.
Introduction
IN THE LAST FEW YEARS, due to the steady progress of multimedia processing, the interest of the scientific community towards multimedia database systems has significantly grown. In particular, the study of effective representations suitable for obtaining approximate retrieval by content has received great attention [1, 2] .
Human beings are extremely efficient when it comes to the recognition of objects independently from their position and orientation. Finding a solution for the same problem in machine vision, however, turns out to be a very complex and difficult task. The main task of pattern recognition is that of comparing a measured image in an unknown position to different prototypes. We get a direct brute force solution to this problem if we compare the prototypes in all possible positions and extract the optimal coincidence. If we use Euclidean distance for comparison (which under certain assumptions yields a maximum likelihood estimator), we end up calculating the maximum of a high-order correlation function, which is a rather time-consuming operation. The time required grows exponentially with the number of parameters describing the coordinate transformations induced by the motion. This paper is dedicated to the memory of Prof. Guiseppe Viola.
A more elegant way to solve the problem involves the use of mappings that are able to extract position-invariant intrinsic features of the object. The method of Fourier descriptors is known to work reasonably well for the recognition of object contours independent of position, orientation and size [3] . There are works that show the results of the Fourier approximation of polygons for different numbers of Fourier coefficients [4] . As it turns out, it is possible to achieve a good approximation of a polygon by using 15}30 coefficients. Even with few coefficients, the Fourier series obtain an acceptable approximation to the original curve because the low frequencies contain the most significant information about the object.
Other techniques recur to the minimization of the contour's moments with respect to an orthogonal coordinate system centered in the object's center. Generally, only the first two moments are used: as pointed out by Jain [5] , higher-order moments add little information content. However, this approach does not appear to be particularly effective: indeed, it requires a great amount of information and long computing times.
In this paper, we present a novel time-series indexing system, hierarchical entropybased representation for indexing (HERI ), useful for efficient retrieval by content. HERI is based on hierarchical entropy-based representation (HER), which is employed in order to describe a one-dimensional (1-D) signal by means of a few coefficients [6] . As a matter of fact, effective retrieval by content implies a representation of pictorial data that is approximate in order to save computing time during retrieval, but still retains enough relevant information to allow a discriminating retrieval. Many techniques, therefore, compress information deemed to be &relevant' into a few coefficients.
HER too falls into this category. The particular method used by HER reconstructs the energy distribution of the given signal along the independent variable axis. The focal point of this technique is that we select the most relevant local maxima based on the area, and therefore the energy, associated with each maximum. An interesting consequence is the generality of the resulting representation. Indeed, HERI is a good candidate for content-based retrieval whenever the information can be accurately represented by a 1-D signal.
The structure of the paper is as follows. In Section 2, we present the theoretical foundation underlying HER and describe the correspondence between the input signal and the representation vector. We also outline the link between the properties of an input shape and the resulting coefficients. Moreover, the invariance properties of HERI are discussed. Section 3 shows the results of our experiments in terms of well-known objective measures. Finally, Section 4 draws the conclusions.
The Proposed Model
HER is based on a subset of the 1-D signal samples (namely, the signal's local maxima) and on their associated energy. The interesting peculiarity of this representation is that it allows us to reconstruct the signal's energy distribution along the time axis by using only a few coefficients.
HER
Let x (n) be a monodimensional signal, time-discrete and finite in the time domain, i.e. x (n)O0 for n 3[0, N!1]. Let us define the energy of the i-th sample as
. The total energy of x (n) can be then defined as the sample by sample sum of the individual energies:
(
Now, consider the difference operator i "x (i )!x (i!1). A local signal maximum occurs whenever becomes negative:
If we have several adjacent samples x (k), 2 , x (k#l ) such that k "2" k#l "0, then we have a signal plateau. In this case, if k#l#1 (0, we pick the plateau midpoint x (i#l/2) as the local maximum.
Suppose that x (i ) is a local maximum for the signal under study; we compute its relative energy, weighted by total signal energy, as
We now consider x (i ) as the midpoint of a Gaussian distribution. The choice of associating a Gaussian function with each maximum has been made after considering the following facts:
z Given a set P of points, for large "P ", if the number of local maxima m is such that m"P ", then any distribution tends to a Gaussian. z If the contour is corrupted by 0-mean Gaussian noise, then a Gaussian distribution is obviously the best fit for the resulting distribution. z The experiments have shown that choosing a distribution other than a Gaussian has little effect on both the energy associated to each maximum and the final normalized recall achieved. z The symmetry of Gaussian distributions allows us to associate with each maximum the energy contained in an interval that has the maximum as its midpoint in a natural way.
The standard deviation of the Gaussian associated with the maximum in x (i ) is then
We then calculate the entropy relative to the maximum x (i ) as the quantity
CONTENT-BASED IMAGE RETRIEVAL S (i ) can be considered as a relative measure of the signal energy in the range [i! (i ), i# (i )] with respect to the energy in x (i ). If a signal has m maxima, its total entropy is therefore
We now consider a vector x; containing the m maxima of x (n) in decreasing order:
Then, the representation y of the signal x is ultimately obtained as the union of all intervals around the maxima appearing in x; :
The signal y is uniquely determined by the first m triples of the vector y; , containing all the maxima and their associated energy and defined as
The vector y; is the HER representation of the signal x. A summary of the whole process is presented in Figure 1 , which shows a high-level description of the algorithm to obtain the HER form of a given signal, while Figure 2 shows a specific example of how the HER representation is obtained starting with a real-life input signal. In order to perform an approximate comparison between two given signals x 1 ( ) ) and x 2 ( ) ), we can compute the distance between their HER representations y 1 ( ) ) and y 2 ( ) ) or, equivalently, between the vectors y Y 1 and y Y 2 , defined as follows:
The distance between any signal and itself is obviously equal to zero. It should be stressed that HER is not meant to exactly reproduce the input signal, as would be appropriate for strict signal compression applications. Rather, HER extracts a number of features that can be used to retrieve signals similar to the one under consideration. Even the case "0 does not imply that every single signal point will be sampled by HER: the algorithm always limits itself to the signal maxima. If, on the other hand, we select all the points (not only the maxima) and we define the instantaneous Remove x (i k ) from Q; (4) Compute the standard deviation (i k ) relative to the current maximum x (i k ) using Eq. (4); (5) The energy in the neighborhood of x (i k ) has been accounted for; therefore, set the input signal x(i ) to zero in the range i 3[i! (i k ), i# (i k )] and update the total energy E accordingly; (6) Go back to Step 3 until the fraction of the total energy remaining in the signal x ( ) ) falls below a given threshold. 
then E does converge to the original signal:
HER for Contours
We can now apply the proposed model to signals in order to analyze and classify closed contours of objects and regions of a pictorial scene. We first need to obtain a 1-D representation of a 2-D contour. To do so, we choose our frame of reference to be a coordinate system centered in the center G of the object under consideration, computed as follows:
where x i and y i are the coordinates of a pixel P i belonging to the contour, while k is the number of contour pixels. Next, we compute the d 4 distance between the center G and the uppermost and leftmost pixel P 1 of the contour:
CONTENT-BASED IMAGE RETRIEVAL Repeated application of Eq. (14) for all contour pixels according to a predefined direction (e.g. clockwise) yields a representation (s ) of the contour in curvilinear coordinates. Such a representation is univocal, since it is possible to reconstruct the original 2-D contour shape without loss of information.
If we apply the model we have just described to (s ), we observe that the maxima of (s ) correspond to the points of the contour having the greatest distance from the Figure 3 depicts the correspondence between a given contour and its HER representation.
The entropy associated to each maximum in (s ) can be interpreted as the 'signature' of the distribution of contour pixels in the neighborhood of the considered maximum: if r(P 1 , P 2 ) denotes the straight line passing through the points P 1 and P 2 , then the area contained by the curve (
is the quantity that gets associated to the maximum in (s i ).
Properties of HER
HER for shape contours has several nice invariance properties. In particular, we list the most important below.
z Translation invariance. HER is obviously invariant to any translation of the object in the image space, since the reference system gets translated together with the center of the object. z Rotation invariance. HER is invariant to object rotation for any integer multiple of /2.
Indeed, in the case of continuous signals, it is invariant for any angle: a rotation of the object only causes a change of phase on (s ) and therefore on the HER representation. z Reflection invariance. Mirror reflection is equivalent to a change in the direction of the contour scan used to build the 1-D signal. However, the maxima get ordered according to their magnitude, not their order of occurrence in the scan; as a consequence, there is no change in the vector of ordered maxima. z Scaling invariance. Suppose that an object A has two adjacent maxima m 1 and m 2 in the curvilinear coordinate representation of its contour C. Let d be the distance between m 1 and m 2 . Now perform a scaling transformation on A obtaining A (and m 1 , m 2 , C and d ). Then, there is the following relation between the length of the contours "C " and "C " in the original object and its scaled version:
If we represent C and C in curvilinear coordinates, then the following is also true:
where d and d represent the distance between any two maxima, respectively, in A and A . Summing up, if we want the system to be fully invariant to scaling, all we have to do is substitute the test for &approximate equality' between y Y 1 and y Y 2 with a test for &approximate linear dependence'.
A few words about the 'approximate equality' test are in order. Techniques for approximate matching utilizing feature extraction usually utilize the distance in feature space as the main indicator of similarity.
Let T be a mapping from image space I to feature space F. T is said to be a complete mapping iff any element X I 3I has exactly one image X F "T (X I )3F. Non-complete mappings may still be usable for pattern recognition tasks if they meet the weaker (and more fuzzily defined) condition of separating clusters in feature space. Let X I and Y I be two objects in I and let X F "T (X I ) and Y F "T (Y I ) be their images in feature space; let D ( ) , ) ) be G ( ) , ) ) distance metrics, respectively, in I and F.
When the transformation T represents, for instance, a Fourier transform with truncation of all but the first harmonics, Parseval's theorem tells us that
where N is the number of points in the input signals-in this context, suppose that we are dealing with contour signals, the number of pixels in the contours of X I and Y I . When T denotes the HER representation, we have a similar result:
except that in this case represents the number of maxima utilized in the HER representation rather than the number of Fourier harmonics.
The value that provides the best tradeoff between ease of computation and effective results is dependent on the specific shapes of the objects we are dealing with. This is true for both HER and Fourier-transform-based methods.
Experimental Results
In order to test the performance of HERI, we implemented it on a 233 MHz Pentium-II system using Matlab under Windows 98. Our experiments have been performed on a number of databases of different sizes. As a general result, it appears that five maxima are generally enough to capture a significant amount of signal energy for the signal sizes we deal with. However, it must be said that the percentage of energy needed to describe the contours with adequate precision is strongly dependent on the type of signal examined and the type of application.
Before showing the detailed results, we briefly review the evaluation criteria usually adopted for the testing of retrieval systems. The recall measures the system's ability to retrieve all relevant objects, while the precision measures the system ability in retrieving only relevant objects. Another indicator that is often used is the normalized recall ( NR) [2] , which is defined as follows.
Suppose that we have a database D of "D" objects where the number of objects relevant to our query is N("D". Besides, suppose that the relevant objects are sorted a priori so that the most relevant object is X 1 , down to the least relevant object X N . We perform a query that returns an ordered answer set A. Let r i be the rank of X i in the answer set A. The ideal rank ( IR) is then defined as
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The difference AR!IR gives a measure of the effectiveness of the system. It is usually normalized in order to obtain a value between 0 and 1 known as normalized recall ( NR):
We have evaluated HERI's performance with the use of 10 heterogeneous query time series selected from a database of 1500. For each of the 10 query time series, we manually ranked the 20 most similar objects in the database in order to compute the NR. The number of maxima utilized for our tests is 10. We also performed the same queries using Euclidean distance as a similarity measure. Queries. As can be seen, Heri outperforms ED even if the former utilizes only 10 coefficients against the latter's 15.
A visual comparison between HERI and ED (see, respectively, Figures 4 and 5) shows the effectiveness of HERI, which is able to capture the 'thin-shaped fish' quality in the answer set. ED, on the contrary, returns a few relevant objects, but also a false alarm (a rabbit). Moreover, Figure 6 shows the results obtained with a database where rotated versions of the query had been added. HERI's ability to retrieve rotated versions of the query is apparent. The rotated replicas of the query appear first, since they are at distance 0 from the query-this is a consequence of HER's invariance to integer rotation discussed in Section 2.3. In order to evaluate HERI's efficiency, we have also performed comparative tests against the moments-based technique [5, 7 ] considering the first two moments and their ratio. As shown in Table 1 and Figure 7 , this is the worst performing technique, having many false dismissals. Table 2 shows the results of a different set of queries over a slightly larger database (1600 objects). For this experiment, answer set size was 70 throughout. Here is a discussion of the data in the table: '% Enrg.' is the fraction of the total signal energy utilized for constructing the index. The value 10 for HERI means that the threshold in Figure 1 , Step 6 has been set to 90%. The 'Avg. dist.' column contains the average distance between all database objects in feature space. In image space, the average distance is 5399.5, as can be deduced from the 'ED' row ( ED is calculated based on the unmodified contours). The 'Avg. A.S. dist.' column shows the average inter-object distance ( in feature space) inside the answer set only. This quantity can give some insight on the average cluster size. Finally, the 'NR' column shows the normalized recall obtained.
As can be seen, HERI achieves good results while using only a small fraction of the total energy present in the signal. The energy utilized has a raw relation to the number of actual signal samples used in the index. What this ultimately means is that the whole index is much lighter, since it contains less information. We have found that in many cases, 50% (or even 10%!) of the signal energy is enough to achieve good retrieval results. Euclidean distance, on the other hand, is calculated by taking into account all of the signal's samples. However, the optimal threshold to be used for the representation, and therefore the actual amount of signal energy used, is strongly dependent on the data contained in the database. Another interesting fact emerging from the table is that the moment-based mapping of image space into feature space is really an expansion rather than a contraction: the average distance in feature space is more than in image space.
Finally, in order to attain a more efficient search, we utilized a spatial access structure. Spatial access methods are techniques that allow for faster access to spatially organized data [8}13]. HERI utilizes K-d-tress [14] as its spatial access method.
Concluding Remarks
This paper presented HERI, a novel technique for content-based retrieval of time series. HERI is based on a Hierarchical Entropy-based Representation ( HER) for onedimensional signals that utilizes the local signal maxima as well as the entropy associated to each of them. The experiments show that this representation is both effective and very general. In fact, in this paper the time series were really curvilinear representations of the contours of shapes. Actually, this model can be profitably employed whenever it is possible to obtain a 1-D representation of the patterns to be retrieved by content.
