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1. INTRODUCTION 
This paper is concerned with systems of nonlinear differential equations with 
deviating argument of the form 
where p(t) and g(t) are continuous on [a, oo) and f(t, X) is continuous on 
[a, co) x (-co, co). In addition, it will be assumed throughout that p(t) 3 0, 
with p(t) not identically zero on any infinite subinterval of [a, co), lim,,, g(t) = 
03, xf(t, X) > 0 and super / f(t, x)\ > 0 for any T > a and x # 0. The deviating 
argument g(t) is allowed to be retarded (g(t) < t) or adwmced (g(t) > t) or 
otherwise. Notice that if in particular p(t) > 0 on [a, co), then (A) is equivalent 
to the second order scalar equation 
($j 1 ’ x’(t) + f(t, &z(t)>) = 0. 
Systems of the form (A) are conveniently classified according to the 
nonlinearity of f(t, X) with respect to X. System (A) is called sujwlinear if, for 
each fixed t, f(t, X)/X is nondecreasing in x for x > 0 and nonincreasing in x 
for x < 0; (A) is called strongly superlinear if there exists a number 01 > 1 such 
that, for each fixed t, f(t, X)/I x [ a s g n x is nondecreasing in x for x > 0 and 
nonincreasing in x for x < 0. Dually, system (A) is called SUbhWQY if f(t, X)/X 
is nonincreasing in x for x > 0 and nondecreasing in x for x < 0; (A) is called 
strongly subhear if there exists a positive number /3 < 1 such that 
f(t, x)/l x 16 sgn x is nonincreasing in x for x > 0 and nondecreasing in x for 
x < 0. 
The objective of this paper is to study the oscillatory behavior of the solutions 
20 
0022-247X/78/0661~20802.00/0 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
OSCILLATION OF DIFFERENTIAL SYSTEMS 21 
of system (A). Hereafter, the term “solution” will be interpreted to mean a 
solution (x(t), r(t)} of (A) which exists on some ray [T,, , 03) and satisfies 
SUP{1 @>I + I r(t)l: f > q > 0 for any T > To . 
Such a solution is said to be oscillatory (resp. weakly oscillatory) if each compo- 
nent (resp. at least one component) has arbitrarily large zeros. A solution is said 
to be nonoscillatory (resp. weakly nonoscillatory) if each component (resp. at 
least one component) is eventually of constant sign. 
It is convenient to distinguish the two cases 
1 m p(t) dt = co and s mp(t) dt < co, a a 
which will be examined separately in Section 2 and Section 3. In each section 
that follows necessary and sufficient conditions will be obtained for all solutions 
of (A) which is either strongly superlinear or strongly sublinear to be oscillatory. 
During the past few years there has been a great deal of interest in the oscilla- 
tion theory of functional differential equations with deviating arguments. 
However, systems of differential equations with general deviating arguments 
have received very little attention in the literature. The authors are aware of 
only the work of Vareh, Gritsai and Sevelo [7] dealing with a particular class of 
retarded systems of the form (A). (For oscillation of systems of ordinary diffe- 
tial equations the reader is referred to the papers of Iziumova and Mirzov [2] 
and Mirzov [5, 61.) Th e results of this paper extend considerably those of [A ; 
besides, when specialized to the scalar equation (B), ‘our results provide new 
oscillation criteria that cannot be covered by any of the previous results. 
2. THE CASE J,” p(t) dt = co 
We begin by considering the differential system (A) in which p(t) satisfies the 
condition 
f 
mp(t) dt = co. 
a 
Throughout this section extensive use is made of the following notation: 
w> = jh ds, g,(t) = min{g(t>, t). 
G 
LEMMA 2.1. Let (x(t), y(t)} be a weakly nonoscillatory solution of (A). Then 
it is nonoscillatory and there exist constants T > a, kl > 0 and k, > 0 such that 
XWY@) > 0 for t > T, (2.1) 
W’(t) I r(t)1 < I x(t)1 < WV) for t 3 T. (2.2) 
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Proof. If x(t) has arbitrarily large zeros, then so does y(t), since otherwise 
the first equation of (A) would imply that x(t) is a monotone function, a contra- 
diction. It follows that for a weakly nonoscillatory solution (x(t), y(t)> the first 
component is eventually of constant sign. We may suppose that x(t) is eventually 
positive, since a similar argument holds if a(t) is eventually negative. There 
exists T > a such that x(g.+(t)) > 0 for t >, T. The second equation of (A) 
then implies that y(t) is decreasing on [T, a~). If y(ta) < 0 for some t, > T, 
then y(t) < y(t,,) < 0 for t > t, . Taking this into account and integrating the 
first equation of (A), we have 
t b 43, 
which implies that x(t) -+ ---co as t --f 00, a contradiction. Therefore, we must 
have y(t) > 0 for t >, T. Integrating again the first equation of (A) and using 
the decreasing nature of y(t), we obtain 
~(9 j; ~(4 ds 4 x(t) ,< x(T) + Y(T) j; ~(4 ds, t 2 T, 
from which (2.2) follows immediately. This completes the proof. 
Necessary conditions for the oscillation of all solutions of (A) will be derived 
from the following theorems which give conditions guaranteeing the existence 
of two extreme kinds of nonoscillatory solutions of (A). 
THEOREM 2.1. Let (A) be either superlinear or sublinear. I f  
s 
m 
If (4 WgW)I dt < 00 for some k # 0, (2.3) 
then (A) has a nonoscillatory solution {x(t), y(t)} with the property 
lim x(t) k 
t+mp(t) = ’ 
lji_mm y(t) = k. 
THEOREM 2.2. Let (A) be either superlinear or sub&em. If 
s 
co 
P(t) If@, WI dt -=c ~0 for some k # 0, (2.5) 
then (A) has a nonoscillatory solution {x(t), y(t)} with the property 
‘,;ir x(t) = k, l&y(t) = 0. 
Proof of Theorem 2.1. We give a proof for the case where (A) is sublinear 
and k > 0. The remaining cases can be treated similarly. 
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Take T > a so large that 
5 “f(t, KP(g(t))) dt < k and T  T, = $g*(“, > a. 
Let C, denote the linear space of all continuous vector functions E(t) = {r(t), 
y(t)] on [T, , co) such that 
(2.7) 
It is clear that C, becomes a Banach space under the norm defined by (2.7). 
Define a set F by 
F = {{x, y} E C,: M(t) < x(t) < 2@‘(t), k < y(t) < 24 t > To}. 
Obviously, F is a bounded, convex and closed subset of C, . 
Let @ designate the operator which assigns to every element E = {x, y} of F 
a vector function @f = {ox, @y} defined by 
(i) 0 maps F into F. The following inequalities are obvious: 
@(t) < (@x) (t) ,< 2q4, (@y) (t) > K for t 3 To . 
Using the sublinearity, we see that 
G k + j-r 2W&)) .f(s, &WYW’kW ds 
zzz k + 2 f=f(s, W&N) ds < 2k t >, To. 
T  
(ii) @ is continuous. Let 5, = {xn , y3 be a sequence of elements of F 
converging to an element [ = {x, y} of F: lim,,, /j E, - [ 11 = 0. It is easy to 
verify that for t > To 
p-“(t) IV&t) @> - (@4 (41 G P-V,) ;;z I Ye - r(s)1 7 w3) 
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and 
IPYn) 0) - PY> (01 G j; Fn(s) 6 (2.9) 
where F,(s) = / f(~, x,(g(s))) - f(~, x(g(s)))j . Evidently, the right hand side of 
(2.8) tends to zero as n + co. Since F,(s) < 4f(s, kP(g(s))) and F,(s) --f 0 as 
tl - co for s > T,, , the Lebesgue dominated convergence theorem implies that 
the right hand side of (2.9) tends to zero as n---f co. It follows that 
limn+m I/ dj[, - @[ jj = 0. 
(iii) @F is precompact. By a theorem of Levitan [4, Section 3]it is sufficient 
to show that when {x, y} ranges over F the family of functions {P-WV} and (diy) 
are uniformly bounded and equicontinuous on [T, , CO). Since the uniform 
boundedness is clear, we need only to demonstrate the equicontinuity. This 
will be done if it is shown that, for any given E > 0, the interval [T, , co) can be 
decomposed into a finite number of subintervals in such a way that on each 
subinterval all functions of these families have oscillations less than E. 
Let (x, y} E F. Then, we have for t, > t, 3 T 
I(P-2@4 (t2) - (P-‘@x> (tdl < p-“(t2) j; ~(4 Y(S) ds + p-“(td !;“P(s)YW ds 
< 4kP-I@,), 
WY) (f2) - PY) Ml < j-:‘/h &WN ds 
G 2 t;f(s, Wg(s))) ds. f 
Therefore, for any given E > 0, there exists T* > T such that 
I(P2@x) (tJ - (P-‘@ix) (t1)1 < E, WY) 02) - PYJ WI < E (2.10) 
provided that t, > t, 3 T*. Now, if T, < t, < t, < T*, then we have 
IP”@4 (t2) - P-“@4 (a 
< 2kP2( T,,) j-:’ p(s) ds + 2k 1 P-2(tJ - P-“(tl)l J;* p(s) ds, 
I(@Y) @z> - WY) W G 2 j-;fb W&)N ds. 
The above inequalities ensure that there exists a 6 = S(E) > 0 such that (2.10) 
holds for any t, , t, E [T,, , T*] with 0 < t, - t, < 6. Consequently the interval 
[To, co) admits the required decomposition. 
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We now apply the Schauder fixed point theorem to the operator 0, concluding 
that @ has a fixed point t = {x, y} E F. It is easily checked that this fixed point 
provides a solution of the system (A) with the asymptotic property (2.4). 
Proof of Theorem 2.2. We give an outline of the proof for the case where (A) 
is superlinear and R > 0. Choose T > a so large that 
I m P(t)f(t, K) dt < ; and T T,, = $g&) > a. 
We denote by CB the Banach space of all bounded continuous vector functions 
f(t) = {x(t), y(t)} on [T,-, , co) with norm 
and by F the set 
where p(t) is defined by 
p(t) = lmf(s, k) ds for t > .T, p(t) = ITm f (s, k) ds for To < t < T. 
Clearly, F is a bounded, convex and closed subset of CB. We consider the opera- 
tor @ which assigns to every 4 = {x, y> E F a vector function @t = {OX, @y} 
given by 
P4 (0 = k - irn P(S)Y(S) ds, t 3 T, 
=k- 
s m ~(4 ~(4 & To < t < T, T 
PY) (t) = Jrnfh 4gw d-5 t Z T, 
= Tmf(~, X(g(s))) ds, I 
TO < t < T. 
Arguing as in the proof of Theorem 2.1 it can be shown that Qi is a continuous 
operator which maps F into a compact subset of F. Thus, by the Schauder fixed 
point theorem, @ has a fixed point {x, y} E F, which is a solution of the system (A) 
with the required property (2.6). The details are left to the reader. 
We now present sufficient conditions for the oscillation of al1 solutions of (A) 
by limiting ourselves to the strongly superlinear and strongly sublinear cases. 
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THEOREM 2.3. Let (A) be strongly super&tear. Suppose there exists a dif- 
ferentiable function h,(t) on [u, co) such that 
0 < h,(t) < g,(t), h’,(t) 3 0, (2.11) 
s = P@,(t)) jj(t, k)I dt = 0~’ for all k # 0. (2.12) 
Then all solutions of (A) are oscillatory. 
THEOREM 2.4. Let (A) be strongly sublinear with sublinearity constant 0 < 
p < 1. i-j 
m I ( ?@*(t)) 1 ’ 1 j(t kP(g(t)))I dt = co pm> ’ for all k # 0, (2.13) 
then all solutions of (A) are oscillatory. 
Proof of Theorem 2.3. Suppose to the contrary that (A) has a weakly non- 
oscillatory solution (x(t), y(t)}. By Lemma 2.1 {x(t), y(t)} is nonoscillatory, 
and without loss of generality we may suppose that x(t) > 0 and y(t) > 0 
eventually, say for t > T > a. Take t, > T so that h,(t) > T for t > t, . 
Let 01 > 1 be the superlinearity constant of (A). We compute: 
PW+$))~O) x-V&N 
(2.14) 
< h’,(t) P(W)) y(h,(t)) x-“(Ut)) - J’kdW (t, x(&N) x-Y&)) 
d K+(t) x’(k+$)) x-“Vc+z(t)) - W,(W(t, k) k-” 
for t 2 t, , where k = X(T) > 0. In deriving (2.14) we have used the equations in 
(A), the strong superlinearity and the fact that x(t) is increasing and y(t) is 
decreasing. Integrating (2.14), we obtain 
kk” 
s tP(h,(4)f(s, k) ds -c to 
qp + P(h,(t,))y(t,) x-a(h&,)), 
which gives a contradiction to (2.12) in the limit as t --+ co. 
Proof of Theorem 2.4. Let {x(t), y(t)} b e a weakly nonoscillatory solution of 
(A). We may suppose that x(t) > 0 and y(t) > 0 for t > T. By Lemma 2.1 
there exist positive constants k, and k, such that 
k,P(t) y(t) B x(t) < k,P(t) for t > T. (2.15) 
OSCILLATION OF DIFFERENTIAL SYSTEMS 21 
Using the first inequality of (2.15) and the monotone nature of r(t) and y(t), we 
have 
r-w 3 P(g*W) 3 wYg*(~>) +k*w 
3 &wg*W) x-w9, 
(2.16) 
t 3 to, 
where t,, 3 T is chosen so that g.+(t) 3 T for t 3 t, . With the help of (2.16), 
the second inequality of (2.15) and the strong sublinearity we see that 
-(Y’-E(w = (1 - PI r-“(~)f(~l4m> 
2 (1 - P> wYg*w +w>>f(4 -w>>> (2.17) 
2 (1 - P-1 ww [~P(g~(t)),‘P(g(t>)lBf(t, wY&))) 
for t > t, . An integration of (2.17) yields a contradiction to (2.13). This com- 
pletes the proof. 
Combining the foregoing results we are able to obtain necessary and sufficient 
conditions for the oscillation of all solutions of certain classes of nonlinear 
differential systems of the form (A). 
THEOREM 2.5. Let (A) be strongly superlinear. Suppose there is a d#erentiable 
function h,(t) on [a, co) satisjying (2.11) and 
lim inf ‘(h*(t)) > 0 
t-m p(t)’ 
(2.18) 
Then, all solutions of (A) are oscillatory if and only if 
I mP(t) ]f(t, k)I dt = 03 for all k # 0. (2.19) 
THEOREM 2.6. Let (A) be strongly sublinear. Suppose that 
(2.20) 
Then, all solutions of (A) are oscillatory if and only if 
f 
co 
I f  (t, WdWI dt = ~0 for all k # 0. (2.21) 
Theorem 2.5 follows from Theorems 2.2 and 2.3. Indeed, if (2.19) is violated 
for some k # 0, then (A) has a nonoscillatory solution with the property (2.6) 
by Theorem 2.2. On the other hand, if (2.19) is satisfied, then this combined 
with (2.18) implies that (2.12) holds, so that from Theorem 2.3 it follows that all 
solutions of (A) are oscillatory. Likewise, it can be shown that the assertion of 
Theorem 2.6 follows from Theorems 2.1 and 2.4. 
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Remark 2.1. It is easily seen that (2.18) holds if g(t) > t and (2.20) holds if 
g(t) < t. Thus we have characterized the oscillation situation for the strongly 
sublinear retarded system (A) as well as for the strongly superlinear advanced 
system (A). 
Remark 2.2. The above theorems not only extend recent results of L’areh, 
Gritsai and Sevelo [7] f  or retarded systems of the form (A) but also include 
oscillation criteria of Gollowitzer [1] and Wang [8] for retarded scalar equations 
of the form (B). 
EXAMPLE 2.1. Consider the differential svstem 
s’(t) = (1 + cos(ln t))y(t), 
f(t) = - 
x3(ln t) 
P(ln(ln t) + sin(ln(ln t)))3 ’ 
(2.22) 
where y  is a constant. Here we can take P(t) = t and h,(t) = In t. I f  y  < 1, then 
(2.12) is satisfied, so that all solutions of (2.22) are oscillatory by Theorem 2.3. 
If  y  > 2, then (2.5) holds for every k f  0, and so on account of Theorem 2.2 
(2.22) has a nonoscillatory solution {x(t), y(t)} such that lim,,, x(t) = k, 
lim,,, r(t) = 0 for every K # 0. Our results do not apply to the case 1 < y  .< 2. 
Notice that for y  = 2 (2.19) is satisfied but (2.18) . is violated, and that (2.22) has a 
nonoscillatory solution {s(t), y(t)} with 
s(t) = In t + sin(ln t), J-(t) = f  , 
This observation tells us that there is in general a gap between the sufficient 
condition (2.12) and the necessary condition (2.19) for the oscillation of all 
solutions of the strongly superlinear system (A). 
3. THE CASE jzp(t)dt < co 




p(t) dt < a. 
-0 
The following notation will be utilized: 
r(t) = jtm P(s) 4 g*(t) = min{g(t), f:, g*(t) = max{g(t), t). 
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LEMMA 3.1. If{x(t), y(t)} zs a weakly nonoscillatory solution of (A), then it is 
nonoscillatory and the following two cases hold: Either x(t) y(t) > 0 OY x(t) y(t) < 0 
eventually. In either case x(t) is bounded, and in the latter case there exists T > a 
such that 
: x(t)1 > T(f) y(t) for t ;& T. (3.1) 
Proof. That {x(t), y(t)} is nonoscillatory can be shown as in the proof of 
Lemma 2.1. Suppose that s(t) > 0 eventually. Then in view of the second 
equation of (A) y(t) is decreasing, so that either y(t) > 0 or y(t) < 0 for all 
large t, say t 2 T > a. Ify(t) > 0 for t > T, then integrating the first equation 
of (A), we have 
40 < x(T) + y(T) j-)+) ds < x(T) + y(T) 40 t 3 T. 
I f  y(t) < 0 for t 3 T, then x(t) is decreasing, and an integration of the first 
equation of (A) gives 
44 = 44 - j)+) ~(4 ds 3 -y(t) @(4 ds 
for 7 > t > T. Letting 7 + ccj, we obtain x(t) > -r(t) y(t) for t > T. A 
parallel argument applies if we suppose that x(t) < 0 for t 3 T. 
Remark 3.1. Suppose that f (t, x) is nondecreasing in x and 
I 
m  
If (t, 41 dt = ~0 for all k + 0. (3.2) 
I f  {x(t), y(t)} is a weakly nonoscillatory solution of (A), then x(t) y(t) < 0 
eventually. To see this, suppose x(t) > 0 and y(t) > 0 for t > T. Let t, > T 
be such that g(t) > T for t 3 to. Since x(t) is increasing, f (t, x(g(t))) > f (t, k) 
for t > t, , where k = x(T) > 0. Integrating the second equation of (A) and 
using the above inequality, we have 
Roy-~:f(s,k)ds--- as t-+03, 
which is a contradiction. Similarly, it cannot happen that x(t) < 0 and y(t) < 0 
eventually. 
LEMMA 3.2. Let u(t) and v(t) be continuous functions on [a, m) such that 
u(t) > 0, u(t) is nondecreasing, u(t) + 00 as t + q v(t) > 0, and jr v(t) dt < 00. 
Then, 
lim J- Jt 
t-m u(t) a u(s) v(s) ds = 0. 
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a(t) dt < 4 and 2mu(t,) < cu(t,). 
to 




u(t) St” 4s) W ds + $ it u(s) 44 ds 
a 0 
< w s f0 s 
t 
“u(t) a 
w(s) ds + z,(s) ds 
to 
Our first task in this section is to present two nonoscillation theorems for (A) 
from which necessary conditions for the oscillation of all solutions of (A) readily 
follow. 
THEOREM 3.1. Let (A) be either superlinear or sublinear. If 
s 
m 
r(t) If@, WI dt < ~0 for some k # 0, 
then (A) has a nonoscillatory solution (x(t), y(t)} with the property 
(3.3) 
9-2 x(t) = k, lii-lJ n-(t) y(t) = 0. (3.4) 
THEOREM 3.2. Let (A) be either superlinear OY sublinear. If 
1 co If (6 k4dtN)l dt < 00 for some k f  0, (3.5) I 
then (A) has a nonoscillatory solution {x(t), y(t)} with the property 
lim LV(t) k 
f&q== ’ lj?y(t) = -k. (3.6) 
Proof of Theorem 3.1. It suffices to examine the case where (A) is sublinear 
and k > 0. Choose T > a so large that 
s O” n(t) f  (t, k) dt < -; and =o T, = i&*(t) > a. 
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Taking (3.3) into account and applying Lemma 3.2, we find 




and so T can be chosen so that 
We introduce the linear space C, of all continuous vector functions t(t) = 
{x(t), y(t)} on [To , 0~)) such that 
II % II = m={f;g I x(t)1 ,;s r(t) I y(t)l} < co, 0 
and consider the set 




tf (s, k) ds. 
n 
It is easy to see that C, is a Banach space with norm I] . I] and F is a bounded, 
convex and closed subset of C,, . For each 8 = {x, y} E F define @[ = {OX, @y} E 
C, by the formulas 
(@xl (4 = k - irn 144 Y(S) 6 t 3 To, 
PY) (4 = - j-h &VN) ds - J-f f(s) &dsN) ds, t b T, 
a 
=- 6) c+(T) he %VN) ds, To < t < T. 
This operator @ is continuous and maps F into a compact subset of F. Here we 
only prove the continuity of @, leaving the details to the reader. Suppose that 
5, = {3c, , yn} E F is a sequence converging to .$ = (x, y} E F: lim,,, 1) t, - 5 11 
= 0. Given an arbitrary E > 0, in view of (3.3) and (3.7) there exists Tl > T 
such that 
4Tl) 4Tl) -=c & 3 I m r(s)f(s, k) ds < ; . T, 
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Noting that yn(t) -y(t) uniformly on [T,, , T,], we take an n, such that 
Tq& I m(s) - Y(s)1 < - 
377:To) 0. 
for n > no . 
It then follows that 
since 
(3-g) 
< J-y P(s) I Y&> - Y(4l ds + j-i P(S) IYn(S> - Y(S)1 ds 
d 4To) Tyg I Y,(S) - r(s)1 + 477(T,) 4T,) + 4 IT; 4s)fb 4 ds- 
0) 1 
On the other nad, we have 
IV’Y,J (9 - b@y) WI G n(t) (jfh(4 ds + S 1; G,(s) ds) , 
where S = 0 if To < t < T, S = 1 if t > T, and 
Fn(s) = I fb x&V))) - f(s, +dT)))I 3 
Gds) = i f(s, UA4N - fb .+W)l . 
Since 
j?Qs) ds + J; G,(s) ds < 4 j-‘f(s, k) ds, 
a (I 
we see with the use of (3.7) that there exists T2 > T such that 
I(T@Yn) (9 - WJY) @)I -=c 6 (3.9) 
for t > Tz and n = 1, 2,.... Using the fact that x,(t) -+ x(t) uniformly on 
[To, T,], we can find a natural number YQ such that (3.9) holds for To < t < T, 
whenever n >, n, . It follows therefore that 
SUP I(+%) (0 - (+JjY) WI < E 
txo 
for all 72 > tlr . (3.10) 
From (3.8) and (3.10) we conclude that lim,,, j\ @[,, - @f 1) = 0. 
Using the Schauder theorem, there is a fixed point {x, y} of CD in F, and thus, 
a solution of (A) with the asymptotic property (3.4). 
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Proof of Theorem 3.2. We give a sketch of the proof for the case where (A) 
is superlinear and k > 0. Take T > a so large that 
where T,, = inft>Tg.Jt) > a. The desired solution of (A) is obtained as a fixed 
point .$ = (x, 3’) of the operator CD defined by 
(@Y) (t> = --K + i=f(s, r(g(s))) ds, t 3 T, 
= --K + j-;f(S, x(g(4)) 6 T, < t < T. 
The underlying Banach space is the space CB of all bounded continuous vector 
functions f(t) = {x(t), y(t)} h t t a was utilized in the proof of Theorem 2.2 and 





As easily verified, 0 is a continuous operator mapping F into a compact subset 
of F. Therefore, by the Schauder theorem CD has a fixed point in F, which is a 
solution of (A) with the property (3.6). 
Sufficient conditions for all solutions of (A) to be oscillatory are given in the 
following theorems. 
THEOREM 3.3. Let (A) be strongly superlinear with superlinearity constant 
OL > 1. If 
= 4g*w OL I ( 4&N 1 If(t, ka(g(t)))I dt = co for all k # 0, (3.11) 
then all solutions of (A) are oscillatory. 
THEOREM 3.4. Let (A) be strongly sublinear. Suppose that there is a dz$feren- 
tiublefunction h*(t) on [a, KI) such that h*(t) >g*(t), (h*(t))’ 2 0, and 
s 
m 
r(h*(t)) jf(t, k)( dt = to for allk # 0. (3.12) 
Then all solutions of (A) are oscillatory. 
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Proof of Theorem 3.3. Suppose that (A) h as a weakly nonoscillatory solution 
{x(t), y(t)>. Let t, > a be so large that rr(g(t)) < 1 for t 2 t,, . Then, in view of 
the superlinearity we have 
I f(t, 41 =:: [~(g*w+wl~ I fk W&)))l 7 t > to, 
for all K # 0, which together with (3.11) implies that (3.2) holds. From Remark 
3.1 it follows that x(t) y(t) < 0 eventually, say for t > t, . Without loss of 
generality we may suppose that x(t) > 0 and y(t) < 0 for f  > f,  . According to 
Lemma 3.1 we have 
x(t) > -7(t))(t) > m(t), t > t, ( (3.13) 
where c = -y(tJ > 0. From (3.13) and the decreasing nature of x(t) and y(t) 
we see that 
(-Y(W b (-Y(g*(w” b 4g*(tN x%*(t)> 
2 +(g*(t)) qg(t)), 
(3.14) 
t > t, 1 
where t, > t, is chosen so that g(t) 2 t, for t > t, . Using (3.13), (3.14), the 
second equation of (A) and the strong superlinearity, we obtain 
-K-Yw-a)’ = (a - 1) (-YW”.m 4g(ON 
3 (a - 1) +fg*(tN 6g(t>)f(t, hw) (3.15) 
3 (a - 1) c-“II~(g*(t>>/~(g(t))laf(tl c&w) 
for t > t, . An integration of (3.15) from t, to infinity yields 
which contradicts (3.11). 
Proof of Theorem 3.4. Let {x(t), y(t)} b e a weakly nonoscillatory solution of 
(A). We may suppose that k(t) > 0 for t > t,, . Choose t, > to such thatg(t) > to 
for t > t, . Let 0 < p < 1 be the strong sublinearity constant. Noting that 
y(t) y@*(t)) > 0 for t 2 t, , we have 
< -(h*(t))’ l@*(t)) Y@*(t)) +(h*(t)) - 4h*wf(t~ 4gw +v*w 
< -(h*(t))’ s’(h*(t)) X-yz*(t)) - n(h”(t))f(t, x(g(t))) x-B(h*(t)) (3.16) 
for t > tl . There are positive constants b, c such that 
f(t, .x(g(t))) qh*(t)) 2 V(t, 4, t > t, . (3.17) 
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In fact, if r(t) > 0, then x(t) is increasing and bounded; there are positive con- 
stants c, , cs such that ci < x(g(t)) < cs for t > t, . Using this and the strong 
sublinearity, we have 
Ify(t) < 0, then x(t) is decreasing, and so x--s(h*(t)) 3 .+?(g(t)) and x(g(t)) < cs 
for t 3 t, , where cg > 0 is a constant. Thus, 
f(C ‘$g(t>>) ~-B(h*(t)) >f(t, -w))) x-%w 2 cm, 4 
for t 3 t, . 
From (3.16) and (3.17) it follows that 
b f-m a(h*(t))f(t, c) dt d - t1 xl-;y;l)) +Tr(h*(t,))-y(tJ x-B(h*(tJ), 
which contradicts (3.12). This completes the proof of Theorem 3.4. 
We are now in a position to state necessary and sufficient conditions in order 
that all solutions of (A) w ic h h is either strongly superlinear or strongly sublinear 
be oscillatory. 
THEOREM 3.5. Let (A) be strongly sublinear. Assume that there exists a d;f 
ferentiablefunction h*(t) on [a, CO) satisfving (h*(t))’ > 0 h*(t) > g*(t) and 
lim inf rr(h*(t)) > 0 
t-t%- ?r(t) . 
Then, all solutions of (A) are oscillator-v if and only if 
n-(t) If(t, k)l dt = co for all k f 0. 
THEOREM 3.6. Let (A) be strongly superlinear and suppose that 
lim inf ~(g*(t)) > 0 
t-m rro) * 




fm If(t, kn-(g(t)))) dt = CC for all k f 0. (3.21) 
36 IiITAillUlZA AND KUSANO 
Remark 3.2. We observe that (3.18) holds if g(t) < t and (3.20) holds if 
g(t) > t. Thus, as in the preceding section, the oscillation situation for the 
strongly superlinear advanced system (A) and the strongly sublinear retarded 
system (A) have been characterized. 
Remark 3.3. The results of this section include as particular cases those of 
Kusano and Naito [3] for scalar retarded differential equations of the form (B). 
EXAMPLE 3.1. Consider the differential system 
In t( 1 + cos( In t)) 
sr’(f) ‘= $n t - 1) (In t + y(t), sin(ln t))* - 
f(t) ._ __ (" f sin v3 &yet) 
(3.22) 
t(ln t)’ 
Here we can take r(t) == liln t and k*(t) = et. It is easy to check that (3.19) 
is satisfied but (3.18) is violated and that (3.22) has a nonoscillatory solution 
(x(t), y(t)} with 
x(t) = -- 
I 
In t + sin@ t) ’ 
y(t) =A- 1. 
This example illustrates that in case g(t) is a general deviating argument there is a 
gap between the sufficient condition (3.12) and the necessary condition (3.19) 
for the oscillation of all solutions of the strongly sublinear system (A). 
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