EUTERPE is a Lagrangian or particle-in-cell (PIC) gyrokinetic code for the simulation of fusion plasma instabilities. The aim of this code is to address global linear and nonlinear simulations of fusion plasmas in threedimensional geometries, in particular in stellarators. EUTERPE, like other gyrokinetic codes, is at the forefront of plasma simulations and requires a huge amount of computational resources. It has been developed at CRPP and IPP as a parallel code, using Message Passing Interface (MPI), and has been adapted to different computing platforms. The Fusion Theory unit from CIEMAT collaborates with the IPP and the Barcelona Supercomputing Center (BSC) for the development and exploitation of this code. The code solves the Vlasov equation in connection with the equation of motion for the particles and the quasineutrality equation on a real space grid [1, 2, 3] .
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The code provided good results both in linear and nonlinear simulations of Ion Temperature Gradient (ITG) instabilities carried out in screw-pinch geometry [4] . In those simulations, especially for the nonlinear ones, it became clear that the amount of computational resources that a global threedimensional PIC code requires for typical simulations is huge, and it is of crucial importance that it can run efficiently on multi-processor architectures. Previously, the code had been heavily optimized and its scaling had been studied to 2048 IBM Power6 processing elements (PEs) in the framework of the project DEISA [5] . In the framework of the PRACE project [6], the strong scaling of EUTERPE has been investigated for up to 23552 PEs.
The code has already been parallelized using MPI and a domain cloning technique was used in order to use many more PEs without increasing the interprocessor communications to prohibitive levels [7] .
In this work, we present a computational study of the capabilities of the code on several architectures taking into account the future PetaScaling machines which are going to be developed in the next years. As a first step, we extended the parallelization of the code to OpenMP hybrid instructions and adapted it to an architecture as Huygens, in the SARA computing center in the Netherlands. Huygens is an IBM pSeries 575 clustered Symmetric Multiprocesing (SMP) system. It consists of 104 nodes, 16 dual core processors (IBM Power6, 4.7 GHz) per node, either 128 GByte or 256 GByte of memory per node. Each node shows a single memory image to its processors but the access is not uniform (NUMA). The total peak performance is 60 Teraflop/sec. Besides, we developed a new solver for the quasineutrality equation completely adapted to EUTERPE possibilities based on MPI+OpenMP parallel directives, which can be used instead of the solvers from the external package PETSc.
A critical point is related to the numerical noise and its dependence on the amount of markers and on the size of the grid used. We analyze in this work the close relation between these parameters when simulations with several thousands of processors are executed.
