Mission Route Planning involves evaluating multiple criteria to select an optimal vehicle route through an environment which may be unfriendly.
Introduction
The general Mission Route Planning (MRP) problem is the process of selecting a path for vehicle to move from a starting point through friendly or unfriendly terrain to specific destination(s), and return to a safe destination 11, 111. The vehicle moves to and from the destination(s) through threedimensional space avoiding solid obstacles (terrain), and avoiding unsafe areas or moving through them at increased cost. Path criteria are evaluated in order of importance to the mission, and a route is selected which optimizes the cri- teria.
This can be a difficult task since general multicriteria path problems in three dimensions are 5? 14, 171 . The two-criteria MRP problem is also NPComplete (111. However, if the criteria are combined into a single cost function, the problem simplifies to a shortest path problem which can be solved in O(n') time (31. Optimality is maintained by an appropriate mapping of the search graph to satisfy the optimal path substructure requirement of shortest path algorithms. Many MRP variations have been presented along with deterministic and stochastic solution methods [ll] . Here we focus on the 3D aircraft mission routing problem, but the specific solution is applicable to various MRP classes.
We consider the planning of a route for one aircraft to one destination. One specific research objective for this constrainted problem is to find optimal routes in 4.5 minutes or less ', The real-world environment of the problem is mapped into discrete mathematical models so that a computer can manipulate them to find an optimal solution. The A* algorithm is computationally designed and implemented to provide an effective and efficient method for evaluating the various environmental models. The implementation is tested and the results analyzed to assess the effectiveness and efficiency of the solution technique. The first step towards finding a solution technique for MRP is developing computer models to represent the real-world. Models are developed for the terrain, radar, aircraft vehicle, and route. Criteria for distance travelled and radar exposure are combined into a single additive cost function for A* route evaluation.
Model of Terrain/Search space
The search space is discretized such that the least-cost path can be computed by interconnecting subpaths from a starting point to a goal, and the "optimality'" of the path evaluated when the goal is reached. A three-dimensional model is required to represent the terrain and flight space for an aircraft. One model for the terrain is a standard three-dimensional grid of 2, y, and z; coordinates that represent latitude, longitude, and elevation, respectively. An advantage of this abstract representation is its simplicity -a 3-D array can be used as ' To reduce the total number of actual criteria evaluated wlg, this research evaluates only one criterion from each category --distance and radar exposure -for selecting an optimal route. In minimizing exposure to radar, it is important that the route planner consider not only the overall exposure, but the continuous'exposure as well! For example, an aircraft may be more vulnerable to a continous lo-second radar exposure t.han to five separate a-second exposures.
The cost function that models these requirements follows a graph structure.
Given a set V of vertices, set E of edges, and a Graph G = I(V,E), let the length 1; of an edge ei between two adjacent ,vertices u, v E V be defined by the function
(1 -wi)Ii, 0 < i 5 IEI. Also, let a radar cost ri for the same edge be defined by the function r(u, v) = r( ei) = WiTi, where wi is the weighting factor of the radar cost, and r; is the cost of radar exposure for ei. Let the total cost of travelling along edge ei be ci = (lwi)li + wiri. Then the total cost C(s,g) of travelling along a path of iV vertices from start s to goal g is simply the sum of the individual edge costs in the path as given by the following equation:
i=l The length l(u, V) = 1; is the Euclidean distance between u and v. The total length L(s,g) = x(1 -wi)li, and the total radar cost R(s, g) = c WiTi. The weighting factor wi increases with each consecutive edge exposed to radar according to the following equations:
where k =
Equation 2 increases the weighting factor wi from an initial value of 1 to a maximum value of W as consecutive route points exposed to radar are encountered. This has the effect of increasing the radar cost for continuous radar exposure along the route. The factor W is an initial constant that can be changed to give a "more or less" penalty for continous radar exposure. The value of the weighting factor affects the route selection by causing the route planner to search for longer unexposed paths before reconsidering the shorter exposed path. The amount of radar coverage and the radar weighting factor determine the difficulty of this search problem. A larger factor W causes the algorithm to search more area than a smaller value for W. This value is parameterized to facilitate generating multiple routes using different weighting factors.
Parallel A* Design and Implementation
For this parallel A* design, the OPEN lists are distributed, and a global CLOSED list strategy performs duplicate pruning. This structure is found to be faster than previous efforts using a centralized OPEN list strategy [6, lo] . As part of the initialization, one worker processor generates unique paths and distributes them to the other workers. After that point, the tasks performed by each worker are identical. The pseudocode for the parallel algorithm is: 
Generate new paths Pi from Pi and put on OPEN. Proof of correctness of this parallel algorithm was performed using UNITY [ll] . The UNITY model supports a formal software engineering design approach employing a refinement design process.
The approach for scenarios with radar is not a "global best" approach, but a "local best" approach in a certain directions. Rather than keep all processors focused in the same direction, it allows each processor to independently search in a different direction. This is similar to a search team which splits up to cover more ground faster than if the whole team stayed together. An added benefit to this concept is that it eliminates the need for a manager process (6, lo] . Each worker maintains its own local OPEN list that is initialized with a path in a different direction. As paths are removed from the OPEN list, they are CLOSED and broadcast to other workers to perform duplicate pruning. When a worker processor p; empties its OPEN list, it requests work from its nearest logical neighbor p;+l. If the neighbor pi+> has paths on its OPEN list, it sends some paths to pi; otherwise it passes the original request on to its neighbor8. If the request from pi goes completely around the ring of processors without being answered, all OPEN lists must be empty, and the program terminates.
OPEN List:
This is the major data structure because all generated paths must be stored and evaluated to guarantee *This is a unique approach with no direct references in published literature.
The closest related work is described in [7) . 'This is similar to Beard's load balancing strategy in his parallel algorithm for the Set Covering Problem [2, 141. optimality of the final solution. The abstract data type for the OPEN list is a priority queue. Paths are inserted and prioritized on the queue based on the cost of the paths, with the least cost paths to the front of the queue. The insert operation requires O(k) time where X: is the number of paths in the queue. The delete operation removes the least. cost path from the OPEN list queue in O(1) time. The OPEN list is implemented as an array of Path records. The array size can be adjusted up or down to optimize the fit for a particular hardware platform. The maximum size is constrained by the bytes per Path and the memory available per processor. For example, the Intel Paragon provided enough memory per processor so that the max size of OPEN was set to 12000 paths.
CLOSED
List:
An explicit CLOSED list was implemented as a 3-D array of path cost values. The array indices correspond to the X, Y, and Z coordinates of the gridpoints. The X, Y, and Z max values are 100, 100, and 25, respectively. The cost values are stored as Pbyte floats. The total memory required for this implementation is 100 x 100 x 25 x 4 x 1 Mbyte. Since an array was used for this implementation, updating the cost value for any gridpoint takes constant 0( 1) time.
Scalability:
The scalability of a parallel algorithm is a measure of its ability to achieve performance proportional to the number of processors (131. One measure of scalability is speedup. Speedup S is defined as the ratio of the serial run time for the best sequential algorithm compared to the execution time of the parallel algorithm applied to the same problem: S = T,/T,.
The general speedup equation for the A* design can be derived as follows:
The ratio T, /p is the serial time distributed over p processorsil. T,,, is the time required for message passing in the parallel algorithm. Rearranging terms, produces the following relation:
In this design, messages are broadcast one-to-all, which has time complexity of O(fi) for each broadcast on a mesh 1131. There is one broadcast for each CLOSED operation, and there are 0( 5) number of CLOSED operations (potentially one operation per point in the search area n) per processor p. Combining terms yields: T, = 0( 5).
The time complexity of the problem is T, = O(n'). Substituting all these relations into Equation 5 yields the following: S= ,.52&p = l+op($) (6) "This assumes that the parallel algorithm performs at least the same amoutlt of work as the sequential algorithm.
This equation indicates that the algorithm may show approxim:ately linear speedup if O(fi/n) << 1.
Experimental Results
To adequately test the MRP design and analysis, scenarios were developed that involved different placements of 15 radars with the start and final destination separated by 55 points (which equates to 27.5 kilometers). In all scenarios, the design showed approximately linear speedup through 16 processors on the Paragon. The sequential algorithm used for comparison is a streamlined A* implementation designed to run on one processor. The results reported in this section pertain to the scenario shown in Figure 1 least cost by flying "under" the radar coverage, and using the terrain to "hide" from the radars. Although it appears in Figure 1 that the radar covers all areas of the selected route, only 12 of 62 route points are exposed to radar. Those points and associated radar costs are shown in Table 1 , and the statistics of the route selection are given in Table 2 .
Execution Time:
An objective was to reduce the execution time to 4.5 minutes or less for the constrainted MRP problem. Figure 2 presents the execution time for one scenario with 15 radars. With one processor, the route was selected in approximately 27 minutes. With 16 processors, that time was reduced to less than two minutes. Figure 3 reports the same information in terms of speedup. Notice that for 8 to 12 processors, the speedup is greater than linear. Some authors consider this "superlinear" speedup impossible to achieve (81, while others support it (9, 181, and various researchers acknowledge that acceleration anomalies (i.e. superlinear speedup) may be observed in parallel search algorithms 113, 2). This happens when one of the p processors discovers the optimal path quickly and reduces the number of paths explored over the sequential algorithm. The parallel algorithm essentially performs less searching than the sequential algorithm. This produces superlinear speedup in the new parallel A* design when compared against the sequential A* algorithm. Another contributor to the speedup is in the distribution of the workload for the parallel algorithm. The average length of the OPEN list becomes smaller as the number of processors is increased, which reduces the amount of time prioritizing paths as they are inserted on the OPEN list.
Analysis Summary
The A* algorithm is selected over other algorithms because with proper choice of the heuristic, A* dominates (i.e. performs as well as, or better) than all other algorithms with access to the same heuristic [16] . To efficiently parallelize the A* algorithm for the bicriteria MRP problem, a "local best" approach is found to be more efficient than a "global best" approach. The implementation developed for this "local best" approach eliminated the interprocessor synchronization required by the manager/worker "global best" approach used in previous research [6, lo] . In addition, a global CLOSED list is found to be essential to reducing duplicate work and thereby improving efficiency. Results of the speedup experiments indicate that for some scenarios the new parallel A* algorithm had superlinear speedup over the sequential A* algorithm. Therefore, the design of the sequential algorithm may be improved. The improvement in execution time for the parallel algorithm is due to the use of multiple distributed OPEN lists, with duplicates eliminated using a global CLOSED list. The same approach can be duplicated in a sequential algorithm two ways: multiple unique OPEN lists and a single CLOSED list can be implemented in one sequential program, or multiple tasks each having a single OPEN and CLOSED list can be implemented to run on a single processor. This proposed design for a sequential algorithm would mimic the work done by the parallel algorithm and would be a better comparison for speedup experiments.
The algorithm scaled well on the Paragon with tests of up to 16 processors. Near linear speedup, or better, is obtained for all test cases. For larger numbers of processors, the problem size must be increased to achieve the same level of performance.
This indicates that the algorithm may perform well with larger problems which are representative of real mission scenarios. For general NP-complete MRP problem solutions using this A* structure, the criteria has a direct influence on the OPEN list chararteristics and thus on the movement of the search frontier which may result in less than linear speedup.
The grid structure used for the terrain model is simple to implement and effective in providing dynamic calculations of radar exposure.
The array implementation provided quick O(1) access to the information without a large burden on memory (39 KB for a 100 x 100 surface grid).
Dynamic calculations for radar exposure are simpler to implement than static radar calculations [lo] , and they require very little memory (less than 1 KB). The dynamic approach does not need any pre-processing; it performs radar calculations only as needed by the program. It provides the capability for using multiple radar cross-sections to plan aircraft routes. In addition, updating radar information is performed simply by updating the radar file, rather than recalculating an extensive matrix of radar threat data. Consequently, the dynamic approach is a promising approach for real-time mission route planning in a variety of MRP classes. 
