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SOME HOPF ALGEBRAS RELATED TO sl2
YAN TAN, JING WANG, AND ZHIXIANG WU
Abstract. We define a series of Artin-Schelter Gorenstein Hopf algebras Hβ with injective dimen-
sions 3. Radford’s Hopf algebra and Gelaki’s Hopf algebra are homomorphic images of Hβ . We
determine its Grothendieck ring G0(Hβ). Meanwhile we can obtain Grothendieck rings of Gelaki’s
Hopf algebras and Radford’s Hopf algebras U(N,ν,ω) in [10], and non-isomorphic Hopf algebras with
isomorphic Grothendieck rings.
1. Introduction
Let R be an algebra over some field K. Then the Grothendieck group G0(R) is the abelian group
generated by the set {[M ]|M is a left R-module} of isomorphic classes of finite-dimensional R-modules
with relations [B] = [A] + [C] for every short exact sequence 0 → A → B → C → 0 of R-modules.
Unlike ordinary algebras, the Grothendieck group G0(H) of a Hopf algebra H has a product given
by [M ][N ] = [M ⊗ N ]. With this product Grothendieck group G0(H) becomes a ring. It is called
Grothendieck ring of the Hopf algebra H . Recently, Grothendieck rings and its subring Green rings of
various finite-dimensional Hopf algebras have attracted numerous attentions [3, 5, 12, 16]. In present
article, we describe Grothendieck rings of a series of infinite-dimensional Hopf algebras Hβ for any
β ∈ K3. These Hopf algebras are constructed by adding group-like elements to the restricted quantum
enveloping algebra of sl2. Our Hopf algebras Hβ have many interesting finite dimension images. For
example, the Gelaki’s Hopf algebra U(n,N,ν,q,α,β,γ), and Radford’s Hopf algebras U(N,ν,ω). Like [2, 14],
we not only determine all irreducible representations of Hβ , but also obtain the decomposition of the
tensor product of two irreducible Hβ-modules. Thus we obtain the Grothendieck rings of the series of
infinite-dimensional Hopf algebras Hβ . Meanwhile we can obtain Grothendieck rings of Gelaki’s Hopf
algebra U(n,N,ν,q,α,β,γ) and Radford’s Hopf algebra U(N,ν,ω) in [10].
The paper is organized as follows. In Section 2, we introduce the Hopf algebra Hβ , which is
studied in the sequel sections. We show that Hβ is an infinite-dimensional, pointed and AS-Gorenstein
Hopf algebra of injective dimension 3. We also prove that the homological integral of Hβ is isomorphic
to K as H-bimodules.
In Section 3, we define a finite-dimensional quotient Hopf algebra Hα,β of Hopf algebra Hβ,
where α = (n,m, n1, n2, n3) ∈ N5, β = (β1, β2, β3) ∈ K3. We further decompose the algebra Hα,β
into direct sum of matrix rings over some commutative local rings. This underlies the ground for
constructing irreducible representations of Hβ. If n2 = n3 = 0, then Hα,β is Gelaki’s Hopf algebra.
Thus we also obtain the decomposition of Gelaki’s Hopf algebra.
In Section 4, we determine all irreducible representations of Hβ and some nonsplitting extensions
between them. Thus the category of all infinite-dimension representations of Hβ is not semisimple.
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Meanwhile we obtain all irreducible representations of Radford’s Hopf algebra U(N,ν,ω) and Gelaki’s
Hopf algebra U(n,N,ν,q,α,β,γ) based on this.
In Section 5, we study the decomposition of the tensor product of two irreducible Hβ-modules.
Then we describe the Grothendieck group G0(Hβ). Consequently we obtain the Grothendieck group
G0(U(N,ν,ω)) and G0(U(n,N,ν,q,α,β,γ)). From the above result we get non-isomorphic Hopf algebras
with isomorphic Grothendieck rings.
Throughout this paper, unless otherwise specified, K denotes an algebraically closed field of
characteristic zero and q ∈ K is a primitive n-th root of unity, where 1 ≤ n1 ≤ n (n ≥ 2) are fixed
integers, the tensor product V ⊗KW of two vector spaces over K is simplified as V ⊗W . The ring of
integers is denoted by Z. For any N1, · · · , Nk ∈ Z, (N1, · · · , Nk) denotes the greatest common divisor
of N1, · · · , Nk.
2. Definition of the Hopf algebra of Hβ
We begin this section with the definition of a Hopf algebra Hβ for the sequel sections. Then we
prove that Hβ is an Artin-Schelter Gorenstein Hopf algebra with injective dimension three.
Definition 2.1. Let n1 be a positive integer and q ∈ K be an n-th primitive root of unity. Suppose
that Hβ is an algebra generated by a, b, c, x, y with the relations
ab = ba, ac = ca, bc = cb, xa = qax, ya = q−1ay, bx = xb, cx = xc, by = yb, cy = yc,
yx− q−n1xy = β3(a2n1 − bc), xn = β1(ann1 − bn), yn = β2(ann1 − cn),
for β = (β1, β2, β3) ∈ K3. The coproduct ∆ and counit of Hβ is determined by
∆(a) = a⊗ a,∆(b) = b⊗ b,∆(c) = c⊗ c,∆(x) = x⊗ an1 + b⊗ x,∆(y) = y ⊗ an1 + c⊗ y,
and
ε(a) = ε(b) = ε(c) = 1, ε(x) = ε(y) = 0
respectively. An anti-automorphism s of Hβ is determined by
s(a) = a−1, s(b) = b−1, s(c) = c−1, s(x) = −q−n1a−n1b−1x, s(y) = −qn1a−n1c−1y
Next we prove that Hβ is a Hopf algebra with the above coproduct ∆, counit ε and antipode s.
Theorem 2.2. The algebra Hβ is a pointed Hopf algebra with the coproduct ∆, counit ε and antipode
s defined in Definition 2.1. Moreover, {aibjckxuyv|i, j, k ∈ Z, 0 ≤ u, v ≤ n− 1} is a basis of Hβ.
Proof. First we prove that ∆ can determine a homomorphism of algebras from Hβ to Hβ ⊗Hβ. Since
∆(x) = x⊗ an1 + b⊗ x,
∆(x)n = (x⊗ an1 + b⊗ x)n = xn ⊗ an1n + bn ⊗ xn
= β1((a
n1n − bn)⊗ an1n + bn ⊗ (an1n − bn))
= β1(a
n1n ⊗ an1n − bn ⊗ bn) = ∆(xn).
Similarly, we can prove ∆(yn) = ∆(y)n. Moreover,
∆(y)∆(x) − q−n1∆(x)∆(y)
= (y ⊗ an1 + c⊗ y)(x⊗ an1 + b⊗ x)− q−n1(x ⊗ an1 + b⊗ x)(y ⊗ an1 + c⊗ y)
= yx⊗ a2n1 − q−n1xy ⊗ a2n1 + bc⊗ yx− q−n1bc⊗ xy
= β3((a
2n1 − bc)⊗ a2n1 + bc⊗ (a2n1 − bc)) = β3(a2n1 ⊗ a2n1 − bc⊗ bc)
= ∆(yx− q−n1xy).
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It is easy to verify that
∆(x)∆(a) = q∆(a)∆(x), ∆(y)∆(a) = q−1∆(a)∆(y), ∆(x)∆(b) = ∆(b)∆(x),
∆(x)∆(c) = ∆(c)∆(x), ∆(y)∆(b) = ∆(b)∆(y), ∆(y)∆(c) = ∆(c)∆(y),
∆(a)∆(b) = ∆(b)∆(a), ∆(a)∆(c) = ∆(c)∆(a), ∆(b)∆(c) = ∆(c)∆(b).
Thus ∆ induces a homomorphism of algebras.
It is easy to prove that ε can determine a homomorphism from the algebra Hβ to K and to check
that
(∆⊗ 1)∆(K) = (1⊗∆)∆(K), (1⊗ ε)∆(K) = (ε⊗ 1)∆(K) = K
for K = a, b, c, x, y. Thus Hβ is a bialgebra.
Next we prove that s induces an anti-automorphism of the algebra Hβ . Since s(x) = −q−n1a−n1
· b−1x,
(s(x))n = (−1)nb−n(a−n1x)n
= (−1)nb−nq 12n(n−1)n1a−n1nxn
= (−1)nq 12n(n−1)n1a−nn1b−nβ1(ann1 − bn)
= (−1)n+1q 12n(n−1)n1β1(a−nn1 − b−n)
= (−1)n+1q 12n(n−1)n1s(xn).
If n is odd, then (−1)n+1q 12n(n−1)n1 = 1 and s(x)n = s(xn). If n is even, then (−1)n+1q 12n(n−1)n1 =
(−1)n+1q 12n(n−2)n1+ 12nn1 = (−1)n+n1+1 = 1 by the assumption and s(x)n = s(xn). Similarly, we have
s(yn) = s(y)n. Moreover,
s(x)s(y)− q−n1s(y)s(x)
= a−n1b−1xa−n1c−1y − q−n1a−n1c−1ya−n1b−1x
= a−2n1(bc)−1(q−n1xy − yx) = −β3a−2n1(bc)−1(a2n1 − bc)
= β3(a
−2n1 − (bc)−1) = s(yx− q−n1xy).
It is easy to verify that
s(a)s(x) = qs(x)s(a), s(a)s(y) = q−1s(y)s(a), s(a)s(b) = s(b)s(a),
s(c)s(b) = s(b)s(c), s(c)s(a) = s(a)s(c), s(b)s(x) = s(x)s(b),
s(b)s(y) = s(y)s(b), s(c)s(x) = s(x)s(c), s(c)s(y) = s(y)s(c).
Thus the claim is proved. Finally we prove that s satisfies the axiom of the antipode. Since it is an
anti-automorphism of Hβ, we only need verify the antipode axiom on the generators x, y, a, b, c. It is
easy to verify this. By now we have proven that Hβ is a Hopf algebra. By [10, Lemma 1] or [6, Lemma
1.1], Hβ is pointed and {aibjck|a, b, c ∈ Z} is the set of all group-like elements of Hβ. Similarly to
[6, 10], we can prove that {aibjckxuyv|i, j, j ∈ Z, 0 ≤ u, v ≤ n − 1} is a basis of Hβ by using the
Diamond Lemma [1]. 
Let (aN − 1, b − 1, c − 1) be an ideal of Hβ generated by aN − 1, b − 1, c − 1 for any N such
that n|N . It is obvious that (aN − 1, b− 1, c− 1) is a Hopf ideal of Hβ and Hβ/(aN − 1, b− 1, c− 1)
is isomorphic to Gelaki’s Hopf algebra U(n,N,n1,q,β1,β2,β3). Thus U(n,N,n1,q,β1,β2,β3) is a Hopf algebra
generated by a, x, y, which satisfy the relations
aN = 1, xn = β1(a
nn1 − 1), yn = β2(an1n − 1), xa = qax, ya = q−1ay,
and yx− q−n1xy = β3(a2n1 − 1). The coalgebra structure of U(n,N,n1,q,β1,β2,β3) is determined by
∆(a) = a⊗ a, ∆(x) = x⊗ an1 + 1⊗ x, ∆(y) = y ⊗ an1 + 1⊗ y,
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ε(a) = 1, ε(x) = ε(y) = 0.
The antipode of U(n,N,n1,q,β1,β2,β3) is determined by
s(a) = a−1, s(x) = −q−n1a−n1x, s(y) = −qn1a−n1y.
Note that if ω is a primitive N -th root of unity and N ∤ n21, then U(N,n1,ω) = U(N/(N,n1),N,n1,ωn1 ,0,0,1)
and U(N/(N,n1),N,n1,ωn1 ,0,0,γ) ≃ U(N,n1,ω) as Hopf algebras for any γ ∈ K∗. U(N,n1,ω) is called Radford’s
Hopf algebra. Explicitly, U(N,n1,ω) is generated by a, x and y which satisfy the relations
aN = 1, xr = 0, yr = 0, xa = qax, ya = q−1ay,
and yx− q−n1xy = a2n1 − 1. The coalgebra structure of U(N,n1,ω) is determined by
∆(a) = a⊗ a, ∆(x) = x⊗ an1 + 1⊗ x, ∆(y) = y ⊗ an1 + 1⊗ y,
ε(a) = 1, ε(x) = ε(y) = 0.
The antipode of U(N,n1,ω) is determined by
s(a) = a−1, s(x) = −q−n1a−n1x, s(y) = −qn1a−n1y.
Let S = {aknblct|k, l, t are nonnegative integers}. Then S is a multiplicatively closed set of
K[an, b, c]. Since K[a±n, b, b−1, c, c−1] is the localization of K[an, b, c] with respect to S, we get that
the Gelfand-Kirillov dimensions of K[a±n, b, b−1, c, c−1] and K[an, b, c] are equal by [4, Proposition
8.2.13]. The Gelfand-Kirillov dimension is simplified as GK-dim. Recall that a Hopf algebra A over a
field K is Artin-Schelter Gorenstein (simply AS-Gorenstein) if
(AS1) injdim AA = d <∞,
(AS2) dimKExt
d
A(AK,AA) = 1, Ext
i
A(AK,AA) = 0 for all i 6= d,
(AS3) the right A-module versions of the conditions (AS1,AS2) hold.
Theorem 2.3. Hβ is an AS-Gorenstein Hopf algebra of injective dimension 3.
Proof. Let T = K[a±n, b, b−1, c, c−1]. Then Hβ is finitely generated T -module over the Noetherian
ring T . So Hβ is both right and left Noetherian. By [4, Corollary 13.1.13] Hβ is a PI Hopf algebra.
Moreover, we have
GKdim(Hβ) = GKdim(K[a
±n, b, b−1, c, c−1]), by [4, Proposition 8.2.9]
= GKdim(K[an, b, c]), by [4, Proposition 8.2.13]
= 3, by [4, Proposition 8.1.15].
By [13, Theorem 0.1], Hβ is an AS-Gorenstein Hopf algebra of injective dimension 3. 
Let H be an AS-Gorenstein Hopf algebra of injective dimension d over a field K. In [9], the
homological integral of H was introduced. The vector space of left homological integrals of H is
defined as
∫ l
H
:= ExtdH(HK,H H). Similarly, the right homological integrals of H is defined as
∫ r
H
:=
ExtdH(KH , HH). By [9, Corollary 2.6], we get the following corollary.
Corollary 2.4. Ext3Hopβ
(KHβ , Hβ) ≃ Ext3Hβ (HβK,Hβ Hβ) ≃ K as two sided Hβ-modules.
Proof. Let H ′ = Hβ/(b− 1),H ′′ = H ′/(c− 1) and H ′′′ = H ′′/(an(n−1) − 1). Since a(n−1)n − 1, b− 1,
c − 1 are in the center of Hβ,
∫ l
Hβ
=
∫ l
H′ =
∫ l
H′′ =
∫ l
H′′′ = Kλ, by [9, Corollary 2.6], where λ =
1
n(n−1) (
n(n−1)−1∑
i=0
ai)xn−1yn−1. It is obvious that Kλ ≃ K as H-bimodules. 
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3. Properties of Hα,β
To determine all irreducible representations of Hβ , we introduce the Hopf algebra Hα,β, which
is a quotient of Hβ. Suppose that N = n(n − 1)m, where m ≥ 1. Let α = (n,m, n1, n2, n3) ∈ N5,
where 1 ≤ n1 < m(n− 1), 0 ≤ n2, n3 < n− 1. Let I be an ideal of Hβ generated by aN − 1, b− anmn2
and c− amnn3 . Set Hα,β = Hβ/I. Then Hα,β is a Hopf algebra generated by a, x, y satisfying
amn(n−1) = 1, xn = β1(an1n − anmn2), yn = β2(an1n − an3mn),
xa = qax, ya = q−1ay, yx− q−n1xy = β3(a2n1 − amn(n2+n3)).
The coalgebra structure of Hα,β is determined by
∆(a) = a⊗ a, ∆(x) = x⊗ an1 + amnn2 ⊗ x,
∆(y) = y ⊗ an1 + amnn3 ⊗ y, ε(a) = 1, ε(x) = ε(y) = 0.
The antipode of Hα,β is determined by
s(a) = a−1 = aN−1, s(x) = −q−n1a−mnn2−n1x, s(y) = −qn1a−mnn3−n1y.
Since yx− q−n1xy = β3(a2n1 − amn(n2+n3)),
ykx = q−kn1xyk + β3uk(a2n1 − amn(n2+n3)),(1)
where uk = q
−(k−1)n1 + · · · + q−n1 + 1. Using (1), we can prove that λ =
N−1∑
i=0
ai
N x
n−1yn−1 is a two-
sided integral of Hα,β . Since ε(λ) = 0, Hα,β is not semisimple. It is easy to verify that s
2 is an
inner automorphism of Hα,β determined by a. Since Hα,β is unimodular and s
2 is an inner, Hα,β is
a symmetric algebra by [7, 8], i.e., there exists a non-degenerate associative and symmetric bilinear
form (−,−) : Hα,β ×Hα,β → K.
Proposition 3.1. If β3 6= 0, n and n1 are coprime, then Hα,β ≃ K[Zm(n−1)]#U(N,n1,ω) .
Proof. Since an is central in Hα,β , it follows that K[a
n] ≃ K[Zm(n−1)] is a central Hopf subalgebra of
Hα,β . Thus it is normal. As (n, n1) = 1, there exist integers l, k such that 1 = ln+ kn1. Set ω = q
k.
Then ω is a primitive n-th root of unity, and ωn1 = q. Let π : Hα,β → U(N,n1,ω) be the Hopf algebra
epimorphism determined by π(a) = a, π(x) =
√
β3x, π(y) =
√
β3y. Then Hα,βK[a
n]+ = kerπ and
0→ K[an]→ Hα,β → U(N,n1,ω) → 0
is a short exact sequence of Hopf algebras. This finishes the proof. 
Suppose that β1β2 6= 0. Then we can assume that β1 = β2 = 1. Let α = (n,m, n1, n2, n3), α′ =
(n′,m′, n′1, n
′
2, n
′
3), β = (1, 1, β3) and β
′ = (1, 1, β′3). Moreover, we assume that x
n 6= 0, yn 6= 0 and
yx 6= q−n1xy. Under these assumptions, we have the following proposition.
Proposition 3.2. Hα,β ≃ Hα′,β′ if and only if α = α′ and β3 = cβ′3, where cn = 1.
Proof. Let f be an isomorphism from Hα,β to Hα′,β′ and Hα′,β′ be generated by g = a+I
′, z = x+I ′
and w = y+ I ′, where I ′ is the ideal generated by an
′(n′−1)m− 1, b− an′m′n′2 and c− am′n′n′3 . Notice
that the subset G(Hα,β) of all group-like elements of Gα,β is equal to {at|0 ≤ t ≤ n(n − 1)m − 1},
and the subset G(Hα′,β′) of all group-like elements of Gα′,β′ is equal to {gt|0 ≤ t ≤ n′(n′− 1)m′− 1}.
Since f induces an isomorphism from G(Hα,β) to G(Hα′,β′), mn(n− 1) = m′n′(n′− 1). Moreover, we
can assume that f(a) = g. Since f(a)f(x) = qf(x)f(a), f(x) =
n−1∑
i=0
n−1∑
j=1
xijg
izjwj−1 for some xij ∈ K.
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From ∆(f(x)) = (f ⊗ f)∆(x), we get f(x) = x01z. It is obvious that x01 6= 0. Similarly, we can prove
that f(y) = uy for some nonzero u ∈ K. Since xn = ann1 − amnn2 , we have xn01(gn
′n′1 − gm′n′n′2) =
gnn1 − gmnn2 . Similarly, we can prove that un(gn′n′1 − gm′n′n′3) = gnn1 − gmnn3 . Hence n1 = n′1,
n2 = n
′
2 and n3 = n
′
3. Therefore x
n
01 = u
n = 1. Notice that yx − q−n1xy = β3(a2n1 − amn(n2+n3)).
Applying the function f to this equation, we obtain that β3 = ux01β
′
3. 
If n2 = n3 = 0, then Hα,β is Gelaki’s Hopf algebra. Moreover, for a different couple (n2, n3),
Hα,β gives a different family of Hopf algebras with dimension n
3(n− 1)m. Next, we try to determine
the algebraic structure of Hα,β . For this purpose, let us construct some idempotent elements of Hα,β.
Suppose that ω is an m(n− 1)-th primitive root of unity and
ei =
1
m(n− 1)
m(n−1)−1∑
j=0
(ωian)j , i = 0, 1, · · · ,m(n− 1)− 1.
Then
m(n−1)−1∑
j=0
(ωi)j = 0 for any i 6= 0. Thus we have the following result.
Lemma 3.3. 1 = e0 + e1 + · · ·+ em(n−1)−1 is a sum of central idempotent elements.
Proof. Since anx = xan, any = yan, ei are in the center of Hα,β .
m(n−1)−1∑
i=0
ei =
1
m(n−1)
m(n−1)−1∑
i=0
m(n−1)−1∑
j=0
ωijanj
= 1m(n−1)
m(n−1)−1∑
j=0
anj(
m(n−1)−1∑
i=0
(ωj)i)
= 1m(n−1)m(n− 1) = 1,
and
eiej =
1
(m(n−1))2
m(n−1)−1∑
k=0
m(n−1)−1∑
l=0
ωik+jlan(k+l)
= 1(m(n−1))2
2(m(n−1)−1)∑
u=0
anuωui
∑
0≤l≤minu,m(n−1)−1,0≤u−l≤m(n−1)−1
ω(j−i)l
= 1(m(n−1))2 (
(m(n−1)−1)∑
u=0
anuωui
∑
0≤l≤u
ω(j−i)l
+
2(mn−m−1)∑
u=m(n−1)
anuωiu
∑
u−(mn−m−1)≤l≤(mn−m−1)
ω(j−i)l)
= 1(m(n−1))2 (
(m(n−1)−1)∑
u=0
anuωui
∑
0≤l≤u
ω(j−i)l
+
mn−m−1∑
u′=0
anu
′
ωiu
′ ∑
1+u′≤l≤mn−m−1
ω(j−i)l)
= 1(m(n−1))2 (a
n(mn−m−1)ω(mn−m−1)i
∑
0≤l≤(mn−m−1)
ω(j−i)l
+
mn−m−2∑
u=0
anuωiu
∑
1+u≤l≤mn−m−1
ω(j−i)l)
= 1(m(n−1))2 (a
n(mn−m−1)ω(mn−m−1)iδijm(n− 1) +
mn−m−2∑
u=0
anuωiuδijm(n− 1))
= 1m(n−1)δij
m(n−1)−1∑
u=0
anuωiu = δijei,
where δij is the Kronecker symbol. This completes the proof. 
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From Lemma 3.3 we get that Hα,β is a direct sum of algebras Ai = eiHα,β , i = 0, 1, · · · ,m(n−
1)− 1. Since eian = ω−iei, {eiajxlyt|0 ≤ j, l, t ≤ n− 1} is a basis of Ai, and dimAi = n3.
Lemma 3.4. Let ω0 be an N -th primitive root of unity such that ω
n
0 = ω. Then Ai is generated by
g = ωi0eia, x
′, y′, which satisfy the following relations
gn = ei, x
′n = β′1ei, y
′n = β′2ei, gx
′ = q−1x′g, gy′ = qy′g
and
y′x′ − q−n1x′y′ =
{
0 β3 = 0
g2n1 − ω2n1i−mn(n2+n3)i0 ei β3 6= 0
,
where β′1 = β1(ω
−n1i − ω−mn2i), β′2 =
{
β2(ω
−n1i − ω−mn3i) β3 = 0
β2β
n
3 (ω
3n1i
0 − ωm(n2+n3)) β3 6= 0
.
Proof. Let x′ = xei and y′ =
{
yei β3 = 0
β−13 ω
2n1i
0 yei β3 6= 0
. It is obvious that Ai is generated by g, x
′, y′.
It is easy to check the relations on these generators g, x′, y′ in this lemma. 
To simplify the notations, we use A to denote an algebra generated by g, x, y, which satisfy
gn = 1, xn = β′1, y
n = β′2, gx = q
−1xg, gy = qyg
and
yx− q−n1xy =
{
0 β3 = 0
g2n1 − ω2n1i−mn(n2+n3)i0 β3 6= 0
.
Let fi =
1
n
n−1∑
j=0
(qig)j, i = 0, 1, · · · , n− 1. Then
f0 + f1 + · · ·+ fn−1 = 1
and fifj = δij . Thus
A = Af0 +Af1 + · · ·+Afn−1
as a direct sum of left ideals.
Lemma 3.5. Suppose that either β′1 6= 0 or β′2 6= 0. Then A is isomorphic to Mn(R1) ⊕Mn(R2) ⊕
· · · ⊕Mn(Rt),where Ri are commutative local rings.
Proof. It is easy to verify that fix = xfi−1 and fiy = yfi+1. If β′1 6= 0, then Afi is isomorphic to Afi−1
as left A-modules by multiplying x from the right. If β′2 6= 0, then Afi is isomorphic to Afi+1 as left
A-modules by multiplying y from the right. Thus A is isomorphic to HomA(A,A) ≃Mn(EndA(Afi)).
Since
fig =
1
n
n∑
j=1
qijgj+1 =
1
n
q−i
n∑
j=1
qi(j+1)gj+1 = q−ifi,
EndA(Afi) = fiAfi = span{fixtytfi|t = 0, 1, · · · , n− 1}.
Notice that fiyxfi−q−n1fixyfi = β3(ω−2n1i0 q−2n1i−ω−m(n2+n3)i)fi. Let γ = β3(ω−2n1i0 q−2n1i−
ω−m(n2+n3)i). Then
(fixyfi)
2 = fixfi−1yxfi−1yfi
= fix(q
−n1fi−1xyfi−1 + γfi−1)yfi
= q−n1fix2y2fi + γfixyfi.
Similarly, we can prove that (fixyfi)
k = q−(k−1)n1fixkykfi + bkfixk−1yk−1fi + · · · + b1 for k ≥ 2.
Hence R = EndA(Afi) is generated by fixyfi over the field K as an algebra. Since dimR = n, there
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exists a minimal polynomial p(x) such that p(fixyfi) = 0. Therefore, R = R1 ⊕ · · · ⊕ Rt is a direct
sum of local rings. 
Lemma 3.6. Suppose that β′1 = β
′
2 = β3 = 0. Then the Jacobson radical J(A) of A is spanned by
{gixjyk|0 ≤ i ≤ n− 1, 0 ≤ j, k ≤ n− 1, j + k > 0} and A/J(A) ≃ K[Zn].
Proof. It is obvious that J(A) = span{aixjyk|0 ≤ i ≤ n − 1, 0 ≤ j, k ≤ n − 1, j + k > 0}. Thus
A/J(A) ≃ K[Zn] as an algebra. 
Lemma 3.7. Suppose that β′1 = β
′
2 = 0 and β3 6= 0. Then A is generated by K,E, F with relations
Kn = 1, En = Fn = 0, EK = qKE, FK = q−1KF,
EF − FE = K
n1 − ρK−n1
qn1 − q−n1 ,
where ρ = ω
2n1i−mn(n2+n3)i
0 .
Proof. Let E = 1qn1−1yg
n1 , F = 1qn1+1x, K = g, K
−1 = gn−1. It is obvious that A is generated by
E,F,K. Thus we have EF − FE = Kn1−ρK−n1
qn1−q−n1 from yx − q−n1xy = g2n1 − ω
2n1i−mn(n2+n3)i
0 . The
other relations hold trivially. 
A weak Hopf algebra related to the algebra in Lemma 3.7 has been studied in [15]. The algebra
A in Lemma 3.6 is isomorphic to Radford’s Hopf algebra U(n,1,q) if n1 = 1 and (n− 1)|(n2+n3)i. The
algebraic structure of Hα,β is completely determined by Lemma 3.5 and Lemma 3.6.
4. Irreducible representations of Hβ
In this section, we determine all irreducible representations of Hβ . Let us begin with a key
Lemma.
Lemma 4.1. Every irreducible representation of Hβ is finite-dimensional.
Proof. The proof is similar to that of [11, Corollary 1.2]. For the sake of completeness, we give a sketch
following the line of [11]. Let M be a simple module over Hβ and T := K[a
±n, b±1, c±1]. Since T is
contained in the center of Hβ , every element t of T induces an endomorphism of the Hβ-module M .
Let us use ϕ(t) to denote this endomorphism of M induced by t ∈ T . Suppose that K = {ϕ(t)|t ∈ T }.
Then kM =M for any nonzero k ∈ K. Since Hβ is finitely generated over T ,M is a finitely generated
K-module. Let m1,m2, · · · ,mr be the generators of M . From kM =M , we obtain
m1 = ka11m1 + ka12m2 + · · ·+ ka1rmr
m2 = ka21m1 + ka22m2 + · · ·+ ka2rmr
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
mr = kar1m1 + kar2m2 + · · ·+ karrmr
for some aij ∈ K. Thus det(I − k(aij)) = 0, where I is the identity matrix with order r. From this,
there exists h ∈ K such that kh = 1. Hence K is a field. Notice that K = K[ϕ(a±n), ϕ(b±1), ϕ(c±1)].
It is an algebraic extension of K. Since K is an algebraically closed field, K = K. Consequently, M
is finite-dimensional. 
From the proof of Lemma 4.1, we obtain an algebra homomorphism λM ∈ Alg(T,K) from any
simple module M . Let λM (a
n) = γ1, λM (b) = γ2 and λM (c) = γ3. Since a, b, c is invertible in T ,
γi 6= 0 for i = 1, 2, 3. Then M can be viewed as a module over HM := Hβ/(an − γ1, b − γ2, c − γ3).
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Let a′ = 1n√γ1 a, b
′ = 1
n
√
γ
n1
1
b, c′ = 1n√γ1n1 c, x
′ = x, and y′ =
{
y β3 = 0
β−13 γ
− 2n1n
1 y β3 6= 0
. Then Hβ is
generated by a′, b′, c′, x′, y′ with the relations
a′b′ = b′a′, a′c′ = c′a′, b′c′ = c′b′, x′a′ = qa′x′, y′a′ = q−1a′y′, b′x′ = x′b′,
c′x′ = x′c′, b′y′ = y′b′, c′y′ = y′c′, x′n = β′1(a
′nn1 − b′n), y′n = β′2(a′nn1 − c′n),
y′x′ − q−n1x′y′ =
{
0 β3 = 0
a′2n1 − b′c′ β3 6= 0
,
where β′1 = γ
n1
1 β1, β
′
2 =
{
γn11 β2 β3 = 0
β−n3 γ
−n1
1 β2 β3 6= 0
. Thus the generators a′, x′, y′ in HM satisfy
x′a′ = qa′x′, y′a′ = q−1a′y′, a′n = 1, x′n = β′1(1−
γn2
γn11
), y′n = β′2(1−
γn3
γn11
),
y′x′ − q−n1x′y′ =
 0 β3 = 0a′2n1 − γ2γ3n√
γ
2n1
1
β3 6= 0 .
In the following, we determine all irreducible representations of Hβ by some lemmas.
Lemma 4.2. Let β′′1 = β
′
1(1− γ
n
2
γ
n1
1
), β′′2 = β
′
2(1− γ
n
3
γ
n1
1
), and β′′3 (i) =
{
0 β3 = 0
γ
− 2n1n
1 (γ
2n1
n
1 q
2n1i − γ2γ3) β3 6= 0
.
(1) Suppose that β′′1 6= 0. Then the irreducible Hβ-module M has a basis {m0,m1, · · · ,mn−1}
such that the action of a, b, c, x, y on M with respect to this basis is given by
amj = n
√
γ1q
i−jmj , bmj = γ2mj, cmj = γ3mj for 0 ≤ j ≤ n− 1;(2)
xmj = mj+1, for 0 ≤ j ≤ n− 2; xmn−1 = (γn11 − γn2 )β1m0;(3)
ymj = kn−j+1mj−1, for 1 ≤ j ≤ n− 1; ym0 = k1mn−1,(4)
where k1, · · · , kn are determined by
kl = q
(l−1)n1β1(γ
n1
1 − γn2 )k1 −
l−1∑
j=1
qjn1β3(γ
2n1
n
1 q
(2i+l)n1 − γ2γ3)
for 2 ≤ l ≤ n and k1k2 · · · kn = (γn11 − γn3 )β2. We will use VI(γ1, γ2, γ3; i) to denote this irreducible
module M in the sequel.
(2) Suppose that β′′1 = 0 and β
′′
2 6= 0. Then the irreducible Hβ-moduleM has a basis {m0,m1, · · · ,mn−1}
such that the action of a, b, c, x, y on M with respect to this basis is given by the following equations
amj = n
√
γ1q
i+jmj , bmj = γ2mj , cmj = γ3mj for 0 ≤ j ≤ n− 1;(5)
ymj = mj+1, for 0 ≤ j ≤ n− 2; ymn−1 = (γn11 − γn3 )β2m0;(6)
xmj = kjmj−1, for 1 ≤ j ≤ n− 1; xm0 = knmn−1,(7)
where k1, · · · , kn are determined by
kl = q
ln1β2(γ
n1
1 − γn3 )kn −
l−1∑
j=0
q(j+1)n1β3(γ
2n1
n
1 q
(2i+l−1)n1 − γ2γ3)
for 1 ≤ l ≤ n−1 and k1k2 · · · kn = (γn11 −γn2 )β1. We will use VII(γ1, γ2, γ3; i) to denote this irreducible
module M in the sequel.
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Proof. The proof of (1) is similar to that of (2). We only give the proof of (2). Similarly to the proof
of Lemma 3.5, we can prove that HM is a direct sum of Mn(Rt), where Rt are commutative local
rings. Hence every irreducible module over HM is of dimension n. Let m0 be an eignvector of a with
eignvalue qi for some 0 ≤ i ≤ n− 1. Since y′nm0 = β′′2m0 6= 0, {m0, y′m0, · · · , y′n−1m0} is a basis of
M . Moreover a′x′m0 = q−1x′a′m0 = qi−1x′m0. Therefore x′m0 = kny′n−1m0 for some kn ∈ K. It is
obvious that the action of a′ and y′ onM with respect to this basis is given by (5) and (6) respectively.
Since x′a′ = qa′x′ and y′x′ − q−n1x′y′ = β′3(a′2n1 − b′c′), the action of x′ can be realized by
X =

0 k1 0 · · · 0
0 0 k2 . . . 0
· · · · · · · · · · · · · · ·
0 0 0 . . . kn−1
kn 0 0 · · · 0
 ,
here
k′1 = q
n1β′′2 k
′
n − qn1β3(i)′′,
...
k′l = q
ln1β′′2 k
′
n −
∑l
j=1 q
jn1β3(q
(2i+l−1)n1 − γ−
2n1
n
1 γ2γ3),
...
k′n−1 = q
(n−1)n1β′′2k
′
n −
∑n−1
j=1 q
jn1β3(i)
′′.
(8)
Since Xn = k′1k′2 · · · k′nIn = β′′1 In, k′n is a root of the equation
u(qn1β′′2u− qn1β3(i)′′) · · · (q(n−1)n1β′′2u−
n−1∑
j=1
qjn1β3(i)
′′) = β′′1 .
Since a′ = 1n√γ1 a, b
′ = 1
n
√
γ
n1
1
b, c′ = 1n√γ1n1 c, x
′ = x, and y′ =
{
y β3 = 0
β−13 γ
− 2n1n
1 y β3 6= 0
, we have the
actions of a, b, c, x, y on M . By now, we have completed the proof. 
Lemma 4.3. Suppose that β′′1 = β
′′
2 = β
′′
3 (i) = 0 for some 0 ≤ i ≤ n − 1. Then the irreducible Hβ
module M = K determined by a · 1 = n√γ1qi, b · 1 = γ2, c · 1 = γ3 and x · 1 = y · 1 = 0 for some
0 ≤ i ≤ n− 1. We will denote this irreducible module M by V0(γ1, γ2, γ3; i) in the sequel.
Proof. Obvious. 
Suppose that β3(i)
′′ = β3(q2n1i−γ−
2n1
n
1 γ2γ3) 6= 0. If there is an integer v such that q(2i−v+1)n1 =
γ
− 2n1n
1 γ2γ3, then there is a minimal positive integer r such that q
(2i−r+1)n1 = γ−
2n1
n
1 γ2γ3. As β3(i)
′′ 6=
0, we have q(2i−r+1)n1 6= q2n1i and q(1−r)n1 6= 1. Thus 2 ≤ r ≤ t, where t = |qn1 | the order of qn1 . If
there exists no integer v such that q(2i−v+1)n1 = γ−
2n1
n
1 γ2γ3, then let us define r := t. Then we have
the following lemma.
Lemma 4.4. Suppose that β′′1 = β
′′
2 = 0, but β
′′
3 (i) 6= 0 for some 0 ≤ i ≤ n− 1. Then the irreducible
Hβ module M has a basis {mi|0 ≤ i ≤ r − 1} such that the action of a, b, c, x, y is given by
amj = n
√
γ1q
i−jmj , bmj = γ2mj , cmj = γ3mj for 0 ≤ j ≤ r − 1(9)
ymj = kjmj−1, for 1 ≤ j ≤ r − 1; ym0 = 0;(10)
xmj = mj+1, for 0 ≤ j ≤ r − 2; xmr−1 = 0,(11)
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where k1, · · · , kr are determined by
kl =
l−1∑
j=0
q−jn1β3(q(2i−l+1)n1γ
2n1
n
1 − γ2γ3)
for 1 ≤ l ≤ r − 1.
Proof. We first consider M as the irreducible HM module. Suppose that m0 is an eigenvector of
a′. Since y′nm0 = 0, we can assume that y′m0 = 0. Moreover, we can assume that x′jm0 6= 0 for
0 ≤ j ≤ r′ − 1 and x′r′m0 = 0. It is obvious that r′ ≤ n and a′m0 = qim0 for some 1 ≤ i ≤ n. It is
easy to check that
y′x′um0 = q−un1x′uy′m0 +
1− q−un1
1− q−n1 (q
(2i−u+1)n1 − γ−
2n1
n
1 γ2γ3)x
′u−1m0.
Since
0 = y′x′r
′
m0 =
1− q−r′n1
1− q−n1 (q
(2i−r′+1)n1 − γ−
2n1
n
1 γ2γ3)x
′r′−1m0,
either qr
′n1 = 1, or q(2i−r
′+1)n1 = γ
− 2n1n
1 γ2γ3. If r
′ > t, then span{x′tm0, · · · , x′r′−1m0} is a nonzero
submodule of the simple module M . This is impossible. Thus r′ ≤ t. Similarly, we have r ≤ r′.
Hence r′ = min{t, r}. Since y′x′jm0 = (
j−1∑
v=0
q(2i−v)n1 −
j−1∑
v=0
qvn1γ
− 2n1n
1 γ2γ3)x
′j−1m0 for all j ≥ 1,
y′(x′lm0) = k′l(x
′l−1m0) for 1 ≤ l ≤ r − 1, where kl =
∑l−1
j=0 q
−jn1(q(2i−l+1)n1 − γ−
2n1
n
1 γ2γ3). Finally,
we prove that M = span{x′vm0|0 ≤ v ≤ r − 1} is a simple HM -module. Let V ′ be a nonzero
module of M . Then there exists x′i−sm0 ∈ V ′ for some 0 ≤ s ≤ r − 1. If s = i, then m0 ∈ V ′. If
s 6= i, then y′i−sx′i−sm0 = f1f2 · · · fi−sm0 ∈ V ′, where fj = 1−q
−jn1
1−q−n1 (q
(2i−j+1)n1 − γ−
2n1
n
1 γ2γ3) 6= 0.
Thus m0 ∈ V ′ and V ′ = M . Since a′ = 1n√γ1 a, b′ = 1n√γn11 b, c
′ = 1n√γ1n1 c, x
′ = x, and y′ ={
y β3 = 0
β−13 γ
− 2n1n
1 y β3 6= 0
, we have the actions of a, b, c, x, y on M . 
In the sequel the module described by Lemma 4.4 is denoted by Vr(γ1, γ2, γ3; i). Summing up
all the above Lemma, we obtain the following theorem.
Theorem 4.5. Let M be an irreducible representation of Hβ. Then M is isomorphic to one of the
following types: VI(γ1, γ2, γ3; i), VII(γ1, γ2, γ3; i), V0(γ1, γ2, γ3; i), and Vr(γ1, γ2, γ3; i).
Proof. It is easy to verify that VI(γ1, γ2, γ3; i), VII(γ1, γ2, γ3; i), V0(γ1, γ2, γ3; i), and Vr(γ1, γ2, γ3; i)
are irreducible representations of Hβ. LetM be an irreducible representation ofHβ . Then there exists
an algebra homomorphism λ ∈ Alg(T,K) such that λ(an) = γ1 6= 0, λ(b) = γ2 6= 0 and λ(c) = γ3 6= 0.
Since γ1, γ2, γ3 lie in one of the above four cases,M can be viewed as a representation of HM described
by Lemma 4.2, Lemma 4.3 and Lemma 4.4. Being careful with the change of the generators, M is
isomorphic to one of the above four kinds of irreducible representations. 
Proposition 4.6. Let K = V0(1, 1, 1; 0) be the trivial representation of Hβ. Then we have the
following.
(1) If one of γ1, γ2, γ3 is not equal to 1, or i 6= 0, then ExtHβ (V0(γ1, γ2, γ3; i),K) 6= 0 only for
n
√
γ1 = q
j
1, where q1 satisfies q
nn1
1 = 1.
(2) If β1 6= 0, β3 = 0, and there is 1 ≤ i ≤ n−1 such that q
i
nn1
+1+i
= 1, then ExtHβ (VI(q
i
n1 , 1, 1; i),
K) 6= 0.
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Proof. (1) Let 0→ K→ V → V0(γ1, γ2, γ3; i)→ 0 be an element in ExtHβ (V0(γ1, γ2, γ3; i),K). Since
b, c are in the center of Hβ , there exists a basis {v1, v2} in V such that the action of b, c is determined
by diagonal matrices with this basis. Suppose that av2 = q
iαv2+ω1v1, bv2 = q
kαn1v2, cv2 = q
lαn1v2,
xv2 = ω2v1, and yv2 = ω3v1. If 0 → K → V → V0(γ1, γ2, γ3; i)→ 0 is not splitting, then n√γ1 = qj1,
where q1 satisfies q
nn1
1 = 1.
(2) In this case when β′′2 = β3 = 0, and (q
i − 1)β1 6= 0, consider the following exact sequence
0→ K→ V (ς)→ VI(q
i
n1 , 1, 1; i)→ 0,
where V (ς) has a basis v0, v1, · · · , vn such that the action of Hβ on V given by
av0 = v0, avt = q
−tvt, xv0 = 0, xvl = vl+1, 1 ≤ l ≤ n− 1, xvn = (qi − 1)β1v1;
yv0 = 0, yvl = kn−lvl−1, 2 ≤ l ≤ n, yv1 = ςv0, bvt = cvt = vt, 0 ≤ t ≤ n
and for zero ς ∈ K. Since the above exact sequence is not splitting, Ext1Hβ (VI(q
i
n1 , 1, 1; i),K) 6= 0. 
Let r be the same as Lemma 4.4. Then we have the following proposition.
Proposition 4.7. Suppose that γ
− 2n1n
1 γ2γ3 6= qvn1 for any v and (γn11 − γn2 )β1 = (γn11 − γn3 )β2 = 0.
Then ExtHβ (Vt(γ1, γ2, γ3; i− t+ n), Vt(γ1, γ2, γ3; i)) 6= 0 for all 1 ≤ i ≤ n− 1, where t = |qn1 |.
Proof. Let ku(i) =
1−q−un1
1−q−n1 (q
(2i−u+1)n1−γ−
2n1
n
1 γ2γ3) and L be a vector space with a basis {v1, · · · , v2t}.
Set
avp = q
i−p+1vp, avt+p = qi−r+n−p+1vt+p, 1 ≤ p ≤ t,
xv2t = 0, xvp = vp+1, 1 ≤ p ≤ 2t− 1,
yv1 = 0, yvt+1 = 0,
yvp = kp−1(i)vp−1, yvt+p = kp−1(i− t+ n)vt+p−1, 2 ≤ p ≤ t,
bvp = γ2vp, cvp = γ3vp, 1 ≤ p ≤ 2t,
.
Then span{vt+1, · · · , v2t} is isomorphic to Vt(γ1, γ2, γ3; i − t + n) and L/Vt(γ1, γ2, γ3; i − t + n) ∼=
Vt(γ1, γ2, γ3; i). Obviously, the sequence 0→ Vt(γ1, γ2, γ3; i− t+n)→ L→ Vt(γ1, γ2, γ3; i)→ 0 is not
splitting. Hence ExtHβ (Vt(γ1, γ2, γ3; i− t+ n), Vt(γ1, γ2, γ3; i)) 6= 0. 
Remark 4.8. Since Hβ is a Hopf algebra, the dual of any Hβ module is still a Hβ module. It
is easy to prove that the dual of any irreducible representation is irreducible. Therefore the dual
module VI(γ1, γ2, γ3; i)
∗, VII(γ1, γ2, γ3; i)∗, V0(γ1, γ2, γ3; i)∗, and Vr(γ1, γ2, γ3; i)∗ are also irreducible
representations of Hβ.
5. Grothendieck ring G0(Hβ)
In this section, we will determine the Grothendieck ring G0(Hβ) of the Hopf algebraHβ , which is
generated by {[VI(γ1, γ2, γ3; i)], [VII(γ1, γ2, γ3; i)], [V0(γ1, γ2, γ3; i)], [Vr(γ1, γ2, γ3; i)]|0 ≤ i ≤ n−1, 2 ≤
r ≤ t, (γ1, γ2, γ3) ∈ (K∗)3}, where t = |qn1 |, the order of qn1 . First, let us fixed some notations. We
will use K∗ to denote the group of all nonzero elements of K with the product of K and u = nt . For
any x ∈ K∗, the subgroup of K∗ generated by x is denoted by 〈x〉, the quotient group of K∗ with
respect to a normal subgroup N is denoted by K∗/N and the element xN is simply denoted by x¯.
The following lemma is fundamental.
Lemma 5.1. [V0(γ1, γ2, γ3; i)][V0(γ
′
1, γ
′
2, γ
′
3; j)] = [V0(γ1γ
′
1, γ2γ
′
2, γ3γ
′
3; i + j)] for any γi, γ
′
i ∈ K∗ and
any i, j ∈ Zn satisfying β1(γn11 − γn2 ) = β2(γn11 − γn3 ) = β3(γ
2n1
n
1 q
2n1i − γ2γ3) = 0, β1(γ′n11 − γ′n2 ) =
β2(γ
′n1
1 − γ′n3 ) = β3(γ′1
2n1
n q2n1j − γ′2γ′3) = 0.
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Proof. By the definition of V0(γ1, γ2, γ3; i), V0(γ1, γ2, γ3; i) ⊗ V0(γ′1, γ′2, γ′3; j) is generated by 1 ⊗ 1.
Then we have the following relations.
a · (1⊗ 1) = (a · 1)⊗ (a · 1) = n
√
γ1γ′1q
i+j1⊗ 1,
b · (1⊗ 1) = (b · 1)⊗ (b · 1) = (γ2γ′2)1⊗ 1, c · (1⊗ 1) = (c · 1)⊗ (c · 1) = (γ3γ′3)1⊗ 1,
x · (1⊗ 1) = (x · 1)⊗ (an1 · 1) + (b · 1)⊗ (x · 1) = 0,
y · (1 ⊗ 1) = (y · 1)⊗ (an1 · 1) + (c · 1)⊗ (y · 1) = 0.
Therefore, V0(γ1, γ2, γ3; i)⊗ V0(γ′1, γ′2, γ′3; j) ∼= V0(γ1γ′1, γ2γ′2, γ3γ′3; i+ j). 
Using the forgoing lemma, we can prove the following result.
Theorem 5.2. Let R1 be the subring of the Grothendieck ring G0(Hβ) generated by all [V0(γ1, γ2, γ3; i)]
for all nonzero γi ∈ K and i ∈ Zn. Then we have the following results.
(i) If at most only one βi of β1, β2, β3 is equal to zero, then R1 is isomorphic to Z[Zn1×Z2n×K∗];
(ii) If only either β1 6= 0 or β2 6= 0, then R1 is isomorphic to Z[Zn1 × Zn×K∗2];
(iii) If only β3 6= 0, then R1 is isomorphic to Z[Z2n1 × Zn ×K∗2];
(iv) If β1 = β2 = β3 = 0, then R1 is isomorphic to Z[Zn ×K∗ ×K∗ ×K∗].
Thus G0(Hβ) ∼= Z[Zn ×K∗ ×K∗ ×K∗] if β = (β1, β2, β3) = 0.
Proof. If β1β2β3 6= 0, then γ1 = γ
n
n1
2 ω¯
p = γ
n
n1
3 ω¯
l and γ3 = q
uγ2 for some intergers p, l, u, where ω¯ is
the n1-th primitive unitary root. Thus
(12)
V0(γ1, γ2, γ3, i) ∼= V0(ω¯p, 1, qu; i)⊗ V0(γ
n
n1
2 , γ2, γ2; 0)
∼= V0(ω¯, 1, 1; 0)⊗p ⊗ V0(1, 1, qu; 0)⊗ V0(1, 1, 1; 1)⊗i ⊗ V0(γ
n
n1
2 , γ2, γ2; 0)
for some nonzero γ2 and i ∈ Zn. Then R1 is isomorphic to the group algebra Z[Zn1 ⊗Z2n×K∗], where
K∗ is the multiplicative group of all nonzero elements of K.
If β1β3 6= 0 and β2 = 0, then γ1 = γ
n
n1
3 ω¯
p for some integer p. Since γ
− 2n1n
1 γ2γ3 = q
2n1i,
γ2 = q
2n1i+uγ3 for some integer u. Thus
V0(γ1, γ2, γ3, i) ∼= V0(ω¯p, q2n1i+u, 1; i)⊗ V0(γ
n
n1
3 , γ3, γ3; 0)
∼= V0(ω¯, 1, 1; 0)⊗p ⊗ V0(1, q2n1i+u, 1; 0)⊗ V0(1, 1, 1; 1)⊗i ⊗ V0(γ
n
n1
3 , γ3, γ3; 0).
Hence R1 is isomorphic to the group algebra Z[Zn1 × Z2n ×K∗]. Similarly, we can prove that R1 is
also isomorphic to Z[Zn1 × Z2n ×K∗] if β2β3 6= 0 and β1 = 0.
If β1β2 6= 0 and β3 = 0, then γ1 = γ
n
n1
3 ω¯
p and γ2 = γ3q
u for some integers p, u. Thus
V0(γ1, γ2, γ3, i) ∼= V0(ω¯, 1, 1; 0)⊗p ⊗ V0(1, 1, 1; i)⊗ V0(γ
n
n1
3 , q
uγ3, γ3; 0)
∼= V0(ω¯, 1, 1; 0)⊗p ⊗ V0(1, q, 1; 0)⊗u ⊗ V0(1, 1, 1; 1)⊗i ⊗ V0(γ
n
n1
3 , γ3, γ3; 0)
Hence R1 is isomorphic to Z[Zn1 × Z2n ×K∗].
If β1 6= 0 and β2 = β3 = 0, then γ1 = γ
n
n1
2 ω¯
p for some integer p. Thus
V0(γ1, γ2, γ3, i) ∼= V0(ω¯p, 1, 1; i)⊗ V0(γ
n
n1
2 , γ2, γ3; 0)
∼= V0(ω¯, 1, 1; 0)⊗p ⊗ V0(1, 1, 1; 1)⊗i ⊗ V0(γ
n
n1
2 , γ2, γ2; 0)⊗ V0(1, 1, γ−12 γ3; 0)
Hence R1 is isomorphic to Z[Zn1 × Zn × K∗2]. Similarly, we can prove that R1 is isomorphic to
Z[Zn1 × Zn ×K∗2] if β2 6= 0 and β1 = β3 = 0.
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If β1 = β2 = 0 and β3 6= 0, then γ1 = (γ2γ3)
n
2n1 ω¯
p
2 for some integer p. Thus
V0(γ1, γ2, γ3, i) ∼= V0(ω¯ p2 , 1, 1; 0)⊗ V0(1, 1, 1; i)⊗ V0((γ2γ3)
n
2n1 , γ2, γ3; 0) .
Hence R1 is isomorphic to Z[Z2n1 × Zn ×K∗2].
Finally, if β = 0, then V0(γ1, γ2, γ3, i) ∼= V0(1, 1, 1; i)⊗ V0(γ1, γ2, γ3; 0). Hence R1 is isomor-
phic to Z[Zn ×K∗ ×K∗ ×K∗]. 
Since Hβ/(a
N − 1, b− 1, c− 1) is isomorphic to Gelaki’s Hopf algebra U(n,N,n1,q,β1,β2,β3), where
n|N , we obtain the following corollary about Gelaki’s Hopf alegbra.
Corollary 5.3. Suppose that n|N . Let S1 be the subring of R1 generated by [V0(γ, 1, 1; i)], where
γ
N
n = 1. Then we have the following result.
(1) If either β1β2 6= 0 and β3 = 0, or β1 6= 0 and β2 = β3 = 0, or β2 6= 0 and β1 = β3 = 0,
then S1 = Z[g, h] for g = [V0(1, 1, 1; 1)] and h = [V0(q
N
(N/n,n1) , 1, 1; 0)], where gn = h(N/n,n1) = 1 and
Z[g, h] ≃ Z[Z(N/n,n1) × Zn].
(2) If β3 6= 0 and β1 = β2 = 0, then S1 = Z[g, h1] for g = [V0(1, 1, 1; 1)] and h1 = [V0(q
Nn
(N,2n1) , 1,
1; 0)]. Moreover, gn = hµ1 = 1 and Z[g, h1] ≃ Z[Zµ × Zn], where µ = (N,2n1)(n,2n1) .
(3) If either β1β3 6= 0 and β2 = 0, or β2β3 6= 0 and β1 = 0, or β1β2β3 6= 0, then S1 = Z[g, h2] for
g = [V0(1, 1, 1; 1)] and h2 = [V0(q
nν , 1, 1; 0)], where gn = hµ
′
2 = 1 and Z[g, h2] ≃ Z[Zµ′ × Zn], where
ν = N(N,2n1,nn1) and µ
′ = (N,2n1,nn1)(n,2n1) .
(4) If either β1 = β2 = β3 = 0, then S1 = Z[g, h3] for g = [V0(1, 1, 1; 1)] and h3 = [V0(q
n, 1, 1; 0)],
where gn = h
N
n
3 = 1 and Z[g, h3] ≃ Z[ZN/n × Zn].
Moreover, if β1 = β2 = β3 = 0, then the Grothendieck ring G0(U(n,N,n1,q,β1,β2,β3)) of the Gelaki’s
Hopf algebra U(n,N,n1,q,0,0,0) is equal to Z[g, h3].
Proof. If β1β2 6= 0 and β3 = 0, then γ = ω¯p satisfying γ Nn = 1, where ω¯ is the n1-th primitive root
of unity. Thus n1|Nn p and n1(n1,Nn ) |p. Therefore γ ∈ 〈ω¯
n1
(N/n,n1) 〉 = 〈q N(N/n,n1) 〉, where q is the N -th
primitive root of unity. Hence S1 = Z[g, h] ≃ Z[Z(N/n,n1) × Zn] by (12), where g = [V0(1, 1, 1; 1)],
h = [V0(q
N
(N,n1) , 1, 1; 0)]. It is obvious that gn = h(N/n,n1) = 1.
If β3 6= 0 and β1 = β2 = 0, then γ−
2n1
n = 1 for γ in V0(γ, 1, 1; 0). Since γ
N
n = 1, γ = qnr for some
integer r, where q is the N -th primitive root of unity. Then q−2rn1 = 1 and N |2rn1. Thus r = N(N,2n1)p
for any integer p. Hence γ ∈ 〈q Nn(N,2n1) 〉. Thus V0(γ, 1, 1; i) ∼= V0(q
Nn
(N,2n1) , 1, 1; 0)⊗p ⊗ V0(1, 1, 1; 1)⊗i.
Hence S1 = Z[g, h1] for h1 = [V0(q
Nn
(N,2n1) , 1, 1; 0)]. It is to prove that S1 is isomorphic to the group
algebra Z[Zµ × Zn], where µ = (N,2n1)(n,2n1) .
If either β1β3 6= 0, or β2β3 6= 0, or β1β2β3 6= 0, then γ Nn = γn1 = γ
2n1
n = 1 for γ in V0(γ, 1, 1; 0).
Thus γ = qnr for some integer r and qnrn1 = q2n1r = 1. Hence r = N(N,nn1)p =
N
(N,2n1)
p′ for some
integers p, p′. Let d¯ = ( N(N,nn1) ,
N
(N,2n1)
) and ν = N
2
d¯(N,nn1)(N,2n1)
= N(N,2n1,nn1) . Then γ ∈ 〈qnν〉.
Thus S1 = Z[g, h1] for h2 = [V0(q
nν , 1, 1; 0)]. It is to prove that S1 is isomorphic to the group algebra
Z[Zµ′ × Zn], where µ′ = |qnν | = (N,2n1,nn1)(n,2n1) .
If β1 6= 0 and β2 = β3 = 0, then γ = ω¯p for some integer p. Thus S1 = Z[g, h], which is
isomorphic to Z[Z(N/n,n1) × Zn]. Similarly, we can prove that S1 is isomorphic to Z[Z(N/n,n1) × Zn]
if β2 6= 0 and β1 = β3 = 0.
Finally, if β = 0, then V0(γ, 1, 1, i) ∼= V0(1, 1, 1; i)⊗ V0(γ, 1, 1; 0). Hence S1 = Z[g, h3], where
h3 = [V0(q
n, 1, 1; 0)]. Thus S1 is isomorphic to Z[ZN/n × Zn]. 
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In the sequel, we fix g := [V0(1, 1, 1; 1)], s :=
n−1∑
p=0
gp, s′ :=
u∑
k=1
gkt, s′′ :=
t−1∑
k=0
gn−k, h :=
[V0(q
N
(N,n1) , 1, 1; 0)]; h1 := [V0(q
Nn
(N,2n1) , 1, 1; 0)]; h2 := [V0(q
nν , 1, 1; 0)]; h3 := [V0(q
n, 1, 1; 0)]; gγ1,γ2,γ2 :
= [V0(γ1, γ2, γ3; 0)] ∈ G0(Hβ) and q the N -th primitive root of unity. To determine the Grothendieck
ring G0(Hβ) for β3 6= 0, we need the following lemma.
Lemma 5.4. Suppose that β3(q
2n1i − γ−
2n1
n
1 γ2γ3) 6= 0, β1(γ′n11 − γ′n3 ) = β2(γ′n2 − γ′n3 ) = 0 and
β3(γ
′− 2n1n
1 γ
′
2γ
′
3 − q2n1j) = 0. Then
[Vr(γ1, γ2, γ3; i)][V0(γ
′
1, γ
′
2, γ
′
3; j)] = [Vr(γ1γ
′
1, γ2γ
′
2, γ3γ
′
3; i+ j)]
= [V0(γ
′
1, γ
′
2, γ
′
3; j)][Vr(γ1, γ2, γ3; i)].
Proof. As β3(γ
2n1
n
1 q
2n1i−γ2γ3) 6= 0, we have β3 6= 0. Moreover, γ′
2n1
n
1 q
2n1j = γ′2γ
′
3, ((γ1γ
′
1)
2n1
n q2n1(i+j)−
(γ2γ
′
2)(γ3γ
′
3))β3 = β3(γ
2n1
n
1 q
2n1i − γ2γ3)(γ′2γ′3) 6= 0. Since β1(γn11 − γn2 ) = β2(γn11 − γn3 ) = 0 and
β1(γ
′n1
1 − γ′n2 ) = β2(γ′n11 − γ′n3 ) = 0, we have β1((γ1γ′1)n1 − (γ2γ′2)n) = β2((γ1γ′1)n1 − (γ3γ′3)n) = 0.
If γ
− 2n1n
1 γ2γ3 = q
n1(2i−r+1), then (γ1γ′1)
− 2n1n (γ2γ′2)(γ3γ3) = q
n1(2(i+j)−r+1). If γ
−2n1
n
1 γ2γ3 6= qn1v for
any integer v, then (γ1γ
′
1)
− 2n1n (γ2γ′2)(γ3γ3) 6= qn1v for any integer v. Let {m0,m1, · · · ,mr−1} be the
basis of Vr(γ1, γ2, γ3; i) with the action given by (9)-(11). Then {m0 ⊗ 1,m1 ⊗ 1, · · · ,mr−1 ⊗ 1} is a
basis of Vr(γ1, γ2, γ3; i)⊗ V0(γ′1, γ′2, γ′3; j). Using this basis, we get
a · (ml ⊗ 1) = (a ·ml)⊗ (a · 1) = n
√
γ1γ′1q
i+j−lml ⊗ 1,
b · (ml ⊗ 1) = (b ·ml)⊗ (b · 1) = (γ2γ′2)ml ⊗ 1, c · (ml ⊗ 1) = (c ·ml)⊗ (c · 1) = (γ3γ′3)ml ⊗ 1,
x · (ml ⊗ 1) = (x ·ml)⊗ (an1 · 1) + (b ·ml)⊗ (x · 1) = γ′
n1
n
1 q
jn1ml+1 ⊗ 1, for 0 ≤ 0 ≤ r − 2,
x · (mr−1 ⊗ 1) = (x ·mr−1)⊗ (an1 · 1) + (b ·mr−1)⊗ (x · 1) = 0,
y · (ml ⊗ 1) = (y ·ml)⊗ (an1 · 1) + (c ·ml)⊗ (y · 1) = klγ′
n1
n
1 q
jn1ml−1 ⊗ 1, for 1 ≤ l ≤ r − 1,
y · (m0 ⊗ 1) = (y ·m0)⊗ (an1 · 1) + (c ·m0)⊗ (y · 1) = 0.
Let ul := γ
′n1ln
1 q
jn1lml ⊗ 1, then {u0, · · · , ur−1} is a new basis of Vr(γ1, γ2, γ3; i) ⊗ V0(γ′1, γ′2, γ′3; j).
Under this basis,
auk =
n
√
γ1γ′1q
i+j−kuk; buk = γ2γ′2uk; cuk = γ3γ
′
3uk for 0 ≤ k ≤ r − 1;
xuk = uk+1, for 0 ≤ k ≤ r − 2; xur−1 = 0;
yup = kpup−1, for 1 ≤ p ≤ r − 1; yu0 = 0.
Hence Vr(γ1, γ2, γ3; i)⊗V0(γ′1, γ′2, γ′3; j) ∼= Vr(γ1γ′1, γ2γ′2, γ3γ′3; i+j). Similarly, we get V0(γ′1, γ′2, γ′3; j)⊗
Vr(γ1, γ2, γ3; i) ∼= Vr(γ1γ′1, γ2γ′2, γ3γ′3; i+ j). 
In the case that there is an integer v such that q(2i−v+1)n1 = γ
− 2n1n
1 γ2γ3. Let r be the minimal
positive integer such that q(2i−r+1)n1 = γ
− 2n1n
1 γ2γ3. From Lemma 5.4, we can get
(13) Vr(γ1, γ2, γ3, i) ∼= Vr(1, 1, 1; 0)⊗ V0(γ1, γ2, γ3; i), for 2 ≤ r ≤ t.
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The action of Hβ on Vr(1, 1, 1; 0) is given by a ·mj = q 12 (r−1)−jmj , bmj = cmj = mj , (10) and (11),
where k1, · · · , kr are determined by kl =
l−1∑
j=0
q−jn1β3(q(r−l)n1 − 1) for 1 ≤ l ≤ r− 1. In the case when
γ
2n1
n
1 q
vn1 6= γ2γ3 for any integer v, we have
Vt(γ1, γ2, γ3, i) ∼=

Vt(γ1(γ2γ3)
− n2n1 , 1, 1; 0)⊗ V0((γ2γ3)
n
2n1 , γ2, γ3; i), β1 = β2 = 0 or β1β2 6= 0
Vt(1, γ2γ
−1
3 , 1; 0)⊗ V0(γ1, γ3, γ3; i), β1 = 0, β2 6= 0
Vt(1, 1, γ3γ
−1
2 ; 0)⊗ V0(γ1, γ2, γ2; i), β1 6= 0, β2 = 0
,
where γ′1 = (γ3γ2)
− n2n1 γ1 6= ω¯ p2 for any integer p. Let R2 be the subring of the Grothentieck ring
G0(Hβ) for β3 6= 0 generated by R1 and Vr(γ1, γ2, γ3; i). Then R2 is isomorphic to a quotient ring of
R1[zr, z
′
ξ|2 ≤ r ≤ t, ξ ∈ K˜0], where K˜0 := (K∗/{ω¯
p
2 | p ∈ Z)} \ {1}, zr = [Vr(1, 1, 1; 0)] for 2 ≤ r ≤ t
and z′ξ = [Vt(ξ, 1, 1; 0)] for ξ ∈ K˜0. Moreover, if β3 6= 0 and β1 = β2 = 0, then R2 = G0(Hβ).
In the next theorem rp = r − 2p mod(t) and 1 ≤ rp ≤ t, where r is the minimal positive integer
such that ξξ′ = q(−r+1)n1 provided that ξξ′ = qun1 for some integer u.
Theorem 5.5. Suppose that β1 = β2 = 0, β3 6= 0. Then the Grothendieck ring G0(Hβ) is isomorphic
to R2 := R1[z2, z
′
ξ|ξ ∈ K˜0] with relations
[ t2 ]∑
v=0
(−1)v t
t− v
(
r − v
v
)
g(n−1)vzt−2v2 − gn−t − 1 = 0,(14)
z2z
′
ξ = z
′
ξq
n
2
+ gn−1z′
ξq
n
2
, z′ξz
′
ξ′ = s
′′z′ξξ′ for ξξ
′ ∈ K˜0,
z′ξz
′
ξ′ =
t−1∑
p=0,rp<t
(gn−p−rpzt−rp + g
n−pzrp) +
t−1∑
i=0,rp=t
gn−pzt, for ξξ′ ∈ {qun1 | u ∈ Z}
where zr =
[ r−12 ]∑
v=0
(−1)v(r−1−vv )g(n−1)vzr−1−2v2 for 3 ≤ r ≤ t.
Proof. (1) Let {m0, · · · ,mr−1} and {m′0,m′1} be the bases of Vr(1, 1, 1; 0) and V2(1, 1, 1; 0). Then
{ml⊗m′k, 0 ≤ l ≤ r− 1, 0 ≤ k ≤ 1} is a basis of Vr(1, 1, 1; 0)⊗V2(1, 1, 1; 0). With this basis, we have
a · (ml ⊗m′k) = (a ·ml)⊗ (a ·m′k) = q
r
2−l−kml ⊗m′k,
b · (ml ⊗m′k) = (b ·ml)⊗ (b ·m′k) = ml ⊗m′k, c · (ml ⊗m′k) = (c ·ml)⊗ (c ·m′k) = ml ⊗m′k,
y · (m0 ⊗m′0) = (y ·m0)⊗ (an1 ·m′0) + (c ·m0)⊗ (y ·m′0) = 0.
Since ∆(xk) =
k∑
l=0
(
k
l
)
qn1
blxk−l ⊗ a(k−l)n1xl in Hβ , where
(
k
l
)
qn1
=
(k)qn1 !
(l)qn1 !(k−l)qn1 ! and (p)q
n1 ! =
(p)qn1 (p− 1)qn1 · · · (1)qn1 for (p)qn1 = 1 + qn1 + · · ·+ q(p−1)n1 , we have
xk
′
(m0 ⊗m′0) = (
k′∑
l=0
(
k′
l
)
qn1
blxk
′−l ⊗ a(k′−l)n1xl)(m0 ⊗m′0)
=
k′∑
l=0
(
k′
l
)
qn1
q(
1
2−l)(k′−l)n1mk′−l ⊗m′l.
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Thus xk
′
(m0 ⊗m′0) = 0 only if k′ ≥ l0 := min{t, r + 1}. If 2 ≤ r ≤ t− 1, then yxr+1(m0 ⊗m′0) = 0.
In addition,
(yxk
′
)(m0 ⊗m′0) = (q−n1k
′
xk
′
y +
k′−1∑
v=0
q−(k
′−v−1)n1β3xk
′−1(q−2n1va2n1 − bc))(m0 ⊗m′0)
=
k′−1∑
v=0
q−vn1β3(q(r−k
′+1)n1 − 1)xk′−1 · (m0 ⊗m′0).
(15)
Let ul = x
l(m0 ⊗ m′0). Then {u0, · · · , ur} is a basis of Hβ(m0 ⊗ m′0), which is isomorphic to
Vr+1(1, 1, 1; 0) for r ≤ t − 1. If r = t, then yx(m0 ⊗ m′0) = 0 by (15). Since ax(m0 ⊗ m′0) =
q
1
2 (t−2)x(m0⊗m′0), Hβx(m0⊗m′0) ∼= Vt−1(1, 1, 1; 0)⊗V0(1, 1, 1;n−1). Thus Hβ(m0⊗m′0)/Hβx(m0⊗
m′0) ∼= V0(1, 1, 1; 0) and [Hβ(m0 ⊗m′0)] = gn−1zt−1 + 1, where g = [V0(1, 1, 1; 1)].
Let A1 := Hβ(m0⊗m′1)/Hβ(m0⊗m′0). Then y(m0⊗m′1) = (y·m0)⊗(an1 ·m′1)+(c·m0)⊗(y·m′1) =
k′1m0 ⊗m′0 = 0. In case that 2 ≤ r ≤ t − 1. It is easy to prove that xp(m0 ⊗m′1) = q
pn1
2 mp ⊗m′1 /∈
Hβ(m0 ⊗m′0) for 0 ≤ p ≤ r − 2 and xr−1(m0 ⊗m′1) ∈ Hβ(m0 ⊗m′0). Let ul = xl(m0 ⊗m′1). Then
{u0, · · · , ur−1} is a basis of Hβ(m0 ⊗m′1). Since a(m0 ⊗ m′1) = q
1
2 (r−2)m0 ⊗ m′1, Hβ(m0 ⊗m′1) ∼=
Vr−1(1, 1, 1; 0) ⊗ V0(1, 1, 1, n − 1). Thus zrz2 = zr+1 + gn−1zr−1 for 2 ≤ r ≤ t − 1. In particular,
z22 = z3 + g
n−1. So zr+1 = zrz2 − gn−1zr−1 for 2 ≤ r ≤ t− 1.
If r = t, then xk
′
(m0 ⊗ m′1) ∈ Hβ(m0 ⊗ m′0) only if k′ ≥ t. Since yxt−1(m0 ⊗m′1) = 0. We
have Hβx
t−1(m0 ⊗m′1) ∼= V0(1, 1, 1;n− t) and Hβ(m0 ⊗m′1)/Hβxt−1(m0 ⊗m′1) ∼= Vt−1(1, 1, 1;n −
1) ∼= Vt−1(1, 1, 1; 0)⊗ V0(1, 1, 1;n− 1). Hence ztz2 = 2gn−1zt−1 + gn−t + 1. Consequently, we have
zr =
[ r−12 ]∑
v=0
(−1)v(r−1−vv )g(n−1)vzr−1−2v2 for 3 ≤ r ≤ t and [ t2 ]∑
v=0
(−1)v tt−v
(
r−v
v
)
g(n−1)vzt−2v2 −gn−t−1 = 0.
(2) Now we consider the product z2z
′
ξ. Similar to (1), we get Hβ(m0⊗m′0) ∼= Vt(ξq
n
2 , 1, 1; 0) and
Hβ(m0⊗m′1) ∼= Vt(ξq
n
2 , 1, 1;n−1) ∼= Vt(ξq n2 , 1, 1; 0)⊗V0(1, 1, 1;n−1). Thus z2z′ξ = z′ξq n2 +g
n−1z′
ξq
n
2
.
(3) Finally, we determine the product z′ξz
′
ξ′ . Similar to the proof of (1), we get lp = t and
Vt(ξ, 1, 1; 0)⊗Vt(ξ′, 1, 1; 0) =
t−1∑
p=0
Hβ(m0⊗m′p). Suppose that ξξ′ ∈ K˜0. Hβ(m0 ⊗m′p) ∼= Vt(ξξ′, 1, 1;n−
p) ∼= Vt(ξξ′, 1, 1; 0)⊗ V0(1, 1, 1;n− p). Thus z′ξz′ξ′ =
t−1∑
p=0
gn−pz′ξξ′ , where g = [V0(1, 1, 1; 1)] ∈ R1.
Next we assume that ξξ′ ∈ {qun1 |u ∈ Z}. Let r be the minimal positive integer such that
(ξξ′)
2n1
n q(−r+1)n1 = 1. Then (ξξ′)
2n1
n q(−2p−rp+1)n1 = 1 for 1 ≤ rp ≤ t satisfying rp ≡ r − 2p mod(t).
Hence Hβ(m0 ⊗m′p) ∼= Vt(ξξ′, 1, 1;n − p) ∼= Vt(ξξ′, 1, 1; 0) ⊗ V0(1, 1, 1;n − p) if rp = t. Otherwise,
we have Hβx
rp(m0 ⊗m′p) ∼= Vt−rp(ξξ′, 1, 1;n − p − rp) ∼= Vt−rp(ξξ′, 1, 1; 0) ⊗ V0(1, 1, 1;n − p − rp)
and Hβ(m0 ⊗m′p)/Hβxrp(m0 ⊗m′p) ∼= Vrp(ξξ′, 1, 1;n− p) ∼= Vrp(ξξ′, 1, 1; 0)⊗ V0(1, 1, 1;n− p). Thus
z′ξz
′
ξ′ =
t−1∑
p=0
W ′(p), where W ′(p) = gn−pzt if rp = t and W ′(p) = gn−p−rpzt−rp + g
n−pzrp if rp < t. By
now we have completed the proof. 
Corollary 5.6. (1) Suppose that β3 6= 0 and N ∤ 2n1t.
(I) If either 2n | N , or 2n ∤ N and 2(n, n1) ∤ n, then the Grothendieck ring G0(U(n,N,n1,q,0,0,β3))
is isomorphic to S2 := Z[g, h1, z2, z
′] with relations equation (14), z2z′ = (1 + gn−1)z′ and
z′v0 = s′′v0−2
 t−1∑
p=0,rp<t
(gn−p−rpzt−rp + g
n−pzrp) +
t−1∑
i=0,rp=t
gn−pzt
 ,(16)
where z0 = 0, z1 = 1, zp =
[ p−12 ]∑
v=0
(−1)v(p−1−vv )g(n−1)vzp−1−2v2 for 3 ≤ p ≤ t and v0 = N(2n1t,N) .
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(II) If 2n ∤ N and 2(n, n1) | n, then the Grothendieck ring G0(U(n,N,n1,q,0,0,β3)) is isomorphic to
S2 := Z[g, h1, z3, z
′] with relations equation (16), z3z′ = (1 + gn−1 + gn−2)z′ and
(17)
[ t−24 ]∑
v=0
(−1)v
( t−2
2 − v
v
)
g(n−2)v(z3 − gn−1)
t−2
2 −2v − gn−1zt−1 − gn−t − 1 = 0,
where z0 = 0, z1 = 1, v0 =
N
(2n1t,N)
and z2l+1 =
[ l−12 ]∑
v=0
(−1)v(l−1−vv )g(n−2)v(z3 − gn−1)l−1−2v for
3 ≤ 2l + 1 ≤ t− 1.
(2) Suppose that β3 6= 0 and N | 2n1t, then the Grothendieck ring G0(U(n,N,n1,q,0,0,β3)) is iso-
morphic to
Z[g, h1, z2], 2n | N or 2n ∤ N and 2(n, n1) ∤ nZ[g, h1, z3], 2n ∤ N and 2(n, n1) | n which is a subring of S2.
Proof. Suppose Vr(γ, 1, 1; 0) is an irreducible representation of U(n,N,n1,q,0,0,β3). Then γ
N
n = 1 and
γ
2n1
n = qvn1 for some integer v. Then γ = ωˆr for some integer r and (ωˆr)
N
n = 1, where ωˆ is the 2n1(n,n1) -th
primitive root of unity. Thus 2n1(n,n1) |rNn and 2n1t | rN . Hence γ ∈ 〈ωˆ
2n1t
(2n1t,N) 〉. That is γ ∈ 〈q Nn(2n1t,N) 〉.
Since γ
N
n = 1, γ = qnp for some integer p. Then z′γ ∈ S2 only if γ ∈ 〈qn〉 and γ /∈ 〈qnv0〉 for
v0 =
N
(2n1t,N)
. If either 2n | N , or 2n ∤ N and 2(n, n1) ∤ n, then we have generator z2 = [V0(1, 1, 1; 0)].
If v0 = 1, that is N(n, n1)|2nn1, then S2 = S1[z2]. Otherwise, S2 = S1[z2, z′] for z′ = [Vt(qn, 1, 1; 0)].
If 2n ∤ N and 2(n, n1) | n, then [Vr(γ, 1, 1; 0)] ∈ U(n,N,n1,q,0,0,β3) for γ
2n1
n ∈ 〈qn1〉 implies that r is an
odd integer. Let rp ≡ r − 2p mod(t) for 1 ≤ p ≤ t and z′ = [Vt(qn, 1, 1; 0)]. We further assume that
1 ≤ rp ≤ t. Then (z′)v0 = z′(z′)v0−1 = s′′v0−2z′z′qv0−1 by Theorem 5.5. Since q2n1v0 = q
2nn1
(2n1t,N) =
q(r−1)n1 for some 2 ≤ r ≤ t, z′z′
qv0−1
=
t−1∑
p=0,rp<t
(gn−p−rpzt−rp + g
n−pzrp) +
t−1∑
i=0,rp=t
gn−pzt, where
zp =
[ p−12 ]∑
v=0
(−1)v(p−1−vv )g(n−1)vzp−1−2v2 for 3 ≤ p ≤ t. Since qnq n2 = qn, z2z′ = (gn−1 + 1)z′ by
Theorem 5.5. Similarly to the proof of Theorem 5.5, we have z3z
′ = (gn−2 + gn−1 + 1)z′ and
[ t−24 ]∑
v=0
(−1)v
( t−2
2 − v
v
)
g(n−2)v(z3 − gn−1)
t−2
2 −2v − gn−1zt−1 − gn−t − 1 = 0
and z2l+1 =
[ l−12 ]∑
v=0
(−1)v(l−1−vv )g(n−2)v(z3 − gn−1)l−1−2v for 3 ≤ 2l+ 1 ≤ t− 1. 
In the sequel, we always assume that z0 = 0, z1 = 1, z2 = [V2(1, 1, 1; 0)] and
zr =
[ r−12 ]∑
v=0
(−1)v
(
r − 1− v
v
)
g(n−1)vzr−1−2v2 for 3 ≤ r ≤ t.
To determine the Grothendieck ring G0(Hβ) for β1 6= 0, we need the following lemma.
Lemma 5.7. Suppose that β1(γ
n1
1 − γn2 ) 6= 0. Then
[VI(γ1, γ2, γ3; i)][V0(γ
′
1, γ
′
2, γ
′
3; j)] = [VI(γ1γ
′
1, γ2γ
′
2, γ3γ
′
3; i+ j)]
= [V0(γ
′
1, γ
′
2, γ
′
3; j)][VI(γ1, γ2, γ3; i)].
Proof. Since (γn11 − γn2 )β1 6= 0, β1 6= 0. Thus γ′n11 = γ′n2 and γ′2 = γ
′n1n
1 q
s for some 0 ≤ s ≤ n − 1.
Hence ((γ1γ
′
1)
n1 − (γ2γ′2)n)β1 = (γ′1)n1(γn11 − γn2 )β1 6= 0. Let {m0,m1, · · · ,mn−1} be the basis of
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VI(γ1, γ2, γ3; i) with the action given by (2)-(4). Then {m0 ⊗ 1,m1 ⊗ 1, · · · ,mn−1 ⊗ 1} is a basis of
VI(γ1, γ2, γ3; i)⊗ V0(γ′1, γ′2, γ′3; j). With this basis, we get
a · (ml ⊗ 1) = (a ·ml)⊗ (a · 1) = n
√
γ1γ′1q
i+j−lml ⊗ 1,
b · (ml ⊗ 1) = (b ·ml)⊗ (b · 1) = (γ2γ′2)ml ⊗ 1, c · (ml ⊗ 1) = (c ·ml)⊗ (c · 1) = (γ3γ′3)ml ⊗ 1,
x · (ml ⊗ 1) = (x ·ml)⊗ (an1 · 1) + (b ·ml)⊗ (x · 1) = γ′
n1
n
1 q
jn1ml+1 ⊗ 1, for 0 ≤ l ≤ n− 2,
x · (mn−1 ⊗ 1) = (x ·mn−1)⊗ (an1 · 1) + (b ·mn−1)⊗ (x · 1) = β′1(i)γ′
n1
n
1 q
jn1m0 ⊗ 1,
y · (ml ⊗ 1) = (y ·ml)⊗ (an1 · 1) + (c ·ml)⊗ (y · 1) = kn−l+1γ′
n1
n
1 q
jn1ml−1 ⊗ 1, for 1 ≤ l ≤ n− 1,
y · (m0 ⊗ 1) = (y ·m0)⊗ (an1 · 1) + (c ·m0)⊗ (y · 1) = k1γ′
n1
n
1 q
jn1mn−1 ⊗ 1.
Let ul := γ
′n1ln
1 q
jn1lml ⊗ 1. Then {u0, · · · , un−1} is a new basis of VI(γ1, γ2, γ3; i) ⊗ V0(γ′1, γ′2, γ′3; j).
Under this basis, we have
auk =
n
√
γ1γ′1q
i+j−kuk; buk = γ2γ′2uk; cuk = γ3γ
′
3uk for 0 ≤ k ≤ n− 1;
xuk = uk+1, for 0 ≤ k ≤ n− 2; xun−1 = ((γ1γ′1)n1 − (γ2γ′2)n)β1u0;
yup = kn−j+1up−1, for 1 ≤ p ≤ n− 1; yu0 = k1un−1.
Thus, VI(γ1, γ2, γ3; i)⊗V0(γ′1, γ′2, γ′3; j) ∼= VI(γ1γ′1, γ2γ′2, γ3γ′3; i+j). Similarly, we get V0(γ′1, γ′2, γ′3; j)⊗
VI(γ1, γ2, γ3; i) ∼= VI(γ1γ′1, γ2γ′2, γ3γ′3; i+ j). 
Lemma 5.7 implies that
(18) VI(γ1, γ2, γ3, i) ∼= VI(γ′1, 1, γ′3; 0)⊗ V0(γ
n
n1
2 , γ2, γ2q
2n1i; i),
where γ′1 = γ1γ
− nn1
2 satisfying γ
′n1
1 6= 1, γ′3 = γ3γ−12 q−2n1i. If β2 = β3 = 0, then VI(γ′1, 1, γ′3; 0) ∼=
VI(γ
′
1, 1, 1; 0)⊗ V0(1, 1, γ′3; 0). If β2 6= 0, β3 = 0 and γ′3 = qu for some integer u, then VI(γ′1, 1, γ′3; 0) ∼=
VI(γ
′
1, 1, 1; 0)⊗ V0(1, 1, γ′3; 0). If β2 = 0, β3 6= 0 and (γ′3)
n
2 = 1, then VI(γ
′
1, 1, γ
′
3; 0)
∼= VI(γ′1(γ′3)−
n
2n1 ,
1, 1; 0)⊗ V0((γ′3)
n
2n1 , 1, γ′3; 0). If β2β3 6= 0 and (γ′3)
n
2 = γ′n3 = 1, then VI(γ
′
1, 1, γ
′
3; 0)
∼= VI(γ′1(γ′3)−
n
2n1 ,
1, 1; 0)⊗ V0((γ′3)
n
2n1 , 1, γ′3; 0).
Let R3 be the subring of the Grothentieck ring G0(Hβ) for β1 6= 0 generated by R2 and
{[VI(γ1, γ2, γ3; i)]|γn11 6= γn2 , i ∈ Zn}. Then R3 is isomorphic to a quotient ring of R2[xζ1,ζ2 |ζ2 ∈
K∗, ζ1 ∈ K̂0], where K̂0 = (K∗/{ω¯r|r ∈ Z}) \ {1} and xζ1,ζ2 = [VI(ζ1, 1, ζ2; 0)]. Moreover, if β2 = 0
and β1β3 6= 0, then R3 is the Grothendieck ring of G0(Hβ).
Suppose that β2 = β3 = 0 and β1 6= 0. Then the Grothendieck ring G0(H) is isomorphic to a
quotient ring of the algebra R′2 = R1[xζ,1|ζ ∈ K̂0].
In the next theorem, we use xζ1,ζ2 to denote g
ζ
n
2n1
2 ,1,ζ2
xζ′,1 for ζ
′ = ζ1ζ
− n2n1
2 satisfying ζ
n
2
2 = 1. Let
rp = r−2p mod(t) and 1 ≤ rp ≤ t, where r is the minimal positive integer such that ζ2ζ′2(ζ1ζ′1)−
2n1
n =
q(−r+1)n1 . Then rp is the minimal positive integer such that ζ2ζ′2(ζ1ζ
′
1)
− 2n1n = q(−2p−r+1)n1 .
Theorem 5.8. Suppose that β1β3 6= 0, β2 = 0 and K∗∗ = (K∗/{ζ ∈ K|ζ n2 = 1}) \ {1¯}. Let
z′′ξ = [Vt(1, 1, ξ; 0)] for ξ ∈ K∗ := (K∗/〈qn1〉) \ {1¯}. Then the Grothendieck ring R3 := G0(Hβ) is
isomorphic to the commutative ring R1[z2, xζ1,ζ2 , z
′′
ξ |ζ1 ∈ K̂0, ζ2 ∈ K∗∗, ξ ∈ K∗] with relations (14),
z2xζ1,ζ2 = xζ1q
n
2 ,ζ2
+ gn−1x
ζ1q
n
2 ,ζ2
, z2z
′′
ξ = η(z
′′
ξq−n1 + g
n−1z′′ξq−n1 ),
,
xζ1,ζ2z
′′
ξ = s
′′xζ1,ζ2ξ, z
′′
ξ z
′′
ξ′ = s
′′z′′ξξ′ for ξξ
′ ∈ K∗,
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z′′ξ z
′′
ξ′ =
t−1∑
p=0,r′p<t
gn−p(g−r
′
pg
q−
(t−r′p−1)n
2 ,1,ξξ′
zt−r′p + g
q−
(r′p−1)n
2 ,1,ξξ′
zr′p) +
t−1∑
i=0,r′p=t
gn−pg
q−
(t−1)n
2 ,1,ξξ′
zt
for r′ is the minimal positive integer such that ξξ′ = qr
′n1 ,
(19)
xζ1,ζ2xζ′1,ζ′2 =

sxζ1ζ′1,ζ2ζ′2 , (ζ1ζ
′
1)
n1 6= 1
s′gζ1ζ′1,1,ζ2ζ′2
n−1∑
p=0
(gn−p−rpzt−rp + g
n−pzrp), (ζ1ζ
′
1)
n1 = 1, (ζ1ζ
′
1)
− 2n1n ζ2ζ2 ∈ 〈qn1〉,
usgζ1ζ′1,1,1z
′′
ζ2ζ′2
, (ζ1ζ
′
1)
n1 = 1, (ζ1ζ
′
1)
− 2n1n ζ2ζ2 ∈ K∗,
where s′ =
u∑
k=1
gkt ∈ R1, zr =
[ r−12 ]∑
v=0
(−1)v(r−1−vv )g(n−1)vzr−1−2v2 for 3 ≤ r ≤ t and η = [V0(q n2 , 1, qn1 ; 0)].
Proof. Since β2 = 0, G0(Hβ) is generated by [VI(γ1, γ2, γ3; i)], [V0(γ1, γ2, γ3; i)] and [Vr(γ1, γ2, γ3; i)]
for r ≤ t. Suppose that γn11 = γn2 and γ
− 2n1n
1 γ2γ3 6= qn1v for any integer v. Then [Vt(γ1, γ2, γ3; i)] =
[Vt(1, 1, γ3γ
−1
2 ; 0)][V0(γ1, γ2, γ2; i)], where γ
−1
2 γ3 6= qn1v for any integer v. In addition, we have [Vt(1, 1,
γ−12 γ3q
n1 ; 0)] = [Vt(1, 1, γ
−1
2 γ3, 0)][V0(1, 1, q
n1 ; 0)]. Therefore G0(Hβ) is generated by R1, z2, xζ1,ζ2
and z′′ζ = [Vt(1, 1, ξ; 0)] for ξ ∈ (K∗/〈qn1〉) \ {1¯}.
Similar to the proof of Theorem 5.5, we have equation (14),
z2z
′′
ξ = η(z
′′
ξq−n1 + g
n−1z′′ξq−n1 ), z
′′
ξ z
′′
ξ′ =
t−1∑
i=0
gn−pz′′ξξ′ for ξξ
′ ∈ K∗,
z′′ξ z
′′
ξ′ =
t−1∑
p=0,r′p<t
gn−p(g−r
′
pg
q−
(t−r′p−1)n
2 ,1,ξξ′
zt−r′p + g
q−
(r′p−1)n
2 ,1,ξξ′
zr′p) +
t−1∑
i=0,r′p=t
gn−pg
q−
(t−1)n
2 ,1,ξξ′
zt
for ξξ′ = qr
′n1 , where zr =
[ r−12 ]∑
v=0
(−1)v(r−1−vv )g(n−1)vzr−1−2v2 for 3 ≤ r ≤ t, η = [V0(q n2 , 1, qn1 ; 0)] and
r′p = r
′ − 2p(mod t) for 1 ≤ p ≤ t, r′ is the minimal positive integer such that ξξ′ = qr′n1 .
(1) Let {m0, · · · ,mn−1} (resp. {m′0,m′1}) be basis of VI(ζ1, 1, ζ2; 0) (resp. V2(1, 1, 1; 0)) with the
action given by (2)-(4)(resp. (9)-(11), where ki is replace by k
′
i). Then {ml ⊗m′v, 0 ≤ l ≤ n− 1, 0 ≤
v ≤ 1} is a basis of VI(ζ1, 1, ζ2; 0)⊗ V2(1, 1, 1; 0). With this basis, we have
a · (ml ⊗m′v) = (a ·ml)⊗ (a ·m′v) = ζ
1
n
1 q
1
2−l−vml ⊗m′v,
b · (ml ⊗m′v) = (b ·ml)⊗ (b ·m′v) = ml ⊗m′v, c · (ml ⊗m′v) = (c ·ml)⊗ (c ·m′v) = ζ2ml ⊗m′v,
y(ml ⊗m′v) =

q
n1
2 kn−l+1ml−1 ⊗m′0, if 1 ≤ l ≤ n− 1, v = 0
q
n1
2 k1mn−1 ⊗m′0, if l = v = 0
q
n1
2 −kn1kn−l+1ml−1 ⊗m′1 + ζ2k′1ml ⊗m′0, if 1 ≤ l ≤ n− 1, v = 1
q
n1
2 −kn1k1mn−1 ⊗m′1 + ζ2k′1m0 ⊗m′0, if l = 0, v = 1
and
xt(ml ⊗m′v) =
ml+t ⊗m′v, 0 ≤ l ≤ n− t− 1β1(γn11 − 1)ml+t−n ⊗m′v, n− t ≤ l ≤ n− 1 .
If (n1, n) = u, then |qn1 | = |qu| = nu . Hence n = ut and
xn−1(ml ⊗m′v) =
1−v∑
l′=0
(
t− 1
l′
)
qn1
q
(n−1−l′)n1
2 +(−l−l′)(t−1−l′)n1xn−1−l
′
ml ⊗m′v+l′ .
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Let v0 = m0 ⊗m′0 + α1mn−1 ⊗m′1 , v1 = m0 ⊗m′1 and yv0 = θxn−1v0. Then
yv0 = α1q
−n12 k2mn−2 ⊗m′1 + (q
n1
2 k1 + α1ζ2k
′
1)mn−1 ⊗m′0,
and
xn−1v0 = q
(n−1)n1
2 mn−1 ⊗m′0 − q
(n−2)n1
2 −(t−1)n1mn−2 ⊗m′1
+α1β1(ζ
n1
1 − 1)q
(n−1)n1
2 −(t−1)n1mn−2 ⊗m′1.
Thus,
α1k2 − q−(t−1)n1(q
n1
2 k1 + α1ζ2k
′
1)(α1β1(ζ
n1
1 − 1)q
n1
2 − 1) = 0.
Hence we can determine the α1. In addition, Hβv0 ∼= VI(ζ1q n2 , 1, ζ2; 0) is an irreducible submodule of
VI(ζ1, 1, ζ2; 0)⊗ V2(1, 1, 1; 0) by the proof of Lemma 4.2.
By the same way, we can prove that
(Hβv1 +Hβv0)/Hβv0 ∼= VI(ζ1q n2 , 1, ζ2;n− 1) ∼= VI(ζ1q n2 , 1, ζ2; 0)⊗ V0(1, 1, 1;n− 1)
is an irreducible submodule of VI(ζ1, 1, ζ2; 0) ⊗ V2(1, 1, 1; 0)/Hβv0. Hence xζ1,ζ2z2 = xζ1q n2 ,ζ2 +
gn−1x
ζ1q
n
2 ,ζ2
, where g = [V0(1, 1, 1; 1)]. Similarly, we have z2xζ1,ζ2 = xζ1q
n
2 ,ζ2
+ gn−1x
ζ1q
n
2 ,ζ2
.
By the same way, we can obtain that
[VI(ζ1, 1, ζ2; 0)][Vt(1, 1, ξ; 0)] =
t−1∑
p=0
[VI(ζ1, 1, ζ2ξ;n− p)] = [Vt(1, 1, ξ; 0)][VI(ζ1, 1, ζ2; 0)].
Hence xζ1,ζ2z
′′
ξ =
t−1∑
p=0
gn−pxζ1,ζ2ξ.
(2) Let {m0, · · · ,mn−1} (resp. {m′0, · · · ,m′n−1}) be a basis of VI(ζ1, 1, ζ2; 0) (resp. VI(ζ′1, 1, ζ′2; 0))
with the action given by (2)-(4) (resp. (2)-(4) with ki replaced by k
′
i). Then {ml⊗m′v, 0 ≤ l, v ≤ n−1}
is a basis of VI(ζ1, 1, ζ2; 0)⊗ VI(ζ′1, 1, ζ′2; 0). With respect to this basis, we have
a · (ml ⊗m′v) = (a ·ml)⊗ (a ·m′v) = (ζ1ζ′1)
1
n q−l−vml ⊗m′v,
b · (ml ⊗m′v) = (b ·ml)⊗ (b ·m′v) = ml ⊗m′v,
c · (ml ⊗m′v) = (c ·ml)⊗ (c ·m′v) = (ζ2ζ′2)ml ⊗m′v,
y(ml ⊗m′v) =

ζ
′n1n
1 k1mn−1 ⊗m′0 + ζ2k′1m0 ⊗m′n−1, l = v = 0
ζ
′n1n
1 q
−vn1k1mn−1 ⊗m′v + ζ2k′n−v+1m0 ⊗m′v−1, l = 0, 1 ≤ v ≤ n− 1
ζ
′n1n
1 kn−l+1ml−1 ⊗m′0 + ζ2k′1ml ⊗m′n−1, 1 ≤ l ≤ n− 1,
ζ
′n1n
1 q
−vn1kn−l+1ml−1 ⊗m′v + ζ2k′n−v+1ml ⊗m′v−1, 1 ≤ l, v ≤ n− 1
,
xt(ml ⊗m′v) =

ml ⊗m′t+v + ζ′
tn1
n
1 ml+t ⊗m′v, if t+ v, t+ l < n
ml ⊗m′t+v + β1(ζn11 − 1)ζ
′ tn1n
1 ml+t−n ⊗m′v, if t+ v < n, t+ l ≥ n
β1((ζ
′n1
1 − 1)ml ⊗m′t+v−n + (ζn11 − 1)ζ
′ tn1n
1 ml+t−n ⊗m′v), if t+ v, t+ l ≥ n
β1(ζ
′n1
1 − 1)ml ⊗m′t+v−n + ζ′
tn1
n
1 ml+t ⊗m′v, if t+ v ≥ n, t+ l < n.
.
(I) If ((ζ1ζ
′
1)
n1 − 1)β1 6= 0, let vp = m0 ⊗m′p +
n−1∑
l=p+1
αlmn+p−l ⊗m′l for 0 ≤ p ≤ n− 1. Assume
that yv0 = θx
n−1v0, similar to (1), we can determine αl, 1 ≤ l ≤ n − 1. Hence, A0 := Hβv0 ∼=
VI(ζ1ζ
′
1, 1, ζ2ζ
′
2; 0) is an irreducible submodule of VI(ζ1, 1, ζ2; 0)⊗ VI(ζ′1, 1, ζ′2; 0).
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By the same way, we can determine that
Ap := (Hβvp +
p−1∑
l=0
Hβvl)/
p−1∑
l=0
Hβvl ∼= VI(ζ1ζ′1, 1, ζ2ζ′2;n− p)
is an irreducible submodule of VI(ζ1, 1, ζ2; 0) ⊗ VI(ζ′1, 1, ζ′2; 0)/
∑p−1
l=0 Hβvl for 1 ≤ p ≤ n − 1. Hence
[VI(ζ1, 1, ζ2; 0)][VI(ζ
′
1, 1, ζ
′
2; 0)] =
n−1∑
p=0
[VI(ζ1ζ
′
1, 1, ζ2ζ
′
2;n−p)] =
n−1∑
p=0
[VI(ζ1ζ
′
1, 1, ζ2ζ
′
2; 0)][V0(1, 1, 1;n−p)].
Consequently, xζ1,ζ2xζ′1,ζ′2 =
n−1∑
p=0
gn−pxζ1ζ′1,ζ2ζ′2 =
n−1∑
p=0
gpxζ1ζ′1,ζ2ζ′2 .
(II) In the case that ((ζ1ζ
′
1)
n1 − 1)β1 = 0. Since β2 = 0, we have yn = 0. There exists an
element v′ ∈ VI(ζ1, 1, ζ2; 0)⊗VI(ζ′1, 1, ζ′2; 0) such that yv′ = 0. We assume that v′ =
d∑
l=0
αlmd−l⊗m′l+
n−1∑
l=d+1
αlmn+d−l ⊗m′l for ay = qya. Let
yv′ = (md−1 ⊗m′1,md−2 ⊗m′2, · · · ,md ⊗m′0)C(α0, · · · , αn−1),
then det(C) = 0. Let vp =
p∑
l=0
αlmp−l ⊗m′l +
n−1∑
l=p+1
αlmn+p−l ⊗m′l for 0 ≤ p ≤ n− 1,
yvp = (mp−1 ⊗m′0,mp−2 ⊗m′1, · · · ,mp ⊗m′n−1)Dp(α0, · · · , αn−1),
xn−1vp = (mp−1 ⊗m′0,mp−2 ⊗m′1, · · · ,mp ⊗m′n−1)Bp(α0, · · · , αn−1),
where
Dp =

ζ
′n1n
1 kn−p+1 ζ2k
′
n · · · 0
...
. . .
. . .
...
0 · · · ζ′
n1
n
1 kn−p−1q
(−n+2)n1 ζ2k′2
ζ2k
′
1 · · · 0 ζ′
n1
n
1 kn−pq
(−n+1)n1
 ,
Bp =

ζ
′ (n−1)n1n
1 · · ·
(
t−1
1
)
qn1
β1(ζ
′n1
1 − 1)ζ′
(n−2)n1
n
1
...
. . .
...
β1(ζ
n1
1 − 1) · · · ζ
′ (n−1)n1n
1 q
(−n+1)(t−1)n1
 .
Since det(Dp) = det(C) = 0 and Dp − λBp 6= 0 for any λ, there exists αl for 0 ≤ l ≤ n− 1 such that
yvp = 0 and x
n−1vp 6= 0. In fact, Hvi ∩ Hvj = 0 for any 0 ≤ i < j ≤ n − 1. If there is a λ ∈ K
such that vj = λx
j−ivi. Then xn−1v1 = λxn−1+j−iv0 = λβ1((ζ1ζ′1)
n1 − 1)xj−i−1vi = 0, which is a
contradiction. Thus, VI(ζ1, 1, ζ2; 0)⊗ VI(ζ′1, 1, ζ′2; 0) =
n−1⊕
p=0
Hβvp. Notice that
yxk
′
(ml ⊗m′v) = q−n1k
′
xk
′
y(ml ⊗m′v)
+
1− q−k′n1
1− q−n1 β3(q
(2(−v−l)−k′+1)n1(ζ1ζ′1)
2n1
n − (ζ2ζ′2))xk
′−1(ml ⊗m′v).
In the case when there exists an integer l such that ζ2ζ
′
2 − (ζ1ζ′1)
2n1
n q(−2p−l+1)n1 = 0. Let
rp be the minimal positive integer such that ζ2ζ
′
2(ζ1ζ
′
1)
− 2n1n = q(−2p−rp+1)n1 . Then 1 ≤ rp ≤
t and rp = r − 2p mod(t), where r is the minimal positive integer such that ζ2ζ′2(ζ1ζ′1)−
2n1
n =
q(−r+1)n1 . Thus 1 ≤ rp ≤ t and rp is the minimal positive integer such that yxrpvp = 0. Thus,
yxkt+rpvp = 0 for 0 ≤ k ≤ u − 1, where u = nt . Notice that yxktvp = 0 for 0 ≤ k ≤ u − 1.
Hence Ap,2k+1 := Hβx
(u−k−1)t+rpvp/Hβx(u−k)tvp ∼= Vt−rp(ζ1ζ′1, 1, ζ2ζ′2;n − p + (k + 1)t − rp) ∼=
Vt−rp(1, 1, 1; 0) ⊗ V0(ζ1ζ′1, 1, ζ2ζ′2;n − p + (k + 1)t − rp) ∼= Vt−rp(1, 1, 1; 0) ⊗ V0(ζ1ζ′1, 1, ζ2ζ′2; 0) ⊗
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V0(1, 1, 1; 1)
⊗(n−p+(k+1)t−rp), Ap,2(k+1) := Hβx(u−k−1)tvp/Hβx(u−k−1)t+rpvp ∼= Vrp(ζ1ζ′1, 1, ζ2ζ′2;n −
p+ (k+ 1)t) ∼= Vrp(1, 1, 1; 0)⊗ V0(ζ1ζ′1, 1, ζ2ζ′2;n− p+ (k+ 1)t) ∼= Vrp(1, 1, 1; 0)⊗ V0(ζ1ζ′1, 1, ζ2ζ′2; 0)⊗
V0(1, 1, 1; 1)
⊗(n−p+(k+1)t) for 0 ≤ k ≤ u − 1. Therefore [Ap,2k+1] = zt−rpg(k+1)t−p−rpgζ1ζ′1,1,ζ2ζ′2 and
[Ap,2(k+1)] = zrpg
(k+1)t−pgζ1ζ′1,1,ζ2ζ′2 Consequently,
n−1∑
p=0
[Hβvp] =
n−1∑
p=0
2u∑
v=1
[Ap,v]
=
n−1∑
p=0
(
u−1∑
k=0
g(k+1)t−p−rpzt−rp +
u−1∑
k=0
g(k+1)t−pzrp)gζ1ζ′1,1,ζ2ζ′2
=
n−1∑
p=0
(gn−p−rpzt−rp + g
n−pzrp)s
′gζ1ζ′1,1,ζ2ζ′2 ,
where s′ =
u∑
k=1
gkt.
If ζ2ζ
′
2 6= (ζ1ζ′1)
2n1
n qvn1 for any integer v, then yxktvp = 0 for 0 ≤ k ≤ u − 1, where u = nt .
Thus Ap,v := Hβx
(u−v)tvp/Hβx(u−v+1)tvp ∼= Vt(ζ1ζ′1, 1, ζ2ζ′2;n− p+ vt) ∼= V0(ζ1ζ′1, 1, 1;n− p+ vt) ⊗
Vt(1, 1, ζ2ζ
′
2; 0) for 1 ≤ v ≤ u. Hence [Ap,v] = gζ1ζ′1,1,1gn−p+vtz′′ζ2ζ′2 . Consequently, xζ1,ζ2xζ′1,ζ′2 =
n−1∑
p=0
u∑
v=1
[Ap,v] = usgζ1ζ′1,1,1z
′′
ζ2ζ′2
, where u = nt . 
Corollary 5.9. (1) Suppose that β1β3 6= 0 and (N,nn1, 2n1t) < (nn1, N).
(I) If either 2n | N , or 2n ∤ N and 2(n, n1) ∤ n, then the Grothendieck ring S3 := G0(U(n,N,n1,q,β1,0,β3))
is isomorphic to the commutative ring S2[x
∗] = Z[g, h2, z2, z′′, x∗] with relations (14),
(20) z′′v1 = s′′v1−2
 t−1∑
p=0,rp<t
(gn−p−rpzt−rp + g
n−pzrp) +
t−1∑
i=0,rp=t
gn−pzt
 ,
z2z
′′ = (1 + gn−1)z′′, z2x∗ = (1 + gn−1)x∗ and x∗
N
(N/n,n1) = us
N
(N/n,n1)
−1
z′′.
(II) If 2n ∤ N and 2(n, n1) | n, then the Grothendieck ring S3 := G0(U(n,N,n1,q,β1,0,β3)) is
isomorphic to the commutative ring S2[x
∗] = Z[g, h2, z3, z′′, x∗] with relations (17), (20), z3z′′ =
(1 + gn−1 + gn−2)z′′, z3x∗ = (1 + gn−1 + gn−2)x∗ and x∗
N
(N/n,n1) = us
N
(N/n,n1)
−1
z′′.
(2) Suppose that β1β3 6= 0 and (N,nn1, 2n1t) = (nn1, N). Then the Grothendieck ring
G0(U(n,N,n1,q,β1,0,β3)) =
Z[g, h2, z2, x∗], 2n | N or 2n ∤ N and 2(n, n1) ∤ nZ[g, h2, z3, x∗], 2n ∤ N and 2(n, n1) | n
is a subring of S3.
Proof. Suppose that VI(γ, 1, 1; 0) is an irreducible representation of U(n,N,n1,q,β1,0,β3). Then γ
N
n = 1
and γn1 6= 1. Assume that γ Nn = γn1 = 1. Then γ = qnr for some integer r and N |nn1r. Thus
γ ∈ 〈q Nn(N,nn1) 〉. We further assume that γ 2n1n ∈ 〈qn1〉, then γ ∈ 〈q Nn(N,nn1) 〉∩〈q Nn(N,2n1t) 〉 = 〈q Nn(N,nn1,2n1t) 〉.
Let v1 =
(nn1,N)
(nn1,2n1t,N)
and q
2n1N
(N,nn1,2n1t) = q(r−1)n1 for some 2 ≤ r ≤ t. Then
z′′v1 = s′′v1−2
 t−1∑
p=0,rp<t
(gn−p−rpzt−rp + g
n−pzrp) +
t−1∑
i=0,rp=t
gn−pzt
 ,
z2z
′′ = (1 + gn−1)z′′ and z3z′′ = (1 + gn−1 + gn−2)z′′, where z′′ = [Vt(q
Nn
(N,nn1) , 1, 1; 0)]. Let x∗ =
[VI(q
n, 1, 1; 0)]. Then z2x
∗ = (1+gn−1)x∗, z3x∗ = (1+gn−1+gn−2)x∗, and x∗
N
(N/n,n1) = us
N
(N/n,n1)
−1
z′′
by Theorem 5.8. 
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Theorem 5.10. Suppose that β1 6= 0 and β2 = β3 = 0. Then the Grothendieck ring G0(Hβ) = R′2 :=
R1[xζ,1|ζ ∈ K̂0] with relations
(21) xζ,1xζ′,1 =
sxζζ′,1, if (ζζ′)n1 6= 1nsgζζ′,1,1, if (ζζ′)n1 = 1.
Proof. In the case that (ζ1ζ
′
1)
n1 − 1 6= 0, according to the proof of Theorem 5.8, we have
[VI(ζ1, 1, 1; 0)][VI(ζ
′
1, 1, 1; 0)] =
n−1∑
p=0
[VI(ζ1ζ
′
1, 1, 1;n− p)]
=
n−1∑
p=0
[VI(ζ1ζ
′
1, 1, 1; 0)][V0(1, 1, 1;n− p)].
Hence, xζ,1xζ′,1 =
n−1∑
p=0
gn−pxζζ′,1 = sxζζ′,1.
In the case that (ζ1ζ
′
1)
n1 = 1, let {m0, · · · ,mn−1} and {m′0, · · · ,m′n−1} be bases of VI(ζ1, 1, 1; 0)
and VI(ζ
′
1, 1, 1; 0) with the action given by (2)-(4) respectively. Then {ml ⊗ m′k, 0 ≤ l, k ≤ n − 1}
is a basis of VI(ζ1, 1, 1; 0) ⊗ VI(ζ′1, 1, 1; 0). From the proof of Theorem 5.8, we have VI(ζ1, 1, 1; 0) ⊗
VI(ζ
′
1, 1, 1; 0) =
n−1⊕
p=0
Hβvp, where vp =
p∑
l=0
αlmp−l ⊗ m′l +
n−1∑
l=p+1
αlmn+p−l ⊗ m′l defined in proof of
Theorem 5.8 for 0 ≤ p ≤ n − 1. Since β3 = 0, then yxvp = 0 for 0 ≤ p ≤ n − 1. Hence
[VI(ζ1, 1, 1; 0)][VI(ζ
′
1, 1, 1; 0)] =
n−1∑
p=0
n∑
v=1
[V0(ζ1ζ
′
1, 1, 1;n − p − v)]. Since gn = 1,
n−1∑
p=0
n∑
v=1
gn−v−p =
n−1∑
p=0
gn−p
n∑
v=1
gn−v = n
n−1∑
p=0
gp. Thus [VI(ζ1, 1, 1; 0)][VI(ζ
′
1, 1, 1; 0)] =
n−1∑
p=0
n∑
v=1
gn−p−v[V0(ζ1ζ′1, 1, 1; 0)] =
n
n∑
p=1
gp[V0(ζ1ζ
′
1, 1, 1; 0)] = nsgζ1ζ′1,1,1. 
Corollary 5.11. Suppose that β1 6= 0. Then the Grothendieck ring G0(U(n,N,n1,q,β1,0,0) = S1[x∗] =
Z[g, h, x∗] with relations
(22) x∗
N
(N/n,n1) = n
N
(N/n,n1)
−1
sh.
Proof. Suppose that VI(γ, 1, 1; 0) is an irreducible representation of U(n,N,n1,q,β1,0,0). Then γ
N
n = 1
and γn1 6= 1. Thus γ ∈ 〈qn〉 \ 〈q N(N/n,n1) 〉 by the proof of Corollary 5.9. Let x∗ = [VI(qn, 1, 1; 0)]. Then
G(U(n,N,n1,q,β12,0,0)) = Z[g, h, x∗]. Since q
Nn1
(N/n,n1) = 1, x∗
N
(N/n,n1) = x∗
N
(N/n,n1)
−1
x∗ = ns
N
(N/n,n1)
−1
h
by Theorem 5.10. 
To determine the Grothendieck ring G0(Hβ) for β2 6= 0, we need the following lemma.
Lemma 5.12. Suppose that β1(γ
n1
1 −γn2 ) = 0, β2(γn11 −γn3 ) 6= 0 and β1(γ′n11 −γ′n2 ) = β2(γ′n11 −γ′n3 ) =
β3(γ
′
1
− 2n1n γ′2γ
′
3 − q2n1j) = 0. Then
[VII(γ1, γ2, γ3; i)][V0(γ
′
1, γ
′
2, γ
′
3; j)] = [VII(γ1γ
′
1, γ2γ
′
2, γ3γ
′
3; i+ j)]
= [V0(γ
′
1, γ
′
2, γ
′
3; j)][VII(γ1, γ2, γ3; i)].
Proof. Since β2(γ
n1
1 − γn3 ) 6= 0, β2 6= 0. Thus γ′n11 = γ′n3 and γ′3 = γ′
n1
n
1 q
s for some 1 ≤ s ≤ n − 1.
Hence β2((γ1γ
′
1)
n1−(γ3γ′3)n) = β2(γn11 −γn3 )(γ′3)n 6= 0. Since β1(γn11 −γn2 ) = 0 and β1(γ′n11 −γ′n2 ) = 0,
β1((γ1γ
′
1)
n
1 − (γ2γ′2)n) = 0. Let {m0,m1, · · · ,mn−1} be the basis of VII(γ1, γ2, γ3; i) with the action
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given by (5)-(7). Then {m0⊗ 1,m1⊗ 1, · · · ,mn−1⊗ 1} is a basis of VII(γ1, γ2, γ3; i)⊗V0(γ′1, γ′2, γ′3; j).
With this basis, we have
a · (ml ⊗ 1) = (a ·ml)⊗ (a · 1) = n
√
γ1γ′1q
i+j+lml ⊗ 1,
b · (ml ⊗ 1) = (b ·ml)⊗ (b · 1) = (γ2γ′2)ml ⊗ 1,
c · (ml ⊗ 1) = (c ·ml)⊗ (c · 1) = (γ3γ′3)ml ⊗ 1,
x · (ml ⊗ 1) = (x ·ml)⊗ (an1 · 1) + (b ·ml)⊗ (x · 1) = klγ′
n1
n
1 q
jn1ml−1 ⊗ 1, for 1 ≤ l ≤ n− 1,
x · (m0 ⊗ 1) = (x ·m0)⊗ (an1 · 1) + (b ·m0)⊗ (x · 1) = knγ′
n1
n
1 q
jn1mn−1 ⊗ 1,
y · (ml ⊗ 1) = (y ·ml)⊗ (an1 · 1) + (c ·ml)⊗ (y · 1) = γ′
n1
n
1 q
jn1ml+1 ⊗ 1, for 0 ≤ 0 ≤ n− 2,
y · (mn−1 ⊗ 1) = (y ·mn−1)⊗ (an1 · 1) + (c ·mn−1)⊗ (y · 1) = β2(γn11 − γn3 )γ
′n1n
1 q
jn1m0 ⊗ 1.
Let ul := γ
′n1ln
1 q
jn1lml ⊗ 1. Then {u0, · · · , un−1} is a new basis of VII(γ1, γ2, γ3; i)⊗ V0(γ′1, γ′2, γ′3; j).
Under this basis, we have
aup =
n
√
γ1γ′1q
i+j+pup; bup = γ2γ
′
2up; cup = γ3γ
′
3up for 0 ≤ p ≤ n− 1;
xup = k
′
pup−1, for 1 ≤ p ≤ n− 1; xu0 = k′0un−1;
yup = up+1, for 0 ≤ p ≤ n− 2; yun−1 = β2((γ1γ′1)n1 − (γ2γ′2)n)u0.
Thus, VII(γ1, γ2, γ3; i)⊗V0(γ′1, γ′2, γ′3; j) ∼= VII(γ1γ′1, γ2γ′2, γ3γ′3; i+ j). Similarly, we get that V0(γ′1, γ′2,
γ′3; j)⊗ VII(γ1, γ2, γ3; i) ∼= VII(γ1γ′1, γ2γ′2, γ3γ′3; i+ j). 
From Lemma 5.12, we get
(23) VII(γ1, γ2, γ3, i) ∼= VII(γ′1, γ′2, 1; 0)⊗ V0(γ
n
n1
3 , γ3q
2n1i, γ3; i)
for some nonzero integer p and γ′1 = γ1γ
− nn1
3 satisfing γ
′n1
1 6= 1, γ′2 = γ2γ−13 q−2n1i. If β1 =
β3 = 0, then VII(γ1, γ2, 1; 0) ∼= VII(γ1, 1, 1; 0) ⊗ V0(1, γ2, 1; 0). If β1 6= 0, then VII(γ1, γ2, 1; 0) =
VII(γ1, γ
n1
n
1 q
u, 1; 0) = VII(γ1, γ
n1
n
1 , 1; 0) ⊗ V0(1, qu, 1; 0) for some integer u. If β1 = 0, β3 6= 0 and
γ2 = q
u for some integer u, then VII(γ1, γ2, 1; 0) ∼= VII(γ1, 1, 1; 0)⊗ V0(1, γ2, 1; 0).
Let yǫ1,ǫ2 = [VII(ǫ1, ǫ2, 1; 0)] for ǫ1 ∈ K̂0 := (K∗/{ω¯v | v ∈ Z}) \ {1}, ǫ2 ∈ K∗. Then, if
β2 6= 0 and β1 = β3 = 0, then the Grothendieck ring of G0(Hβ) is isomorphic to a quotient ring of
R′′2 = R1[yǫ,1|ǫ ∈ K̂0]. Similar to the proof of Theorem 5.10, we can prove the following theorem.
Theorem 5.13. Suppose that β2 6= 0 and β1 = β3 = 0. Then the Grothendieck ring G0(Hβ) = R′′2 :=
R1[yǫ,1|ǫ ∈ K̂0] with the relations
(24) yǫ1,1yǫ2,1 =
syǫ1ǫ2 , (ǫ1ǫ2)n1 6= 1nsgǫ1ǫ2,1,1, (ǫ1ǫ2)n1 = 1.
Corollary 5.14. Suppose that β2 6= 0. Then the Grothendieck ring G0(U(n,N,n1,q,0,β2,0)) = S′′2 :=
S1[y
∗] with the relations
(25) y∗
N
(N/n,n1) = n
N
(N/n,n1)
−1
sh.
Proof. Similar to the proof of Corollary 5.11. 
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Theorem 5.15. Suppose that β1β2 6= 0 and β3 = 0. Then the Grothendieck ring R′3 of Hβ is equal
to R1[xζ1,ζ2 , yǫ1,ǫ2 |(ζ1, ζ2) ∈ K̂0 ×K∗, ǫ1 ∈ K̂0, ǫ2 = ǫ
n1
n
1 ] with the relations
(26) xζ1,ζ2xζ′1,ζ′2 =

sxζ1ζ′1,ζ, (ζ1ζ
′
1)
n1 − 1 6= 0
sg
ζ
n
n1 ,ζ,ζ
y
ζ1ζ′1ζ
−
n
n1 ,ζ−1
, (ζ1ζ
′
1)
n1 = 1, (ζ1ζ
′
1)
n1 6= ζn
nsgζ1ζ′1,1,ζ, (ζ1ζ
′
1)
n1 = ζn = 1
;
where ζ = ζ2ζ
′
2,
(27) yǫ1,ǫ2yǫ′1,ǫ′2 =
syǫ1ǫ′1,ǫ2ǫ′2 , (ǫ1ǫ′1)n1 6= 1nsgǫ1ǫ′1,ǫ2ǫ′2,1, (ǫ1ǫ′1)n1 = 1 ;
xζ1,ζ2yǫ1,ǫ2 = sgǫ1,ǫ2,ǫ2xζ1,ζ2ǫ−12
= yǫ1,ǫ2xζ1,ζ2 .
Proof. By the proofs of Theorem 5.10 and Theorem 5.13, we have the equation (26) except for the
case of (ζ1ζ
′
1)
n1 − 1 = 0, (ζ1ζ′1)n1 − (ζ2ζ′2)n 6= 0 and equation (27).
(1) In the case when ((ζ1ζ
′
1)
n1 − 1)β1 = 0 and ((ζ1ζ′1)n1 − (ζ2ζ′2)n)β2 6= 0. Then (ζ1ζ′1)n1 = 1
and (ζ2ζ
′
2)
n 6= (ζ1ζ′1)n1 . Let {m0, · · · ,mn−1} and {m′0, · · · ,m′n−1} be bases of VI(ζ1, 1, ζ2; 0) and
VI(ζ
′
1, 1, ζ
′
2; 0) with the action given by (2)-(4) respectively. Then {ml⊗m′k, 0 ≤ l, k ≤ n−1} is a basis
of VI(ζ1, 1, ζ2; 0)⊗VI(ζ′1, 1, ζ′2; 0). Let vp = m0⊗m′p+
n−1∑
l=p+1
αlmn+p−l⊗m′l for 0 ≤ p ≤ n−1. Assume
that xv0 = θy
n−1v0. Similarly to the proof of Theorem 5.10, we can determine αl, 1 ≤ l ≤ n − 1.
Hence, Hβv0 ∼= VII(ζ1ζ′1, 1, ζ2ζ′2; 0) ∼= V0((ζ2ζ′2)
n
n1 , ζ2ζ
′
2, ζ2ζ
′
2; 0) ⊗ VII(ζ1ζ′1(ζ2ζ′2)−
n
n1 , (ζ2ζ
′
2)
−1, 1; 0) is
an irreducible submodule of VI(ζ1, 1, ζ2; 0)⊗ VI(ζ′1, 1, ζ′2; 0).
By the same way, we can prove that
(Hβvp +
p−1∑
l=0
Hβvl)/
p−1∑
l=0
Hβvl ∼= VII(ζ1ζ′1, 1, ζ2ζ′2;n− p)
∼= VII(ζ1ζ′1(ζ2ζ′2)−
n
n1 , (ζ2ζ
′
2)
−1, 1; 0)⊗ V0((ζ2ζ′2)
n
n1 , ζ2ζ
′
2, ζ2ζ
′
2;n− p)
is an irreducible submodule of VI(ζ1, 1, ζ2; 0) ⊗ VI(ζ′1, 1, ζ′2; 0)/
p−1∑
l=0
Hβvl for 1 ≤ p ≤ n − 1. Hence
[VI(ζ1, 1, ζ2; 0)][VI(ζ
′
1, 1, ζ
′
2; 0)] =
n−1∑
p=0
[VII(ζ1ζ
′
1, 1, ζ2ζ
′
2;n− p)]. Consequently,
xζ1,ζ2xζ′1,ζ′2 = c2yζ1ζ′1(ζ2ζ′2)
−
n
n1 ,(ζ2ζ′2)
−1
where c2 =
n−1∑
p=0
[V0((ζ2ζ
′
2)
n
n1 , ζ2ζ
′
2, ζ2ζ
′
2;n− p)] =
n−1∑
p=0
gp[V0((ζ2ζ
′
2)
n
n1 , ζ2ζ
′
2, ζ2ζ
′
2; 0)].
(2) Let {m0, · · · ,mn−1} and {m′′0 , · · · ,m′′n−1} be bases of VI(ζ1, 1, ζ2; 0) and VII(ǫ1, ǫ2, 1; 0) with
the action given by (2)-(4) and (5)-(7) respectively. Then {ml ⊗m′′k, 0 ≤ l, k ≤ n − 1} is a basis of
VI(ζ1, 1, ζ2; 0) ⊗ VII(ǫ1, ǫ2, 1; 0). Let v′p =
n−p−1∑
v=0
αvmp+v ⊗ m′′v for α0 = 1. Similar to the proof of
Theorem 5.8, we can prove that
Hβv
′′
p +
p−1∑
l=0
Hβv
′′
l /
p−1∑
l=0
Hβv
′′
l
∼= VI(ζ1ǫ1, ǫ2, ζ2;n− p) ∼= VI(ζ1, 1, ζ2ǫ−12 ; 0)⊗ V0(ǫ1, ǫ2, ǫ2;n− p)
is an irreducible submodule of VI(ζ1, 1, ζ2; 0) ⊗ VII(ǫ1, ǫ2, 1; 0)/
p−1∑
l=0
Hβv
′′
l . Hence VI(ζ1, 1, ζ2; 0) ⊗
VII(ǫ1, ǫ2, 1; 0) =
n−1∑
p=0
VI(ζ1, 1, ζ2ǫ
−1
2 ; 0) ⊗ V0(ǫ1, ǫ2, ǫ2;n − p). Similarly, we have VII(ǫ1, ǫ2, 1; 0) ⊗
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VI(ζ1, 1, ζ2; 0) =
n−1∑
p=0
VI(ζ1, 1, ζ2ǫ
−1
2 ; 0) ⊗ V0(ǫ1, ǫ2, ǫ2;n − p). Consequently, we have xζ1,ζ2yǫ1,ǫ2 =
c3xζ1,ζ2ǫ−12
= yǫ1,ǫ2xζ1,ζ2 , where c3 =
n−1∑
p=0
[V0(ǫ1, ǫ2, ǫ2;n− p)]. 
Corollary 5.16. Suppose that β1β2 6= 0. Then the Grothendieck ring G0(U(n,N,n1,q,β1,β2,0)) = S′3 :=
S1[x
∗] = Z[g, h, x∗] with the relations
(28) x∗
N
(N/n,n1) = n
N
(N/n,n1)
−1
sh.
Proof. Since β′′1 = 0 implies γ
n1 = 1, U(n,N,n1,q,β1,β2,0) has no irreducible representation VII(γ, 1, 1; 0).
Thus S′3 = S1[x
∗]. The remainder proof is similar to the proof of Corollary 5.11. 
Let {m′0, · · · ,m′r−1} be a basis of Vr(γ′1, γ′2, γ′3; j) with the action given by (9)-(11). Since k′l 6= 0
for 1 ≤ l ≤ r− 1, {m′′l :=
∏r−1
v=r−l k
′
vm
′
r−l−1|0 ≤ l ≤ r− 1} is an another basis of Vr(γ′1, γ′2, γ′3; j). The
actions of Hβ on this basis are given by
am′′l =
r−1∏
v=r−l
k′vam
′
r−l−1 = (γ
′
1)
1
n qj−r+1+lm′′l , for 0 ≤ l ≤ r − 1;
xm′′l = k
′
r−lm
′′
l−1, for 1 ≤ l ≤ r − 1; xm′′0 = 0;
ym′′l = m
′′
l+1, for 0 ≤ l ≤ r − 2; ym′′r−1 = 0.
Let K0 := (K
∗/〈q〉)\{1¯}. By the same way as Theorem 5.8, we can prove the following theorem.
Theorem 5.17. Suppose that β2β3 6= 0 and β1 = 0. Let z˜ξ = [Vt(1, ξ, 1; 0)], where ξ ∈ K∗. Then
the Grothendieck ring R′′3 of Hβ is isomorphic to the commutative ring R1[z2, z˜ξ, yǫ1,ǫ2 |(ǫ1, ǫ2) ∈ K̂0×
K0, ξ ∈ K∗] with the relations
yǫ1,ǫ2z2 = yǫ1q
n
2 ,ǫ2
+ gn−1y
ǫ1q
n
2 ,ǫ2
, yǫ1,ǫ2 z˜ξ = s
′′yǫ1,ǫ2ξ,
z2z˜ξ = η
′(z˜ξq−n1 + g
n−1z˜ξq−n1 ), z˜ξ z˜ξ′ = s
′′z˜ξξ′ , for ξξ′ ∈ K∗,
z˜ξ z˜ξ′ =
t−1∑
p=0,rp<t
gn−p(g−rpg
q−
(t−rp−1)n
2 ,ξξ′,1
zt−rp + g
q−
(rp−1)n
2 ,ξξ′,1
zrp) +
t−1∑
p=0,rp=t
gn−pg
q−
(t−1)n
2 ,ξξ′,1
zt
for ξξ′ = qrn1 ,
(29) yǫ1,ǫ2yǫ′1,ǫ′2 =

syǫ1ǫ′1,ǫ2ǫ2 , (ǫ1ǫ
′
1)
n1 6= 1
usgǫ1ǫ′1,1,1z˜ǫ2ǫ′2 , (ǫ1ǫ
′
1)
n1 = 1, ǫ1ǫ2 ∈ K∗
sgǫ1ǫ′1,ǫ2ǫ′2,1
n−1∑
p=0
g1−p(zt−rp + g
−rpzrp), (ǫ1ǫ
′
1)
n1 = 1, ǫ1ǫ2 = q
rn1 ,
where η′ = [V0(q
n
2 , qn1 , 1; 0)] and rp = r − 2p mod(t), r is the minimal positive such that ǫ1ǫ2 = qrn1 .
Corollary 5.18. (1) Suppose that β2β3 6= 0 and (N,nn1, 2n1t) < (nn1, N).
(I) If either 2n | N , or 2n ∤ N and 2(n, n1) ∤ n, then the Grothendieck ring S′3 = G0(U(n,N,n1,q,0,β2,β3))
is isomorphic to the commutative ring S2[y
∗] = Z[g, h2, z2, z′′, y∗] with relations (14), (20), z2z′′ =
(1 + gn−1)z′′, z2y∗ = (1 + gn−1)y∗ and y∗
N
(N/n,n1) = us
N
(N/n,n1)
−1
z′′.
(II) If 2n ∤ N and 2(n, n1) | n, then the Grothendieck ring S′3 := G0(U(n,N,n1,q,0,β2,β3)) is
isomorphic to the commutative ring S2[y
∗] = Z[g, h2, z3, z′′, y∗] with relations (17), (20), z3z′′ =
(1 + gn−1 + gn−2)z′′, z3y∗ = (1 + gn−1 + gn−2)y∗ and y∗
N
(N/n,n1) = us
N
(N/n,n1)
−1
z′′.
(2) Suppose that β2β3 6= 0 and (N,nn1, 2n1t) = (nn1, N). Then the Grothendieck ring
G0(U(n,N,n1,q,0,β2,β3)) =
Z[g, h2, z2, y∗], 2n | N or 2n ∤ N and 2(n, n1) ∤ nZ[g, h2, z3, y∗], 2n ∤ N and 2(n, n1) | n
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is a subring of S′3.
Similar to the proof of Theorem 5.5-Theorem 5.17, we have
Theorem 5.19. Suppose that β1β2β3 6= 0. Then the Grothendieck ring R4 of Hβ is equal to
R1[z2, z
′
ξ, xζ1,ζ2 , yǫ1,ǫ1 |ξ ∈ K˜0, (ζ1, ζ2) ∈ K0 ⊗ K∗, (ǫ1, ǫ2) ∈ K̂0 × K0, ǫn11 = ǫn2 ] with the relations
(14), (29),
z2z
′
ξ = z
′
ξq
n
2
+ gn−1z′
ξq
n
2
, z2xζ1,ζ2 = xζ1q
n
2 ,ζ2
+ gn−1x
ζ1q
n
2 ,ζ2
, xζ1,ζ2z
′
ξ = g
n−ts′′xζ1ξ,ζ2 ,
xζ1,ζ2yǫ1,ǫ2 = sgǫ1,ǫ2,ǫ2xζ1,ζ2ǫ−12
, yǫ1,ǫ2z2 = yǫ1q
n
2 ,ǫ2
+ gn−1y
ǫ1q
n
2 ,ǫ2
, yǫ1,ǫ2z
′
ξ = s
′′yǫ1ξ,ǫ2 ,
z′ξz
′
ξ′ =

gn−ts′′z′ξξ′ ξξ
′ ∈ K˜0,
t−1∑
p=0,rp<t
(gn−p−rpzt−rp + g
n−pzrp) +
t−1∑
i=0,rp=t
gn−pzt, ξξ′ ∈ {qun1 | u ∈ Z}
,
xζ1,ζ2xζ′1,ζ′2 =

sxζ1ζ′1,ζ2ζ′2 , (ζ1ζ
′
1)
n1 6= 1
sgζ,ζ∗,ζ∗yζ′′ζ−1,(ζ∗)−1 , (ζ1ζ
′
1)
n1 = 1, (ζ1ζ
′
1)
n1 6= (ζ2ζ′2)n
s′gζ′′,1,ζ∗(
n−1∑
p=0
gr−pzt−rp + g
pzrp), (ζ
′′)n1 = (ζ∗)n = 1, ζ∗ = (ζ′′)
2n1
n q(−r+1)n1
usg
ζ
1
2 ,1,ζ∗
z′
ζ′′ζ−
1
2
, (ζ1ζ
′
1)
n1 = (ζ2ζ
′
2)
n = 1, (ζ′′)−
2n1
n ζ∗ /∈ 〈qn1〉,
where ζ = (ζ2ζ
′
2)
n
n1 , ζ∗ = ζ2ζ′2, ζ
′′ = ζ1ζ′1, rp = r − 2p mod(t) and 1 ≤ rp ≤ t, r is the minimal
positive integer such that ζ2ζ
′
2 = (ζ1ζ
′
1)
2n1
n q(−r+1)n1 .
Corollary 5.20. (1) Suppose that β1β2β3 6= 0 and (N,nn1, 2n1t) < (nn1, N).
(I) If either 2n | N , or 2n ∤ N and 2(n, n1) ∤ n, then the Grothendieck ring S′′3 = G0(U(n,N,n1,q,β1,β2,β3))
is isomorphic to the commutative ring S2[x
∗] = Z[g, h2, z2, z′′, x∗] with relations in Corollary 5.9(1)(I).
(II) If 2n ∤ N and 2(n, n1) | n, then the Grothendieck ring S′′3 := G0(U(n,N,n1,q,β1,β2,β3)) is
isomorphic to the commutative ring S2[x
∗] = Z[g, h2, z3, z′′, x∗] with relations in Corollary 5.9(1)(II).
(2) Suppose that β1β2β3 6= 0 and (N,nn1, 2n1t) = (nn1, N). Then the Grothendieck ring
G0(U(n,N,n1,q,β1,β2,β3)) =
Z[g, h2, z2, x∗], 2n | N or 2n ∤ N and 2(n, n1) ∤ nZ[g, h2, z3, x∗], 2n ∤ N and 2(n, n1) | n
is a subring of S′′3 .
Note that if ω is a primitive N -th root of unity and N ∤ ν2, U(N,ν,ω) = U(N/(N,ν),N,ν,ων,0,0,1) and
U(N/(N,ν),N,ν,ων,0,0,γ) ≃ U(N,ν,ω) as Hopf algebras for any γ ∈ K∗. Then V0(γ1, 1, 1, i), Vr(γ1, 1, 1, i),
where γ
(N,ν)
1 = 1, are irreducible representations of U(N,ν,ω). Thus, the Grotendieck ring of U(N,ν,ω)
is the same as the Grothendieck ring G0(U(n,N,n1,q,0,0,β3)) with β3 6= 0 in Corollary 5.6.
Corollary 5.21. Let h′ = [V0(ωn
′
, 1, 1; 0)] and z′ = [Vt(ωn, 1, 1; 0)]. Then gn = h
′ N
(N,n′) = 1, where
n = N(N,ν) and n
′ = N
2
(N2,Nν,2ν2) .
(1) Suppose that (ν2, N) ∤ 2ν.
(I) If either 2 | (N, ν), or 2 ∤ (N, ν) and 2(N, ν2) ∤ N , then the Grothendieck ring S =
G0((N, ν, ω)) = Z[g, h
′, z2, z′] with relations (14), (16) and z2z′ = (1 + gn−1)z′.
(II) If 2 ∤ (N, ν) and 2(N, ν2) | N , then the Grothendieck ring S = G0((N, ν, ω)) = Z[g, h′, z3, z′]
with relations (16), (17) and z3z
′ = (1 + gn−1 + gn−2)z′.
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(2) Suppose that 2ν = (ν2, N). Then the Grothendieck ring
G0((N, ν, ω)) =
Z[g, h′, z2], 2 | (N, ν) or 2 ∤ (N, ν) and 2(N, ν2) ∤ NZ[g, h′, z3], 2 ∤ (N, ν) and 2(N, ν2) | N
is a subring of S.
Remark 5.22. By Corollary 5.6-Corollary 5.20, we have
G0(U(n,N,n1,q,β1,β2,0)) = G0(U(n,N,n1,q,β1,0,0)) ∼= G0(U(n,N,n1,q,0,β2,0))
and
G0(U(n,N,n1,q,β1,β2,β3)) = G0(U(n,N,n1,q,β1,0,β3)) ∼= G0(U(n,N,n1,q,0,β2,β3)).
But U(n,N,n1,q,β1,β2,β3) ≇ U(n,N,n1,q,β1,0,β3) by [6, Proposition 3.2].
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