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We develop differential calculus of Cr,s-mappings on products of locally
convex spaces and prove exponential laws for such mappings. As an appli-
cation, we consider differential equations in Banach spaces depending on
a parameter in a locally convex space. Under suitable assumptions, the
associated flows are mappings of class Cr,s.
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1 Introduction and statement of results
This paper gives a systematic treatment of the calculus of mappings on products with
different degrees of differentiability in the two factors, called Cr,s-mappings. We shall
develop their basic properties and some refined tools. We study such mappings in an
infinite-dimensional setting, which is analogous to the approach to Cr-maps between
locally convex spaces known as Keller’s Crc -theory [25] (see [30], [24], [31], [13] and [23]
for streamlined expositions, cf. also [4]). For Cr-maps on suitable non-open domains,
see [23] and [41]. Some basic facts will be recalled in Section 2).
We first introduce the notion of a Cr,s-mapping: Let E1, E2 and F be locally convex
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spaces, U ⊆ E1 and V ⊆ E2 be open subsets and r, s ∈ N0 ∪ {∞}. We say that a map
f : U × V → F is Cr,s if the iterated directional derivatives
(D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)f)(x, y)
exist for all for all i, j ∈ N0 with i ≤ r and j ≤ s, and are continuous functions in
(x, y, w1, . . . , wi, v1, . . . , vj) ∈ U×V ×E
i
1×E
j
2 (see Definition 3.1 for details). To enable
choices like U = [0, 1], and also with a view towards manifolds with boundary, more
generally we consider Cr,s-maps if U and V are locally convex (in the sense that each
point has a convex neighbourhood) and have dense interior (see Definition 3.2). These
properties are satisfied by all open sets. Variants and special cases of Cr,s-mappings
are encountered in many parts of analysis. For example, [2] considers analogues of
C0,r-maps on Banach spaces based on continuous Fréchet differentiability; see [12, 1.4]
for C0,r-maps; [14] for Cr,s-maps on finite-dimensional domains; and [11, p. 135] for
certain Lipr,s-maps in the convenient setting of analysis. Cf. also [32], [20] for ultra-
metric analogues in finite dimensions. Furthermore, a key result concerning Cr,s-maps
was conjectured in [15, p.10]. However the authors’ interest concerning the subject
was motivated by recent questions in infinite dimensional Lie theory. At the end of
this section, we present an overview, showing where refined tools from Cr,s-calculus
are useful.
The first aim of this paper is to develop necessary tools like a version of the Theorem
of Schwarz and various versions of the Chain Rule. After that we turn to an ad-
vanced tool, the exponential law for spaces of mappings on products (Theorem 3.28).
We endow spaces of Cr-maps with the usual compact-open Cr-topology (as recalled
in Definition 2.5) and spaces of Cr,s-maps with the analogous compact-open Cr,s-
topology (see Definitions 3.21 and 4.3). Recall that a topological space X is called
a k-space if it is Hausdorff and its topology is the final topology with respect to the
inclusion maps K → X of compact subsets of X (cf. [26] and the work [39], which pop-
ularized the use of k-spaces in algebraic topology). For example, all locally compact
spaces and all metrizable topological spaces are k-spaces. The main results of Section
3 (Theorems 3.25 and 3.28) subsume:
Theorem A. Let E1, E2 and F be locally convex spaces, U ⊆ E1 and V ⊆ E2 be locally
convex subsets with dense interior, and r, s ∈ N0 ∪ {∞}. Then γ
∨ : U → Cs(V, F ),
x 7→ γ(x, •) is Cr for each γ ∈ Cr,s(U × V, F ), and the map
Φ: Cr,s(U × V, F )→ Cr(U,Cs(V, F )), γ 7→ γ∨ (1)
is linear and a topological embedding. If U × V × E1 × E2 is a k-space or V is locally
compact, then Φ is an isomorphism of topological vector spaces.
This is a generalization of the classical exponential law for smooth maps. Since C∞-
maps and C∞,∞-maps on products coincide (see Lemma 3.15, Remark 3.16 and Lemma
3.22), we obtain as a special case that
Φ: C∞(U × V, F )→ C∞(U,C∞(V, F )) (2)
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is an isomorphism of topological vector spaces if V is locally compact or U×V ×E1×E2
is a k-space. For open sets U and V , the latter was known if E2 is finite-dimensional
or both E1 and E2 are metrizable (see [5] and [23]; cf. [15, Propositions 12.2 (b)
and 12.6 (c)], where also manifolds are considered). In the inequivalent setting of
differential calculus developed by E.G. F. Thomas,1 an exponential law for smooth
functions on open sets (analogous to (2)) holds without any conditions on the spaces,
see [40, Theorem 5.1]. Related earlier results can be found in [38, p. 90, Lemma 17].
In the inequivalent “convenient setting” of analysis, (2) always is an isomorphism of
bornological vector spaces (see [11] and [28], also for the case of manifolds) – but rarely
an isomorphism of topological vector spaces [5] (in this setting other topologies on the
function spaces are used). An analogue of Theorem A for finite-dimensional vector
spaces over a complete ultrametric field will be made available in [20].
Naturally, one would like to apply the exponential law (1) to a pair of smooth manifolds
M1 and M2 modelled on locally convex spaces E1 and E2, respectively. In Section 4,
we extend our results to Cr,s-maps on products of manifolds. Beyond ordinary man-
ifolds, we can consider (with increasing generality) manifolds with smooth boundary,
manifolds with corners and manifolds with rough boundary (all modelled on locally
convex spaces) – see Definition 4.1. It turns out that if the modelling space of the
manifold is well behaved, the exponential law holds in these cases (Theorem 4.6). The
main results of Section 4 subsume:
Theorem B. Let M1 and M2 be smooth manifolds (possibly with rough boundary)
modelled on locally convex spaces E1 and E2, respectively. Let F be a locally convex
space and r, s ∈ N0 ∪ {∞}.
Then γ∨ ∈ Cr(M1, C
s(M2, F )) for all γ ∈ C
r,s(M1 ×M2, F ), and the map
Φ: Cr,s(M1 ×M2, F )→ C
r(M1, C
s(M2, F )), γ 7→ γ
∨ (3)
is linear and a topological embedding. If E1 and E2 are metrizable, then Φ is an
isomorphism of topological vector spaces.
The same conclusion holds ifM2 is finite-dimensional or E1×E2×E1×E2 is a k-space,
provided that M1 and M2 are manifolds without boundary, manifolds with smooth
boundary or manifolds with corners. Recall that direct products of k-spaces need
not be k-spaces. However, the direct product of two metrizable spaces is metrizable
(and hence a k-space). Likewise, the product of two hemicompact k-spaces2 (also
known as kω-spaces) is a hemicompact k-space and hence a k-space (see [10] for further
information and [22], including analogues for spaces which are only locally kω). Thus
E1 × E2 × E1 × E2 is a k-space whenever both E1 and E2 are kω. For example, the
dual E′ of a metrizable locally convex space E always is kω when equipped with the
compact-open topology (cf. [3, Corollary 4.7]). Consequently, (3) is an isomorphism in
1Thomas replaces continuity of a function or its differentials with continuity on compact sets, and
only considers quasi-complete locally convex spaces.
2A topological space X is called hemicompact if it is the union of an ascending sequence K1 ⊆ K2 ⊆
· · · of compact sets and each compact subset of X is contained in some Kn.
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the case of manifolds with corners if M2 is finite-dimensional or both E1 and E2 are
metrizable resp. both are hemicompact k-spaces (Corollary 4.8).
As an application of the Cr,s-mappings, in Section 5 we study differential equations
depending on parameters in locally convex spaces. Our approach yields the following
Picard-Lindelöf type theorem:
Theorem C. Let (E, ‖.‖) be a Banach space, J ⊆ R be a non-degenerate interval, F
a locally space and P ⊆ F , U ⊆ E be open subsets. Let r, s ∈ N0 ∪ {∞} with s ≥ 1
and f : J × (U × P )→ E be a Cr,r+s-map. If t0 ∈ J , z0 ∈ U and q0 ∈ P , then there
exists a convex neighbourhood J0 ⊆ J of t0 and open neighbourhoods U0 ⊆ U of z0 and
P0 ⊆ P of q0 such that for all (τ0, x0, p0) ∈ J0 × U0 × P0, the initial value problem{
x′(t) = f(t, x(t), p0)
x(τ0) = x0
(4)
has a unique solution φτ0,x0,p0 : J0 → U , and the map
J0 × (U0 × P0)→ E, (t, x0, p0) 7→ φτ0,x0,p0(t) (5)
is Cr+1,s, for each τ0 ∈ J0.
In particular, if f is Cr,∞, then the map in (5) is Cr+1,∞. Using standard arguments,
the local existence and differentiable dependence implies the same differentiability
properties for flows of vector fields (cf. Proposition 5.9 and Proposition 5.13). For
f replaced with a Cr-map, the dependence of φτ0,x0,p0(t) on (τ0, t, x0, p0) has already
been studied in [16, Theorem E]. If F is a Banach space as well, then there also
are classical results concerning the parameter-dependence of solutions. For example,
FC1,s-dependence (i.e., C1,s-dependence in the sense of continuous Fréchet differen-
tiability) is available if f is FC0,s (see [2, Theorem 9.2, Remark 9.6]).
Further applications. Several recent investigations in Lie theory (notably in the
theory of infinite-dimensional Lie groups) showed the need for results as presented in
this paper. In particular, exponential laws are advanced tools for applications of Cr,s-
maps in infinite dimensional Lie theory. Examples of projects which benefit from the
results developed in this paper are given below. First we recall the notion of regularity:
If G is a Lie group modelled on a locally convex space, with identity element e, we
use the tangent map of the left translation λg : G → G, x 7→ gx by g ∈ G to define
g.v := Teλg(v) ∈ TgG for v ∈ Te(G) =: g. Let r ∈ N0 ∪ {∞}. Following [8], [18], [23]
and [36](cf. also [17]), G is called Cr-regular if the initial value problem{
η′(t) = η(t).γ(t)
η(0) = e
has a (necessarily unique) Cr+1-solution Evol(γ) := η : [0, 1] → G for each Cr-curve
γ : [0, 1]→ g, and the map
evol : Cr([0, 1], g)→ G, γ 7→ Evol(γ)(1)
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is smooth. If G is Cr-regular and r ≤ s, then G is also Cs-regular. (If r =∞, then G
is called regular – a property first defined in [31]). Many results in infinite-dimensional
Lie theory are only available for regular Lie groups (see [31], [23], [33], [36] and the
references therein, cf. also [27]).
(a) Using Theorem B, one can show that the test function group Csc (M,H) (as
in [12]) is Cr-regular, for each σ-compact finite-dimensional smooth manifold M
and Cr-regular Lie group H (see [17, p. 270] and [21]).
(b) Let M be as in (a). Using Theorems B and C, one can show that the diffeomor-
phism group Diff(M) (as in [30] or [14]) is C0-regular. This generalizes the case
of compact M first obtained in [35].
(c) Likewise, Theorems B and C can be used to see that the diffeomorphism groups
of σ-compact orbifolds are C0-regular [37].
(d) Theorem A implies that Evol : Cr([0, 1], g)→ Cr+1([0, 1], G) is smooth, for each
Cr-regular Lie group G [18, Theorem A]. This result can be used to see that
being Cr-regular is an extension property of Lie groups [36, Theorem B.7].
(e) Theorem B can be used to turn Cs+2(R, H) into a Lie group, for each Cs-
regular Lie group H [1]. (For the special case s = ∞ published in [34], the
known exponential laws for C∞-functions were sufficient).
(f) Finally, consider a finite-dimensional Lie group G and a projective limit (pi,E)
of continuous Banach-representations of G. Theorem B has been used to see
that the action C∞c (G) × E
∞ → E∞ of the convolution algebra C∞c (G) of test
functions on the space E∞ of smooth vectors is continuous [19, Proposition B]
(although the conclusion becomes invalid for more general continuous represen-
tations of G on locally convex spaces, see op.cit., Proposition A).
We mention that an analogous theory for Cα-maps on products U1 × · · · × Un (for
α ∈ (N0 ∪ {∞})
n) has been presented in [1]. Using an exponential law for Cα-maps,
one finds (as in [41, III.]) that every Cα-map f : I1 × · · · × In → F from a product of
closed intervals I1, . . . , In ⊆ R to a Fréchet space F extends to a C
α-map on Rn.
2 Preliminaries
Basic notation: We write N := {1, 2, 3, . . .} and N0 := {0, 1, 2, . . .}. For a Banach
space (E, ‖·‖), we write BEε (x) := { y ∈ E|‖x− y‖ < ε } for x ∈ E, ε > 0. Finally for
a mapping f : E → F which is Lipschitz-continuous we let Lip(f) be its minimum
Lipschitz-constant.
Definition 2.1. Let E,F be locally convex spaces, U ⊆ E be an open subset and a
map f : U → F . If it exists, we define for (x, h) ∈ U × E the directional derivative
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df(x, h) := Dhf(x) := limt→0 t
−1(f(x+ th)− f(x)). For r ∈ N0 ∪ {∞} we say that f
is Cr if the iterated directional derivatives
d(k)f(x, y1, . . . , yk) := (DykDyk−1 · · ·Dy1f)(x)
exist for all k ∈ N0 such that k ≤ r, x ∈ U and y1, . . . , yk ∈ E and define continuous
maps dkf : U×Ek → F . If f is C∞ it is also called smooth. We abbreviate df := d(1)f .
Remark 2.2. If E1, E2, F are locally convex topological spaces and U ⊆ E1, V ⊆ E2
open subsets together with a C1-map f : U × V → F , then one may compute the
partial derivative d(1,0)f with respect to E1.
It is defined as d(1,0)f : U × V ×E1 → F, d
(1,0)f(x, y; z) := D(z,0)f(x, y). Analogously
one defines the partial derivative d(0,1)f with respect to E2. The linearity of df(x, y, •)
implies the so called Rule on Partial Differentials for (x, y) ∈ U×V, (h1, h2) ∈ E1×E2:
df(x, y, h1, h2) = d
(1,0f(x, y, h1) + d
(0,1)f(x, y, h2) (2.2.1)
By [13, Lemma 1.10] f : U × V → F is C1 if and only if d(1,0)f and d(0,1)f exist and
are continuous.
Definition 2.3. (Differentials on non-open sets) (a) The set U ⊆ E is called
locally convex if every x ∈ U has a convex neighbourhood V in U .
(b) Let U ⊆ E be a locally convex subset with dense interior. A mapping f : U → F
is called Cr if f |U◦ : U
◦ → F is Cr and each of the maps d(k)(f |U◦) : U
◦×Ek → F
admits a (unique) continuous extension d(k)f : U × Ek → F . If U ⊆ R and f is
C1, we obtain a continuous map f ′ : U → E, f ′(x) := df(x)(1).
In particular if f is of class Cr, we define recursively f (k)(x) = (f (k−1))′(x) for
k ∈ N0, such that k ≤ r where f
(0) := f .
Remark 2.4. For the theory of Cr-maps, the reader is referred to [13,23,24,30,31] (cf.
also [4]). In particular we shall use that d(k)f(x, •) : Ek → F is symmetric, k-linear;
that compositions of composable Cr-maps are Cr; and the theorems of continuous and
differentiable dependence of integrals on parameters (as recorded in [6, Prop. 3.5]).
We shall also use the fact that a map f : E ⊇ U → F is Cr+1 if and only if f is C1
and df : U × E → F is Cr.
We recall the definition of the compact-open Cr-topology:
Definition 2.5. Let E,F be locally convex topological vector spaces and U ⊆ E a
locally convex subset, r ∈ N0∪{∞}. Denote by C(U, F ) the space of continuous maps
from U to F with the compact open topology. Furthermore we denote by Cr(U, F )
the space of Cr-maps from U to F . Endow Cr(U, F ) with the unique locally convex
topology turning
(d(j)(•))N0∋j≤r : C
r(U, F )→
∏
0≤j≤r
C(U × Ej , F ), f 7→ (d(j)f)
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into a topological embedding. This topology is called the compact-open Cr topol-
ogy. Notice that it is the initial topology with respect to the family of mappings
(d(j)(•))N0∋j≤r.
Definition 2.6. Let E be a locally convex space, r ∈ N0 ∪ {∞} and J ⊆ R be some
non-degenerate interval. As J is σ-compact we choose and fix a sequence of compact
subsets (Kn)N of J with J =
⋃
N
Kn. Fix a set Γ of continuous seminorms which
generate the topology on E. Let Cr(J,E) the space of Cr-maps from J to E and
consider on it the seminorms ‖·‖n,k,p defined by
‖γ‖n,k,p := max
j=0,...,k
max
t∈Kn
p
(
γ(j)(t)
)
where n ∈ N, p ∈ Γ and 0 ≤ k ≤ r with k ∈ N0. Endow C
r(J,E) with the locally
convex vector topology obtained from this family of seminorms. A variant of [12,
Proposition 4.4] shows that this topology is initial with respect to d(j) : Cr(J,E) →
C(J,E)c.o, γ 7→ d
(j)γ, 0 ≤ k ≤ r, i.e. it is the compact-open Cr-topology.
Lemma 2.7. Let r ∈ N0 ∪ {∞}, E a locally convex vector space and J be a non-
degenerate interval. Then
Λ: Cr+1(J,E)→ C(J,E)× Cr(J,E), γ 7→ (γ, γ′)
is a linear topological embedding with closed image.
Proof. Clearly Λ is a linear injective mapping. By the alternative description of the
compact-open Cr-topology in 2.6 it is easy to see that Λ is continuous and open onto
its image. We are left to prove that im(Λ) is closed. To this end consider a net (γα)
in Cr+1(J,E) such that Λ(γα) converges in C(J,E)× C
r(J,E). Say its limit is (γ, η)
with γ ∈ C(J,E) and η ∈ Cr(J,E). Let x ∈ J◦. Then γα(x) → γ(x) holds. By the
fundamental theorem of calculus ( [13, Theorem 1.5]) we have for x, t ∈ J◦:
γα(t) = γα(x) +
∫ t
x
γ′α(s)ds. (2.7.1)
Choosing t0 small enough, we may assume that [x− t0, x+ t0] is contained in a finite
union of the compact setsKn (see Definition 2.6). As γ
′
α converges to η in the compact-
open Cr-topology, we deduce from Definition 2.6 that on [x− t0, x+ t0] this net con-
verges uniformly to η. Then [13, Lemma 1.7] implies for t ∈ [x−t0, x+t0]:
∫ t
x
γα(s)ds→∫ t
x
η(s)ds, where -for the moment- the right-hand side denotes the weak integral in the
completion E˜ of E. Passing to the limit in (2.7.1) yields γ(t) = γ(x) +
∫ t
x
η(s)ds from
which we deduce that the integral coincides with γ(t)−γ(x) and hence lies in E. Again
by the fundamental theorem of calculus, we deduce that the derivative γ′(t) exists for
each t ∈ [x − t0, x + t0] and coincides with η(t). Since x ∈ J
◦ was arbitrary, we infer
that γ|J◦ is a map of class C
1 whose derivative equals η|J◦ . Therefore γ is of class
Cr+1 with derivative η on J . Then limΛ(γα) = (γ, η) = (γ, γ
′) = Λ(γ). Thus im(Λ)
is closed.
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3 Mappings of class Cr,s on products of locally
convex spaces
Definition 3.1. Let E1, E2 and F be locally convex spaces, U and V open subsets of
E1 and E2 respectively and r, s ∈ N0 ∪ {∞}. A mapping f : U × V → F is called a
Cr,s-map, if for all i, j ∈ N0 such that i ≤ r, j ≤ s the iterated directional derivative
d(i,j)f(x, y, w1, . . . , wi, v1, . . . , vj) := (D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)f)(x, y)
exists for all x ∈ U, y ∈ V,w1, . . . , wi ∈ E1, v1, . . . , vj ∈ E2 and
d(i,j)f : U × V × Ei1 × E
j
2 → F,
(x, y, w1, . . . , wi, v1, . . . , vj) 7→ (D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)f)(x, y)
is continuous.
More generally, it is useful to have a definition of Cr,s-maps on not necessarily open
domains available:
Definition 3.2. Let E1, E2 and F be locally convex spaces, U and V are locally
convex subsets with dense interior of E1 and E2, respectively, and r, s ∈ N0 ∪ {∞},
then we say that f : U × V → F is a Cr,s-map, if f |U0×V 0 : U
0 × V 0 → F is Cr,s-map
and for all i, j ∈ N0 such that i ≤ r, j ≤ s, the map
d(i,j)(f |U0×V 0) : U
0 × V 0 × Ei1 × E
j
2 → F
admits a continuous extension
d(i,j)f : U × V × Ei1 × E
j
2 → F.
Definitions 3.1 and 3.2 can be rephrased as follows:
Lemma 3.3. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively and r, s ∈ N0 ∪ {∞}. Then
f : U × V → F is Cr,s-map if and only if all of the following conditions are satisfied:
(a) For each x ∈ U , the map fx := f(x, •) : V → F, y 7→ fx(y) := f(x, y) is C
s.
(b) For all y ∈ V and j ∈ N0 such that j ≤ s and v := v1, . . . , vj ∈ E2, the map
d(j)f•(y, v) : U → F, x 7→ (d
(j)fx)(y, v) is C
r.
(c) d(i,j)f : U×V ×Ei1×E
j
2 → F, (x, y, w, v) 7→ d
(i)(d(j)f•(y, v))(x,w) is continuous,
for all j as in (b), i ∈ N0 such that i ≤ r and w := (w1, . . . , wi) ∈ E
i
1.
Proof. Step 1. If U, V are open subsets, then the equivalence is clear.
Now the general case: Assume that f is a Cr,s-map.
Step 2. If x ∈ U0, then for j ∈ N0, j ≤ s
D(0,vj) · · ·D(0,v1)f(x, y) = Dvj · · ·Dv1fx(y)
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exists for all y ∈ V 0 and v1, . . . , vj ∈ E2, with continuous extension
(y, v1, . . . , vj) 7→ d
(0,j)f(x, y, v1, . . . , vj)
to V × Ej2 → F. Hence fx : V → F is C
s.
If x ∈ U is arbitrary, y ∈ V 0 and v1 ∈ E2, we show that Dv1fx(y) exists and equals
d(0,1)f(x, y, v1). There exists R > 0 such that y + tv1 ∈ V for all t ∈ R, |t| ≤ R and
there exists a relatively open convex neighbourhood W ⊆ U of x in U. Because U0 is
dense, there exists z ∈ U0 ∩W. Since W is convex, we have x + τ(z − x) ∈ W for all
τ ∈ [0, 1]. Moreover, since z ∈W 0 we have, x+ τ(z − x) ∈ W 0 for all τ ∈ (0, 1] ⊆ U0.
Hence, for τ ∈ (0, 1] , f(x+ τ(z − x), y) is Cs in y, and thus for t 6= 0
1
t
(f(x+τ(z−x), y+tv1)−f(x+τ(z−x), y)) =
∫ 1
0
d(0,1)f(x+τ(z−x), y+σtv1, v1) dσ
by the Mean Value Theorem. Now let F˜ be a completion of F . Because
h : [0, 1]× [−R,R]× [0, 1]→ F˜ , (τ, t, σ) 7→ d(0,1)f(x+ τ(z − x), y + σtv1, v1)
is continuous, also the parameter-dependent integral
g : [0, 1]× [−R,R]→ F˜ , g(τ, t) :=
∫ 1
0
h(τ, t, σ) dσ
is continuous. Fix t 6= 0 in [−R,R] . Then
g(τ, t) =
1
t
(f(x+ τ(z − x), y + tv1)− f(x+ τ(z − x), y)) (3.3.1)
for all τ ∈ (0, 1] . By continuity of both sides in τ, (3.3.1) also holds for τ = 0. Hence
1
t
(f(x, y + tv1)− f(x, y)) = g(0, t)→ g(0, 0)
as t→ 0. Thus Dv1fx(y) exists and is given by
g(0, 0) =
∫ 1
0
d(0,1)f(x, y, v1) dσ = d
(0,1)f(x, y, v1).
Holding v1 fixed, we can repeat the argument to see that Dvj · · ·Dv1fx(y) exists for
all y ∈ V 0 and j ∈ N0 such that j ≤ s and all v1, . . . , vj ∈ E2, and is given by
Dvj · · ·Dv1fx(y) = d
(0,j)f(x, y, v1, . . . , vj).
Since the right-hand side makes sense for (y, v1, . . . , vj) ∈ V × E
j
2 and is continuous
there, fx is C
s.
Step 3 Holding v1, . . . , vj ∈ E
j
2 fixed, the function (x, y) 7→ d
(0,j)f(x, y, v1, . . . , vj)
is Cr,0. By Step 2 (applied to the C(0,r) function (y, x) 7→ d(0,j)f(x, y, v1, . . . , vj))
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we see that for each y ∈ V, the function U → F, x 7→ d(0,j)f(x, y, v1, . . . , vj) is C
r
and d(i)(d(j)f•(y, v))(x,w) = d
(i,j)f(x, y, w, v), which is continuous in (x, y, w, v) ∈
U × V × Ei1 × E
j
2 . Hence if f is C
r,s, then (a),(b) and (c) hold.
Step 1. Conversely. Assume that (a),(b) and (c) hold. By Step 1, f |U0×V 0 is C
r,s
and
d(i,j)f |U0×V 0(x, y, w, v) = d
(i)(d(j)f•(y, v))(x,w) (3.3.2)
for (x, y) ∈ U0×V 0, w ∈ Ei1, v ∈ E
j
2 . By (c), the right-hand side of (3.3.2) extends to
a continuous function d(i,j)f : U × V × Ei1 × E
j
2 → F. Hence f is a C
r,s-map.
The following lemma will enable us to prove a version of the Theorem of Schwarz
for Cr,s-maps.
Lemma 3.4. Let E1, E2 and F be locally convex spaces, f : U×V → F be a C
1,1-map
on open subsets U ⊆ E1, V ⊆ E2 and w ∈ E1, v ∈ E2 such that D(w,0)D(0,v)f exists
and is continuous as a map U × V → F. Then also D(0,v)D(w,0)f exists and coincides
with D(w,0)D(0,v)f .
Proof. After replacing F with a completion, we may assume that F is complete. Fix
x ∈ U, y ∈ V. There is ε > 0 such that x+ sw ∈ U and y+ tv ∈ V for all s, t ∈ BRε (0).
For t 6= 0 as before, we have
1
t
(f(x+ sw, y + tv)− f(x+ sw, y)) =
∫ 1
0
D(0,v)f(x+ sw, y + rtv)dr. (3.4.1)
For fixed t, consider the map
g : BRε (0)→ F, g(s) :=
∫ 1
0
D(0,v)f(x+ sw, y + rtv)dr.
The map [0, 1]×BRε (0)→ F, (r, s) 7→ D(0,v)f(x+sw, y+ rt) is differentiable in s, with
partial derivative D(w,0)D(0,v)f(x + sw, y + rtv) which is continuous in (r, s). Hence,
by [6, Proposition 3.5], g is C1 and
g′(0) =
∫ 1
0
D(w,0)D(0,v)f(x, y + rtv)dr.
Hence (3.4.1) can be differentiated with respect to s, and
1
t
(D(w,0)f(x, y + tv)−D(w,0)f(x, y)) =
∫ 1
0
D(w,0)D(0,v)f(x, y + rtv)dr. (3.4.2)
Note that, for fixed x, v and w, the integrand in (3.4.2) also makes sense for t = 0,
and defines a continuous function h : [0, 1] × BRε (0) → F of (r, t). By [6, Proposition
3.5], the function
H : BRε (0)→ F, H(t) :=
∫ 1
0
h(r, t)dr
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is continuous. If t 6= 0 this function coincides with 1
t
(D(w,0)f(x, y+tv)−D(w,0)f(x, y)),
by (3.4.2). Hence
D(0,v)D(w,0)f(x, y) = lim
t→0
1
t
(D(w,0)f(x, y + tv)−D(w,0)f(x, y))
= lim
t→0
H(t) = H(0) =
∫ 1
0
h(r, 0)dr = D(w,0)D(0,v)f(x, y)
exists and has the asserted form.
Lemma 3.5. Let E1, E2 and F be locally convex spaces, U and V be open subsets of
E1 and E2, respectively, and r ∈ N0 ∪ {∞}. If f : U × V → F is a C
r,1-map, then
D(0,v)D(wi,0) · · ·D(w1,0)f(x, y)
exists for all i ∈ N such that i ≤ r, (x, y) ∈ U × V, v ∈ E2 and w1, . . . , wi ∈ E1, and
it coincides with d(i,1)f(x, y, w1, . . . , wi, v).
Proof. The proof is by induction on i. The case i = 1. This is covered by Lemma 3.4.
Induction step. Assume that i > 1. By induction, we know that
D(0,v)D(wi−1,0) · · ·D(w1,0)f(x, y)
exists and coincides with
d(i−1,1)f(x, y, w1, . . . , wi−1, v). (3.5.1)
Define g : U × V → F via
g(x, y) = D(wi−1,0) · · ·D(w1,0)f(x, y) = d
(i−1,0)f(x, y, w1, . . . , wi−1).
Then g is C(1,0) (f is Cr,1 and r ≥ i, hence we can differentiate once more in the first
variable). By induction, g is differentiable in the second variable with
D(0,v)g(x, y) = d
(i−1,1)f(x, y, w1, . . . , wi−1, v) (3.5.2)
= D(wi−1,0) · · ·D(w1,0)D(0,v)f(x, y), (3.5.3)
which is continuous in (v, x, y). Hence g is C0,1. and d(0,1)g(x, y, v) is given by (3.5.1).
Because f is Cr,1 and r ≥ i, the right-hand side of (3.5.2) can be differentiated once
more in the first variable, hence also D(0,v)g(x, y), with
d(1,1)g(x, y, wi, v) = D(wi,0)D(0,v)g(x, y) = D(wi,0) · · ·D(w1,0)D(0,v)f(x, y)
= d(i,1)f(x, y, w1, . . . , wi, v).
As this map is continuous, g is C1,1. By Lemma 3.4, alsoD(0,v)D(wi,0)g(x, y) exists and
is given by D(wi,0)D(0,v)g(x, y) = d
(i,1)f(x, y, v, w1, . . . , wi) (where we used (3.5.3)).
But, by definition of g,
D(0,v)D(wi,0)g(x, y) = D(0,v)D(wi,0)D(wi−1,0) · · ·D(w1,0)f(x, y).
Hence D(0,v)D(wi,0) · · ·D(w1,0)f(x, y) = d
(i,1)f(x, y, v, w1, . . . , wi).
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Theorem 3.6. (Schwarz’ Theorem) Let E1, E2 and F be locally convex spaces
and f : U × V → F be Cr,s-map on open subsets U ⊆ E1, V ⊆ E2. Let x ∈ U, y ∈
V, w1, . . . , wi ∈ E1 and wi+1, . . . , wi+j ∈ E2. Define w
∗
k := (wk, 0) if k ∈ {1, . . . , i}
and w∗k := (0, wk) if k ∈ {i+ 1, . . . , i+ j}. Let i, j ∈ N0 with i ≤ r, j ≤ s and σ ∈ Si+j
be a permutation of {1, . . . , i+ j} . Then the iterated directional derivative
(Dw∗
σ(1)
· · ·Dw∗
σ(i+j)
f)(x, y)
exists and coincides with
d(i,j)f(x, y, w1, . . . , wi, wi+1, . . . , wi+j).
Proof. The proof is by induction on i+ j. The case i+ j = 0 is trivial.
The case i = 0 or j = 0. If i = 0, then the assertion follows from Schwarz Theorem
for the Cs-function f(x, •) : V → F. Likewise if j = 0, then the assertion follows from
Schwarz Theorem for the Cr-function f(•, y) : U → F. (see [23]).
The case i, j ≥ 1. If σ(1) ∈ {1, . . . , i}, then by induction,
Dw∗
σ(2)
· · ·Dw∗
σ(i+j)
f(x, y)
= d(i−1,j)f(x, y, w1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi, wi+1, . . . , wi+j).
Because f is Ci,j , we can differentiate once more in first variable:
Dw∗
σ(1)
· · ·Dw∗
σ(i+j)
f(x, y)
= d(i,j)f(x, y, w1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi, wσ(1);wi+1, . . . , wi+j)
= d(i,j)f(x, y, w1, . . . , wi;wi+1, . . . , wi+j).
For the final equality we used that
d(i,j)f(x, y, z1, . . . , zi, v1, . . . , vj) = d
(i)(d(j)f•(y, v1, . . . , vj))(x, z1, . . . , zj)
is symmetric in z1, . . . , zi, as g(x) := d
(j)fx(y, v1, . . . , vj) is C
r in x (see Lemma 3.3).
If σ(1) ∈ {i+ 1, . . . , i+ j}, then by induction,
Dw∗
σ(2)
· · ·Dw∗
σ(i+j)
f(x, y) = d(i,j−1)f(x, y, w1, . . . , wi, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j).
For fixed wi+1, . . . , wi+j , consider the function h : U × V → F,
h(x, y) := d(0,j−1)f(x, y, wi+1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j),
which is Cr,s−(j−1).
By Lemma 3.5,
Dw∗
σ(1)
Dw∗
i
· · ·Dw∗1h(x, y)
exists and coincides with
Dw∗
i
· · ·Dw∗1Dw∗σ(1)h(x, y).
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Now
Dw∗
σ(2)
· · ·Dw∗
σ(i+j)
f(x, y) = d(i,j−1)f(x, y, w1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j)
= Dw∗
i
· · ·Dw∗1h(x, y).
By the preceding, we can apply, Dw∗
σ(1)
, i.e., Dw∗
σ(1)
· · ·Dw∗
σ(i+j)
f(x, y) exists and coin-
cides with
Dw∗
i
· · ·Dw∗1Dw∗σ(1)h(x, y)
= d(i,j)f(x, y, w1, . . . , wi, wi+1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j , wσ(1))
= d(i)(d(j)f•(y, wi+1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j , wσ(1)))(x,w1, . . . , wi)
where d(j)fx(y, v1, . . . , vj) is symmetric in v1, . . . , vj by the Schwarz Theorem for the
Cs-function fx. Hence
d(j)fx(y, wi+1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j , wσ(1)) = d
jfx(y, wi+1, . . . , wi+j)
for all x. Hence also after differentiations in x:
d(i)(d(j)f•(y, wi+1, . . . , wσ(1)−1, wσ(1)+1, . . . , wi+j , wσ(1)))(x,w1, . . . , wi)
coincides with
d(i,j)f(x, y, w1, . . . , wi+j) = d
(i)(d(j)f•(y, wi+1, . . . , wi+j))(x,w1, . . . , wi).
Remark 3.7. If U and V are merely locally convex subsets with dense interior in the
situation of Theorem 3.6, then
(Dw∗
σ(1)
· · ·Dw∗
σ(i+j)
f)(x, y) (3.7.1)
exists for all x ∈ U0, y ∈ V 0, and the map d(i,j)f(x, y, w1, . . . , wi+j) provides a con-
tinuous extension of (3.7.1) to all of U × V × Ei1 × E
j
2 .
Corollary 3.8. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively. If f : U × V → F is C
r,s, then
g : V × U → F, (y, x) 7→ f(x, y)
is a Cs,r-map, and
d(j,i)g(y, x, v1, . . . , vj , w1, . . . , wi) = d
(i,j)f(x, y, w1, . . . , wi, v1, . . . , vj)
for all i, j ∈ N0 with i ≤ r, j ≤ s, x ∈ U, y ∈ V, w1, . . . , wi ∈ E1 and v1, . . . , vj ∈ E2.
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Lemma 3.9. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively. If f : U × V → F is C
r,s and
λ : F → H is a continuous linear map to a locally convex space H, then λ ◦ f is Cr,s
and d(i,j)(λ ◦ f) = λ ◦ d(i,j)f.
Proof. Follows from the fact that directional derivatives and continuous linear maps
can be interchanged.
Lemma 3.10. (Mappings to products) Let E1, E2 be locally convex spaces, U
and V be locally convex subsets with dense interior of E1 and E2 respectively, and
(Fα)α∈A be a family of locally convex spaces with direct product F :=
∏
α∈A Fα and the
projections piα : F → Fα onto the components. Let r, s ∈ N0∪{∞} and f : U ×V → F
be a map. Then f is Cr,s if and only if all of its components fα :== piα ◦ f are C
r,s.
In this case
d(i,j)f = (d(i,j)fα)α∈A. (3.10.1)
for all i, j ∈ N0 such that i ≤ r and j ≤ s.
Proof. piα is continuous linear. Hence if f is C
r,s, then fα = piα ◦ f is C
r,s, by Lemma
3.9, with d(i,j)fα = piα ◦ d
(i,j)f. Hence (3.10.1) holds.
Conversely, assume that each fα is C
r,s. Because the limits in products can be
formed component-wise, we see that
d(i,j)f(x, y, w1, . . . , wi, v1, . . . , vj) = D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)f(x, y)
exists for all (x, y) ∈ U0 × V 0 and w1, . . . , wi ∈ E1, v1, . . . , vj ∈ E2, and is given by
(d(i,j)fα(x, y, w1, . . . , wi, v1, . . . , vj))α∈A. (3.10.2)
Now (3.10.2) defines a continuous function U × V × Ei1 × E
j
2 → F for all i, j ∈ N0
such that i ≤ r and j ≤ s. Hence f is Cr,s.
Lemma 3.11. Let r, s ∈ N0 ∪ {∞}, s ≥ 1, E1, E2, F be locally convex spaces, U
and V be locally convex subsets with dense interior of E1 and E2 respectively. Let
f : U × V → F be a map. Then f is Cr,s if and only if f is Cr,0, f is C0,1 and
d(0,1)f : U × (V × E2)→ F is C
r,s−1.
Proof. The implication “ ⇒ ” will be established after Lemma 3.13, and shall not
be used before. To prove “ ⇐ ”, let i, j ∈ N0 such that i ≤ r and j ≤ s, and
(x, y) ∈ U0 × V 0 and w1, . . . , wi ∈ E1 and v1, . . . , vj ∈ E2.
If j = 0, then D(wi,0) · · ·D(w1,0)f(x, y) exists as f is C
r,0, and is given by
d(i,0)f(x, y, w1, . . . , wi)
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which extends continuously to U × V × Ei1.
If j > 0, then D(0,v1)f(x, y) = d
(0,1)f(x, y, v1) exists because f is C
0,1 and because
this function is Cr,s−1, also the directional derivatives
D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)f(x, y)
= D(wi,(0,0)) · · ·D(w1,(0,0))D(0,(vj ,0)) · · ·D(0,(v2,0))(d
(0,1)f)(x, y, v1)
exist and the right-hand side extends continuously to (x, y, w1, . . . , wi, v1, . . . , vj) ∈
U × V × Ei1 × E
j
2 . Hence f is C
r,s.
Lemma 3.12. Let r, s ∈ N0 ∪{∞}, E1, E2, H1, H2, F be locally convex spaces, U, V, P
and Q be locally convex subsets with dense interior of E1, E2, H1 and H2, respectively.
If f : U×V → F is a Cr,s-map and λ1 : H1 → E1 as well as λ2 : H2 → E2 are continu-
ous linear maps such that λ1(P ) ⊆ U and λ2(Q) ⊆ V , then f ◦(λ1×λ2)|P×Q : P×Q→
F is Cr,s.
Proof. For (q, p) ∈ P 0 ×Q0 and w1, . . . , wi ∈ H1, v1, . . . , vj ∈ H2, we have
D(0,v1)(f ◦ (λ1 × λ2))(q, p) = lim
t→0
1
t
(f(λ1(p), λ2(q + tv1)− f(λ1(p), λ2(q)))
=
1
t
(f(λ1(p), λ2(q) + tλ2(v1))− f(λ1(p), λ2(q))) = (D(0,λ2(v1))f)(λ1(p), λ2(q))
and recursively
D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)(f ◦ (λ1 × λ2))(p, q)
= d(i,j)f(λ1(p), λ2(q), λ1(w1), . . . , λ1(wi), λ2(v1), . . . , λ2(vj)).
The right-hand side defines a continuous function of (p, q, w1, . . . , wi, v1, . . . , vj) ∈
P ×Q ×Hi1 ×H
j
2 . Hence the assertion follows.
Lemma 3.13. Let r, s ∈ N0 ∪ {∞}, E1, E2, H1, . . . , Hn, F be locally convex spaces, U
and V be locally convex subsets with dense interior of E1 and E2, respectively, and
f : U × V ×H1 × · · · ×Hn → F
be a map with the following properties:
(a) f(x, y, •) : H1 × · · · ×Hn → F is n-linear for all x ∈ U, y ∈ V ;
(b) The directional derivatives D(wi,0,0) · · ·D(w1,0,0)D(0,vj ,0) · · ·D(0,v1,0)f(x, y, h) ex-
ist for all i, j ∈ N0 such that i ≤ r, j ≤ s, (x, y) ∈ U
0 × V 0, h ∈ H1 × · · · ×Hn
and w1, . . . , wi ∈ E1, v1, . . . , vj ∈ E2, and extend continuously to functions
U × V ×H1 × · · · ×Hn × E
i
1 × E
j
2 → F.
Then f : U×(V ×H1×· · ·×Hn)→ F is C
r,s. Also g : (U×H1×· · ·×Hn)×V →
F, ((x, h), y) 7→ f(x, y, h) is Cr,s.
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Proof. Holding h ∈ H := H1 × · · · ×Hn fixed, the map f(•, h) is C
r,s and hence
ϕ : V × U → F, (x, y) 7→ f(y, x, h)
is Cs,r, by Corollary 3.8, with
D(0,vj) · · ·D(0,v1)D(wi,0) · · ·D(w1,0)ϕ(x, y)
= D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)f(y, x, h)
Hence f1 : V × (U ×H)→ F, f1(y, x, h) := f(x, y, h) satisfies hypotheses analogues to
those for f (with r and s interchanged) and will be Cs,r if the first assertion holds.
Using Corollary 3.8, this implies that g is Cr,s. Hence we only need to prove the first
assertion.
We may assume that r, s <∞; the proof is by induction on s.
The case s = 0. Then f is Cr,0 by the hypotheses.
Induction step. Let v ∈ E2, z = (z1, . . . , zn) ∈ H. By hypothesis, D(0,v,0)f(x, y, h) ex-
ists and extends to a continuous map on U×V ×E2×H → F. Because f(x, y, •) : H →
F is continuous and n-linear, it is C1 with
D(0,0,z)f(x, y, h) =
n∑
k=1
f(x, y, h1, . . . , hk−1, zk, hk+1, . . . , hn).
This formula defines a continuous function U ×V ×H×H → F. Holding x ∈ U fixed,
we deduce with the Rule on Partial Differentials (Definition 2.1) that the map
V ×H → F, (x, h) 7→ f(x, y, h)
is C1, with
D(0,v,z)f(x, y, h) = D(0,v,0)f(x, y, h) +
n∑
k=1
f(x, y, h1, . . . , hk−1, zk, hk+1, . . . , hn).
(3.13.1)
Now f : U × (V ×H)→ F is Cr,0 (see the case s = 0). Also, f : U × (V ×H)→ F
is C0,1, because we have just seen that d(0,1)f(x, (y, h), (v, z)) exists and is given by
(3.13.1), which extends continuously to U × (V ×H)× (E2 ×H).
We claim that d(0,1)f : U × ((V ×H) × (E2 ×H)) is C
r,s−1. If this is true, then f
is Cr,s, by Lemma 3.11. To prove the claim, for fixed k ∈ {1, . . . , n}, consider
φ : U × (V ×H ×E2 ×H)→ F, (x, y, h, v, z) 7→ f(x, y, h1, . . . , hk−1, zk, hk+1, . . . , hn).
The map
ψ : U × V ×H1 × · · · ×Hn−1 × (Hn × E2 ×H)→ F,
(x, y, h1, . . . , hn−1, (hn, v, z)) 7→ f(x, y, h1, . . . , hn)
is n-linear in (h1, . . . , hn−1, (hn, v, z)). By induction, ψ is C
r,s−1 as a map on U × (V ×
H1 × · · · × Hn−1 × Hn × E2 × H). By Lemma 3.12, also φ is C
r,s−1. Hence each
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of the final k summands in (3.13.1) is Cr,s−1 in (x, (y, h, v, z)). It remains to observe
that θ : U × V × (H ×E2)→ F, (x, y, h, v) 7→ D(0,v,0)f(x, y, h) is (n+ 1)-linear in the
final argument and satisfies hypotheses analogous to those of f , with (r, s) replaced by
(r, s− 1). Hence θ : U ×V × (H ×E2)→ F is C
r,s−1, by induction. As a consequence,
d(0,1)f is Cr,s−1 (like each of the summands in (3.13.1)).
Taking E2 = {0}, Lemma 3.13 readily entails:
Lemma 3.14. Let r ∈ N0∪{∞}, E,H1, . . . , Hn, F locally convex spaces, U be a locally
convex subsets with dense interior of E and f : U×(H1×· · ·×Hn)→ F be a C
r,0-map
which is n-linear for fixed first argument. Then f is Cr,∞.
Proof of Lemma 3.11, completed. If f is Cr,s, then f is C0,1 and f is Cr,0.
Moreover d(0,1)f : U × V × E2 → F is linear in the E2-variable and
D(wi,0,0) · · ·D(w1,0,0)D(0,vj ,0) · · ·D(0,v1,0)(d
(0,1)f)(x, y, z)
= d(i,j+1)f(x, y, w1, . . . , wi, z, v1, . . . , vj)
exists for all i, j ∈ N0 such that i ≤ r, j ≤ s − 1, if (x, y) ∈ U × V, and extends to a
continuous function in (x, y, z, w1, . . . , wi, z, v1, . . . , vj) ∈ U ×V ×E1×E
i
1×E
j
2 . Hence
by Lemma 3.13, d(0,1)f is Cr,s−1.
Lemma 3.15. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively, and r ∈ N0∪{∞}. If f : U×V →
F is Cr,r, then f is Cr.
Proof. The proof is by the induction on r ∈ N0, we may assume that r <∞.
The case r = 0. If f is C0,0, then f is continuous and hence C0.
The case r ≥ 1. Assume U, V are open subsets. Then D(w,0)f(x, y) exists and is
continuous in (x, y, w), and D(0,v)f(x, y) exists and is continuous in (x, y, v). Hence by
(2.2.1) f is C1 and
df((x, y), (w, v)) = D(w,0)f(x, y) +D(0,v)f(x, y), (3.15.1)
which is continuous in (x, y, w, v). Thus f is C1. In the general case, the right hand
side of (3.15.1) is continuous for (x, y, w, v) ∈ U×V ×E1×E2 and extends d(f |U0×V 0).
Hence f is C1. Next, note that D(w,0)f(x, y) and D(0,v)f(x, y) are C
r−1,r−1-mappings,
by Lemma 3.11 and Corollary 3.8. Hence df is Cr−1, by induction. Since f is a C1
and df is Cr−1, the map f is Cr.
Remark 3.16. If r =∞, then a map f : U × V → F is C∞ if and only if it is C∞,∞
(as an immediate consequence of Lemma 3.15).
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Lemma 3.17. (Chain Rule 1) Let X1, X2, E1, E2 and F be locally convex spaces,
P , Q, U and V be locally convex subsets with dense interior of X1, X2, E1 and E2
respectively, r, s ∈ N0 ∪ {∞}, f : U × V → F a C
r,s-map, g1 : P → U a C
r-map and
g2 : Q→ V a C
s-map. Then
f ◦ (g1 × g2) : P ×Q→ F, (p, q) 7→ f(g1(p), g2(q))
is a Cr,s-map.
Proof. Without loss of generality, we may assume that r, s < ∞. The proof is by
induction on r.
The case r = 0. If s = 0, f ◦ (g1× g2) is just a composition of continuous maps, which
is continuous.
Now let s > 0. For fixed x ∈ U , fx : V → F is C
s. Hence, for fixed p ∈ P , fg1(p) : V → F
is Cs and fg1(p) ◦ g2 : Q → F is C
s by the Chain Rule for Cs-maps (see [23]). In
particular, the latter is C1, whence
D(0,z)(f ◦ (g1 × g2))(p, q) = d(fg1(p) ◦ g2)(q, z) = dfg1(p)(g2(q), dg2(q, z))
exists for z ∈ X2 and q ∈ Q
0. Hence,
d(0,1)(f ◦ (g1 × g2))(p, q, z) = d
(0,1)f︸ ︷︷ ︸
C0,s−1
( g1(p)︸ ︷︷ ︸
C0 in p
, g2(q), dg2(q, z)︸ ︷︷ ︸
C0 in (q,z)
)
exists. By induction on s, the map d(0,1)(f ◦ (g1 × g2)) is C
0,s−1. Hence, by Lemma
3.11, f ◦ (g1 × g2) is C
0,s.
Induction step (r > 0). If s = 0, we see as in the first part of the proof that h :=
f ◦ (g1, g2) is C
r,0.
If s > 0, we know that
d(0,1)h(p, q, z) = d(0,1)f︸ ︷︷ ︸
Cr,s−1
(g1(p)︸ ︷︷ ︸
Cr
, g2(q), dg2(q, z)︸ ︷︷ ︸
Cs−1
).
By induction on s, this is Cr,s−1. Hence, by Lemma 3.11, h is Cr,s.
Lemma 3.18. (Chain Rule 2) Let E1, E2, F and Y be locally convex spaces, U ,
V and W be locally convex subsets with dense interior of E1, E2 and F respectively,
r, s ∈ N0 ∪ {∞}, f : U × V → F a C
r,s-map with f(U × V ) ⊆W and g : W → Y be a
Cr+s-map. Then
g ◦ f : U × V → Y
is a Cr,s-map.
Proof. Without loss of generality, we may assume that r, s < ∞. The proof is by
induction on r.
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The case r = 0. If s = 0, g ◦ f is just composition of continuous maps, which is
continuous.
Now let s > 0. For fixed x ∈ U , fx : V → F is C
s and g : W → Y is Cs. Hence
g ◦ fx : V → Y is C
s by the Chain Rule for Cs-maps (see [23]). In particular, it is C1,
whence
D(0,v)(g ◦ f)(x, y) = d(g ◦ fx)(y, v) = dg(fx(y), dfx(y, v)) = dg(f(x, y), d
(0,1)f(x, y, v))
exists for v ∈ E2, if x ∈ U
0, y ∈ V 0. Now
d(0,1)(g ◦ f) : U × (V × E2)→ Y
(x, y, v) 7→ dg︸︷︷︸
Cr+s−1
(f(x, y), d(0,1)f(x, y, v)︸ ︷︷ ︸
C0,s−1
)
is a C0,s−1-map, by Lemma 3.11 and induction on s. Hence, by Lemma 3.11, g ◦ f is
C0,s.
Induction step (r > 0). If s = 0, we see as in the first part of the proof, that h := g ◦ f
is Cr,0.
If s > 0, we know that h is Cr,0 by the preceding. Moreover,
d(0,1)h(x, y, v) = dg︸︷︷︸
Cr+s−1
(f(x, y), d(1,0)f(x, y, v)︸ ︷︷ ︸
Cr,s−1
).
Hence, by induction on s the map d(0,1)h is Cr,s−1. Hence by Lemma 3.11, h is
Cr,s.
Lemma 3.19. (Chain Rule 3) Let r, s, k ∈ N0 ∪ {∞} with k ≥ r + s. Assume that
U ⊆ E1 and V ⊆ E2, P ⊆ E3 are locally convex subsets with dense interior of locally
convex spaces. Let E4 be another locally convex space, f : U × V → P of class C
r,s
and g : U × P → E4 a map of class C
r,k. Then
g ◦ (prU , f) : U × V → E4, (x, y) 7→ g(x, f(x, y))
is a map of class Cr,s, where prU : U × V → U is the canonical projection.
Proof. We may assume r, s < ∞. Use induction on r starting with r = 0: The map
prU is the restriction of a continuous linear map and hence C
∞. We have to prove that
g ◦ (prU , f) is a map of class C
0,s. Proceed by induction on s: As prU is continuous
g ◦ (prU , f) is continuous. We may now assume s > 0. Fixing x ∈ U , the Chain Rule
for Cs-maps yields:
d(0,1)(g ◦ (prU , f))(x, y, z) = d
(0,1)g(x, f(x, y), d(0,1)f(x, y; z)).
The derivative is a composition of the C0,k−1-map d(0,1)g (with respect to U×(P×E3))
and (prU , (f ◦ prU×V , d
(0,1)f)). By a combination of Lemma 3.10 and Lemma 3.17,
19
(f ◦ prU×V , d
(0,1)f) : U × (V × E2) → P × E3, (x, y, z) 7→ (f(x, y), d
(0,1)f(x, y; z))
is a map of class C0,s−1. As k − 1 ≥ s − 1, the induction hypothesis implies that
d(0,1)(g ◦ (prU , f)) is a map of class C
0,s−1. Thus g ◦ (prU , f) is of class C
0,1 and the
preceding derivative is a map of class C0,s−1. From Lemma 3.11 we conclude that
g ◦ (prU , f) is of class C
0,s. This settles the cases r = 0, s ∈ N0.
We may now assume r > 0 and by induction the claim holds for Cr−1,s-maps for each
s ∈ N0. We already know that g ◦ (prU , f) is a C
r−1,s-map and g is a C1-map by
Lemma 3.15 as it is at least C1,1. Fixing y ∈ V , the Chain Rule for C1-maps and
(2.2.1) yields:
d(1,0)(g ◦ (prU , f))(x, y, u)
=d(1,0)g(x, f(x, y);u) + d(0,1)g(x, f(x, y); d(1,0)f(x, y;u)). (3.19.1)
The latter derivative is continuous, whence g ◦ (prU , f) is a map of class C
1,0. The
derivative d(1,0)g is of class Cr−1,k with respect to U × (P × E1) which follows from
Corollary 3.8 Lemma 3.11 and Lemma 3.13. Furthermore
(f ◦ prU×V , prE1) : U × (V × E1)→ P × E1
is of class Cr,s, by Lemma 3.10. Hence the induction hypothesis implies that the first
summand in (3.19.1) is of class Cr−1,s. On the other hand d(0,1)g : U×(V ×E2)→ F is
of class Cr,k−1 by Lemma 3.11 and by Lemma 3.10, (f◦prU×V , d
(1,0)f) : U×(V×E1)→
P×E3 is a map of class C
r−1,s using that d(0,1)f : U×(V ×E1)→ F is C
r−1,k. Observe
that by choice of k, already k−1 ≥ r−1+s holds. Therefore the induction hypothesis
shows that the second summand is of class Cr−1,s with respect to U × (V timesE2).
Summing up, the derivative d(1,0)(g ◦ (prU , f)) is a map of class C
r−1,s. We conclude
from Lemma 3.11 and Corollary 3.8 that g ◦ (prU , f) is a map of class C
r,s.
Proposition 3.20. Let E be a finite-dimensional vector space, F a locally convex
space, U be a locally convex and locally compact subset with dense interior of E and
s ∈ N0 ∪ {∞}. Then the evaluation map
ε : Cs(U, F )× U → F, ε(γ, x) := γ(x)
of Cs(U, F ) is C∞,s.
Proof. Without loss of generality, we may assume that s < ∞. The proof is by
induction on s.
If s = 0, then ε is continuous because U is locally compact [9, Theorem 3.4.3]. Also,
ε is linear in the first argument. Hence ε is C∞,0, by Lemma 3.14 and Corollary 3.8.
Let s ≥ 1. For x ∈ U0, w ∈ E, γ ∈ Cs(U, F ) and small t ∈ R \ {0},
1
t
(ε(γ, x+ tw)− ε(γ, x)) =
1
t
(γ(x+ tw)− γ(x))→ dγ(x,w) as t→ 0.
Hence d(0,1)ε(γ, x, w) exists and is given by
d(0,1)ε(γ, x, w) = dγ(x,w) = ε1(dγ, (x,w)), (3.20.1)
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where ε1 : C
s−1(U × E,F )× (U × E)→ F, (ζ, z) 7→ ζ(z) is C∞,s−1, by induction.
The right-hand side of (3.20.1) defines a continuous map (in fact a C∞,s−1-map)
C∞(U, F )× (U × E)→ F
by induction and Lemma 3.12, using that
Cs(U, F )→ Cs−1(U × E,F ), γ 7→ dγ
is continuous linear. Thus, by Lemma 3.11, ε is C∞,s.
Definition 3.21. Let E1, E2 and F be locally convex spaces, U and V be locally
convex subsets with dense interior of E1 and E2 respectively, and r, s ∈ N0 ∪ {∞}.
Give Cr,s(U × V, F ) the initial topology with respect to the mappings
d(i,j) : Cr,s(U × V, F )→ C(U × V × Ei1 × E
j
2 , F ), γ 7→ d
(i,j)γ
for i, j ∈ N0 such that i ≤ r, j ≤ s, where the right-hand side is equipped with the
compact-open topology.
Lemma 3.22. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively, then
C∞,∞(U × V, F ) = C∞(U × V, F )
as topological vector spaces.
Proof. By Lemma 3.15 and Remark 3.16 both spaces coincide as sets. Thus it suffices
to show that the C∞,∞- topology coincides with the C∞-topology. As those topologies
are initial topologies, we only have to prove that the families of maps inducing the
topologies are continuous with respect to the other topology. For x ∈ U, y ∈ V, w :=
(w1, . . . , wi) ∈ E
i
1 and v := (v1, . . . , vj) ∈ E
j
2 , we have
d(i,j)f(x, y, w, v) = d(i+j)f(x, y, (w1, 0), . . . , (wi, 0), (0, v1), . . . , (0, vj)).
Let g : U × V × Ei1 × E
j
2 → U × V × (E1 × E2)
i+j , (x, y, w1, . . . , wi, v1, . . . , vj) 7→
(x, y, (w1, 0), . . . , (wi, 0), (0, v1), . . . , (0, vj)). As g is continuous linear, by [15, Proposi-
tion 4.4], the pullback g∗ is continuous. Hence by continuity of d(i+j), d(i,j) is contin-
uous with respect to the C∞-topology. This proves that the C∞,∞-topology is coarser
than the C∞-topology. To show the converse we recall that d(k)f(x, y, •) is multilinear.
Writing (wi, vi) = (wi, 0) + (0, vi) we obtain
d(k) =
∑
I⊆{1,...,k}
g∗I (d
(|I|,k−|I|)f),
where we defined gI(x, y, (w1, v1), . . . , (wk, vk)) := (x, y, wi1 , . . . , wi|I| , vj1 , . . . , vjk−|I|)
for I = {i1, . . . , i|I|} and {1, . . . , k}\I = {j1, . . . , jk−|I|}. Clearly each gI is continuous
linear, whence smooth and we deduce from [15, Proposition 4.4] that d(k) is continuous
with respect to the C∞,∞-topology. Hence the assertion follows.
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Lemma 3.23. Let E and F be locally convex spaces, U be a locally convex subset with
dense interior of E, r, s ∈ N0 ∪ {∞}. Then sets of the form
k⋂
i=0
{γ ∈ Cr(U, F ) : d(i)γ(Ki) ⊆ Qi}
form a basis of 0-neighbourhoods in Cr(U, F ), for k ∈ N0 such that k ≤ r, compact
sets Ki ⊆ U × E
i and 0-neighbourhoods Qi ⊆ F.
Proof. The topology on Cr(U, F ) is initial with respect to the maps
d(i) : Cr(U, F )→ C(U × Ei, F )c.o, γ 7→ d
(i)γ.
Therefore the map
Ψ: Cr(U, F )→
∏
N0∋i≤r
C(U × Ei, F ), γ 7→ (d(i)γ)N0∋i≤r
is a topological embedding. Sets of the form
W := {(ηi)N0∋i≤r ∈
∏
N0∋i≤r
C(U × Ei, F ) : ηi(Ki) ⊆ Qi for i = 0, . . . , k}
(with k ∈ N0 such that k ≤ r, compacts sets Ki ⊆ U × E
i and 0-neighbourhoods
Qi ⊆ F ), form a basis of 0-neighbourhoods in
∏
N0∋i≤r
C(U × Ei, F ). Hence the sets
Φ−1(W ) form a basis of 0-neighbourhoods in Cr(U, F ).
Similarly:
Lemma 3.24. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively, and r, s ∈ N0 ∪ {∞}. The sets
W = {γ ∈ Cr,s(U × V, F ) : d(i,j)γ(Ki,j) ⊆ Pi,j for i = 0, . . . , k and j = 0, . . . , l}
(where k ∈ N0 such that k ≤ r, l ∈ N0 such that l ≤ s, Pi,j ⊆ F are 0-neighbourhoods
and Ki,j ⊆ U × V × E
i
1 × E
j
2 is compact) form a basis of 0-neighbourhoods for
Cr,s(U × V, F ).
Theorem 3.25. Let E1, E2 and F be locally convex spaces, U and V be locally convex
subsets with dense interior of E1 and E2 respectively, and r, s ∈ N0 ∪ {∞}. Then
(a) If γ : U × V → F is Cr,s, then γx : V → F is C
s for all x ∈ U and
γ∨ : U → Cs(V, F ), x 7→ γx
is Cr.
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(b) The map
Φ: Cr,s(U × V, F )→ Cr(U,Cs(V, F )), γ 7→ γ∨
is linear and a topological embedding.
Proof.
(a) γx : V → F is C
s for all x ∈ U by Lemma 3.3.
Since C∞(V, F ) = lim
←−s∈N0
Cs(V, F ) ( [23]), we have
Cr(U,C∞(V, F )) = lim
←−
s∈N0
Cr(U,Cs(V, F )).
It therefore suffices to prove the assertion when s ∈ N0 (cf. [4, Lemma 10.3]). We may
assume that r is finite. The proof is by induction on r.
The case r = 0. If s = 0 then the assertion follows from [9, Theorem 3.4.1].
If s ≥ 1, the topology on Cs(V, F ) is initial with respect to the maps
d(j) : Cs(V, F )→ C(V × Ej2 , F )c.o, γ 7→ d
(j)γ, for j ∈ N0 such that j ≤ s.
Hence, we only need that d(j) ◦ f∨ : U → C(V × Ej2 , F )c.o is continuous for j ∈
{0, 1, . . . , s}. Now
d(j)(f∨(x)) = d(j)(f(x, •)) = d(0,j)f(x, •) = (d(0,j)f)∨(x).
Thus d(j) ◦ f∨ = (d(0,j)f)∨ : U → C(V × Ej2 , F )c.o, which is continuous by induction.
As a consequence, γ∨ : U → Cs(V, F ) is continuous.
The case r ≥ 1. If s = 0. then f∨ : U → C(V, F ). Let x ∈ U0, z ∈ E1. Then
x+ tz ∈ U0, for small t ∈ R ∪ {∞}; we show that
1
t
(f∨(x+ tz)− f∨(x))→ d(1,0)f(x, •, z)
in C(V, F ) as t→ 0. For this, let K ⊆ V be compact. we have to show that
(
1
t
(f∨(x+ tz)− f∨(x)))|K→ (d
(1,0)f(x, •, z))|K
uniformly as t→ 0. Let W ⊆ F be a 0-neighbourhood. Without loss of generality, W
is closed and absolutely convex. There is ε ≥ 0 such that x+BRε (0)z ⊆ U
0. For y ∈ K
and t ∈ R \ {0} such that |t| < ε, we have
∆(t, y) : =
1
t
(f∨(x + tz)− f∨(x))(y) − d(1,0)f(x, y, z)
=
1
t
(f(x+ tz, y)− f(x, y))− d(1,0)f(x, y, z)
=
∫ 1
0
d(1,0)f(x+ σtz, y, z)dσ − d(1,0)f(x, y, z)
=
∫ 1
0
(d(1,0)f(x+ σtz, y, z)− d(1,0)f(x, y, z)) dσ.
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The function
g : BRε (0)×K × [0, 1]→ F, (t, y, σ) 7−→ d
(1,0)f(x+ σtz, y, z)− d(1,0)f(x, y, z)
is continuous and g(0, y, σ) = 0 for all (y, σ) ∈ K× [0, 1]. Because K× [0, 1] is compact,
by the Wallace Lemma (see [9, 3.2.10]), there exists δ ∈ (0, ε] such that g(BRδ (0)×K×
[0, 1]) ⊆W. Hence ∆(t, y) =
∫ 1
0 g(t, y, σ)dσ ∈W for all y ∈ K and all t ∈ B
R
δ (0) \ {0}.
Because this holds for all y ∈ K, we see that ∆(t, •)→ 0 uniformly, as required. Thus
df∨(x, z) exists for all x ∈ U0, z ∈ E1 and is given by df
∨(x, z) = d(1,0)f(x, •, z). Now
U → C(V, F ), x 7→ d(1,0)f(x, •, z)
is a continuous function in all of U (by r = 0); so f∨ is C1 on U, and df∨(x, z) =
d(1,0)f(x, •, z). Because
h : (U × E1)× V → F, ((x, z), y) 7→ d
(1,0)f(x, y, z)
is C(r−1,0) (see Lemma 3.11 and Corollary 3.8), by induction d(f∨) = h∨ : U × E1 →
C(V, F ) is Cr−1. Hence f is Cr.
Let s ≥ 1. Because
Cs(V, F )→ C(V, F )× Cs−1(V × E2, F ), γ 7→ (γ, dγ)
is a linear topological embedding with closed image (see [1, Lemma 91]), f∨ : U →
Cs(V, F ) will be Cr if f∨ : U → C(V, F ) is Cr (which holds by induction) and the
map
h : U → Cs−1(U × E2, F ), x 7→ d(f
∨(x))
is Cr (see [23]; cf. [4, Lemma 10.1]) For x ∈ U, y ∈ V and z ∈ E2, we have
h(x)(y, z) = d(f∨(x))(y, z) = d(f(x, •))(y, z) = d(0,1)f(x, y, z),
thus h = (d(0,1)f)∨ for d(0,1)f : U × (V ×E2)→ F. This function is C
r,s−1 by Lemma
3.11. Hence h is Cr by induction.
(b) The linearity of Φ is clear. For y ∈ V, the point evaluation λ : Cs(V, F )→ F, η 7→
η(y) is continuous linear. Hence
(d(i)f∨)(x,w1, . . . , wi)(y) = λ((d
(i)f∨)(x,w1, . . . , wi))
= d(i)(λ ◦ f∨)(x,w1, . . . , wi)
= d(i)(f(•, y)(x,w1, . . . , wi))
= d(i,0)f(x, y, w1, . . . , wi),
using that (λ ◦ f∨)(x) = λ(f∨(x)) = f∨(x)(y) = f(x, y). Hence
(d(i)f∨)(x,w1, . . . , wi) = (d
(i,0)f)(x, •, w1, . . . , wi).
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Hence by Schwarz’ Theorem (Theorem 3.6)
d(j)((d(i)f∨)(x,w1, . . . , wi))(y, v1, . . . , vj) = d
(i,j)f(x, y, w1, . . . , wi, v1, . . . , vj).
Φ is continuous at 0. LetW ⊆ Cr(U,Cs(V, F )) be a 0-neighbourhood. After shrinking
W, without loss of generality
W =
k⋂
i=0
{γ ∈ Cr(U,Cs(V, F )) : d(i)γ(Ki) ⊆ Qi}
where k ∈ N0 with k ≤ r, Ki ⊆ U × E
i
1 is compact and Qi ⊆ C
s(V, F ) is a 0-
neighbourhood (see Lemma 3.23). Using Lemma 3.23 again, after shrinking Qi we
may assume that
Qi =
li⋂
j=0
{η ∈ Cs(V, F ) : d(j)η(Li,j) ⊆ Pi,j}
with li ∈ N0, such that li ≤ s, compact sets Li,j ⊆ V × E
j
2 and 0-neighbourhoods
Pi,j ⊆ F shrinking Qi further, we may assume that li = l is independent of i. Then
W is the set of all γ ∈ Cr(U,Cs(V, F )) such that d(j)(d(i)γ(x,w))(y, v) ∈ Pi,j for all
i = 0, . . . , k and j = 0, . . . , l, (x,w) ∈ Ki ⊆ U × E
i
1 and (y, v) ∈ Li,j ⊆ V × E
j
2 . The
projections of U ×Ei1 onto the factors U and E
i
1 are continuous, hence the images K
1
i
and K2i of Ki under these projections are compact. After replacing Ki by K
1
i ×K
2
i ,
without loss of generality Ki = K
1
i ×K
2
i . Likewise, without loss of generality Li,j =
L1i,j × L
2
i,j with compact sets L
1
i,j ⊆ V and L
2
i,j ⊆ E
j
2 .
Now if γ ∈ Cr,s(U × V, F ) then d(j)(d(i)γ∨(x,w))(y, v) = d(i,j)γ(x, y, w, v). Hence
γ∨ ∈ W if and only if d(i,j)γ(K1i × L
1
i,j × K
2
i × L
2
i,j) ⊆ Pi,j for all i = 0, . . . , k and
j = 0, . . . , li. This is a basic neighbourhood in C
r,s(U ×V, F ) (see Lemma 3.24). Thus
Φ−1(W ) is a 0-neighbourhood, whence Φ is continuous at 0, and hence Φ is continuous.
It is clear that Φ is injective. To see that Φ is an embedding, it remains to show that
Φ(W ) is a 0-neighbourhood in im(Φ) for each W in a basis of 0-neighbourhoods in
Cr,s(U × V, F ).
Take W as in Lemma 3.24; without loss of generality, after increasing Ki,j , we may
assumeKi,j = K
1
i,j×L
1
i,j×K
2
i,j×L
2
i,j with compact setsK
1
i,j ⊆ U, L
1
i,j ⊆ V, K
2
i,j ⊆ E
i
1
and L2i,j ⊆ E
j
2 . Then Φ(W ) := {η ∈ im(Φ): d
(j)(d(i)η(x,w))(y, v) ∈ Pi,j} for all
i = 0, . . . , k, j = 0, . . . , l, x ∈ K1i,j, y ∈ L
1
i,j , w ∈ K
2
i,j and v ∈ L
2
i,j , which is a
0-neighbourhood in im(Φ), by Lemma 3.23.
Lemma 3.26. Let X be a topological space, E and F be locally convex spaces, k ∈ N,
and f : X × Ek → F be a map such that f(x, •) : Ek → F is symmetric k-linear for
each x ∈ X. Then f is continuous if and only if g : X×E → F, (x,w) 7→ f(x,w, . . . , w)
is continuous.
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Proof. The continuity of g follows directly from the continuity of f . If, conversely, g
is continuous, then by the Polarization Identity [7, Theorem A]
f(x,w1, . . . , wk) =
1
k!
1∑
ε1,...,εk=0
(−1)k−(ε1+···+εk)g(x, ε1w1 + · · ·+ εkwk),
which is continuous.
Lemma 3.27. Let X be a topological space, E1, E2 and F be locally convex spaces,
k, l ∈ N, and f : X ×Ek1 ×E
l
2 → F be a map such that f(x, •, w1, . . . , wl) : E
k
1 → F is
symmetric k-linear for all x ∈ X and w1, . . . , wl ∈ E2, and f(x, v1, . . . , vk, •) : E
l
2 → F
is symmetric l-linear for all x ∈ X and v1, . . . , vk ∈ E1. Then f is continuous if and
only if g : X × E1 × E2 → F, g(x, v, w) := f(x, v, . . . , v, w, . . . , w) is continuous.
Proof. The continuity of g follows directly from the continuity of f . If, conversely, g
is continuous, then two applications of the Polarization Identity show that
f(x, v1, . . . , vk, w1, . . . , wl)
=
1
l!
1∑
ε1,...,εl=0
(−1)l−(ε1+···+εl)f(x, v1, . . . , vk,
l∑
j=1
εjwj , . . . ,
l∑
j=1
εjwj)
=
1
k! l!
1∑
ε1,...,εl,δ1,...,δk=0
(−1)l−(ε1+···+εl)(−1)k−(δ1+···+δk)g(x,
k∑
i=1
δivi,
l∑
j=1
εjwj),
whence f is continuous.
Theorem 3.28. (Exponential Law). Let E1, E2 and F be locally convex spaces,
U and V be locally convex subsets with dense interior of E1 and E2 respectively, and
r, s ∈ N0 ∪ {∞}. Assume that at least one of the following conditions is satisfied:
(a) V is locally compact.
(b) r = s = 0 and U × V is a k-space.
(c) r ≥ 1, s = 0 and U × V × E1 is a k-space.
(d) r = 0, s ≥ 1 and U × V × E2 is a k-space.
(e) r ≥ 1, s ≥ 1 and U × V × E1 × E2 is a k-space.
Then
Φ: Cr,s(U × V, F )→ Cr(U,Cs(V, F )), f 7→ f∨
is an isomorphism of topological vector spaces. Moreover, if g : U → Cs(V, F ) is Cr,
then
g∧ : U × V → F, g∧(x, y) := g(x)(y)
is Cr,s.
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Proof. By Theorem 3.25, we only need to show the final assertion. In fact, given
g ∈ Cr(U,Cs(V, F )), the map g∧ will be Cr,s then, and hence g = (g∧)∨ = Φ(g∧).
Thus Φ will be surjective. Hence by Theorem 3.25, Φ will be an isomorphism of
topological vector spaces.
(a) g∧(x, y) = g(x)(y) = ε(g(x), y) where ε : Cs(V, F )× V → F, (γ, y) 7→ γ(y) is C∞,s
(Proposition 3.20). Hence g∧ is Cr,s by Chain Rule 1 (Lemma 3.17).
k-space conditions. If g : U → Cs(V, F ) is Cr, define g∧ : U × V → F, g∧(x, y) =
g(x)(y). For fixed x ∈ U, we have g∧(x, •) = g(x) which is Cs, hence
(D(0,vj) · · ·D(0,v1)g
∧)(x, y) = d(j)(g(x))(y, v1, . . . , vj)
= (d(j) ◦ g)(x)(y, v1, . . . , vj)
exists for j ∈ N0 such that j ≤ s, y ∈ V
0 and v1, . . . , vj ∈ E2. Also,
(D(0,vj) · · ·D(0,v1)g
∧)(x, y) = (ε(y,v1,...,vj) ◦ d
(j) ◦ g)(x),
where ε(y,v1,...,vj) : C
s−j(V ×Ej2, F )→ F, f 7→ f(y, v1, . . . , vj). For fixed (y, v1, . . . , vj),
this is the function ε(y,v1,...,vj) ◦ d
(j) ◦ g of x, which is Cr. Since ε(y,v1,...,vj) and
d(j) : Cs(V, F ) → Cs−j(V × Ej2 , F ) are continuous linear, we obtain the directional
derivatives
(D(wi,0) · · ·D(w1,0)D(0,vj) · · ·D(0,v1)g)(x, y)
= ε(y,v1,...,vj)(d
(j)(d(i)g(x,w1, . . . , wi)))
= d(j)(d(i)g(x,w1, . . . , wi))(y, v1, . . . , vj)
= (d(j) ◦ (d(i)g))(x,w1, . . . , wi)(y, v1, . . . , vj)
= (d(j) ◦ (d(i)g))∧((x,w1, . . . , wi), (y, v1, . . . , vj))
for x ∈ U0, w1, . . . , wi ∈ E1, and i ∈ N0 such that i ≤ r. To see that g
∧ is Cr,s, it
therefore suffices to show that
h : (d(j) ◦ (d(i)g))∧ : U × Ei1 × V × E
j
2 → F
is continuous for all i, j ∈ N0 such that i ≤ r, j ≤ s.
The case i = 0, j = 0. Then h = g∧, which is continuous by the case of topological
spaces with U × V a k-space (see [20, Proposition B.15]).
The case i = 0, j ≥ 1. Then
h : (U × V )× Ej2 → F, h(x, y, •) := d
(j)(g(x))(y, •) : Ej2 → F
is symmetric j-linear. Hence, by Lemma 3.26, h is continuous if we can show that
f : U ×V ×E2 → F, (x, y, v) 7→ d
(j)(g(x))(y, v, . . . , v) = h(x, y, v, . . . , v) is continuous.
Now
Cs(V, F )
d(j)
−−−−→ C0(V × Ej2 , F )xg yC0(ϕ,F )
U
η
−−−−→ C0(V × E2, F ).
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where ϕ : V × E2 → V × E
j
2 , (y, v) 7→ (y, v, . . . , v) and C
0(ϕ, F ) : C0(V × Ej2 , F ) →
C0(V × E2, F ), γ 7→ γ ◦ ϕ is the pullback which is continuous linear (see [23]; cf. [15,
Lemma 4.4]).
Hence η := C0(ϕ, F ) ◦ d(j) ◦ g : U → C0(V × E2, F ) is continuous. Because
U × (V ×E2) is a k-space by hypothesis, we know from the case of topological spaces
(see [20, Proposition B.15]) that f = η∧ : U × (V × E2)→ F is continuous.
The case i ≥ 1, j = 0. Then
h : U × Ei1 × V → F, h(x,w1, . . . , wj , y) = (d
(j)g)(x,w1, . . . , wj)(y).
By Lemma 3.26, h is continuous if we can show that f : U ×E1×V → F, f(x,w, y) :=
(d(i)g)(x,w, . . . , w)(y) is continuous. But f = ψ∧ for the continuous map ψ : U×E1 →
C0(V, F ), (x,w) 7→ (d(i)g)(x,w, . . . , w). Hence f is continuous because U ×E1 × V is
a k-space by hypothesis.
The case i ≥ 1, j ≥ 1. By Lemma 3.27, h will be continuous if we can show that
f : U × E1 × V × E2 → F, f(x,w, y, v) := h(x,w, . . . , w︸ ︷︷ ︸
i−times
, y, v, . . . , v︸ ︷︷ ︸
j−times
)
is continuous. Now ψ : U × E1 → U × E
i
1, (x,w) 7→ (x,w, . . . , w) is continuous
and θ := C0(ϕ, F ) ◦ d(j) ◦ d(i)g ◦ ψ : U × E1 → C
0(V × E2, F ) is continuous. Since
U ×E1×V ×E2 is a k-space by hypothesis, it follows that θ
∧ : U ×E1×V ×E2 → F
is continuous (see [20, Proposition B.15]). But θ∧ = f, and thus f is continuous.
4 The Exponential Law for mappings on manifolds
Definition 4.1. We recall from [23] that a manifold with rough boundary modelled on
a locally convex space E is a Hausdorff topological space M with an atlas of smoothly
compatible homeomorphisms φ : Uφ → Vφ from open subsets Uφ of M onto locally
convex subsets Vφ ⊆ E with dense interior. If each Vφ is open, M is an ordinary
manifold (without boundary). If each Vφ is relatively open in a closed hyperplane
λ−1([0,∞[), where λ ∈ E′ (the space of continuous linear functional on E), then M is
a manifold with smooth boundary. In the case of a manifold with corners, each Vφ is
a relatively open subset of λ−11 ([0,∞[) ∩ · · · ∩ λ
−1
n ([0,∞[), for suitable n ∈ N (which
may depend on φ) and linearly independent λ1, . . . , λn ∈ E
′.
Definition 4.2. LetM1 andM2 be smooth manifolds (possibly with rough boundary)
modelled on locally convex spaces, r, s ∈ N0 ∪ {∞} and F be a locally convex space.
A map f : M1×M2 → F is called C
r,s if f ◦ (ϕ−1 ×ψ−1) : Vϕ ×Vψ → F is C
r,s for all
charts ϕ : Uϕ → Vϕ of M1 and ψ : Uψ → Vψ of M2. Then f is continuous in particular.
Definition 4.3. In the situation of Definition 4.2, let Cr,s(M1 ×M2, F ) be the space
of all Cr,s-maps f : M1×M2 → F. Endow C
r,s(M1×M2, F ) with the initial topology
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with respect to the maps Cr,s(M1×M2, F )→ C
r,s(Vϕ×Vψ, F ), f 7→ f ◦ (ϕ
−1×ψ−1),
for ϕ and ψ in the maximal smooth atlas of M1 and M2, respectively.
The following fact is well known (cf. [9, Proposition 2.3.2]).
Lemma 4.4. Let (θj)j∈J be a family of topological embeddings θj : Xj → Yj between
topological spaces. Then also
θ :=
∏
j∈J
θj :
∏
j∈J
Xj →
∏
j∈J
Yj , (xj)j∈J 7→ (θj(xj))j∈J
is a topological embedding.
Proposition 4.5. Let M1 and M2 be smooth manifolds (possibly with rough boundary)
modelled on locally convex spaces, r, s ∈ N0 ∪ {∞} and F be a locally convex space.
Then
(a) f∨ ∈ Cr(M1, C
s(M2, F )) for all f ∈ C
r,s(M1 ×M2, F ).
(b) The map
Φ: Cr,s(M1 ×M2, F )→ C
r(M1, C
s(M2, F )), f 7→ f
∨
is linear and a topological embedding.
Proof. (a) It is clear that f∨(x) = f(x, •) is a Cs-map M2 → F. It suffices to show
that f ◦ϕ−1 : Uϕ → C
s(M2, F ) is C
r for each chart ϕ : Uϕ → Vϕ of M1. Let A2 be the
maximal smooth atlas for M2. Because the map
Ψ: Cs(M2, F )→
∏
ψ∈A2
Cs(Uψ, F ), h 7→ (h ◦ ψ
−1)ψ∈A2
is a linear topological embedding with closed image (see [23]; cf. [15, 4.7 and Proposi-
tion 4.19(d)]). f∨ ◦ϕ−1 is Cr if and only if Ψ ◦ f∨ ◦ϕ−1 is Cr (see [23]; cf. [4, Lemma
10.2]), which holds if all components are Cr. Hence we only need that
θ : Vϕ → C
s(Vψ , F ), x 7→ f
∨(ϕ−1(x)) ◦ ψ−1 = (f ◦ (ϕ−1 × ψ−1))∨(x)
is Cr. But θ = (f ◦ (ϕ−1×ψ−1))∨ where f ◦ (ϕ−1×ψ−1) : Vϕ×Vψ → F is C
r,s, hence
θ is Cr by Theorem 3.25.
(b) It is clear that Φ is linear and injective. Because Ψ is linear and a topological
embedding, also
Cr(M1,Ψ): C
r(M1, C
s(M2, F ))→ C
r(M1,
∏
ψ∈A2
Cs(Vψ , F )), f 7→ Ψ ◦ f
is a topological embedding [23].
Let P :=
∏
ψ∈A2
Cs(Vψ , F ). The map
Ξ: Cr(M1, P )→
∏
ϕ∈A1
Cr(Vϕ, P ), f 7→ (f ◦ ϕ
−1)ϕ∈A1
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is a linear topological embedding. Using the isomorphism∏
ϕ∈A1
Cr(Vϕ, P ) ∼=
∏
ϕ∈A1
∏
ψ∈A2
Cr(Vϕ, C
s(Vψ, F ))
we obtain a linear topological embedding
Γ := Ξ ◦ Cr(M1,Ψ): C
r(M1, C
s(M2, F ))→
∏
ϕ∈A1
∏
ψ∈A2
Cr(Vϕ, C
s(Vψ , F )),
f 7→ (Cs(ψ−1, F ) ◦ f ◦ ϕ−1)ϕ∈A1,
ψ∈A2
where Cs(ψ−1, F ) : Cs(M2, F ) 7→ C
s(Vψ , F ), f 7→ f ◦ ψ
−1. Also the map
ω : Cr,s(M1 ×M2, F )→
∏
ϕ∈A1,
ψ∈A2
Cr,s(Vϕ × Vψ , F ), f 7→ (f ◦ (ψ
−1 × ϕ−1))ϕ∈A1,
ψ∈A2
is a topological embedding, by Definition 4.3. Now we have the commutative diagram.
Cr,s(M1 ×M2, F )
Φ
−−−−→ Cr(M1, C
s(M2, F ))yω yΓ∏
ϕ∈A1,
ψ∈A2
Cr,s(Vϕ × Vψ , F )
η
−−−−→
∏
ϕ∈A1,
ψ∈A2
Cr(Vϕ, C
s(Vψ , F ))
where η is the map (fϕ,ψ)ϕ∈A1,ψ∈A2 7→ (f
∨
ϕ,ψ)ϕ∈A1,ψ∈A2 . Because the vertical arrows
are topological embeddings and also the horizontal arrow at the bottom (by Lemma
4.4 and Theorem 3.25) is a topological embedding, we deduce that the map Φ at the
top has to be a topological embedding as well. Here, we used that open subsets of
k-spaces are k-spaces.
Theorem 4.6. Let M1 and M2 be smooth manifolds (possibly with rough boundary)
modelled on locally convex spaces E1 and E2 respectively, F be a locally convex space
and r, s ∈ N0 ∪ {∞}. Assume that M2 is locally compact or that one of the following
conditions is satisfied:
(a) r = s = 0 and M1 ×M2 is a k-space.
(b) r ≥ 1, s = 0 and M1 ×M2 × E1 is a k-space.
(c) r = 0, s ≥ 1 and M1 ×M2 × E2 is a k-space.
(d) r ≥ 1, s ≥ 1 and M1 ×M2 × E1 × E2 is a k-space.
Then
Φ: Cr,s(M1 ×M2, F )→ C
r(M1, C
s(M2, F )), f 7→ f
∨
is an isomorphism of topological vector spaces. Moreover, a map g : M1 → C
s(M2, F )
is Cr if and only if
g∧ : M1 ×M2 → F, g
∧(x, y) := g(x)(y)
is Cr,s.
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Proof. By Proposition 4.5, we only need to show that Φ is surjective. To this end, Let
g ∈ Cr(M1, C
s(M2, F )) and define
f := g∧ : M1 ×M2 → F, f(x, y) := g(x)(y).
Let ϕ and ψ be charts for M1 and M2, respectively. Then
f ◦ (ϕ−1 × ψ−1) : Vϕ × Vψ → F, (x, y) 7→ (C
s(ψ−1, F ) ◦ g ◦ ϕ−1)∧(x, y)
with Cs(ψ−1, F ) : Cs(M2, F ) → C
s(Vψ , F ), h 7→ h ◦ ψ
−1 continuous linear. Hence
Cs(ψ−1, F ) ◦ g ◦ ϕ−1 : Vϕ → C
s(Vψ , F ) is C
r. Hence f ◦ (ϕ−1 × ψ−1) is Cr,s by the
exponential law (Theorem 3.28).
Note. In (d) Vϕ×Vψ×E1×E2 is homeomorphic to the open subset Uϕ×Uψ×E1×E2
of the k-space M1 ×M2 × E1 × E2 and hence a k-space. Similarly in (a), (b) and
(c). Hence the Exponential Law (Theorem 3.28) applies. If M2 is locally compact,
then the open subsets the Uψ are locally compact and hence also the Vψ . Again, the
Exponential Law (Theorem 3.28) applies.
To deduce a corollary, we use the following lemma.
Lemma 4.7. Let X be a Hausdorff topological space. If X =
⋃
j∈J Vj with open
subsets Vj ⊆ X which are k-spaces, then X is a k-space.
Proof. LetW ⊆ X be a subset such thatW∩K is relatively open inK for each compact
subset K ⊆ X. We show that W is open in X. Since W =
⋃
j∈J (W ∩ Vj), it suffices to
show that each Vj∩W is open. For each compact subsetK ⊆ Vj , K∩(Vj∩W ) = K∩W
is relatively open in K by hypothesis, thus Vj ∩W is open in Vj , hence open in X.
Corollary 4.8. Let M1 and M2 be smooth manifolds (possibly with rough boundary)
modelled on locally convex spaces E1 and E2 respectively, F be a locally convex space
and r, s ∈ N0 ∪ {∞}. Assume that (a), (b) or (c) is satisfied:
(a) M2 is a finite-dimensional manifold with corners.
3
(b) E1 and E2 are metrizable.
(c) M1 and M2 are manifolds with corners and both of E1 and E2 are hemicompact
k-spaces.
Then
Φ: Cr,s(M1 ×M2, F )→ C
r(M1, C
s(M2, F )), f 7→ f
∨
is an isomorphism of topological vector spaces. Moreover, a map g : M1 → C
s(M2, F )
is Cr if and only if
g∧ : M1 ×M2 → F, g
∧(x, y) := g(x)(y)
is Cr,s.
3In this case we have no further assumptions on the space E1.
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Proof. (a) Case M2 a finite-dimensional manifold with corners. Let M2 be of dimen-
sion n. Then each point of M2 has an open neighbourhood homeomorphic to an open
subset V of [0,∞[n. Hence V is locally compact, thus M2 is locally compact. Thus
Theorem 4.6 applies.
(b) Case E1, E2 metrizable. Then all points x ∈ M1, y ∈ M2 have open neighbour-
hoods U1 ⊆ M1, U2 ⊆ M2 homeomorphic to subsets V1 ⊆ E1 and V2 ⊆ E2, respec-
tively. Since V1×V2 is metrizable, it follows that U1×U2×E1×E2 is metrizable and
hence a k-space. Hence by Lemma 4.7 M1 ×M2 ×E1 ×E2 is a k-space and Theorem
4.6 applies.
(c) Case E1 and E2 are kω-spaces M1 and M2 are manifolds with corners. For all
x ∈ M1 and y ∈ M2, there are open neighbourhoods U1 ⊆ M1, U2 ⊆ M2 homeomor-
phic to open subsets V1 and V2, respectively, of finite intersections of closed half-spaces
in E1 and E2, respectively. Hence V1 × V2 × E1 × E2 is (relatively) open subset of
a closed subset of E1 × E2 × E1 × E2. The latter product is kω since E1 and E2 are
kω-spaces (see [22, Proposition 4.2(i)]), and hence a k-space.
Since open subsets (and also closed subsets) of k-spaces are k-spaces, it follows that
V1 × V2 × E1 × E2 is a k-space. Now Lemma 4.7 shows that M1 ×M2 × E1 × E2 is a
k-space, and thus Theorem 4.6 applies.
Proof for the comments after Theorem B. All assertions are covered by Corollary
4.8, except for the case whenM1, M2 are manifolds with corners and E1×E2×E1×E2
is a k-space. But this case can be proved like the result for kω-spaces in Corollary 4.8.
Remark 4.9. If s = 0, then Cr,s-maps f : U × V → F can be defined just as well if
V is any Hausdorff topological space (and U ⊆ E1 as before).
If r = 0, then Cr,s-maps f : U × V → F make sense if U is a Hausdorff topological
space. All results carry over to this situation (with obvious modifications).
Remark 4.10. If F is a complex locally convex space, we obtain analogous results if
E1 is a locally convex space over K1 ∈ {R,C}, E2 is a locally convex space over K2 ∈
{R,C}, and all directional derivatives in the first and second variable are considered
as derivatives over the ground field K1 and K2, respectively, the corresponding maps
could be called Cr,s
K1,K2
-maps.
5 Parameter dependent differential equations
To prove that diffeomorphism groups are regular Lie groups, one would like to solve
certain differential equations depending on a parameter. Unfortunately, the parameter
varies in a Fréchet space, hence the usual theory of parameter dependent ODE’s in
Banach spaces does not suffice. We consider ODE’s in a Banach space which depend
on parameter sets in a locally convex space. In this setting, existence and uniqueness
results are well known (see e.g., [16, Section 10]). Our aim is to improve the differen-
tiability properties of the flow if the right hand side of the ODE is a Cr,∞-mapping.
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In the literature, the associated flows are mostly studied if the differential equation
has a right hand side of class Cr . For the reader’s convenience we recall two facts, the
first of which is a special case of [16, Theorem D]:
Lemma 5.1. Let (E, ‖·‖) be a Banach space, U ⊆ E open and Z be a locally convex
space. Let P ⊆ Z be open, r ∈ N0 ∪ {∞} and f : P × U → U be a C
r-map, such that
the Lipschitz constants of f in U satisfy supp∈P Lip(f(p, •)) < 1. Assume that for each
p ∈ P , there is a fixed point xp of fp := f(p, •) : U → U . Then ϕ : P → U,ϕ(p) := xp
is a Cr-map.
Lemma 5.2. Let K be a compact manifold (possibly with boundary), E,F locally
convex spaces, r, s ∈ N0∪{∞} and U ⊆ E open. Consider a C
0,s-mapping f : K×U →
F such that d(0,j)f : K × (U × Ej)→ F is a Cr-map for all j ∈ N0 with j ≤ s. Then
f∗ : C
r(K,U)→ Cr(K,F ), γ 7→ f ◦ (idK , γ) is of class C
s.
Proof. For manifolds without boundary a proof may be found in [12, Proposition 3.10].
It is easy to see that the proof carries over without any changes to the general case.
Lemma 5.3. Let K be a compact manifold, E,F, Z locally convex spaces, r, s ∈ N0 ∪
{∞} and U ⊆ E, P ⊆ Z open subsets. Consider a C0,s-mapping
f : K × (U × P )→ F
such that d(0,j)f : K × (U × P )× (E × Z)j → F is a Cr-map for all j ∈ N0 such that
j ≤ s. Then
ϕ : Cr(K,U)× P → Cr(K,F ), (γ, p) 7→ f(•, p)∗(γ)
is of class Cs.
Remark 5.4. The preceding lemma is closely connected to Cr,s mappings. To em-
phasize this connection consider the following special cases:
(a) If r = 0, then any C0,s-map f satisfies the requirements of 5.3, hence
ϕ : C(K,U)× P → C(K,F ) is of class Cs.
(b) If k ≥ r + s then any Cr,k-mapping f satisfies the requirements, hence
ϕ : Cr(K,U)× P → Cr(K,F ) is a Cs-map.
Proof of Lemma 5.3. Denote by θ : Z → Cr(K,Z) the continuous linear map which
associates to each p ∈ Z the mapping which takes p as its only value. From Lemma
5.2 we deduce that f∗ : C
r(K,U × P )→ Cr(K,F ) is a Cs-map. Taking the canonical
isomorphism, we identify Cr(K,U×P ) with Cr(K,U)×Cr(K,P ) and obtain ϕ(γ, p) =
f∗(γ, θ(p)). Hence ϕ is a C
s-map, as desired.
The general setting we shall be working in is as follows:
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5.5. Let (E, ‖·‖) be a Banach space, r ∈ N0 ∪ {∞}, s, k ∈ N ∪ {∞} with k ≥ r + s.
Furthermore let J ⊆ R be a non degenerate interval, F be a locally convex space and
P ⊆ F,U ⊆ E be open subsets. Consider a map f : J × (U × P ) → E which is Cr,k
with respect to J × (U × P ).
We prove a parameter-dependent version of the Picard Lindelöf theorem (cf. also [16,
Theorem 10.3]):
Theorem 5.6. In the setting of 5.5, choose t0 ∈ J , x0 ∈ U and p0 ∈ P . Then there
exist a convex neighbourhood J0 ⊆ J of t0 and open neighbourhoods U0 ⊆ U of x0 and
P0 ⊆ P of p0 such that for all (τ0, y0, q0) ∈ J0 × U0 × P0, the initial value problem{
x′(t) = f(t, x(t), q0)
x(τ0) = y0
(5.6.1)
has a unique solution ϕ = ϕτ0,y0,q0 : J0 → U . Furthermore, the map
Φ: J0 × J0 × (U0 × P0)→ E, (τ0, t, (y0, q0)) 7→ ϕτ0,y0,q0(t)
yields Cr+1,s-maps Φτ0 := Φ(τ0, •) : J0 × (U0 × P0)→ E for each τ0 ∈ J0.
Proof. Consider the continuous mapping
ω : J × U × P × E → E, (t, x, p, h) 7→ d(0,1)f(t, x, p; (h, 0))
which satisfies ω(t0, x0, p0, 0) = 0. We deduce that there is a connected neighbourhood
I of t0 in J , an open neighbourhood Q ⊆ P of p0 and R > 0 such that the following
holds: The open ball BE2R(x0) is contained in U and ω(I × B
E
2R(x0) × Q × B
E
R (0)) ⊆
BE1 (0). This yields the estimate
‖ω(t, y, p, •)‖op ≤
1
R
=: L ∀(t, y, p) ∈ I ×BE2R(x0)×Q. (5.6.2)
As BE2R(x0) is convex, equation (5.6.2) proves Lip f(t, •, p)|BE2R(x0) ≤ L, ∀(t, p) ∈ I×Q,
i.e. a Lipschitz condition in the Banach space component. By shrinking R and I and
choosing an open neighbourhood P0 ⊆ Q of p0 we may assume that I is compact
and f(I × BE2R(x0) × P0) ⊆ B
E
M (0) holds for some M ∈]0,∞[. Choose ε > 0 with
ε < min{ R
M
, 1
L
} and define J0 := {t ∈ I : |t− t0| ≤ ε}, U0 := B
E
R (x0). Observe that J0
is a compact set. Our arguments will yield solutions for each τ0 ∈ J0. To ease notation
choose and fix τ0 ∈ J0. Now
g : J0 × (B
E
R (0)× U0 × P0)→ E, g(t, x, y, p) := f(t, x+ y, p)
is a Cr,k-mapping by the Chain Rule 3.17. Clearly ϕ will solve the initial value problem
(5.6.1) if and only if Ψ := ϕ− y0 solves{
Ψ′(t) = g(t,Ψ(t), y0, q0)
Ψ(τ0) = 0
. (5.6.3)
34
By the Fundamental Theorem of Calculus for continuous Ψ: J0 → B
E
R (0), the initial
value problem (5.6.3) is equivalent to the integral equation
∀t ∈ J0 Ψ(t) =
∫ t
τ0
g(s,Ψ(s), y0, q0) ds. (5.6.4)
Now X := { γ ∈ C(J0, E)|γ(τ0) = 0 } is a closed vector subspace of the Banach space
C(J0, E), hence a Banach space. The map
h : U0 × P0 ×B
X
R (0)→ X,h(y, p, γ)(t) :=
∫ t
τ0
g(s, γ(s), y, p) ds
is well defined by the Fundamental Theorem. Indeed im(h) ⊆ BXR (0) holds, as
sup
t∈J0
‖h(y, p, γ)(t)‖ ≤ |t− τ0| sup
s∈J0
‖g(s, γ(s), y, p)‖
≤ ε sup
s∈J0
‖f(s, y + γ(s), p)‖ ≤ εM < R. (5.6.5)
We want to apply Banach’s Contraction Theorem, hence h has to define a uniform
family of contractions, i.e. sup(y,p)∈BE
R
(x0)×P0 Lip(h(y, p, •)) < 1. To prove this we
compute
‖h(y, p, γ1)(t) − h(y, p, γ0)(t)‖ = ‖
∫ t
τ0
g(s, γ1(s), y, p)− g(s, γ0(s), y, p) ds‖
= ‖
∫ t
τ0
f(s, y + γ1(s), p)− f(s, y + γ0(s), p) ds‖
≤ |t− τ0| · L · sup
s∈J0
‖γ1(s)− γ0(s)‖ ≤ εL‖γ1 − γ0‖∞
and observe that by choice εL < 1 holds. From equation (5.6.5) we derive the esti-
mate h(U0×P0×BXεM (0)) ⊆ B
X
εM (0). As B
X
εM (0) is a complete metric space, Banach‘s
Contraction Theorem shows that there is a unique fixed point Ψτ0,x0,p0 ∈ B
X
εM (0) of
h(x0, p0, •). We may view Ψτ0,x0,p0 as an element of B
X
R (0). Retracing our steps, equa-
tion (5.6.4) implies that Ψτ0,x0,p0 is the unique solution to (5.6.3) and ϕτ0,x0,p0(•) :=
Ψτ0,x0,p0(•) + x0 is a solution to (5.6.1).
By the above, the existence of Φ on J0 × J0 × U0 × P0 is clear. We have to prove
the differentiable dependence of the solution on time, initial value and its parameter
for fixed τ0. To achieve this, we check that h is a C
s-map. The map g is of class Cr,k
on J0 × (BR(0)×BR(x0)×P0) with J0 compact. Interpreting B
E
R (x0)×P as a set of
parameters, Lemma 5.3 shows that
Γ: U0 × P0 × C(J0, B
E
R (0))→ C(J0, E), (y, p, γ) 7→ g(•, y, p)∗(γ)
is a Ck-map. Furthermore, S : C(J0, E) → X,S(γ)(t) :=
∫ t
τ0
γ(s)ds is continuous
linear, thus smooth. Since h = S ◦ Γ we deduce that h is Cs.
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The map Ψτ0,y,p is the fixed point of h(y, p, •). But h : (U0 × P0) × B
X
R (0) → X is
Cs and BXR (0) ⊆ X is an open subset of a Banach space X . By Lemma 5.1, the map
Ψτ0 : B
E
R (x0)× P0 → C(J0, E), (y, p) 7→ Ψτ0,y,p is C
s. Consider the continuous linear
map θ : E → C(J0, E), which assigns to each x ∈ E the constant map with image x.
Recall that ϕτ0,y,p = Ψτ0,y,p + θ(y) holds. By construction, ϕτ0,y,p solves the initial
value problem (5.6.1), i.e. ϕ′τ0,y,p(t) = f(t, ϕτ0,y,p(t), p), ∀(t, y, p) ∈ J0×U0×P0. Thus
a Cs-map with values in C1(J0, E) is given by
Θτ0 : U0 × P0 → C(J0, E), (y, p) 7→ ϕτ0,y,p = Ψτ0(y, p) + θ(y).
Define D : C1(J0, E)→ C(J0, E), γ 7→ γ
′. We compute:
(D ◦Θτ0)(y, p)(t) = ϕ
′
τ0,y,p
(t) = f(t, ϕτ0,y,p(t), p) = g(t,Ψτ0,y,p(t), y, p). Hence
(D ◦Θτ0)(y, p) = Γ(y, p,Ψτ0(y, p)),
whence D ◦Θτ0 is a C
s-map. The mapping Λ: C1(J0, E)→ C(J0, E)×C(J0, E), γ 7→
(γ,D(γ)) is a linear topological embedding with closed image by Lemma 2.7. Com-
bining the results from above, Θτ0 : U0 × P0 → C
1(J0, E) is a C
s-map as Λ ◦ Θτ0 is
Cs. We now prove by induction on j ∈ {0, . . . , r} that Θτ0 : U0 × P0 → C
j+1(J0, E)
is a Cs-map. Having already dealt with the case j = 0, assume that j > 0 and
Θτ0 : U0 × P0 → C
j(J0, E) is C
s. As f is a mapping of class Cr,k with k ≥ r ≥ j,
it is a Cj-map by Lemma 3.15. We deduce from (5.6.1) that ϕ′τ0,y,p is a map of
class Cj , whence ϕτ0,y,p is of class C
j+1. Therefore im(Θτ0) ⊆ C
j+1(J0, E) and
we are left to prove the Cs-property of Θτ0 as a map to C
j+1(J0, E). To this end,
define D : Cj+1(J0, E) → C
j(J0, E), γ 7→ γ
′ and Γj : Cj(J0, B
E
R (0)) × (U0 × P0) →
Cj(J0, E), (γ, (y, p)) 7→ (g(•, y, p))∗(γ). Again as g is a C
r,k-map, Γj is Cs by Lemma
5.3. One easily checks that D ◦ Θτ0 = Γ
j ◦ (Ψτ0 , id) holds and thus D ◦ Θτ0 is C
s.
By Lemma 2.7, Λj+1 : Cj+1(J0, E) → C(J0, E) × C
j(J0, E), γ 7→ (γ,D(γ)) is a lin-
ear topological embedding with closed image. As Λj+1 ◦ Θτ0 is C
s by the above,
Θτ0 is C
s as a map to Cj+1(J0, E). This concludes the induction step, proving
Θτ0 : U0 × P0 → C
r+1(J0, E) to be a C
s-map. Since J0 is a compact, hence a lo-
cally compact space, Theorem 3.28 (a) proves (Θτ0)
∧ : (U0 × P0) × J0 → E to be
a mapping of class Cs,r+1. Corollary 3.8 implies that Φτ0 : J0 × (B
E
R (0) × P0) →
E,Φτ0(t, (y, p)) = ϕτ0,y,p(t) = (Θτ0)
∧((y, p), t) is a Cr+1,s-map.
Remark 5.7. (a) Notice that if k <∞ in the last theorem, we lose differentiability
orders of the solution with respect to initial value and parameter.
(b) There is an alternative proof for the differentiable dependence of the solution:
Prove the differentiable dependence by induction. To do so exploit the “mixed
partial derivatives“ outlined in [2, II. Theorem 9.2] combined with the Chain
Rule 3.19. Notice however that one still needs f to be a Cr,k-mapping with
k ≥ r + s, as also the Chain Rule 3.19 decreases the order of differentiability.
The last theorem provided a local uniqueness and existence result. Global results
for the flow of a differential equation follow in the wash.
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Remark 5.8. Theorem 5.6 proves that in the situation of 5.5 with (t0, x0, p0) ∈ J ×
U × P there is a unique solution in a neighbourhood of t0. Fix t0 ∈ J . Applying the
usual arguments (cf. [2, II. 7.6]), the uniqueness assertion in 5.6 allows one to construct
a unique maximal solution to (5.6.1) with x(t0) = x0 and parameter p0 ∈ P . By abuse
of notation, we denote the maximal solutions by ϕt0,x0,p0 . It coincides with the maps
constructed in Theorem 5.6. The solution ϕt0,x0,p0 is defined on an interval J
t0
x0,p0
,
which is a neighbourhood of t0 in J . Again as in [2, II. 7.6], J
t0
x0,p0
is an open subset
of J .
We introduce the set D(f) :=
⋃
t0∈J,x0∈U,p0∈P
{t0}× J
t0
x0,p0
×{(x0, p0)} and define the
flow of the differential equation: Flf : D(f) → U, (t0, t, (x0, p0)) 7→ ϕt0,x0,p0(t). it is
known that D(f) is open in J ×J ×U ×P and Flf is continuous (cf. [16] for the local
argument), but we shall not presume this. In the remainder of this section we shall
study differentiability properties of Flft0 := Fl
f (t0, •).
Proposition 5.9. In the setting of Theorem 5.6 fix t0 ∈ J . If f is of class C
r,s,
then Flft0 is a C
r+1,s-map on the open subset Ωt0 :=
⋃
x0∈U,p0∈P
J t0x0,p0 × {(x0, p0)} ⊆
J × (U × P ).
Proof. Consider arbitrary (t0, x0, p0) ∈ J × U × P . Let J
⋆
xo,p0
be the set of points
a ∈ J t0x0,p0 for which the following conditions hold
(a) There is a relatively open convex neighbourhood Ia ⊆ J of a together with an
open neighbourhood Va ⊆ U × P of (x0, p0), such that Ia × Va ⊆ Ωt0 ;
(b) The restriction (Flft0)|Ia×Va is a C
r+1,s-mapping.
Then J⋆x0,p0 is an open subset of J
t0
x0,p0
whose interior contains t0, by Theorem 5.6.
Claim: J⋆x0,p0 = J
t0
x0,p0
. If this is correct, then for each (t′, x, p) ∈ Ωt0 we derive
t′ ∈ J t0x,p = J
⋆
x,p. The definition of J
⋆
x,p implies that Ωt0 is then a neighbourhood of
(t′, x, p). Thus Ωt0 is open (as a subset of J × U × P ). Furthermore Fl
f
t0
is of class
Cr+1,s, since this condition is satisfied locally by property (b) of J⋆x0,p0 .
The set J t0x0,p0 is convex, hence connected. To obtain J
⋆
x0,p0
= J t0x0,p0 it suffices to show
that J⋆x0,p0 is also a closed subset of J
t0
x0,p0
.
Denote by t∗ ∈ ∂J⋆x0,p0 a point in the boundary with respect to J
t0
x0,p0
. Without loss of
generality we may assume t∗ > t0 (the argument for t
∗ < t0 is analogous). By Theorem
5.6 there are a convex open subset t∗ ∈ Jt∗ ⊆ J
t0
x0,p0
and open neighbourhoodsW1 ⊆ U
of y0 := Fl
f
t0
(t∗, x0, p0), resp. W2 ⊆ P of p0, such that:
There is a map Φ∗ : Jt∗ × Jt∗ × (W1 ×W2) → U with Φ
∗
a := Φ
∗(a, •) being of class
Cr+1,s for each a ∈ Jt∗ . The map Φ
∗
a(•, y, p) solves (5.6.1) and is thus continuous with
Φ∗a(a, x, p) = x, for all (a, x, p) ∈ Jt∗ ×W1 ×W2.
We already know Flft0(•, x0, p0) = ϕt0,x0,p0(•) to be continuous by Remark 5.8. As
its domain contains t∗, there is t0 < a < t
∗ with a ∈ Jt∗ and Fl
f
t0
(a, x0, p0) ∈ W1.
Since t0 < a < t
∗ holds, a is contained in J⋆x0,p0 . Thus there exist convex open subsets
a ∈ Ia ⊆ J
t0
x0,p0
, an open neighbourhood V1 ⊆ U of x0 and an open neighbourhood
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V2 ⊆W2 of p0 such that Fl
f
t0
is of class Cr+1,s on Ia×V1×V2. By continuity we may
shrink the sets, such that Flft0(Ia × V1 × V2) ⊆ W1 and Ia ⊆ Jt∗ holds. Now for all
(t, x, p) ∈ Ia × V1 × V2, by construction (Fl
f
t0
(t, x, p), p) ∈W1 ×W2.
Let (x, p) ∈ V1×V2. The maps Fl
f
t0
(•, x, p) and Φ∗(a, •, F lft0(x, p), p) are both solutions
to the initial value problem {
y′(t) = f(t, y(t), p),
y(a) = Flft0(a, x, p).
The uniqueness assertion in Theorem 5.6 then implies
Fl
f
t0
(t, x, p) = Φ∗(a, t, F lft0(a, x, p), p) for (t, x, p) ∈ Ia × V1 × V2. (5.9.1)
By construction, the right-hand side of (5.9.1) is defined on Jt∗ . Furthermore by the
Chain Rule 3.17, it is a mapping of class Cr+1,s on Jt∗ × (V1 × V2). Thus Fl
f
t0
is of
class Cr+1,s on this product. But the product Jt∗ × V1 × V2 contains (t
∗, x0, p0) in its
interior and Flft0 is C
r+1,s on this set. Thus t∗ ∈ J⋆x0,p0 holds by definition of J
⋆
x0,p0
and we derive that J⋆x0,p0 = J
⋆
x0,p0
.
Remark 5.10. The statement of Proposition 5.9 yields the following additional in-
formation: Ωt0 is a locally convex subset with dense interior of R × U × P if J is a
non-open interval. If J is open, then Ωt0 is an open subset of R× U × P .
To state our last result, we need Cr,s-mappings between manifolds.
Definition 5.11. Let Mi, i ∈ {1, 2, 3}, be smooth manifolds (possibly with rough
boundary) modelled on locally convex spaces Ei. A map f : M1×M2 →M3 is called a
Cr,s-mapping, if it is continuous and for all charts ϕ of M1, ψ of M2 and κ : Vκ → Uκ
of M3 the mapping
κ ◦ f ◦ (ϕ−1 × ψ−1)|ϕ×ψ(f−1(Vκ)) : ϕ× ψ(f
−1(Vκ) ∩ Uφ ∩ Uψ)→ E3
is a Cr,s-mapping.
As all manifolds involved are smooth, the change of chart maps are smooth. It readily
follows from the chain rules (3.17 and 3.18) that it suffices to check the Cr,s-property
for arbitrary atlases of M1, M2 and M3.
5.12. Let J be a non-degenerate interval, M a smooth manifold (without boundary)
modelled on a Banach space E, r ∈ N0 ∪ {∞}, k, s ∈ N ∪ {∞} with k ≥ r + s and
P ⊆ Z an open subset of the locally convex space Z.
Assume that X : J × (M × P )→ TM, (t, (x, p)) 7→ Xt,p(x) is a map of class C
r,k such
that Xt,p(x) ∈ TxM holds for each (t, x, p) ∈ J×M ×P . Let t0 ∈ J , (y0, p0) ∈M ×P .
Using local representatives of X together with the local existence and uniqueness
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result (Theorem 5.6), one may apply standard arguments (cf. [29, IV. §2]) to obtain a
maximal solution ϕt0,y0,p0 : It0,y0,p0 →M to the differential equation{
ϕ′(t) = X(t, ϕ(t), p0) = Xt,p0(ϕ(t))
ϕ(t0) = y0
(5.12.1)
defined on an open subset It0,y0,p0 ⊆ J .
Proposition 5.13. In the setting of 5.12, define the subset
Ω :=
⋃
(t0,y0,p0)∈J×M×P
{t0} × It0,y0,p0 × {y0, p0}
of J × J ×M × P and the map
Φ: Ω→M,Φ(t0, t, y0, p0) := ϕt0,y0,p0(t).
Then for t0 ∈ J , the set Ωt0 :=
⋃
(y0,p0)∈M×P
It0,y0,p0 × {y0, p0} of J ×M × P is an
open subset of J×M ×P and Φt0 := Φ(t0, •) is a mapping of class C
r+1,s with respect
to Ωt0 ⊆ J × (M × P ).
Proof. We begin with a local computation in charts: Let κ : M ⊇ Vκ → Uκ ⊆ E be
some chart for M . Then the local representative
Xκ : J × (Uκ × P )→ E,Xκ := prE ◦ Tκ ◦X ◦ (idJ × κ
−1 × idP )
(where prE is the canonical projection onto E) is a C
r,k-map by construction. Using
the local representative and Theorem 5.6, one easily obtains the following:
For each (t, x, p) ∈ J × Vκ × P there is a relatively open neighbourhood t ∈ I
κ
t,x,p ⊆ J
and open subsets x ∈ V1 ⊆ Vκ, p ∈ V2 ⊆ P such that I
κ
t,x,p × I
κ
t,x,p × (V1 × V2) ⊆ Ω.
For each s ∈ Iκt,x,p, the mapping Φs|Iκt,x,p×(V1×V2) is a mapping of class C
r+1,s.
Observe that this local flow is uniquely determined as Theorem 5.6 ensures uniqueness
of the solution in a small neighbourhood. Reviewing the proof of Proposition 5.9, only
local existence of the solution and local uniqueness were used. Thus we may repeat
the argument given in the proof of Proposition 5.9 to obtain the desired result.
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