We introduce an algorithm based on a method of snapshots for computing approximate balanced truncations for discrete-time, linear time-periodic systems. The algorithm is applicable to stable (including neutrally stable) systems with very high dimension, allowing either the output or the input to be very high dimensional, as well. This algorithm is illustrated with a numerical example.
[8]- [13] are available for problems with moderate dimensions. For high-dimensional cases, low-rank methods have been presented in [14] , [15] . However the recursive low-rank Gramian algorithm [14] and the methods presented in [15] will give poor approximations for poorly balanced systems. The recursive low rank Hankel algorithm [14] overcomes this problem. However it is not tractable for systems with high-dimensional outputs. The neutrally stable case (see below) was not considered in these algorithms.
Conceptually, the method of snapshots of [4] is applicable to periodic systems through a lifting transformation [16] , converting a periodic system into a (family of) LTI equivalents. This note outlines the technical solution steps and addresses challenges arising with that approach. High dimensional outputs (e.g., the state) are addressed by an output projection methods. Neutral stability is a noted challenge: Floquet theory, [17, Sections IV.6, IX.10] , asserts that the linearization of a system about an asymptotically stable periodic orbit is intrinsically neutrally stable, since perturbations aligned with the orbit do not decay. Neutrally stable systems are treated by state decomposition methods from [18] . The algorithm will be illustrated by a numerical example.
II. BALANCED POD FOR LINEAR PERIODIC SYSTEMS
We consider linear discrete-time periodic systems
x(k + 1) = A(k)x(k) + B(k)u(k); y(k) = C(k)x(k) (1) with state x 2 n , input u 2 p , output y 2 q , and T -periodic matrix coefficients A(1); B(1); C (1) . The transition matrix in (1) is F (j;i) := A(j 0 1)A(j 0 2) 1 1 1 A(i) for j > i, where F (i;i) = I n2n .
Periodicity implies that the eigenvalues of F (j+T;j) are independent of j. The neutrally stable case where the spectral radius (F (j+T;j) ) = 1 will be discussed later. For now, assume the system is exponentially stable, i.e., (F (j+T;j) ) < 1. The controllability and observability Gramians of (1) are then well defined and are T -periodic in j [10] Wc(j) :
where 3 denotes the adjoint operator.
A standard lifting procedure [16] recasts (1) in T input-output (I/O) equivalent LTI forms
with j = 1; . . . ; T , where t is the time variable, j parameterizes the lifted systems, the statexj (t) = x(j + tT ) is periodically sampled from (1), the original inputs and outputs over each period are arranged as p T and q T column vectorsũ j (t) = [u(j + tT + i)] T 01 i=0 and yj(t) = [y(j + tT + i)] T 01 i=0 , and the definitions of the constant ma-tricesÃ j ,B j ,C j andD j readily follow from the variations of parameters formula in (1), e.g.,Ãj = F (j+T;j) . Assuming exponential stability, the controllability and observability Gramians of the jth lifted 
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The following statement follows from the periodicity of (1).
Proposition 2.1:W jc = W c (j) andW jo = W o (j) for all j = 1; . . . ;T. Proposition 2.1 enables us to enjoy the best of both worlds: Whereas lifting enables an appeal to LTI balanced truncation in the lifted domain, as discussed through the remainder of the technical note, Gramian computations can be carried in the original periodic setting, where the dimensions of the input and output spaces are much lower: p and q instead of Tp and Tq.
A. Factorization of Empirical Gramians Using Snapshot-Based Matrices
In snapshot-based methods (e.g., [3] , [4] ), the exact Gramians are substituted by approximate empirical Gramians where the infinite series in (2) are truncated ( [6] , [7] , [14] ) at a finite m < 1
When the system is exponentially stable, truncation is justified by an induced norm bound on the truncation error, obtained by a geometric series argument and an appeal to Proposition 2.1: Lemma 2.2: Assume that the linear periodic system (1) is exponentially stable and let m be an integer multiple of the period, m = lT.
Then the following induced norm error bounds hold: kW c (j) 0 W ce (j; m)k kW c (j)k kF l (j+T;j) k 2 ; kW o (j) 0 W oe (j; m)k kW o (j)k kF l (j+T;j) k 2 :
Empirical Gramians can be factorized using snapshot-based matrices. Proposition 2.3: Let B (i) , i = 1; . . . ;p, denote the ith column of B, and let X (i) 2 n2m be defined as X (i) (j; m) := F (j;j0m+1) B (i) (j 0 m); F (j;j0m+2) B (i) (j 0 m + 1); . . . ;B (i) (j 0 1)
for each j = 1; . . . ;T and the horizon length m. Finally, define the matrix of snapshots X(j;m) := X (1) (j; m);...;X (p) (j; m) 2 n2mp : Then Wce(j;m) = X(j;m)X(j;m) 3 . As illustrated in Fig. 1(a) , the columns of X(j;m) are snapshots of impulse-response simulations of the system (1), justifying the term empirical Gramian: Invoking the T-periodicity of B(1) and F(1;1) (e.g., F (j;j0m+T +1) = F (j0T;j0m+1) ), one observes that the m columns of X (i) (j; m) are samples at times j 0kT, k = 0; . . . ;l01 of trajectories of simulations initiated at x(j 0m+t) = B (i) (j 0m+t01), t = 1; . . . ;T, assuming m = lT. In total, Tp simulations and mp snapshots are needed to construct X(j;m).
An analogous observation applies to the empirical observability Gramian.
Proposition 2.4: Let C (i) , i = 1; . . . ;q, denote the ith row of C, and let Y (i) 2 n2m be defined as 
for each j = 1; . . . ;T and the horizon length m. Finally, let Y (j; m) := Y (1) (j; m);...;Y (q) (j; m) 2 n2mq :
As illustrated in Fig. 1 
where k = j;...;j + m 0 1, z 2 n , v 2 q ,Â(k) := A(2j + m 0 k 0 1) 3 andĈ(k) := C(2j + m 0 k 0 1) 3 . By periodicity, Tq adjoint simulations, and in total mq snapshots taken at time j + kT, k = 1; . . . ;l are needed to construct Y (j; m). Wce(j;mc);Woe(j;mo). By Proposition 2.1, they can be also used as factors of the empirical Gramians of the jth lifted system (3). The method of snapshots presented in Rowley [4] then leads to approximate balanced truncations in the lifted LTI setting, as follows:
B. Balanced Truncation Using the Method of Snapshots
Compute the SVD Y (j; m o ) 3 X(j;m c ) = U6V 3 , and the transformations 8, 9 that exactly balance the empirical Gramians of the lifted system 8 = X(j;m c )V 6 01=2 ; 9 = Y (j; m o )U6 01=2 : (8) Let 8r; 9r be the first r columns of 8 and 9, comprising the leading bi-orthogonal balancing and adjoint modes of the jth lifted system.
(Note that to simplify notation, the dependence of 8, 9, 8 r , 9 r on j is suppressed.) The reduced statezj (t) 2 r is defined by the projectionz j (t) = 9 3 rxj (t) = 9 3 r x(j + tT ) and the estimated full state
x(j + tT ) 8 rzj (t). The reduced model of order r, in the lifted setting, readsz j (t + 1) = 9 3 rÃj 8rzj(t) + 9 3 rBjũj (t); y j (t) =C j 8 rzj (t) +D jũj (t): (9) I/O equivalence of (1) to the lifted (3) means that the reduced-order system provides the sought I/O approximation of (1). Note that improved numerical stability of the computations above can be achieved by first representing each of the factors X(j; mc) and Y (j; mo) in terms of leading orthogonal bases, obtained, e.g., by SVD or by Krylov methods.
We comment in closing on the possibility to "un-lift" the reducedorder lifted system. As discussed in [10] , the exact Gramians solve an allied periodic Lyapunov equation, thus providing an exact periodic balancing and an "un-lifted" balanced truncation in the periodic setting. Using the method of snapshots, There are two computational shortcoming to that approach in the current problem. First, the computational burden is high when T 1. Second, the truncated empirical Gramians used here do not form an exact solution of the periodic Lyapunov equation. Un-lifting is nonetheless a simple task if the balancing requirement is limited to the periodically sampled system (i.e., to a lifted system for one, fixed j). The following inductive procedure is one possible solution: Fix 8(j) := 8r and 9(j + T 0 1) := 9r. Let P (j+i) be the rank-r orthogonal projection on Im(F (j+i;j) 8(j)) and let 8(j + i + 1) = 9(j + i) 2 n2r , i = 0; . . . ; T 0 2, satisfy P (j + i) = 8(j + i + 1)9(j + i) 3 . Then a periodic realization of the reduced order system is defined with A r (k) := 9(k) 3 
C. Output Projection Method
The computations delineated above require an untenable number of adjoint simulations when very high dimensional outputs are considered; e.g., when the output is set identical to the state, such that one can use state response data in design of an optimal controller (e.g., linear-quadratic regulator) or to analyze system dynamics in detail. In the LTI case Rowley [4] proposed to project the output on the (few) leading POD modes of the dataset formed by the impulse response simulations. Thus one invokes the kinematic significance of POD modes, to reduce the dimension of the output space, but avoids the weakness of standard POD models that use them as dynamic states. Here we extend the output projection method to periodic systems.
The I/O map of the jth lifted LTI system (3) is determined by the T q 2Tp dimensional impulse-response matrices fGj(t)g. The output-
is designed to best approximate the exact impulse response of the original lifted system. Ideally, the low-rank orthogonal projection matrix P j should thus satisfỹ P j = argmin fP 2P g 1 t=0 kG j (t) 0P jGj (t)k 2
where Pr is the space of orthogonal projections of rankrop T q. When the Frobenius norm k 1 k F is used in (11), it becomes a standard projection problem. Its solution isP j =2 j2 3 j , where the columns of 2j are the leadingrop POD modes of the datasets fGj(i)g 1 i=0 .
As described above, the optimalPj is generically a full matrix. Thus, y j (t) P =P jỹj (t) is no longer the lifted representation of the output of a periodic system, and the projected system cannot be "un-lifted". Rather, for each t, the value ofỹj (t)P is determined by the original response along an entire period. In particular, we lose the ability to compute the Gramian in the original periodic setting. To avoid this problem we impose on (11) the additional condition that the projection has a block diagonal form Pj = diagPj (1); . . . ;Pj (T ) (12) where each q 2 q diagonal block is a rank-r op orthogonal projection withrop = ropT . This enables to un-lift the projected lifted system (10) to an output-projected time-periodic system
where the T -periodic, rank-r op orthogonal projection P is defined by P (j + tT + i) = P (j + i) :=Pj (i + 1); i = 0; . . . ; T 0 1. The constrained optimization problem (11) and (12) is solved as an equivalent set of unconstrained problems in the periodic setting, invoking the correspondence of the T , q 2 pT dimensional blocks ofGj (t), G(j + tT + i; j), i = 0; . . . ; T 0 1, to the impulse response of (1), as detailed in [19] : Proposition 2.5: Using the Frobenius norm, the solution of the constrained optimization problem (11) and (12) is equivalent to the combined solution of the problems Proof: By a reduction to a standard projection problem. The computation of the structurally constrained optimalPj of the form (12) is thus reduced to T unconstrained optimization problems for each P (k), k = j; . . . ; j + T 01, in the periodic setting. Following standard POD rationale, the solutions are P (k) = 2(k)2(k) 3 , where the r op columns of 2(k) are the leading POD modes of the dataset fG(tT + k; j)g 1 t=0 , and the approximation error between the outputprojected system and the original system is where for each i, (i)1; . . . ; (i)q are the descending-ordered eigenvalues 1 t=0 G(tT + i; j)G(tT + i; j) 3 . The POD modes can be computed by the method of snapshots [20] , applied to datasets comprising the columns of the impulse-response matrices fG(tT + i; j)g s t=0 .
Conveniently, provided that m c (s + 1)T , periodicity implies that data required to compute these snapshots have already been obtained during the computation of X(j; m c ), as described in Section II-A. For instance, the matrix C(j)X(j; m c ) includes the columns of matrices fG(j + tT ; j)g m =T t=1 .
The empirical factor Y (j; mo) of the corresponding observability Gramian W oP (j) = 1 i=j F 3 (i;j) C(i) 3 2(i)2(i) 3 C(i)F (i;j)
is needed in order to realize the snapshot-based approximate balanced truncation for the output-projected system (13) . This is accomplished with only T rop (rop q) impulse-response simulations of the adjoint time-periodic system corresponding to the output-projected system (13) , whose control input is r op -dimensional.
In closing we note that, for additional simplicity and a requirement of a single SVD computation, one can also use a single, time-invariant output projection. Under this constraint, the optimal selection is P = 22 3 , where the columns of 2 are the leading POD modes of the entire impulse-response ffG(tT + k; j)g s t=0 g j+T 01 k=j of (1). This stronger constraint implies further reduction in matching, when compared with the optimal solution in the lifted domain.
D. Summary: Procedures of Balanced POD for Periodic Systems
Following the terminology in [4] , the approximate balanced truncation method for linear, time-periodic systems is termed a lifted balanced POD. Its main steps include: • Step 4: Compute the SVD of Y (j; mo) 3 X(j; mc) and the balancing modes for the lifted system given by (8) . • Step 5: Compute the reduced lifted system (9) .
Variants include skipping
Step 2, when the output dimension q is small, and using a single, time-invariant output projection, as discussed in Section II-C. The reduced system can be un-liftted to a periodic system, e.g., as described in closing Section II-B. As in [4] , an obvious dual version of the algorithm addresses the case of a high-dimensional input space, with only few outputs. This case is motivated by systems susceptible to distributed disturbances, simultaneously effecting the entire state (e.g., B = I).
E. The Neutrally Stable Case
Consider a linear periodic system (1) that arises from linearization of a system around an asymptotically stable periodic orbit. By Floquet theory [17] , in this caseÃ j = F (j+T;j) is only neutrally stable, due to one unity eigenvalue that corresponds to persisting perturbations along the periodic orbit in the linearization. Balanced truncation cannot be directly applied to a neutrally stable system, as the infinite series used to define Gramians may diverge.
Ahuja and Rowley [18] presented an extended version of balanced POD for unstable LTI systems that have small unstable dimensions. Following the idea presented in [21] , it decomposes the system dynamics into stable and unstable parts. Then it applies approximate balanced truncation to the stable dynamics while keeping the unstable dynamics exactly. This method is conceptually applied here to periodic systems through the lifted setting, with all computations executed in the periodic setting. First, for a given lifting time j, define a projection onto the stable subspace E sÃ j by j = In2n0vjw 3 j =w 3 j vj where wj; vj 2 n are the left/right eigenvectors ofÃj corresponding to the unity eigenvalue. Dynamics of the neutrally stable lifted system (3) is thus restricted to the stable subspace ofÃj xj(t + 1)s =Ãjxj (t)s + jBjũj (t); y j (t) s =C j jxj (t) s +D jũj (t) (14) wherex j (t) s = jxj (t). Lifted balanced POD can be realized to this projected system describing stable dynamics. Let 8 s r and 9 s r be the matrices including the leading rs balancing and adjoint modes of the projected system (14) . Then, a reduced model of order r, r = r s + 1,
for the neutrally stable lifted system (3) Numerically, the neutrally stable eigenvectors ofÃ j can be calculated using a Krylov method, or even the power method: By running a control-free simulation of the periodic system (1) with an arbitrary initial condition x (j) = 2 E sÃ j , one can approximate v j by x(j + lT ), with a large l. Similarly, a long-time control-free simulation of the adjoint periodic system (7) is needed to approximate wj. Then, when computing the transformations 8 s r and 9 s r for the projected system (14) , one follows exactly the same procedures given in Section II-D.
The only difference is that in the T p simulations of the periodic system (1) described in Section II-A, the states should be projected onto E sÃ j by j at time j 0m+T. The simulations then resume with these states as new initial conditions. Similarly, in the adjoint simulations, the adjoint states should be left-multiplied by 3 j at time j + T before the simulations resume.
By construction, this method is applicable to other neutrally stable/ unstable periodic systems, with small neutrally stable/unstable dimensions. For unstable systems, in impulse-response simulations one can repeatedly project the states once each period, using j , to numerically confine the dynamics to the stable invariant subspace.
III. NUMERICAL EXAMPLE
To illustrate the balanced POD algorithm, consider an exponentially stable example (similar to that in [13] ): a linear periodic system (1) with period T = 5, state dimension n = 30, output dimension q = 30, control input dimension p = 1, and fA(k)g 5 k=1 are randomly generated diagonal matrices with diagonal entries bounded in Here we pick the "lifting time" j = 1. Choose m c = m o = 3 T = 15. Fig. 2(a) shows the error plots of the infinity norm, kG 0 Grk1=kGk1 versus r, the order of the reduced lifted system. HereGr is the impulse-response matrix of the reduced lifted system of order r.
We see that the snapshot-based balanced truncation gives a good approximation of exact balanced truncation. Further, the balanced POD, even with low orders of output projection r op , generates satisfying results. Recall that, for the lifted system, the order of output projection is rop = ropT . Fig. 2(b) shows comparisons between balanced POD results with the same order of output projection, one set based on T -periodic projection matrices along one period, and the other using single time-invariant projection matrix (see Section II-C). For the cases where r op are low, these two approaches give almost identical results, or even the latter one gives better results. However, when the order of output projection r op increases, the results based on T -periodic projection matrices are better than those by a single projection matrix, as we expect. This algorithm has also been applied to a neutrally stable, time-periodic system obtained by linearizing the Ginzburg-Landau partial differential equation about its exponentially stable time-periodic solution; see [22] .
IV. CONCLUSION
A version of the snapshot-based approximate balanced truncation is detailed for model reduction of linear periodic systems with very high-dimensional states and outputs, and relatively few inputs. The algorithm is motivated by linearized models of fluctuations about periodic orbits, e.g., those associated with periodic shedding in the wake of a bluff body [5] , and by systems subject to periodic open-loop forcing, e.g., to reduce the drag in a channel flow, as reported in [23] . The algorithm is applicable to neutrally stable/unstable systems with a low dimensional neutrally stable/unstable subspace. Numerical results (also see [22] ) show that generated low-dimensional models are close to those obtained by exact balanced truncation, at a much lower computational cost. A natural application of these model reduction methods is for feedback design in high-dimensional periodic linear systems, for instance as arise in fluid mechanics (e.g., vortex shedding). It is noted that due to the deformation of modes along transients [5] , feedback design may necessitate the computation of "local" modes for single periods, e.g., as instabilities are attenuated or enhanced [24] .
