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ABSTRACT
We present the Voigt profile (VP) models, column densities, Doppler b parameters, kinematics, and
distribution of components for 422 Mg II absorbers found in a survey of 249 HIRES and UVES quasar
spectra. The equivalent width range of the sample is 0.006 ≤ Wr(2796) ≤ 6.23 A˚ and the redshift range is
0.19 ≤ z ≤ 2.55, with a mean of 〈z〉 = 1.18. Based on historical precedent, we classified 180 absorbers as
weak systems (Wr(2796) < 0.3 A˚) and 242 as strong systems (Wr(2796) ≥ 0.3 A˚). Assuming a minimum
number of significant components per system, the VP fitting, yielded a total of 2,989 components, with an
average of 2.7 and 10.3 components found for the weak and strong Mg II subsamples, respectively. The VP
component line density for the full sample is 8.62 ± 0.23 clouds A˚−1. The distribution of VP component
column density over the range 12.4 ≤ logN(Mg II) ≤ 17.0 cm−2 is well modeled with a power-law slope of
−1.45± 0.01. The median Doppler b parameters are 4.5± 3.5 km s−1, 6.0± 4.5 km s−1, and 5.7± 4.4 km s−1
for the weak, strong, and full samples. We modeled the probability of component velocity splitting (the
two-point velocity correlation function, TPCF) of our full sample using a three-component composite Gaussian
function. Our resulting velocity dispersions are σ1 = 25.4 km s−1, σ2 = 68.7 km s−1, and σ3 = 207.1 km s−1.
These data provide an excellent database for studying the cosmic evolution of Mg II absorber kinematic
evolution.
1. INTRODUCTION
Following the first suggestions that the “forest” of Lyα
absorption lines in the spectra of quasars implied a ubiqui-
tous yet porous intergalactic gaseous medium (e.g., Bergeron
& Salpeter 1970; Arons & Wingert 1972) and the hypothe-
sis that the rich array of narrow metal-absorption lines arise
from extended gaseous halos around galaxies (e.g., Bahcall
& Spitzer 1969), the study of quasar absorption lines has
developed into a powerful experimental tool for characteriz-
ing the properties of the intergalactic medium (IGM) and the
circumgalactic medium (CGM). It is through the quantified
analysis of absorption lines that we theorize how galaxies in-
teract with a gaseous cosmic web and partake in a “baryon
cycle” in which gas cycles into, out of, and through galax-
ies. This baryon cycle is arguably one of the most important
physical processes governing the evolution of the observable
universe of stars, galaxies, and cosmic chemical enrichment.
From the time the first quasar spectra were of high enough
resolution to yield line profile shapes, clear velocity split-
ting was observed (e.g., Bahcall 1975; Boksenberg & Sargent
1975); it was quickly understood that the kinematic, chem-
ical, and ionization conditions of high-redshift gaseous sys-
tems could be studied in detail. Voigt profile (VP) fitting
of the absorption profiles was immediately employed (e.g.,
Morton & Morton 1972a,b; Boksenberg et al. 1979), as it
conveniently allows a well-posed model of the data that nat-
urally accounts for the instrumental line spread function and
multiple absorption components, and yields the individual
component column densities of the absorbing ions and their
thermal broadening Doppler b parameters. The central lim-
itation to the VP model is the assumption that each compo-
nent is a spatially isolated isothermal “cloud”. Nonetheless,
within the confines of these assumptions, ionization model-
ing based on VP fitting parameters was soon applied (e.g.
Bergeron & Stasin´ska 1986; Steidel 1990; Verner & Iakovlev
1990), and new insights into the IGM and CGM were gar-
nered.
Over the last several decades, VP fitting of quasar absorp-
tion lines has been a key part of transforming and advancing
our cosmic perspective of gaseous structures throughout the
universe. Constraints on the redshift clustering and column
density and temperature distributions of the IGM have been
obtained using VP fitting of Lyα forest lines (e.g., Morton
& Morton 1972a; Hu et al. 1995; Lu et al. 1996; Kirkman &
Tytler 1997; Kim et al. 2007; Misawa et al. 2007; Danforth
et al. 2010; Rudie et al. 2012; Kim et al. 2013; Hiss et al.
2018; Garzilli et al. 2020). As absorption systems having
logN(H I) ≥ 17.2 cm−2, i.e., the so-called Lyman Limit,
sub-damped, and damped Lyα systems, are associated with
a wide array of metal lines exhibiting kinematic complexity,
VP fitting has been instrumental in characterizing the phys-
ical conditions of the many astrophysical environments they
probe (e.g., Pe´roux et al. 2006; Rao et al. 2006; Meiring et al.
2008; Prochter et al. 2010; Lehner et al. 2014; Prochaska
et al. 2015; Lehner et al. 2016, 2018). VP fitting to these sys-
ar
X
iv
:2
00
8.
08
48
7v
1 
 [a
str
o-
ph
.G
A]
  1
9 A
ug
 20
20
2 CHURCHILL ET AL.
tems has even been instrumental in constraining key cosmo-
logical parameters, such as the cosmic baryon density (e.g.,
Burles & Tytler 1998; Tytler et al. 1999) and possible cosmic
evolution of fundamental constants, such as the fine structure
constant (e.g., Webb et al. 1999; Murphy & Cooksey 2017).
Constraints on the spectral energy distribution of the ion-
izing background radiation and cosmic mass density, as well
as the kinematic, chemical, and ionization conditions and
the evolution in these properties in both the CGM and IGM,
have been studied using VP fitting to C IV-selected absorbers
(e.g., Morton & Morton 1972b; Rauch et al. 1996; Petitjean
& Bergeron 1994; Songaila 1998; Kim et al. 2002; Simcoe
et al. 2004; Ryan-Weber et al. 2006; Becker et al. 2009;
Boksenberg & Sargent 2015; Cooper et al. 2019; Manuwal
et al. 2019). The high-ionization CGM and the chemical en-
richment and physical conditions of the high-ionization IGM
have also been extensively studied using the VP methodol-
ogy applied to O VI-selected and O VI+Lyα absorbers (e.g.,
Simcoe et al. 2002, 2004; Danforth et al. 2006; Tripp et al.
2008; Muzahid et al. 2012; Johnson et al. 2013; Werk et al.
2013; Mathes et al. 2014; Savage et al. 2014; Muzahid
et al. 2015; Pointon et al. 2019), including those exhibit-
ing Ne VIII absorption (e.g., Savage et al. 2005). Similarly,
the kinematic, chemical, and ionization conditions of Mg II-
selected absorbers, which are primarily associated with the
low-ionization CGM, have also been studied in detail using
VP fitting (e.g., Churchill 1997; Rigby et al. 2002; Churchill
et al. 2003; Lynch & Charlton 2007; Narayanan et al. 2008;
Evans 2011, also see Cooper et al. 2019).
In the modern era, it is well known that the parameters
derived from VP modeling for a given sample of absorption
line systems cannot be unique, as the fitting is not based on
strictly objective criteria. Human subjectivity plays a role
such that different humans will adopt different VP models
for the same absorption systems even when they employ the
same VP fitting software. And yet, many VP fitting rou-
tines have been developed and applied to quasar absorption
line systems (e.g., Videl-Madjar et al. 1977; Welty et al.
1991; Carswell et al. 1991; Fontana & Ballester 1995; Mar
& Bailey 1995; Churchill 1997; Forman-Mackey et al. 2013;
Howarth 2015; Bainbridge & Webb 2017a; Gaikwad et al.
2017; Liang & Kravtsov 2017; Krogager 2018; Cooke et al.
2019). Scores of studies of Lyα forest, Lyman limit, damped
Lyα, O VI, C IV, and Mg II-selected systems have each em-
ployed one VP fitting code or another, and this also affects
the reproducibility of VP models (however, the most com-
monly used fitting routine is VPFIT, Carswell & Webb 2014)
Though efforts are being pioneered to mitigate human sub-
jectivity (e.g., Bainbridge & Webb 2017a,b), there may al-
ways be differences in fitting approach due to differing sci-
ence objectives. Examples might include whether to model
the absorption profiles with the minimum number of compo-
nents (e.g., Churchill 1997; Churchill et al. 2003), or with the
number required to minimize all pixel residuals below some
minimum (e.g., Murphy et al. 2001; Murphy & Cooksey
2017; Bainbridge & Webb 2017a), or how to segregate com-
ponents between the transitions of high- and low-ionization
species (e.g., Simcoe et al. 2006; Muzahid et al. 2015; Rudie
et al. 2019).
Although the resonant Mg II λλ2796, 2803 fine-structure
absorption lines are among the most common transitions
populating quasar spectra (e.g., Lanzetta et al. 1987; Stei-
del & Sargent 1992; Nestor et al. 2005; Prochter et al. 2006;
Zhu & Me´nard 2013), the statistics and distribution of their
kinematics from VP fitting has been documented only in rel-
atively small numbers (less than 50) and for relatively low
redshifts, z ≤ 1.5 (Churchill 1997; Churchill et al. 2003).
As such, the kinematics of low-ionization, chemically en-
riched CGM gas has not been characterized using VP derived
parameters probing the epoch known as “Cosmic Noon”
(z ∼ 2–6), when the global star formation rate density of
the universe rose toward its peak (e.g., Madau & Dickinson
2014), stellar-driven outflows from galaxies became ubiqui-
tous (e.g., Rupke 2018) and the predicted rate of gas accre-
tion into galaxies reached its cosmic peak (e.g., van de Voort
et al. 2011b). Simulations further suggest that it is the drop
in this accretion rate that is responsible for the decline in the
star formation density following Cosmic Noon (e.g., van de
Voort et al. 2011a).
The cosmic evolution of outflows and accretion through
the CGM is expected to be reflected in the absorption proper-
ties of Mg II absorbers. Indeed, both the observed evolution
in the comic incidence (redshift path density) of Mg II ab-
sorbers (e.g., Zhu & Me´nard 2013) and the relative frequency
of higher equivalent width systems (e.g., Matejek & Sim-
coe 2012) traces the evolution of the global star formation
density. Studies of Mg II absorption in relation to their host
galaxies at have yielded a preponderance of observational
evidence for outflows associated with star formation (e.g.,
Bouche´ et al. 2006; Tremonti et al. 2007; Martin & Bouche´
2009; Weiner et al. 2009; Noterdaeme et al. 2010; Kacprzak
et al. 2010, 2014; Rubin et al. 2010; Coil et al. 2011; Nestor
et al. 2011; Martin et al. 2012; Noterdaeme et al. 2012; Kro-
gager et al. 2013; Pe´roux et al. 2013; Crighton et al. 2015;
Nielsen et al. 2015, 2016; Lan & Mo 2018; Schroetter et al.
2019; Zabl et al. 2020) as well as evidence for accretion (e.g.,
Steidel et al. 2002; Kacprzak et al. 2010; Pe´roux et al. 2013;
Ho et al. 2017; Kacprzak 2017; Martin et al. 2019; Zabl et al.
2019).
With the modern capabilities of the VLT/MUSE instru-
ment (Bacon et al. 2004), surveys such as MAGG (Loft-
house et al. 2020) at z ' 3.5 will soon be yielding numer-
ous absorber-galaxy pairs at times preceding Cosmic Noon
(also see Mackenzie et al. 2019; Gonzalo Diaz et al. 2020).
Similarly, with the bluer sensitivity of the KCWI instrument
(Morrissey et al. 2018), we are characterizing the proper-
ties of galaxies at Cosmic Noon for which the CGM kine-
matics is studied via high-resolution Mg II absorption (e.g.,
Nielsen 2019; Nielsen et al. 2020). Motivated by (1) indi-
cations that CGM kinematic evolution is occurring between
Cosmic Noon and the present epoch, (2) that this evolution
likely traces the global star formation density and can pro-
vide insights into the physics of the baryon cycle, and (3) the
growing samples of Mg II absorption-galaxy pairs at Cosmic
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Noon, we have undertaken VP profile fitting of a sample of
several hundred Mg II absorption systems spanning equiva-
lent widths 0.006 ≤ Wr(2796) ≤ 4.23 A˚ over the redshift
range 0.2 ≤ z ≤ 2.6.
In this paper, we present and discuss the results of our
VP modeling. In Section 2 we present the sample of
quasar spectra and describe our methods of preparing the
data into science-ready form, identifying Mg II-selected ab-
sorbers, and quantifying absorption properties. In Section 3,
we describe the general characteristics of the sample of Mg II
absorbers, discuss the degree to which it is a fair sample, and
present selected kinematic properties of the absorbing sys-
tems. The VP fitting of these systems is described in Sec-
tion 4 and the results of the VP fitting is presented and dis-
cussed in Section 5. For our work, we used the VP fitter
MINFIT developed by Churchill (1997), which has since been
upgraded and applied by Churchill et al. (2003) and Evans
(2011). We present our concluding remarks in Section 6.
2. DATA ANALYSIS AND SAMPLE BUILDING
2.1. Spectra
We have analyzed 249 high resolution, high signal-to-
noise High Resolution Echelle Spectrometer (HIRES, Vogt
et al. 1994) and Ultraviolet and Visual Echelle Spectrograph
(UVES, Dekker et al. 2000) quasar spectra obtained from
the Keck and Very Large Telescope (VLT) observatories, re-
spectively. The wavelength coverage of the spectra range
from approximately 3,000–10,000 A˚, thought there is vari-
able coverage in this range from spectrum to spectrum.
The resolving power of both instruments is R = λ/∆λ =
45, 000, or ∼ 6.6 km s−1, and the spectra have three pixels
per resolution element. The resolution is approximately con-
stant in velocity as a function of observed wavelength. The
signal-to-noise ratios are typically 25–80. Such high quality
spectra allow for an in-depth investigation into the distribu-
tions and kinematics of the galactic halos and intergalactic
structures selected by the presence of metal line absorption.
The Keck/HIRES spectra were obtained from various ob-
serving programs prior to the creation of the Keck Obser-
vatory Archive1, and were donated to this work by Charles
Steidel, J. Xavier Prochaska, Christopher Churchill, and by
Michael Rauch and the late Wallace Sargent. The spectra of
Churchill and Steidel were explicitly observed for Mg II ab-
sorption (e.g., Churchill & Vogt 2001; Churchill et al. 2003;
Steidel et al. 2002) and were selected based upon previous
studies which used low resolution spectra to detect Mg II ab-
sorption of equivalent widths Wr(2796) ≥ 0.3 A˚ (Sargent
et al. 1988; Steidel & Sargent 1992). Those of Sargent and
Rauch were selected for high resolution analysis of Lyα for-
est and C IV absorption, and those of Prochaska for damped
Lyman alpha (DLA) absorption (Prochaska et al. 2007).
The VLT/UVES spectra were acquired through the efforts
of the UVES SQUAD prior to their Data Release 1 (Murphy
1 https://www2.keck.hawaii.edu/koa/public/koa.php
et al. 2019). These archived UVES spectra were obtained
by several researchers for a variety of scientific purposes, in-
cluding Lyα forest, Lyman-limit and damped Lyα systems,
and Mg II, C IV, O VI, and other metal absorption-line studies.
The heterogeneous selection bias of our sample is addressed
in § 3.1.
An example UVES spectrum, the zem = 2.406 quasar
J222006−280323, is shown in Figure 1. Strong emission
lines are labelled, as are the regions of Lyα forest absorption
and A-band and B-band atmospheric absorption. The jour-
nal of quasar spectra used in this study is listed in Table 1.
For each quasar, the columns list (1) the quasar name, taken
from Veron-Cetty & Veron (2001), (2) a common B1950
name (mostly from the catalog of Hewitt, & Burbidge 1996),
(3) the emission redshift, (4) the lower wavelength limit ob-
served, (5) the upper wavelength limit observed, and (6) the
instrument with which the spectrum was obtained.
2.2. Reduction of Spectra
The spectra of Churchill were reduced using the standard
Image Reduction and Analysis Facility (IRAF2) software, the
process of which is detailed in Churchill (1997). Those of
Sargent, Rauch, Prochaska, and Steidel were reduced using
the Mauna Kea Echelle Extraction (MAKEE) data reduc-
tion package of Barlow (2005), which is optimized for the
spectral extraction of single, unresolved point sources. All
HIRES spectra were wavelength calibrated using ThAr lamps
to the vacuum heliocentric standard at rest and were contin-
uum fit by their respective donors.
The UVES spectra were reduced using the UVES pipeline
in the MIDAS environment (Dekker et al. 2000), which is
provided by the European Southern Observatory (ESO). The
wavelength solution is determined using a standard ThAr
lamp exposure. Finally, the quasar flux is extracted and the
ThAr wavelength calibration polynomial for each order is at-
tached, having been corrected to vacuum heliocentric veloci-
ties. The indovodual exposures were then combined into one-
dimensional spectra using the UVES POst-Pipeline Echelle
Reduction (UVES POPLER) software (Murphy 2008, 2016;
Murphy et al. 2019), which is an extra reduction step that
facilitates cosmic ray removal. An initial continuum is de-
rived by iteratively fitting small sections of each spectrum
with a low order Chebyshev polynomial, rejecting points ly-
ing many sigma below or above the fit at each iteration. The
sections of continuum are then spliced together by linearly
weighting each section from unity at their centers to zero at
their edges. Any remaining artifacts, such as from internal
spectrograph reflections, are removed and the continuum is
refined manually.
For 25 quasars, multiple spectra were available. We op-
timally combined them in order to exploit all wavelengths
covered and to maximize signal-to-noise ratio. Thus, in some
2 IRAF is distributed by the National Optical Astronomy Observatories,
which are operated by the Association of Universities for Research in
Astronomy, Inc., under cooperative agreement with the National Science
Foundation.
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Figure 1. The UVES spectrum J222006−280323 and six of its Mg II λλ2796, 2803 doublets presented in redshift order: z = 0.599508
(magenta), z = 0.786512 (blue), z = 0.942415 (green), z = 1.082795 (yellow), z = 1.555851 (orange), and z = 1.692150 (red).
cases, the final version of the spectrum we studied may com-
prise, for example, two unique HIRES observations and one
UVES observation. This provided a single spectrum for a
quasar. We ensured wavelength alignment by performing
cross correlations on unresolved features in regions of over-
lapping wavelengths. Possible non-linear effects were ac-
counted for by fitting a first-order polynomial to the cross
correlation shifts as a function of wavelength. The flux in
the pixels were optimally averaged, weighted by the inverse
of their variances using flux conservation and pixel interpo-
lation.
2.3. Identifying Doublets and Systems
We limited our search for absorption lines to wavelength
regions spanning redward of the quasar Lyα emission line
up to 5,000 km s−1 blueward of the quasar Mg II emission
line. The lower wavelength limit ensures Mg II absorption
is not confused with Lyα forest lines, and the upper limit is
our adopted criterion for detected Mg II absorption features
to not be considered associated with the quasar vicinity (e.g.,
Weymann et al. 1991). Using our software SEARCH (e.g.,
Churchill et al. 1999), the spectra are objectively scanned for
Mg II doublet candidates. The initial criteria for a candidate
doublet are that the detection of a 5σ feature, which is taken
to be the λ2796 line at redshift z = λ/2796.352 − 1, is ac-
companied by a corresponding feature with a 3σ detection
at the projected location λ = 2803.531× (1 + z). Dou-
blet candidates, preliminary equivalent widths, and detection
significance levels follow the formalism of Schneider et al.
(1993). The candidates are then checked for doublet ratios of
1.0 ≤ DR ≤ 2.0 consistent within errors.
Once a candidate Mg II doublet is identified, the SEARCH
software is capable of locating and examining numerous as-
sociated atomic transitions simultaneously. For this work,
examination of the associated absorption features was lim-
ited to 13 commonly observed transitions from five abun-
dant chemical elements. Including the Mg II λλ2796, 2803
doublet, these transitions were Mg I λ2853, the Fe II λ2344,
λ2374, λ2383, λ2587, and λ2600 quintuplet, the Mn II
λ2577, λ2594, and λ2606 triplet, and the Ca II λλ3935, 3970
doublet. The transitions and their adopted atomic data
(Moore 1970; Cashman et al. 2017) are listed in Table 2.
The columns are (1) the ion and transition, (2) the transition
wavelength in vacuum, (3) the oscillator strength, and (4) the
natural broadening, or damping constant.
Candidate Mg II doublet line profiles were aligned in rest-
frame velocity and visually inspected to ensure that they ex-
hibit velocity alignment and flux decrements consistent with
the radiative transfer and atomic physics of the two transi-
tions and to identify and annotate any blends or spurious
spectroscopic features. For Mg II λλ2796, 2803 doublet fea-
tures passing the criteria for inclusion into the sample, we
adopt the definition that two or more Mg II λ2796 absorption
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Table 1. Journal of Observations
Quasar Alias zem λblue λred Facility
[A˚] [A˚]
J000323−260318 Q 0000−263 4.111 5122 8143 HIRES
J000149−015939 UM 196 2.817 3045 10087 HIRES, UVES
J000520+052411 UM 18 1.900 3188 6081 HIRES
J000344−232355 HE 0001−2340 2.280 3044 10088 UVES
J000448−415728 Q 0002−422 2.760 3044 10087 UVES
· · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · ·
J234625+124743 B 234352+123103 2.578 3282 6651 UVES
J234819+005721A Q 23452+007A 2.160 3285 6651 UVES
J234825+002040 BGCFH 46 2.650 3282 6550 UVES
J235034−432559 CTSC 15.05 2.885 3045 10086 UVES
J235057−005209 UM 184 3.024 3287 7493 HIRES, UVES
NOTE—Table 1 is published in its entirety in machine-readable format. A portion is
shown here for guidance regarding its form and content.
Table 2. Analyzed Transitions
Ion / Transition λ0 f Γ x 108
[A˚] [sec−1]
Mg II λ2796 2796.352 0.6123 2.612
Mg II λ2803 2803.531 0.3054 2.592
Mg I λ2852 2852.964 1.8100 4.950
Fe II λ2344 2344.214 0.1097 2.680
Fe II λ2374 2374.461 0.0282 2.990
Fe II λ2382 2382.765 0.3006 3.100
Fe II λ2587 2586.650 0.0646 2.720
Fe II λ2600 2600.173 0.2239 2.700
Mn II λ2576 2576.877 0.3508 2.741
Mn II λ2594 2594.499 0.2710 2.685
Mn II λ2606 2606.462 0.1927 2.648
Ca II λ3934 3934.777 0.6346 1.456
Ca II λ3969 3969.591 0.3145 1.414
features comprise a single absorption system if they reside
within±800 km s−1 of each other3. The corresponding tran-
sitions listed in Table 2 are also visually checked.
Within the higher wavelength regimes of our sample
(above ∼ 6800 A˚), corresponding to Mg II λ2796 absorp-
tion redshifts of z ≥ 1.43, feature identification becomes
more difficult due to the presence of telluric lines. The
strongest lines occur in the A- and B-bands (7600–7630 and
6860–6890 A˚, respectively) and also between 7170–7350 A˚
3 Adopting a velocity “window” of ±410 km s−1 to ±1030 km s−1 yields
an identical sample of systems and, subsequently, identical distributions in
the system properties.
(e.g., Barlow 2005). These line complexes are generally dis-
tinguishable from the Mg II λλ2796, 2803 doublet. Except
within the highly saturated bands themselves, the A- and B-
band lines exhibit distinctive patterns of closely spaced pairs.
A chance alignment of two A- or two B-band telluric lines
at the precise separation of a candidate Mg II doublet, along
with the required doublet ratio, is not common. Nevertheless,
these spurious features may obscure weak Mg II absorption
lines or cause some confusion due to line blending. In ad-
dition to our objective criteria for identifying Mg II doublet
candidates using the SEARCH algorithm, we were especially
diligent to visually inspect candidates in these wavelength re-
gions. Corroboration by visual inspection of the associated
Mg I, Fe II, Ca II, and Mn II features mentioned in § 2.3 was
also also performed, but a corroboration was not required for
the candidate to be included in the sample. These procedures
were adopted in order to maximize the accuracy in the num-
ber of absorbing systems located in the spectra.
Using these criteria, we found a total of 480 Mg II absorp-
tion systems, covering the redshift 0.19 ≤ z ≤ 2.55 and
having rest-frame equivalent widths over the range 0.006 ≤
Wr(2796) ≤ 6.23 A˚. These 480 systems were found in 186
of the 249 quasars we searched.
2.4. Measuring Doublets and Systems
Once a Mg II system was confirmed, we used our code
SYSANAL (see Churchill et al. 1999; Churchill & Vogt 2001)
to analyze the absorption. The code first computed the
optical-depth median of Mg II λ2796 profile, i.e., the wave-
length (λτ¯ ) at which equal integrated optical depth resides
to both sides of the profile. By definition, we adopt the sys-
tem redshift as zabs = λτ¯/2796.352− 1, which is employed
to compute the systemic rest-frame velocity zero point of
the absorption system. The code then computed the rest-
frame equivalent widths, Wr(2796), the Mg II doublet ratios,
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Table 3. System Properties
Quasar zabs Wr(2796) logNaod DR ωv
[A˚] [cm−2] [km s−1]
J012417−374423 1.173635 0.018± 0.001 11.63+0.09−0.07 1.84± 0.30 6.4± 1.0
J101447+430031 2.042606 0.092± 0.004 12.39+0.05−0.03 1.85± 0.17 59.6± 1.6
J123200−022404 0.756903 0.303± 0.003 13.30+0.07−0.06 1.28± 0.02 15.6± 0.7
J110325−264515 1.202831 0.593± 0.002 13.44+0.04−0.04 1.44± 0.01 43.3± 0.2
J110325−264515 1.838689 1.044± 0.001 13.80+0.04−0.03 1.33± 0.01 50.0± 0.1
J035405−272421 1.405188 2.660± 0.006 ≥ 14.35 1.10± 0.01 93.3± 0.3
NOTE—Table 3 is published in its entirety in machine-readable format. A portion is shown here
for guidance regarding its form and content.
DR, the apparent optical depth column densities, Naod, the
kinematic velocity spreads, ωv , and errors in these quanti-
ties for all transitions. The apparent optical depth column
density was obtained by inverting the absorption profile to
an optical depth profile using the radiative transfer solution
τλ = log(I
0
λ/Iλ), where I
0
λ is the fitted continuum, convert-
ing the optical depth to column density per unit velocity, and
integrating over the profile (Savage & Sembach 1991),
Naod =
mec
2
pie2
1
fλ20
∫
τλ dλ . (1)
Lower limits on τλ occur when the pixel at λ and its two
adjacent pixels meet the condition Iλ < σIλ , in which case
τλ ≥ log(I0λ/σIλ). If this condition occurs in three contigu-
ous pixels, corresponding to a resolution element, then the
profile is considered to be saturated and Naod is quoted as a
lower limit for the apparent optical depth column density.
The kinematic velocity spread is the proportional to the
flux-decrement weighted second-moment of the velocity
across the Mg II λ2796 absorption profile (Sembach & Sav-
age 1992),
ω2v =
V(2)
V(0)
=
1
V(0)
∫
(v − 〈v〉)2D(v) dv , (2)
whereD(v) = 1−I(v)/I0(v) is the flux decrement in veloc-
ity coordinates, 〈v〉 is the mean velocity (the flux-decrement
weighted first-moment of the velocity), and V(0) is the veloc-
ity “equivalent width” (zeroth moment),
〈v〉 =
∫
vD(v) dv , V(0) =
∫
D(v) dv . (3)
The kinematic velocity spread, ωv , can be interpreted as the
equivalent Gaussian standard deviation of the absorption pro-
file. For each associated transition, if absorption is not for-
mally detected at the 3σ significance level at the expected
location in the spectrum, the SYSANAL code computes the
3σ upper limits on the equivalent widths and apparent opti-
cal depth column densities,
3. ABSORPTION CHARACTERISTICS
In Table 3, we present the measured properties of the 480
Mg II absorption systems we analyzed using the SYSANAL
code. Tabulated are (Column 1) the quasar name, (2) the
system redshift, (3) the Mg II λ2796 rest-frame equivalent
width, (4) the Mg II apparent optical depth column density,
(5) the Mg II λλ2796, 2803 doublet ratio, and (6) the kine-
matic velocity spread. Table 3 is published in its entirety in
machine-readable format. A portion is shown here for guid-
ance regarding its form and content.
In Figure 2, we present the redshift distributions of the 480
systems. The full sample has is shown in gray. The absorber
redshifts cover the range 0.19≤ z ≤ 2.55, with 〈z〉= 1.18,
and comprise systems with 0.006 ≤ Wr(2796) ≤ 6.23 A˚.
The overall shape of this distribution is governed primarily
by the summed redshift path coverage of the quasar spectra,
which differs in each redshift bin. This redshift path cover-
age diminishes toward lower redshift and toward higher red-
shift. As we will not be examining the evolution of absorp-
tion properties in this paper, we report only the distribution
of the observed sample, and do not discuss the Mg II red-
shift path coverage nor the redshift path coverage sensitivity
functions (e.g. Lanzetta et al. 1987; Steidel & Sargent 1992;
Churchill et al. 1999; Nestor et al. 2005).
Historically, Mg II absorbers were divided into “weak” sys-
tems (defined to have Wr(2796) < 0.3 A˚, Churchill et al.
1999; Rigby et al. 2002) and “strong” systems (defined to
have Wr(2796) ≥ 0.3 A˚, Steidel & Sargent 1992). This was
due to the equivalent width detection sensitivity of' 0.3 A˚ of
3-meter class telescopes and lower-resolution spectrographs
of the late 1980s and early 1990s, which was significantly re-
duced by an order of magnitude with the advent of the Keck
10-meter telescope and the HIRES spectrograph (Vogt et al.
1994). We adopt this historical definition.
In Figure 2, the redshift distribution of the weak systems
is shown in blue whereas the distribution for strong systems
is shown in pink. The superposition of these two popula-
tions appears purple. The more sharply declining tail at the
higher redshift region of the weak population versus that of
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Figure 2. The distribution of Mg II absorption redshifts for the
complete sample of 480 systems identified in our survey. The solid
gray area indicates the full sample. The pink area shows the strong
systems and the blue area shows the weak systems. Superposition
of the weak and strong systems appears purple.
the strong population is due partially to a decline in the equiv-
alent width detection threshold of the spectra in the higher
redshift regime; the lowest Wr systems suffer the most loss
of detection completeness due to the increase in telluric lines.
The other reason there is a more rapid decline in the weak ab-
sorbers at higher redshift is that the number density of such
absorbers per unit redshift decreases rapidly beyond z ∼ 1.5
(see Evans et al. 2013, and references therein).
3.1. Examination of Sample Bias
As previously mentioned, we do not examine redshift evo-
lution of the absorption properties in this paper. However, as
we do aim to present and discuss the distribution of the kine-
matic properties over the redshift range we surveyed, it is
important we establish that we have a reasonably fair sample
of Mg II-selected absorption systems.
It is well-established that Mg II λ2796 rest-frame equiv-
alent width, Wr(2796), and various kinematic indicators
are correlated. For example, the kinematic velocity spread,
ωv is positively correlated with Wr(2796) (e.g. Churchill
et al. 2000; Churchill & Vogt 2001), as is the number of
Voigt profile components (e.g., Petitjean & Bergeron 1990;
Churchill et al. 2003). Thus, we adopt the premise that a
sample of Mg II-selected absorbers with a fair distribution of
Mg II λ2796 rest-frame equivalent widths would also repre-
sent a fair distribution of Mg II kinematic properties.
Since none of our quasar spectra were selected based upon
knowledge of weak absorption, and because no correlation
exists between strong and weak absorbers in a given quasar
spectrum (Churchill et al. 1999), our sample is unbiased to-
ward weak systems. However, some of the quasar spec-
tra were observed because the presence of strong Mg II ab-
sorption had already been ascertained from previous low-
resolution surveys. Given this partial selection bias and the
heterogeneous scientific motivations behind the observations
of many of these lines of sight (as discussed in Section 2.1),
we cannot a priori expect that the strong Mg II absorption
subset is consistent with an unbiased sample. Some statisti-
cally founded reassurance of this would allow us to adopt the
view that our sample is a fair sample for studying the kine-
matic aspects of the strong Mg II absorption systems.
In order to determine whether our strong sample is fair
and unbiased, we quantitatively compare the distribution of
equivalent widths for Wr(2796 ≥ 0.3 A˚ from our sample
to those from the large blind SDSS surveys of Nestor et al.
(2005, 1331 Mg II absorbers) and of Zhu & Me´nard (2013,
40,000 Mg II absorbers). To allow direct comparisons be-
tween all three surveys, we limited our analysis to the red-
shift range of Nestor et al. (2005), which is in common with
our survey and that of Zhu & Me´nard (2013). This redshift
range is 0.34 ≤ zabs ≤ 2.27, comprising 469 out of the
total of 480 absorbers in our survey. For the Nestor et al.
(2005) distribution function, we adopted their exponential fit
to the function f(W ) = (N∗/W ∗) exp{−W/W ∗}, where
N∗ = 1.187 ± 0.052 and W ∗ = 0.702 ± 0.017 A˚, which
applies for Wr(2796 ≥ 0.3 A˚. For the Zhu & Me´nard (2013)
distribution function, we adopted their Eq. 5 for dN2/dWdz
and best fit parameters from their Table 2. We integrated this
function over the adopted redshift range to obtain f(W ) =
dN/dW . We then normalized both distribution to the area
under the distribution for the observed data from our survey.
In Figure 3(a), we present the binned Mg II λ2796 rest-
frame equivalent width distribution normalized to unity at
Wr(2796) = 0.3 A˚. The normalized Nestor et al. (2005)
and Zhu & Me´nard (2013) distribution functions are superim-
posed on the data. The shaded regions account for the uncer-
tainties in the fit parameters. Visual inspection would suggest
that our sample of strong Mg II absorbers is populated by an
slight overabundance of absorbers having Wr(2796) ∼ 2 A˚
and perhaps also having Wr(2796) > 4 A˚, but that other-
wise, within measurement uncertainties, our distribution has
a shape generally consistent with an exponential distribution.
In Figure 3(b), we plot the cumulative equivalent width
distributions. For the observed data, the relative decrement
in the range 1 ≤ Wr(2796) ≤ 2 A˚ reflects our slight over-
abundance of Wr(2796) ∼ 2 A˚ equivalent width systems
as compared the unbiased surveys. A Kolmogorov-Smirnov
(K-S) statistical test was employed in order to quantitatively
measure the consistency (or lack thereof) between the distri-
bution of our sample of strong Mg II systems and the unbi-
ased distributions. We adopt the criterion that a probability
for a K-S statistic indicative of the two distributions being in-
consistent with one another is P (KS) ≤ 0.0027, correspond-
ing to a 3σ significance level. Compared to the Nestor et al.
(2005) distribution, we obtained P (KS) = 0.115. Com-
pared to the Zhu & Me´nard (2013) distribution, we obtained
P (KS) = 0.076. Thus, both tests indicate the observed dis-
tribution cannot be ruled inconsistent with the unbiased sur-
veys. Even through the observed cumulative distributions ex-
hibit some shape variation compared to the unbiased surveys,
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Figure 3. (a) The binned Mg II λ2796 equivalent width distribution of our complete for Wr(2796) ≥ 0.3 A˚ limited to the redshift range
0.34 ≤ z < 2.27, which included 469 of the complete sample of 480 systems. The green shaded region superimposes the slope and uncertainty
in the maximum likelihood exponential fit of Nestor et al. (2005). The purple shaded region superimposed the parameterized fitted model and
uncertainty from Zhu & Me´nard (2013). The Nestor and Zhu & Me´nard parameterized functions are normalized to the area under the observed
distribution. (b) The cumulative distribution of our sample compared to the cumulative distributions of the Nestor and Zhu & Me´nard models.
K-S tests yielded P (KS) = 0.115 and P (KS) = 0.076 indicating that the observed equivalent width distribution is not inconsistent with
the unbiased distributions. Thus, we expect the general distribution of kinematic properties of our sample to also reflect that of an unbiased
absorption path normalized sample.
this variation is significant only at the 1.6σ and 1.8σ levels
for the (Nestor et al. 2005) and (Zhu & Me´nard 2013) distri-
butions, respectively.
The minor discrepancy is likely due to some of our quasar
lines of sight being observed because a strong absorber, such
as a DLA, was targeted for high-resolution analysis. For ex-
ample, the HIRES spectra contributed by J. X. Prochaska,
as well as some of the UVES spectra from the VLT archive
(e.g., Jorgenson et al. 2013), were obtained for DLA stud-
ies, which are known to exhibit Mg II absorption with higher
equivalent widths (e.g., Rao & Turnshek 2000). The excess
at Wr(2796) ≥ 4 A˚ may also be indicative of lines of sight
targeted for very large Wr(2796) systems, perhaps for galac-
tic wind studies (e.g, Bond et al. 2001a,b; Mas-Ribas et al.
2018). As a result of this analysis, we proceed under the
assumption that our sample of Mg II absorption systems has
the characteristics of an unbiased sample for the purpose of
examining general kinematic properties.
3.2. Kinematic Properties
Studies of the kinematics of the absorption systems must
account for variations in the signal-to-noise ratio across the
velocity window over which the analysis is performed. A
varying ratio can result in variable detection sensitivities for
very weak components at various velocities locations across
a Mg II λ2796 profile; this could introduce systematics into
the distribution of fitted VP component velocities. It is thus
imperative we have a controlled sample for our VP and kine-
matic analysis; we need a uniform detection sensitivity to
ensure weak, blended, and high-velocity components above
a fixed equivalent width threshold are detectable in all sys-
tems included in the analysis. Here, we describe our se-
lection of this final science subsample (comprising 422 sys-
tems), which we use for the VP fitting, and analysis of the
column density, b parameter, and kinematic distributions of
the VP components.
We created a “kinematic sample” by including only those
systems for which a 5σ minimum rest-frame equivalent
width detection limit was present over a velocity window of
±600 km s−1 relative to the velocity zero-point of the Mg II
λ2796 absorption feature. The criterion for a system to be
included in the kinematic sample was that either (1) the av-
erage limit is 〈W limr 〉 ≤ 0.02 A˚; or (2) if 〈W limr 〉 was greater
than 0.02 A˚, then 〈W limr 〉 minus the standard deviation in
〈W limr 〉 was less than or equal to 0.02 A˚. A total of 422 sys-
tems, or 88% our complete sample of 480, met the criterion
for inclusion into the kinematic sample.
In Figure 4(a), we show the distribution of the system total
velocity width for the kinematic sample. The system total ve-
locity width is defined as ∆vtot = |vmax−vmin|, the absolute
difference of the “reddest” absorbing pixel and the “bluest”
absorbing pixel. The color scheme for the binned date are the
same as for Figure 2.
The two populations exhibit markedly different distribu-
tions. The distribution of ∆vtot for the weak systems can be
modeled as a half-Gaussian centered on ∆vtot = 0 km s−1
with a standard deviation of σ(∆vtot) ' 90 km s−1. Weak
systems with ∆vtot ≥ 300 km s−1 are very rare; these sys-
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Figure 4. (a) The distributions of Mg II λ2796 total velocity widths for the 422 systems in the kinematic sample, showing all systems (grey),
weak systems (blue), and strong systems (pink); superposition of the weak and strong systems appears purple. (b) The distributions of the
kinematic velocity spread, ωv , using the same color scheme as panel (a).
tems would comprise several weak components highly sep-
arated in velocity (see the zabs = 2.042606 systems along
the J101447+430031 line of sight in Figure 6, which has
∆vtot ' 150 km s−1). The distribution for the strong sys-
tems can be modeled as an asymmetric Gaussian with a mode
at ∆vtot ' 200 km s−1 and an average standard deviation
of σ(∆vtot) ' 200 km s−1. The long tail extends out to
∆vtot ' 800 km s−1 due to a small contribution of kinemat-
ically extreme systems. In our sample, there are no strong
systems with ∆vtot ≤ 50 km s−1.
The total velocity spread measures the extremes of the ab-
sorption velocities; it contains no information about the flux
decrement distribution. In Figure 4(b), we show the distri-
bution of the kinematic velocity spread, ωv , also using the
same color scheme as Figure 2. Though the kinematic ve-
locity spread contains information about the velocity distri-
bution of the flux decrements, the weak and strong systems
exhibit similar distribution shapes as for ∆vtot.
The distribution of ωv for the weak systems can be mod-
eled as a half-Gaussian centered on ωv = 0 km s−1 with a
standard deviation of σ(ωv) ' 15 km s−1. Weak systems
with ωv ≥ 80 km s−1 are very rare. The distribution for
the strong systems can be modeled as an asymmetric Gaus-
sian with a mode at ωv ' 35 km s−1 and a standard devi-
ation of σ(ωv) ' 50 km s−1. The long tail extends out to
ωv ' 250 km s−1. Note that there are no strong systems
with ωv ≤ 10 km s−1.
4. VOIGT PROFILE FITTING
One of our goals is to characterize “cloud” kinematics, col-
umn density, N , and Doppler b parameter distributions for
the Mg II λλ2796, 2803 transitions. We thus have applied
Voigt profile (VP) decomposition (or fitting) to the kinematic
sample of 422 absorbers. The Voigt function models the
optical depth of the absorption profiles while incorporating
the atomic physics of the transitions, including the transition
wavelengths, λ0, the oscillator strengths, f , and the natural
line broadening via the damping constants, Γ. The natural
line broadening function is a Lorentzian centered on the tran-
sition wavelength with a half-height half-width of Γλ20/4pic
and amplitude proportional to Nf . The Voigt function also
incorporates additional line broadening via convolution of
a Gaussian wavelength redistribution function. This prop-
erty makes the Voigt function ideal for modeling absorption
lines in warm/hot gas, as the line-of-sight projected ther-
mal distribution of atomic motions in an isothermal gas is a
Gaussian function of Doppler width ∆λD = λ0(b/c), where
b =
√
2kT/m is the thermal Doppler b parameter.
Once the optical depth, τλ, of an absorption line is mod-
eled, one accounts for the solution to the equation of radia-
tive transfer, i.e., Iλ = I0λ exp{−τλ} to obtain the observed
counts across the profile. Finally, to account for the instru-
mental line spread function, Φ(∆λ), the model of Iλ is con-
volved with Φ(∆λ). As N , b, and
v = c
λ− λ0(1 + z)
λ0(1 + z)
, (4)
are adjustable parameters of the optical depth model, where
v, λ, and z are the line center rest-frame velocity, observed
wavelength, and redshift, respectively, one can employ least
squares fitting, most commonly using the χ2 statistic, to ob-
tain estimates and uncertainties in N , b, and z (the latter be-
ing converted to v).
Assuming that complex absorption profiles comprise mul-
tiple isothermal “clouds”, each with a unique line-of-sight
velocity, we can decompose absorption line systems into
multiple Voigt profiles, with each model component yield-
ing a column density, Doppler b parameter, and line-of-sight
rest-frame velocity for the “cloud” being represented.
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4.1. Fitting Approach
Central to our fitting approach is that we adopt a minimal-
ist approach to the modeling. We fit the absorption systems
using as few “clouds”, or VP components, as possible by en-
suring all components are statistically significant to the χ2
statistic. Details of how we ensure statistical significance of
all components are given in Section 4.2.
The ionization potentials of the five ions included in the fit
are all within a few to several electron volts (eV) of the H I
potential of 13.59 eV. The Mg I and Ca II ionization potentials
are both below that of H I at 7.65 eV and 11.87 eV, respec-
tively, while those of Mg II, Fe II, and Mn II are slightly above
at 15.04 eV, 16.19 eV, and 15.63 eV, respectively. This brack-
eting of the H I ionization potential does mean that the line-
of-sight ionization structure of a given parcel of gas could be
different for the different ions. We assume that any difference
is negligible within the context of the resolution and signal-
to-noise ratio of the spectra and the general VP decomposi-
tion premise of spatially separated isothermal “clouds”. The
absorption is therefore assumed, for the purpose of VP fitting,
to arise all in the same spatial extent of gas and to reflect the
same velocity structure.
Another consideration in VP decomposition is how to fit
the Doppler b parameter across ions. For our study, we have
chosen to let the user input whether to constrain this parame-
ter as 100% “turbulent” or 100% thermal. In the former case,
the b parameter of a given “cloud”, or VP component, is en-
forced to be identical for all ions, even though the b parameter
is still fit as a free parameter for each component. In the lat-
ter case, the b parameter in a given component is enforced
to scale in proportion to the inverse of the square root of the
atomic mass for each ion. We adopted the default condition
of “turbulent” broadening; departures from this are noted in
the descriptions of individual systems in Appendix A. The
systems were fit under the thermal condition if a satisfactory
fit could not be achieved using the “turbulent” condition.
In addition, VP modeling by nature requires the assump-
tions of isothermal “clouds” that occupy distinct line-of-sight
locations in velocity space. These latter two assumptions are
probably the least defensible given our developing under-
standing of the complexity of gas properties as gleaned from
“mock absorption line” studies of hydrodynamic cosmolog-
ical simulations (e.g., Churchill et al. 2015; Peeples et al.
2019). However, Churchill et al. (2015) did find that in Eule-
rian adaptive mesh simulations, for low-ionization ions such
as Mg II, the absorbing gas is cloud-like in that gas cells
selected by detected absorption are spatially contiguous and
comprise a narrow temperature range.
4.2. Fitting Procedure
For each absorption system, the first step is to create an
initial model of the VP components. We use our graphical
interactive program IVPFIT, which is an improved version of
PROFIT (Churchill 1997). The output of IVPFIT is a com-
plete model of all components for all transitions for all ions
included in an absorption system. The component parame-
ters for all transitions of a given ion are “tied”, meaning that
for a given “cloud” the N , b, and v for that ion are simulta-
neously constrained by all transitions of that ion and they all
have the same value. The interactive process is streamlined
by the use of auto-scaling of column densities between ions.
We found, in the course of this study, that our final models
were not sensitive to our “χ by eye” methodology, in which
the user tended to be biased toward introducing more com-
ponents than are statistically significant. For example, we
never experienced a case where adding a greater number of
components to an initial model changed the final number of
components determined to be significant by MINFIT.
Using this initial model, we then employ the least squares
fitter MINFIT4 (Churchill 1997), which iteratively eliminates
all statistically insignificant components and adjusts the re-
maining components until the least squares fit is achieved.
This entire process, discussed below and illustrated in Fig-
ure 5, is based on a series of objective tests and trials. MIN-
FIT utilizes the spectral information from all available transi-
tions to constrain these parameters. The velocity of a given
component is constrained to be the same across all transitions
of all ions. The column density is constrained to be the same
across all transitions of a given ion. Finally, the Doppler b pa-
rameter can be set by the user to either vary thermally across
ions or to be constant across all ions (the “turbulent” option,
as discussed in Section 4.1).
In a given system, one or more transitions may be compro-
mised over portions of its velocity extent by either bad/noisy
pixels or spurious features which have no corroborating ab-
sorption in other transitions. In these cases, MINFIT allows
for one to mask pixels or pixel regions that then contribute
no information to the fit.
Finding physically meaningful VP fits in regions of ex-
treme line saturation can be very challenging. For example,
consider the velocity region ' 0 –75 km s−1 in the zabs =
1.405187 system in the quasar spectrum of J035405–272421
illustrated in Figure 6, where both the Mg II λλ2796, 2803
and the majority of the Fe II transitions are highly saturated.
In extreme cases such as this, the least-squares fitting en-
gine can fixate on a local χ2 minimum in which the ratio
of N(Fe II)/N(Mg II) is unphysical, as it is astrophysically
rare for [Mg/Fe] to fall an order of magnitude below the solar
value. In their VP decomposition of some two-dozen Mg II
absorption systems observed with the HIRES spectrograph,
Churchill et al. (2003) found the relation
logN(Fe II) = 1.37 logN(Mg II) − 0.41 , (5)
for the unsaturated velocity regions of the absorption pro-
files. For our work here, we constrain the Fe II column densi-
ties to obey this relation in highly saturated velocity regions.
The user specifies these velocity ranges when the constraint
is deemed necessary. We find that this successfully prevents
unphysical Fe II to Mg II column density ratios in these spec-
ified velocity regions.
4 https://github.com/CGM-World/minfit.
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Figure 5. The Voigt profile modeling process. Human involvement (peach boxes) occurs in the creation of an initial model, pixel masking,
defining saturated regions, the definition of the badness and confidence parameters, and then again following the fully automated MINFIT
decision tree (light green boxes), which begins with the least squares fitting (“LSF”) and ends with the computation of uncertainties in measured
VP parameters and column density limits for non-detections. The visual judgement of the goodness of the fit is the final human involvement.
As illustrated in Figure 5, once the initial model is con-
structed, any bad pixels are masked, and any saturated veloc-
ity regions are specified, MINFIT performs a refinement of
the model by minimizing the χ2 statistic. Essentially, MIN-
FIT is a driver that sets up M nonlinear functions in n pa-
rameters and feeds the vector of functions to the netlib.org
routine DNLS1 (More 1978). The M functions are the in-
dividual terms of the χ2 statistic, one for each pixel for all
transitions, and the n parameters are the VP free parameters,
where the value of n depends on the number of components,
transitions, and ions. The least squares fit (the box labeled
“LSF” in Figure 5) is performed by the routine DNLS1, a
modification of the Levenberg-Marquardt algorithm. Two of
its main characteristics involve the proper use of implicitly
scaled parameters and an optimal choice for the correction
terms. The routine approximates the Jacobian by forward dif-
ferencing. The use of implicitly scaled parameters achieves
scale invariance and limits the size of the correction in any
direction where the functions are changing rapidly. The op-
timal choice of the correction guarantees (under reasonable
conditions) global convergence from starting points far from
the initial guess solution and a fast rate of convergence for
problems with small residuals. Further details, including the
methods for computing the uncertainties in the fitted param-
eters are described in Churchill (1997).
Following the LSF, MINFIT computes the errors in the VP
parameters, σN , σb, and σz (recall that each component is
fitted in redshift space and later converted to rest-frame ve-
locity). The robustness of components is examined in two
ways. First, for each ion, each component, i, is checked
against it nearest neighbor components, i−1 and i+1, for
redshift overlap using the conditions |(zi−zi−1)/σzi |>1 or
|(zi−zi+1)/σzi | > 1. If a component satisfies one of those
conditions, it is flagged for significance testing, as described
below. For the second robustness check, a “badness” param-
eter is computed for each component,
badness =
[(
σN
N
)2
+
(
σb
b
)2
+
(
σz
z
)2 ]1/2
. (6)
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Table 4. Voigt Profile Fitted Parameters
Mg II Fe II Mg I Mn II Ca II
v logN b logN b logN b logN b logN b
[km s−1] [cm−2] [km s−1] [cm−2] [km s−1] [cm−2] [km s−1] [cm−2] [km s−1] [cm−2] [km s−1]
J012417−374423, zabs = 1.173635,NVP = 1, badness = 1.5, CL = 97%
−0.91 11.64±0.03 6.92±0.67 ≤ 10.62 · · · ≤ 10.55 · · · ≤ 10.61 · · · · · · · · ·
J101447+430031, zabs = 2.042606,NVP = 4, badness = 1.5, CL = 97%
−98.07 12.11±0.02 3.73±0.33 ≤ 10.75 · · · · · · · · · ≤ 10.83 · · · · · · · · ·
11.34 11.91±0.03 5.76±0.67 ≤ 10.84 · · · · · · · · · 11.29±0.25 5.76±0.67 · · · · · ·
29.01 11.35±0.11 4.52±2.29 ≤ 10.78 · · · · · · · · · ≤ 10.87 · · · · · · · · ·
45.26 11.33±0.11 4.87±2.39 ≤ 10.78 · · · · · · · · · ≤ 10.96 · · · · · · · · ·
J123200−022404, zabs = 0.756903,NVP = 3, badness = 1.5, CL = 97%
−9.28 12.75±0.07 6.24±0.51 11.58±0.17 6.24±0.51 ≤ 10.72 · · · · · · · · · · · · · · ·
2.42 13.33±0.02 6.73±0.23 12.30±0.03 6.73±0.23 10.87±0.08 6.73±0.23 · · · · · · · · · · · ·
30.47 11.77±0.04 9.08±1.18 11.23±0.34 9.08±1.18 ≤ 10.78 · · · · · · · · · · · · · · ·
J110325−264515, zabs = 1.202831,NVP = 9, badness = 1.5, CL = 97%
−79.98 12.34±0.01 5.84±0.01 11.80±0.02 5.84±0.01 ≤ 11.56 · · · ≤ 10.47 · · · ≤ 10.15 · · ·
−65.77 12.21±0.01 5.12±0.01 11.58±0.04 5.12±0.01 ≤ 11.63 · · · ≤ 10.47 · · · ≤ 10.10 · · ·
−33.23 12.19±0.01 5.85±0.01 11.49±0.03 5.85±0.01 ≤ 11.67 · · · ≤ 10.47 · · · ≤ 10.07 · · ·
−22.33 12.02±0.08 3.08±0.41 11.50±0.06 3.08±0.41 ≤ 11.61 · · · ≤ 10.37 · · · ≤ 9.97 · · ·
−9.16 12.84±0.01 7.33±0.01 12.14±0.01 7.33±0.01 ≤ 10.49 · · · ≤ 10.54 · · · ≤ 10.15 · · ·
5.80 15.06±0.02 2.67±0.01 12.55±0.01 2.67±0.01 ' 11.3 2.67±0.01 ≤ 10.37 · · · ≤ 10.00 · · ·
52.08 12.57±0.01 4.02±0.01 11.70±0.03 4.02±0.01 ≤ 11.62 · · · ≤ 10.43 · · · ≤ 10.07 · · ·
61.25 11.13±0.07 6.72±0.78 ≤ 10.50 · · · ≤ 11.73 · · · ≤ 10.51 · · · ≤ 10.15 · · ·
86.15 11.70±0.02 7.36±0.45 11.07±0.12 7.36±0.45 ≤ 11.58 · · · ≤ 10.54 · · · ≤ 10.17 · · ·
J110325−264515, zabs = 1.838689,NVP = 12, badness = 1.5, CL = 99%
−126.13 11.86±0.01 9.10±0.28 10.92±0.10 9.10±0.28 ≤ 10.44 · · · 11.48±0.03 9.10±0.28 · · · · · ·
−103.14 12.41±0.01 6.12±0.06 11.54±0.02 6.12±0.06 ≤ 10.38 · · · 10.99±0.06 6.12±0.06 · · · · · ·
−50.66 12.61±0.01 7.69±0.09 11.87±0.01 7.69±0.09 10.54±0.06 7.69±0.09 10.56±0.18 7.69±0.09 · · · · · ·
−38.04 12.26±0.01 4.04±0.11 11.64±0.02 4.04±0.11 ≤ 10.45 · · · ≤ 10.29 · · · · · · · · ·
−15.10 13.50±0.01 6.62±0.03 12.89±0.01 6.62±0.03 11.33±0.01 6.62±0.03 10.75±0.11 6.62±0.03 · · · · · ·
−3.50 12.69±0.05 1.61±0.07 11.80±0.02 1.61±0.07 10.61±0.05 1.61±0.07 11.01±0.05 1.61±0.07 · · · · · ·
4.58 12.95±0.01 5.66±0.07 12.55±0.01 5.66±0.07 10.75±0.04 5.66±0.07 11.07±0.05 5.66±0.07 · · · · · ·
22.46 13.82±0.01 5.21±0.02 13.19±0.01 5.21±0.02 11.50±0.01 5.21±0.02 11.23±0.03 5.21±0.02 · · · · · ·
38.69 11.95±0.01 1.50±0.09 11.42±0.03 1.50±0.09 10.23±0.09 1.50±0.09 10.53±0.14 1.50±0.09 · · · · · ·
47.82 12.53±0.01 3.16±0.07 12.48±0.01 3.16±0.07 10.74±0.03 3.16±0.07 10.57±0.14 3.16±0.07 · · · · · ·
58.56 12.57±0.01 2.87±0.06 12.41±0.01 2.87±0.06 10.65±0.04 2.87±0.06 ≤ 10.25 · · · · · · · · ·
69.13 12.41±0.01 4.41±0.09 11.92±0.01 4.41±0.09 10.30±0.09 4.41±0.09 ≤ 10.30 · · · · · · · · ·
J035405−272421, zabs = 1.405188,NVP = 18, badness = 1.5, CL = 49%
−160.39 12.55±0.02 10.91±0.56 12.33±0.03 10.91±0.56 · · · · · · ≤ 11.04 · · · · · · · · ·
−141.33 12.64±0.02 5.63±0.28 12.50±0.02 5.63±0.28 · · · · · · 10.99±0.32 5.63±0.28 · · · · · ·
−113.89 13.35±0.04 6.36±0.16 13.37±0.01 6.36±0.16 · · · · · · 10.83±0.49 6.36±0.16 · · · · · ·
−99.75 13.38±0.23 2.78±0.22 13.21±0.02 2.78±0.22 · · · · · · 10.98±0.30 2.78±0.22 · · · · · ·
−91.97 12.52±0.26 2.33±1.01 12.51±0.08 2.33±1.01 · · · · · · 10.52±0.90 2.33±1.01 · · · · · ·
−80.97 13.74±0.08 25.95±3.39 13.32±0.08 25.95±3.39 · · · · · · 11.64±0.19 25.95±3.39 · · · · · ·
−56.41 13.71±0.23 11.32±3.22 13.46±0.23 11.32±3.22 · · · · · · ≤ 10.95 · · · · · · · · ·
−45.25 13.59±0.21 6.76±0.45 13.54±0.09 6.76±0.45 · · · · · · 11.53±0.12 6.76±0.45 · · · · · ·
−21.63 13.19±0.07 5.87±0.53 12.89±0.07 5.87±0.53 · · · · · · 10.67±0.64 5.87±0.53 · · · · · ·
−1.43 14.53±0.05 10.13±0.72 14.30±0.05 10.13±0.72 · · · · · · 11.92±0.07 10.13±0.72 · · · · · ·
24.38 15.09±0.05 13.06±1.61 14.86±0.05 13.06±1.61 · · · · · · 12.57±0.05 13.06±1.61 · · · · · ·
38.83 14.65±0.11 4.56±0.93 14.42±0.11 4.56±0.93 · · · · · · 11.94±0.16 4.56±0.93 · · · · · ·
51.57 15.60±0.39 1.83±0.24 15.38±0.39 1.83±0.24 · · · · · · 11.97±0.04 1.83±0.24 · · · · · ·
65.15 15.10±0.05 7.02±0.09 14.21±0.01 7.02±0.09 · · · · · · 12.13±0.03 7.02±0.09 · · · · · ·
94.62 12.98±0.01 6.47±0.16 12.53±0.01 6.47±0.16 · · · · · · ≤ 10.95 · · · · · · · · ·
125.71 12.23±0.04 14.33±1.81 11.79±0.09 14.33±1.81 · · · · · · 11.24±0.25 14.33±1.81 · · · · · ·
148.04 13.64±0.06 4.44±0.13 13.25±0.01 4.44±0.13 · · · · · · ≤ 10.96 · · · · · · · · ·
159.68 13.33±0.04 8.97±0.43 12.68±0.03 8.97±0.43 · · · · · · ≤ 10.95 · · · · · · · · ·
NOTE—Table 4 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding its form and content.
If any components have a badness parameter that exceed a
user specified value, and/or any components are identified to
overlap in redshift, then a series of significance tests are in-
stigated. We have adopted a default value of badness = 1.5,
but have relaxed this parameter as needed for various sys-
tems (typically those that exhibit extreme saturation). If no
VP components exceed the badness threshold and none over-
lap their nearest neighbor, the current VP model is adopted.
Components flagged for significance checking are rank or-
dered with priority given to redshift overlap followed by a
ranking from highest badness to lowest badness. The highest
ranked flagged component is simply deleted from the “cur-
rent” VP model and an LSF is obtained for this new “test”
model, which has one fewer VP component. Accounting for
the different degrees of freedom in the two models, an F -test
is performed between the “current” and “test” models to de-
termine whether inclusion of the flagged component provides
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Figure 6. Six selected systems illustrating the range of absorption profiles strengths and kinematic complexity. The VP models (red) are
superimposed over the data (blue). Ticks above the spectra indicate the VP component velocity centroids, which appear above each transition
whether or not absorption was detected at the 3σ significance level. If a given associated transition (see Table 2) is not presented with a given
system, it is because it was not covered by the spectrum. The VP fitted parameters for these systems are listed in Table 4. The complete figure
set (422 images) is available in the online journal.
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a statistically significant improvement in the χ2 statistic to a
user specified confidence level. We adopt a default confi-
dence level of 97%, though we have relaxed this number for
selected systems as needed. No systems have been fitted for
which the confidence level of the components is below 90%.
If the tested component was statistically significant, MIN-
FIT retains the “current” VP model and then proceeds to in-
vestigate the statistical significance of the next line in the
sorted “bad” component array, and so on until the array is ex-
hausted. If the tested component was not statistically signifi-
cant, then the “test” model is adopted as the “current” model;
the number of components required to model the absorption
system is now reduced. MINFIT then identifies whether any
neighboring components exhibit redshift overlap and com-
putes the badness parameters for this newly adopted “cur-
rent” VP model and proceeds to test the significance of the
components. The entire process is automated and objective.
A final VP model is adopted when all components are de-
termined to be statistically significant. Human manipulation
of the objective outcome of the process (i.e., the adopted VP
model) can occur only via modification of the threshold bad-
ness parameter and/or the threshold confidence level. Those
systems for which we modified the default values are noted
in the descriptions of individual systems in Appendix A.
Once the final VP model is adopted and the final uncer-
tainties have been computed, upper limits are computed for
the component column densities for associated ions (i.e.,
Mg I, Fe II, Mn II, Ca II) for which no transitions were for-
mally detected at the velocity positions of Mg II components.
The Doppler b parameter of the specific Mg II component is
adopted and the column density limit is determined from the
3σ equivalent width detection limit across the velocity range
of the component
We note that MINFIT is a deterministic algorithm, in that,
for a given input model and user specified parameters (mask-
ing, saturated regions, badness, and confidence level), the
computational path of the least-squares fit and the final so-
lution will always be the same. By exploring the outcomes
as a function of variations in the input model and/or the user
specified parameters, we inspected various final models. In
the end, the adopted final model for a given system is a hu-
man decision (however, see Bainbridge & Webb 2017a).
5. RESULTS AND DISCUSSION
We have obtained the VP models of 422 Mg II-selected
absorption systems in our kinematic sample. These mod-
els provide the number of components NVP, their column
densities, N , Doppler b parameters, and rest-frame veloci-
ties. Our modeling yielded a total of 2989 components. We
thus have estimates of the number of “clouds”, the product
of their average ionic number densities and the line-of-sight
depth of the “cloud”, an estimate of their kinematic and/or
thermal broadening, and their line-of-sight projected relative
rest-frame kinematics, assuming the “clouds” are spatially
distinct entities.
In Figure 6, we present six selected absorption sys-
tems. These six representative systems are presented to
display the dynamic range in their properties, from simple
single-component weak absorbers for which only the Mg II
doublet is covered (J012417−374423, zabs = 1.173634)
to highly complex multi-component absorbers for which
several associated transitions are detected and/or covered
(J035405−272421, zabs = 1.405187). The red curves
through the data (blue) are Voigt profile (VP) models of the
absorption (see Section 4) and the vertical ticks above the
continuum provide the velocities of the individual VP com-
ponents. The VP fitted parameters for these systems are listed
in Table 4. The VP modeling will be described in detail in
Section 4. The complete figure set (422 images) is available
in the online journal.
To illustrate these data and their typical uncertainties, we
present the VP fitted parameters in Table 4 for the six se-
lected absorption systems shown in Figure 6. Column (1)
tabulates the rest-frame velocity of the component. Columns
(2)–(11) tabulate the column densities, or their upper lim-
its, and the Doppler b parameters for each component for the
Mg II, Fe II, Mg I, Mn II, and Ca II ions, respectively. Systems
that are present in our sample that were also VP modelled by
Churchill (1997) and Churchill et al. (2003) have been refit-
ted with the methods described in Section 4 for uniformity.
Table 4 is published in its entirety in machine-readable for-
mat. A portion is shown here for guidance regarding its form
and content.
5.1. VP Components Line Density
In Figure 7(a) we show the binned distributions of the
number of VP components for all systems, weak systems
(Wr(2796) < 0.3 A˚), and strong systems (Wr(2796) ≥ 0.3
A˚); the color scheme of the histograms is the same as used
in Figure 2. The full sample was modeled with an average
of 〈NVP〉 = 7.1 components, whereas the weak systems were
modeled with an average of 〈NVP〉 = 2.7 components and the
strong systems with 〈NVP〉 = 10.3 components.
Churchill (1997) modeled simulated multi-component
Mg II absorption systems in synthetic spectra having the char-
acteristics of HIRES/Keck spectra and found that on average
∼30% of VP components were not recovered using MINFIT.
Those simulated profiles were generated using the observed
distributions of VP component velocity separations, column
densities, and Doppler b parameters from the VP decompo-
sition of two-dozen systems observed with Keck/HIRES, but
the number of components was fixed atNVP = 10 as a control
condition. The signal-to-noise ratio for a given simulation
was also held fixed; the quoted results here are for a simu-
lation such that the 5σ equivalent width detection threshold
was 0.02 A˚. The average number of components recovered
in these experiments did vary with signal-to-noise ratio and
the presence (or non-presence) of associated transitions with
clear kinematic structure. Component recovery improved to
∼ 90% with the presence of associated transitions and al-
ways decreased as signal-to-noise ratio decreased. Though
the tests are based on the assumption that Mg II absorption
profiles are a complex of VP components (a clearly simplis-
tic scenario), if the outcomes can be applied directly to our
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Figure 7. (a) The distributions of the number of VP components NVP for Wr(2796) < 0.3 A˚ (blue), Wr(2796) ≥ 0.3 A˚ (pink), and the
full sample (gray); overlap of the weak and strong systems appears as purple. (b) The number of components, NVP, versus the Mg II λ2796
rest-frame equivalent width for weak (blue points) and strong (pink) systems. The dotted line indicates a linear least-squares fit having a slope
of 8.62 clouds A˚−1.
sample, it would suggest that the actual mean numbers of
components are ∼11–43% higher than what we report here.
In Figure 7(b), the number of VP components is plotted as
a function of the Mg II λ2796 rest-frame system equivalent
width. Blue points represent weak systems and pink points
represent strong systems. A linear fit to the full sample re-
sulted in a slope of 8.62 ± 0.23 clouds A˚−1, which can be
interpreted as the VP component line density. Note the in-
creased scatter for Wr(2796) > 2 A˚, where VP fitting can
become challenging and problematic for highly saturated or
partially saturated absorption profiles. For Wr(2796) ≤ 2 A˚,
the absolute standard deviation of NVP about the fitted rela-
tion is 3.2 “clouds”.
Previous work examined the inverse of the VP compo-
nent density, i.e., the slope in terms of A˚ cloud−1. For our
sample, our fit corresponds to 0.116 ± 0.003 A˚ cloud−1.
The slope found by Churchill (1997) for a sample of 36
Mg II systems observed with Keck/HIRES (the same spec-
tral resolution as this study) was 0.076 ± 0.004 A˚ cloud−1.
Their higher number of components per unit equivalent width
(13.2 clouds A˚−1) is likely due to the modifications we made
to the MINFIT program. The distribution of the signal-to-
noise ratio of the spectra clearly play a role, as higher quality
data can constrain the VP models to have a larger number of
“clouds”; however, the distributions of our survey and that
of Churchill (1997) are statistically consistent. In Churchill
(1997), the “badness” of only Mg II components were tested
for significance, whereas for this work, all components from
all associated ions were also tested; this resulted in a reduc-
tion of the number of components required for the final VP
models. In a survey of Mg II absorbers in moderate resolution
spectra (∼ 30 km s−1), Petitjean & Bergeron (1990) found a
linear relationship with slope 0.35 A˚ cloud−1, corresponding
to '3 clouds A˚−1.
Overall, we see that the measured VP component line den-
sity is strongly affected by the spectral resolution, the signal-
to-noise ratio, and the VP fitting approach. It is expected that
the higher signal-to-noise ratios and resolutions of the future
30-meter class telescopes will result in an even higher com-
ponent line density. As such, if any future works undertake
a characterization of the component line density, we recom-
mend adopting the approach of enforcing the minimum num-
ber of statistically significant components to a well-defined
confidence level.
5.2. VP Component Column Densities
The VP component column densities are a key input to
photoionization models, which are commonly employed to
constrain “cloud” ionization conditions and metallicities, and
to explore the spectral energy distribution of the local ioniz-
ing radiation field (e.g., Werk et al. 2014; Lehner et al. 2019;
Pointon et al. 2019). The distribution of column densities
also provides key constraints for hydrodynamic cosmological
simulations of the circumgalactic and intergalactic medium
(e.g., Churchill et al. 2015; Oppenheimer et al. 2018; Peeples
et al. 2019). The column density distribution obtained from
VP decomposition can more effectively account for unre-
solved saturation in the absorption profiles than direct pro-
file inversion via the apparent optical depth method (Savage
& Sembach 1991; Jenkins 1996). Furthermore, VP decom-
position provides an explicit and well-defined segregation of
absorbing components.
VP analysis of our full sample of Mg II systems yields the
component column density distribution shown in Figure 8(a).
The 422 Mg II systems comprise a total of 2989 VP com-
ponents. The distribution has been normalized by this to-
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Figure 8. (a) The Mg II VP column density distribution, f(N). The vertical pink shaded area indicates the region of partial completeness of the
survey (see text). The fitted line (solid) is the power-law maximum-likelihood fit (on unbinned data), which was performed on all VP column
densities of logN(Mg II) > 12.4 cm−2. The resulting slope is δ = 1.45 ± 0.01. For comparison, the fit (dashed line) and uncertainty (green
shading) from Churchill et al. (2003) is shown. (b) The binned Doppler b parameter distribution of VP components. The color scheme for the
weak system, strong system, and full sample is the same as that in Figure 2.
tal number of components, so that the quantity f(N) repre-
sents the fraction of VP components per unit column den-
sity in the sample, a quantity that is reproducible in any sur-
vey independent of the number of quasar spectra, absorption
line systems, and/or the redshift path sensitivity function of
the survey. The pink vertical shaded area indicates the re-
gion of partial completeness due to line blending in kine-
matically complex absorption profiles as determined by the
simulations of Churchill et al. (2003). They found that the
90% completeness levels for unblended and blended lines
were logN (Mg II) = 11.6 cm−2 and 12.4 cm−2, respectively,
for spectra having a mean 5σ equivalent width sensitivity of
Wr = 0.02 A˚. “Completeness level” refers to the percentage
of simulated components of a given column density recov-
ered during VP analysis. In the shaded region on Figure 8(a),
components in complex profiles can be lost due to blend-
ing, though the completeness for unblended components is
90%. Below this region, even unblended (single component)
absorbers can be lost due to the signal-to-noise ratio of the
spectra.
The column density distribution can be fit by a power law,
f(N) = CN−δ, (7)
where f(N) is the fraction of clouds with column density
N per unit column density, C is a normalization constant,
and δ is the power law slope. The maximum likelihood
method was used to obtain the power law fit to the unbinned
data (see Churchill 1997). The fit was performed only on
column densities above the region of partial completeness
(logN(Mg II) > 12.4 cm−2) so as to not skew the slope.
We obtained δ = 1.45± 0.01. In a study of 14 Mg II systems
containing 33 VP components, Petitjean & Bergeron (1990)
obtained a significantly shallower slope of δ = 1.0± 0.1, al-
though their spectral resolution was lower (' 30 km s−1). In
a study with identical resolution, Churchill et al. (2003) ob-
tained δ = 1.59±0.05 by fitting their sample of 175 VP com-
ponents in 23 Mg II systems. Our slightly shallower slope is
likely due to the modifications we made to MINFIT, which re-
sulted in a lower VP component line density (see Section 5.1)
skewed slightly toward higher column density components.
5.3. VP Component Doppler Parameters
In Figure 8(b), we plot the Mg II Doppler b parameter
distribution of the VP components. The median Doppler b
parameters and standard deviations are 4.5 ± 3.5 km s−1,
6.0± 4.5 km s−1, and 5.7± 4.4 km s−1 for the weak (blue),
strong (pink), and full (gray) samples, respectively. Churchill
(1997) found a median Doppler parameter of ∼3.5 km s−1
in a study of 48 Mg II systems and Churchill et al. (2003)
found 5.4 ± 4.3 in a study of 23 Mg II systems; in both
cases the data were of comparable quality and resolution
(6.6 km s−1). Petitjean & Bergeron (1990) found in their
study of 14 Mg II systems that the b distribution peaked be-
tween 10–15 km s−1; however, their larger value was be-
cause their data were of lower spectral resolution (30 km s−1)
and they noted that this significantly distorted the observed
distribution.
Based on simulations designed to test the recovery of the
Doppler b distribution in HIRES spectra (Churchill et al.
2003), the observed distribution peak is likely ∼1–2 km s−1
too high relative to the true underlying distribution (assuming
Mg II absorption profiles arise in spatially separated isother-
mal clouds giving rise to Voigt profiles). In addition, the dis-
tribution tail at high b values has been shown in these simula-
Mg II VOIGT PROFILE MODELS 17
tions to be an artifact of component blending and unresolved
saturation. As mentioned in Section 5.1, ∼30% of simulated
components are not recovered in the VP decomposition for
our spectral quality. As a result, some b parameters in the
observed distribution are too broad compared to the “true”
distribution.
If the Doppler broadening is assumed to be predominately
thermal, then the observed b parameter distribution medians
correspond to gas temperatures of ∼30, 000 K, ∼53, 000 K,
and ∼47, 000 K for the weak, strong, and full samples, re-
spectively. However, applying the 1–2 km s−1 correction to
the mode of the b parameter distribution would produce a me-
dian temperature, in the case of the weak sample, of ∼9000–
18,000 K, in strong sample, of ∼23, 000–37,000 K, and for
full sample, a median temperature of ∼20, 000–32,000 K.
Based on simulations designed to test the recovery of the
Doppler b distribution in HIRES spectra (Churchill et al.
2003), the observed distribution peak is likely ∼1–2 km s−1
too high relative to the true underlying distribution (assuming
Mg II absorption profiles arise in spatially separated isother-
mal clouds giving rise to Voigt profiles). In addition, the dis-
tribution tail at high b values has been shown in these simula-
tions to be an artifact of component blending and unresolved
saturation. As mentioned in Section 5.1, ∼30% of simulated
components are not recovered in the VP decomposition for
our spectral quality. As a result, some b parameters in the
observed distribution are too broad compared to the “true”
distribution.
If the Doppler broadening is assumed to be predominately
thermal, then the observed b parameter distribution medians
correspond to gas temperatures of ∼30, 000 K, ∼53, 000 K,
and ∼47, 000 K for the weak, strong, and full samples, re-
spectively. However, applying the 1–2 km s−1 correction to
the mode of the b parameter distribution would produce a me-
dian temperature, in the case of the weak sample, of ∼9000–
18,000 K, in strong sample, of ∼23, 000–37,000 K, and for
full sample, a median temperature of ∼20, 000–32,000 K.
5.4. VP Component Velocity Clustering
The velocity clustering of the VP components is quanti-
fied using the velocity two-point correlation function (TPCF,
Petitjean & Bergeron 1990). The TPCF is the probability,
P (∆v), that any randomly selected pair of VP components
within a system will have a velocity separation ∆v. The ve-
locity TPCF for our full sample is shown in Figure 9 and
tablulated in Table 5. This probability distribution is com-
monly fit with a composite Gaussian function,
P (∆v) =
N∑
n=1
gn(∆v) , (8)
where N is the number of components,
gn(∆v) =
1√
2pi
an
σn
exp
{
− (∆v)
2
2σ2n
}
, (9)
are the Gaussian function components, and where an is a
fitted scaling factor and σn is a fitted velocity dispersion. The
0 200 400 600
v, km s 1
0.00
0.01
0.02
P(
v)
A1 = 0.011
1 = 25.4 km s 1
A2 = 0.014
2 = 68.7 km s 1
A3 = 0.003
3 = 207.1 km s 1
Figure 9. The VP component velocity two-point correlation func-
tion (TPCF) for the full sample is shown in gray; velocity sepa-
rations ∆v are plotted in 3 km s−1 bins. The probability of find-
ing two VP components separated by ∆v has been modelled with
a three-component composite Gaussian. The dotted, dashed and
dot-dashed curves represent components 1 (pink), 2 (olive), and
3 (green) of the composite Gaussian, respectively; the black solid
curve is the total. Component pair splittings with ∆v < 10 km s−1
are omitted. TheA values represent the Gaussian component ampli-
tudes, and the σ values represent the Gaussian component velocity
dispersions. The binned data (gray) are presented in Table 5.
amplitude of each component is then
An =
1√
2pi
an
σn
. (10)
Petitjean & Bergeron (1990) and Churchill et al. (2003), in
their studies of 14 and 23 Mg II absorption systems, respec-
tively, fit their TPCF distributions of VP components us-
ing two-component Gaussian models. The results of Petit-
jean & Bergeron (1990) were σ1 = 80 km s−1 and σ2 =
390 km s−1 for a spectral resolution of 30 km s−1. The
authors attributed the narrower of these two components to
motions within galaxy halos, and the broader to the motions
of galaxy pairs. However, the Churchill et al. (2003) study,
which had 6.6 km s−1 velocity resolution, calculated best fit
dispersion of σ1 = 54 km s−1 and σ2 = 166 km s−1. They
suggested that the Mg II component velocity dispersion might
reflect the range observed in face-on galaxy disks and edge-
on galaxy rotational motions, as well as infall and outflow
in the halos. The larger TPCF dispersion reported by Pe-
titjean & Bergeron were likely due to resolution effects that
prevented identification of smaller VP component velocity
splittings.
We fitted the TPCF from our full sample with a three-
component composite Gaussian function; the resulting func-
tions are superimposed on the TPCF in Figure 9. Three com-
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Table 5. TPCF Data
∆va P (∆v) σ(P )
[km s−1] 10−2 10−2
1.5b 1.619 0.077
4.5b 1.519 0.075
7.5b 2.014 0.087
10.5 2.468 0.096
13.5 2.438 0.095
16.5 2.466 0.096
19.5 2.215 0.091
22.5 2.212 0.090
25.5 2.010 0.086
28.5 2.003 0.086
aThe bin sizes are 3 km s−1. These
values are the bin centers.
bP (∆v) affected by component
blending.
NOTE—Table 5 is published in its
entirety in machine-readable for-
mat. A portion is shown here for
guidance regarding its form and
content.
ponents were used because two did not adequately fit the ex-
tended tail of our distribution. Our resulting velocity disper-
sions are σ1 = 25.4 km s−1, σ2 = 68.7 km s−1, and σ3 =
207.1 km s−1. Velocity separations of ∆v < 10 km s−1
were excluded from the fit because their relative numbers are
artificially lowered due to component blending at small ∆v.
Small velocity separations are the most probable. The
probability drops steeply up to ∆v ∼ 150 km s−1; at
larger separations the probability decreases more slowly to
our maximum veocity separation of ∆v = 572.8 km s−1.
Considering the modern view of the kinematics of the low-
ionization circumgalactic medium (e.g., Weiner et al. 2009;
Kacprzak et al. 2010; Martin et al. 2012; Nielsen et al. 2015,
2016; Ho et al. 2017; Kacprzak 2017; Zabl et al. 2019, 2020),
it would be a gross over interpretation of the TPCF parame-
terization to identify each Gaussian component with a spe-
cific galactic kinematic component or physical phenomenon
related to the circumgalactic baryon cycle. Parameterizing
the TPCF by a functional fit provides a convenient functional
characterization of VP component velocity clustering. One
should be cautious to consider the equivalent width detec-
tion threshold and the spectral resolution when comparing
the TPCF. We remind the reader that we applied a uniform
detection threshold criteria for a absorbing system to be in-
cluded in our analysis of kinematics (see Section 3.2). Thus
criteria ensures that the kinematics analysis has a uniform
sensitivity to small equivalent width absorption features at
high velocities from system to system.
6. CONCLUSION
We searched 249 HIRES and UVES quasar spectra and
identified 480 Mg II absorbers in 186 of the quasar lines
of sight. The full sample spans the equivalent width range
0.006 ≤ Wr(2796) ≤ 6.23 A˚ over the redshift range
0.19 ≤ z ≤ 2.55, with a mean of 〈z〉 = 1.18. We present the
absorption properties of the complete sample in Table 3.
We compared the equivalent width distribution of the com-
plete sample with that of the unbiased survey of Nestor et al.
(2005), and found that our sample is not inconsistent with
being a fair sample, though we have a slight overabundance
of Wr(2796)∼ 2 A˚ systems. We thus proceed under the as-
sumption that our sample is a fair sample for studying the
kinematics of the Mg II systems.
In this paper, we examined and present the global kine-
matic properties of the Mg II absorbers. The kinematics of
the systems were quantified using the formalism of Voigt
profile (VP) fitting. We employed the program MINFIT
(Churchill 1997). The majority of the fitting comprises the
doctoral thesis research of Evans (2011). For the kinematic
analysis, we limited our study to the “kinematic sample”,
i.e., those absorbers which have a 5σ detection thresh-
old of Wr(2796) ≤ 0.02 A˚ across a velocity window of
±600 km s−1 centered on the Mg II λ2796 profiles (see Sec-
tion 3). The kinematic sample comprises 422 systems found
in 163 of the quasar spectra. Based on historical precedent,
we classified 180 of these absorbers as weak systems (hav-
ing Wr(2796) < 0.3 A˚) and 242 as strong systems (having
Wr(2796) ≥ 0.3 A˚). The VP fitting yielded a total of 2989
components, with an average of 2.7 and 10.3 components
being recovered for the weak and strong Mg II subsamples,
respectively. The VP fitting parameters of the kinematic
sample are presented in Table 4.
Key quantitative results are:
1. We find a VP component line density of 8.62 ± 0.23
clouds A˚−1. Fitting our VP component column den-
sity distribution over the range 12.4 ≤ logN(Mg II) ≤
17.0 cm−2 resulted in a power law slope of δ =
1.45± 0.01.
2. Examining the Mg II Doppler b parameter distribu-
tion of the VP components, we find that the median
Doppler b parameters are 4.5 ± 3.5 km s−1, 6.0 ±
4.5 km s−1, and 5.7±4.4 km s−1 for the weak, strong,
and full samples, respectively. These medians, af-
ter correcting for the 1–2 km s−1 correction from the
simulations, imply gas temperatures of T ∼ 9000–
18,000 K for the weak systems, T ∼23, 000–37,000 K
for the strong systems, and T ∼20, 000–32,000 K for
full sample.
3. We modeled the probability of component velocity
splitting (the two-point velocity correlation function,
TPCF) of our full sample using a three-component
composite Gaussian function. Our resulting velocity
dispersions are σ1 = 25.4 km s−1, σ2 = 68.7 km s−1,
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and σ3 = 207.1 km s−1. Though we so not assign a
physical or kinematic component of galaxies or the the
CGM to each Gaussian component, we would surmise
that the low amplitude, high velocity tail of the TPCF
might be associated with outflows in galaxies with ac-
tive star formation (Nielsen et al. 2015).
Future work with the data presented would include study-
ing cosmic evolution in the Mg II absorber kinematics, pho-
toionization modeling of the absorbers to constrain absorber
metallicities, cloud sizes, and masses, and ionization condi-
tions, including effects of the ultraviolet background evolu-
tion. As the quasar spectra comprising this sample do not
include the KODIAQ data releases (O’Meara et al. 2015,
2017), nor the complete data release of the UVES SQUAD
(Murphy et al. 2019), there remains the opportunity to in-
crease the sample size. This would be essential for study-
ing the redshift evolution of Mg II absorber kinematics, both
directly from the flux decrements, and using the VP fitting
parameters.
ACKNOWLEDGMENTS
We dedicate this paper to memory of Dr. Wallace Leslie
William Sargent, who was a pioneer of the field of quasar
absorption lines and so positively influenced the lives and
careers of multiple generations of astronomers. We thank
Wallace Sargent, Michael Rauch, J. Xavier Prochaska, and
Charles Steidel for their contribution of HIRES spectra from
the pre-WKMO archival period. We thank the members of
the UVES SQUAD who contributed to the first data release.
This research has made use of the services of the ESO Sci-
ence Archive Facility. Some of the data presented herein
were obtained at the W. M. Keck Observatory, which is oper-
ated as a scientific partnership among the California Institute
of Technology, the University of California, and the National
Aeronautics and Space Administration and made by possi-
ble by support of the W. M. Keck Foundation. The authors
wish to recognize and acknowledge the very significant cul-
tural role and reverence that the summit of Maunakea has
always had within the indigenous Hawaiian community. We
are most fortunate to have the opportunity to conduct obser-
vations from this mountain. CWC is grateful for NSF grant
AST 0708210, the primary funding for this work; JLE was
also supported by a three-year Aerospace Cluster Fellowship
administered by the Vice Provost of Research at New Mexico
State University and by two-year New Mexico Space Grant
Graduate Research Fellowship. Parts of this research were
supported by the Australian Research Council Centre of Ex-
cellence for All Sky Astrophysics in 3 Dimensions (ASTRO
3D), through project number CE170100012. MTM thanks
the Australian Research Council for a QEII Research Fel-
lowship (DP0877998).
APPENDIX
A. NOTES ON INDIVIDUAL SYSTEMS
Notes on individual systems are published as electronic material in the online version of the journal article.
REFERENCES
Arons, J., & Wingert, D. W. 1972, ApJ, 177, 1
Bacon, R., Bauer, S.-M., Bower, R., et al. 2004, Proc. SPIE, 1145
Bahcall, J. N. 1975, ApJL, 200, L1
Bahcall, J. N., & Spitzer, L. 1969, ApJL, 156, L63
Bainbridge, M. B., & Webb, J. K. 2017a, MNRAS, 468, 1639
Bainbridge, M., & Webb, J. 2017b, Universe, 3, 34
Barlow, T. 2005,
https://www2.keck.hawaii.edu/inst/hires/data reduction.html
Becker, G. D., Rauch, M., & Sargent, W. L. W. 2009, ApJ, 698,
1010
Bergeron, J., & Salpeter, E. E. 1970, Astrophys. Lett., 7, 115
Bergeron, J., & Stasin´ska, G. 1986, A&A, 169, 1
Boksenberg, A., Carswell, R. F., & Sargent, W. L. W. 1979, ApJ,
227, 370
Boksenberg, A., & Sargent, W. L. W. 1975, ApJ, 198, 31
Boksenberg, A., & Sargent, W. L. W. 2015, ApJSS, 218, 7
Bond, N. A., Churchill, C. W., Charlton, J. C., & Vogt. S. S. 2001,
ApJ, 557, 761
Bond, N. A., Churchill, C. W., Charlton, J. C., & Vogt. S. S. 2001,
ApJ, 562, 641
Bouche´, N., Murphy, M. T., Pe´roux, C., et al. 2006, MNRAS, 371,
495
Burles, S., & Tytler, D. 1998, ApJ, 499, 699
Carswell, R. F., Lanzetta, K. M., Parnell, H. C., et al. 1991, ApJ,
371, 36
Carswell, R. F., & Webb, J. K. 2014, VPFIT: Voigt profile fitting
program, ascl:1408.015
Cashman, F. H., Kulkarni, V. P., Kisielius, R., et al. 2017, ApJS,
230, 8
Churchill, C. W. 1997, Ph.D. thesis, University of California, Santa
Cruz
Churchill, C. W., Vander Vliet, J. R., Trujillo-Gomez, S., et al.
2015, ApJ, 802, 10
Churchill, C. W., Rigby, J. R., Charlton, J. C., & Vogt, S. S. 1999,
ApJS, 120, 51
20 CHURCHILL ET AL.
Churchill, C. W., Mellon, R. R., Charlton, J. C., et al. 2000, ApJS,
130, 91
Churchill, C. W., & Vogt, S. S. 2001, ApJ, 122, 679
Churchill, C. W., Vogt, S. S., & Charlton, J. C. 2003, ApJ, 125, 98
Coil, A. L., Weiner, B. J., Holz, D. E., et al. 2011, ApJ, 743, 46
Cooke, R., Prochaska, J. X., & Zavarygin, E. 2019,
https://github.com/rcooke-ast/ALIS
Cooper, T. J., Simcoe, R. A., Cooksey, K. L., et al. 2019, ApJ, 882,
77
Crighton, N. H. M., Hennawi, J. F., Simcoe, R. A., et al. 2015,
MNRAS, 446, 18
Danforth, C. W., Keeney, B. A., Stocke, J. T., et al. 2010, ApJ, 720,
976
Danforth, C. W., Shull, J. M., Rosenberg, J. L., et al. 2006, ApJ,
640, 716
Dekker, H., D’Odorico, S., Kaufer, A., et al. 2000, Proc. SPIE, 534
Evans, J. L. 2011, Ph.D. thesis, New Mexico State University
Evans, J. L., Churchill, C. W., Murphy, M. T., et al. 2013, ApJ,
768, 3
Fontana, A., & Ballester, P. 1995, The Messenger, 80, 37
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J.
2013, PASP, 125, 306
Gaikwad, P., Srianand, R., Choudhury, T. R., et al. 2017, MNRAS,
467, 3172
Garzilli, A., Theuns, T., & Schaye, J. 2020, MNRAS, 492, 2193
Gonzalo Diaz, C., Ryan-Weber, E., Karman, W., et al. 2020, arXiv
e-prints, arXiv:2001.04453
Hiss, H., Walther, M., Hennawi, J. F., et al. 2018, ApJ, 865, 42
Hewitt, A., & Burbidge, G. 1996, VizieR Online Data Catalog,
VII/158
Ho, S. H., Martin, C. L., Kacprzak, G. G., et al. 2017, ApJ, 835,
267
Howarth, I. D. 2015, VAPID: Voigt Absorption-Profile Interstellar
Dabbler, ascl:1506.010
Hu, E. M., Kim, T.-S., Cowie, L. L., et al. 1995, AJ, 110, 1526
Jenkins, E. B. 1996, ApJ, 471, 292
Johnson, S. D., Chen, H.-W., & Mulchaey, J. S. 2013, MNRAS,
434, 1765
Jorgenson, R. A., Murphy, M. T., & Thompson, R. 2013, MNRAS,
435, 482
Kacprzak, G. G. 2017, Gas Accretion onto Galaxies, 145
Kacprzak, G. G., & Churchill, C. W. 2011, ApJL, 743, 34
Kacprzak, G. G., Churchill, C. W., Ceverino, D., et al. 2010, ApJ,
711, 533
Kacprzak, G. G., Martin, C. L., Bouche´, N., et al. 2014, ApJL, 792,
L12
Kim, T.-S., Bolton, J. S., Viel, M., et al. 2007, MNRAS, 382, 1657
Kim, T. S., Cristiani, S., & DOdorico, S. 2002, A&A, 383, 747
Kim, T.-S., Partl, A. M., Carswell, R. F., et al. 2013, A&A, 552,
A77
Kirkman, D., & Tytler, D. 1997, ApJ, 484, 672
Krogager, J.-K. 2018, arXiv e-prints, arXiv:1803.01187
Krogager, J.-K., Fynbo, J. P. U., Ledoux, C., et al. 2013, MNRAS,
433, 3091
Lan, T.-W., & Mo, H. 2018, ApJ, 866, 36
Lanzetta, K. M., Turnshek, D. A., & Wolfe, A. M. 1987, ApJ, 332,
739
Lehner, N., O’Meara, J. M., Fox, A. J., et al. 2014, ApJ, 788, 119
Lehner, N., O’Meara, J. M., Howk, J. C., et al. 2016, ApJ, 833, 283
Lehner, N., Wotta, C. B., Howk, J. C., et al. 2018, ApJ, 866, 33
Lehner, N., Wotta, C. B., Howk, J. C., et al. 2019, ApJ, 887, 5
Liang, C., & Kravtsov, A. 2017, arXiv e-prints, arXiv:1710.09852
Lofthouse, E. K., Fumagalli, M., Fossati, M., et al. 2020, MNRAS,
491, 2057
Lu, L., Sargent, W. L. W., Womble, D. S., et al. 1996, ApJ, 472,
509
Lundgren, B. F., Brunner, R. J., York, D. G., Ross, A. J.,
Quashnock, J. M., Myers, A, D., Schneider, D. P., Al Sayyad, Y.,
& Bahcall, N. 2009, ApJ, 698, 819
Lynch, R. S., & Charlton, J. C. 2007, ApJ, 666, 64
Mackenzie, R., Fumagalli, M., Theuns, T., et al. 2019, MNRAS,
487, 5070
Madau, P., & Dickinson, M. 2014, ARA&A, 52, 415
Manuwal, A., Narayanan, A., Muzahid, S., et al. 2019, MNRAS,
485, 30
Mar, D. P., & Bailey, G. 1995, PASA, 12, 239
Martin, C. L., & Bouche´, N. 2009, ApJ, 703, 1394
Martin, C. L., Ho, S. H., Kacprzak, G. G., et al. 2019, ApJ, 878, 84
Martin, C. L., Shapley, A. E., Coil, A. L., et al. 2012, ApJ, 760, 127
Mas-Ribas, L., Riemer-Sørensen, S., Hennawi, J. F., et al. 2018,
ApJ, 862, 50
Matejek, M. S., & Simcoe, R. A. 2012, ApJ, 761, 112
Mathes, N. L., Churchill, C. W., Kacprzak, G. G., et al. 2014, ApJ,
792, 128
Meiring, J. D., Kulkarni, V. P., Lauroesch, J. T., et al. 2008,
MNRAS, 384, 1015
Misawa, T., Tytler, D., Iye, M., et al. 2007, AJ, 134, 1634
Morrissey, P., Matuszewski, M., Martin, D. C., et al. 2018, ApJ,
864, 93
Morton, D. C., & Morton, W. A. 1972, ApJ, 174, 237
Morton, W. A., & Morton, D. C. 1972, ApJ, 178, 607
Moore, C. E. 1970, National Bureau of Standards, Washington,
D.C., U.S. Department of Commerce
More, J. J. 1978, in Numerical Analysis Proceedings, ed. G. A.
Watson, Lecture Notes in Mathematics (Springer-Verlag), 630
Mshar, A. C., Charlton, J. C., Lynch, R. S., Churchill, C. W., Kim,
T. 2007, ApJ, 669, 135
Murphy, M. T. 2008, UVES popler Software Package,
astronomy.swin.edu.au/∼mmurphy/UVES popler
Mg II VOIGT PROFILE MODELS 21
Murphy, M. 2016, Uves Popler: Uves Popler: Post-Pipeline
Echelle Reduction Software, v0.72, Zenodo,
doi:10.5281/zenodo.56158
Murphy, M. T., & Cooksey, K. L. 2017, MNRAS, 471, 4930
Murphy, M. T., Kacprzak, G. G., Savorgnan, G. A. D., et al. 2019,
MNRAS, 482, 3458
Murphy, M. T., Webb, J. K., Flambaum, V. V., et al. 2001,
MNRAS, 327, 1208
Muzahid, S., Kacprzak, G. G., Churchill, C. W., et al. 2015, ApJ,
811, 132
Muzahid, S., Srianand, R., Bergeron, J., et al. 2012, MNRAS, 421,
446
Narayanan, A., Charlton, J. C., Misawa, T., et al. 2008, ApJ, 689,
782
Narayanan, A., Misawa, T., Charlton, J. C., & Kim, T. 2007, ApJ,
660, 1093
Nielsen, N. M. 2019, Linking Galaxies from the Epoch of Initial
Star Formation to Today, 24
Nielsen, N. M., Churchill, C. W., Kacprzak, G. G., et al. 2015,
ApJ, 812, 83
Nielsen, N. M., Churchill, C. W., Kacprzak, G. G., et al. 2016,
ApJ, 818, 171
Nielsen, N. M., Kacprzak, G. G., Pointon, S. K., et al. 2020, ApJ,
in press
Nestor, D. B., Johnson, B. D., Wild, V., et al. 2011, MNRAS, 412,
1559
Nestor, D. B., Turnshek, D. A., & Rao, S. M. 2005, ApJ, 628, 637
Noterdaeme, P., Laursen, P., Petitjean, P., et al. 2012, A&A, 540,
A63
Noterdaeme, P., Srianand, R., & Mohan, V. 2010, MNRAS, 403,
906
O’Meara, J. M., Lehner, N., Howk, J. C., et al. 2015, AJ, 150, 111
O’Meara, J. M., Lehner, N., Howk, J. C., et al. 2017, AJ, 154, 114
Oppenheimer, B. D., Schaye, J., Crain, R. A., et al. 2018, MNRAS,
481, 835
Peeples, M. S., Corlies, L., Tumlinson, J., et al. 2019, ApJ, 873,
129
Pe´roux, C., Bouche´, N., Kulkarni, V. P., et al. 2013, MNRAS, 436,
2650
Pe´roux, C., Meiring, J. D., Kulkarni, V. P., et al. 2006, MNRAS,
372, 369
Petitjean, P., & Bergeron, J. 1990, A&A, 231, 309
Petitjean, P., & Bergeron, J. 1994, A&A, 283, 759
Pointon, S. K., Kacprzak, G. G., Nielsen, N. M., et al. 2019, ApJ,
883, 78
Prochaska, J. X., O’Meara, J. M., Fumagalli, M., et al. 2015, ApJS,
221, 2
Prochaska, J. X., Wolfe, A. M., Howk, J. C., Gawiser, E., Burles, S.
M., & Cooke, J. 2007, ApJS, 171, 29
Prochter, G. E., Prochaska, J. X., & Burles, S. M. 2006, ApJ, 639,
766
Prochter, G. E., Prochaska, J. X., O’Meara, J. M., et al. 2010, ApJ,
708, 1221
Rao, S. M., & Turnshek, D. A. 2000, ApJS, 130, 1
Rao, S. M., Turnshek, D. A., & Nestor, D. B. 2006, ApJ, 636, 610
Rauch, M., Sargent, W. L. W., Womble, D. S., et al. 1996, ApJL,
467, L5
Ryan-Weber, E. V., Pettini, M., & Madau, P. 2006, MNRAS, 371,
L78
Rigby, J. R., Charlton, J. C., & Churchill, C. W. 2002, ApJ, 565,
743
Rubin, K. H. R., Weiner, B. J., Koo, D. C., et al. 2010, ApJ, 719,
1503
Rudie, G. C., Steidel, C. C., & Pettini, M. 2012, ApJL, 757, L30
Rudie, G. C., Steidel, C. C., Pettini, M., et al. 2019, ApJ, 885, 61
Rupke, D. 2018, Galaxies, 6, 138
Sargent, W. L. W., Steidel, C. C., & Boksenberg. A. 1988, ApJ,
334, 22
Savage, B. D., Kim, T.-S., Wakker, B. P., et al. 2014, ApJS, 212, 8
Savage, B. D., Lehner, N., Wakker, B. P., et al. 2005, ApJ, 626, 776
Savage, B. D., & Sembach, K. R. 1991, ApJ, 379, 245
Sembach, K. R., & Savage, B. D. 1992, ApJS, 83, 147
Schneider, D. P., et al. 1993, ApJS, 87, 45
Schroetter, I., Bouche´, N. F., Zabl, J., et al. 2019, MNRAS, 490,
4368
Simcoe, R. A., Sargent, W. L. W., & Rauch, M. 2002, ApJ, 578,
737
Simcoe, R. A., Sargent, W. L. W., & Rauch, M. 2004, ApJ, 606, 92
Simcoe, R. A., Sargent, W. L. W., Rauch, M., et al. 2006, ApJ, 637,
648
Songaila, A. 1998, AJ, 115, 2184
Steidel, C. C. 1990, ApJS, 74, 37
Steidel, C. C., Kollmeier, J. A., Shapley, A. E., Churchill, C. W.,
Dickinson, M., & Pettini, M. 2002, ApJ, 570, 526
Steidel, C. C., & Sargent, W. L. W. 1992, ApJS, 80, 1
Tremonti, C. A., Moustakas, J., & Diamond-Stanic, A. M. 2007,
ApJL, 663, L77
Tripp, T. M., Sembach, K. R., Bowen, D. V., et al. 2008, ApJS,
177, 39
Tytler, D., Burles, S., Lu, L., et al. 1999, AJ, 117, 63
van de Voort, F., Schaye, J., Booth, C. M., et al. 2011b, MNRAS,
415, 2782
van de Voort, F., Schaye, J., Booth, C. M., et‘al. 2011a, MNRAS,
414, 2458
Verner, D. A., & Iakovlev, D. G. 1990, Ap&SS, 165, 27
Veron-Cetty, M. P., & Veron, P. 2001, A&A, 374, 92
Vidal-Madjar A., Laurent C., Bonnet R. M., & York D. G., 1977,
ApJ, 211, 91
22 CHURCHILL ET AL.
Vogt, S. S., Allen, S. L., Bigelow, B. C., et al. 1994, Proc. SPIE,
362
Webb, J. K., Flambaum, V. V., Churchill, C. W., et al. 1999,
PhRvL, 82, 884
Weiner, B. J., Coil, A. L., Prochaska, J. X., et al. 2009, ApJ, 692,
187
Welty D. E., Hobbs L. M., & York D. G., 1991, ApJS, 75, 425
Werk, J. K., Prochaska, J. X., Thom, C., et al. 2013, ApJS, 204, 17
Werk, J. K., Prochaska, J. X., Tumlinson, J., et al. 2014, ApJ, 792,
8
Weymann, R. J., Morris, S. L., Foltz, C. B., & Hewett, P. C. 1991,
ApJ, 373, 23
Zabl, J., Bouche´, N. F., Schroetter, I., et al. 2019, MNRAS, 485,
1961
Zabl, J., Bouche´, N. F., Schroetter, I., et al. 2020, MNRAS, 492,
4576
Zibetti, S., Me´nard, B., Nestor, D. B., Quider, A. M., Rao, S. M.,
Turnshek, D. A. 2007, ApJ, 658, 161
Zhu, G., & Me´nard, B. 2013, ApJ, 770, 130
