Three pulse stimulated photon echo peak shift ͑3PEPS͒ measurements were used to probe the solvation of a quadrupolar solute in three room temperature nondipolar solvents; benzene, CCl 4 , and CS 2 , and the results were compared with those for two polar solvents, methanol and acetonitrile, and one weakly polar solvent, toluene. Our data reveal three distinct solvent dynamical time scales; a sub-100 fs ultrafast component attributed to inertial motions, a slow ͑ϳ2-3 ps͒ component attributed to structural relaxation, and an intermediate time scale ͑ϳ600 fs͒ of uncertain origin. The six solvents were chosen to reflect a range of possible interactions, but exhibit similar dynamics, suggesting that similar mechanisms may be at work or that different mechanisms may exist, but occur on similar time scales. A viscoelastic continuum solvation model proposed to describe nonpolar solvation ͓J. Phys. Chem. A 102, 17 ͑1998͔͒ was used for a preliminary analysis of our data.
I. INTRODUCTION
The time scales and mechanisms of polar solvation dynamics have been extensively studied both experimentally [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and theoretically. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] The basic mechanisms at work are broadly understood, and quantitative prediction of experimental data is possible when adequate dielectric data are available for a particular solvent. 13, [22] [23] [24] [25] [26] [27] [28] The situation is quite different for nonpolar solvation where, with the notable exception of the work of Berg and co-workers, [29] [30] [31] [32] [33] few experimental studies exist and the feedback between theory and experiment that has been so productive for polar solvation has not yet been achieved for nonpolar systems.
There are a number of reasons why nonpolar or more generally nondipolar, solvation is of significance. Nonpolar systems refer to systems that interact via weak nonelectrostatic forces, e.g., dispersive and repulsive interactions, whereas nondipolar systems include higher electrostatic multipole ͑e.g., quadrupole or octupole͒ moments in addition to the nonpolar interactions. First, there is no obvious method to extract the dynamical time scales in nondipolar liquids from existing frequency domain data such as dielectric relaxation measurements. Second, the assumptions that greatly simplify the understanding of dipolar solvation, linear response [34] [35] [36] and the relative insensitivity of the time scales to the specific nature of the probe molecule may not hold for nonpolar or nondipolar solvation. 3, 37, 38 In other words, the short-range nature of the interactions implies that the molecular properties of the solvent-solute combination play a more important role in the solvation dynamics of nondipolar systems than in the dipolar case. Finally, an understanding of nondipolar solvation will have important implications for our understanding of mechanical or collisional friction in chemical dynamics. 39, 40 A few specific examples are the connection between nonpolar solvation and the rates of vibrational energy relaxation and dephasing discussed by Stratt and co-workers, [40] [41] [42] and Bagchi and co-workers. 43, 44 In our study, the solvation of N,N, bis-dimethylphenyl 2,4,6,8, perylenetetracarbonyl diamide ͑PERY͒ in both nondipolar and dipolar solvents is investigated. In contrast to the probes used in many other solvation studies, our probe molecule, PERY ͑Fig. 1͒, is both nonionic and nondipolar. Due to PERY's D 2h symmetry, it lacks a permanent dipole moment in both the ground and excited states making the quadrupolar moment the next nonzero electrostatic moment. Semiclassical, molecular orbital calculations show that PERY's frontier orbitals lie predominately on the perylene base skeleton, 45 suggesting that the peripheral moieties may not contribute greatly to the solvation originating from electrostatic interactions. PERY is moderately soluble in both polar and nondipolar solvents with typical Stokes shift values ranging from ϳ200 cm Ϫ1 in nondipolar solvents to ϳ600 cm Ϫ1 in more polar solvents. These small Stokes shifts mean that, in contrast to typical polar solutes in polar solvents, the spectrum is characterized by a well resolved, discrete ''progression'' in high frequency modes, although it should be noted that these often correspond to combination bands rather than simple progressions in a single mode. This simpler vibrational structure, in addition to weak solute-solvent coupling, suggests that contributions from vibrational wave packets are likely to produce strong modulations in nonlinear spectroscopic data such as those observed in 3PEPS measurements. Such large amplitude modulations of the signal can complicate the extraction of the underlying solvation behavior. However we show that with our data, the beat patterns provide strong evidence for the existence of particular time scales during the lifetime of the vibrational wave packet.
Previously, time resolved florescence Stokes shift ͑TRFSS͒, hole burning, and photon echo measurements have been used to study nondipolar solvation. Reynolds et al. observed a distinct similarity between polar and nondipolar solvation dynamics using TRFSS measurements. 1 Berg and co-workers performed time-resolved hole burning measurements on dimethyl-s-tetrazine dissolved in n-butyl benzene at low temperatures, [29] [30] [31] [32] [33] and Fayer and co-workers measured two pulse photon echo decays from diphenyl acetylene dissolved in cyclohexane and 2-methyl pentane. 46 In this study, we measured three pulse stimulated photon echo peak shift ͑3PEPS͒ for PERY in three nondipolar solvents: benzene, CCl 4 , and CS 2 ; one weakly polar solvent: toluene; and two strongly polar solvents: methanol and acetonitrile, all at room temperature. 3PEPS measurements have been used successfully to study polar solvation dynamics, [6] [7] [8] [9] [10] 47 polymer glasses over a wide temperature range, [48] [49] [50] and protein dynamics. [51] [52] [53] Our study extends this technique to nondipolar solutions.
The 3PEPS technique is an ideal method of studying nondipolar room temperature systems. Unlike TRFSS measurements, which are limited to studying systems with strong coupling ͑Stokes shift Ͼ500 cm Ϫ1 ͒, the ability of 3PEPS measurements to characterize solvation dynamics actually improves with more weakly coupled systems such as those studied here ͑Stokes shift ϳ300 cm Ϫ1 ͒. In addition, the 3PEPS technique can measure a wide range of dynamical time scales from tens of femtoseconds to hundreds of picoseconds with subpulse ͑Ͻ40 fs͒ resolution.
II. EXPERIMENT
The details of the three pulse echo peak shift ͑3PEPS͒ measurement have been given elsewhere. 10, 21, 54 The 3PEPS data were collected using a commercial system consisting of a Ti:Sapphire laser ͑Coherent Mira Seed͒ pumped with a large frame Ar ϩ ion laser ͑Coherent INNOVA 400͒. The resulting 76 MHz train of ϳ50 fs pulses, centered at 790 nm are stretched by a grating expander before seeding a regenerative amplifier ͑Coherent RegA 9050͒. The amplified pulses are then compressed and with an optical parametric amplifier ͑Coherent OPA 9450͒ used to create 530 nm pulses. 55, 56 The pulse width was estimated to be near transform limited at 42 fs FWHM. Autocorrelations were measured with a 0.25 mm thick KDP crystal located at the sample position. Excitation to the red of the absorption maximum ͑Fig. 1͒ helps to minimize possible contributions of vibrational cooling to the signal.
The experimental setup is similar in design to that used in previous 3PEPS measurements. 10, 50, 54 The parametrically amplified pulses are separated into three beams with equal pulse energies ͑5 nJ/pulse͒. Two of the three beams follow variable length paths enabling us to control the timing of the pulse interactions in the sample. All three beams are then focused near colinearly through a 20 cm singlet quartz lens into a 100 m quartz flow cell where the sample was pumped with a flow rate of 30 ml /min to minimize thermal effects. We measured echo signals in an inverted triangle geometry at the phase-matching directions; k 1 Ϫk 2 ϩk 3 and Ϫk 1 ϩk 2 ϩk 3 , where k 1 , k 2 , and k 3 are the wave vectors of the first, second, and third pulses, respectively. The collection of the integrated echo signals in both directions allows us to measure the peak shift to a high precision. 10 Both PERY and HPLC quality solvents were purchased from Aldrich. Prior to experimental use, PERY was dissolved and filtered to remove insoluble impurities. The solvents were used as received. All measurements were made at room temperature ͑20.5°CϮ0.5°C͒. Sample concentrations were kept low ͑0.08-0.12 O.D. in a 100 m cell͒ to reduce the possibility of aggregation. A linear dependence of the signal on concentration was observed. To reduce possible solute-solute interactions, we keep the PERY concentration at a minimum.
III. RESULTS
We measured the 3PEPS signal in six solvents. Three are nondipolar (CS 2 , CCl 4 , and benzene͒, two are polar ͑aceto-nitrile and methanol͒, and one is weakly polar ͑toluene͒. These solvents were selected to represent a range of possible interactions ͑both solvent-solvent as well as solute-solvent͒ that may contribute to the experimental 3PEPS signal. solvents, including their electrostatic properties ͑e.g., dipole and average quadrupole moments͒ and physical properties. 57 The absorption spectrum for PERY in benzene is displayed in Fig. 1 and shows a striking similarity to the spectrum of the base structural component, perylene. 58, 59 The spectra display the well resolved, narrow vibronic bands expected from the small solvent coupling of PERY systems. The small spectral shifts ͑ϳ700 cm Ϫ1 ͒ of the peaks indicate a weakly interacting, nonpolar transition. In contrast to the weakly coupled, nondipolar solvents, PERY's absorption spectra in dipolar solvents ͑Table I͒ are broader, indicating an increased solvent coupling. In methanol, the broadening is large enough ͑twice as broad as CCl 4 ͒ to partially obscure the underlying vibronic structure. In all solvents except methanol, PERY's emission spectrum is a near mirror image of the absorption profile, suggesting little or no excited-state intramolecular dynamics or solvent-dependent change in electronic structure. In contrast with the other solvents, the fluorescence spectrum of PERY in methanol demonstrates a marked change in intensity of the vibronic peaks, where emission at the second higher energy vibronic peak is approximately 20% greater than the first peak. The emission spectra of PERY in longer chain alcohols are nearly mirror images of the corresponding absorption spectra. Unlike some other solvation probes, 1 PERY is inert to highly reactive solvents like CCl 4 . The significant breaking of the mirrorimage symmetry between the absorption and fluorescence spectra in methanol suggests that the hydrogen bond interactions between the carbonyl groups on PERY and the hydroxyl groups on methanol may lead to altered line shapes. The altered emission spectrum of PERY in methanol implies that the Stokes shift shown for methanol in Table I therefore does not accurately represent the energetics of this system, i.e., the magnitude of the reorganization energy. In simulating the 3PEPS signal for methanol, we do not limit the total reorganization energy to the value suggested by the Stokes shift. The absorption spectra of the samples were checked before and after data collection, and the lack of an observable change suggests that little or no solute photodegradation or undesired chemical reactions occurred during the measurement.
To identify the peak shift, the integrated photon echo profiles are plotted against the coherence time, , at fixed population times, T. Typical integrated echo profiles for three population times ͑0 ps, 1 ps, and 70 ps͒ for the benzene solution are shown in Fig. 2 . In previous studies of dipolar solutes in polar solvents, the photon echo profiles were fit well with Gaussian functions and the 3PEPS decay was constructed by measuring the span between the fit maxima. In contrast, our echo profiles display a distinct asymmetry that Gaussian functions cannot reproduce at small population times (TϽ50 fs). This asymmetry may arise from the slower dephasing time scales expected in weakly coupled systems, 60 in contrast to the fast dephasing typically found in polar solute/solvent systems where echo widths are insensitive to the population period. To account for this asymmetry, we fit the short population time profiles to cubic polynomials as described by de Boeij et al. 7 Fitting with polynomials instead of Gaussian functions increases the calculated peak shift by as much as 3 fs for population times less than 50 fs and yields equivalent results at longer times.
Fayer et al. measured ultraviolet two-pulse photon echo ͑2PE͒ decays of nonpolar diphenyl acetylene dissolved in cyclohexane and 2-methyl pentane. 46 They observed a significant contribution of nonresonant signal, originating from the bulk solvent, superimposed on the resonant signal from the probe molecules. The nonresonant signals obscured the desired resonant signal; thus, the authors used the novel approach of investigating the pulse duration dependence of the echo profiles to measure the dephasing time, T 2 , of the system. In the UV photon echo experiment, the excitation wavelength approached the one photon resonance and was within two-photon resonance of the solvent and hence the nonresonant signal was strongly enhanced. We encountered a similar difficulty. With suitable experimental sensitivity, a nonresonant, homodyned-detected, transient grating optical Kerr effect ͑TG-OKE͒ signal originating predominately from solvent molecules can be observed in the same phase-matching direction as the resonant photon echoes signals. With five of the six solvents studied here, this TG-OKE signal is negligible compared to the intensity of photon echo signal. Conversely, for PERY dissolved in CS 2 , the highly polarizable solvent molecules contribute significantly to the total observed signal at population times less than 600 fs. This leads to distortion of the peak shift profiles, giving smaller peak shifts than would arise from PERY alone. The initial peak shifts measured in all other weakly coupled nondipolar solvents are in the 18-20 fs range, while the initial peak shift observed in CS 2 is 12 fs ͑even smaller than the initial 14 fs peak shift in the more strongly coupled methanol͒. The peak shift data collected during the period that the TG-OKE signal contributes appreciably ͑Ͻ600 fs͒ for CS 2 were not simulated. A scheme for identifying and separating the TG-OKE signal from the photon echo signal may be possible, but was not attempted in this study. Figures 3 and 4 show 3PEPS data for PERY in the various solvents. The noticeably strong oscillations arising from the 139 cm Ϫ1 and 278 cm Ϫ1 modes are very striking and persist for several picoseconds. In the more strongly coupled systems, methanol and acetonitrile, the magnitude of these beats appear diminished, but careful investigation shows that their absolute magnitude does not change greatly, only their relative magnitude with respect to other dynamical solvation processes that dominate the signal ͑see Table II͒ .
In addition to the short time components, the insets in Figs. 3 and 4 clearly illustrate the existence of slow ͑50-100 ps͒ long time components. The origin of these time scales is uncertain. One possibility is that these long-time components reflect the dynamics associated with solute reorientational motion, which we expect to occur on this time scale. 61 Observation of such solute rotational dynamics in 3PEPS studies would require the existence of even longer ͑Ͼ100 ps͒ solvation time scales. Similar long time components have recently been reported in 3PEPS studies of room temperature, low viscosity liquids suggesting that long time solvation components may exist. 7, 62 The possibility of long-lived triplet states contributing to the signals was considered but rejected. Yang et al. showed for a three-level system with a long lived excited state, that even though the measured intensity of the 3PEPS signals is decreased when compared to a two-level system, the measured peak shift profiles will be nearly identical. 63 Other explanations such as intramolecular solute isomerization or excited state reactions are unlikely because of the highly rigid nature of the PERY molecule ͑Fig. 1͒ and its high photostability. Further studies, including viscosity and solvent dependence, are planned to probe the nature of these time scales. Fortunately, these long time dynamics do not interfere with the characterization of the shorter time scale dynamics.
In contrast to previous 3PEPS measurements, 10, 54 we do not observe an ultrafast ͑6-10 fs͒ time scale originating from the rapid interference of coherently excited high frequency intramolecular modes. In our study, the longer pulse duration ͑42 fs FWHM͒ and the resolved spectrum allows reasonable selectivity in excitation. To resolve these fast intramolecular dynamics, shorter pulse would be needed. Aside from the lack of this ultrafast component, all the solvents show time scales similar to those observed in previous room temperature polar and nondipolar studies. 8, 10, 20, 64, 65 In all the solvents, we find a sub-200 fs, ultrafast component accounting for ϳ40%-60% of the solvent relaxation. Similar time scales have been observed in previous 3PEPS experiments on polar systems. [6] [7] [8] [9] [10] 47 The agreement of the experimental data with the simulated 3PEPS signals varies from solvent to solvent and is noticeably poorer in the strongly polar solvents: methanol and acetonitrile, where the initial peak shift values are significantly overestimated. In CCl 4 ͑Fig. 3͒ and benzene ͑Fig. 4͒ our simulations agree with the experimental data at short times ͑even to 25 fs for benzene͒. We have observed this failure at short times before with polar solutes in polar solvents where the spectra are unresolved. In systems where we were able to study a large temperature range, the agreement at short population times has always been improved at FIG. 3 . Comparison of the experimental 3PEPS profiles ͑filled circles͒ and of best fit simulations ͑solid line͒ of PERY in four of the six studied solvents. The same comparison is displayed on a log scales in the insets. Simulations include a 42 fs pulse duration. Note that the panels do not share the same peak shift axis. low temperatures. 48, 50 This suggests that we are not including a solvent dependent or thermal contribution to the line broadening correctly, for example, solvent-mediated intramolecular vibrational redistribution ͑IVR͒ or anharmonic spectral density effects. Future studies, including temperature dependent and spectrally resolved 3PEPS experiments, are planned to investigate the processes that contribute to the sub-100 fs relaxation in the peak shift curves.
All the solvents, with the exception of methanol and CS 2 , also show relaxation behavior on two slower time scales ͑ϳ650Ϯ200 fs and ϳ2.5Ϯ0.5 ps͒ with solventdependent amplitudes. CS 2 , commonly considered an anomaly in many comparative studies, relaxes within the first few picoseconds, while methanol lacks the subpicosecond time scale and decays on a longer time scale. We assume these relaxation time scales to be diffusional in nature and model them as exponential decays.
It might be assumed that the strong vibrational beats would compromise our ability to extract intermediate time scales; this is partially true. However, the presence of the persistent, large amplitude quantum beats enables us to both confirm the ϳ650 fs components in our data and characterize some of the initial relaxation decays. In the absence of other dynamical processes, a quantum beat will oscillate symmetrically about the time axis, and the characteristic damping time for the beat can be observed on both the maxima and minima sides of the oscillation. In all of the solvents except methanol, the decay of the beat is noticeable only on the maxima side with the minima side being almost flat ͑Figs. 3 and 4͒, indicating the presence of an underlying time scale with a decay comparable to the damping time of the beat. In contrast with other solvents, the initial beat patterns in the 3PEPS profiles of acetonitrile and benzene demonstrate that their initial relaxation occurs more slowly than the other solvents. In these solvents, the first minimum is noticeably higher than the second, indicating that the initial solvent relaxation is occurring during this time scale.
In room temperature liquids, where a clear separation of solvent time scales may not exist, peak shift measurements The nonresonant signal from the CS 2 contributes significantly to observed resonant photon echo signal at times prior to ϳ600 fs. Although shorter time scales cannot be resolved, the magnitude of the dynamical coupling in this solvent can be determined with confidence.
enable us to characterize the solvation time scales via an energy gap correlation function, M (t), which represents, in the time domain, the fluctuations that modulate the energy gap of the probe molecule and lead to solvent relaxation. 66 In the high temperature limit, M (t) is proportional to the solvation energy relaxation function, S(t), that is directly measured in TRFSS and hole burning measurements. Even though the peak shift decay curves are correlated with M (t), they do not directly measure M (t). 21 Hence the direct interpretation of the 3PEPS data as the M (t) will lead to erroneous conclusions. To extract the solvation solvation time scales in our data, we simulated both the measured 3PEPS data and absorption spectra. Simulation of the 3PEPS data requires the construction of a model M (t) to represent the observed dynamics. We model the M (t) relaxation function with the form,
The M (t) functions can be separated into two components; a solute contribution and a solvation contribution. The solvation contribution is represented by the first two terms in Eq. ͑1͒, which includes a subhundred femtosecond ultrafast relaxation component that is commonly interpreted as inertial in origin 20 and we model as a Gaussian function with time constant, g . Longer time solvation components, arising from diffusional or structural relaxation of the solvent, are modeled with exponential decays with corresponding time constants, sol . Solute intramolecular vibrational dynamics are represented with the summation in Eq. ͑1͒. Intramolecular vibrational wave packet motions, observed as quantum beats in our data, are modeled with damped cosines with nonzero phases. The weakly damped, large amplitude vibrations in the data clearly indicate the presence of a nonzero phase for the 139 cm Ϫ1 oscillation. Brownian oscillators, commonly used to represent intramolecular vibrations in dynamical studies, 6 cannot model the quantum beats due to their inability to include phase information. The long time relaxation components of uncertain origin, were modeled as exponential decays with ϳ100 ps time constants, long . This separation of M (t) into solute and solvent components is not rigorous and is suspect in some cases ͑e.g., when intramolecular dynamics occur within the probe͒. Here, the separation is used only to help identify the primary nature of relaxation components.
We simulated our data as a two-level system coupled to a solvent bath of harmonic oscillators. The details of these simulations are published elsewhere, 10 but to capture the essence of the process we briefly describe it here. The simulation of the 3PEPS profiles requires the integration of a calculated response function ͑in our case calculated from the spin-boson model͒ 66 over all three pulse durations. The resulting bare echo signals are then integrated to generate the integrated echo profiles measured in the laboratory ͑Fig. 2͒.
The peak shift is then obtained by measuring the maximum of the integrated echo profiles as a function of population time, T. At short times, where the pulses overlap ͑free-induction decay like͒ nonrephasing signals add to the rephasing signals, and further complicate the peak shift calculations. This complex procedure means that the final simulated 3PEPS profiles are not simple convolutions of underlying M (t) functions with the pulse duration. As Figs. 1, 3 , and 4 demonstrate, with the exception of the first 50 fs, we have successfully modeled both the 3PEPS signals and the absorption spectra of the studied systems.
Despite the disagreement between simulations and experimental data at very early times ͑Ͻ50 fs͒, we feel that the parameters of our simulations ͑Table II͒ accurately represent the time scales and relative magnitudes of the dynamics observed in our data. Even though some of the simulated time scales are similar to the region of poor fitting, the high precision and fine resolution of our data in conjunction with the analysis of the beat patterns ͑see Discussion͒ allow us to characterize both sub-200 fs and picosecond relaxation time scales with relatively small uncertainty. Possible origins for short time fits are discussed in the next section.
The modeling of the 3PEPS data should also generate the Stokes shift. The Stokes shift for a specific system is determined by 2 tot , where tot is the sum of the reorganization energies of the components for respective solvent. As illustrated in Table I , the Stokes shifts obtained from simulations for many of the solvents, are quite similar to the values we obtain from experiment. Unfortunately, the comparison is not perfect in all solvents. One explanation for the observed discrepancies, is the underestimation the contributions of intramolecular modes ͑overdamped and nonimpulsively excited modes͒ that do not produce clearly resolved quantum beats. Ignoring such contributions to the peak shift necessitates an increased coupling of the intermolecular modes ͑solvent modes͒ to obtain agreement between the simulations and data. Additionally, as Table II demonstrates, the long time ͑Ͼ50 ps͒ relaxation component which is of uncertain origin, can contribute significantly to the total reorganization energy in certain solvents ͑e.g., methanol͒. This complicates the comparison between the Stokes shift values obtained via simulation and the measured values. In a previous peak shift study, Wiersma and co-workers 7 introduced long time components ͑ϳ2 ns͒ into their simulations in such a way that they do not contribute to the observed Stokes shift values. As already noted, further experiments are required to clarify the origin of these long time components.
IV. DISCUSSION
The primary difficulty in comparing nonpolar or nondipolar solvation dynamics to theoretical models is the problem of obtaining the appropriate solvent time scales. In the case of polar systems, dielectric relaxation measurements can be used to predict solvation time scales, but since nondipolar systems exhibit weak macroscopic electrostatic responses, a different approach is required for these solvents. Berg, 29, 67 Bagchi, and co-workers, 43, 44 and Skinner and coworkers [68] [69] [70] have proposed theoretical models for strictly nonpolar dynamics. All three models appear somewhat dis-tinct in their physical content, although they predict similar solvent dynamics. Both Bagchi and co-workers and Skinner and co-workers calculate the dynamics from the system's molecular properties and thus inherently include molecular level effects. In contrast, Berg treats the solvent as a viscoelastic ͑VE͒ continuum and calculates the nonpolar solvent response, R(t), with frequency-dependent shear and longitudinal moduli.
As yet, we do not have analytical theories for the nondipolar solvation of a quadrupole, nor do we know the quadrupole moment of PERY ͑though this is certainly calculable͒. Thus, for an initial investigation of the time scales obtained in this work we have used the VE theory of Berg. 67 We use this theory as a method of calculating the expected time scales without presupposing that the mechanism of solvation behind the dynamics is purely that assumed by Berg. Later, we discuss the comparison of our data with molecular dynamics studies that give a microscopic description to nondipolar solvation.
A. Viscoelastic model
We begin by briefly outlining the viscoelastic model developed by Berg. 67 As noted above, the relevant dynamical response, R(t), is characterized by the time-dependent shear and compression moduli, G(t) and K(t), respectively. The model is insensitive to whether the cavity bounded by the solute-solvent interface expands or contracts, but is quite sensitive to the coupling. K s , of the solvent to the change in the cavity size. Once the appropriate viscoelastic equations of motion are solved, subject to initial and final boundary conditions, two time scales emerge; a fast coherent response associated with the time scales for acoustic longitudinal and transverse waves to traverse the dimensions of the solute and slower time scale that can be connected to the structural relaxation of the solvent.
Berg's VE response can be approximated as a sum of the phonon and the structural responses
where f is the relative contribution of the structural response to the total response and is sensitive to the infinite frequency shear modulus, G ϱ , and the coupling parameter, K s , which describes the resistance of the solvent to the cavity change. When K s is small, the phonon response can be expressed as a critically damped sinusoid with a corresponding time scale, ph that is sensitive to the instantaneous values of the moduli and not to their full relaxation profiles. Since many solvents have similar high frequency values for their mechanical moduli, the fast dynamics of different solvents are predicted to have similar responses. Additionally, ph is proportional to the solute radius, hence the VE model predicts slower dynamics from larger probe molecules. As we will show, this property introduces difficulty in applying the VE model to analyze solvation data measured with large probe molecules such as in our case.
Unlike the phonon response, the structural response is sensitive to the full relaxation profiles of the moduli. A common model used to describe the viscous relaxation of the moduli is the Maxwell model. 71 Within the Maxwell model, the shear modulus relaxes as simple exponential decay
where the structural decay time, s , is proportional to the solvent viscosity, s ϭ/G ϱ . The resulting VE structural response is also an exponential decay that decays on a slightly longer time scale. Other representative functions have been proposed to model the VE relaxation dynamics, 29, 71 but the Maxwell model is the simplest to implement and we used it to analyze our data. The viscoelastic propertics of liquids can be measured with both ultrasound techniques and Brillouin scattering. 71 The separation of the structural and phonon responses discussed above is an approximation meant to illustrate the physical content of the VE model. In our numerical calculations, we use the exact formulas developed by Berg to simulate the model response functions for comparison with our experimental results. 67 Before beginning our comparison we should note one serious difficulty. The VE model is based on the solvation of a spherical probe molecule, whereas PERY is highly anisotropic with semi axes of approximately 10.5 Å, 6 Å, and 1.5 Å. Thus, direct comparison may be inappropriate. An immediate difficulty arises when calculating the ultrafast phonon response. The VE model predicts that the time scale of this response, ph , scales linearly with the solute radius. 67 Unfortunately, PERY's highly anisotropic nature makes identification of the solute radius uncertain. If we estimate an effective radius for PERY to be in the range of r c ϳ4 -6 Å ͑average radius from the total molecular volume͒, then the predicted ultrafast phonon response occurs on the experimental time scale.
The VE model predicts a pronounced dip in the response within the first 200-400 fs depending on the solute radius. This recurrence, interpreted as a coherent backreaction of the solvent as induced phonons propagate away from the changing cavity, is a prominent characteristic in the VE model. Our data, even in CCl 4 , which is the solvent most likely to display pure nonpolar solvation, lack any discernible recurrences ͑other than the strong vibrational wave packet modulation͒. However, this lack of observation does not invalidate the VE theory, since the region that the recurrence is predicted to occur is masked by PERY's strong quantum beats. A similar recurrence was observed in a previous 3PEPS study on room temperature PMMA glass, where a critically damped, sub-100 fs oscillation was noticed during the first 200 fs. 50 In the VE model, the physical picture is that R(t) represents a mechanical response to a size or shape change of the solute following an electronic excitation. This predicted response assumes that the solvent-solute interaction forces are radial as would be expected of nonpolar interactions ͑e.g., short range repulsive and long range dispersive interactions͒. This type of response can be considered nonelectrostatic and hence the VE model describes an ideal nonpolar response of the solvent. Even so, we would like to emphasize that though higher order electrostatic interaction forces ͑quadrupolar-quadrupolar, quadrupolar-induced dipolar͒ can be approximated as radial forces, Ladanyi and Stratt 72 observed, via instantaneous normal mode ͑INM͒ analysis, subtle effects on the relaxation mechanisms in nondipolar systems. These authors observed different, specific solvation mechanisms ͑re-laxation via translational or librational motions͒ and time scales based principally on the symmetry of the interactions ͑e.g., a radial Lennard-Jones potential vs an anisotropic quadrupolar-quadrupolar interaction͒. It is quite plausible that in nondipolar systems, where non-negligible higher order electrostatic moments exist, the nonpolar response predicted in the VE model may be masked by the stronger, higher order electrostatic responses of the solvent.
Since the experimental values for the moduli were not found in the literature, we performed a multiparameter fit of the VE model ͑Table II͒ to the simulated M (t) functions. 29 The results of those fits are tabulated in Table III and a comparison of the predicted VE responses and the M (t) functions for benzene and acetonitrile is illustrated in Fig. 5 . A similar level of agreement was obtained for the other solvents. As Fig. 5 demonstrates, the VE model, with four arbitrary floating parameters (G ϱ , K ϱ , K s , radius͒, is capable of describing the full relaxation profiles of the solvents ͑in-cluding the polar solvents where the model is assumed not applicable͒. The values of the parameters used to model the VE response are not unreasonable for such room temperature solvents. 71 The radii found in Table III suggest that the effective radius of PERY to be ϳ5.5 Å. Even though fixing the radius to 5.5 Å and floating the other VE parameters lead to poorer fits for methanol and toluene, the resulting moduli did not greatly differ, suggesting that the VE model may be less sensitive to the radius than initially expected.
Berg applied a multicomponent variant of the VE model to describe the solvation dynamics of a hydrated electron. 73 In this work, Berg extended the VE theory to account for arbitrary final cavity shapes, although still maintaining the spherical requirement for the initial cavity. Given the quality of the unconstrained fits in Fig. 5 and our lack of independent knowledge of the required parameters, such an extension does not seem justified in the present case.
B. Other nonpolar solvation investigations
Bagchi and co-workers have used mode coupling theory ͑MCT͒ and density functional theory to separate the ultrafast binary component of the interaction from the slow collective contribution, the latter being coupled to the solvent density fluctuations. 43 In their model, they identified an ultrafast component originating from binary collisions that exhibits an ultrafast Gaussian relaxation profile with a time constant of ϳ100 fs and accounts for ϳ40%-60% of the total relaxation in studied non-polar systems. 10 These values are in agreement with the theoretical analysis of non-polar electronic transition line shapes. [68] [69] [70] In an extension of this theory, Sethia and Bagchi 73 formulated a model to describe the solvation relaxation, arising from the electrostatic interactions, of quadrupole and dipole solutes in a dipolar solvent. They observed that the dipolar solvation occurs more slowly than the quadrupolar solvation and attributed the difference to the coupling of the solute to different length scales of the solvent. Hence, nondipolar solvation processes probe different spatial mechanisms than dipolar solvation and should assist in characterizing the total spatial and temporal dependent solvation response of a liquid.
Skinner and co-workers derived analytical expressions for the solvation correlation functions and absorption profiles of nonpolar chromophores dissolved in nonpolar LennardJones fluids. 68 Their theory includes explicit microscopic considerations such as specific solute-solvent interactions and the solvent structure surrounding the solute. The results of their theory compare favorably with nonpolar simulations, 69, 70 and display both short-and long-time behavior that is in qualitative agreement with dynamics observed in our study. Additionally, the predicted temperature dependence of both the solvation correlation function and absorption profile captures many of the features previously observed experimentally by Berg and co-workers. [29] [30] [31] [32] [33] Maroncelli and co-workers have experimentally investigated the nondipolar solvation of a dipolar probe molecule, 1 and showed that for a dipolar solute in polar solvents, the Stokes shift arises predominately from electrostatic interac- Table III . Inset shows the same curves plotted on a log abscissa. Both the solute vibrational and long time component contributions to the experimental data were removed for this comparison. tions between the permanent charge distributions of the solute and solvent. Ladanyi and Maroncelli 17 explored this point further in molecular dynamics simulations and showed that the relative importance of translational motion of solvent molecules increased as the multipolar order of the solute perturbation is increased in both polar ͑acetonitrile͒ and nondipolar (CO 2 ) solvents. These authors investigated the collectivity of the solvation response and found that the solvation in the polar solvent acetonitrile appears more collective in nature, whereas the solvation dynamics in nondipolar carbon dioxide appear to arise from single molecule motions.
Ladanyi and Stratt 72 using INM analysis made a similar point. Their study illustrates that the mechanisms of nonpolar or nondipolar solvation may not depend greatly on the range of the solute-solvent interactions, but rather on the symmetry of the interactions. This suggests that similar mechanisms exist for nonpolar, polar, and nondipolar solvation, but that the role ͑i.e., magnitude and time scale͒ of the mechanisms may differ depending on the quickest relaxation route to equilibrium. Kalbfleisch and Zeigler studied the solvation dynamics of CH 3 I in Ar with INM, and found a similar time scale and magnitude dependence of the solvent dynamics on the shape of the solute-solvent difference potential between the solute excited and ground states. They found that systems with longer range difference potentials relax more slowly than systems with shorter ranged interactions, suggesting that short range nature of the interactions found in nondipolar systems would manifest themselves in faster dynamical time scales. We did not observe this effect in our study, where similar relaxation time scales in both polar and nondipolar solvents were observed ͑Table II͒.
The variations in dipole and quadrupole moments of the chosen solvents shown in Table I suggest that the primary mechanisms of solvation may not be identical in all the solvents. Yet, as the experimental results in Table II demonstrate, the solvation time scales do not change significantly from solvent to solvent. This may imply that either the same mechanisms are at work in all the solvents ͑whether polar or nondipolar͒, or more likely, that different mechanisms exist in the different solvents, and they exhibit similar time scales. Despite the similarities in the data, some differences are noticeable. The ϳ2 ps component found in most solvents ͑ex-cept CS 2 ͒ does not appear to be directly correlated with the viscosity of the solvent ͓e.g., acetonitrile with viscosity of 0.35 cP has a relaxation time comparable to CCl 4 ͑ϭ0.97 cP͔͒. Comparing the data in Table I with the 3PEPS data of  Table II , the amplitude of the Gaussian component is significantly larger in the nonpolar solvents with a quadrupolar moment ͑benzene, toluene͒ than in CCl 4 , which lacks a quadrupole moment. Since PERY is expected to have a sizable quadrupole moment, quadrupole-quadrupole and quadrupole-dipole ͑for acetonitrile and methanol͒ may be the dominant interactions in all solvents except in CCl 4 , where the quadrupole-octupole interaction would be the dominant electrostatic interaction.
In addition to electrostatic considerations in nondipolar solvation, it may be important to consider the influence of PERY's high polarizability arising from its extended conjugation. Kim and co-workers have recently performed molecular dynamics simulations with polarizable polar solutes dissolved in polar solvents and have shown that the dipoleinduced dipole interactions can indeed slow the integrated echo intensity decay in 2PE measurements. 74, 75 This effect may not be noticeable in 3PEPS experiments measured with pulses longer than the dephasing time, where the pulses wash out the specific details of the echo decay. However, such polarizability effects may contribute to the nondipolar 3PEPS signals observed here, specifically at short population times (TϽ50 fs), where the integrated echo profiles ͑Fig. 2͒ exhibit some asymmetry. Both possible polarizability effects and contributions arising from the weakly coupled interactions are accounted for in the polynomial fitting of the integrated echo profiles. The characterization of the complex interplay between the weak interactions ͑including higher order permanent electrostatic and induced electrostatic interactions͒ that may appreciably contribute to solvation dynamics in nondipolar systems poses a difficult problem and requires further investigation, both experimentally and theoretically. For example, comparison of the viscoelastic model with the models described above will require quantitative modeling of the energetics associated with the various interactions.
V. CONCLUDING REMARKS
The 3PEPS technique has allowed accurate extraction of the time scales of nondipolar solvation of a nondipolar solute in a range of solvents at room temperature. With the exception of CS 2 , similar time scales are observed regardless of whether the solvent is polar, weakly polar, or nonpolar. In this regard, our results are in qualitative accord with theory, 67 instantaneous normal mode analysis, 72 and simulation studies. 17 It is clear that nondipolar solvation of a nondipolar solute can proceed extremely rapidly with similar time scales to those of the dipolar solvation of a polar solute.
In order to quantitatively interpret our data and provide a microscopic description of the solvation mechanisms in systems such as those studied here, much remains to be done. Ab initio calculations of the ground and excited state charge distributions and, if possible geometries of the PERY molecule would allow reliable estimates of the contribution of nonpolar and multipolar solvation contributions. In this regard, a comparison with Reynolds and co-workers' data 1 for a dipolar solute ͑coumarin 153͒ in two of the solvents studied here ͑benzene and toluene͒ is of interest. In both solvents, they find three relaxation components with the first two being qualitatively similar in time scales and amplitude to those we found for solvation of the nondipolar PERY solute. However, we do not find the small amplitude, slower ͑15-20 ps͒ components they reported.
Berg's viscoelastic continuum model can capture the qualitative properties of both nonpolar and polar solvation. Absolute agreement of the model with our experimental data is lacking due to the inaccessibility of necessary input parameters. Further experimental studies are required to confirm the VE model as a predictive model of nonpolar solvation. Further solvation studies with different solutes, collected over wide temperature ranges are required to clarify the dynamics of weak solute-solvent interactions in liquids.
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