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ABSTRACT
On the Mobility of Small Aperture Telescopes for Initial Orbit Determination and
Apparent Magnitude Derivation of Low Earth Satellites
Jonathan Hernandez

Maintaining Space Domain Awareness (SDA) of satellites in low Earth orbit
(LEO) requires effective methods of tracking and characterization. Optical measurements of these objects are generally sparse due to limited access intervals and
high angular rates. Light pollution and geographic obstructions may also preclude
consistent observations. However, a mobile small aperture telescope grants the ability
to minimize such environmental effects, thereby increasing capture likelihoods for objects within this regime. By enhancing LEO satellite visibility in this way, extensive
orbital and visual data are obtainable.
An 8-inch Meade LX200GPS telescope equipped with a Lumenera SKYnyx2-0M
CCD camera comprises the system that conducted observations of LEO. From 22
sessions spanning four months, 76 objects were imaged to provide a data set of 313
streak frames for initial orbit and photometric analyses. An Assumed Circular Orbit
formulation provided considerable refinements in semimajor axis and eccentricity, up
to one order of magnitude, when compared to a Gauss Extended method. Regarding the use of initial orbits for future pass predictions, the Assumed Circular Orbit
angular positions indicated improvements up to 97.4% in accuracy and 65.7% in consistency over Gauss Extended. A photometric study placed the brightest observed
visual magnitude at 3.60 mag, and the faintest visible at 9.47 mag. By converting
brightness to a physical size, detected objects were approximately 23.8 meters at the
largest and 40.6 centimeters at the smallest. Angles and brightness measurements of
LEO satellites with mobile platforms may thus benefit the SDA effort.
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Chapter 1
INTRODUCTION

1.1

Preface

The Defense Advanced Research Projects Agency defines Space Domain Awareness (SDA) as the ability to detect, track, and characterize space objects orbiting the
Earth [12]. Since 1957, the U.S. Space Surveillance Network (SSN) has been a primary resource for maintaining extensive SDA information. According to the NASA
Orbital Debris Program Office, as of July 2021 the SSN facilities monitor 23,218 satellites, including everything from active payloads to spent rocket bodies, in the Satellite
Catalog (SATCAT) [12]. Yearly growth in this catalog is visualized by Figure 1.1.
From optical and radar measurements, it is possible to generate Two-Line Element
(TLE) sets containing the necessary orbital parameters to determine state vectors of
satellites in their orbits. These TLEs can be used not only to obtain satellite position
and velocity, but also propagate the state forward in time. Regardless, each year
existing networks tasked with tracking satellites are responsible for observing more
objects than the last.
Current SSN sensors monitor all classes of LEO satellites with active and passive
radars due to the relatively low orbital altitudes and resultant ability to return ranging information [43]. Passive optical systems are complicated by their inability to
directly measure slant range (sensor-satellite distance), however they provide visual
brightness data unavailable through radar. With the constant population of LEO, it
follows that SDA benefits when the number of sensors increases, which is consequently
a compelling argument for the use of small aperture telescopes (SATs; considered to
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Figure 1.1: Total Number of Objects in the SATCAT [12]
have effective diameters less than 0.5 meters here). Integrating a global array of
commercially available sensors may help generate greater detail on orbital and visual
parameters of various objects through angles and apparent brightness measurements,
thereby benefiting SDA.
In understanding the LEO objects that can be observed with an optical telescope,
it is important to identify those that cannot. Miniaturization of on-board instruments,
such as communication and power subsystems, causes CubeSats to be attractive, affordable solutions for fulfilling space missions. These satellites have standard form
factors in units of U, where one U represents a cube with 10 cm on each side. However, these small dimensions challenge the optical capability of SATs. Since these
sensors produce observations by taking pictures of the sky along a satellite’s path
and detecting glints, at a certain point such objects are not large enough to register
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on the image. As their numbers grow, observing satellites in this class then becomes
necessary to quantify observational bounds and produce additional characterizations.
That is, brightness data from successfully viewing CubeSats provide insights into approximate sizes of objects on this scale that are viewable with a SAT.
Principal variables such as light-detecting instruments and prohibitive environmental effects, e.g. from local geography and ambient lighting, also require examination before integrating SATs into dedicated space surveillance missions. Previous
works have been limited to a single location with undesirable levels of light pollution
and constraints from nearby structures [14,36,40]. This research utilizes an 8-inch (203
mm) Meade LX200GPS Schmidt-Cassegrain telescope (SCT) to conduct angles-only
initial orbit determination and apparent magnitude derivation of low Earth satellites.
Since a telescope of this diameter grants mobility, it can thus be taken to several locations, each with ambient brightness above 20 magnitudes per square arcsecond and
few geographic obstructions along the horizon, for a comparison of the overall data
quality. Through this approach, measurements from a movable observing platform
are validated, while further demonstrating the feasibility and limitations of SATs to
monitor any object within the LEO regime.

1.2

Literature Review

1.2.1

Historical Context

Orbit determination (OD) has been a topic of interest for astronomers and mathematicians for centuries. The first major contributions to studying celestial mechanics
came in the 1600’s when Johannes Kepler posited his three laws of planetary motion
using Tycho Brahe’s vast quantity of observations [5]. By 1801, Carl F. Gauss was
able to derive the motion of Ceres using three angles and a least squares method that
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he developed, effectively achieving a solution to the initial orbit determination (IOD)
problem [44]. The OD era surges with the launch of Sputnik I in 1957, at which
time there were few instruments and satellites to perform orbital analyses [44]. Early
IOD methods for artificial satellites involved modified systems originally intended for
missile guidance, namely Doppler Velocity and Position, Global Tracking System,
and Offset UHF Doppler. Laser ranging, radio tracking techniques, and force models improved at such a rate that by the 1970’s it was possible for radars to achieve
tracking accuracy within 5 to 10 meters, as opposed to the 500 meter average in the
late 1950’s [44].
The first optical OD attempts conducted in the early 1960’s required large, dedicated instruments, and captured sunlight reflected off of satellites on film [8]. The
tracking programs of the U.S. Air Force and the Smithsonian Astrophysical Observatory operated 5 and 12 Baker-Nunn f /1 cameras, respectively [8]. These systems
used 55 mm film to record 5° × 30° patches of sky, where one second of arc required
0.0025 mm of film, totaling 7.5 meters for satellites at distances of 1,600 km (assuming
a focal length of 500 mm) [8]. In addition to the precise time recording necessary, locating image positions on film at a particular millisecond with sufficient fidelity made
this method of photographic tracking time-consuming and generally unattractive, not
to mention costly with each telescope nearing $200,000 in 1961 [8] ($1.85 million in
2021).
By the late 1960’s, significant developments in solid state electronic imaging systems, namely the invention of charge-coupled devices (CCDs), allowed for greater
efficiency and sensitivity in optical systems [46]. For given levels of sky brightness
and exposure times, a CCD can detect objects at least 1.5 mag (magnitude units for
apparent brightness) fainter than a film-based camera, and is also able to provide instantaneous readouts of images [31]. CCDs are now a standard tool for obtaining photometric information on astronomical objects [27] and available commercially at rea-
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sonable prices. Although similar detectors, such as the complementary metal-oxidesemiconductor (CMOS), have also been developed in the last half-century [27, 46],
the experiment in this paper incorporates a monochrome CCD camera for its sensitivity to light and common presence in observational astronomy. Further details on
angles-only IOD methods and CCD satellite imaging are presented in § 2.2 and § 3.2,
respectively.

1.2.2

Research at Cal Poly

At California Polytechnic State University, San Luis Obispo (Cal Poly), there have
been three primary researchers combining SATs with a CCD to perform angles-only
IOD on satellites. In 2013, Brock Schmalzel developed a method of obtaining astrometric and photometric information on a satellite for comparison against a magnitude
prediction model. Optimization of telescope aperture diameter was another topic in
his thesis, The Feasibility and Application of Observing Small LEO Satellites with
Amateur Telescopes [36].
Instrumentation in his study consisted of a 12-inch Meade LX200 Advanced ComaFree (ACF) optical telescope, Lumenera SKYnyx2-0M 640 × 480 pixel CCD camera,
and an f /3.3 focal reducer. Of 96 successful captures, Schmalzel imaged 22 different
satellites, 17 of which were from the Globalstar constellation (10.8 × 2.0 square meter,
700 kg spacecraft in 1,410 km circular orbits), though only seven were candidates for
an IOD solution. Furthermore, three satellites qualified for a statistical OD update
using extended Kalman filter and least squares techniques, since there were more
than three separate measurements for a single pass. From these results, Schmalzel
theorized that orbit determination errors are reduced given maximal orbital arcs containing captures near the zenith and horizon as seen by an observer [36].
Schmalzel’s magnitude prediction model was compared to the values predicted by
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N2YO, an online tool for real-time satellite tracking and prediction, to estimate the
telescope limiting magnitude. For each of the 96 observations, an average magnitude
prediction was calculated using differential photometry, which proved to typically be
about 0.21 mag closer to the observed brightness than the one produced by N2YO.
Given the instrumentation mentioned above, Schmalzel suggested that, under ideal
viewing conditions including new moon and low solar phase angle, a CubeSat class
satellite would likely be observable with the aforementioned apparatus [36].
Throughout 2016 and 2017, Michael Strange explored this further in his work
Orbital Determination Feasibility of LEO Nanosatellites Using Small Aperture Telescopes [40]. A primary goal was to calculate orbital parameters of CubeSats with
the university’s optical telescope for a nanosatellite observation feasibility analysis.
Although both researchers operated the Cal Poly Observatory (CPO), there were significant differences in hardware. The 12-inch Meade LX200 ACF telescope, SKYnyx
640 × 480 pixel CCD camera, f /3.3 focal reducer were replaced by a 14-inch LX600
ACF telescope, SBIG ST-10XME 2184 × 1472 pixel CCD camera, and f /6.3 focal
reducer (further adapting an Optec TCF-S Focuser). The increased telescope diameter and camera pixels was intended to improve the image resolution threefold and
detection of objects above 10 mag. However, according to Strange, the decision to
use a higher F-number focal reducer caused an undesirably small field of view (FOV),
22.90 × 15.40 , for nanosatellite imaging [40].
A combination of issues in orbital position, observation timing, poor weather conditions, and scheduling conflicts further prevented nanosatellite captures. Nonetheless, Strange succeeded in capturing 100 images of 20 satellites from the Globalstar
constellation with this setup. Both Schmalzel and Strange conducted angles-only
IOD on their Globalstar observations using two variations of Gauss’s method and a
Double-r iteration. Strange also applied an extended Kalman filter and least squares
where possible to show a significant improvement in OD accuracy. He found the up-
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dated solutions reduced orbital errors from the Double-r iteration by about 10% [40].
The third researcher to incorporate a SAT for orbit determination studies at Cal
Poly is Luis Curiel. Over four months, he was able to obtain 77 images of 16 unique
satellites, most of which were expended rocket bodies and similar orbital debris, in
the work Investigation on the Use of Small Aperture Telescopes for LEO Satellite
Orbit Determination [14]. For his project, a 14-inch Meade LX600 SCT at the CPO
was utilized in addition to the Air Force Research Laboratory Starfire Optical Range
located in Albuquerque, New Mexico. The latter consisted of a 14-inch Celestron
SCT and a Canon EOS 6D DSLR camera. Overall, Curiel successfully obtained 44
images from the Starfire Optical Range and 33 from the CPO, performing angles-only
IOD on all 16 satellites and state propagation on ten.
Curiel noted improvement in on-sky angular coordinates with an increased exposure time of 0.3 seconds at the CPO, compared to 0.2 seconds at the Starfire Optical
Range. Additionally, two of six orbital elements showed consistent and appreciable
accuracy when using the TLE as a reference (where the remaining elements often
produced relatively large errors due to orbit circularity) with Gauss and Double-r
solutions. For the 10 propagated satellites, it was discovered that the CPO apparatus
could not provide sufficiently accurate data to predict future passes. The IOD data
had angular position errors mostly larger than one degree, exceeding the available
22.90 × 15.40 FOV, which grew even more with each pass [14].
The three Cal Poly graduates, Schmalzel, Strange, and Curiel, conducted IOD feasibility tests on a range of LEO satellites with various SATs. Both telescopes at the
CPO, along with the Starfire Optical Range telescope, are stationary, which serves as
the primary difference from the research presented in this thesis. By sacrificing aperture size, the 8-inch LX200GPS telescope can be moved to practically any location
for satellite imaging, provided a flat surface for it to stand, power supply, and laptop
workstation. This allows a user to choose an observing site by varying environmental
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parameters, particularly the elevation constraints and surrounding light pollution, to
their advantage.

1.2.3

SAT Networks

Research from Cal Poly using SATs focuses primarily on LEO objects below 2,000
km altitude. These satellites pass over a site in less than ten minutes on average,
providing short and limited access intervals. Optical observations from scientific organizations external to Cal Poly tend towards objects with orbital altitudes beyond
2,000 km, namely those in medium Earth orbit (MEO), geosynchronous equatorial
orbit (GEO), and highly eccentric orbit (HEO). This extra distance corresponds to
access periods between tens of minutes and several hours. These longer dwell times
relative to an observer simplify telescope operations, since satellites in these regimes
appear more point-like on images compared to those in LEO. Within a network, each
SAT forms a node that contributes observations to the overall system. A summary
of recent works from other institutions further illustrates the current status and capability of SATs for SDA.
Since the early 2000s, the Air Force Research Laboratory has developed and tested
the Raven optical sensor, a commercial system dedicated to obtaining angular observations of space objects with an accuracy of one arcsecond or less [41,42]. The Raven
system has no specific configuration of components but is instead a design paradigm
adapted to fulfill mission-specific requirements [41]. Initially designed to provide autonomous follow-up observations of brighter near-Earth objects and critical targets
identified by the Minor Planet Center [41], potential for Raven class telescopes was
soon realized in the GEO and HEO regimes [42]. The Raven program’s success has
allowed it to contribute to the SSN as a sensor capable of detecting, tracking, and
reporting these high-altitude objects [42].
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The Raven telescope effectiveness was demonstrated by researcher Michael Thrall
in the master’s thesis Orbit Determination of Highly Eccentric Orbits Using A Raven
Telescope [42]. With the proven ability of these telescopes to detect and track predictable deep-space GEO objects, Thrall attempted to derive accurate orbital information for a less predictable HEO object. The setup used here included a 0.37
meter telescope, housed in a dome alongside data processing and weather detection
systems. Between 15-17 December 2004, Thrall obtained 200 azimuth and elevation
observations of a Sirius communications satellite with a Raven telescope located at
the base of Mount Haleakala, Hawaii. Furthermore, these angle observations were
combined with four months of ranging data, provided by the Massachusetts Institute
of Technology, to show an 80% improvement in eccentricity and inclination estimates
when combining both types of data [42]. Although this study was limited in quantity
of data achieved, the tracking capability and accuracy of Raven telescopes still make
them valuable assets for the SSN.
SATs are particularly worthwhile given their development affordability and integration into worldwide networks. Similar to how Thrall’s orbit prediction accuracy
improved when combining radar and optical data (as opposed to considering each one
independently), using multiple SATs separated by potentially large distances to simultaneously observe satellites greatly improves the resulting orbital estimate. With
this concept of an “optical fence” as a design driver, the Falcon Telescope Network
(FTN) was developed for the simultaneous and/or continuous monitoring of Earthorbiting satellites and astronomical sources (for instance, exoplanets) in the sky [10].
Consisting of 12 observatories distributed among five continents, the FTN is dedicated to the continuous observation of single target space objects. Chun et al. [10]
describe the FTN as being able to provide simultaneous observation of artificial satellites, nearby astronomical objects, and transient phenomena, preserving data homogeneity by requiring identical instruments at each node. A Pro RC 500 Ritchey-
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Chrétien model telescope with a 0.5 meter primary mirror, f /8.1 focal ratio, and
4,000 mm focal length is to be installed at each location (eight are operational as of
2018). It is also equipped with a 1024 × 1024 pixel CCD camera (for an effective FOV
spanning 11 arcminutes) and a set of filters for deep space investigations. One of the
nodes provided preliminary spectral observations of glints from three GEO satellites,
though techniques to solve resolution issues would need to be developed for future
studies. Furthermore, this distributed network allows a nodular comparison of GEO
satellites that appear longitudinally inconsistent in their positions. The FTN also
aims to generate photometric measurements of 75 CubeSats and expand the visibility
of LEO satellites beyond one site through simultaneous observations [10]. However,
no updates to these near-Earth studies have been published to date.
In 2014, the Optical Wide-field patroL network (OWL-Net) completed installation
of a 0.5 meter Ritchey-Chrétien telescope in South Korea. By 2018, six additional
nodes were dispersed globally to include four other countries: Israel, Mongolia, Morocco, and the U.S. Each observatory has a 1.1 square degree FOV using 4K CCDs,
ensuring equipment and data homogeneity as seen in the FTN. Moreover, the mission for OWL-Net is to provide extensive optical measurements of LEO through GEO
satellites and astronomical bodies, exploiting the synergistic benefits of remotely operating multiple telescopes [32]. This network demonstrated observation errors around
5 arcseconds, equating to positional errors near 3 km in the in-track direction, thereby
establishing a strong candidacy for future pass observations. In 2017, OWL-Net measurements of the LEO European CryoSat-2 and South Korean KOMPSAT-3 provided
1,900 and 2,800 data points, respectively, corresponding to positional errors of 1.5 km
or less. Additionally, measurements from the Israel node indicated a telescopic limiting magnitude of 12.8 mag with a one second camera exposure, increasing to 16.3
mag for a 30 second exposure [32].
The Asia-Pacific Ground-Based Optical Satellite Observation System (APOSOS)
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was designed to obtain astrometric measurements of space objects in LEO, HEO, and
GEO. In 2019, the APOSOS network had single nodes in Pakistan, Peru, and India,
each equipped with identical 15 cm refracting telescopes and scientific CMOS sensors [22]. The effective FOV for these SATs is 2.5 square degrees, a window five times
larger than OWL-Net that practically guarantees captures of cataloged space objects,
even with coarse orbital predictions. APOSOS test observations yielded angular errors consistently below 5 arcseconds for the LEO Jason-2/3 and MEO LAGEOS-1/2
satellites, equating to positional accuracy on the order of 1 km. Also, the limiting
magnitudes in LEO (12 mag) and GEO (16 mag) of the APOSOS nodes are estimated
to enable detection of object classed around 10 cm in the former and one meter in the
latter [22]. Since publication in 2020, there have been no further updates regarding
the APOSOS project status.
In the last decade, one of the largest multinational collaborations for observing
satellites, space debris, and other solar system bodies, the International Scientific
Optical Network (ISON), has also developed a global sensor array [35]. Unlike the
previous networks, telescopes contributing to ISON’s surveillance effort vary in aperture diameter from 22 to 25 cm. One node at Castelgrande, Italy, studied two artificial
satellites in GEO and HEO, namely the Angosat-1 and COMETS satellites, and confirmed their tumbling periods based on the detected light curve data. Depending
on the exposure time and aperture diameter, telescopic limiting magnitudes of these
nodes range from 13.8 to 17 mag. As of 2019, there are 20 contributing telescopes
located across 17 sites, with five more planned for the future, dedicated primarily
to monitoring near-Earth asteroids whose apparent magnitudes reach upwards of 16
mag [35]. Nonetheless, ISON has demonstrated the ability of SAT networks to provide optical measurements for HEO and GEO.
The current state of SAT networks indicates established coverage of the MEO,
HEO, and GEO regimes, but still developing efforts towards LEO surveillance. Given
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access intervals less than 15 minutes, reflected light from LEO satellites appears extended and creates streaks in the image, assuming a sidereal tracking mode. This
complicates visibility of dimmer objects and causes FOV crossings to be on the order
of seconds or less, which is a factor for LEO generally receiving less optical monitoring
when compared to other orbital altitudes.
Despite the observing challenges, as CubeSats and satellite mega-constellations
such as Starlink and OneWeb are deployed into LEO, supplemental observations
made by SAT networks may be invaluable for maintaining SDA. With the effectiveness of wide-field systems like OWL-Net or APOSOS, these nodular SATs have the
potential to generate volumes of pertinent data specific to LEO objects. Integrating
additional telescopes might not require the significant geographic differences among
nodes evident in traditional networks (since precision GEO and astronomical observations incorporate longitudinally separated sites). As discussed in [7], the concept
of a “telescope farm” comprising several co-located SATs can also yield simultaneous
observations of objects across any orbital regime. Nonetheless, SATs explored in current literature are mainly stationary and housed within dedicated observatories. In
contrast, this research utilizes a cost-effective, mobile SAT for LEO observations to
assess its performance in the characterization of near-Earth satellites.

1.3

Structure of Paper

The research undertaken here attempts to quantify the accuracy of orbit estimates
and produce apparent magnitudes from four locations, analogous to the nodes of a
SAT network, while acknowledging environmental influences. The observation sample
incorporates sidereal tracking as part of a point-and-stare method to conduct several
analyses. A satellite-tracking mode is not considered due to the system’s narrow FOV
and slight temporal errors in TLEs (where tenths of a second can cause a satellite to
12

be lost), which limit the probability of consistently maintaining a satellite within view.
Regardless, SAT observatories may benefit from reducing or removing significant user
input, however developing autonomous systems for tracking purposes remains outside
the scope of this thesis.
Given a brief introduction to current SAT-based OD efforts, an outline may be
provided for the research presented here. Chapter 2 will present several relevant
concepts pertaining to observational astronomy and astrodynamics. Details on the
experimental setup and locations, including precisely how LEO satellites are imaged,
will be covered in Chapter 3. Processes involved in reducing the data, performing
IOD and solution propagation, obtaining astrometric calibrations, and conducting
the photometric analysis are explored in Chapter 4. Chapter 5 offers an in-depth
discussion on performance of the optical system, IOD results, and visual magnitude
trends. The paper concludes with a general summary and topics of future research
in Chapter 6.
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Chapter 2
BACKGROUND

2.1

Fundamentals of Observational Astronomy

A primary goal for observers regards maximizing the amount of light received from
an astronomical object. Among several considerations in this process are coordinate
reference frames, magnitude systems, choice of equipment, and geographic location.
Reference frame and magnitude standards provide a common baseline in which observations made under different viewing conditions can be compared. The equipment
and observing locations available to each astronomer will affect their ability to detect
and retain incident photons.

2.1.1

The Celestial Sphere

To an observer on Earth’s surface, two “look” angles are needed to describe any
point on the sky: azimuth (AZ) and elevation (EL) [43]. Azimuth measures the angle
away from due north, clockwise positive, between 0° and 360°. Elevation describes
the angle relative to the local horizon and is in the ±90° range. Positive elevations
are above the horizon, where the maximal point lying directly overhead marks the
zenith. Together these angles define a local horizontal coordinate system [43, 47].
Due to the intuitive construction, AZ/EL angles describe the location of astronomical bodies for a given night convenient to an observer, especially during rise/set
times. However, since these angles inherently rely on geographic location, AZ/EL
values for an observer at one site will differ compared to another situated elsewhere,
and are only valid for a particular time [27, 47]. This necessitates a standard coor14

dinate system that renders the observer’s location and apparent motion of the stars
negligible.
An arbitrarily large, celestial sphere around Earth contains the projections of astronomical bodies. Declination (δ, DEC) describes celestial latitude, where +90° and
−90° indicate the Earth’s North and South poles, respectively. Celestial longitude is
given by right ascension (α, RA), whose point of reference is the prime meridian (an
imaginary arc from north to south containing the zenith) through Greenwich, England, during the vernal equinox, as the Sun crosses the equator [15,27]. RA increases
positively eastward, though conventionally it may be expressed as a time. Specifically,
RA can range from 0° to 360° or equivalently from 0h to 24h [27].
The Sun’s position on the celestial sphere changes throughout the year due to
Earth’s orbit. This ecliptic path is illustrated alongside the celestial sphere in Figure 2.1. Inclined about 23.5° with respect to the celestial equator, the vernal and
autumnal equinoxes mark the line of intersection between the two planes [43]. Note
the projection of Earth’s spin axis onto the celestial sphere precesses the ecliptic north
pole over a 26,000 year period [15, 27, 43]. Regardless, these celestial sphere angles
are needed to define satellite pointing vectors with respect to an observer.

Figure 2.1: Celestial Sphere (left) Including the Ecliptic and Observer
Planes (right) [47]
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2.1.2

Time

The number of elapsed days since 12:00 on 1 January, 4713 BCE defines the Julian
date (JD) for a given time [27]. Calculating the difference between two times requires
only subtracting their respective JD numbers [43]. The term “epoch” denotes a reference point for time-varying attributes, for instance the coordinates of a star [47].
In astrodynamics applications, the vernal equinox at 12:00 on 1 January, 2000 BCE
(JD=2,451,545.0) defines the current epoch and is abbreviated to J2000 [15].
When tracking apparent stellar motion, i.e. the sidereal rate, it takes approximately 23 hours, 56 minutes, and 4 seconds for objects to reappear in the same
position [47]. Local sidereal time (LST) can be calculated for a particular JD knowing the Greenwich sidereal time and east longitude values. The geocentric position of
a ground station at a particular time is defined using this LST [15]. Regarding observations, times are recorded in the Coordinated Universal Time (UTC) format. The
U.S. Naval Observatory (USNO) and National Institute of Standards and Technology (NIST) maintain practically identical versions of this standard [28], however only
the latter, UTC(NIST), is implemented for clock synchronization during telescope
operations in this thesis.

2.1.3

Astrometry

Astrometry is the metrological branch of astronomy that determines the positions
and motions of astronomical bodies. By definition, degree measurements are subdivided such that 60 arcminutes (0 , arcmin) are in one degree, and 60 arcseconds (00 ,
arcsec) are in one arcminute [43]. Though RA angles may be expressed in sexagesimal
values by some computer applications, only the decimal degree equivalents are used
during analysis.
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The mean equator and mean equinox at J2000 (which includes precession but
neglects nutation effects) standard is denoted EMEJ2000 or MJ2000 [1]. Astrometric
calibration software implemented in this project reference the International Celestial
Reference Frame (ICRF). Since the ICRF and MJ2000 frames coincide well within
hundredths of an arcsecond [1], differences between the two are considered negligible.
Where a telescope is pointing becomes necessary for finding astrometric positions
of satellites within an image. If telescope pointing is unreliable or unknown, other
solutions to the “lost-in-space” problem must be addressed. Without astrometric calibration, captures containing light sources but no knowledge as to where they lie on
the celestial sphere are thus considered lost. Since the mobile platform’s particular
setup prevented communication between the camera and telescope, robust pointing
metadata were not available. Therefore, two methods of converting the object pixel
coordinates into valid on-sky angles are explored in Chapter 4.

2.1.4

Photometry

The processes of light measurement and characterization are categorized under
another branch of astronomy referred to as photometry. An object’s luminosity indicates its intrinsic brightness and quantifies the total amount of light energy emitted
per unit time [9]. Flux F describes the power incident on a surface with unit area,
separated by a known distance, and is inversely proportional to the square of that
distance. Apparent magnitude m, or apparent brightness, measures the light intensity
as it appears to an observer with units of mag. This is different from an absolute
magnitude, which requires placing objects at a fixed distance away (e.g., 32.6 lightyears for astronomical bodies) to compare intrinsic brightness [9].
To accommodate the wide range of possible brightnesses, magnitudes follow a
logarithmic scale. Furthermore, it is inverted such that brighter objects correspond
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to increasingly negative values. This structure allows magnitudes to be directly subtracted from one another, revealing information on their associated fluxes. A comparison object with known magnitude m0 and flux F0 is used to calculate an object’s
apparent magnitude with the equation [9]

m − m0 = −2.5log10

F
F0


(2.1)

It follows that a difference of 5 mag corresponds to an intensity ratio of 102 , and a
difference of 1 mag corresponds to a ratio of 102/5 ≈ 2.512. An apparent magnitude
can also be obtained directly from a flux given the “zero-point” constant offset specific
to the observing system, denoted by Cz . Thus,

m = Cz − 2.5log10 (F )

(2.2)

Prevalent in most photometric applications is aperture photometry: summing the
total light in an aperture enveloping an object or area of interest within the image.
These resultant values can be converted into an instrumental magnitude by setting
Cz = 0 in Equation 2.2. Given the dependency on equipment and viewing conditions,
instrumental magnitudes lack significant meaning on their own. However, applying
the proper corrections and Cz value enables comparison with objects in standardized
photometric systems, namely star catalogs [9].
The evaluation of an object’s light energy as a function of wavelength, for example
through extensive filtering, enters the domain of spectroscopy. Due to the absence
of filters in the optics used, calculated and catalog magnitudes are relative to the
Johnson-Morgan V band (centered at 551 nm) only. Also, response curves from the
camera and V band are considered to be similar enough so that additional corrections
are not needed.
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2.2

Orbit Determination

Information on a satellite’s state at a particular time is commonly described by six
elements in position-velocity vectors or Keplerian element sets. These parameters can
be derived from radar or optical measurements and propagated forward to predict a
future pass. However, such a prediction should account for perturbative accelerations
wherever possible to maximize its validity, though additional observations eventually
become necessary for an update. The following sections offer a brief discussion of
relevant concepts and Bate et al. [5], Curtis [15], or Vallado [43] may be consulted for
further details.

2.2.1

Basic Astrodynamics

Newton’s law of gravitation expresses the force between Earth’s mass m1 and
a satellite’s mass m2 (not to be confused with magnitude m) in vector notation
as [5, 15, 43]

Fg = −

Gm1 m2 r
r2 r

G ≈ 6.673 × 10−20

km3
kg s2

where G represents the gravitational constant and r the position magnitude. The
term Gm1 defines the gravitational parameter µ that, for a negligible satellite mass,
is written [5, 43]

µ ≡ Gm1 ≈ G(m1 + m2 )

µ⊕ ≈ 398, 600.4
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km3
s2

where µ⊕ is the approximate gravitational parameter specific to Earth. The nonlinear, second-order differential equation describing the two-body motion of a satellite
relative to Earth is [5, 15, 43]
r̈ = −

µ
r
r3

(2.3)

Recall that the celestial sphere description from Figure 2.1 consists of a primary
axis towards the vernal equinox and a secondary through the Earth’s rotational axis.
When designating J2000 as the reference epoch, the nonrotating geocentric ÎĴK̂ frame
containing these axes defines Earth-centered inertial (ECI) [43]. A complete description of the satellite’s Keplerian motion and plane orientation relative to ECI is obtainable from six elements in a position-velocity state vector [5]. However, six classical
orbital elements (COEs) fulfill the same purpose. Figure 2.2 shows satellite COEs in
an inertial frame (note θ indicates true anomaly here). Six sample elements are [5]

a: Semimajor axis – Conic section constant describing orbit size
e: Eccentricity – Conic section constant describing orbit shape
i : Inclination – Angle between momentum vector h and axis K̂
Ω: Right ascension of the ascending node – Eastward angle of the node line, N,
representing the satellite’s upward ascension towards north through the equator
ω: Argument of periapsis – Angle between N and the eccentricity vector e, measured in the direction of satellite motion
ν: True anomaly – Angle between e and the position vector r at a particular epoch

Variations in this list are common, where replacing semimajor axis with specific angular momentum still produces a valid orbit description, for instance. Because of
ambiguity in ω for near-circular orbits, this research replaces ν with argument of
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latitude u, defined as the summation of ν and ω [5, 15, 43]. Note Ω is also expressed
as RAAN. Various equations convert between position-velocity vectors and COEs,
however they are not explicitly stated here.

Figure 2.2: Orbital Elements in the Geocentric Equatorial Frame [15]

2.2.2

Optical Viewing and Topocentric Coordinates

With the notion that six elements provide a complete description of an orbit,
an observer must then measure six parameters to compute one. For a fully capable
radar site, this process is rather straightforward since it can directly measure AZ,
AZ rate, EL, EL rate, range, and range rate in one observation. The slant range,
ρ, is the satellite’s distance with respect to the observer, and the range rate, ρ̇,
represents the associated time derivative. Unfortunately, optical telescopes lack the
ability to capture rates and ranging information. To predict an orbit thus requires
three independent measurements of two angles [5,15,43]. In either case, once the range
information is known or approximated, it must be combined with the site location to
produce a state vector relative to Earth.
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Successfully viewing satellites with a telescope depends on several criteria affecting
their illumination. Since satellites rarely, if ever, emit their own visible light, optical
observers rely on reflected sunlight [47]. The amount of light that reaches a sensor
is related to the solar phase angle (SPA), the angle between the Sun and observer as
seen from the satellite, ranging between 0° and 180° [25]. Reflected light cannot be
seen during the day because of the overwhelming background sky brightness (though
research is being done on daytime GEO observing in [37]). As SPA approaches 0°,
satellite visibility will decrease depending on elevation angle and range to the observer,
shown through simulated light data in [3]. A site must then be in darkness with the
satellite not in eclipse to ensure a chance at visibility. As a result, LEO observations
take place during twilight, approximately two hours before dawn or after dusk [43].
Safety precautions outlined in Appendix A and image reduction procedures detailed
in § 4.2.1 and Appendix B (specifically, when recording flat field frames) dictate that
the latter window be used during experimentation in this thesis.
Given ideal phase angle during the twilight period, the actual light profile an
observer detects varies yet with other factors [25]. First, incident light rays on a
satellite’s surface are not perfectly reflected. Instead, the radiation is spread diffusely
based on the material’s intrinsic reflectivity [43]. Moreover, satellite surfaces normally
consist of various materials, irregular shapes, and protruding hardware that further
obfuscate the light ray geometry [25]. Lastly, a satellite’s attitude determines where
the light impacting each surface will point primarily as it gets reflected. Missing
orientation information may preclude accurate predictions of the satellite size [25],
which occurs especially for debris. Although these parameters are not quantified over
the course of this research, their existence should be mentioned.
In order to describe the range relative to an observer, the concept of an oblate
spheroid must first be introduced. Since centrifugal force due to Earth’s rotation
causes the equator to bulge, the equatorial radius Re will effectively be about 21 km
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larger than the polar radius Rp [15]. This asphericity causes the line segment Rφ from
the polar axis to the observer, normal to their tangent plane (or horizon), to deviate
from the geocenter with increasing latitude. Only at the equator and the poles do the
geocentric and geodetic latitudes coincide. The ellipsoid’s oblateness, or flattening f,
can be described by [15]

f=

6, 378.136 km − 6, 356.752 km
Re − Rp
=
≈ 0.003353
Re
6, 378.136 km

Trigonometric relations then allow the observer to calculate the geocentric equatorial
position vector to the site knowing their geodetic latitude (φ), LST (θ), and height
above sea-level (H ) with [15]
Re
Rφ = p
1 − (2f − f 2 )sin2 φ


R = [Rφ + H] cos φ(cos θÎ + sin θĴ) + Rφ (1 − f )2 + H sin φK̂

(2.4)

A reference frame fixed to an observer was introduced as the horizontal coordinate
system in § 2.1.1. The topocentric horizon coordinate system is essentially a Cartesian
realization of this reference frame with basis vectors typically defined by the local
East-North-Zenith (or South-East-Zenith) directions on an ellipsoidal datum. The
topocentric equatorial coordinate system is a set of nonrotating basis vectors parallel
to ÎĴK̂ also centered on the observer. Parallax considerations become necessary for
satellites near Earth since the origin here differs from that of geocentric equatorial [15].
The observer, located arbitrarily on the oblate Earth, may now record angles-only
observations in their local reference frame. Direction cosine matrices consisting of
geodetic latitude and LST angles can be used to convert between geocentric equatorial
(or topocentric equatorial since the basis vectors are parallel) and topocentric horizon
coordinates [5]. A separate set of direction cosines describe the slant range unit
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pointing vector, ρ̂, from topocentric equatorial RA/DEC angles using the relations
[15]
ρ̂ = LX Î + LY Ĵ + LZ K̂
  

LX  cos α cos δ 
  

 = sin α cos δ 
L̂ = 
L
 Y 

  

LZ
sin δ

(2.5)

(2.6)

The same direction cosines can also be obtained by transforming a pointing vector
derived from AZ/EL angles, if available.

2.2.3

Initial Orbit Determination Methods

With three pairs of topocentric RA/DEC or AZ/EL angles and the geocentric
equatorial site vectors, the process of initial orbit determination may begin. A number of IOD methods solve the same problem of predicting an orbit using this information. Examples include Gauss, Double-r, and Laplace, each with their optimal modes
of operation. Though these methods are not explored extensively, two are briefly
discussed here. The Gauss approach is first, with generalized steps from Vallado [43],
followed by assumed circular orbit (ACO) [24, 39]. In either case, the observations
are presumed to be from a single pass, as multi-revolution scenarios require special
consideration.
The Gauss approach starts by defining a relationship between the Earth, observer,
and satellite. These steps also apply to ACO, which differs only in the final calculation
of the velocity vector at the middle observation. In either case, the satellite position
relative to the geocenter results from adding together the observer’s site vector and
slant range direction information through [15]

r = R + ρ ρ̂
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(2.7)

Since there are three observations separated in time,

ri = Ri + ρi ρ̂i

i = 1, 2, 3

(2.8)

with corresponding times t1 , t2 , and t3 . Conservation of angular momentum implies
that r1 , r2 , and r3 are coplanar. Writing the vectors as a linear combination gives [43]

c1 r1 + c2 r2 + c3 r3 = 0

where c1 and c3 are unknown coefficients and c2 is set to −1 by convention. Although
the unknown values have analytic solutions using Lagrange coefficients, they require
information on the satellite velocity. Thus, series approximations are implemented
instead with time differences τ and a series coefficient, u = µ/r23 , to get [43]

τ1 = t1 − t2 ,

τ3 = t3 − t2 ,

τ3
τ
τ1
a3 = −
τ
a1 =

τ = τ3 − τ1

a1 (τ 2 − τ32 )
6
2
a3 (τ − τ12 )
=
6

a1u =
a3u

c1 ≈ a1 + a1u u
(2.9)
c3 ≈ a3 + a3u u
where the variable an relates the τ values for brevity.
To solve for the slant ranges, the relationship given by Equation 2.7 allows the
linear combination to be written as the following system [43]






c1 ρ1 
−c1 
−c1 






c ρ  = L−1 [R1 R2 R3 ] −c  = M −c 
 2 2
 2
 2






−c3
−c3
c3 ρ 3
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(2.10)

with the columns of the 3 × 3 matrix L representing slant range pointing vectors at
each time ti . An eighth-order polynomial for r2 can then be found through [43]

d1 = M21 a1 − M22 + M23 a3
d2 = M21 a1u + M23 a3u
C = L̂2 · R2
r28 − (d21 + 2Cd1 + R22 )r26 − 2µ(Cd2 + d1 d2 )r23 − µ2 d22 = 0

(2.11)

A root-finding algorithm, for example Newton’s method, is needed to calculate the
appropriate positive, real value of r2 . Once found, u, c1 , and c3 are updated so that
estimates of the slant ranges are provided by Equation 2.10. As a result, the position
vectors given by Equation 2.8 are fully defined. Furthermore, the f and g Lagrange
coefficients are then used to find the velocity vector at the middle observation [43]

v2 = −

f3 r1 + f1 r3
f1 g3 − f3 g1

(2.12)

where
µ τ12
2 r23
µ τ32
f3 ≈ 1 −
2 r23

µ τ13
6 r23
µ τ33
g3 ≈ τ3 −
6 r23

f1 ≈ 1 −

g1 ≈ τ1 −

Until this point, the steps above have detailed a Gauss Non-Extended (GNE) process. Methods such as Gibbs or Herrick-Gibbs may be used to provide an iterative
refinement of the slant range estimates [5, 43]. The universal variable formulation is
another option to improve the calculated Lagrange coefficients [15]. Applying such a
scheme to update the state vector indicates a Gauss Extended (GE) approach, which
is one solution investigated in the IOD analysis.
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Since many LEO satellites have eccentricities less than 0.01, an estimate of the
velocity vector may be obtained through an assumed circular motion [24, 39]. Implementation of ACO follows the above procedure of GNE, but modifies the calculated
velocity vector at the middle observation. For a circular orbit, the velocity magnitude
is
r
vc =

µ
r

This magnitude scales the unit velocity vector generated by GNE, providing a new
expression for the middle velocity vector [24, 39]

v̂ =

v2
v2

ṽ2 = vc v̂

(2.13)

This assumption does not hold as the orbit becomes more elliptical beyond e =
0.01, especially so for eccentricities greater than 0.1. Despite this, ACO can rival
or even surpass GE in terms of accuracy as the trajectory approaches circularity,
demonstrated by researchers in [24, 39]. A comparison between the two methods is
provided in Chapter 5.

2.2.4

Perturbations

With a predicted orbit from observations, the relationship established by Equation 2.3 determines the relative motion. However, internal and external forces cause
a satellite state to deviate from two-body motion considering only spherically symmetric gravity interactions. A more realistic description of the state appends an
acceleration vector containing the net perturbative force, p, yielding [5, 15, 43]

r̈ = −

µ
r+p
r3
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(2.14)

These perturbations result from atmospheric drag, central body oblateness, propulsive maneuvers, solar radiation pressure, and n-body gravity effects. Expressions
modeling the effect of each perturbation are well understood, although in practice
certain parameters are difficult to obtain or unknowable pragmatically. For example,
to quantify drag requires knowledge on the satellite mass and frontal surface area
impacting the atmosphere. This issue of poor attitude knowledge extends to solar
radiation pressure, since it requires known surface area illuminated by the Sun [43].
There are assumed to be no thrusts between observations (or anytime thereafter),
and imparted accelerations from the Moon and Sun contribute only about 10−7 times
that of Earth’s (at 1,000 km altitude) [15]. These perturbations are therefore excluded from further consideration.
The perturbation due to Earth’s oblateness and satellite altitude are inversely
related. At LEO, Ω and ω can be shifted on the order of degrees per day depending
on the orbit inclination [15]. The resulting acceleration is obtained only with the
satellite inertial position and known Earth constants. Though the largest impact
comes from what are the zonal harmonics describing the equatorial bulge (referred to
as J2, J3, etc.), further divisions of the geopotential are achieved through the tesseral
and sectorial harmonics to capture regional deviations from an ideal, uniform sphere.
For this project, the only perturbation considered is that from Earth’s nonspherical
gravitational field as approximated by the J2 and J3 zonal harmonics.
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Chapter 3
EXPERIMENTAL SETUP

3.1

Apparatus

Satellite characterization through optical observation requires knowledge of the
equipment utilized during measurement. Ideally, system components are reused to
maintain the highest level of homogeneity among data, unless the goal specifically
aims at comparing results from various components. All observations in this research
are recorded with the same equipment, following the same procedure as outlined in
Appendix B. Hardware selection was based on what the Cal Poly Physics Department had available in Fall 2020, so trade-offs among different components were not
considered. Descriptions of the primary apparatus elements follow.

3.1.1

Telescope

An 8-inch optical Meade LX200GPS Schmidt-Cassegrain telescope (SCT) gathers
incoming photons from the sky. Light rays pass first through a nonspherical lens
before reflecting off of a primary spherical mirror and secondary convex mirror onto
the focal plane. Spherical aberration (light dispersion based on distance from the
optical axis) from the Cassegrain mirrors is corrected by an aspheric Schmidt plate.
Figure 3.1 depicts the internal reflective surfaces that focus these incident photons
(note the dimensions are in imperial units).
The Autostar II handbox connects to the telescope via an RS232 cable, provides control over all of its functions, and displays important status messages. One of
the first prompts to appear after assembling the telescope regards alignment choice,
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Figure 3.1: SCT Light Geometry with Rays Entering from Right [30]
where “Automatic” is selected at the beginning of each session. At this point the
GPS receiver acquires its latitude, longitude, and time from the GPS constellation,
providing positional accuracy to within about 4.5 meters [30]. A magnetic north
sensor records the direction to the celestial magnetic pole. Combining GPS position
and magnetic north information produces a calculation of true north, representative
of Earth’s spin axis. Lastly, corrections for the telescope tip and tilt are needed to
obtain the true plane defining 0° elevation. Gravitational measurements within Autostar II thus dictate the appropriate mount compensation.
These calibrations occur within Autostar II, though to complete the alignment requires user input. The telescope must then be centered on two bright stars, typically
located on opposite sides of the sky. This completes the altitude-azimuth alignment
(here altitude refers to the elevation angle) and telescope initialization. To keep stars
within the FOV and match their apparent motion, the LX200GPS tracks the sidereal
rate by default. Depending on the angular distance between the current and target fields, the telescope can slew between 0.250 /sec (sidereal rate) and 8°/sec. Even
though the telescope can be powered by C-cell batteries, using DC power supplied
by an electrical or automobile auxiliary outlet (namely, a cigarette lighter) provides
better performance since reliable functionality and slew rates decline as the batteries
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deplete over time.
Unlike many stationary observatories, the telescope here is not covered by a dome.
Combined with a compact camera, virtually any spot on the sky not obstructed by
natural landscape is viewable. Figure 3.2 shows the telescope assembly fitted with
an eyepiece and Table 3.1 contains the system specifications. Here, the telescope’s
resolving power refers to its diffraction limit, which is the minimum angular distance
between two objects where both are resolvable. Approximating the diffraction limit
with θ = 1.22λ/D [9] produces 0.6200 for 500 nm wavelength, λ, and 203 mm for aperture diameter, D. Given the high angular rates of LEO satellites exceeding fractions
of a degree per second, this limit is of no concern. In fact, ground-based observatories are more likely to be limited by astronomical seeing, which regards atmospheric
stability. Rapid (10–30 ms) localized changes in air density caused by turbulence
can increase seeing conditions to 1.500 –3.500 [47]. In this project, seeing disks are not
quantified during observations, nor are they implemented within aperture photometry. Precision light curve characterization of LEO objects are thus subject to dynamic
atmosphere and motion blur distortions, though literature indicates steady progress
nonetheless.

Table 3.1: Telescope Specifications

Figure 3.2: 8-in. Meade
LX200GPS SCT [30]

Parameter
Value
Optical Design . . . . . . . . . . . . . . . . . .Schmidt-Cassegrain
Clear Aperture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203 mm
Focal Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2000 mm
Focal Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . f/10
Resolving Power . . . . . . . . . . . . . . . . . . . . . . . . . 0.56 arcsec
Mounting . . . . . . . . . Cast-aluminum, double-tine forks
Power Supply . . . . . . . . . . . 8 C-cell batteries or 12vDC
Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Alt-Az
Pointing Precision . . . . . . . . . . . . . . . . . . . . . . . . . 2 arcmin
Total Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29.9 kg
Total Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $3,460
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Since the objective of this research is to image as many LEO satellites as possible, the alt-az fork alignment proves especially convenient. A standard equatorially
mounted telescope (that includes counterweight) would likely be difficult to operate
continuously in this regime due to constant weight balancing during setup and meridian crossings throughout observations. That is, if a satellite rises eastward in the sky
and sets westward, this type of telescope performs a “meridian flip” to avoid collision
between the mount and counterweight. As was found through experimentation, an
alt-az fork alignment performs admirably, however it was also susceptible to an occasional flip due to range of motion limitations. It appears that an alt-az fork telescope
combined with an equatorial wedge, such as the one installed at the CPO, minimizes
this problem.

3.1.2

Focal Reducer

The focal length of a telescope relates distance from the main optic to where the
objective image forms. Dividing this length by the aperture diameter yields the focal
ratio f/. Smaller focal ratios (f/ < 5; “fast”) have lower magnification but increased
FOV and image brightness. Larger focal ratios (f/ > 10; “slow”) produce higher
magnification at the cost of decreased FOV and image brightness. It follows that
continuous imaging of near-Earth satellites favors a larger FOV and thus a faster
f/number.
A Meade Series 4000 f/3.3 Focal Reducer is attached to the telescope rear with a
variable T-adapter. This instrument essentially converts the original f/10 focal ratio
to f/3.3, specifically for CCD imaging. With the camera attached, the effective FOV
becomes 33.10 × 24.80 . The focal reducer is pictured in Figure 3.3.
This instrument plays an important role in balancing the effective FOV, probability of obtaining a capture, and upper limiting magnitude for LEO observations. In
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Figure 3.3: Meade f/3.3 Focal Reducer with T-adapter
terms of FOV area, the apparatus here provided the largest viewing area out of the
three Cal Poly graduates at the CPO (by at least 19%). Interestingly, when compared to many of the telescope nodes in OWL-Net, APOSOS, and ISON, it yields the
smallest, as these organizations tend towards FOVs larger than one square degree.
Of the major SAT networks, it seems only the FTN has current work towards photometric observations of CubeSats [10], and prior Cal Poly researchers were unable to
successfully image any. Based on the results of this work, which are further examined
in Chapter 5, it is theorized that a FOV larger than 30 square arcminutes, but less
than one square degree, would likely provide consistent observations of faint small
satellites.

3.1.3

Camera

The Lumenera SKYnyx2-0M High Speed Astrophotography Camera serves as the
main digital image recorder. It is equipped with a charge-coupled device (CCD)
consisting of an array of linked capacitors within a semiconducting material (usually
silicon) to record incident photons. These array elements represent the CCD sensor
pixels and are tightly packed to form a reasonably sized yet powerful instrument. A
USB 2.0 port allows the camera to be powered by and write images directly onto a
desktop or laptop.
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Inside the CCD chip, electrons excited by incoming photons are binned and
counted before being converted to a computer-readable electronic signal. Unfortunately, not all the photons that land on the CCD will be converted into electron
“counts.” The fraction of photons that are registered defines the sensor quantum
efficiency (QE), or response property, which is wavelength and CCD type dependent.
The monochrome version of the Lumenera SKYnyx camera operates best at wavelengths centered around 500 nm, where QE is the highest.
There are 640 × 480 pixels in the Lumenera CCD sensor, each with an area of
7.4 × 7.4 square microns. The dynamic range of a CCD is affected by full-well capacity, bit depth, and noise [47]. For this camera, a pixel is considered saturated once
the count value exceeds the number of binary digits allowable by the analog-to-digital
converter (which is 28 = 256). This parameter effectively places a lower limit on apparent magnitude since the sensor cannot accurately represent the true count values
below this point.
The high frame rate of this camera also allows successive images to be quickly captured at the cost of decreased signal from targets. To resolve this, an amplification
factor known as gain is applied to the image, boosting the received signal. Conducting
satellite imagery as outlined in § 3.2.2.2 yields nominal results when setting exposure
time to 121.5 ms and gain to 23.815. Figure 3.4 shows the camera and Table 3.2 lists
relevant technical specifications. Shortening the exposure time adversely affects the
stellar signal within an image, though it would only reduce the overall length of a
streak. However, since telescope operations are manual and require visual confirmation of these streaks, reducing the gain would make the sources appear darker and
consequently difficult to confirm on-the-spot.
Lacking the housing of a typical observatory, the camera is constantly exposed
to ambient air that helps keep it cool. Rather than operating near room temperature
(20 °C), outdoor observing can keep the camera closer to 8-12 °C depending on the lo-
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Table 3.2: Camera Specifications

Figure
3.4:
Lumenera
SKYnyx2-0M CCD [29]

Parameter
Value
Active Area . . . . . . . . . . . . . . . . 5.8×4.9 mm
Pixel Size . . . . . . . . . . . . . . . . . . .7.4×7.4 µm
Resolution . . . . . . . . . . . . . . 640×480 pixels
Binning Modes . . . . . . . . . . . . . . . . 1×1, 2×2
Bit Depth . . . . . . . . . . . . . . . . . . . . . . . . . . 8 bit
Exposure Time . . . . . . . . . . . . . . . . .121.5 ms
Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23.815
Operating Temperature . . . . . . . . .0–50 °C
Dark Current Noise . . . . . . . . . . . . <1 e− /s
Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320 g
Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $1,100

cation and time of day/year. The drawback of not having a dedicated cooling system
(which will keep the CCD far below these temperatures) is the sensor temperature
at a given time will be unknown. Thermally excited electrons produce dark current
noise based on this value. Although temperature is not recorded by this specific camera model, the manufacturer reports dark current remains less than one electron per
second [29]. In spite of this, the absence of a CCD cooling system was not enough to
considerably degrade or preclude successful captures.
Binning involves grouping and averaging the received light from adjacent pixels to
improve signal-to-noise ratios [47]. As binning enables a boost for weak signals, the
2 × 2 could aid in increasing light sensitivity and decreasing file size. However, given
the relatively low number of pixels for this camera, it is unclear whether further binning would increase the success rate or data quality of satellite captures. Additionally,
the camera control software in this project allowed only 1 × 1 binning, though there
were no issues encountered with this setting. One area of future research may look
to compare any discrepancies in satellite observation data when varying the pixel
size, gain, and binning parameters. Regardless, this system’s CCD resolution (3.1
arcsec/pixel) and atmospheric seeing are considered the limiting factors for resolving
dim light sources.
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Researchers at the CPO have estimated costs of the main optical telescopes they
used to be between $4,500 [36] and $8,000 [14, 40]. Members of the APOSOS network list the price of one telescope node, including necessary hardware and software,
at $180,000 [22]. Recall that a single Baker-Nunn camera cost today’s equivalent
of $1.85 million in the early 1960’s [8]. This system presents a total hardware cost
of $4,675 (using a $115 focal reducer), rivaling the cheapest optical telescope at the
CPO and remaining orders of magnitude below the APOSOS figure, not to mention
the Baker-Nunn price. This low component cost, combined with noteworthy data
samples, further emphasizes the potential for SAT integration into space surveillance.

3.1.4

Theoretical Telescopic Limiting Magnitude

The theoretical upper limiting magnitude is estimated with the above system
components for comparison against other SAT configurations. A relationship similar
to the one described by Equation 2.1 sets the naked-eye limiting magnitude me ,
estimated at 6 mag, as the reference. A squared ratio between the telescope aperture
diameter and the eye pupil diameter (Ed = 6 mm) replaces the flux term. Darkening
of the background sky at high magnification requires a correction factor, which is
approximated by dividing Ed by the telescope exit pupil diameter X and squaring
the result. Thus, an expression for the theoretical telescopic limiting magnitude mL
is [34]
mL ≈ me + 5log10

√ !
 
Ed
D T
+ 2log10
Ed
X

(3.1)

where T represents transmission losses due to reflection, scattering, and internal optical obstructions [34]. Assuming T = 0.92 , changes in telescopic limiting magnitude
with respect to aperture diameter are displayed in Figure 3.5. Note that the different
lines here indicate Ed /X ratios greater than or equal to one. The actual exit pupil
diameter for the telescope setup was not measured, but a minimum value is found
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Figure 3.5: Telescopic Limiting Magnitudes as a Function of Diameter [34]
using the CCD sensor’s active area. It is known that the light cone intersects the
sensor plane such that all pixels are illuminated. A CCD with 5.8 × 4.9 mm sides
has a maximum length of 7.59 mm, also defining the minimum X value. Therefore,
with the ratio Ed /X ≤ 0.77, the 8-inch Meade’s telescopic limiting magnitude is at
most 13.2 mag. This value represent the telescope’s physical limit for an arbitrary
exposure time. However, in practice, the 121.5 ms integration will lower the corresponding theoretical value by about one magnitude for this telescope.
Curiel reports the CPO telescope to have a theoretical limiting magnitude of
14 mag [14]. Though unreported for the LEO or GEO regimes, FTN telescopes
are currently performing photometric studies of exoplanets with V band magnitudes
between 9 and 13 mag in sessions spanning several hours [10]. Tracking with the
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APOSOS nodes allows for magnitudes upwards of 12.2 mag in LEO and 13.9 mag
in HEO through GEO for 50 ms exposures [22]. GEO surveys from ISON are limited to 16 mag for 60 second exposures and 17 mag at 120 seconds [35]. OWL-Net
telescope magnitudes range from 12.8 mag for one second exposures to 16.3 at 30 seconds [32]. Therefore, the Meade’s theoretical telescopic limiting magnitude appears
average when compared to other satellite surveying telescopes.

3.2

Observation Methodology

To produce meaningful orbital and photometric results first requires exploring
observation constraints. Where an observer is situated impacts the visibility of a target object. Moreover, tracking near-Earth satellites involves pointing the telescope to
predicted locations on the sky and imaging with preset camera parameters. Telescope
control and image data processing software descriptions are also necessary.

3.2.1

Selected Locations

Researchers using the current 14-inch Meade LX600 telescope at the CPO encounter certain limitations. Since the observatory is located at the university’s core,
ambient lighting from nearby buildings and laboratories increases the background sky
noise apparent in scientific images [36]. Surrounding buildings, hills, and trees effectively block any elevations below 25° from view. Furthermore, the extended camera
mount and observatory dome prevent most observations beyond around 75° elevation [40].
For a mobile platform, these considerations shift from fixed to variable. A SAT
system that can be assembled anywhere has the ability to reduce or even eliminate
some of the restrictions in place at a traditional observatory. Implementing a smaller
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telescope than a normally stationary one, for example at the CPO, makes this a viable
process at the cost of a lower limiting magnitude. Still, vast areas superior to dense,
urban environments become available to an observer, with the main factors being the
ability or willingness to travel.
The first criterion when selecting an observing location regards minimizing influence from external light. As the name implies, light pollution describes the excess
light emanated by artificial sources, brightening the surrounding sky as it diffuses
through the air (causing skyglow) [18]. Measurements of light near the local zenith
are typically made with a Sky Quality Meter (SQM), whose photometer reports the
brightness in units of mag/arcsec2 . Combining SQM with optical and radiometric measurements from the Visible Infrared Imaging Radiometer Suite (VIIRS) [16],
Falchi et al. [18] construct the World Atlas of Artificial Sky Brightness.
Another convenient scale to quantify a site’s darkness is the Bortle class. Although
best suited only for generalizations of darkness [13], the Bortle scale provides insight
into the overall sky brightness situation. Ideal observing locations have effectively no
anthropogenic skyglow and are rated as class 1, whereas populous city-centers yield
extreme skylgow and are consequently rated as class 9 [13]. Thus, for light pollution
to have the least impact on observations requires a location with maximal SQM value
and minimal Bortle class.
In addition to light pollution, the geographic criterion is equally significant. Even
if the sky remains perfectly clear, targets may be blocked from view by buildings,
trees, hillsides, or any similar obstruction. The lowest observable elevations then depend on the angular height of such objects through all azimuths, which essentially
defines the local horizon profile. Current available topographic data provide a general outline of a given location’s profile based primarily on natural landforms. Where
available, Google Earth and Street View [20] can also be used to assess the horizon
from a first-person perspective during the initial site planning phase.
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In this research, locations were initially considered with the understanding that
LEO satellites constitute the primary targets. Given prior research demonstrating
feasibility of SATs to record angle measurements of these satellites, sites are not constrained to places with exceptional sky quality (SQM above 21 mag/arcsec2 ), though
higher SQM values are preferable. Location selection began by using the online resource, www.lightpollutionmap.info [38], to inspect the VIIRS and World Atlas of
Artificial Sky Brightness data for regions in southern California, U.S., between the
cities of Victorville and Paso Robles. These are the locations within which the author
spent roughly equal amounts of time. Since previous works indicated considerable
light pollution at the CPO [36, 40], with SQM equaling 19.52 mag/arcsec2 , sites were
required to have less ambient lighting and thus a SQM greater than the CPO’s.
Once preliminary site locations were known, Google Earth and Street View provided insight into the local horizon profiles. The latter is only valid for areas near
main roads, which may be concerning due to undesirable light from passing vehicles.
This is not problematic when the chosen site is sufficiently distant from populated
cities. In collecting the data, there were at most two instances during each observing session where vehicular lighting registered on the camera. Furthermore, these
events are transient, lasting on the order of seconds before ending (given low traffic).
However, due to safety considerations, sites were restricted to areas near main roads,
and a minimum of two people were present during each night of observation (refer
to Appendix A). Choosing locations then called for areas separate from urban and
suburban environments near a road with acceptable levels of passing vehicles. More
importantly, any artificial or natural obstructions on the horizon were required to be
minimal, preferably with elevation constraints less than the CPO’s 25° boundary.
After evaluating the light pollution and geography from online sources, the final
step involved assessing each area in person. From this process, the four selected locations (and abbreviations) were: Mojave Desert (MJV), Bouquet Canyon (BQT),
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Prefumo Canyon (PRF), and Creston (CRS). These sites had mostly flat horizon
profiles, and are pictured in Appendix C for reference. At any azimuth, landforms
remained well within 10°, with the maximum obstruction found in Bouquet Canyon
(estimated at 15°) from mountains to the east and west. In Figure 3.6, a section
of southern California shows the relative site locations, including VIIRS 2020 luminance contours. In this map, populated cities correspond to ambient lighting with
SQM below 19 mag/arcsec2 , denoted by the orange-yellow regions. Areas with no
color contours have low ambient lighting and SQM above 21 mag/arcsec2 . Specific
site parameters are tabulated in Table 3.3, where numbers in the first column reference the red pins in Figure 3.6.

Figure 3.6: Relative Site Positions with VIIRS Luminance Overlay [16,38]
Table 3.3: Site Parameters
Location

Lat. (°N)

Long. (°W)

Alt. (m)

mag
SQM ( arcsec
2)

Bortle

1: Mojave Desert

34.677222

117.702778

879.54

21.41

4

2: Bouquet Canyon

34.588741

118.376011

923.08

20.86

4

3: Prefumo Canyon

35.259017

120.758619

335.17

21.38

4

4: Creston

35.575913

120.468202

462.35

21.83

3
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The only parameter that cannot be controlled regardless of geographic location
is weather. Gusty winds and cloud layers are enough to introduce error or outright
cancel a night of observing. Daily and seasonal climate trends may impact observation
success, however they were not considered on the same level as light pollution and
elevation constraints. Moreover, although weather affects both platform types, a
mobile observatory can readily respond to short-term fluctuations causing unfavorable
viewing conditions, further discussed in § 5.1.2.

3.2.2

Ground-Based Optical Satellite Imagery

Given details of the apparatus and selected locations, the notion of successfully
imaging a satellite can be explored further. Conditions affecting the reflected sunlight
were summarized in § 2.2.2, however results will also vary depending on some equipment parameters during observations. For example, knowledge on where to point
the telescope at any given time is required. The camera’s settings also contribute to
overall quality of the recorded images.

3.2.2.1

Two-Line Elements

Although TLEs actually represent mean orbital elements, they are often the only
source of information on satellite dynamics at a particular epoch, and suffice for
orbital propagation. A version of simplified general perturbations, SGP4, relies on
approximations from analytic theory to predict positions of LEO objects [23]. Alongtrack errors can exceed tens of kilometers per day while cross-track errors remain on
the order of tens of meters per day after the initial epoch [5]. It is therefore important
to use a recent TLE for LEO satellite captures, since predictability degrades considerably after several days without consistent updates. For successful observations in
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this research, the difference between the TLE and observation epochs was 22.2 hours
on average, though the maximum TLE age encountered was 152.7 hours (6.36 days).
Heavens-Above.com [33] is an online tool for obtaining TLEs of cataloged satellites. With geographic latitude, longitude, and altitude coordinates, an observer can
use the “daily predictions for brighter satellites” feature to produce a list of low apparent magnitude (m < 5 mag) satellites passing overhead on a given night. For
days with favorable weather, observation planning began by entering one of the site
coordinates from Table 3.3 into Heavens-Above.com a few hours before dusk. From
the returned list, seven to nine satellites were chosen, where the first expected satellite rise time was around 30 minutes after sunset. Each satellite’s name, look angles,
and rise/set times were saved to a text file for reference. Additionally, the TLEs were
recorded in separate text files. Although satellites can also be viewed at dawn, only
the dusk slot was used to keep the operation and image reduction processes consistent
throughout the observations.
Another online resource, In-The-Sky.org [19], provides satellite predictions for an
observer’s local sky. It was incorporated into session planning because it enables filtering based on satellite type, e.g. only CubeSats illuminated by the Sun. Although
TLEs are not directly available from this website, the NORAD (North American
Aerospace Defense Command) ID were used to query them from Heavens-Above.com.
Furthermore, TLEs were selected such that about two minutes separated the set time
of one satellite with the rise time of another. This allowed enough time to update
the telescope pointing and file designation as the next satellite began rising over the
horizon.
For observations directed towards brighter satellites, Heavens-Above.com provided
the list of candidates (to be viewed on a given night) from which target objects were
chosen. For dimmer satellites, In-The-Sky.org provided a list of CubeSats illuminated
by the Sun expected to pass over a known location. Creston was the site dedicated to
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capturing these dimmer satellites, and is thus the only one that used In-The-Sky.org
in the nightly observation planning (explained further in § 5.1.2). To maximize the
total viewable arc, objects with the longest time difference between rise and set times
(displayed in both websites) were given the most preference. For the same reason,
whenever multiple objects had similar time differences, additional preference was
given to those with maximum elevations at the middle of their respective passes.

3.2.2.2

Streak Captures

There are two primary modes of telescope control when recording angles observations: satellite and sidereal tracking. In the former, the telescope slew speed is
synchronized with the satellite’s motion so that, over time, satellite light collects
onto a point while incident starlight creates parallel streaks. Considering the fact
that LEO satellites are visible to a single site for less than 10 to 15 minutes on average, this requires the telescope to constantly slew at a minimum rate of around 0.3°/s
over the entire pass. While not impossible, the alt-az mount and FOV narrower than
half a square degree made repeated observations in satellite tracking mode impractical with this apparatus, especially so given increased angular rates at elevations near
zenith.
The method of choice then became sidereal tracking. Specifically, the “pointand-stare” technique involves pointing the telescope at sections along the satellite
predicted arc, derived from the corresponding TLE, and slewing at the sidereal rate
while waiting for the object to cross the FOV. This implies the satellite will streak
across the frame while stars remain as stationary point sources. Image analysis requires at least one known companion star to be present in the streak frame, with a
minimum of three such frames from one pass to be considered for IOD. Note that
resolved and identified background stars are considered companions in a given frame.
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The camera’s parameters determine how stars and satellite streaks appear in the
image. One important variable is the exposure or integration time, essentially dictating how long photons are permitted to land on the CCD. An exposure needs to be
long enough to resolve the satellite and companion star, though not so long that the
streak endpoints are out of frame. Depending on the elevation and FOV, a satellite
can enter and exit a frame in fractions of a second, requiring exposures to be in the
tens of milliseconds range. Another setting to consider is CCD gain. With these short
exposure times, overall measured signal will decrease and stellar sources become less
resolved. Gain then acts as an amplification to the signal that is received, boosting
counts from streaks, stars, and noise inclusive.
The Flexible Image Transport System (FITS) digital file format is the astronomy community’s standard for storing and processing image data. All observational
images were recorded in this format, each with an exposure time and gain of 121.5
ms and 23.815, respectively. These settings were the maximum allowable for the
specific model and software implemented, however they balanced maintaining streak
endpoints in frame and detecting faint stars well. To successfully produce satellite
streaks then required taking a series of images containing a reference star about 15
seconds before the satellite was expected to pass, assessing if both endpoints were
captured in the FOV of at least one frame, and stopping the exposure before moving
onto the next star. Sufficient spacing between target stars is needed to allow the telescope to slew and settle on a new point. Regardless, in order to capture the longest
arc, as many images as possible were recorded for satellites during their passes.
At single points along the satellite pass, exposures often yielded multiple streak
frames, though only one was selected from each set. Considering the large observable
arcs, one streak was sufficient to constrain the satellite to a certain region on the sky
at a particular time. Selecting which streak to analyze depended entirely on its linearity, sharpness, and separation from background sources. A prominent streak and
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visible companion star are depicted in Figure 3.7. This represents an ideal capture,
as there are no wobbles in the streak and both endpoints are readily identified. It
also does not intersect or appear close to the companion stars, which is an important
factor for photometric analysis.

Figure 3.7: NOAA-14 Streak in Field Containing Hipparcos (HIP) 42739

3.2.2.3

Software

A number of applications were required for equipment control during observation
and processing image data. Most of these software packages are also available at
modest prices, if not free altogether. The main applications are provided below along
with brief usage descriptions. Figure 3.8 illustrates the software required at each
stage of the methodology.

• TheSkyX Connects the laptop to the LX200GPS via an RS232 adapter. User
designates TLE files and enters site coordinates to update a sky map that
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includes telescope pointing. Stars along the satellite arc are chosen through
TheSkyX interface, which also relays user slew commands. Cost: $150+
• SharpCap Connects the laptop to the Lumenera SKYnyx camera via USB 2.0.
Allows the user to preview and record images. Displays the current camera view
(necessary for telescope calibration). Contains the settings for exposure time
and gain. Cost: $0 (Pro version: $15; enables image reduction pre-processing)
• Astrometric Stacking Program ASTAP. Ingests tens to hundreds of FITS
images from each exposure to visually “blink” through them. Frames containing
both streak endpoints and a companion star are noted in an Excel spreadsheet.
Cost: $0
• SAOImageDS9 DS9. Displays individual, user-selected FITS files from the
range of acceptable images determined through ASTAP. Pixel coordinates of
the companion star and streak endpoints are saved to Excel. Cost: $0
• Systems Tool Kit STK. Creates scenarios representing the observation for
a given site and date. Propagates TLEs and produces reference topocentric
RA/DEC angles needed for pixel coordinate transformation. Cost: $0 (Education or Free License Only)
• Matrix Laboratory MATLAB. Converts streak pixel coordinates into topocentric RA/DEC angles. Performs IOD calculations using the angles-only observations. Cost: $50 − $500 (Education License)
• Python A Jupyter IPython environment performs aperture and differential
photometry. Apparent magnitudes of objects within the FITS images are produced. Astrometric calibrations are also initiated through Jupyter. Cost: $0
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Figure 3.8: Applications Implemented in the Observation Methodology
One laptop with SharpCap Pro and TheSkyX installed handled the camera and
telescope control during each observing session. All the FITS images, alongside a
text file containing the companion star names, were saved onto a USB flash drive.
It should be mentioned that before every observation, this laptop was synchronized
with UTC(NIST) time to prevent drifting in the system clock and ensure consistency
across different nights. Another laptop contained the remaining post-processing applications: ASTAP, DS9, STK, MATLAB, and Python. The flash drive images were
saved onto a cloud repository for backup purposes, and form the basis of the following
analyses.
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Chapter 4
ANALYSIS

4.1

Reduction and Propagation

After each night of observing, reducing the image data into usable measurements
for orbit determination and magnitude calculation requires further action. The specific method for obtaining RA/DEC angles from images has been developed and
incorporated by prior Cal Poly graduate students using the CPO for satellite imaging [14, 36, 40]. It is also outlined in this chapter. Data analysis at this stage assumes that the streak frames have already been separated from the other frames with
ASTAP. Additionally, the DS9 streak endpoint and companion star pixel coordinates
are necessary for each frame.

4.1.1

Image Processing

A brief overview of the image filtering is provided here. Setting the camera integration time to 121.5 ms equates to a rate of about 8.34 frames per second. Beginning
an exposure 10 to 20 seconds before the satellite is expected to pass the FOV yields
a set of roughly 80 to 170 images. Per exposure set, the number of frames containing
a usable streak varies with elevation, though will typically contribute less than 20 for
LEO objects. Although increasing the integration beyond 121.5 ms would reduce the
number of images produced and allow dimmer stars to be resolved, information on
one or both of the streak endpoints may be lost. Conversely, shortening this time
would result in larger image sets, stellar counts closer to the noise floor, and potential
streak orientation ambiguity as the satellite becomes more point-like.
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The first step in post-processing the images involves individually loading sets from
each exposure into the ASTAP application. The “unaligned blink” feature will iterate
through the images and display them without stacking or otherwise modifying them.
When the first streak image appears, the blinking is paused to iterate through the
images manually. Between the first and last streak frames, if they are not the same,
one is selected depending on the streak’s linearity and distance relative to companion
stars.
Streak frames used for analysis are individually opened in DS9 to get the pixel
coordinates of interest. These XY values are reported depending on where the cursor
points in the image. Circular regions centered on the companion star, identified as
the visually brightest star in frame, and streak endpoints display the pixel coordinates needed for the transformation to on-sky angles. The endpoints are chosen as
the two most distant pixels along the central streak line that register a discernible
count value above the sky-level. Analyzing images with a logarithmic min-max scale
helps distinguish objects and features from the background. No significant difficulty
was encountered when selecting pixels in this manner. However, CubeSat trails introduced relatively more ambiguity in their pixel endpoints, though they were still
resolvable in most cases. Effects of pixel uncertainties on IOD or photemetry from
the selection process are not quantified, and they are assumed to be negligible for this
work (Strange quantifies positional errors on the order of tens to hundreds of meters
in [40]).
This process must be repeated for each exposure after every session. Successful
capture numbers and XY coordinates are written to an Excel file. Although this
method was sufficient for research purposes, it would be intractable for a full-time
SDA application. A streak-detection algorithm that automatically identifies allowable
frames and finds endpoints may prove necessary given the large volumes of potential
data.
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4.1.2

Coordinate Transformation

Before obtaining any orbital information from the images, a conversion from pixel
(XY) to on-sky coordinates (e.g., topocentric RA/DEC) must first take place. Communication between TheSkyX and the Lumenera camera is nonexistent, meaning
no telescope pointing data are saved in the FITS header. However, recording the
companion star name suffices to constrain at least one point in the image to an onsky position. The pixel coordinates describing the streak endpoints are also known,
though their on-sky coordinates have yet to be determined.
One method of deriving the satellite’s RA/DEC angles involves simulating the
observation through an STK scenario. This application intakes geographical coordinates, dates, exposure times, and TLEs for a given night and models the satellite
motion, displaying state information relative to the site. SGP4 theory is used in
the propagation and provides an estimate for the object’s on-sky coordinates at any
given time. Therefore, topocentric RA/DEC angles can be obtained for both endpoints knowing the image timestamp and the 121.5 ms fixed exposure time. With
the estimated RA/DEC pairs, a predicted slope is expressed as

mP =

δ2 − δ1
α2 − α1

where the subscripts 1 and 2 denote the streak beginning and end points, respectively.
Any angular error in deriving this slope from the TLE is assumed to be negligible.
In pixel space, the actual slope is given by

mA =

pixY2 − pixY1
pixX2 − pixX1
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The angle between the predicted and actual slopes then defines the following
correction angle

ϑ = arctan (mA ) − arctan

mP
cos δ



The parameter δ describes the mean declination of the predicted angles δ1 and δ2 .
This accounts for the spherical nature of RA/DEC, where changing right ascension by
some amount produces an arc whose length depends on declination. The plate scale
(PS ) describes the CCD angular resolution, essentially defining the on-sky width per
pixel. Here, the PS is approximately 3.1 arcsec/pixel. The satellite RA/DEC angles
are then found by [36]
 
 
δ 
δ 
  = 
α
α
sat



cos ϑ −sin ϑ  ∆Y 
+
PS

∆X
sin ϑ cos ϑ
cos δ


(4.1)

star

where ∆X and ∆Y represent the pixel differences between the star and satellite endpoints. Also, the star RA/DEC values are obtained from an astronomical database,
in this case from Gaia Data Release 3 [17], using the names recorded from TheSkyX
during observation. Note that this process calculates the topocentric RA/DEC values only for the two known satellite endpoints. After transforming the angles in
MATLAB, the IOD problem is addressed.

4.1.3

Angles-Only Initial Orbit Determination

Initial orbit calculations are also performed in MATLAB, implementing the Gauss
and ACO methods discussed in § 2.2.3. The script contains an iteration to identify
all the successful viewing pass information stored on the Excel sheet. Also, satellites
are grouped based on the site from which they were recorded. At each increment,
determining the observation epoch in terms of a JD number is one of the first steps.
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Recalling that each satellite has a TLE used during observation, its “truth” state
can be propagated to the time of the middle observation with SGP4. The difference
in epochs is found by subtracting the JD number of the middle observation and the
TLE, yielding its age. Converting the state vector from the TLE propagation into
Keplerian elements produces the set believed to most accurately represent the satellite’s actual elements. Note that these elements only provide a reference for those
derived using IOD, and remain independent of the actual GE and ACO processes.
For each set of three observations, two functions ingest the epochs, site vectors,
and topocentric angles to produce state vectors through both methods. Three observations are required to establish a determined system, though including additional
ones makes it overdetermined. Methods of statistical orbit determination are then
needed to handle the extra observations and refine the initial orbit estimate. However, in this case, whenever a satellite has multiple observations recorded over a single
pass, three are chosen using a binomial coefficient to alter the total spanned arc while
maintaining strictly increasing JD numbers.
The output of each function consists of the state vector at the middle observation
and its conversion into COEs, which are then averaged into two sets of COEs through
an average and a median. The arc length in minutes between the first and last epochs
is also recorded, with a mean value derived for cases with more than one combination
of observations. Additionally, a weighted average based on this separation (favoring
larger angles) is applied to the set of derived COEs in an attempt to minimize errors
from the IOD solution. Another set of calculated COEs corresponds to the first and
last observations, providing the maximum overall angular separation. Ultimately, the
COEs from GE and ACO are to be represented in residual space compared to the
reference TLE COEs (accounting for time dependent orbital parameters).
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4.1.4

Propagation

Accuracy of the initial orbit is further assessed by propagating the calculated
state forward in time. This helps determine to what degree a solution can be used in
predicting an object’s future passes. Minimizing divergence from truth requires some
form of perturbation modeling. Also, since the IOD solution is being compared to
the reference orbit, both must be propagated the same way. Implementing the SGP4
propagator as mentioned earlier does not apply because it requires a TLE set, which
is unavailable for an IOD orbit.
Cowell’s method involves adding the net perturbative force acting on a satellite
to the two-body equation of motion, as described by Equation 2.14. Although drag
imparts the largest disturbance force in LEO, it is left unmodeled instead of being
approximated with the ballistic coefficient. Moreover, other effects such as n-body
gravity and maneuvers are not considered. The only perturbation included is a simple
estimate of Earth oblateness.
A two hour propagation is thus conducted with MATLAB’s ode45 function on
the TLE, GE, and ACO state vectors. The perturbation due to Earth’s oblateness
(J2 and J3 harmonics) is added in each step. If the number of observations exceeds
three, only the middle vector produced with the maximum angular separation orbit
gets propagated. Look angles are also derived from the state vectors to visualize error
growth as a function of time.

4.2

Magnitude Derivation

Performing any type of photometry on CCD images requires them to be calibrated
first. Corrective frames are recorded during observations and then applied to the science image. Once objects in the field are identified, their brightnesses can be obtained
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to understand how the observed satellites typically compare to stars, along with minimum and maximum values for the apparatus. Given that satellites use a different
standard distance than astronomical bodies for absolute magnitude calculations, all
magnitudes refer to apparent brightness.

4.2.1

Image Calibration

The CCD temperature, type, and QE are important parameters that will affect
overall camera performance. To keep their associated noise levels at a minimum,
calibration images are recorded during each night of observation. These images,
referred to as reductions, are summarized in this subsection.
The first consideration is the CCD dark current, caused by thermally excited
electrons registering on the sensor [9]. Although professional grade CCDs usually
operate at freezing temperatures, the Lumenera camera does not include a cooling
system to physically reduce this number of thermal electrons. Regardless, the dark
current can be corrected by applying a dark frame. With the telescope covered or
shutter closed, the camera is exposed for the same amount of time as the science
image several times, allowing thermal electrons to accumulate in each frame. The
average or median dark frame is then subtracted from the science image.
As the CCD digitizes an analog voltage within each pixel, an offset must be
applied to account for readout noise. Pixel counts follow a Gaussian distribution
with a standard deviation dependent on this readout noise [9]. For sufficiently short
exposures, this may result in negative counts and an overestimation of the background
sky level. A bias frame is the corresponding reduction, taken by setting the camera’s
exposure time to zero seconds. With no photoelectrons or thermal electrons, the
observed pixel counts represent the inherent bias from the analog-to-digital converter
that is also subtracted from the science image.
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Variations in counts also originate from the QE and manufacturing imperfections
of each pixel, or even from dust particles present in the optical path. When exposed
to a uniformly illuminated field, all image counts are ideally the same. However,
deviations from this homogeneous field are measured in the flat frame. For satellite
observations at dusk, the twilight sky provides a sufficient approximation to a uniform
field [9] without the need for extra hardware. In other cases incorporating SATs, an
electronically illuminated flat field panel may be a better option. Regardless, science
images are divided by the flat frame.
Recognize that flat field images are bias subtracted before being applied to the
science image. Moreover, these reductions normally span more than a single image to
better quantify the total variations. That is, an average (or median, depending on the
application) from a set of at least 10 reduction images denotes the single “master”
correction that ultimately gets used. For this research, SharpCap Pro allows the
science images to be pre-processed, where an average of 20 reduction frames applies
immediately after recording them.

4.2.2

Astrometry Procedure

Recall that the method shown in § 4.1.2 only yields topocentric RA/DEC angles
for the streak pixel endpoints using a star’s position as reference. There is no other
readily available information regarding on-sky coordinates in the remaining pixels.
To simply derive the streak’s sky coordinates requires nothing else, although it is not
quite sufficient in this satellite characterization analysis. Consequently, plate solving
images becomes necessary.
The astrometric metadata within a FITS file that describe image scale, pointing,
and orientation define its World Coordinate System (WCS). If the WCS is known,
the image is considered plate solved (i.e., astrometrically calibrated) since all the pix-
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els can be converted into celestial coordinates. At this stage, all images are missing
key WCS information because of the specific setup used combined with constantly
dis/assembling the mobile platform. The Photutils detection and SExtractor tools
were among the astrometric methods considered to retrieve the WCS information.
However, Astrometry.net [2] was chosen to solve the lost-in-space issue because of its
solution reliability and script functionality.
The Astrometry.net system performs a blind astrometric calibration on arbitrary
astronomical images [26]. The USNO-B1 catalog provides the basis for which detected
star patterns, known as asterisms, are compared and indexed. Geometric hash codes
based on asterisms of four stars are used in generating hypotheses on matching sections of sky. A Bayesian decision process then determines which proposed alignment,
if any, best explains that of the image. Augmentation to include the 2MASS (Two
Micron All Sky Survey) catalog results in a 100% complete index to accommodate
images regardless of pointing on the celestial sphere. This robust architecture then
allows Astrometry.net to generate the missing WCS information.
A Python program separate from the MATLAB script was written (in a Jupyter
environment) to further analyze the streak images. This program iterates through the
individual images, calling a function to upload them to the Astrometry.net API via a
client module (available from their website [2]). Note that submitting images in this
manner requires creating an account on the Astrometry.net website, after which the
required user-specific API key becomes available. In addition to these parameters,
the client accepts multiple keyword arguments that are sent to the API and assist in
the calibration. Although providing these values to Astrometry.net does not improve
the chance that an image can be plate solved, doing so has been found to reduce
processing time by an order of magnitude.
Select inputs into the client module are listed in Table 4.1. Note the RA/DEC
angles are variable and depend on the companion star in each image. As images are
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uploaded, Astrometry.net assigns them a Submission ID. After server-side processing finishes, an image is assigned a Job ID, where successful plate solutions return a
nonempty Job Calibrations list. Identified stars in the field, along with their pixel
coordinates, are contained in this list and reference the Henry Draper (HD) catalog.
To retrieve statuses of any given image, POST and GET requests are sent to the
server, whose response is formatted in JavaScript Object Notation (JSON).
Table 4.1: Astrometry.net Inputs
Keyword Argument

Value

Description

scale units

arcsecperpix

Plate scale unit per pixel.

scale est

3.1

Plate scale estimate in arcsec per pixel.

scale err

5

Percent error in plate scale.

center ra

αstar

RA estimate of image center.

center dec

δstar

DEC estimate of image center.

radius

1

Degree search radius around center (α, δ).

downsample f actor

1

Factor to downsample/bin image.

Conveniently, Astrometry.net accepts and solves frames containing streaks. The
iteration uploads one streak image at a time (those filtered by ASTAP and DS9
processing) and waits for the server to process it before continuing onto the next.
However, it was discovered that some images actually solved even if the returned Job
Calibrations list was initially empty (originally indicating a failure). An additional
verification step then involves querying the image status from Astrometry.net to confirm the status that was initially reported to the user. Since both identifiers are saved
after the first upload, these parameters are not only used to verify the solve status of
all submitted images, but also to avoid submitting them more than once.
The Astropy WCS module can then take the astrometric metadata from solved
images and convert any pixel to celestial coordinates. For plate solved images, transforming pixels containing streak endpoints returns the topocentric, not geocentric,
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RA/DEC angles due to parallax. Recall the topocentric equatorial angles computed
with MATLAB and STK are also available for each observation. Therefore, angular
errors between the observed and derived topocentric RA/DEC angles can be found.

4.2.3

Photometry Study

A photometric analysis may be performed on calibrated images. Plate solutions
are not mandatory, though their absence limits the number of known stars in the
FOV to one for their respective images. A method of aperture photometry produces
apparent magnitudes for regions within images. Applying differential photometry also
describes the magnitude differences between satellites and background stars. Accessing an astronomical database provides further reference and utility when deriving
magnitudes.

4.2.3.1

Extinction

Extinction effects must first be considered since an object’s apparent brightness
varies with the amount of atmosphere its light traverses. The number of airmasses
encountered is modeled with [21]

X=

1
cos z + 0.025e−11cos z

(4.2)

where the zenith angle, z, is found by subtracting the EL angle from 90°, and one
airmass represents the amount of air directly through zenith. The approximate form,
X = sec z, is not used since it quickly loses accuracy for observations near the horizon.
Molecular absorption, Rayleigh scattering, and aerosol scattering (from particulate,
water vapor, and pollutants) contribute to the total atmospheric extinction, and are
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expressed in magnitudes per airmass by [21]

EOzone = 0.016
ERayleigh
EAerosol

(4.3a)


−4
h
λeff
− 7,995.82
)
(
m
= 0.1451e
510 nm

 λ
−1.3 
AOD× 510eff
nm
= 2.5log10 e

(4.3b)
(4.3c)

where h denotes the site altitude above sea-level in meters and the effective wavelength, λeff , is set to 0.5 microns based on the CCD’s response curve. The dimensionless aerosol optical depth, AOD, typically varies from year to year and from site
to site. It describes the light obstructed by artificial particulate [21] and is estimated
at 0.07 for the dry southwestern region of the continental U.S.
Atmospheric loss is then a product of the number of airmasses and the total
extinction per airmass (summing the components of Equation 4.3). Specifically,

mE = X(EOzone + ERayleigh + EAerosol )

(4.4)

These relations are adapted from the International Comet Quarterly [21] standards
for extinction correction. Note that observations near the horizon are susceptible to
complex scattering phenomenon. To limit the erroneous estimates of atmospheric
losses in this regime, an upper limit of one mag is placed on the calculated extinction magnitudes. Additionally, a differential extinction correction is not necessary
since the satellites experience virtually the same amount of atmospheric loss as the
companion stars in a given frame.
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4.2.3.2

Photometric Procedure

A virtual observatory (VO) framework consolidates astronomical archives and resources from various organizations for easier access to scientific data. The SIMBAD
astronomical database [45] can be queried in Python by creating a custom VO table that specifies the desired parameters to be returned. This includes the ICRS
(International Celestial Reference System) RA/DEC angles at epoch J2000 for the
companion stars, which also define the image center pointing estimate before submission to Astrometry.net. Note that angles from either Gaia or SIMBAD are sufficient
for this pointing estimate. In any case, using the VO table to retrieve V band fluxes
provides the cataloged stellar apparent magnitudes for many HD stars.
Another function within the main iteration handles the photometric analysis. One
input is the zero-point magnitude needed to offset the instrumental magnitudes in
Equation 2.2. By modifying the observation procedure to capture only stars at various AZ/EL angles and comparing them to their catalog values, an average value can
be found. Thus, Creston data from 8 June 2021, which recorded star fields in nine
equal elevation zones in each cardinal direction, returning valid plate solutions provide
this zero-point. A separate pandas DataFrame (tabular data structure) records the
statuses of these images as they are astrometrically and photometrically analyzed.
The main photometric procedure begins by creating apertures centered on the
single target from DS9 or potentially multiple targets identified by Astrometry.net.
Although conventional apertures implement the full-width at half maximum, it has
been found that circles with radii of five pixels are sufficient in encompassing most
stars in the frame. The length and linearity of streaks warrants using rectangular
apertures ten pixels in height and widths given by their pixel endpoints. The rectangular aperture’s rotation depends on the angular orientation of the streak with
respect to the image x-axis. Pixel counts in each aperture are summed to provide an

61

approximate flux value. Before converting to a magnitude, however, the background
sky level must be subtracted from the object. This is done by summing the values in
an annulus around the aperture, containing only background counts. The inner and
outer annuli are created by adding an additional five and ten pixels, respectively, to
the aperture length. An example demonstrating the aperture placement is shown in
Figure 4.1. Star names are relative to the HD catalog if the image returned a plate
solution, otherwise they reference the HIP catalog.
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Figure 4.1: Aperture Photometry of Star Field Containing ERS-2 Streak

An important effect dependent on the camera parameters is saturation. Intrinsic
to the CCD type, pixels are limited in the number of electrons they can carry by
the full-well capacity or, in some cases, the analog-to-digital converter itself. Once
exceeded, this saturation not only results in erroneous photometric measurements,
but may also cause electrons to bleed column-wise onto neighboring pixels. It follows
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that long exposure times and low gains are primary causes for saturation. A number
of apertures in this study contain some percentage of saturated pixels, and they are
useful in illustrating the impact on calculated magnitude, as discussed in § 5.3.1.
The final stage of the analysis involves an estimation of the satellite size based
on its perceived magnitude. To simplify this process, the object is assumed to be
a Lambertian sphere with an albedo equal to 0.175 [36]. When the properties of a
satellite are unknown, this albedo is the standard value used in approximations. A
characteristic length, LC , is then found with [36]
ρ
LC = 100.2(mSun −mapp ) √
A

s

6π
sin(SP A) + (π − SP A)cos(SP A)

(4.5)

where mSun is the apparent magnitude of the Sun, mapp is the streak magnitude, and
A is the albedo. Range and phase angle data are readily obtained with the TLE for
a given epoch. Actual light geometry will differ based on the object’s true shape,
orientation, and reflectivity as seen by an observer, however this model suffices to
provide initial size estimates.

63

Chapter 5
RESULTS AND DISCUSSION

5.1

Performance Metrics

The first portion of measurable results originates from the observation sessions
themselves. Quantifying the number of images taken illustrates the data size and
effort required during the filtering process. Trends in these data are shown including
the site from which the images were recorded. Lastly, available plate solutions provide
the reference points when deriving angular position errors.

5.1.1

Image Statistics

Between the months of February and June 2021, streak images of 76 satellites
were recorded over 22 nights (see Table D.1 of Appendix D). For these successfully
captured objects, a total of 20,445 frames over 480 exposures were filtered to produce
3,013 usable images. Selecting one image per exposure yields a sum of 313 frames
implemented in the analysis.
Additionally, imaging attempts on 101 satellites failed to produce any streak data.
The grand total of attempted images increases to 67,113 when including these failed
observations. This means only 0.466% of all the recorded images are directly analyzed. Since each one requires 303 kB of memory, the attempted images occupy 20.34
GB of storage space, not accounting for the reduction frames taken each night.
On average, there are about 50.3 images recorded before the streak appears in the
FOV due to the point-and-stare method of beginning an exposure before the satellite’s predicted crossing. With a frame rate of 8.34 frames per second, this equates to
64

a mean period of six seconds spent waiting on any given companion star. Although
time was not recorded during the post-processing phase, blinking through images in
ASTAP and recording pixel coordinates in DS9 is estimated to take upwards of 15
minutes per successful exposure.
Of the 313 FITS files submitted to Astrometry.net, 110 returned an astrometric
calibration. It is believed that too few sufficiently bright sources to produce unique
asterisms in the FOV caused a significant number of failures. The average time spent
attempting to plate solve images was 109.5 seconds, with the quickest solve finishing
in 42.8 seconds. Though some failed solutions reported processing times between 10
and 40 minutes, the time required to calibrate this set of images totaled 571 minutes,
or 9.5 hours. By supplying the plate scale and an estimate of the image center in
celestial coordinates, this execution time was lower by about one order of magnitude
compared to a true blind solution.
Earlier it was mentioned that submitting images to Astrometry.net and determining their solve statuses based on the returned Job Calibrations resulted in some
to be initially marked as failures. There were 45 such images that, once verified
through POST/GET requests, had their statuses updated from failure to success.
An improved method in querying these statuses was not readily found since the Submission ID updates within seconds after receiving the image, and Job Calibrations
may be populated even after the Job ID returns an empty list. Regardless, the
calibrated images contain pixel-to-world information, providing a reference for the
derived topocentric angles.

5.1.2

Observation Trends

A primary goal of this project was to conduct an observation campaign utilizing
a mobile platform specifically to exploit the capability of varying local light pollu-
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tion and elevation constraints. As described earlier, the methodology incorporated in
this system resulted in over three hundred viable FITS files containing LEO satellite
streaks, clearly indicating an overall success. Compared to other Cal Poly researchers,
this sample size is more than triple any previous figures of acceptable satellite captures in the same orbit regime. Additionally, the number of objects viewed is at least
three times greater here. These values are tabulated in Table 5.1.

Table 5.1: Summary of Satellite Observations from Cal Poly Graduates
Researcher

Telescope
Diameter (in.)

FOV

Nights

Observed
Satellites

Good
Captures

Schmalzel (2013)

12

20.90 × 12.10

29

22

96

Strange (2017)

14

22.90 × 15.40

5

20

100

Curiel (2020)

14
14

22.90 × 15.40
32.10 × 21.50

7

16

77

Hernandez (2021)

8

33.10 × 24.80

22

76

313

Initial site planning called for only three locations with roughly equal observing
sessions dedicated to brighter satellites frequently exhibiting magnitudes below 5 mag
at some stage in their passes. To satisfy the requirement of identifying a practical
limiting magnitude, an additional set of observing sessions was to be undertaken at
one of the three sites, instead focusing on satellites with predicted magnitudes above
5 mag. This effectively translates to a transition from observing large spacecraft and
rocket bodies several meters in diameter to CubeSats, which typically fit within one
cubic meter. Recall this also indicates whether Heavens-Above.com or In-The-Sky.org
is primarily referenced for nightly observation planning.
Prefumo Canyon was originally selected to provide these supplemental CubeSat
observations. In one night, four captures of a 1.5U AeroCube 5B were recorded over
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a single pass, which proved to be a rather uncommon occurrence for objects in this
class. Unfortunately, this location’s proximity to the ocean made it susceptible to a
cloudy marine layer and wind gusts over 24 kilometers per hour (15 mph) at dusk.
The inclusion of a fourth location, Creston, addressed this issue since it experienced
less active weather during the evening twilight windows in the late-spring season.
Although multiple images were captured for the AeroCube case in Prefumo, the
observation success rate at Creston was significantly lower given the physical nature
of these satellites. Over six nights, the seven CubeSats yielding at least one capture
are: COMPASS 2 (3U); STARS-EC (2U); UKube 1 (3U); CICERO 6 (6U); VSLUsat
1 (2U); AeroCube 6A (0.5U); Irvine 01 (1U). Unfortunately, none of the Creston
CubeSats yielded enough observations for IOD because they lacked the three minimum captures. It is believed that the satellite attitude combined with a relatively
small form factor caused them to be missed. They are still incorporated into the magnitude calculations covered in § 5.3. To prove an unexpected error did not appear
somewhere in the methodology, two brighter rocket bodies from Heavens-Above.com,
Cosmos 494 and OAO 2, were inserted into the observing schedules of two separate
nights. Both satellites still produced three usable captures, confirming the issue did
not lie with the site or equipment. Therefore, the Creston data contribute only two
objects to the initial orbit study, ultimately performed on 69 of the 76 satellites.
Illustrating the angular positions on the observer’s local sky demonstrates the
SAT’s overall performance. Points in Figure 5.1 represent the AZ/EL angles of the
satellite as it appeared relative to each site (labeled MJV: Mojave Desert; BQT:
Bouquet Canyon; PRF: Prefumo Canyon; CRS: Creston). Observations normally occurred at 35.2° above the horizon, with a standard deviation of 19.5°. The minimum
and maximum elevation angles were 2.8° and 88.3°, respectively. An average orbital
inclination of 79°, combined with site latitudes near 35°, causes satellites to rarely
be seen due east or west at their rise/set times. At the CPO, surrounding buildings
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block elevations below about 25°, the dome covers elevations above 75° [40], and the
camera mount prevents azimuth angles within ±20° of north [36]. For this mobile observatory, 125 captures were recorded within the CPO’s inaccessible elevation zones,
and 70 were within the restricted azimuth region.

Figure 5.1: Topocentric Horizon Angles by Location

Aside from the geometric limitations of optical satellite viewing, each location experiences essentially no obstruction from nearby artificial structures, allowing nearly
complete coverage of the sky (given reasonable weather). Therefore, by removing
AZ/EL limitations present in a typical observatory, satellites are viewable closer to
the horizon (corresponding to lower angular rates) for any azimuth. Also, a mobile
platform does not experience time-consuming dome power issues, as was the case
in [14], reducing overall system downtime due to hardware problems. Note that since
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the topocentric equatorial and look angles are derived values from image data, an
accuracy assessment provides the expected on-sky errors.

5.1.3

Topocentric Angle Errors

For plate solved images, pixels containing streak endpoints may be converted to
sky coordinates. Pixels representing the first streak endpoint are expressed in the
ICRS frame at epoch J2000 with Astropy’s WCS package. As mentioned previously,
parallax causes the angles directly from images to be not in geocentric but rather
topocentric equatorial coordinates. This can be visualized by extending the satellite
geocentric position and topocentric range vectors arbitrarily far away and noticing
they ultimately point to different star fields.
Since the satellite unit range vector is needed for IOD, topocentric equatorial
RA/DEC angles are derived for each analysis exposure using the FITS timestamps,
TLEs, and STK scenarios. Residuals are obtained by subtracting these angles from
the true values returned by the plate solution, if available. Taking the absolute
value allows the values to be reported on a logarithmic scale, necessitated by a few
outlier data, which are shown below in Figure 5.2. Additionally, the median produces
a better representation of the central tendency given the presence of such outliers.
With this, the absolute value median RA and DEC residuals are 11.200 and 6.9600 ,
respectively. For the CCD’s 3.1 arcsec/pixel plate scale, this implies the truth angles
typically differ between 3.62 and 2.24 pixels from the derived ones. Furthermore,
each site produced similar errors distributed around 10 arcseconds such that one did
not clearly outperform the others. Note that Creston is omitted here due to a lack of
data points.
The impact of this difference on IOD solutions is not directly analyzed, though
outliers seen here may be indicative of STK prediction inaccuracy, an along-track
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Figure 5.2: Topocentric Equatorial Angle Residuals by Location
error from an older TLE, or a computer clock offset. Assuming the endpoints within
each image are subject to discrepancies less than about 10 pixels, this is considered
acceptable for IOD given the large angular separation between captures. Trends in
angular position accuracy are not directly compared to those of the CPO since prior
researchers evaluated the observed RA/DEC angles against the TLE in different ways.
Although using the astrometric topocentric RA/DEC would likely provide a slightly
higher fidelity solution, the derived angles from STK are still implemented in IOD
for consistency and completeness.

5.2

Initial Orbit Assessment

Keeping in mind that expected error of any given pointing vector is usually on
the order of tens of arcseconds, solutions to the IOD problem may now be presented.
Of the 76 total objects captured, 69 are eligible for IOD analysis, corresponding to
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305 out of 313 usable frames. Since the TLEs provide the closest approximation to
true satellite states, they are considered the baseline for all computed orbits. Details
on the observed arcs and orbital elements of this sample are tabulated in Table D.2.
Propagating states illustrates the degradation of solution reliability after two hours.

5.2.1

Method Accuracy

Three observations of a satellite are required to obtain an initial orbit. If more are
available, combinations are chosen with an Nt -choose-3 binomial coefficient, where Nt
is the total number of observations, preserving order. For each set of three, an IOD
state vector is computed and compared to the TLE values at the middle observation.
Recall that converting the state vector to an element set requires intermediate knowledge of the specific angular momentum, specific mechanical energy, and conic type.
One initial area of interest was the effect of arc length given multiple possible
observation combinations. For this reason, three cases were considered in addition to
the arithmetic mean for objects returning more than one set of COEs: the median;
a weighted average; and the set corresponding to a maximum on-sky arc (expressed
by its central angle). The weighted average took the elapsed time between the first
and third observations as the weight, benefiting those with longer time spans. There
are then four possible sets of COEs for each combination of three observations, per
solution method. For cases with only one combination, these values are identical
(across either GE or ACO).
In practice, the GE and ACO methods indicated worse errors, by one order of
magnitude or more, with the weighted average approach when compared to the other
cases. For the arithmetic mean, errors were typically similar to the median and
maximum arc, though outliers due to poor orbit solutions made it easily skewed.
The median and maximum arc provided the most accurate and consistent COEs for
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each IOD solution. Since the median orbit found through a combinatorial approach
yielded errors indistinguishable from the maximum arc orbit, only the latter case is
considered during further investigation into IOD accuracy for simplicity while still
investigating variable arc length.
The average angle subtended by the first and last slant range vectors is 112.8°
(1σ: 34.9°). In addition, the minimum and maximum angles were 12.0° and 166.6°,
respectively. Given a 25° elevation constraint at the CPO, the longest possible arc a
satellite spans at this stationary site is roughly 130°. The SAT mobility significantly
broadens sky coverage, as 27 (39.1% of the 69 IOD satellites) arcs subtended angles
greater than 130°. Furthermore, by eliminating the ±20° azimuthal hardware constraint, the mobile observatory equipped with a compact camera provided 70 (23.0%
of the 305 IOD frames) captures within this restricted zone at the CPO.
Considering elapsed time of satellite observations at maximum angular separation, the average value was 6.98 minutes (1σ: 3.12 minutes). A PSLV rocket body
yielded not only the minimum arc length (12.0°), but also the shortest timespan at
1.67 minutes. A Falcon 9 rocket body produced the longest timespan at 15.7 minutes,
whose eccentric 282 × 10, 049 km orbit allowed it to traverse the sky slowly relative
to the other objects. Note that a Cosmos 2237 rocket contributed the maximum arc
length (166.6°) over a 12.9 minute period. Although this maximum arc was recorded
at the Mojave Desert location, the others demonstrated comparable angular separations enabled by the geographic criterion during site selection.
With the arc and timespan trends presented, COEs from the GE and ACO solutions are compared against those from the TLE. Recall that the elements of interest
are: semimajor axis, eccentricity, inclination, right ascension of the ascending node,
argument of perigee, and argument of latitude. Given a wide range of arc lengths
from the 69 IOD satellites, each residual may be plotted against the maximum angular
separation (shaded circles) and timespan (empty triangles), as depicted in Figure 5.3.
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Here, data are represented based on the solution method that produced them instead
of the site from which they originated due to similarities in observation trends. GE
residuals are marked in blue and ACO residuals in black, where median values are
indicated with dashed lines.
Inspecting the subplots containing semimajor axis and eccentricity residuals, Figure 5.3a and Figure 5.3b respectively, reveals the largest discrepancy among both
methods. The near-circularity of most orbits allows ACO to produce values one order of magnitude closer to the baseline than GE. Semimajor axis residuals from GE
lie around a median value of 204.3 km, whereas ACO residuals are centered at 26.4
km. Moreover, the GE eccentricity median residual is 0.0199 while ACO produces
residuals around 0.00281. Since the orbital period is dependent on semimajor axis,
which itself depends on eccentricity, reducing these can have significant implications
for recaptures using the initial orbit. That is, refining the orbit size and shape reduces
the median period error from 4.29 minutes with a GE solution to 33.3 seconds with
ACO. Prediction errors on the order of minutes, as in GE, are unacceptably large
given the short access intervals for these objects. Future pass observations of LEO
satellites are thus more feasible with an ACO approach.
For the next two elements, inclination (Figure 5.3c) and RAAN (Figure 5.3d),
residuals are in the tenths or hundredths of a degree for both methods. The derived
position-velocity state produces an angular momentum vector whose orientation defines these two elements. Because this plane orientation is less susceptible to orbit
circularity, central values from GE and ACO are practically indistinguishable from
one another. The GE and ACO median residuals for inclinations were 0.0648° and
0.0864°, respectively. The marginal difference in inclination is smaller yet for the
median RAAN residuals, with GE at 0.0942° and ACO at 0.103°. Both methods
therefore present errors centered between 0.06° and 0.1° for these two elements.
Lastly, residual arguments of perigee and latitude, Figure 5.3e and Figure 5.3f
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(a) Semimajor Axis

(b) Eccentricity

Figure 5.3: Residual COEs with Maximum Angular Separation (1/3)
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(c) Inclination

(d) Right Ascension of the Ascending Node

Figure 5.3: Residual COEs with Maximum Angular Separation (2/3)
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(e) Argument of Perigee

(f) Argument of Latitude

Figure 5.3: Residual COEs with Maximum Angular Separation (3/3)
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respectively, are also affected by near-circular objects. As the eccentricity decreases,
its associated vector becomes increasingly ambiguous, consequently making the argument of perigee poorly defined. This drives errors from both GE and ACO to
consistently fall within the 20° − 200° range for argument of perigee. The GE and
ACO median residuals are 77.9° and 58.4°, respectively for this element. By factoring
in true anomaly, the argument of latitude residuals are reduced by up to two orders
of magnitude in comparison. ACO delivers a slightly lower median value than GE
for argument of perigee, but the converse is true for argument of latitude. The GE
median for argument of latitude is 0.43°, whereas for ACO it is 0.53°. To illustrate a
normalized view of the overall accuracy, the median elements from each site are listed
as percentages in Table 5.2.
No one site appears to exceed the others in terms of IOD accuracy. The two approaches are fundamentally the same, each incorporating Gauss to produce an initial
orbit. Given angular separations greater than 10° and timespans above 2 minutes,
accuracy remains unaffected by increasing the arc length to span almost the entire
sky with GE and ACO. This can be seen in all the residuals of Figure 5.3, as a larger
arc does not decrease the expected error using a Gauss IOD method. However, this
Table 5.2: Maximum Arc IOD Percent Error Medians
Site

Method

a (%)

e (%)

i (%)

Ω (%)

ω (%)

u (%)

MJV

GE

3.11

981.8

0.081

0.098

80.12

2.76

MJV

ACO

0.32

72.9

0.128

0.102

63.20

2.83

BQT

GE

3.35

1,063.7

0.055

0.055

73.88

1.06

BQT

ACO

0.38

118.9

0.096

0.066

32.24

1.28

PRF

GE

2.36

606.1

0.096

0.052

38.04

0.13

PRF

ACO

0.28

63.1

0.118

0.050

58.78

0.19

CRS

GE

1.41

472.9

0.150

0.333

93.36

0.016

CRS

ACO

0.50

79.8

0.174

0.281

60.29

0.02

Total

GE

2.82

959.4

0.082

0.066

63.28

0.98

Total

ACO

0.37

79.1

0.115

0.082

52.76

1.09
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statement may not extend to other approaches such as Double-r or Gooding.
Residual trends from Table 5.2 confirm that there is no discernible impact on
solution accuracy when varying the observing location. In most cases, the GE or
ACO solutions are within the same order of magnitude across all sites. Overall, ACO
provides orbit size and shape improvement by an order of magnitude compared to
GE. This statement also applies to the one CubeSat (AeroCube 5B) that qualified for
IOD. The ACO residuals for semimajor axis (10.3 km) and eccentricity (8.83 × 10−4 )
presented 97% improvements compared to their GE counterparts. For these two elements, ACO thus achieves considerable accuracy for objects in near-circular orbits,
including any visible CubeSats. In general, the other orbital elements describing plane
orientation and position are comparable (within 1%), with a 10% residual reduction
for argument of perigee from ACO. Since the chosen sites have latitudes around 35°,
observable LEO satellites were typically inclined between 34° and 120°. By moving sites closer to the equator, accessing satellites outside of these bounds becomes
possible.

5.2.2

Propagated Solutions

Cowell’s method is implemented for the two hour propagation, including an analytic Earth oblateness perturbation. Using the orbit generated from the maximum
arc length observations, propagated state vectors from GE and ACO are reported
in one minute intervals and expressed as topocentric horizon angles. Residual look
angles are calculated referencing the TLE orbit to emphasize the impact of an initial
inaccurate solution on future observability. Variations in the GE and ACO values are
plotted in Figure 5.4 and binned at a single time step in Figure 5.5. Some discontinuities in the propagated data are attributed to ode45’s failure to maintain absolute and
relative tolerances set at 10−8 . Objects with unrealistic or inaccurate initial orbits
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will also deviate from the TLE orbit.
For the azimuth residuals in Figure 5.4a, additional discontinuities are apparent
as the computed and reference orbits approach 0° or 360°. In most cases, the computed orbit azimuth lies within about 5° of the TLE for the first 30 minutes. Given
a median period of 102 minutes (1.7 hours), the satellite-observer distance increases
to a maximum after about 45 minutes (0.75 hours). This corresponds to significant
azimuth residuals, shown by the large deviations at that time. More importantly, the
azimuth residuals grow again as the satellite passes overhead in the next revolution.
Looking at the distribution near 1.7 hours (vertical red line) indicates a wider spread
of GE points compared to ACO, suggesting the GE solutions are less reliable. Notice
the relatively higher number of propagation points that fall outside an arbitrarily set
±30° residual range (horizontal red lines) with a GE solution.
Elevation errors in Figure 5.4b are not as susceptible to the range magnitude, but
instead exhibit a gradual increase over time. At 1.7 hours, the GE solutions are still
less consistent than those from ACO. Note the minimum/maximum peaks in ACO
are associated with observations of the previously mentioned Falcon 9 rocket body
(e = 0.424) or Breeze-M debris (e = 0.699), providing the clearest insight into limitations of the underlying assumption.
The median period of 1.7 hours marks the time after which satellites in this sample
are typically located above the horizon in their next passes. Indexing the propagation data in Figure 5.4 at this step and binning them in 1° increments yields the
histograms in Figure 5.5. Recalling that the SAT has a FOV less than one square
degree, satellites with look angle residuals in the ±1° range offer the highest probability of recapture. By looking at the number of objects binned in this region, it
is evident that GE solutions fair poorly against those from ACO. For GE, there are
only 2 satisfactory satellites in AZ and 9 in EL. With ACO, there are 15 acceptable
objects in AZ and 38 in EL, thereby improving orbit reliability fourfold at minimum.
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(a) Azimuth

(b) Elevation

Figure 5.4: GE and ACO 2 Hour Look Angle Propagation
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Figure 5.5: Azimuth (left) and Elevation (right) Residuals After 1.7 Hours

These histograms also clearly display solution consistency.

In the aforemen-

tioned ±30° range, GE has mean AZ/EL residuals equal to −2.56°/ − 3.49° with
1σ: 16.6°/9.96°. ACO has mean AZ/EL residuals equal to 0.549°/0.092° with 1σ:
5.69°/5.66°. ACO residual AZ angles show 78.6% and 65.7% improvements in accuracy and consistency, respectively, compared to GE. For EL, ACO solution accuracy
is 97.4% better and 43.2% more concentrated. Considering the AeroCube 5B case,
incorporating an ACO solution reduces the AZ/EL errors from 39.1°/22.7° with GE to
−19.20 /−29.50 . This indicates potential for maintaining objects within the 33.10 ×24.80
FOV during a subsequent pass, possibly allowing CubeSat recaptures. Future pass
predictions of LEO satellites may thus benefit from assuming a circular orbit.
Note that practical recaptures require further consideration, specifically Earth’s
rotation and solar phase angle. Optical sightings of LEO satellites may then maximize a satellite’s access interval by incorporating a SAT network where at least one
telescope is positioned near the terminator (twilight window) at any given hour. If
IOD solutions are processed and propagated quickly enough (i.e., less than about
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80 minutes after observation), a site may have the highest chance of reacquiring
near-circular LEO satellites, potentially including CubeSats, using an ACO solution.
Similar to the initial orbit analysis, propagated solutions had indiscernible differences
based on the site from where the object was observed. Nonetheless, a mobile platform
not only provides a considerable number of objects with promising opportunities for
recaptures, it also has a strong likelihood of successfully observing future passes due
to its minimizable elevation constraints.

5.3

Satellite Apparent Magnitudes

Results from the mobile SAT’s angles-only IOD assessment were examined in
§ 5.2. Applying image reductions during pre-processing enables streak captures to be
considered for photometric study. By analyzing satellite flux relative to background
stars, and identifying the detectable brightness limits, magnitude trends and the
system’s photometric capability are better understood.

5.3.1

Catalog Comparison and Saturation

Since each capture is submitted to Astrometry.net for calibration, pixel coordinates for multiple stars are often returned so that frames are not always limited to
information from just one star. The main parameter of interest for in-frame stars is
the apparent V band flux, which is returned in magnitudes, since this bandpass is
best represented by the camera’s QE response curve. With star names in the HD or
HIP catalog (depending on whether a plate solution is available), a custom VO table
is used to query the SIMBAD database (DB) for this parameter. General statistical
values for the number of cataloged stars with known pixel coordinates throughout the
observation campaign are tabulated in Table 5.3.
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Table 5.3: Number of Cataloged Stars in Frame
Site

Sum

Mean

Median

σ

Min.

Max.

Captures

MJV

137

1.6506

1

1.4519

0

9

83

BQT

208

1.8246

1

1.6736

0

8

114

PRF

155

1.5196

1

1.6753

0

11

102

CRS

15

1.0714

1

0.2673

1

2

14

Total

515

1.6454

1

1.5848

0

11

313

This table considers only those stars available within the SIMBAD DB that have
associated V band magnitudes. Although the second column indicates a total of 515
stars, 75 were not found in the database based on their names, and an additional
25 were cataloged but lacked apparent magnitude information. This sample of 100
stars was consequently discarded because of missing catalog magnitudes. For this
reason, the minimum number of cataloged stars within an image is zero for most
sites. Furthermore, the most populated fields contained upwards of 11 usable stars,
where the overall average was just under 1.65 stars. Regardless, after implementing
the necessary reductions, comparing the calculated stellar apparent magnitudes to
their catalog values must be shown.
Similar to the IOD figures presented earlier, the photometric analysis replaces
site information in favor of aperture saturation levels. As Table 5.3 indicates, the
number of resolvable stars in a given field does not depend strictly on the observing
site. For the integration time and gain applied to the camera, it was found that
stellar magnitudes below about 7 mag have apertures with at least 20% of pixels saturated. Increasing saturation causes a nonlinear deviation from the catalog apparent
magnitudes, particularly because the apertures cannot accurately convert fluxes to
magnitudes when an excessive portion of pixels are overfull. For stars at magnitude 7
or above, the difference compared to their cataloged values (if available) is typically
within ±1 mag. These stars contain less than 20% of saturated pixels and present
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the most reliable estimates for stellar magnitude.
As an aside, it should be mentioned that initial iterations showed a slight offset
causing stellar magnitudes to be consistently lower than expected. This issue is not
believed to be caused by the bias frames because if they were not included, the overestimate of sky background counts would cause calculated magnitudes to be dimmer
than the truth values. To resolve this, a constant 0.2 mag term is added to the zeropoint, thereby reducing the catalog differences for unsaturated stars. Nonetheless,
photometric studies often use these catalog differences to “correct” the stellar magnitude and ensure agreement with the standardized values. In this research, these
corrections are necessitated by the extreme saturation (> 30%) present in about
one-fifth of the total stars, and are applied in the following subsection on differential photometry (§ 5.3.2). Rather than simply discarding these stars, they are kept
to emphasize the effect of surpassing the lower magnitude threshold. The relation
between stellar brightnesses and their DB values, along with saturation levels, are
pictured in Figure 5.6, where each circle is a cataloged star. Many of the uncataloged
stars (represented by blue X’s) were calculated to be dimmer than 10 mag, and are
included for reference.
Note that outliers associated with unsaturated stars are caused by proximity
to a significantly brighter star or the bright sky background at dusk. Recall that
the extended nature of satellite streaks requires rectangular apertures (defined only
knowing the endpoints) to encapsulate them. The observed streaks experience saturation to a lesser extent, given the motion during exposure and consequently larger
aperture areas. Relative to their respective sample sizes, 82.3% of stars have less than
30% of pixels saturated, compared to 95.2% of streaks at the same saturation level.
The profile describing streak and stellar magnitudes most susceptible to saturation
can be seen in Figure 5.7. Yellow circles represent cataloged stars from Figure 5.6
and black circles correspond to the apparent streak magnitudes.
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Figure 5.6: Observed Stellar Apparent Magnitudes Compared to Catalog
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Figure 5.7: Comparison of Streak and Stellar Saturation Levels
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Streaks and stars exhibit the same general nonlinear increase in saturation with
decreasing apparent magnitude. The star data curve lies above the streak data due
to the satellites having larger aperture areas and thus more pixels included. In either
case, magnitude accuracy decreases considerably (by 1 mag or more) as saturation
exceeds about 30%. Stellar magnitudes may be adjusted using their catalog values,
though no such corrections exist for streak magnitudes. Given the dependence on
system exposure parameters and limitations, the exact curvatures illustrated here
are expected to change with different observing equipment and settings. Platform
mobility among the sites is not considered to be a factor in the number of stars
present in each frame, nor does it alone reduce the amount of saturation present in
bright stars and streaks.
One area of further research may look to quantify the effects of saturation on
magnitude accuracy of brighter sources when varying key values such as integration
time and gain. In any case, another relationship worth exploring is that between the
streak and stellar magnitudes relative to each other. The sample of 515 cataloged stars
complements the apparent streak magnitudes when quantifying satellite brightness
trends.

5.3.2

Differential Photometry

Before comparing the streak magnitudes, first suggested in Figure 5.7 above, to
stellar magnitudes, general trends are discussed. The lowest apparent satellite magnitude of any site was recorded at Bouquet Canyon, with a value of 3.601 mag, and
the highest was 9.472 mag recorded from Prefumo Canyon. Among all locations, the
average magnitude lies between 6.3 and 6.8 mag, with a total mean of 6.536 mag and
a standard deviation of 1.33 mag. Table 5.4 summarizes the streak magnitude values,
along with the total analysis captures recorded at each site.
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Table 5.4: Streak Magnitude Statistics

MJV

Mean
(mag)
6.415

Median
(mag)
6.255

σ
(mag)
1.333

Min.
(mag)
4.096

Max.
(mag)
9.453

BQT

6.393

6.368

1.276

3.601

9.004

114

PRF

6.771

6.772

1.327

4.183

9.472

102

CRS

6.696

6.971

1.640

4.509

9.263

14

Total

6.536

6.498

1.330

3.601

9.472

313

Site

Captures
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It is difficult to definitively say one site photometrically outperformed any other
because in reality, each one provided extraordinary quantities of usable data, with
Creston as an exception. Although a larger sample of CubeSat images would have
been ideal to refine the upper limit of practical observability, this value can still be
estimated using the images obtained at other sites. In Figure 5.6, clearly some stars
lie in 11th or even 12th magnitudes, however this does not imply that satellites are
within the same region. Their motion across the FOV causes their photons to be
dispersed over an elongated area rather than focused onto a single point during integration. This effect makes dimmer satellites harder to detect and resolve, limiting
the upper observable magnitude.
Another parameter affecting apparent magnitudes in general is the elevation angle
at time of observation. Earlier discussion on extinction in § 4.2.3.1 presented various
models for atmospheric corrections based on angular distance from zenith. However,
extinction accounts for only part of the satellite dimming at low elevations. The
rest is attributed to an increasing dependence on orientation and distance from the
observer. To visualize this, the angle subtended by the satellite’s longest physical
dimension is at a maximum near zenith and a minimum near the horizon. Decreasing this angle places a greater demand on proper attitude to reflect sunlight directly
towards an observer. At elevations less than 10°, satellites on the order of tens of meters in length, such as rocket bodies, have the highest chance of being captured. The
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effect of elevation on streak magnitude and a linear least-squares fit (blue line) are
illustrated in Figure 5.8. Notice how pixel saturation is most prevalent at elevations
around 20° for apparent magnitudes below 5 mag.
Streaks below 5 mag are consistently elevated above 20°, whereas streaks above
8 mag are typically found below 30°. Of the seven CubeSats observed at Creston,
UKube-1 was captured at the lowest elevation angle, 6.1°, and corresponded to the
highest magnitude, 9.263 mag, for this site. However, Table 5.4 indicates this is not
the overall maximum magnitude, which is actually 9.472 mag from the AeroCube
5B (elevated to 21.8°) recorded in Prefumo Canyon. Therefore, the upper practical
limiting magnitude with the settings and apparatus is just under 9.5 mag for LEO
satellites, and approximately 12 mag for stars.
With the streak and star magnitudes calculated, differential photometry can be
performed. This process involves simply subtracting the stellar magnitude from streak
magnitude within each frame. This difference effectively nullifies any uncertainty in
the extinction parameter since it gets canceled within the subtraction. Saturation
trends for both streaks and stars are carried through this magnitude difference. However, since the offsets between the calculated stellar magnitude and catalog values
are known, they are added to the difference, thereby correcting the stellar magnitude
values. One set of data containing the differential photometry results is thus shown in
the two subplots of Figure 5.9, color-coded by the level of pixel saturation associated
with the star(s) (top subplot) or streak (bottom subplot) in the frame.
For captures with multiple stars in the FOV, differences relative to the associated
streak lie vertically about the same apparent magnitude. Inspecting this graph reveals that streaks below 6 mag are consistently brighter than their companion stars
and above 7 mag, they become progressively dimmer. The catalog correction applied
to stars shifts the differences upward for initial underestimates and downward for
overestimates of stellar magnitudes. This factor is not applied to the streak magni-
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tudes primarily because of the disproportionate effect of saturation. That is, stellar
magnitudes below 7 or 8 mag can yield offsets approaching 1 mag or greater, appropriate to adjust overly bright stars but not the streaks themselves. Applying a
correction to streaks would shift the data in Figure 5.9 horizontally, but omitting it
implies the calculated streak magnitudes are taken as truth. Given the inclusion of
necessary image reductions and the trend in Figure 5.6, this assumption is acceptable
for cases where aperture pixel saturation does not exceed about 30%. In any case,
these trends illustrate how the satellite’s magnitude is expected to contrast with any
given background stars within the image.
Generalizations of the mobile platform’s photometric performance compared to
the CPO are made with Schmalzel’s findings. Although the procedure differed, the
12-in. Meade LX200 was able to provide apparent magnitudes of the Globalstar constellation, which typically fell between 6 and 10 mag [36]. With an 8-in. Meade
LX200GPS, the practical upper limiting magnitude of 9.472 mag demonstrates the
viability of a mobile observatory for LEO satellite photometry. It is unclear whether
the lower value of 6 mag at the CPO was a product of the objects being observed,
the telescope itself, or some other variable. Regardless, the experimentation here estimated the lower limiting magnitude at around 3.601 mag, below which streaks are
still visible lose photometric reliability.

5.3.3

Size Estimates

Converting the apparent magnitude of an optical glint into a physical length provides an approximate object size. With the equation given by Equation 4.5, the
calculated satellite magnitudes are compared against the Sun’s apparent magnitude
(−26.74 mag) and graphed in Figure 5.10. Recall the characteristic length represents
the diameter of an idealized sphere with uniform diffusivity. Plate solutions, magni-
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tude values, and characteristic lengths are detailed in Table D.3.
In this sample, the average derived satellite length was 3.83 meters (1σ: 2.61
meters). Also, the minimum and maximum lengths were 40.6 cm and 23.8 meters,
respectively. Given that a majority of the objects were rocket bodies, and no attitude
information, the average and maximum values are reasonable. Only six satellites
reported characteristic lengths below one meter, which is in agreement with the relatively few CubeSats and debris observations included in the campaign. As magnitude
decreases, the logarithmic increase in LC is most evident near 1,000 km in range. It
also follows that for larger range values, the apparent streak magnitude must be
higher to maintain a particular characteristic length. This is clearest around LC = 2
meters, as the magnitude will increase from 6.5 to 9 mag within a range increment of
2,000 km.
Data points corresponding to the maximal apparent magnitudes estimate values
for the minimal satellite sizes consistently observable. For this system (and assump91

tion), below 2,000 km range the smallest objects are on the order of tens of centimeters, and roughly one meter for ranges exceeding 2,000 km. Cases with saturated
streak apertures inherently overestimate the true apparent magnitude. Consequently,
the brightest objects, located in the upper left region of Figure 5.10, are potentially
larger than the model indicates. Therefore, LEO rocket bodies or similarly sized objects above one meter are readily imaged on a consistent basis. However, CubeSats
and debris below this threshold are elusive and rely increasingly on ideal attitude,
elevation, and range conditions to be viewed. The successful CubeSat images from
this project, listed in Appendix E, demonstrate the difficulty of capturing these small
satellites. Regardless, this model overestimates the maximum dimension of CubeSats
by up to tens of centimeters. That is, the AeroCube 5B has a maximum length of 15
cm, but was still visible with this telescope. Unless it was equipped with a deployable
solar sail, the most likely reason it was still captured is because of its reflectivity and
Sun-observer orientation. Thus, the lower size limit on the model should not be taken
as absolute when satellite albedo and attitude are unknown.
Although noticeable photometric discrepancies from varying sites were not found,
this is attributed to the similar environmental parameters present in each of them.
Nevertheless, the primary attributes of the mobile observatory that cannot be understated are its adaptability, efficiency, and sky coverage. The system was shown to be
capable of operating effectively, regardless of where it was positioned, and obtaining
extensive arcs from a variety of LEO objects. In addition to the photometric investigation that approximated the practical limiting magnitudes from these objects, size
estimates indicate CubeSats are observable, albeit infrequently. These estimates also
confirm that meters-long satellites reliably produce magnitudes at or below the lower
practical limiting magnitude. A mobile platform can thus generate datasets multiple
times larger than from a traditional observatory, providing substantial information
on the orbital, astrometric, and photometric description of LEO satellites.
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Chapter 6
CONCLUSION

6.1

System Performance

The process of employing a mobile SAT equipped with a CCD camera for anglesonly LEO satellite IOD and magnitude derivation has yielded exceptional data for
analysis. Not only is feasibility of conducting observations with a SAT from various
locations demonstrated, its performance exceeded expectations in satisfying the objectives set forth in this project. Regarding the SDA mission, this optical system’s
nominal operation offers insight into potential utility when considering such a sensor
for LEO satellite characterization.
A primary attribute of the telescope explored throughout the observation campaign was its versatility. During the initial planning phase, only three sites were
selected for imaging satellites. When adverse weather effects compromised consistent
measurements at evening twilight, the solution involved simply including another site.
Unfortunately, observing sessions at this fourth location were dedicated to capturing
satellites whose longest dimensions were tens of meters less than previously scheduled
objects, causing its effectiveness to appear diminished. Nonetheless, comparing the
results from each site fails to show any one is undoubtedly superior over the other in
IOD or observational astronomy.
Even if any one location did not outperform the other, in total they still produced
more than triple the usable data of any prior researcher at Cal Poly. Over 22 nights,
76 objects yielded a collection of 3,013 successful FITS images, of which 313 were
directly analyzed. By removing prohibitive artificial obstructions, such as a dome
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or nearby buildings, and reducing the effects of natural ones, the SAT maintained
clear line-of-sight to objects at elevations as low as 2.3° and upwards of 88.3°. The
110 images returned by Astrometry.net with an astrometric plate solution indicated
a median topocentric RA and DEC pointing error of 11.200 and 6.9600 , respectively,
compared to the pixel transformation through STK and MATLAB.
Given on-sky angular separations ranging between 12.0° and 166.6°, no clear advantage was found when consolidating the data from satellite passes with more than
three observations. The COE sets corresponding to a median and maximum angular
separation provided accuracy within the same order of magnitude, both noticeably
matching the TLE prediction compared to the weighted and arithmetic averages investigated. The IOD analysis explored the case of maximum angular separation when
comparing the GE and ACO approaches. Semimajor axis and eccentricity residuals
presented the largest differences between methods, with ACO outperforming GE by
one order of magnitude for both elements. Comparable percent errors below 0.1%
were obtained for inclination and RAAN with GE and ACO. Argument of perigee
was between 32% and 93%, while argument of latitude centered around 1% across
both methods.
Propagating IOD solutions forward in time, including a simple estimate of the
perturbation caused by Earth’s oblateness, illustrated the impact of error in the initial orbit on future observations. For LEO satellites, the circular orbit assumption
was not only appropriate, but also exhibited considerably less deviation from the
TLE prediction. At 1.7 hours after the observation, AZ and EL residual angles of 15
and 38 satellites were projected to remain within ±1° for an ACO solution, compared
to the 2 (AZ) and 9 (EL) from the GE approach. Any satellites with near-circular
orbits, especially low-altitude CubeSats such as the AeroCube 5B, may benefit from
the assumed circular orbit method, though the case of a Falcon 9 rocket body exemplified the unacceptable error inherent to eccentric trajectories.
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Derived stellar magnitudes below approximately 7 mag deviate nonlinearly from
their true catalog values by up to 4 mag because of saturation effects. A total of
615 stars returned pixel coordinates during the astrometric calibration process with
Astrometry.net, of which 515 contained apparent visual magnitudes in the SIMBAD
DB for photometric analysis. Pixel saturation followed the same trend of increasing
with decreasing apparent magnitude for stars and streaks, though the latter experienced this to a lesser extent because of larger aperture areas. An inverse relationship
between EL and streak magnitude was illustrated, and the acceptable upper (lower)
apparent magnitude bound for photometric study is estimated at 9.47 (3.60). Given
the above sample of cataloged stars, which are corrected using their respective offsets,
streaks at 6 mag or below tended to be brighter than background stars, but become
appreciably dimmer at 7 mag and above. Lastly, the minimum and maximum satellite
characteristic lengths were estimated at 40.6 cm and 23.8 meters, respectively.

6.2

Lessons Learned

As with any project, this work encountered a fair number of obstacles. A brief
discussion on the major challenges is presented below.

• Anticipate Poor Weather The platform’s mobility enabled it to reduce environmental effects, however one factor affected visibility at each site: weather.
As reliable as forecasts are, six observing sessions required cancellation due to
cloud coverage and/or wind speeds near or exceeding 32 kph (20 mph), even
though acceptable viewing conditions were predicted. An active atmosphere
readily degrades observation quality, causes dew to form on the primary optics,
and threatens to topple a telescope mounted on a field tripod. These effects
were particularly pronounced at Prefumo Canyon, whose prevalent marine layer
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and strong winds near dusk caused three of the total weather-related cancellations. It is therefore suggested to account for such unavailable nights during
the initial observation planning phase.
• Develop the Operational Procedure Early Understanding the equipment
as described in Chapter 3 took a significant amount of time and effort. Before
consistent satellite observations even began in February 2021, 12 prior observing
sessions throughout January were dedicated solely to developing the operational
procedure outlined in Appendix B. These nights were essential to understanding
how the telescope mount communicated with TheSkyX, and the camera with
SharpCap. Furthermore, following the same routine during satellite observation
ensures consistency and provides the highest chance of successful captures. An
essential component of observational astronomy is knowing the apparatus well.
• Explore Multiple Approaches to Astrometry Before conducting the astrometric and photometric study above, the previous Cal Poly researchers’ primary
method of converting pixels to topocentric equatorial angles involved propagating the TLE in STK. Although advantageous in providing angles for each
capture, it does not scale well with increasingly large datasets, and only yields
angles for the manually selected endpoints. Creating a scenario, entering the
satellite information, and saving the reported angles is time-consuming and
error-prone. For this reason, the Astrometry.net API offered an attractive,
alternative approach to completely and programmatically plate solve images.
Other methods of pixel-to-world transformation, including the Photutils detection and SExtractor tools, were considered but not implemented in this research.
A decision regarding the astrometric method used should then be made early
in the project’s lifetime.
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6.3

Future Research

Several areas of interest not explored here may be topics of future research, which
are as follows:

• Comparison to Different Orbital Altitudes The satellites recorded here
belong primarily to the LEO regime, and all relevant analyses rely on a distinct
streak signature imposed on the sidereal-tracking system. Increasing the altitude of a circular orbit modifies this shape, causing the overall streak length
to shrink until it becomes point-like at GEO, for example. As the satellite
grows more distant (or exposure time decreases), its pixel start and end points
approach one another, potentially complicating the coordinate transformation
through STK. One study may look to characterize apparent magnitudes of
satellites orbiting at different altitudes. Objects physically farther away are
associated with longer dwell times over the observer’s local sky, however their
considerably higher magnitudes may require a telescope with greater sensitivity
or a modification to the camera settings.
• Intrinsic Magnitude and SPA Analysis The photometry procedure above
produced magnitudes based on the flux estimates from image counts. A simple
photometric model is presented in Cognion [11] for GEO satellites with large
SPA and a spherical Lambertian shape assumption. With flux from this model,
the satellite range, and a known intrinsic magnitude, it is possible to estimate
the satellite’s apparent magnitude. The intrinsic values for many large spacecraft and rocket bodies are available on Heavens-Above.com, standardized to
1,000 km altitude. However, it is unclear exactly how these magnitudes are obtained, requiring further research into their derivation or using another source.
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In any case, comparing results employing this model to traditional aperture
photometry may provide evidence to support or discourage its use.
• Automating Data Reduction The process of manually filtering images containing streaks and identifying endpoints may be considered unacceptably inefficient. Streak detection algorithms are not uncommon, though implementing
one can prove technically challenging. A benefit of successfully doing so involves automation of an otherwise tedious step in data reduction. Furthermore,
depending on how streaks are identified, it might also be possible to generate
refined aperture shapes compared to simple rectangles. Automating data reduction could have made a greater portion of the overall 3,013 good captures
more readily available for analysis.
• Consolidating Optical Fence Observations Angle measurements taken
from any one site are generally limited in terms of the orbital fidelity they
can achieve. By combining data from multiple optical telescopes imaging a single satellite, the solution accuracy increases as a result of position triangulations
not possible with only one station. Through networks of (potentially mobile)
interoperable SATs such as the Meade LX200GPS, greater optical surveillance
of the LEO regime, along with numerous estimates for visual magnitude, may
be obtained. Such quantities of potentially simultaneous data could be valuable
and cost-effective additions to the SSN sensors, and overarching SDA mission.
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APPENDICES

Appendix A
SAFETY CONSIDERATIONS

The nature of this thesis requires travel among several outdoor areas and, as such,
certain safety guidelines are established. Strict adherence to the criteria listed in this
reference is paramount for preventing injury and illness during experimentation.

• Always observe with at least one other person.
Rationale: A minimum of two people are needed in the event that one person is
injured or incapacitated. Notifying others of observing details is strongly suggested. Experiments are typically never performed independently; observational
astronomy is not an exception.
• Bring extra articles of clothing.
Rationale: Mobile observatories lack any ability to retain heat since they are
not housed within a building. Prolonged exposure to chilled air lowers one’s
immune system and may result in a viral respiratory infection or hypothermia.
Winter temperatures in dry deserts reaching −13 °C (8 °F) warrant the use of
additional clothes to stay warm.
• Maintain a reasonable distance away from main roads.
Rationale: Areas near proper roads typically offer sufficient flat ground for
telescope assembly and therefore minimize hazards from equipment slipping or
tipping. Unpaved roads may be private; always verify accessibility to the public
as trespassing will cause adverse attention and consequences.
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• Be aware of local wildlife.
Rationale: Developing methods of risk mitigation becomes necessary whenever
contact with potentially dangerous animals, insects, or plants arises. Caution
must be taken to not disturb the local ecosystem and a “leave no trace” policy
should be upheld.
• Carry a first aid kit and adequate light source(s).
Rationale: Minor injuries may be treated soon after they happen. Flashlights
and headlamps are usually necessary for seeing in the darkness. A red filter is
recommended to reduce extraneous brightness.
• Dial 911 (or equivalent number) for serious emergencies.
Rationale: Unexpected events out of one’s control are always a possibility during an experiment. Albeit rare, necessary authorities are to be immediately
contacted should someone’s health or safety be threatened.
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Appendix B
OPERATION PROCEDURE

To preserve homogeneity during data collection, a manual detailing the observational operations must be created. The procedures presented here combine those
defined in Meade’s LX200GPS Telescope Quick-Start Guide and by the Cal Poly
Physics Department for the CPO.

Equipment: 8-inch Meade LX200GPS SCT, 8 mm × 50 mm Viewfinder,
Lumenera SKYnyx2-0M CCD Astrophotography Camera, f/3.3 Focal Reducer, Field Tripod, Laptop, Autostar II Handbox, 1.5V C Cell Alkaline
Battery (x8; optional), Cables (USB 2.0 and RS232), USB Flash Drive,
Table

Assembly

1. Hold the collapsed field tripod vertically and gently extend two legs away from
the third. Ensure legs are fully extended across flat ground and mount lies
horizontally.
2. Tighten any lock knobs on tripod by hand. If not already equipped, secure a
threaded rod and spreader bar to the tripod with a “C” clip.
3. Remove the LX200GPS from its container and place it atop the tripod, aligning
the threaded rod with the central bore underneath the telescope base.
Note: Positioning the telescope such that it faces North is preferable for
ease of orientation during operation.
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4. Firmly tighten the tension knob below the spreader bar to fasten the telescope
and tripod.
5. Open the battery compartments under each of the telescope fork arms and insert
four C cell batteries into the holders, if necessary. Verify the covers are closed
once complete. Alternatively, connect an external power source to the 5V DC
input directly.
6. Assemble the table and place the laptop on it. Connect the camera and telescope
mount cables, along with the flash drive, to the laptop’s USB ports.
7. Connect the Autostar II handbox cord to the port labeled HBX on the telescope, and an RS232 cable into either of the RS232 ports.
8. Attach the focal reducer to the camera. Manually loosen the Declination Lock
on the telescope, position it horizontally, and tighten the lock. Affix the camera,
focal reducer, and viewfinder to the telescope.
9. Ensure the camera and telescope are properly connected to the laptop.

Camera Calibration

1. Open the SharpCap application on the laptop. In the Cameras tab, click on
Lumenera SKYnyx USB 2.0 Camera under the DirectShow Cameras
option.
2. Go to File → SharpCap Settings → Filenames, and designate the save
location for the calibration images.
3. From the Camera Control Panel on the right, set the Save Format to FITS
and FPS to 8.34. In the Image Controls tab, increase the Exposure Time
to 121.5 ms and Gain to 23.815.
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4. With the telescope covered, navigate to Capture → Capture Dark..., enter
20 for the number of images to be averaged, save to the Capture Folder, and
select Start.
5. In the Camera Control Panel, return to the Image Controls dialogue and
set the Gain to 1.000. Remove the telescope cover and point it within about 20°
of zenith by loosening the Declination Lock and manually aiming the telescope
upwards (tighten the lock after).
6. Navigate to Capture → Capture Flat... and enter 20 for the number of
images to be averaged. Ensure the options to Capture and Subtract Bias
Frames, Create Monochrome Flat Frame, and Apply New Flat When
Capture Complete are all selected.
7. Since the blue sky near sunset provides the background illumination for the
flat frame, wait until a green OK is shown in the Histogram Status before
selecting Start.
Note: The logarithmic histogram of pixel values peaks between 50 and 80
percent of pixels saturated at the time of flat frame recording.
8. In the Camera Control Panel, enter the file path to the dark and flat frames in
the Pre-processing tab, and reset the Gain to 23.815 in the Image Controls
section.
9. Loosen the Declination Lock, align the telescope horizontally, and tighten. The
telescope should now face the northern horizon.
10. Revisit File → SharpCap Settings → Filenames and designate the capture
location for the first planned satellite.
11. Verify Quick Capture is set to 200 Frames.
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Telescope Calibration

1. Flip the telescope power switch to the ON position. The handbox will show
“AUTOSTAR II” then “Initializing SmartDrive.” If a prompt to align does not
appear, it can be found by navigating to Setup → Align Automatic.
2. The telescope will record latitude, longitude, and time from its GPS receiver,
followed by the calculations for North, mount tip, and mount tilt.
3. While waiting for the previous step to complete, open TheSkyX on the laptop.
Under Input → Location, ensure the proper latitude, longitude, height, and
timezone information is displayed.
4. In the Telescope tab, verify “Meade Instruments LX200 8” f/10 SCT” is reported to the left of Mount Setup... and select Connect under the Start Up
option. A green “Connected” status will appear once the mount and laptop are
successfully linked, at which point the approximate telescope pointing displays
on the sky map as yellow concentric circles.
5. After mount calibration, the telescope will slew to a star, with the handbox
reading “Slewing to Star” followed by “Center on Brightest Star.” Change the
slew speed by pressing Number Keys 1 then 6 for 0.5°/sec maneuvers if the
offset between the star and camera center exceeds one degree. Press the Arrow
Keys until the star nears the Viewfinder center.
Note: If there is ambiguity on which bright star to slew, choose the one
that appears nearest to the yellow circles on TheSkyX. Also, enabling the
cross-hairs feature in SharpCap aids in performing slight adjustments.
6. Press Number Keys 1 then 3 for 0.033°/sec slew speeds and use the Arrow Keys
to guide the star to the camera center viewed through SharpCap.
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7. Select ENTER and repeat for the second star.

Operation

1. In TheSkyX, navigate to Input → Satellites and select Import From File....
2. Enter the file path containing the TLE of the first satellite to be observed.
Ensure the Show satellite paths option is checked with Length: set to a
minimum of 30 minutes.
Note: Increasing the Brightness may improve visibility of the satellite,
which is shown as a gray dot, among background stars in the sky map.
3. Find an unobstructed star near the horizon where the satellite is expected to
rise, particularly one that lies within a half degree of the satellite predicted
path.
4. Select Slew and confirm.
5. Open a text file containing satellite names. Below the first satellite, record the
name of the brightest star in the field of view.
6. Approximately 10 to 20 seconds before the satellite passes the reference star,
select Quick Capture in SharpCap to begin recording images.
7. Monitor the camera feed for the satellite streak and TheSkyX for the predicted
position. If a streak appears or the satellite is about 15 seconds further in its
orbit (beyond the current reference star), the image recording may be stopped.
8. Find the next reference star using TheSkyX and type its name in the text file.
Select Slew and confirm.
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9. Continue recording images and reference star names until the satellite descends
below the horizon. Save the text file.
10. Update the SharpCap save path for the next satellite and import its corresponding TLE into TheSkyX.
11. Repeat the Operation process until the list of satellites is exhausted.

Disassembly

1. Verify all files have been successfully stored on the flash drive.
2. From the Cameras tab in SharpCap, select Close Camera. Within TheSkyX,
choose Shut Down then Disconnect. Exit out of any open applications.
3. Switch the mount power to the OFF position. Loosen the Right Ascension
Lock, return the telescope to its home position facing North, and tighten the
lock. Loosen the Declination Lock, align the telescope horizontally, and tighten
the lock. Replace the telescope cover.
4. Disconnect all wires connecting the mount and laptop, including the handbox.
5. Remove the camera, focal reducer, and viewfinder from the telescope. Loosen
the Declination Lock, position the telescope pointing downward, and tighten
the lock.
6. Unscrew the tension knob until it falls to a neutral position. Place the telescope
in its container and fold the tripod.
7. Store the laptop, cables, and flash drive. Collapse the table.
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Appendix C
SETUP AND PROFILES

One image of the system setup is presented here, acknowledging that the assembly
is identical among each observing site. Pictures of the horizon profile at each of the
four locations are also shown here for reference. The first profile image starts pointing
at North, increasing eastward from left to right, and the second image continues that
profile until North is reached again, vertically centering on or near 0° elevation.

Figure C.1: Assembled Apparatus in the Mojave Desert
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Figure C.2: Mojave Desert Horizon Profile

Figure C.3: Bouquet Canyon Horizon Profile
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Figure C.4: Prefumo Canyon Horizon Profile

Figure C.5: Creston Horizon Profile
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Appendix D
SATELLITE LISTS

The following three tables contain general information on all the objects successfully captured and included in this thesis. Reported times in Table D.1 reference
the first observation for a given object on the date specified. For each overhead
pass, the total number of captures analyzed is also displayed. Maximum angular
separations and time spans are listed in Table D.2, along with the TLE semimajor
axis, eccentricity, inclination, and period values at the observation epoch. Lastly,
plate solutions, satellite apparent magnitudes, and minimum/maximum characteristic lengths are tabulated in Table D.3. All objects are accompanied by their NORAD
identifiers.
Table D.1: List of Observed Satellites
Site
MJV
MJV
MJV
MJV
MJV
MJV
MJV
MJV
MJV
MJV
MJV
MJV
MJV

UTC Time
2021-02-23
2021-02-23
2021-03-02
2021-03-02
2021-03-02
2021-03-02
2021-03-03
2021-03-03
2021-03-03
2021-03-09
2021-03-09
2021-03-09
2021-03-09

03:29:58
03:15:41
02:35:41
03:06:36
03:22:52
03:41:05
02:32:43
02:54:33
03:31:54
02:30:13
03:05:52
03:22:23
03:37:08

Satellite Name

NORAD

Captures

Cosmos 2154 Rocket
Meteor 1-25 Rocket
PSLV R/B
Cosmos 2237
CSL-04 Rocket
Cosmos 2333 Rocket
SL-16 R/B
H-2A R/B
SME Rocket
Cosmos 1666
CSL-04 Rocket
Okean 3
Cosmos 2237 Rocket

21667
8846
36800
22565
25732
24298
31793
27601
12889
15889
25732
21397
22566

7
6
3
3
4
3
3
8
4
3
6
3
7
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Site
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
BQT
MJV
MJV
MJV
MJV
PRF
PRF
PRF
PRF
PRF

UTC Time
2021-03-19
2021-03-19
2021-03-19
2021-03-19
2021-03-21
2021-03-21
2021-03-21
2021-03-21
2021-03-21
2021-03-22
2021-03-22
2021-03-22
2021-03-22
2021-03-22
2021-03-22
2021-03-22
2021-03-29
2021-03-29
2021-03-29
2021-03-29
2021-03-29
2021-03-30
2021-03-30
2021-03-30
2021-03-30
2021-03-31
2021-03-31
2021-03-31
2021-03-31
2021-04-09
2021-04-09
2021-04-09
2021-04-09
2021-04-28

02:51:04
03:01:06
03:46:53
04:01:18
02:41:27
02:53:40
03:05:27
03:18:30
04:06:16
02:43:36
02:55:42
03:07:05
03:25:36
03:45:18
03:59:08
04:11:48
02:50:30
03:02:27
03:14:04
03:30:29
03:56:54
03:06:45
03:25:03
03:40:42
03:55:54
02:58:22
03:07:53
03:18:28
03:55:39
03:35:03
03:48:06
04:00:59
04:13:54
03:41:00

Satellite Name

NORAD

Captures

Cosmos 1821 Rocket
Cosmos 2297
Cosmos 1605 Rocket
Cosmos 1598 Rocket
Okean-O
Cosmos 2208 Rocket
IRS-P2 Rocket
Cosmos 1943 Rocket
Falcon 9 R/B
SAR-Lupe-1
Deb Agena D
In-Cosmos 22
Breeze-M Deb (Tank)
Cosmos 2298 Rocket
Cosmos 972 Rocket
Cosmos 2173 Rocket
ERS-2
CSL-04 Debris
Cosmos 1383 Rocket
Cosmos 2173 Rocket
Cosmos 1680 Rocket
Cosmos 2100 Rocket
Meteor 2-10
Cosmos 923 Rocket
NOAA 14
HJ-1C
Meteor 1-22 Rocket
Cosmos 1674
Cosmos 465 Rocket
ERS-2
Meteor 1-21 Rocket
Lacrosse 5
Cosmos 1072 Rocket
Cosmos 2237 Rocket

17526
23404
15360
15293
25860
22081
23324
19120
37253
29658
4614
12645
36360
23432
10541
21797
23560
25733
13302
21797
16012
20805
14452
10121
23455
38997
8294
15944
5685
23560
7715
28646
11239
22566

4
5
4
4
3
3
4
11
8
4
3
7
5
5
3
3
5
3
3
3
4
4
6
6
4
6
5
6
6
3
4
3
3
4
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Site
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
PRF
CRS
CRS
CRS
CRS
CRS
CRS
CRS
CRS
CRS

UTC Time
2021-04-28
2021-04-28
2021-04-28
2021-04-29
2021-04-29
2021-04-29
2021-04-29
2021-04-29
2021-04-30
2021-04-30
2021-04-30
2021-04-30
2021-04-30
2021-05-05
2021-05-05
2021-05-05
2021-05-05
2021-05-05
2021-05-05
2021-05-06
2021-06-01
2021-06-02
2021-06-03
2021-06-04
2021-06-04
2021-06-04
2021-06-05
2021-06-06
2021-06-06

04:04:23
04:17:15
04:25:16
03:35:36
03:46:49
04:03:31
04:15:58
04:43:49
03:45:12
03:55:50
04:12:06
04:23:22
04:40:28
03:31:29
03:44:27
03:59:01
04:13:17
04:33:00
04:47:46
03:28:59
04:27:42
04:41:15
04:20:00
04:01:23
04:07:57
04:49:19
04:02:33
04:17:43
05:07:03

Satellite Name

NORAD

Captures

Meteor 2-3 Rocket
SJ-6B
Cosmos 2151
Cosmos 44 Rocket
Cosmos 1809 Rocket
Cosmos 858
FALCON 9 R/B
Cosmos 2227
Cosmos 1076 Rocket
Cosmos 2266 Rocket
Meteor 1-20
FALCON 9 R/B
Cosmos 2263 Rocket
DELTA 2 R/B (1)
Gbstr 26 Del Rocket
Meteor 2-2 Rocket
MetOp-A
Meteor 2-15 Rocket
Cosmos 1375 Rocket
AEROCUBE 5B
COMPASS 2
STARS EC
UKUBE-1
Cosmos 494 Rocket
CICERO 6
VZLUSAT 1
AEROCUBE 6A
OAO 2 Rocket
IRVINE01

10515
28415
21422
877
17242
9443
37253
22284
11267
22889
7574
37253
22803
27665
25876
9662
29499
17291
13260
39466
42777
47928
40074
6061
42793
42790
40045
3598
43693

3
4
4
3
5
4
6
5
3
5
4
5
4
5
5
4
3
5
4
4
1
1
2
3
1
1
1
3
1
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Table D.2: Satellite Viewing and Orbital Parameters

NORAD

Arc (°)

Span (min)

a (km)

e

i (°)

T (min)

21667
8846
36800
22565
25732
24298
31793
27601
12889
15889
25732
21397
22566
17526
23404
15360
15293
25860
22081
23324
19120
37253
29658
4614
12645
36360
23432
10541
21797
23560
25733
13302

153.11
119.49
12.01
37.07
144.73
70.71
99.07
147.05
133.66
140.98
144.58
30.8
166.61
83.84
141.67
141.15
112.78
119.32
105.99
81.2
155.47
94.26
133.42
103.33
129.49
101.01
90.69
73.55
106.3
134.57
114.45
134.13

11.32
6.65
1.67
2.0
9.33
4.73
4.96
9.63
7.59
5.26
8.73
2.78
12.92
4.75
9.26
9.71
7.15
4.64
4.83
3.3
10.35
15.69
5.14
5.14
8.44
6.64
4.34
4.45
7.31
4.6
5.53
9.21

7,354.25
7,240.51
6,964.98
7,227.23
7,208.55
7,232.36
7,221.75
7,159.41
7,978.27
6,886.40
7,206.88
6,962.86
7,214.28
7,351.72
7,228.56
7,349.07
7,360.10
7,015.55
7,158.57
7,211.41
7,210.63
11,575.24
6,863.93
7,314.19
7,211.84
23,897.98
7,160.01
7,312.78
7,348.63
6,874.78
7,216.56
7,378.69

0.003001
0.004607
0.002581
0.00088
0.0043
0.001389
0.000957
0.007201
0.130911
0.002053
0.00466
0.002831
0.001611
0.005213
0.001151
0.005003
0.00252
0.001361
0.004635
0.004565
0.001532
0.423557
0.001459
0.009506
0.005155
0.69936
0.001253
0.030222
0.004246
0.001219
0.001246
0.004512

82.9
81.21
98.15
70.84
98.91
70.84
70.97
98.2
99.86
82.48
98.91
82.51
71.0
82.89
71.01
82.93
82.93
98.19
74.04
99.09
71.02
34.51
98.15
100.11
81.21
45.8
74.03
75.83
82.95
98.55
98.91
82.93

104.60
102.19
96.41
101.91
101.51
102.01
101.79
100.47
118.20
94.78
101.48
96.37
101.63
104.55
101.93
104.49
104.73
97.46
100.46
101.57
101.55
206.56
94.32
103.75
101.58
612.77
100.49
103.72
104.48
94.54
101.68
105.13
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NORAD

Arc (°)

Span (min)

a (km)

e

i (°)

T (min)

21797
16012
20805
14452
10121
23455
38997
8294
15944
5685
23560
7715
28646
11239
22566
10515
28415
21422
877
17242
9443
37253
22284
11267
22889
7574
37253
22803
27665
25876
9662
29499
17291
13260

75.92
124.72
19.42
143.79
155.17
103.14
152.28
136.46
113.19
158.49
112.88
128.11
89.98
58.11
144.94
108.14
127.54
129.41
38.62
149.12
129.12
113.71
149.94
136.75
141.58
110.37
100.73
112.99
139.81
141.34
130.09
72.49
78.67
89.25

4.26
7.45
2.53
9.7
9.98
4.81
5.56
7.62
6.39
13.11
4.67
7.58
5.14
3.18
8.84
5.52
5.28
6.39
2.82
10.5
6.29
14.48
9.88
6.9
10.14
5.63
14.24
5.85
8.76
12.44
7.08
3.93
6.85
4.61

7,351.78
7,147.94
7,360.11
7,177.41
7,146.06
7,221.23
6,811.38
7,238.61
6,886.81
7,346.85
6,872.82
7,252.67
7,099.32
7,355.81
7,220.23
7,241.15
6,921.66
6,968.64
7,070.74
7,334.09
7,157.12
11,571.87
7,222.75
6,980.73
7,348.74
7,234.88
11,573.21
7,213.77
7,173.41
7,253.11
7,269.11
7,197.70
7,320.00
7,362.22

0.004368
0.002056
0.004231
0.007979
0.002827
0.002092
0.001993
0.011677
0.002171
0.002519
0.001139
0.005451
0.001257
0.005404
0.00152
0.002123
0.004632
0.000338
0.00743
0.002794
0.001046
0.424231
0.002415
0.001339
0.003738
0.001089
0.424239
0.002097
0.001499
0.053147
0.006448
0.001393
0.001166
0.003591

82.95
74.05
82.93
81.15
74.04
98.5
97.12
81.2
82.5
74.02
98.55
81.22
57.01
82.93
71.01
81.24
97.57
82.5
65.07
82.53
74.05
34.52
70.97
82.52
82.94
81.23
34.52
70.99
39.55
51.75
81.27
98.47
82.46
65.83

104.55
100.23
104.73
100.85
100.19
101.78
93.24
102.15
94.79
104.45
94.50
102.44
99.21
104.64
101.76
102.20
95.51
96.49
98.61
104.17
100.43
206.47
101.81
96.74
104.49
102.07
206.50
101.62
100.77
102.45
102.79
101.28
103.87
104.77
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NORAD

Arc (°)

Span (min)

a (km)

e

i (°)

T (min)

39466
42777
47928
40074
6061
42793
42790
40045
3598
43693

136.09
–
–
–
99.13
–
–
–
76.66
–

5.4
–
–
–
4.93
–
–
–
4.17
–

6,969.83
6,869.81
6,791.69
6,986.52
7,134.90
6,872.90
6,865.64
7,016.26
7,091.67
6,866.79

0.020384
0.001225
0.001771
0.001428
0.002471
0.001267
0.001475
0.005325
0.006044
0.003001

120.46
97.25
51.64
98.43
74.06
97.24
97.25
97.69
34.99
85.03

96.51
94.44
92.83
96.86
99.96
94.50
94.35
97.48
99.05
94.38

Table D.3: Plate Solutions and Visual Characteristics

NORAD

Plate
Solutions

Min.
mapp (mag)

Max.
mapp (mag)

Min.
LC (m)

Max.
LC (m)

21667
8846
36800
22565
25732
24298
31793
27601
12889
15889
25732
21397
22566
17526
23404
15360
15293
25860
22081

4
3
0
2
1
0
2
5
1
0
4
2
2
3
1
3
3
0
1

6.309
4.747
7.002
5.533
8.057
4.482
5.018
4.398
4.932
4.095
6.038
4.831
4.598
6.436
5.547
7.326
7.637
4.745
6.067

8.923
6.255
7.611
6.22
8.834
5.747
6.96
6.677
6.987
6.317
8.705
7.083
8.896
8.134
7.674
8.877
8.375
5.645
8.332

1.778
3.317
2.886
2.672
1.589
3.54
3.984
3.197
2.903
2.786
1.693
4.175
2.17
1.045
2.293
1.425
1.142
3.905
1.237

2.327
4.468
3.927
2.992
2.585
7.089
5.851
9.805
3.68
4.083
2.257
6.414
6.585
2.24
3.214
2.296
2.07
6.22
4.264

Continued on next page
121

NORAD

Plate
Solutions

Min.
mapp (mag)

Max.
mapp (mag)

Min.
LC (m)

Max.
LC (m)

23324
19120
37253
29658
4614
12645
36360
23432
10541
21797
23560
25733
13302
21797
16012
20805
14452
10121
23455
38997
8294
15944
5685
23560
7715
28646
11239
22566
10515
28415
21422
877
17242

2
2
4
1
2
2
1
4
1
1
2
1
1
2
1
2
1
2
2
4
1
1
4
1
0
1
0
0
0
0
0
0
1

6.35
4.281
5.367
4.39
5.379
4.515
4.378
5.126
6.056
6.383
3.601
6.029
6.722
7.093
4.938
6.176
4.673
5.946
5.429
4.48
4.668
4.387
6.553
4.845
4.871
4.183
6.81
5.204
5.501
6.919
6.228
5.749
5.789

7.694
6.534
7.843
8.192
6.447
6.115
7.402
7.096
7.682
8.68
5.107
7.234
8.211
7.892
8.15
6.978
7.848
9.003
8.033
6.78
8.318
8.367
9.452
4.966
8.827
4.811
7.784
8.279
7.089
8.8
9.238
7.202
7.953

2.04
2.811
3.481
1.782
2.044
3.621
4.346
2.12
1.398
1.419
3.312
1.532
1.938
1.273
1.329
2.975
2.796
1.124
1.877
2.103
1.619
1.973
0.98
6.507
1.449
7.173
1.555
1.481
2.617
1.006
2.143
3.213
2.208

2.432
7.68
11.25
3.075
4.913
5.333
7.1
4.387
1.733
2.525
7.535
3.105
2.993
1.852
3.543
3.784
4.532
3.849
3.64
4.05
5.142
13.627
4.346
10.647
5.573
23.799
2.31
6.391
3.913
3.336
2.943
3.931
5.787
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NORAD

Plate
Solutions

Min.
mapp (mag)

Max.
mapp (mag)

Min.
LC (m)

Max.
LC (m)

9443
37253
22284
11267
22889
7574
37253
22803
27665
25876
9662
29499
17291
13260
39466
42777
47928
40074
6061
42793
42790
40045
3598
43693

0
2
1
2
3
2
3
3
1
1
1
1
2
2
0
0
1
1
0
0
0
0
0
0

6.761
5.624
5.216
5.377
6.321
4.899
5.351
4.646
5.98
5.418
5.597
5.026
5.454
5.795
8.109
7.338
8.054
6.462
4.791
8.361
8.727
6.604
4.509
7.386

8.831
8.724
8.487
8.407
9.289
8.332
7.235
6.507
8.716
7.029
7.552
5.801
8.622
8.475
9.471
7.338
8.054
9.262
7.415
8.361
8.727
6.604
4.652
7.386

1.298
4.414
2.578
3.179
1.532
1.094
4.724
1.978
1.98
4.71
1.771
4.893
3.809
1.401
0.662
1.206
0.406
1.982
1.392
0.504
0.43
5.723
4.5
1.572

1.777
9.964
3.087
4.763
2.928
5.09
17.063
7.306
2.872
5.959
2.865
14.971
6.303
2.478
1.163
1.206
0.406
2.674
4.211
0.504
0.43
5.723
6.966
1.572
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Appendix E
CUBESAT CAPTURES

A visualization of the CubeSat images further illustrates the difficulty in optically observing them. Within the rectangular apertures, streaks are barely resolvable
against the background sky. Apparent magnitude values are also included to quantify
what it looks like to approach the upper limiting magnitude of the system.
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Figure E.1: AeroCube 5B on 2021-05-06 at 03:28:59.454 (8.54 mag)
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Figure E.2: AeroCube 5B on 2021-05-06 at 03:30:56.175 (8.52 mag)
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Figure E.3: AeroCube 5B on 2021-05-06 at 03:32:54.348 (8.11 mag)
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Figure E.4: AeroCube 5B on 2021-05-06 at 03:34:23.705 (9.47 mag)
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Figure E.5: COMPASS 2 on 2021-06-01 at 04:27:42.104 (7.34 mag)
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Figure E.6: STARS-EC on 2021-06-02 at 04:41:15.618 (8.05 mag)
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Figure E.7: UKube-1 on 2021-06-03 at 04:20:00.276 (9.26 mag)
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Figure E.8: UKube-1 on 2021-06-03 at 04:24:59.099 (6.46 mag)
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Figure E.9: CICERO 6 on 2021-06-04 at 04:07:57.514 (8.36 mag)
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Figure E.10: VZLUSat-1 on 2021-06-04 at 04:49:19.272 (8.73 mag)
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Figure E.11: AeroCube 6A on 2021-06-05 at 04:02:33.803 (6.60 mag)
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Figure E.12: IRVINE01 on 2021-06-06 at 05:07:03.995 (7.39 mag)
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