We study a stochastic differential equation (SDE) describing a class of meanreverting diffusions on a bounded interval. The drift coefficient is not continuous near the boundaries. Nor does it satisfy either of the usual Lipschitz or linear growth conditions. We characterize the boundary behaviour, identifying two possibilities: entrance boundary and regular boundary. In the case of an entrance boundary we establish existence and uniqueness of the solution to the SDE.
Introduction
We study the behaviour of a mean-reverting process described by the SDE dS(t) = −µ S(t) 1 − S(t) 2 dt + σdB(t), S(0) = S 0 ,
where B(t) is one-dimensional Brownian motion, and µ and σ are positive constants. The process behaves like the ubiquitous Ornstein-Uhlenbeck (OU) process when S(t) is close to zero, but as S(t) gets close to the boundaries at ±1, the influence of the drift increases. Consequently (1) will be useful for modelling phenomena that have inherent maxima and minima, such as the difference in two proportions (see for example [6] , where the difference in proportions of voters for two major political parties is modelled using (1)). We identify two cases: (1) µ < σ 2 , where the boundaries are regular, and (2) µ ≥ σ 2 , where both are entrance boundaries and the process is driven away from the boundaries. In the practically important case (2) the solution S(t) remains within (−1, 1) whenever it starts there; we note that for the data reported in [7] concerning Australian Federal elections (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) , the maximum likelihood estimates of µ and σ were 3.98 and 0.28, giving an estimate of 50.765 for the ratio µ/σ 2 .
The drift coefficient of our SDE is not continuous near the boundaries, and it does not satisfy either of the (standard) linear growth condition or the Lipschitz condition, which guarantee existence and then uniqueness of a solution (see Sections 5 and 6 of [5] ). Despite this, we prove that there exists uniquely a solution to (1) when µ ≥ σ 2 . We then extend this result to the case where numerator of the drift coefficient is a polynomial function of S(t).
We begin by examining the corresponding deterministic model, and prove that the exact solution and an approximating solution remain in (−1, 1) whenever they start there.
The deterministic model
The deterministic model corresponding to (1) is
Its solution satisfies Se
Since the right-hand side of (2) can be written as a Taylor series
we consider the related initial value problem
and ask if the solution S N of (4) tends to the solution S a of (2), as N → ∞. We begin by showing that both solutions remain in (−1, 1).
Lemma 2.1 Provided |S 0 | < 1 and µ > 0, the solution S(t) to (2) or (4) satisfies
Proof: We use the Lyapunov function V (S) = S 2 , which is positive definite in (−1, 1). The orbital derivative of V is given bẏ
Since this derivative is negative semidefinite, 0 is stable. That means, starting with |S 0 | < 1, the solution to (2) or (4) remains in (−S 0 , S 0 ). Theorem 2.2 Given any T > 0, −1 < S 0 < 1 and small δ > 0, there exists an N ∈ N such that S a − S N < δ over [0, T ], where S N solves (4) and S a solves (2).
Proof: The solution of (2) is given by the function implicitly defined in (3). Differentiating both sides of (3) gives
On substituting the right-hand side of (4) we get the approximation
its error being
The first term in the numerator of the right-hand side is obtained using the fact that
Using the solution to (2), we can simplify the error term and deduce that
as N → ∞ (since −1 < S < 1). Now define
We have
The last inequality holds when N is large, since the solution is always between −1 and 1. Denoting the right-hand side of (2) and (4) by f (S) and g n (S), respectively (with the same initial condition), we have two initial value problems, whose solutions are known to be asymptotically stable. We can write (2) as |S a − f (S a )| = 0 and (4) as
which can be made arbitrarily small because |S N | ≤ S 0 . Indeed, for N sufficiently large,
where is small whenever N is large, and K is the Lipschitz constant
By taking N large, can be made arbitrarily small, and hence S a − S N < δ over any bounded time interval.
Boundary behaviour and stationary density
We will classify the boundary points, −1 and 1, according to the classification laid out in Section 15.6 of [4] . It will be clear that −1 and 1 share the same classification, and so we will focus our attention on the upper boundary point. We will see that the boundary behaviour is characterized simply in terms of the ratio µ/σ 2 . For regular diffusions on an interval D = (l, u) satisfying an SDE of the form
the classification of the boundary points l and u is given in terms of the scale function and scale measure, and the speed density and speed measure (see [4] , pp. 226-227). The scale function H is given by H(s) =
and x 0 and ξ 0 are arbitrary values in D. We write
The interpretation is as follows. If H[c, u) < ∞ for some (and then all) c ∈ D, then there is a positive probability that the diffusion reaches u before c starting from x ∈ (c, u); the boundary is said to be attracting. If H[c, u) = ∞ for some (and then all) c ∈ D, then the probability of reaching u before c is 0, and the boundary is non-attracting. For the SDE (1), we have the following result.
Lemma 3.1 Both boundaries are attracting, or both are non-attracting according as µ < σ 2 or µ ≥ σ 2 .
Proof: Taking ξ 0 = 0, we have, for all s ∈ (−1, 1),
which is infinite if µ ≥ σ 2 , and bounded above by
which is finite if µ < σ 2 .
Next, for a regular diffusion satisfying (6), the speed density m and speed measure M are given by
and
for arbitrary s in D (whether each is finite or infinite does not depend on s). The interpretation is as follows. If u is attracting, then Σ(u) < ∞ if and only if the expected time to leave the interval (s, u) starting from x ∈ (s, u) is finite; we say that u is attainable (otherwise unattainable). Also, N (u) < ∞ if and only if the expected time taken to reach an interior point s starting from the boundary point u is finite. In particular, an attainable (and hence attracting) boundary is called regular if N (u) < ∞ (otherwise absorbing), while a non-attracting (and hence unattainable) boundary is called an entrance boundary
For the SDE (1), we have the following result. 
and hence for any s ∈ (−1, 1),
(Notice that M [s, 1) is finite whether or not µ < σ 2 .) Now suppose that µ ≤ σ 2 , so that H[s, 1) = ∞. We need to prove that N (1) < ∞. Using the bound immediately above,
This completes the proof.
The following is a simple consequence of Lemma 3.2. Finally, for a diffusion satisfying (1) the unique stationary density is given by the normalized speed density, which for our model is
being the symmetric Beta density on (−1, 1) with parameter β = 1 + µ/σ 2 . The interpretation is obvious for the diffusion process of Corollary 3.3, but π also admits a stationary interpretation when the boundary is regular: π is the stationary density of the process obtained through instantaneous reflection at the boundaries. And, not unexpectedly, these two cases correspond to the light and heavy tail behaviour, respectively, exhibited by (7).
Uniqueness of the Solution
Next we tackle the question of the uniqueness of the solution to (1) in the case when µ ≥ σ 2 . Gyöngy [1] considered the general SDE on a given stochastic basis (Ω, F, P (F t ) t≥0 ) 
where M k is a constant.
(b) There exists a non-negative function
as k → ∞ for every finite T , where M = M (T ) is a constant, ∂D k denotes the boundary of D k , and L is a differential operator
We approximate the solution to (8) using the Euler 'polygonal' approximation, defined to be the diffusion process (S n (t)) satisfying the SDE
). In order to establish convergence of the approximation, Gyöngy also assumed that b should satisfy the monotonicity condition. A function f : R + × D → R satisfies the monotonicity condition in D ⊆ R if, for every positive real number T and for every integer k ≥ 1, there is a function f k :
2 , for all t ≥ 0, s, u ∈ R where C k is a constant. Assuming further that b is continuous in D and σ is locally Lipschitz in D, Gyöngy proved that S n (t) converges to a process S(t) almost surely, uniformly in t on bounded intervals, and that S(t) is the unique solution of (8). Higham, et al. [2] showed that an implicit variant of Euler-Maruyama approximation also converges if the diffusion coefficient is globally Lipschitz but the drift coefficient only satisfies one-sided Lipschitz condition. Proof: In our case we have D = (−1, 1), b(t, s) = −µs/(1 − s 2 ) and σ(t, s) = σ for positive constants µ and σ, and hence
We will first confirm that (1) satisfies Conditions (a) and (b) above (Condition (c) is an assumption). Let D k be the interval (−1 + 2
is an increasing sequence of bounded domains such that ∪ ∞ k=1 D k = D. Since s ∈ (−1, 1) and σ is constant, we can always find constants M k appropriate for (9) to hold for every k and t ∈ [0, k]. Thus, Condition (a) holds. Next, taking the non-negative function V to be V (t, s) := ln 2+s 2 1−s 2 , the first part of Condition (b) stipulates that
The condition µ ≥ σ 2 appears by taking s → 1 in the last inequality. When s = 0, we should have M ≥ . For any other values of s ∈ (−1, 1), we should have
The second part of (b) holds because, for any T > 0,
Since our b clearly satisfies the monotonicity condition in D = (−1, 1), and is continuous in D, and σ(t, s) being constant in D is locally Lipschitz in D, we may employ Theorem 2.3 of [1] to conclude that there is a unique solution to (1) .
From Corollary 3.3 and Lemma 4.1 we have the following. Corollary 4.2 If P (S 0 ∈ D) = 1, the moments of S(t) are bounded for all t.
An extension
We extend the results of the previous section to an SDE obtained by replacing the numerator S of the drift coefficient in (1) by a polymonial in S: dS(t) = −µ f (S(t)) 1 − S(t) 2 dt + σdB(t), S(0) = S 0 ,
where f is a polynomial of degree n:
f (s) = a 0 + a 1 s + a 2 s 2 + · · · + a n s n .
We assume that P (S 0 ∈ D) = 1, where D = (−1, 1), and µ ≥ Cσ 2 for a positive constant C. Our aim is to prove existence and uniqueness, again using Theorem 2.3 of [1] .
Conclusions
We have classified the boundary behaviour of a mean-reverting SDE whose drift coeffient does not satisfy neither the Lipschitz nor linear growth conditions. The boundary behaviour is either entrance or regular boundary depending on the values of µ and σ 2 (whether µ ≥ σ 2 or µ < σ 2 ). Existence and uniqueness of the solution of the SDE was established when the boundary is an entrance boundary (µ ≥ σ 2 ). Extensions were also considered by first replacing the numerator S of the drift coefficient of the SDE by a polynomial f (S) of degree n and then establishing existence and uniqueness of the solution. A further extension was to consider f (S) as a continuous function and has a Taylor series expansion at s = s a with |s a | < 1. In both extensions, uniqueness of the solution can be proved under some conditions on the coefficients of the polynom.
