This article proposes a multimodal approach for segmenting meeting recordings. This bi-modal method takes advantages of the alignment of speech transcript with documents, in the context of meetings or lectures, where documents are discussed. The method first displays the alignment results as a set of nodes in a 2D space, where the two axes represent respectively the documents content and the speech transcript. The most connected regions in this graph are detected using a clustering method. The final clusters are then projected on the speech axis. Finally, the obtained sequence of segments is considered as the thematic structure of the speech transcript. In this article, we present our bi-modal method and compare it with two other mono-modal thematic segmentation methods.
INTRODUCTION
The thematic alignment between printable documents and other media data (audio, video) appears as an important and necessary step for a full understanding of meeting dialogs. Since multimedia data are time dependent, and not documents, it is necessary to bridge a temporal link between them (see Figure 1 ). The speech transcript contains timestamps for each speech utterance and each speaker turn. Thus, matching documents content with speech transcript can enrich documents with temporal indexes. Further it can synchronize documents with other medias, sharing the same meeting time. Our previous researches focused on the thematic alignment of meeting documents with the transcription of the speech [9] [13] , which bridges temporal links between documents and speech transcript. Further, it facilitates the synchronization between all the meetings data, and improves their indexing and retrieval. In particular, it can help answering questions such as: "When was a specific document or document part discussed?" and "What was said about it?", "What was the document being discussed at time T?" or "What are all the documents related to the document discussed at time T?", etc. Further, documents being highly thematic, we believe that segmenting meetings according to documents' parts will lead to a robust topic segmentation of meetings, especially if the meeting dialogs are centered around documents.
The current paper demonstrates the close link that exists between the document/speech thematic alignment and the speech thematic segmentation. The results of our segmentation method revealed that the more modalities are used for segmenting, the more robust the segmentation is. Indeed, the evaluation section shows that our bi-modal segmentation method performed better in comparison to other standard mono-modal segmentation methods.
The paper is organized as follow, in section 2, our meetings data set is presented, then in section 3 a brief description of the thematic alignment process is given, which is the basis of our thematic segmentation method. In section 4, a short state-of-theart of the existing thematic segmentation methods is presented. Finally in section 5, we present our bi-modal segmentation method, with the obtained evaluation results, compared to other mono-modal methods.
EXPERIMENTAL DATA SET
Our meeting room is equipped with 8 camera/microphone pairs (one pair for each participant in the meeting), a video projector, a camera for the projection screen capture and several cameras to capture documents on the table.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. At the time of writing, about 30 meetings have been recorded. The research presented in this article is focusing on press review meetings. About 22 French press review meetings have been recorded for that purpose. In each meeting, between 3 to 6 speakers discuss, during 15 minutes, about various French daily newspaper cover pages, which contain many small heterogeneous articles. Other document types (e.g. agenda, slides, etc.) will be considered in the future. The information contained in the documents, in PDF form, and archived before the meeting, is first extracted and then automatically converted into a canonical multilayered structure containing text, layout and logical structure mainly [5] . On the other hand, the speech is currently manually transcribed. In the near future, we plan to test our alignment techniques with automatic transcriptions, in which the WER (word error rate) is important.
THEMATIC ALIGNMENT
The thematic alignment of printable documents with meeting dialogs is a complex process, since it highly depends on the quality of the various segmentations of both document and speech transcript into a set of units. Our alignment process can be described as follow [9] : first the document is segmented into syntactic and logical structure, and the speech transcript into utterances and turns. The alignment links can then be of three kinds, either a citation, a reference in the speech to a document part, or a thematic similarity between documents and speech transcript units. Our work is focusing on the thematic alignment, in which various similarity methods are used in order to find similarity links between the documents and the speech transcript units. After proper stop-words removal and stemming, both documents and speech transcript units, represented as vectors of weighted terms (e.g. U1, U2), are compared using similarity metrics. These metrics count the co-occurrences of terms, in respect to their respective weights, and compute a similarity distance. They can be described as follow:
The relevant pairs of document/speech units were then chosen according to two strategies: the best-one and the multiple alignments strategy.
In the best-one strategy, the best speech unit (resp. document) was computed for each document unit (resp. speech), i.e. the target unit that returns the maximum similarity value. This alignment strategy is thus oriented. For this simple alignment method, we compared the three similarity metrics presented above [9] . The Jaccard method gave back the most promising results, on a recall and precision basis, when the units to compare have a similar size (utterances/sentences: recall 076, precision 0.84 and sentences/utterances: recall 0.64, precision: 0.80). On the other hand, the Cosine method performed better for the remaining pairs (sentences with turns, utterances with logical blocks, etc.). The best results were obtained with Cosine when matching speaker turns with document logical blocks (recall: 0.84, precision: 0.85). Finally, Dice was always below the two other metrics. For this reason, we used a combination of Cosine and Jaccard in order to compute a robust similarity distance. More details on this evaluation are given in [9] .
In the multiple alignment strategy, all the best matches, whose similarity value overcomes a defined threshold, are retained. This last strategy thus generates symmetrical alignment results, i.e. the results obtained from the document to the speech transcript are the same than the ones obtained in the other direction. We will see later that this symmetrical property is important for our bi-modal segmentation method.
THEMATIC SEGMENTATION
The thematic segmentation, i.e. the decomposition of a given text into topics or homogeneous segments, has been the subject of many research works. Salton and al. [16] used a text relationship map that establishes similarity links between the text excerpts (sentences or paragraphs), which are represented as nodes in the map. In order to define textual thematic segments, all the triangles are located in the full relationship map. Many triangles can be merged when the similarity between their corresponding vectors centroids exceeds a defined threshold. This map provides information about homogeneity of the text, so that if there are many links between adjacent paragraphs, this proves the homogeneity treatment of topics.
Hearst's TextTiling method [6] divides the text into tokens; i.e. individual lexical units. The adjacent pairs of blocks, i.e. sequences of tokens, are compared using a similarity method. The topics boundaries are then defined according to the change in the sequence of similarity scores.
Ferret has used similar method based on the boundaries detection and on similarity measure between adjacent units [3] . Ferret's method is enriched with a lexical co-occurrence network built from a large corpus. This work reinforces the descriptors (vectors representing the units) by linking words that have semantic relationships.
METHODOLOGY 5.1 Thematic alignment vs. segmentation
The thematic segmentation of spoken dialogs is still a difficult task that has not yet been completely solved [3] [6] [16] . In the thematic alignment process described in section 3 and [9] [13] , the thematic segmentation of the resources being aligned could have improved our results. However, we tested various state-of-the-art methods, and we did not obtain satisfactory results. At this point, we made the hypothesis that the document/speech alignment and the thematic segmentation of meeting dialogs are highly related, and thus the good alignment results obtained could help getting a drastically better thematic segmentation of both documents and meeting dialogs. This is why we have tried to deduce some ideas from the preliminary results of this thematic alignment, or more particularly from the multiple alignment. The multiple alignment as it was defined in section 3 considers all the best alignments, i.e. all the similarity links that overcome a prefixed threshold, between document's units and speech transcript's unit.
Looking at Figure 2 , which is a visualization of the generated alignment results, each unit is represented by a node, documents units on the left of the bi-graph, and speech transcript units on the right. The similarities between these units are represented by edges between their nodes, where the edge weight value represents the alignability value (e.g. sentence 79 with utterance 8 has a similarity value of 0.57).
The generated graph is a bi-graph, since each node belongs to one of the two modalities. When analyzing this bi-graph, it appears that some regions are denser than others (e.g. group A and group B on Figure 2 ). Nodes on each side of the bi-graph are respecting their appearance order, spatial order or adjacency for the document units (e.g. sentences), and temporal order for the speech units (e.g. utterances). For this reason, the denser regions can be explained by the fact that a group of successive units from the document is thematically linked to a group of successive units from the speech transcript (e.g. group A with group B). Our hypothesis is that groups A and B may share the same theme and may represent respectively the thematic segments of the document and the speech transcript.
Since an elementary unit (e.g. a sentence or an utterance) very rarely belongs to two different thematic regions, we decided first to use the alignment results between sentences and utterances, which are respectively the smallest units for documents and speech transcript.
Using the bi-graph, presented in Figure 2 , the first step in our bimodal thematic segmentation is to extract the densest regions in the graph, which can be obtained by isolating them from the entire graph. The second step consists in the extraction, by projection, of the corresponding thematic segments for the speech transcript.
Finally the obtained results are evaluated. Figure 3 illustrates the overall structure of our method for extracting the thematic structure of the meeting dialogs.
Densest regions extraction
Our first attempt to solve this thematic regions extraction problem was the use of the intersection graphs [4] , which were generated by the projection of the bi-graph on each side. An intersection graph for the document and another for the speech transcript, were thus generated. These intersection graphs group each two units from one source, which are related to a same intermediate unit from the second source. At first, we thought that edges weight could be fortified by detecting the intersection graphs until a fixed nth level, which means: from a source vertex v1, we have to go through n intermediate vertexes from the other source before reaching the target vertex v2. Unfortunately, we noticed that this method was not efficient. The main reason is that in the generated intersection graph, all the nodes were related. Another reason for abandoning this representation is that it does not contain all the information available in the original alignment, i.e. the information offered by the thematic links to the other part of the bi-graph, which can be useful in the segmentation process.
Therefore, we looked at a more suitable solution in the clustering field. Our two resources are represented on two axes: X and Y, where the identifiers of their respective units are represented by the X values and Y values, and the alignment links between these units is represented by nodes in this 2D graph (see Figure 4) , so that the grouped regions in Figure 2 are represented by clusters of nodes (e.g. cluster AxB). The weight value (i.e. the alignability) of each link is represented by the node sizes; a big node has a larger weight than a small node.
As we can see in Figure 4 , this 2D illustration is a complete representation of the alignment data, since all the alignment information is plotted: spatial attributes or adjacency are represented by the X values, temporal attributes by the Y values, and the alignability values are represented by the nodes' size. Thus, much information can be deduced from this representation such as: in which temporal order the meeting was played, if there are overlapping of topics, etc. This information helps us not only to detect the thematic segments of the speech transcript, but also to detect the temporal links between the segments of the document. Now that the problem of thematic segmentation has been transformed into a clustering problem, as it is known in this field [7] [18], many relative attributes of the object being clustered have to be considered, such as the spatial attributes of the document and the temporal attributes of the speech units. Even if many clustering methods are available [7] [15], we have chosen the most standard one in order to bootstrap our method, which is the original K-Means method [12] and its improved version [11] .
K-means algorithm
Our objective is to identify the denser clusters, and the most separated ones from the others. For this reason, the original KMeans method is the first method that had been used. However, this method has many drawbacks [11]:
1. The K value, number of clusters, must be fixed at the beginning, which is not easy since the number of clusters changes from a graph to another, which is the major disadvantage of this method.
The internal criteria are not considered:
• The compactness of clusters, taking into account the distance between the centroids and the nodes of the clusters,
•
The density of the clusters, taking into consideration not only the distance to the centroid but the nodes weights and their number too.
3. The external criteria are not considered:
• The distance between the clusters centroids.
• The average cluster density in case of overlapping.
For all these reasons, the application of this version of the KMeans algorithm is not sufficient. In [11] , an improved version is presented, which considers the mentioned internal and external criterion, but it does not consider neither the node weights nor the clusters density. In this K-Means version, many thresholds that must be initialized by the user, are considered:
1. Defining the K centroids randomly is always followed by a merging method (linking process), which checks the noncloseness of generated centroids; otherwise it merges the clusters with closest centroids. This merging task is based on the distance value between the centroids, using a defined threshold.
2. The number of nodes in a cluster is significant, so that the minimum value needs to be defined by the user, by observing a sample of clustering. In our work we have fixed this threshold to 2 nodes per cluster.
Having these two rules, it is more practical to define a large K value, since it decreases if there are close or non-significant clusters.
3. A third parameter is considered: the clustering validity measure. The convergence of this clustering method to the best result is measured by the variance formula XB [17] . This measure checks the change of the centroids positions.
With these additional parameters, the clusters internal criteria (i.e. compactness) and external criteria (i.e. well separated each one from the other), as well the validity indexes are well considered.
Using the improved K-Means method, our clustering process takes as input, a vector of nodes representing the bi-graph. It associates to each node 3 information, the identifier in the document (s i ) and the identifier in the speech transcript (u j ) and the weight w (similarity value). And as output, it generates a set of clusters. The clustering process is repeated until the clusters centroids reach a stable state. Currently, the clustering of the (s i ,u j ,w) vectors is only based on the Euclidean distance between the spatio-temporal components (s i ,u j ). The weight w will be considered in the near future and hopefully shall improve the clustering.
Since the improved K-Means algorithm does not consider the nodes weights, we have implemented an enhanced method that filters the weakest clusters in regards to their density. The density of each cluster is based on its nodes' weight, nodes' number, and nodes' Euclidean distance from the final clusters' centroids. This way, a cluster with a given number of nodes in a large surface, is less significant than a cluster with the same number of nodes but in a smaller surface. In the same way, a cluster with heavy nodes is more significant than a cluster having the same number of nodes but with lighter weights. Filtering the weak densities is based on a dynamically defined threshold, according to the clusters densities. Since the filtering is applied on the final clusters, the nodes corresponding to weak density clusters are not reassigned to any cluster.
The final filtered clusters may represent the various meeting topics, where each topic links a speech theme to a similar document theme. Figure 5 displays the results of this clustering process for a given meeting. The circle, around each cluster centroid, represents the cluster density, where the radius increases relatively with its density value. 
Thematic segments extraction
Knowing that the final clusters, representing the denser regions in the 2D graph, are composed by many adjacent nodes, then decomposing a given cluster A by projecting it on the speech axis ( Figure 6 ), generates a group S A of adjacent Y values, where: S A =(y j , y j+1 , y j+2 , .., y j+l ) is a speech thematic segment, delimited by the utterances (y j ) and (y j+l ). It should be mentioned that the documents thematic segments can also be obtained, by projection of the clusters on the document axis. In the next section, the obtained segmentation evaluation results are presented.
Evaluation and results

Test data
As input for our experiments, we have used the data of 10 Frenchspeaking meeting recordings, with a total of 1280 utterances and 1133 sentences. These meetings have been classified into two groups (stereotyped vs. non-stereotyped meetings), according to the number of oral interactions, that we characterized using the average number of utterances per speaker turn:
1. Stereotyped meetings, where each speaker presents one or more document articles, with rare interruptions by other speakers. 5 meetings from this category were tested (Set1), with an average ratio of 2.7 speech utterances per speaker turn. In general, we consider that this ratio should be superior to 2 for this category.
2. Non-stereotyped meetings, i.e. speech with numerous debates (Set2). In this category, the speakers debate the news, by commenting the various articles of the document. This increases drastically the number of speaker turns, the 5 meetings tested from this category have an average ratio of 1.3 speech utterances per turn. In this category, this ratio should be inferior to 2. 
Evaluation measures
In order to evaluate our method, the Pk (Beeferman) metric [1] has been used in respect to a prepared manual ground-truth. For a perfect segmentation, the metric value is 0. The Pk metric measures the probability that a randomly chosen pair of units, at a distance of k units apart, is inconsistently classified in respect to the ground truth. For this experiment, the parameter k has been fixed to 4, which corresponds to the minimum size of a relevant thematic segment. This Pk metric is more adequate than the recall/precision metric which has many disadvantages [8] [14] , especially because it measures just the correctness of boundaries detection, without considering the distribution within the generated segments. Table 1 presents the evaluation results obtained for two meetings categories (Set1 and Set2, respectively stereotyped and non-stereotyped meetings) using the Pk metric. In order to avoid the effect of the random choice of initial centroids of clusters, for each meeting we have computed the average value for the Pk measure on 10 tests.
Our method has been compared with two mono-modal segmentation methods: the TextTiling [6] method described in section 4, and a Speaker-Turns method, in which each speaker turn whose size overcomes a fixed threshold, is considered as a speech transcript thematic segment.
As we can observe in table 1, the segmentation results using the three methods depend on the kind of meeting tested. With our bimodal method, the Pk evaluation is generally satisfactory for the two meetings categories, especially in comparison to the TextTiling method. For stereotyped meetings our method was first unsatisfactory (Pk=.40) in comparison to the Speaker-turns segmentation. We explain in the section 5.4.4 how the filtering of the isolated nodes improved our segmentation results to Pk=.24, which is an encouraging result. Our method is also more efficient for non-stereotyped meetings, mainly because often in this meeting category, a topic can be composed of various small turns. Thus, our bi-modal segmentation method is more accurate in detecting the exact number of thematic segments, which is not the case for neither the TextTiling method nor the Speaker-Turns method, which generate many extra segments. This can be explained by the fact that using the document modality limits the number of possible themes, which constrains the segmentation, and thus helps in computing the exact number of the speech thematic segments.
Finally, even if the results are already usable for stereotyped meetings (Pk=.24), they are still preliminary for non-stereotyped meetings. However, the clustering process can be drastically improved, taking into consideration the nodes' weight, and we are thus confident that the Pk value will be improved. An aspect that makes us particularly optimistic about this bi-modal method is that the alignment results matches perfectly well with the manually segmented meetings, when visualized on our SVG representation ( Figure 5 ). Further, we have seen in a recent user evaluation that visualizing links between documents and meeting dialogs improves browsing performances on meeting archives [10] . Finally, in this evaluation, we used non-logically structured documents (hierarchy of title, section, article, etc.). Thus, both the speech modality and the documents can benefit from the alignments in order to gain a thematic structure. In the future, we plan to use logically structured documents, which should drastically improve meeting dialogs segmentation.
Discussion
Despite the fact that the node weights (the alignment similarity)
are not yet considered in our clustering process, the comparison between our bi-modal method and the two mono-modal methods, tends to prove that using documents improves considerably meetings thematic segmentation. Moreover, this bi-modal segmentation method represents an important advantage, which is the detection of all the potential thematic links between nonadjacent speech transcript segments. This happens when these non-adjacent segments are linked to a same document thematic segment.
This important aspect can be seen only through a 2D representation of the thematic alignment. However, a segments overlapping problem occurred during the clusters projection step. This problem has a negative impact on the segmentation results. In the next paragraph, a brief presentation of this problem is given, along with the preliminary filtering method we implemented to by-pass the problem.
Segments overlapping
During the segment extraction step, while projecting the final clusters, we have faced a problem with overlapping clusters. This happens when the projection of some clusters on the speech axis generates overlapped segments (see Figure 7) . The overlapping within the speech segments (e.g. S C with S D ) can be explained either by the thematic similarity between their corresponding themes in the document (theme D C with D D ), or by the fact that one of these document themes may be referenced while the other was discussed.
An example is given in the following utterances (in the first utterance, the journalist talks about the after-Saddam Iraq, if it will be liberated or occupied. In the second utterance another Given two overlapped segments (S1, S2), two kinds of overlapping exist:
• A segment includes another (S C contains S D )
• The two segments partially overlap (S A /S B ).
Our first attempt to resolve this overlapping problem, and thus to improve the clustering results, was based on Gaussian probabilistic. But this approach did not improve the results. We have recently implemented and evaluated another approach that consists in the elimination of the isolated nodes, i.e. very distant from the other nodes from the same cluster, taking into consideration both the distances on the document and on the speech transcript axes. The weight of the isolated node has also been considered, in order to avoid filtering important document/speech links. The gap between these isolated nodes and the other nodes of the same cluster can generally be explained by the existence of some transitional utterances between the spoken articles. Futher, we have observed that these isolated nodes are generally the source of the overlapping problem, since they extend the thematic segments more than what they should. Finally, this new filtering method has drastically improved our bi-modal segmentation method results; for the stereotyped meetings (Set1), the Pk value has increased from 0.40 to 0.24. However, for nonstereotyped meetings (Set2), this filtering method did not improve the results significantly.
CONCLUSION
In this paper, we have presented a new bi-modal method for thematically segmenting meeting recordings. The method is based on the thematic alignment of documents with meeting dialogs. The evaluation of our bi-modal method in comparison with two other mono-modal methods, has shown very promising results and tends to prove that a good speech/document thematic alignment can lead to a correct meeting thematic segmentation. However, it should be mentioned that this method was more profitable for speech transcript segmentation than for document segmentation, which is partial, since not all the documents articles are discussed in our meetings.
In the future, the node weights (i.e. the similarity values) have to be considered in the clustering process, in order to improve the segmentation. Concerning the alignment results used in the segmentation process, other pairs, such as the alignment of sentences with speech turns, or turns with document logical blocks, will be considered.
