Link quality is an important factor for nodes selecting communication links in wireless sensor networks. Effective link quality prediction helps to select high quality links for communication, so as to improve stability of communication. We propose the improved fuzzy C-means clustering algorithm (SUBXBFCM) and use it to adaptively divide the link quality grades according to the packet reception rate. The Pearson correlation coefficient is employed to analyse the correlation between the hardware parameters and packet reception rate. The averages of the received signal strength indicator, link quality indicator and the signal to noise ratio are selected as the inputs of the link quality estimation model based on the XGBoost (XGB_LQE). The XGB_LQE is constructed to estimate the current link quality grade, which takes the classification advantages of XGBoost. Based on the estimated results of the XGB_LQE, the link quality prediction model (XGB_LQP) is constructed by using the XGBoost regression algorithm, which can predict the link quality grade at the next moment with historical link quality information. Experiment results in single-hop scenarios of square, laboratory, and grove show that the SUBXBFCM algorithm is effective at dividing the link quality grades compared with the normal division methods. Compared with link quality prediction methods based on the Support Vector Regression and 4C, XGB_LQP makes better predictions in single-hop wireless sensor networks.
I. INTRODUCTION
Wireless sensor networks (WSNs) are multi-hop selforganizing networks that are formed by wireless communication, and they consist of large numbers of inexpensive micro sensor nodes that are deployed in a monitoring area [1] . Their purposes are to collaboratively perceive, collect and process the information of the area and then send it to the observer. Sensors, perceptual objects, and observers form the three elements of a wireless sensor network. WSNs currently have broad application prospects in the fields of smart home, urban transportation and so on.
In WSNs, nodes communicate by radio frequencies, and links have characteristics such as asymmetry, irregularity, and directionality [2] , [3] . The WSN links are susceptible to The associate editor coordinating the review of this manuscript and approving it for publication was Kai Yang . multipath effect, loss and adjacent channel interference, which result in unreliable links, low channel quality and frequent topological changes [4] . The quality of the communication links has a significant impact on the performance of the wireless sensor network, such as the life cycle of the network, the throughput of the network and the reliability of transmissions [5] . Selecting a link with poor link quality for communications is likely to cause a large amount of packet loss. The retransmission due to packet loss recovery is the main cause of the increase of network energy consumption [6] .
Effective link quality prediction helps to select good links for data transmissions, so as to improve network throughput and to maintain normal network operations and topological stability of networks, thereby improving the performance of wireless sensor networks [7] . It can be seen that the link quality prediction for WSNs is of great significance. To provide support for the upper layer routing protocol VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ (the MAC protocol of the data link layer, the routing protocol of the network layer, the topological control of the network management layer, etc.), a novel link quality prediction method for WSNs based on XGBoost is proposed in this paper.
The key contributions of this paper are as follows: 1) An adaptive method is proposed for dividing link quality grades based on the improved fuzzy C-means algorithm (Subtraction Xie-Beni Fuzzy C-means Algorithm, SUBXBFCM). Due to the different distribution of link quality parameters in different scenarios, the current methods for dividing the link quality grades do not have wide applicability. We propose the SUBXBFCM and use it to adaptively divide the link quality grades in different scenarios, which does not need to determine the initial cluster centres and the optimal number of clusters artificially.
2) An approach reducing the influence of the unbalanced link quality samples on estimation models is proposed. In the construction of link quality estimation model XGB_LQE, the maximum step of each tree's weight change is controlled to reduce the influence of the unbalanced link quality samples on the XGB_LQE, and further to improve the accuracy of link quality estimation.
3) A link quality prediction method based on XGBoost regression algorithm is proposed. According to the results of the XGB_LQE, the XGB_LQP based on the XGBoost regression algorithm is constructed to predict the link quality grade at the next moment. The experimental results show that the proposed link quality prediction method has better prediction accuracy compared with the 4C prediction model and the SVR prediction model in single-hop WSNs.
The remainder of this paper is structured as follows. Section II introduces the latest related research on link quality prediction and XGBoost. Section III addresses the method of division of link quality grades. The link quality estimation approach for WSNs is presented in Section IV. Then, we introduce the link quality prediction for WSNs in Section V. Section VI verifies the performance of our method. We conclude in Section VII.
II. RELATED WORK A. LINK QUALITY PREDICTION METHODS
Link quality prediction methods for WSNs fall into the following categories-link quality predictions based on link characteristics, statistics, and machine learning.
1) LINK CHARACTERISTIC-BASED PREDICTION METHODS
Link quality prediction methods based on link characteristics predict the link quality by analysing the relationships between the information in physical layer and information in link layer. The information in physical layer mainly includes the received signal strength indicator (RSSI), the link quality indicator (LQI) and the signal to noise ratio (SNR). The link layer information mainly includes the packet reception rate (PRR).
Baccour et al. [8] propose a link quality evaluation method F-LQE based on fuzzy logic, which combines four link quality parameters, including packet delivery, asymmetry, stability, and channel quality. The membership degree of each parameter is calculated by the membership function. The experimental results show that the method has good stability but poor agility. Ansar and Dargie [9] propose a protocol that estimates the duration of good or bad links from received ACK packets and shares the link states with neighbouring nodes to improve the utilization of the shared channel. A packet is sent when the link is in good link cycle and is not sent when the link is in bad link cycle. Experiments show that the proposed prediction method can effectively improve the throughput of the network and reduce the energy consumption during transmissions. By analyzing the influence of the asynchronous nature of widely adopted dutycycled radio control on link quality estimation, Liu et al. [10] design a distributed frame counter meter to count the successfully decoded wake-up frames and the corrupted ones, separately. The meter is applied to link quality estimation models Four-Bit. Experiments in indoor and outdoor scenarios show that link quality estimation model has been improved. Aswale and Ghorpade [11] propose a triangle link quality metric and minimum inter-path interference-based geographic multipath routing (TIGMR). By using the averages of the SNR and LQI as the right angle, the value of the hypotenuse represents the triangle metric. The simulation results indicate that the TIGMR protocol optimizes the overall performance and improves the network lifetime compared with the state-of-the-art two-phase geographic forwarding (TPGF) and link quality and energy-aware routing (LQEAR) protocols. Sun et al. [12] propose a reliable link estimation model for end-to-end data transmission in WSNs applications for industrial monitoring and control. The model uses an alpha-stable distribution to accurately represent the background noise, and uses a modified log-normal path loss model to more realistically describe the RSS. The link quality is obtained by mapping relationship between the physical channel signal state and the PRR. Experimental results show that it has good estimation effect.
2) STATISTICS-BASED PREDICTION METHODS
Link quality prediction methods based on statistics predict the link quality by combining statistical methods to analyse the large amount of collected data. Fonseca et al. [13] propose an estimator 4-Bit, which combines physical layer, link layer and network layer information. The physical layer provides immediate information on the quality of the decoding of a packet. The link layer provides the ACK bit that is written to the transfer buffer when the packet is successfully received. The network layer provides the compare bit and the pin bit for the routing table. The experimental results show that significant improvements on cost and delivery ratio over the state of the art. From a multidimensional view of characterizing the wireless link quality, Guo et al. [14] present the fuzzy logic based link quality indicator (FLI), and implement a FLI-based wireless link quality estimator in Collection Tree Protocol (CTP). By comparing the performance between 4Bit-CTP and FLI-CTP, FLI-CTP reduces the average path length and topological changes in different network configurations. Sharma et al. [15] select a high-quality path with a minimum number of hops in a mobile ad hoc network based on node mobility and variable channel conditions during data transmissions. This approach improves the communication efficiency of mobile ad hoc networks by modifying the expected number of transmissions and adding the link loss variance to the prediction. Experiments show that the method acquires significant improvements in the throughput, packet transmission score, normalized routing and end-to-end delay. Qin et al. [16] propose a three-layer impulse response framework to characterize the fading effect of wireless links in industrial environments. Among them, an augmented Kalman-filter-based link quality estimator is designed to track both the specular and scattered power in the distribution parameter space with constant noise covariance matrices. Experiments from industrial sites show that it significantly increases the accuracy. Bildea et al. [17] divide the links quality into three categories which are good, middle and bad according to the PRR. The Gilbert-Elliot two-state Markov model is used to analyse the PRR. Based on this, the LQI is converted into two states according to the threshold. The Gibert-Elliot model is constructed to estimate the PRR according to LQI.
3) MACHINE LEARNING-BASED PREDICTION METHODS
Link quality prediction methods based on machine learning predict the link quality by utilizing pattern matching, supervised learning and other modelling technologies. Ancillotti et al. [18] propose a novel strategy for link quality monitoring called the RL-probe in the RPL, which accurately measures the link quality with minimal overhead and energy waste. The RL-probe leverages both synchronous and asynchronous monitoring schemes to maintain up-to-date information on the link quality and to promptly react to sudden topological changes. A reinforcement learning model is used to drive the monitoring procedures and minimize the overhead that is caused by active probing operations. The results demonstrate that the RL-probe helps to effectively improve packet loss rates, thus allowing nodes to promptly react to link quality variations and to link failures due to nodes' mobility. Shu et al. [19] propose a multi-class link quality estimation mechanism based on support vector machine. The RSSI and LQI are selected as the estimation parameters, and the link quality is divided into five grades according to the PRR. The model can accurately estimate the current link quality using a small number of probe packets. Lowrance et al. [20] propose a unique approach using fuzzy logic to infer the LQ based on the collective output from a series of offset c1assifiers and their posterior probabilities. The proposed model leverages machine learning to extract the underlying functional relationships between the input and output variables. Compared with the traditional linear regression approach, the results show that there are statistically significant improvements in three out of the six real-world indoor and outdoor environments where the robot is operated. Liu and Cerpa [21] propose 4C, which is a novel link estimator that applies the link quality prediction along with the link estimation. The authors utilize logistic regression to construct the prediction model, which combines the PRR and the information in physical layer, i.e., the RSSI, SNR and LQI, as inputs, and outputs the success probability of delivering the next packet. The experimental results show that the improvements in the order of 20% to 30% compared with 4Bit and STLE estimators in single and multiple sender experiments, with some cases improving performance by more than 45%.
Some of these methods, such as [17] , did not consider that the distribution characteristics of the link quality parameters are different in different scenarios. The specific thresholds for dividing the link quality grades do not have wide applicability. Based on this, we propose a method for adaptively dividing link quality grades based on SUBXBFCM algorithm in different scenarios. Others, such as those presented in [9] , [10] and [11] only use hardware parameters in physical layer which ignore the calibration errors of the hardware are easy to overestimate the link quality due to ignore the packet loss.
Other works, such as [13] and [15] , only use the software parameters in link layer which need to send many probe packets and are lack of real-time. Based on this, we combine hardware parameters and software parameters, and establish a mapping relationship between hardware parameters and link quality grades. Generally, the existing link quality estimation models, such as those in [19] and [21] , ignore the unbalanced characteristics of link quality samples caused by external factors. In the construction of the link quality estimation model (XGB_LQE), we control the maximum step of each tree's weight change to reduce the influence of the unbalanced link quality samples on the link quality estimation model, so as to further improve the accuracy of link quality estimation. The link quality prediction method proposed in this paper belongs to the machine learning-based method.
B. ANALYSIS AND APPLICATION OF XGBOOST
Extreme gradient boosting (XGBoost) is an ensemble algorithm based on trees or linear classifiers. It integrates several weak classifiers to form a strong classifier that has a better classification effect or regression effect [22] . Different from the conventional ensemble algorithms, the regularization term of XGBoost's objective function contains leaf nodes' weights and the tree depth, which can control the complexity of the model and prevent over-fitting. In addition, the objective function of XGBoost is approximated by a second-order Taylor expansion, which optimizes the objective function and guarantees the prediction accuracy [23] . XGBoost supports parallelism in the process of splitting, which greatly improves the efficiency of building trees. Chen et al. [24] use extreme gradient boosting (XGBoost) as the detection method in a software defined network (SDN)-based cloud to prevent the SDN controller from being VOLUME 7, 2019 attacked by distributed-denial-of-service (DDoS) that may paralyze the entire network. The XGBoost classifier uses the flow packet data set collected by TcpDump for the DDoS detection, and it is compared with other classifiers. The results validate that the method has higher accuracy, a lower false positive rate, fast speed and scalability. Due to the development of technologies, such as the Internet of Things, bio-sensing and data mining, Guo et al. [25] propose a machine learning-based physical fitness estimation model that is designed for wearable running monitoring for teenagers. This model includes four modules: PPG signal preprocessing, physiological data estimation, feature engineering and classification. The classification module utilizes the XGBoost algorithm for the classification of each teenager's physical fitness level. Compared with several existing ones, the proposed model is feasible and effective and can be expected to be a promising candidate solution for physical fitness evaluations by using smart wearable technologies in the future. Tian et al. [26] change the traditional combustion method, and transmit the combustion data that were collected by the smart sensors to a remote server in real time using GPRS data transmission technology and set up a database for data storage. They use the XGBoost algorithm to build the data analysis model, which is a multi-input and multioutput simulation model of cremation equipment. Then, they simulate the actual working conditions in cremation equipment and establish an intelligent monitoring system for cremation equipment. The experiments show that the oxygen content can be bound to a certain range by controlling certain parameters in advance based on the prediction results, which is of great significance for the efficient operation of equipment, energy savings and emission reductions. In addition, recent studies show that XGBoost has better analytical and prediction effects on the UEA and UCR time series datasets [27] .
The link quality prediction for WSNs predicts the link quality at the next moment by using the historical link quality information. The essence of link quality prediction is time series prediction. Firstly, we use the SUBXBFCM algorithm to adaptively divide the link quality grades according to the PRR. The Pearson correlation coefficient is used to analyse the correlation between the hardware parameters and the PRR. Hardware parameters with high correlations are selected as the inputs of the link quality estimation model (XGB_LQE). Then, we construct the XGB_LQE based on the XGBoost classification algorithm to estimate the link quality grades at the current time. In the construct of the XGB_LQE, we control the maximum step of each tree's weight change to reduce the influence of the unbalanced link quality samples on the XGB_LQE. Based on the temporal characteristic of the link quality information, the link quality prediction model (XGB_LQP) is constructed based on the XGBoost regression algorithm to predict the link quality grade at the next moment. We use the mean square error to verify the performance of the XGB_LQP.
III. DIVISION OF LINK QUALITY GRADE
The transmission range is traditionally defined by using three regions that are measured by the PRR: the connected region, transitional region, and disconnected region. In some literatures, there are some different standards for dividing link quality grades according to the PRR. Bildea et al. [17] divide the link quality into three grades according to the PRR: good links, where PRR ≥ 80%; intermediate links, where 20% ≤ PRR < 80%; and bad links, where 0 < PRR < 20%. Luo et al. [28] divide the link quality into five grades according to the PRR: very good links, where PRR ≥ 90%; good links, where 75% ≤ PRR < 90%; common links, where 60% ≤ PRR < 75%; bad links, where 20% ≤ PRR < 60%, and very bad links, where 0 < PRR < 20%.The distribution characteristics of the link quality parameters are different in different scenarios. Hence, the specific thresholds for dividing the link quality grades do not have wide applicability. Based on this, we propose a method to adaptively divide the link quality grades based on the improved fuzzy C-means algorithm (SUBXBFCM).
The fuzzy C-means (FCM) algorithm is a fuzzy flexible partitioning method. It treats each cluster that is generated by the cluster as a fuzzy set. The membership degree of each sample is calculated to determine which cluster they belong to. The clustering algorithm is more accurate and flexible than the hard partition, such as those in literatures [17] and [28] . However, it has the following key issues that need to be solved.
1) The selection of the p value which plays an important role for noisy data and the smoothness of the membership degree has an impact on the clustering results.
2) The FCM is very sensitive to the selection of the initial cluster centres because its objective function is a nonlinear convex function. If the cluster centres are not properly selected, the FCM easily falls into the local optimum, which affects the global judgement of the algorithm.
3) The number of clusters in an actual situation is often unknown. The optimal number of clusters for different problems is different, which affects the clustering performance. Hence, it is necessary to select appropriate number of clusters.
To further improve the performance of the FCM algorithm, we use the fast and independent subtractive clustering algorithm [29] to find the initial cluster centres of the FCM to avoid falling into the local optimum and improve the quality and efficiency of the FCM. We select the fuzzy measure as p = 2 [30] . Considering the fuzzy membership and geometric structure of the data set, the validity index XB [31] that is based on the compactness and separation of clusters is adopted to adaptively determine the number of clusters. Hence, we can adaptively determine how many grades to divide the link quality into.
We use the PRR as the input of the SUBXBFCM algorithm. The purpose of clustering is to cluster the PRR to divide the link quality grades, and make the cluster objective function reach its minimum value. The objective function is shown in equation (1).
Here, u ij denotes the membership degree of the j-th PRR belonging to the i-th link quality grade. Where the degree of membership indicates the degree to which the j-th PRR belongs to the i-th link quality grade. Among them, 0 ≤ u ij ≤ 1, u ij = 1 indicates that the j-th PRR is completely subordinate to i-th grade, and u ij = 0 indicates that the j-th PRR is not belong to the i-th grade. The j-th PRR belongs to the link quality grade corresponding to the maximum membership degree. d ij denotes the distance from the j-th PRR to the i-th link quality grade, and it is calculated by using the Euclidean distance. p is the fuzzy measure. The process of dividing the link quality grades based on SUBXBFCM is shown as Algorithm 1.
Algorithm 1 link Quality Grades Division Algorithm
Input: Data set D PRR = {PRR 1 , PRR 2 , . . . , PRR N } Output: The optimal number of clusters c * , link quality grades D level = {Level i } , i = 1, 2, . . . , N 1: specify fuzzy measure p = 2, initial number of cluster c = 2, number of iteration t = 0, the convergence precision ε, set the optimal number of clusters to c * , set the maximum number of clusters to c max ; 2: for c < c max 3:
increment c(c = c + 1);
4:
initialize cluster centres V (0) = {v 1 , v 2 , . . . v c } by subtractive clustering based on D PRR ; 5: for ||U (t+1) − U (t) || > ε 6: increment t(t = t + 1); 7:
calculate the membership degree u ij of PRR, and update the membership matrix
8:
calculate the cluster centre v j of PRR, and update the cluster centre matrix
(uij) 2
9:
calculate the value of the validity indicator XB, and output output XB and c; 10:
if XB < the lasted XB 11:
set c * = c, U * = U , V * = V ; 12: return c * and D level according to U * , V * By dividing link quality grades based on Algorithm 1, the link quality parameters in the same grade are consistent, and the link quality parameters are different between different grades. Hence, the link quality grades are determined, which reflect whether the links are good or bad.
IV. LINK QUALITY ESTIMATION
We adopt the Pearson correlation coefficient to analyse the correlation between the hardware parameters and the PRR. The hardware parameters, RSSI, LQI and SNR, are selected as the inputs of the link quality estimation model (XGB_LQE). Sample preprocessing is performed on the collected link quality parameters. The XGB_LQE is constructed based on the XGBoost classification algorithm to estimate the current link quality grade.
A. SELECTION OF LINK QUALITY PARAMETERS
Although estimating link quality using hardware parameters has the characteristic of being in real-time, calibration errors in the hardware and the problem of ignoring packet loss are likely to overestimate the link quality [7] . The link quality estimation method based on software parameters needs to send a large number of probe packets, which is not agile enough to reflect the link quality in real time [1] . By comprehensively considering the hardware parameters and software parameters, we study the correlation between the hardware parameters and the PRR and select the hardware parameters which have highest correlation with the PRR as the inputs of the link quality estimation model (XGB_LQE).
We use the self-developed wireless sensor networks link quality testbed (WSNs-LQT) [19] to collect the link quality parameters in square, laboratory, and grove scenarios. We use Pearson correlation coefficient to analyse the correlation between the averages of hardware parameters and PRR. The greater the absolute value of Pearson correlation coefficient, the stronger the correlation, and vice versa [25] . The correlation between hardware parameters and PRR in three scenarios is shown in Table 1 . It can be seen from Table 1 that the hardware parameters have significant correlations with the PRR. In the laboratory scenario, the hardware parameters have a strong correlation with the PRR, and the values of the Pearson correlation coefficients are all greater than 0.5. In the square scenario, the average of the LQI has the strongest correlation with the PRR compared with other parameters. In the grove scenario, the average of the SNR has the strongest correlation with the PRR compared with other parameters, and the Pearson correlation coefficient is 0.687.
In summary, in the three scenarios, the averages of the RSSI, LQI and SNR have correlation with the PRR. Hence, we select the averages of the RSSI, LQI and SNR as the inputs of the XGB_LQE.
B. SAMPLE PREPROCESSING
Substantial noise and numerous outliers in the sample space may affect the prediction accuracy. Excessive training sample sets will increase the complexity of solving the problem. Therefore, it is necessary to study the sample preprocessing method to distinguish the noisy samples from the samples. Extracting high-information parameters from valid samples will increase the prediction speed and ensure the prediction accuracy.
1) REMOVING ABNORMAL SAMPLES
The complete packet loss phenomenon occurs in the samples that are collected by the WSNs-LQT experimental platform, and the obtained link quality parameters are zero at this time. However, the corresponding PRR is not zero definitely when the hardware parameters are all zero in actual situations, especially when the RSSI is negative. In this paper, all the abnormal samples with zeros are excluded during sample processing.
2) DENOISING OF SAMPLES
Noisy samples exist among the raw samples due to external and internal interference. Noisy samples reduce the accuracy of the prediction model and do not fully reflect the real link quality. Kalman filtering is an ideal method for continuously changing systems, and it has the advantages of less memory consumption and fast speed [32] . Based on the above analysis, we use Kalman filtering to denoise the link quality parameters of the RSSI, LQI and SNR.
C. LINK QUALITY ESTIMATION MODEL
The link quality estimation is a process of determining the current link quality grade according to the selected link quality parameters. Different link quality parameters reflect different link characteristics. Link quality grades can intuitively reflect link quality. Hence, the link quality estimation problem is transformed into a classification problem. The link quality estimation model (XGB_LQE) is constructed based on XGBoost classification algorithm, which takes the classification advantages of XGBoost. The link quality estimation is implemented by the mapping relationship between hardware parameters and link quality grades. The link quality grades at the current time are obtained by using the XGB_LQE.
The averages of the RSSI, LQI and SNR after preprocessing are combined into a triple {µ(RSSI i ), µ(LQI i ), µ(SNR i )} , (i = 1, 2, . . . , N ), which is the input of the XGB_LQE. The output is the link quality grade {Level i }. The data set of the XGB_LQE is D eva = {(X i , Y i )} , (i = 1, 2, . . . , N ), where X i = {µ(RSSI i ), µ(LQI i ), µ(SNR i )} which is the input of the XGB_LQE and Y i = {Level i } which is the output of the XGB_LQE.
We construct decision trees using the hardware parameters X i and the link quality grades Y i . The correlation between the hardware parameters X i and the link quality grades Y i is mined. Hence, the link quality estimation model XGB_LQE is constructed. The basic idea is to add multiple decision trees to the XGB_LQE step by step. When one decision tree is added to the model, the objective function is relatively reduced. By minimizing the objective function, we construct multiple decision trees, and combine them into a strong classifier. The leaf nodes of each decision tree are assigned weights that correspond to the estimated link quality grade. When the link quality parameters are input into the classifier, corresponding link quality grades are determined according to the attributes.
The objective function of the XGB_LQE includes the loss function and regularization term. Because we transform the link quality estimation problem into a classification problem, the Softmax function is used as the loss function.
The splitting process of the decision trees in the XGB_LQE is different from that of general decision trees. General decision trees do not consider the complexity when splitting, and rely on subsequent pruning operations to control the complexity. The XGB_LQE adds a regularization term to the objective function to control the complexity of the tree and to avoid over-fitting when splitting. The construction of each decision tree is iterated based on the previous decision tree. Every time a decision tree is constructed, it calculates the gain value of each leaf node and selects the highest valued leaf node to split.
When the gain of the split leaf node is less than zero or the depth of the tree reaches the specified maximum depth, the decision tree stops splitting. Hence, the optimization of the leaf node value and the decision tree structure is completed, and final link quality estimation model XGB_LQE is obtained.
The classifier sequence of M decision trees {I 1 (X ), I 2 (X ), . . . , I M (X )} is obtained through training. The link quality estimation model XGB_LQE is formed by using additive combinations, as shown in equation (2) .
Among them, G(X ) is the final strong classifier, namely, the link quality estimation model XGB_LQE, and I m (X ) is the m-th decision tree.
The interference sources in different scenarios are different, and the collected link quality parameters have different distribution characteristics. For example, due to the large numbers of trees and stones in the forest scenario, the reflectors have great impacts on the link quality for WSNs link, which results in poor link quality as a whole. That is, there are many bad links and a few good links, which result in imbalanced link quality data. Thus, the classification performance of the XGB_LQE for the link data of the minority class is poor.
Aiming at solving this problem, we control the maximum step of each tree's weight change in the iterative process of the link quality estimation model XGB_LQE, and adjust the weight of each tree. This process is done to avoid the influence of the good link data which is the minority category on the classifier and to reduce the errors that are caused by the imbalanced training data.
V. LINK QUALITY PREDICTION
Time series of link quality grades are obtained by using the link quality estimation model (XGB_LQE), and the essence of the link quality prediction problem is a regression process. Hence, the link quality prediction is transformed into a regression problem. We construct multiple regression trees with the sample set of time series which is built by using sliding time window, and combine the regression trees via addition to construct the XGB_LQP. The predicted link quality grade reflects the link quality at the next moment.
A. CONSTRUCTION OF TIME SERIES SAMPLE SETS
The link quality for WSNs has strong regularity in the short term [33] . Thus we use the estimated results of the XGB_LQE {Level i } , (i = 1, 2, . . . , N ) to construct the link quality sample set of time series using time intervals. As shown in figure 1 , the sample set of time series 1, 2, . . . , N ) is constructed by using a sliding time window of size w (there are w link quality grades in the sliding time window), where X i = {Level i , Level i+1 , . . . , Level i+w−1 } is the input of the link quality prediction model XGB_LQP, Y i = {Level i+w } is the output, and i is the sequence number of the sample set. The size of the sliding time window w has a certain influence on the prediction accuracy of the link quality prediction model XGB_LQP. An excessively large sliding time window will contain too many time features, which may result in increasing training complexity and longer training time for the XGB_LQP. In contrast, the XGB_LQP will not be able to learn the features in the time domain, which will result in unsatisfactory prediction results. In this paper, the size of w is determined by using a comparison experiment.
B. LINK QUALITY PREDICTION MODEL
We use the XGBoost regression algorithm to construct the link quality prediction model XGB_LQP for each experimental scenario. The XGB_LQP is shown in figure 2 . The link quality prediction model XGB_LQP based on the XGBoost regression algorithm that is shown in figure 2 can be expressed as equation (3).
Among them, f m is the m-th regression tree, M is the total number of regression trees,Ŷ i is the i-th predicted link quality grade, andŶ m is the final link quality prediction model. We build M regression trees by optimizing the objective function step by step, and finally add the M regression trees together to obtain the link quality prediction model XGB_LQP.
First, the definition of the link quality prediction model's objective function is shown in equation (4) .
where (f m ) = γ T + 1/2λ ω 2 is the regularization term that measures the complexity of the regression tree and includes the number of leaf nodes of the regression trees and L2 regularization, T is the number of leaf nodes, and ω represents the score on a leaf. γ and λ are weight parameters, and l is the loss function of the XGB_LQP, which is the square loss function, as shown in equation (5) .
The link quality prediction model XGB_LQP optimizes the objective function step by step, and the main process is as follows.Ŷ
The objective function of the XGB_LQP at the t-th step is as shown in equation (9) .
According to the second-order Taylor expansion, the firstorder derivative g i and the second-order derivative h i of the loss function are substituted into the objective function. The objective function at step t is shown in equation (10) .
where C is a constant, and I j = { i| q(Y i ) = j} is the instance set of leaf j, which is the corresponding link quality values. We can rewrite equation (10), which can be used as a scoring function to measure the quality of a tree structure, as shown in equation (11) .
We find the minimum of equation (11) and compute the optimal weight ω * j of leaf j, as shown in equation (12) .
The corresponding objective function is shown in equation (13) .
Next, we use the greedy algorithm that starts from a single leaf and iteratively adds the branches to the tree. Then, the loss reduction after the split is given by equation (14) .
where I L and I R are the instance sets of the left and right nodes after the split, respectively, and I = I L + I R . We iterate this process until Gain is less than zero or the number of iterations reaches the maximum depth.
After constructing M regression trees, the XGB_LQP is obtained by adding the M regression trees together. By inputting {Level i , Level i+1 , . . . , Level i+w−1 } into the XGB_LQP, we get the link quality at the next moment by adding the predicted results of the M regression trees together.
VI. EXPERIMENTS AND ANALYSIS
To verify the validity of the model, the link quality data are acquired from multiple application scenarios. We use the TelosB node that is created by CrossBow to send and receive packets, and use the wireless sensor network link quality testbed (WSNs-LQT) that is developed by the lab to collect the link quality parameters, including the RSSI, SNR and LQI. The WSNs-LQT platform, which is shown in figure 3 , dynamically displays the link quality information from nodes. 
A. EXPERIMENTAL DESIGN
We carry out our experiments on a server consisting of four GPUs. The experiment steps are mainly organized as follow: (1) In order to ensure the validity of the data set, the preprocessed data set is divided into training set and testing set according to the ratio of 7:3. (2)The GridSearchCV method in Scikit-learn is used to train multiple sets of different hyperparameters. The mean squared error which is shown in equation (15) of the training model is sorted and parameters of the highest score are taken as the optimal parameters of the link quality prediction model.
where Y i is the real value of the link quality grade at the next moment,Ŷ i is the predicted value of the link quality grade at the next moment and N is the total number of samples. The mean squared error (MSE) is a measure of the degree of difference between the predicted value and the real value. We use the mean squared error to verify the link quality prediction model XGB_LQP since it reflects the credibility of the predicted value of the XGB_LQP. The smaller the MSE of the XGB_LQP' results is, the higher the accuracy of the XGB_LQP for predicting. 
B. EXPERIMENTAL SCENARIOS AND DATA ANALYSIS
The link quality of WSNs experiences highly dynamic changes due to interferences from external environmental factors. We design experiments in three different scenarios with different interferences. Aiming at the interference caused by moving objects including moving vehicles and pedestrians, we design an experiment in square scenario. Aiming at the electromagnetic interference caused by Wi-Fi, Bluetooth, electronic devices, etc., we design an experiment in laboratory scenario. Aiming at the interference caused by the reflection and shelter of stationary objects, including trees and leaves, we design an experiment in grove scenario. Three experimental scenarios are shown in figure 4 . As shown in figure 4 , different wireless sensor networks are deployed in each experimental scenario. In these three experimental scenarios, sensor nodes send packets to the sink node through one hop, and the sink node sends the collected packet to the personal computer.
The experimental parameter settings are shown in Table 2 . To ensure that the diversity and reliability of the data, the time series of PRR are obtained by taking measurements for several consecutive days in three scenarios. The link quality data of PRR, which are collected by the experimental testbed in the three scenarios, are plotted into three time series diagrams, as shown in figures 5∼7.
It can be seen from figure 5 that the link quality is abnormally unstable and poor in the square scenario. The values of the PRR are mostly below 0.4. The interference sources in the square scenario mainly include moving vehicles and pedestrians, which will result in electromagnetic interference and high attenuation to the WSN link quality and make the wireless channel unstable. Figure 6 shows that the fluctuation of the link quality is relatively small in the laboratory scenario. The link quality is very good and stable, with an average PRR of 0.9 after number 25 in the series, as shown in figure 6 . However, the link quality fluctuates greatly, and the values of PRR are very low before number 25. The interferences in the laboratory scenario are mainly for electromagnetic interference and radio frequency interference caused by Wi-Fi, Bluetooth, electronic devices, etc., which result in fading, including path FIGURE 6. Time series diagram of the PRR in the laboratory scenario. VOLUME 7, 2019 loss, channel fading, and multipath. These interferences make the link quality unstable.
In the grove scenario of figure 7 , the overall link quality fluctuates greatly, and the PRR is unstable and fluctuates at approximately 0.4. Large numbers of reflection and shelter caused by trees and leaves in the grove scenario have great impacts on the WSN link quality. The link quality becomes very bad and unstable. 
C. DETERMINATION OF CLUSTERING NUMBERS
We use SUBXBFCM algorithm to adaptively divide the link quality grades in different scenarios which can determine the optimal number of clusters by using the validity index XB. That is, SUBXBFCM algorithm does not need to run multiple times, which greatly reduces the calculation load and improves the efficiency of the algorithm. After the division of the link quality grades by the SUBXBFCM algorithm, the values of the XB corresponding to different clustering numbers are shown in Table 3 . Table 3 shows that as the clustering number changes, the values of XB fluctuate accordingly. When the samples are clustered into different clusters, the compactness within the cluster and the separation between clusters are different. The smaller the value of XB is, the better the compactness within the grade and the separation between grades. When the number of clusters is 3, the value of XB is the smallest. Hence, we divide link quality into 3 grades. To verify the effectiveness of using the SUBXBFCM algorithm to divide the link quality grades, we compare the proposed method with two other methods, which are Divide_5 [28] and Divide_3 [17] . The experimental results are shown in figure 8. Figure 8 shows the prediction effect of the link quality prediction model XGB_LQP with different link quality grade division methods.
It shows that the prediction effect of the XGB_LQP using the proposed link quality grade division method is better than that of the others in the three scenarios. The MSE values of the prediction model using the SUBXBFCM algorithm to divide the link quality grades are respectively decreased by 15% and 11% in the laboratory scenario compared with the other two methods; these results verify the effectiveness of using the SUBXBFCM algorithm to divide the link quality grades.
D. DETERMINATION OF SLIDING TIME WINDOW SIZE
The number of samples in the sliding time window indicates how many historical link quality grades are used to predict the link quality grade at the next moment. Figure 9 shows the average MSE of the XGB_LQP in the three scenarios. In this experiment, we use a sliding time window with a size ranging from 2 to 15 [34] . It can be seen from figure 9 that the MSE of the link quality prediction model XGB_LQP fluctuates with the change of the sliding time window size. Hence, the size of the sliding time window has a certain impact on the prediction of the next link quality. The MSE of the XGB_LQP fluctuates the most in the square scenario, and the best prediction result is obtained for a window size of 12. In the laboratory and grove scenarios, the MSE of the XGB_LQP fluctuates slightly, but there are still minimum values. In the square, laboratory, and grove scenarios, the optimal sliding time window sizes are 12, 9 and 12, respectively.
E. VERIFICATION AND COMPARISON OF XGB_LQP MODEL
To verify the validity of the link quality prediction model XGB_LQP, we carry out comparison experiments with the support vector regression (SVR)-based model (SVR_LQP) and the 4C-based model (4C-LQP) using the same datasets in three scenarios. Among them, the SVR is the current popular machine learning algorithm, and the 4C is the classical link quality prediction method. The experimental results are shown in figures 10∼12. Real_Value is the measured value of the PRR. The proposed link quality prediction model XGB_LQP can still make accurate predictions, while the prediction effects of the SVR_LQP and 4C_LQP are relatively poor. In the laboratory and grove scenarios, the link quality frequently fluctuates among three grades, which indicates that the link quality is very unstable. The SVR_LQP and 4C-LQP make more mistakes when the grade suddenly changes. However, the XGB_LQP can effectively predict the link quality grade at the next moment even when the link quality grade suddenly changes. Based on the experimental analysis of the three scenarios, the predicted results of the XGB_LQP are more consistent with the real values. Even in the case of unstable links, the link quality grades at the next moment can still be effectively predicted by the proposed prediction model. To further accurately verify the prediction effect of the link quality prediction model XGB_LQP, the MSEs of three prediction models in the square, laboratory and grove scenarios are shown in Table 4 . The results in Table 4 demonstrate that the MSE of the 4C_LQP is the biggest among the three scenarios. The link quality prediction model XGB_LQP has the smallest MSEs in the three scenarios compared with the other link quality prediction models. The three prediction models have the best prediction effect in the laboratory scenario, which is a relatively stable scenario compared with other scenarios. Among them, the XGB_LQP has the best prediction accuracy, with an MSE of 0.0269. Due to the interferences caused by moving vehicles and pedestrians in the square scenario, the link quality for WSNs fluctuates greatly and exhibits frequent sudden changes. The 4C_LQP and SVR_LQP have poor predictive performances compared with the XGB_LQP. Hence, the XGB_LQP can predict fluctuations of link quality and has a better anti-interference ability. In the grove scenario, all link quality prediction models have the worst prediction accuracy compared with the other scenarios due to the reflection and shelter caused by trees and leaves which will result in multipath. The MSE of the XGB_LQP is 0.0857, which is still smaller than 4C_LQP and SVR_LQP.
The comprehensive analysis of the above experimental results shows that the XGB_LQP link quality prediction model has better prediction accuracy compared with the 4C_LQP and SVR_LQP in the three experimental scenarios with different interference sources for single-hop WSNs. It can be seen that the proposed link quality prediction model has a better prediction effect in link quality prediction for single-hop WSNs and has better generalization abilities in different scenarios.
VII. CONCLUSION
In this paper, we propose a link quality prediction method based on XGBoost for WSNs. Firstly, link quality grades are divided adaptively based on SUBXBFCM according to the PRR. Pearson correlation coefficient is employed to analyse the correlation between hardware parameters and PRR. Based on the averages of RSSI, LQI, SNR and link quality grades, the link quality estimation model (XGB_LQE) is constructed by using the XGBoost classification algorithm to estimate the current link quality grade. In the construction of the XGB_LQE, the maximum step of each tree's weight change is controlled to reduce the influence of the unbalanced link quality samples on the XGB_LQE. Based on results of the XGB_LQE, the link quality prediction model (XGB_LQP) is constructed based on the XGBoost regression algorithm. Experiments are carried out in square, laboratory and grove scenarios which have different interferences. In these three experimental scenarios, we deployed three single-hop WSNs. Experimental results show that the prediction accuracy of the XGB_LQP using the SUBXBFCM algorithm is higher than those of the other two division methods, which verifies the rationality of using SUBXBFCM algorithm to divide the link quality grades. Compared with the SVR_LQP and 4C_LQP models in the three scenarios with different interferences, XGB_LQP has better prediction accuracy and good environmental adaptability for single-hop WSNs.
In the future, we will consider applying our proposed method for multi-hop WSNs to predict the link quality at the next moment. We should not only consider the link quality but also the path cost when the next hop node is selected. Selecting links with good quality may need more hops to delivery a packet, which will result in high path cost. Therefore, it is necessary to combine the predicted results of the proposed model with the path cost of each node when selecting the next hop node.
