It is shown that dipolar coupling between neighboring quantum dots enhances the absorption of light in close packed monolayers of colloidal quantum dots. Based on this concept, the experimentally determined losses in planarized waveguides coated by a quantum dot monolayer can be successfully simulated. These simulations rely on replacing the quantum dot layer by an effective medium with a dielectric function determined by dipolar coupling and use the dielectric constant of the quantum dot host medium as the only adjustable parameter. This leads to a generic approach for the simulation of optical materials including close packed quantum dot layers. Keywords: functionalized waveguides, colloidal quantum dots, optical losses, silicon, telecommunication.
INTRODUCTION
Colloidal quantum dots offer a unique combination of size-tunable optical properties and a suitability for solution-based processing [1] . This implies that their properties can be fit to the application and that they can be readily combined with a variety of materials or technology platforms. These include silicon-on-insulator (SOI) and silicon nitride based integrated photonic circuits, where colloidal quantum dots can be used for the on-chip generation, detection or processing of light. These applications typically rely on close-packed mono-or multilayers of quantum dots.
In this paper, we analyse the optical properties of such quantum dot layers. We first start from absorption measurements, where we find that the absorption cross section of a quantum dot in a close packed film can be enhanced by a factor of 5 relative to the value found in a dilute dispersion. We show that an effective medium model that explicitly includes the dipolar coupling between neighboring quantum dots can account for this enhancement and its particular dependence on the quantum dot size and the quantum dot material. In a second step, we use this effective medium model to simulate experimentally determined losses in planarized SOI waveguides coated by monolayers of quantum dots. Using the host dielectric constant as the only adjustable parameter, we find excellent correspondence between the experimental losses and the simulation results for dielectric constants of the host in the range 1 -2, a reasonable value for quantum dots coated by apolar organic ligands. As such, this work provides the conceptual basis needed for the optical simulation of hybrid photonic devices based on thin films of colloidal quantum dots.
EXPERIMENTAL
The oleate-capped PbS and PbS/CdS quantum dots used in this work were synthesized using established literature procedures [2] , [3] and subsequently deposited as close packed monolayers using Langmuir-Blodgett deposition [4] . Importantly, this leads to the formation of large area, homogeneous films both on glass substrates (see Fig. 1A ) and on silicon-on-insulator chips, where local deposition is achieved in combination with optical lithography [5] .
When deposited on glass substrates, the absorption cross section σ f of a quantum dot can be determined from the film absorbance A, corrected for the film reflectance R:
Here, N s denotes the surface density of quantum dots, a number that can readily be determined using transmission electron microscopy (TEM). In equation (1), scattering is neglected since the wavelengths used (> 400 nm) are much larger than the quantum dot diameter. The correction of the absorbance for reflection is typically very small (< 10%).
When deposited on waveguides, the net absorption coefficient α of the QDs is obtained by loss measurements on waveguides covered by a strip of QDs with varying length L (see Fig. 2B ). Using one of the waveguides as a reference, the transmitted power P t in the other waveguides can be expressed as: (2), we calculate α from the slope of a log
RESULTS
In Figure 1B , we plot the ratio between σ f measured on monolayers of PbS QDs at 400 nm and the absorption cross section σ 0 of the same quantum dots in a dilute dispersion in tetrachloroethylene [6] . We find that this ratio, which we call the enhancement E, shows a marked dependence on the QD diameter, with a maximum value of about 5 for 4 nm PbS QDs. As shown before, this enhanced absorption of quantum dots in monolayers and its size dependence finds its origin in the dipolar coupling of the polarization fields in neighbouring quantum dots induced by the incident optical field (see Fig. 1C ) [7] . This results in the following expression for σ f :
Here, λ is the wavelength of light, n h and ε h are the refractive index and the dielectric constant of the host in which the QDs are embedded, respectively while a 0,h is the polarizability of an isolated quantum dot in the host medium and S is the so-called dipole sum, a term grouping the dipolar contributions of the neighboring particles to the field that drives a given QD. As shown by the full line in Fig. 1B, equation (3) reproduces the experimentally determined absorption enhancement when taking ε h = 1.5 and a QD size dispersion of 10%. This correspondence indicates that the optical properties of QDs in close packed arrays indeed strongly depend on dipolar coupling between neighboring QDs. Importantly, the same expression also accounts for the absorption enhancement measured with PbS/CdS core/shell QDs in close-packed monolayers (see Fig. 1D ), provided that the appropriate expression for the polarizability of a core/shell nanocrystals is used.
In Fig. 2 , we show the results of loss measurements in the wavelength range 1.48 -1.56 µm of planarized SOI waveguides coated with a close packed monolayer of PbS/CdS QDs. For these experiments, core/shell QDs were chosen with a maximum of their first exciton absorbance at 1450 nm (see Fig. 2A ). In this way, we will probe the well discernible long wavelength tail of these QDs. By measuring waveguides coated with QD strips of different length (Fig. 2B) , we obtain the waveguide absorbance related to the presence of the QDs as plotted in Fig. 2C . We find, depending on the wavelength, absorption coefficients in the range 2 -5 cm -1 , that clearly follow the slope of the first exciton absorbance of the QDs in this wavelength range.
To compare the experimental QD with model predictions, we use an approach where the real QD layer covering the PWG is replaced by an effective medium with a dielectric function ε eff (see Fig. 3A ). Using the real geometry of the PWG -which includes a slightly submerged waveguide top surface, coated by a thin native silica layer -this enables us to extract a theoretical absorption coefficient α from the simulated effective 
Here, δ denotes the assumed thickness of the effective layer. Importantly, the dipole sum S is in general different for fields parallel (S ‖ ) or perpendicular (S⊥) to the QD film. However, since the main field component of the quasi-TE modes in the PWG used here lies parallel to the QD film, only S ‖ -which was also used for the analysis of the absorption enhancement (see Fig. 1 ) is of relevance here.
Opposite from S, which only depends on the position of the particles relative to each other, a 0,h is a function of ε h and the dielectric function ε QD = ε QD,Re + iε QD,Im of the QDs. While we consider ε h as an adjustable parameter in this study, we use calculated values for ε QD,Re and ε QD,Im , taking care that they yield the experimental absorption coefficient spectrum of the QDs in a dilute dispersion while obeying the KramersKronig transformation [8] . Importantly, in this analysis, we assume that the absorption coefficient of the PbS/CdS core/shell QDs at wavelengths shorter than 400 nm can be derived from the bulk dielectric function of PbS and CdS, respectively -as was demonstrated for PbSe/CdSe QDs [9] -and we neglect possible quantization effects in the CdS shell.
Combining the geometry of the PWG cross section and the expression for ε eff -based on the coupled dipole model and the self-consistently determined ε QD -the electric field of the guided optical mode in the PWG can be calculated, resulting in theoretical values for eff ñ and α. As an example, Fig. 3B represents the electric field at a wavelength of 1520 nm for a PWG covered by a QD monolayer as obtained using Fimmwave 3.4 complex mode solver. The figure clearly shows the overlap between the QD film and the evanescent field, which makes that light absorption by the QDs affects κ eff and leads to a non-zero α. As shown in Fig. 3C , a close match can be obtained between the simulated and experimental α spectrum for a QD monolayer-coated PWG by adjusting ε h . It should be noted that the ε h value needed to match the experimental and simulated α spectrum somewhat depends on the geometry of the PWG. Using AFM, a height difference l between the top surface of the PWG and its silica cladding in the range 6 -10 nm has been obtained. Varying l between both values as extreme cases, we obtain agreement between experiment and simulation for ε h = 1.0 (l = 6 nm) to ε h = 1.16 (l = 10 nm). For QDs capped by oleic acid (ε = 2.1 at 2000 nm) [10] , both figures are relatively low yet the same holds for the ε h = 1.5 found for PbS QD monolayers deposited on glass (see Fig. 1 ).
CONCLUSION
We have studied light absorption in close packed PbS and PbS/CdS QD monolayers formed by LangmuirBlodgett deposition. The measured absorption enhancement has been explained by dipolar coupling between neighbouring QDs, implying that each QD is driven by a combination of the external optical field and the polarization fields of surrounding QDs. Using similar Langmuir-Blodgett QD monolayers as a top coating on SOI planarized waveguides, we clearly retrieve the QD absorbance in the waveguide losses. The experimental absorption coefficients due to the QD top layer can be simulated using an approach where the QD layer is replaced by an effective medium with an effective dielectric function determined again by dipolar coupling between neighboring QDs. This approach leaves the host dielectric constant ε h as the only adjustable parameter and provides a generic scheme to model optical properties of composite materials containing close packed QD films.
