] have recently introduced the concept of density-driven correlation in ensemble density-functional theory. In order to calculate the corresponding correlation energy, the authors referred to additional state-driven Kohn-Sham (KS) systems. We show in this work that this step is in fact not necessary as the individual densities can be extracted, in principle exactly, from the density-functional KS ensemble. An alternative state-driven/density-driven decomposition of individual correlation energies is then proposed, thus paving the way towards the rationalization and development of density-functional approximations for ensembles.
Introduction.
Despite its success, linear response timedependent density-functional theory (TD-DFT) [1] still suffers from various deficiencies, thus reducing its applicability, in particular to strongly correlated electronic systems [2] . These failures originate from the singlereference perturbative character of the theory and the commonly used adiabatic approximation. As a result, the interest in alternative time-independent formulations of DFT for excited states has increased substantially over the last decade . Gross-Oliveira-Kohn (GOK) ensemble DFT [25] [26] [27] , which is a generalization of Theophilou's DFT for equiensembles [28, 29] , is one of them. Unlike state-averaged multiconfigurational quantum chemical methods [30] , GOK-DFT describes (in principle exactly) each state that belong to the ensemble with a single Slater determinant, in analogy with regular ground-state Kohn-Sham (KS) DFT. A substantial difference with the latter though is that, in GOK-DFT, the non-interacting KS ensemble is expected to reproduce the true interacting ensemble density [i.e. the weighted sum of ground-and excited-state densities] only, not each individual (ground-or excited-state) density. This subtle point, which was not much emphasized in the literature until very recently [31, 32] , is central in the separation of ensemble correlation energies into state-driven (SD) and density-driven (DD) contributions, as proposed recently by Gould and Pittalis [31] . This decomposition sheds a new light on individual correlations within an ensemble and is relevant to the design of ensemble-density-functional approximations, which still remains a challenging task [11, 17, 24, 33] . The way it should be formulated and implemented is, however, open to discussion. Gould and Pittalis [31] proposed to introduce state-specific KS systems (one for each state, in addition to the KS ensemble) which are expected to reproduce the exact individual densities. While KS potentials for excited states are well defined for Coulomb systems [34] [35] [36] , their construction is not straightforward in the general case. When they exist, the non-uniqueness problem can be solved through a selection procedure [31] .
But there might also be situations where such potentials do not exist. A simple example is given by the twoelectron asymmetric Hubbard dimer [37] where the occupation of the atomic sites plays the role of the density. In the non-interacting dimer, the density of the first singlet excited state does not vary with the KS potential. It matches the interacting excited-state density only when the dimer is symmetric [14] . As shown in the following, the non-uniqueness or nonexistence of excited-state KS potentials is not a problem as such in the context of ensemble DFT, where the KS potential is well defined (up to a constant) [26] , simply because the individual densities can be extracted in principle exactly from the KS density-functional ensemble. We will reach this conclusion simply by extending the energy extraction procedure of Ref.
[24] to densities. We also derive exact expressions for the individual density-functional correlation energies and their subsequent SD/DD decomposition, without referring to additional KS systems. After testing the latter decomposition on the Hubbard dimer, we finally use it for rationalizing a common density-functional approximation for ensembles.
A brief review of GOK-DFT. Let us consider the M +1 lowest (in energy) solutions to the electronic Schrödinger equationĤΨ I = E I Ψ I , 0 ≤ I ≤ M , where the Hamilto-nianĤ =T +Ŵ ee +V ext is the sum of the N -electron kinetic energy, Coulomb repulsion, and local multiplicative external potentialV ext ≡ N i=1 v ext (r i )× operators, respectively. For simplicity, we will assume that the energies are not degenerate, i.e. E 0 < E 1 < . . . < E M . Note that the theory can be easily extended to multiplets by assigning the same ensemble weight to degenerate states [26] . The ensemble energy E w = M I=0 w I E I is a weighted sum of ground-and excited-state energies where the (positive) ensemble weights decrease with increasing index I. They are normalized, i.e. w 0 = 1 − M I=1 w I , such that only the weights assigned to the excited states w ≡ (w 1 , w 2 , . . . , w M ) are allowed to vary independently. In GOK-DFT, the ensemble energy is determined as fol-
The corresponding minimizing orbitals fulfill the ensemble KS equations [26] ,
where v w Hxc [n] (r) = δE w Hxc [n]/δn(r) is the ensemble Hxc density-functional potential. Note that the density of each KS determinant can be expressed as follows:
where θ I p is the (fixed and integer) occupation number of the orbital ϕ w p in the determinant Φ w I .
Extracting exact individual densities. As pointed out in Ref. [31] , Eq. (5) does not imply that the KS determinants reproduce the exact individual densities {n ΨI } 0≤I≤M . Nevertheless, these densities can be extracted directly from the KS ensemble, as we will see. This means that it is in principle not necessary to refer to additional state-specific KS systems for modeling individual-state properties within an ensemble. We start from the simple observation that, like the energy [24], the density of any (ground or excited) state can be extracted from the (linear-in-w) ensemble density as follows:
By inserting the KS ensemble density expression of Eq. (5) into Eq. (9) we can express the exact deviation in density [that we can refer to as DD effect] of the true interacting state from the KS one as follows:
where, as readily seen from Eq. (10), the key quantity to model is the linear response ∂n Φ w K (r)/∂w I = 2 p θ K p ϕ w p (r)∂ϕ w p (r)/∂w I [we use real algebra for simplicity] of the individual KS densities to variations in the ensemble weights. In the following we denote i (or j) the orbitals that are occupied in the ensemble, i.e. those that fulfill
Unoccupied orbitals will be denoted as a. According to Eq. (7) and first-order perturbation theory, the response of the occupied KS orbitals reads
where the local multiplicative perturbation operator V w Hxc,wI ≡ V w Hxc,wI (r)× is defined as follows:
Note that, like in linear response TD-DFT [2] , the perturbation depends on the response of the KS orbitals through the ensemble Hxc kernel contribution [last term on the right-hand side of Eq. (12)]. By expressing the response ∂n w (r)/∂w I of the ensemble density in terms of the KS orbitals and their first-order derivatives [see Eqs. (5) and (8)], we finally obtain the following static linear response equations:
where
is what remains from the full perturbation in Eq. (12) when the true densities are approximated by the KS ones. As readily seen from Eq. (13), this part of the perturbation ignites the response of the KS orbitals which should then be updated (via the ensemble Hxc kernel contribution) until a self-consistent convergence is reached. Note that Eq. (13) can be rewritten as a static Casida-type equation [2] , which is convenient implementation wise. If the exact ensemble potential and kernel were known, one should ultimately recover the exact linear response, thus leading to the true individual densities via Eq. (10). This is the first key result of this work. Note that DD effects can still be (partially) described by means of Eq. (13) even if the simple (weight-independent) ground-state functional approximation E w Hxc [n] ≈ E Hxc [n] [15, 38] is employed. Indeed, in the latter case, the first term on the righthand side of Eq. (14) vanishes but not the second one that involves the conventional ground-state kernel δv Hxc [n] (r)/δn(r ′ ) taken at the (approximate) ensemble density.
Individual Hxc energies. The next natural step consists in extracting individual Hxc density-functional energies from the KS ensemble. For that purpose, we use the analog of Eq. (9) for energies [24] which, when combined with the variational KS expression of the ensemble energy in Eqs. (1) and (6), leads to the following exact (groundand excited-state) energy level expressions:
where the ensemble-density-functional individual Hxc energy reads
Note that, as expected, the ensemble density-functional Hxc energy is recovered from the weighted sum of the individual Hxc components [see Eqs. (4) and (16)]:
Eqs. (16) and (17), which are the second key result of this work, establish a clearer connection between ensemble and individual density-functional Hxc energies. Before analyzing the Hx and correlation terms separately for each state, it is worth noticing that, according to Eqs. (1), (5) , and (6), the individual Hxc energies can also be expressed as follows:
where the auxiliary double-weight ensemble KS density
has been introduced. The term that is subtracted on the right-hand side of Eq. (18) originates from the fact that the ensemble energy is calculated variationally. It is in principle nonzero since the individual densities in the KS ensemble are weight-dependent, unlike in the true physical system. 
As a result, the individual Hx energy in Eq. (18) reduces to the simple and intuitive expression
Density-driven correlation energies. We now focus on the individual correlation energies with a particular emphasis on their SD/DD decomposition. We start from the density-functional expression of Eq. (16) . Following Gould and Pittalis [31] , we introduce the following correlation bifunctional of the ensemble and individual densities:
n J (r) − n(r) . (22) Note that the exact Jth correlation energy is recovered by inserting the Jth noninteracting KS density into the bifunctional:
Note also that the bifunctional varies linearly with n J . Interestingly, if we instead insert the true interacting density, a different correlation energy [that will be referred to as SD correlation energy in the following] will be obtained. Note that, according to Eq. (9), it can be expressed more explicitly as follows:
The complementary DD correlation energy is then defined as
As readily seen from Eq. (25), the DD correlation energy vanishes for the ground state (J = 0) when w = 0 since, in this case, which corresponds to regular DFT, the physical and KS ground states have exactly the same density. In addition, unlike in the SD/DD decomposition used by Gould and Pittalis [31] , the weighted sum of our DD correlation energies does not contribute to the total ensemble correlation energy, i.e. 
In a practical calculation, one would use the following equivalent expression [see Eq. (10)] in order to evaluate each DD correlation individually:
or, in a more compact way [see Eq. (19) ],
where the derivatives in w of the KS densities would be obtained by solving our central linear response Eq. (13).
In the light of Eq. (18) and the comment that follows Eq. (19), we conclude from Eqs. (24) and (28) that neglecting DD correlations is analogous to ignoring the variational character of the ensemble energy when extracting (by differentiation) individual correlation energies from the latter.
Application. Gould and Pittalis [31] have shown that DD effects can contribute substantially to the correlation energies. We will show that, even though we use a different SD/DD correlation energy decomposition, we reach exactly the same conclusion. For that purpose, we consider the two-electron Hubbard dimer model [14-17, 24, 37] that can be seen as a prototype for a diatomic molecule. In this simple but nontrivial model, the density n reduces to a (possibly fractional) number that corresponds to the occupation of the first atomic site [the occupation of the second atom is then 2 − n]. It is governed by three parameters: the hopping t that modulates the strength of the kinetic energy, the on-site two-electron repulsion strength U , and the external potential difference ∆v ext which controls the asymmetry in the dimer. For simplicity, we focus on the weakly asymmetric and strongly correlated regime ∆v ext /t << t/U << 1. In this case, the ground state remains essentially symmetric [14] , i.e. n Ψ0 ≈ 1, and the density of the first (singlet) excited state [whose charge-transfer character increases with ∆v ext /t] varies through first order in ∆v ext /t as n Ψ1 ≈ 1 + [(U ∆v ext )/(2t 2 )] [15] . As a result, the biensemble density reads
where w ≡ w 1 . As mentioned in the introduction, the KS excited state is always symmetric (n Φ w 1 = 1), even when the true interacting system is not. Therefore, the KS ground-state density equals n Φ w 0 = (n w − w)/(1 − w), thus leading to
As shown in Ref. [15] , in the strongly correlated regime, the ensemble correlation functional reads, for |n − 1| ≤ w, as follows:
Individual SD/DD correlation energies can then be obtained from Eqs. (24) and (28) , thus leading to the final expressions:
for the ground state, and
for the excited state. As pointed out in Ref. [31] and readily seen from Eq. (32), when w > 1/3, DD correlation energies can be positive. In the excited state, our SD correlation energy is also positive when w > 1/4 [see Eq. (33)]. This is not surprizing as the energy extraction procedure used in Eq. (15) is not variational, even though the ensemble energy is. Interestingly, in the excited state, the DD/SD correlation energy ratio is |(3w − 1)/(4w − 1)|, which gives 50% for an equiensemble (w = 1/2), thus illustrating the importance of DD effects, at least in the considered (strongly correlated) regime.
Weight-dependent density-functional approximations. We have shown, up to now, how individual correlation energies can be extracted, in principle exactly, from the ensemble correlation functional. One may actually consider the problem the other way around. The motivation would then be to develop or rationalize density-functional approximations for ensembles, which is one of the most challenging task in ensemble DFT [8, 11, 17, 24, 39] . Let us consider, as an illustration, the common approximation [40] ,
where E c [n] = E w=0 c [n] is the standard ground-state correlation functional. At first sight [see Eqs. (17) , (22) , and (23)], it looks like a crude and pragmatic approximation where information about the ensemble in the individual correlation functionals is completely lost:
However, if we Taylor expand the individual density-functional correlation energies E c [n J ] = E c [n 0 + (n J − n 0 )] around the ground-state density n 0 , we realize, in the light of Eq. (22) , that the approximation in Eq. (35) is in fact a ground-state bifunctional approximation [the ensemble density is n 0 in this case],
where the ensemble correlation derivative is modeled as follows:
n J (r p ) − n 0 (r p ) .
Let us recall that this derivative mimics the derivative discontinuity correction to the Jth KS excitation energy [11, 24, 41] . Interestingly, the lowest-order (k = 2) term in Eq. (37) involves the (correlation) kernel, exactly like in linear response TD-DFT [2] . Note that, as readily seen from Eq. (16), the above derivation would hold if a density functional were used for the Hxc energy (rather than just the correlation energy).
Summary and outlook. A state-driven (SD)/densitydriven (DD) decomposition of density-functional correlation energies within an ensemble has been derived without additional state-specific KS systems. We have shown that, in this decomposition, the DD part can be substantial, as expected from the seminal work of Gould and Pittalis [31] . The formalism presented in this work can be used not only for rationalizing standard approximations in ensemble DFT but also for developing new approximations based on individual density-functional energies. While we focused on the extraction of individual properties, a natural step forward would consist in extending GOK-DFT to the calculation of coupling terms. Work is currently in progress in these directions.
