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Abstract
We construct new examples of left bialgebroids and Hopf algebroids, arising
from noncommutative geometry. Given a first order differential calculus Ω on an
algebra A, with the space of left vector fields X, we construct a left A-bialgeroid
BX, whose category of left modules is isomorphic to the category of left bimodule
connections over the calculus. When Ω is a pivotal bimodule, we construct a Hopf
algebroid HX over A, by restricting to a subcategory of bimodule connections
which intertwine with both Ω and X in a compatible manner. Assuming the space
of 2-forms Ω2 is pivotal as well, we construct the corresponding Hopf algebroid
DX for flat bimodule connections, and recover Lie-Rinehart Hopf algebroids as a
quotient of our construction in the commutative case. We use these constructions
to provide explicit examples of Hopf algebroids over noncommutative bases.
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1 Introduction
The relationship between Hopf algebroids and Hopf algebras is analogous to that of
groupoids and groups and since the discovery of significant Hopf algebras or quan-
tum groups in the 1980s, there were several attempts to define an analogous notion
of Hopf algebroids or quantum groupoids [23, 38, 39]. Today, the different formula-
tions of these structures are well understood [7], and there exists an extensive literature
[6, 8, 16, 14, 33, 34], generalising various properties of Hopf algebras to the setting of
Hopf algebroids. Despite this, there continues to be a shortage of examples of Hopf
algebroids with noncommutative base algebras. Since classically Lie algebroids and
groupoids arise naturally in differential geometry [25], we choose to tackle this prob-
lem in the setting of noncommutative differential geometry [5]. In the same spirit,
Lie-Rinehart algebras [31] are regarded as algebraic generalisations of Lie algebroids
and their universal enveloping algebras provide a family of example of Hopf algebroids
[20, 21, 30], with applications to differential geometry [17, 18] and differential equa-
tions [14]. However, the Lie-Rinehart construction is limited to the commutative set-
ting, whereas we obtain a Hopf algebroid associated to any unital algebra A equipped
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with a pivotal first order differential calculus of 1-forms. From an algebraic perspec-
tive, Hopf algebroids and bialgebroids [33, 35] lift the closed monoidal structure of the
category of A-bimodules, over a possibly noncommutative algebra A. Meanwhile, bi-
module connections [9] were introduced to provide a subcategory of connections over a
noncommutative space, with a monoidal structure, which lifts that ofA-bimodules. We
construct the left bialgebroid representing this category, Theorem 3.5, and under minor
conditions on the differential structure, we construct a Hopf algebroid which represents
a closed monoidal subcategory of bimodule connections. Additionally, when provided
with a pivotal space of 2-forms, we extend this construction to a Hopf algebroid rep-
resenting flat bimodule connection. In the commutative setting, a Lie-Rinehart algebra
with a finitely generated projective space of vector fields contains all the aforemen-
tioned data and its corresponding Hopf algebroid can be recovered as a quotient of our
construction in the flat case. In Sections 4.4 and 5.2, we utilise our construction to
provide several explicit examples of Hopf algebroids over noncommutative algebras.
While a single definition for bialgebroids has now been accepted, several defini-
tions of Hopf algebroids have been explored. A bialgebra is called a Hopf algebra if it
admits a linear endomorphism called the antipode, which lifts the inner homs of VEC
to its module category. The corresponding generalisation for Hopf algebroids is that of
Schauenburg [33]. However, a Schauenburg Hopf algebroid does not need to admit an
antipode and an example of such a Hopf algebroid was presented in [22]. The alterna-
tive versions, which involve an antipode are that of Lu [23] and Bo¨hm, and Szlacha´nyi
[8], the latter of which are examples of Schauenburg Hopf algebroids. The Hopf al-
gebroids constructed in this work satisfy Schauneburg’s axioms, however in Theorems
4.13 and 5.5, we present a criterion on when our examples admit invertible antipodes,
as defined by Bo¨hm, and Szlacha´nyi. In Section 2.1, we review the relevant definitions
of closed monoidal categories and the theory of Hopf algebroids.
The flavour of noncommutative geometry we employ here is that of noncommuta-
tive Riemannian geometry, as presented in [5], which is somewhat different from, but
not incompatible with, Connes’ more well known approach [11] coming out of spectral
triples and cyclic homology. The algebra of continuous functions on a manifold is re-
placed by an arbitrary algebra A and the additional data of 1-forms on the manifold is
replaced by an A-bimodule Ω and a linear map d : A→ Ω satisfying the Leibnitz rule
(Definition 2.4). To capture a more complete picture of geometry, we would require
the additional data of higher differential forms and Ω is usually denoted by Ω1 instead.
However, our constructions only require a first order differential calculus. We review
the relevant definitions and provide several examples of such structures in Section 2.2.
An important tool in geometry is to understand vector bundles over a manifold.
The Serre-Swan theorem tells us that this is the same as looking at finitely generated
projective modules over the algebra of smooth functions on the manifold. In differen-
tial geometry, one would like to understand differentiation on smooth bundles, which
translates to viewing covariant derivatives on these modules. The algebra of smooth
functions on a manifold is commutative, and any left module over this algebra can
be viewed as a bimodule, with the same left action acting on the right. In particular,
one can tensor connections over the algebra. Over a noncommutative algebra how-
ever, one must distinguish between left and right connections and there is no natural
monoidal structure on either category. To overcome this issue, one must look at left (or
right) bimodule connection which consist of a bimodule M , instead of a left module,
a left connection ∇ : M → Ω ⊗ M and a bimodule map σ : M ⊗ Ω → Ω ⊗ M
called an Ω-intertwining, satisfying certain axioms (Definition 2.13). As demonstrated
in [9], the category of left bimodule connections has a monoidal structure,by defining
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a connection on the tensor of two such bimodules. Bimodule connections originally
arose in [12, 13] and have continued to be of interest in noncommutative geometry
[3, 4, 5, 15, 28, 29].
Classically, vector fields over the manifold are dual to the space of 1-forms. How-
ever, in the noncommutative case, the bimodule Ω can have a left dual bimodule X or
a right dual bimodule Y. In [4], given compatible bimodule connections on Ω and X,
the algebra TX• is defined by an associative product on TAX, such that the action of
elements in X⊗n, capture local geometry and the action of vector fields. In Proposition
6.15 of [5], it is demonstrated that the category of left modules of TX• is isomorphic
to the category of left connections over the calculus. Hence, as an algebra TX• is in-
dependent of the choice of bimodule connection on Ω, upto isomorphism. We review
this construction and the relevant definitions in Section 2.3.
In Section 3.2, we construct a left A-bialgebroid BX whose category of left mod-
ules is isomorphic to the category of left bimodule connections, lAEA. We first con-
struct a smaller bialgebroid in Section 3.1, whose category of modules is isomorphic to
the category of A-bimodules with Ω-intertwinings, AMΩA. We denote this algebra by
B(Ω) and construct BX as a quotient of the free product of B(Ω) and TX• by the rel-
evant relations. In Section 3.4, we describe BX by generators and relations for several
differential calculi.
The authors of [4] conclude by stating that a bialgebroid or Hopf algebroid structure
on TX• would be desirable, while a coproduct does not seem to be available. It is well-
known that a Hopf algebra H , comes equipped with the structure of a commutative
algebra in the center of its category of representations. A similar phenomenon was
conjectured in [4], since TX• was found to have a commutative algebra structure in
the center of the monoidal category lAEA. While TX• does not admit a bialgebroid
structure, it is a subalgebra of the bialgebroidBX whose representations form lAEA. In
Section 3.3, we show that the lax braiding described in [4], which made TX• an object
in the monoidal center, arises from restricting the coproduct of BX to TX•.
Although the category of left bimodule connections is monoidal, it does not lift
the closed structure of AMA. In Section 4.1, we consider bimodule connections with
invertible Ω-intertwinings. In this case, left and right connections correspond (Remark
4.4) and it is the first step towards obtaining a closed monoidal category of connections.
Consequently, we construct the bialgebroids IB(Ω) and IBX, which represent the
category of bimodules with invertible Ω-intertwinings and that of invertible bimodule
connections, respectively. To obtain a closed monoidal category, we require Ω to be
pivotal. We say a bimodule is pivotal if its left and right dual bimodules are isomorphic.
In other words, the space of left vectorfields, X, and that of right vectorfields, Y, are
isomorphic. For a commutative algebra, any left module is a pivotal bimodule when
considered as a bimodule. In Section 4.2, we show that several examples of differential
calculi which are of interest, such as quiver calculi, bicovariant calculi on Hopf algebras
and calculi admitting a quantum Riemannian metric, have a pivotal structure.
In Section 4.3, we construct a quotient of IB(Ω),H(Ω) so that it admits a bijective
antipode. Any bimodule with invertible Ω-intertwining map has two induced X and
Y intertwining maps, (41), (40). Since Ω is pivotal, the additional relations present in
H(Ω) impose the condition for the X-intertwinings to be inverses, forH(Ω)-modules.
Hence, H(Ω)-modules have compatible invertible intertwining maps with both Ω and
X. We constructHX as the quotient of IBX by the same relations and observe that it
admits a Hopf algebroid structure, Theorem 4.12. In Theorem 4.13, we demonstrate
that HX admitting an antipode is equivalent to the existence of a suitable linear map
Υ : X→ A, which satisfies condition (46).
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When providedwith the space of 2-formsΩ2, one can define the notion of curvature
for connections and what it means for a connection to have zero curvature or to be
flat. In Chapter 6 of [5], a quotient of TX• called DA is constructed to represent the
category of flat connections. However, to obtain a monoidal category of flat bimodule
connections one needs to assume that the Ω-intertwinings of the connections extend
to Ω2-intertwinings. After briefly reviewing this theory in Section 5, we construct the
corresponding quotient of HX for flat bimodule connections and denote it by DX,
Theorem 5.4. We also provide a criteria for when DX admits an antipode.
In Section 5.3, we review our construction in the commutative setting. A Lie-
Rinehart algebra consists of a commutative algebra A and a Lie algebra (X, [, ]), such
that X is an A-module and A is an X-module with additional compatibility conditions.
When X is finitely generated and projective, with Ω as its dual module, the data of
a Lie-Rinehart algebra translates exactly to Ω being a first order calculus over A and
the calculus extending to the exterior power of Ω as an A-module Ω2 =
∧2(Ω). We
review this correspondence and show that the universal enveloping algebra of (A,X) is
isomorphic to DA. More generally, if A is commutative and Ω is a symmetric bimod-
ule, TX• has a natural Hopf algebroid structure. We remark that both Hopf algebroid
structures of TX• and DA, can be recovered as quotients of HX and DX, in the com-
mutative and Lie-Rinehart settings, respectively.
In Sections 3.4 and 4.4, we provide several examples of left bialgebroids and Hopf
algebroids, respectively, in terms of generators and relations. For any finite quiver
Γ = (V,E), we construct a Hopf algebroid over the algebra K(V ), which contains
the quiver path algebra as a subalgebra. We describe the resulting structure of HX
over a base Hopf algebra, for an arbitrary bicovariant calculus and calculate an explicit
example for the group algebra of the Dihedral group of order 6, CD6. Other examples
include derivation calculi on any algebra and a specific inner calculus over the algebra
of complex 2-by-2 matricesM2(C). In Section 5.2, we construct DX explicitly in the
cases of finite quivers with no loops and CD6.
2 Preliminaries
Notation. Throughout this work,K will denote a field andA an algebra over this field.
We use the notation [a, b] = ab − ba for the commutator of two elements a, b. For a
vectorspace V , TV will denote the free associative algebra K ⊕ V ⊕ V ⊗K V ⊕ . . .
over the space V . If R and S are two algebras, R ∗ S will denote the free product
of associative algebras R and S. We will denote actions of an algebra A on its (left)
moduleM , by am, where a ∈ A andm ∈ M , unless otherwise noted. We denote the
category of A-bimodules by AMA and the category of vectorspaces by VEC. If M is
an R-bimodule over an algebra R, TRM will denote the free monoid generated byM
in AMA, which is defined on the vectorspace
TRM = R ⊕M ⊕ (M ⊗R M)⊕ (M ⊗R M ⊗R M)⊕ . . .
For a natural numbern, we denoteM⊗RM⊗R· · ·⊗RM for n copies ofM , byM⊗Rn.
Throughout this work ⊗ will denote the tensor product over the algebra A and ⊗K the
tensor product over K. We use Sweedler’s notation for coproducts of coalgebras and
R|R-corings (C,∆, ǫ): for an element c, ∆(c) = c(1) ⊗ c(2) where the right hand side
is a sum of elements of the form c(1) ⊗ c(2) in C ⊗ C. All sums
∑
i over a free index
i take values in a finite set. We have omitted
∑
i when the sum is taking place over
2 PRELIMINARIES 5
dual bases arising from coevaluation maps and whenever such terms appear with free
indeces, summation is implicit.
2.1 Bialgebroids and Hopf Algebroids
We briefly recall the theory of monoidal categories and refer the reader to [24] for
additional details. We call (C,⊗, 1⊗, α, l, r) a monoidal categorywhere C is a category,
1⊗ an object of C,⊗ : C×C → C a bifunctor and α : (idC⊗idC)⊗idC → idC⊗(idC⊗
idC), l : 1⊗ ⊗ idC → idC and r : idC ⊗ 1⊗ → idC natural isomorphisms satisfying
coherence axioms as presented in Chapter VII of [24]. In what follows α, l, r will all
be trivial isomorphisms, hence we will avoid discussing them. The main examples of
monoidal categories we consider here, are the category of vectorspaces over a field and
the category of bimodules over an algebra.
A furnctorF : C → D between monoidal categories is said to be (strong) monoidal
if the exists a natural (isomorphism) transformation F2(−,−) : F (−) ⊗D F (−) →
F (−⊗C −) and a (isomorphism) morphism F0 : 1⊗ → F (1⊗) satisfying
F2(X ⊗ Y, Z)(F2(X,Y )⊗ idF (Z)) =
F2(X,Y ⊗ Z)(idF (X) ⊗ F2(Y, Z))αF (X),F (Y ),F (Z)
F (r)F2(X, 1⊗)(idF (X) ⊗ F0) =idF (X) = F (l)F2(1⊗, X)(F0 ⊗ idF (X))
where we have omitted the subscripts denoting the ambient categories, since they are
clear from context. If F has a left adjoint, it is said to be part of a comonoidal ad-
junction, and the resulting monad on D is called a bimonad. Although, we do not use
bimonads directly, we are viewing bialgebroids as an example of bimonads and refer
the reader to [7, 10].
An algebra or monoid in a monoidal category C consists of a triple (M,µ, η),
where M is an object of C and µ : M ⊗M → M and η : 1⊗ → M morphisms in C
satisfying µ(idM ⊗η) = idM = µ(η⊗ idM ) and µ(idM ⊗µ) = µ(µ⊗ idM )αM,M,M .
A coalgebra or comonoid in C can be defined by simply reversing the arrows in the
definition of a monoid.
For an objectX in a monoidal category C, we say an object ∨X is a left dual ofX ,
if there exist morphisms evX :
∨X ⊗X → 1⊗ and coevX : 1⊗ → X ⊗ ∨X such that
(evX ⊗ id∨X)(id∨X ⊗ coevX) = id∨X , (idX ⊗ evX)(coevX ⊗ idX) = idX
In such a case, we call X a right dual for ∨X . Furthermore, a right dual of an object
X is denoted by X∨, with evalutation and coevaluation maps denoted by evX : X ⊗
X∨ → 1⊗ and coevX : 1⊗ → X∨ ⊗X , respectively. The category C is said to be left
(right) rigid or autonomous if all objects have left (right) duals. If a category is both
left and right rigid, we simply call it rigid. We call a category C left (right) closed if for
any object X there exists an endofunctor [X,−]l (resp. [X,−]r) on C which is right
adjoint to − ⊗ X (resp. X ⊗ −). By definition [−,−]l, [−,−]r : Cop × C → C are
bifunctors. If a category is left and right closed, we call it closed. Observe that ifX has
a left (right) dual ∨X (resp. X∨), the functor−⊗ ∨X (resp. X∨⊗−) is left adjoint to
− ⊗X (resp. X ⊗ −) and ∨X (resp. X∨) is unique upto isomorphism. Furthermore,
if X has a left (right) dual, ∨X ∼= [X, 1⊗]l (X∨ ∼= [X, 1⊗]r). We have adopted the
notation of [10] here, and what we refer to as a left closed structure is referred to as a
right closed structure in various other sources [14, 33].
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It is well known that strong monoidal functors preserves dual objects i.e. F (∨X) ∼=
∨
F (X) with F0F (ev)F2(
∨X,X) and F−12 (X,
∨X)F (coev)F−10 acting as the evalu-
ation and coevaluation morphisms for F (∨X). For left (right) closed monoidal cate-
gories C and D, we say a monoidal functor F : C → D is left (right) closed if the
canonical morphism F [X,Y ]
l(r)
C → [F (X), F (Y )]l(r)D is an isomorphism for any pair
of objectsX,Y in C.
Before introducing bialgebroids, we briefly recall the theory of Hopf algebras. An
algebra A is said to have a bialgebra structure if (A, δ, ν) is a coalgebra in the cat-
egory of vectorspaces satisfying a(1)a
′
(1) ⊗ a(2)a′(2) = (aa′)(1) ⊗ (aa′)(2) for any
a, a′ ∈ A, where δ(a) = a(1) ⊗ a(2) by Sweedler’s notation. There are three addi-
tional axioms involving 1 and ν, which can be found in Chapter 4 [7]. The coproduct
δ of a Hopf algebra is usually denoted by ∆, but we choose to reserve ∆ for the co-
product of bialgebroids. For a bialgebra A, its category of left modules is monoidal
and the forgetful functor AM → VEC is strong monoidal. A bialgebra is called a
Hopf algebra, if there exists an anti-multiplicative linear map S : A → A satisfying
S(a(1))a(2) = a(1)S(a(2)) = ν(a)1A for any a ∈ A. The map S is called the antipode
and exists if and only if the forgetful functor AM→ VEC is left closed. Moreover, S
is bijective if and only if the forgetful functor is closed.
For an algebra A, the opposite algebra Aop is the algebra structure defined on A
by r.s = s.r where we denote elements of the opposite ring with a line above i.e
a ∈ A and a ∈ Aop. It is a well-known fact that A-bimodules correspond to left
A ⊗K Aop-modules, where Ae = A ⊗K Aop is called the enveloping algebra of A.
More concretely, there exists an equivalence of categories, between the category of A-
bimodules AMA and that of left Ae-modules AeM. Hence, we use AeM and AMA
interchangeably. We will denote elements of Ae = A⊗K Aop by ab where a ∈ A and
b ∈ Aop.
The category of A-bimodules has a natural monoidal structure denoted by ⊗, by
tensoring bimodules over the algebraA, and the the monoidal unit being the algebraA
itself as an A-bimodule. It is well known that a bimodule has a left (right) dual in the
monoidal category AMA if and only if it is finitely generated and projective, fgp for
short, as a right (left) A-module. A straight forward proof is presented in Proposition
3.8 of [5]. In particular, AMA is closed with
[M,N ]l := HomA(M,N), [abf ](m) = af(bm), f ∈ HomA(M,N)
[M,N ]r := AHom(M,N), [abg](m) = g(ma)b, g ∈ AHom(M,N)
where ab ∈ Ae and HomA(M,N) and AHom(M,N) denote the vectorspaces of
right and left A-module morphisms, respectively. Explicitly, the units and counits of
the adjunctions for the left and right closed structures, are given by
̺MN : N −→ HomA(M,N ⊗M), εMN : HomA(M,N)⊗M −→ N
n 7−→ fn : (m 7→ n⊗m) f ⊗m 7−→ f(m)
(1)
ΘMN : N −→ AHom(M,M ⊗N), ΠMN : M ⊗ AHom(M,N) −→ N
n 7−→ gn : (m 7→ m⊗ n) m⊗ f 7−→ f(m)
respectively. Consequently, for a right or left fgp bimodule M , we identify ∨M by
HomA(M,A) andM
∨ by AHom(M,A), respectively.
The notation for Hopf algebroids and bialgebroids varies quite a bit depending on
the reference, but here we refer to [7] for cohesiveness. The Eilenberg-Watts theorem
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[36] tells us that any additive left adjoint functor F : AeM → AeM is isomorphic
to a functor AeB ⊗Ae −, where B is an Ae-bimodule. For an Ae-bimodule B we
denote the functor AeB ⊗Ae − by B ⊠ − : AMA → AMA. This functor absorbs the
bimodule structure via its right Ae-action and produces new bimodule actions via its
left Ae-action. Explicitly, for an A-bimoduleM
B ⊠M = B ⊗K M/{(brs)⊗K m− b⊗K (rms) | m ∈M, r, s ∈ A, b ∈ B}
r(b ⊠m)s = (rsb)⊠m ∀m ∈M, ∀r, s ∈ A, ∀b ∈ B
An Ae-bimoduleB, can be considered as an A-bimodule either by its right or left Ae-
action, and we denote the latter A-bimodule by |B. We continue to adapt the notation
of [7] and recall the following definitions from Chapter 5.
Definition 2.1. Let A be an algebra and B an Ae-bimodule.
(I) An Ae-ring structure on B consists of a K-algebra structure (µ, 1B) on B with
an algebra homomorphism η : Ae → B, such that the Ae-bimodule structure on
B is induced by the algebra homomorphism i.e. µ(η⊗Kid) coincides with the left
action and µ(id ⊗K η) with the right action. Equivalently, an Ae-ring structure
on B consists of Ae-bimodule maps µAe : B ⊗Ae B → B and ηAe : Ae → B,
which provideB with the structure of a monoid in the category of Ae-bimodules.
(II) An A|A-coring structure on B consists of bimodule maps ∆ : |B → |B ⊗ |B
and ǫ : |B → A satisfying
b(1) ⊗ (b(2))(1) ⊗ (b(2))(2) =(b(1))(1) ⊗ (b(1))(2) ⊗ b(2) (2)
ǫ(b(1))b(2) = b = ǫ(b(2))b(1) (3)
∆(brs) =b(1)r ⊗ b(2)s (4)
ǫ(br) =ǫ(br) (5)
for any b ∈ B and r, s ∈ A, where ∆(b) = b(1) ⊗ b(2) is denoted by Sweedler’s
notation. Conditions (2), (3) are equivalent to (|B,∆, ǫ) being a comonoid in
the category of A-bimodules.
(III) A left A-bialgebroid structure on B consists of an Ae-ring structure (µ, η) and
an A|A-coring structure (∆, ǫ) on B satisfying
(bb′)(1) ⊗ (bb′)(2) = b(1)b′(1) ⊗ b(2)b′(2), (6)
∆(1B) = 1B ⊗ 1B (7)
ǫ(1B) = 1A (8)
ǫµ(b⊗K b′) = ǫ
(
bǫ(b′)
)
= ǫ(bǫ(b′)) (9)
for any b, b′ ∈ B, where 1B = η(1Ae).
From the above axioms for A|A-coring B, one can deduce that the image of ∆
lands in
B ×A B :=
{∑
i
bi ⊗ b′i ∈ |B ⊗ |B
∣∣∣∣∣
∑
i
bia⊗ b′i =
∑
i
bi ⊗ b′ia, a ∈ A
}
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Bialgebroids are often defined by a reference toB×AB, the Takeuchi×-product [35],
and sometimes called ×-bialgebras. The equivalence of the above definition and the
more popular variation is present in both [7, 8].
Any Ae-ring B comes equipped with an algebra map η : Ae → B, therefore
by restriction of scalars, any B-module is equipped with an A-bimodule structure and
there exists a forgetful functorU : BM→ AMA. In fact,B⊠− ⊣ U : BM⇄ AMA
form a free/forgetful adjunction and a left action ofB on a bimoduleM ,B⊗KM →M
factors through anA-bimodule mapB⊠M →M . In this setting,B has the additional
structure of an A-bialgebroid, if and only if U is strong monoidal. In particular, the
map
∆M,N : B ⊠ (M ⊗N) −→ (B ⊠M)⊗ (B ⊠N)
b⊠ (m⊗ n) 7−→ (b(1) ⊠m)⊗ (b(2) ⊠ n)
(10)
is well-defined and a bimodule map, for any pair of bimodules M,N . Hence, if
(M, ⊲M ) and (N, ⊲N ) are B-modules, the B-action onM ⊗N is defined by compos-
ing the tensor using (⊲M ⊗ ⊲N )∆M,N . Moreover, the counit ǫ provides the monoidal
unit A, with a B-action ǫ0 : B ⊠A→ A defined by b⊠ a 7→ ǫ(ba).
We must point out that the theory described above is not symmetric. A right A-
bialgebroid structure on B arises when we ask the category of right B-modules to be
monoidal so that the forgetful functorMB → AMA is strong monoidal.
There have been several variations of the Hopf condition for bialgebroids to mimic
the Hopf condition for bialgebras. The choice which interests us, is to say a bialgebroid
B is Hopf when the forgetful functor BM→ AMA is closed. This would be the case
for SchauenburgHopf algebroids as introduced in [33]. A class of such Hopf algebroids
are those introduced by Bo¨hm-Szlacha´nyi [8], which admit an antipode-like map.
Definition 2.2. (I) A Schauenburg Hopf algebroid or ×-Hopf algebra structure on
B consists of an A-bialgebroid structure as above, such that the maps
β : B ⊗Aop B −→ B ⋄B ϑ : B ⊙B −→ B ⋄B
b⊗Aop b′ 7→ b(1) ⋄ b(2)b′ b ⊙ b′ 7→ b(1)b′ ⋄ b(2)
(11)
where we define
B ⊗Aop B = B ⊗K B/{bs⊗K b′ − b⊗K sb′ | b, b′ ∈ B, s ∈ Aop}
B ⊙B = B ⊗K B/{br ⊗K b′ − b⊗K rb′ | b, b′ ∈ B, r ∈ A}
B ⋄B = B ⊗K B/{sb⊗K b′ − b⊗K sb′ | b, b′ ∈ B, s ∈ A}
are invertible.
(II) A Bo¨hm-Szlacha´nyi Hopf algebroid structure on B consists of an A-bialgebroid
structure as above and an anti-automorphism S : B → B satisfying
S(a) = a (12)
S(b(1))(1)b(2) ⋄ S(b(1))(2) = 1 ⋄ S(b) (13)
S−1(b(2))(1) ⋄ S−1(b(2))(2)b(1) = S−1(b) ⋄ 1 (14)
for all b ∈ B and a ∈ Aop, where we view a as an element of B via η.
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If B is a Schauenburg Hopf algebroid and β, ϑ are invertible, we denote β−1(b ⋄
1) = b(+) ⊗Aop b(−) and ϑ−1(1 ⋄ b) = b[+] ⊙ b[−]. In this case, the closed structure of
AMA is lifted to BM via the following B-actions:
B ⊠HomA(M,N)→ HomA(M,N) B ⊠ AHom(M,N)→ AHom(M,N)
b⊠ f 7→ (m 7→ b(+)f(b(−)m)) b⊠ f 7→ (m 7→ b[+]f(b[−]m))
(15)
for any pair of A-bimodules M,N . Equivalently, ϑ−1 and β−1 can be recovered, if
one has a well-defined actions of B on the inner homs, such that the units and counits
presented in (1) are B-module morphisms. In the case of modules over a bialgeroidB,
this is exactly what it means for the forgetful functor BM→ AMA to be closed.
If B is a Bo¨hm-Szlacha´nyi Hopf algebroid with an invertible antipode S : B → B
then the inverses of β, ϑ are given by
β−1(b ⋄ b′) = S−1(S(b)(2))⊗Aop S(b)(1)b′ (16)
ϑ−1(b ⋄ b′) = S (S−1(b′)(2))⊙ S−1(b′)(1)b (17)
Finally, we refer the reader to Chapter 5 of [7] and [8] for further details on these
elementary facts. We conclude by presenting the following Theorem which motivates
our work when looking at the category of bimodule connections:
Theorem 2.3. [34] For an algebraA and an abelian monoidal category C, if F : C →
AMA is a additive functor with a left adjointG, such that FG : AMA → AMA has a
right adjoint , then F is (closed) strong monoidal if and only if C is equivalent to BM
for a left (Hopf) bialgebroid B.
From this point onwards, we only consider left bialgebroids and left Hopf alge-
broids, when refering to bialgebroids or Hopf algebroids.
2.2 Noncommutative Geometry Framework and Examples
Here we give a brief introduction to noncommutative Riemmanian geometry as pre-
sented in [5]. In particular, all details and proofs relating to the examples presented
here can be found in Chapter 1 of [5].
Definition 2.4. By a (first order) differential calculus over an algebraA, we refer to an
A-bimodule Ω along with a linear map d : A→ Ω satisfying d(ab) = (da)b + a(db),
for any a, b ∈ A.
In [5] and most of the literature, the additional condition Ω = SpanK{adb | a, b ∈
A} (the surjectivity condition) is also required. If this property does not hold, (Ω, d)
is often called a generalized calculus. However, in what will follow, we do not require
the surjectivity condition. If ker(d) = K.1, where 1 is the unit of algebra A, we say
the calculus is connected. Every algebra has a natural largest connected differential
calculus, namely the universal calculus Ωuni = ker(.) ⊆ A ⊗K A, with differential
da = 1 ⊗ a − a ⊗ 1. Any first order differential calculus satisfying the surjectivity
condition arises as a quotient of the universal calculus.
Example 2.5. [Classical Example] Let M be a smooth manifold, A = C∞(M) the
algebra of smooth functions on M, Ω the space of 1-forms and d : A → Ω the usual
differential on smooth functions. In this case, A is commutative and Ω has a bimodule
structure where the left and right module structure agree.
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We say a differential calculus is called inner if there exists an element θ ∈ Ω such
that da = [θ, a]. Notice that even over a commutative algebra A, inner calculi are
only possible because we are not requiring Ω to have the same left and right module
structure.
Example 2.6. [Finite Quivers [11, 28]] Let V be a finite set, and A = K(V ) =
{f : V → K} be the algebra of functions on V . There exists a natural basis for A,
namely {fp | p ∈ V }, where fp(q) = δp,q for any p, q ∈ V . In fact, A is the finite
dimensional algebra with a complete set of idempotents T := {fp | p ∈ V } as its basis
and is thereby semisimple. Any A-bimodule M decomposes as M =
⊕
p,q∈V pM q
such that fxmfy = δx,pδy,qm, form ∈ pM q. Hence, a bimodule over A corresponds
to the choice of a directed graph or quiver, on the set of points V : for a set of edges
E ⊂ V × V we denote a basis of Ω by −→e for the corresponding edge e ∈ E so that
pΩq = SpanK {−→e | s(e) = p, t(e) = q}
where s, t : E → V are the usual source and target maps. The differential structure is
defined by
df =
∑
e∈E
[f(t(e))− f(s(e))]−→e
The calculus is inner with θ =
∑
e∈E
−→e . The surjectivity condition holds if and only if
no edge has the same source and target and two points have at most one edge between
them.
IfΩ is a left (right) free module overAwith a basis of cardinality n, we sayΩ is left
(right) parallelised with cotangent dimension n. If Ω is both left and right parallelised,
we call it simply parallelised. Although our work does not require Ω to be parallelised,
such bimodules facilitate our calculations when producing examples.
Example 2.7. [Derivation Calculus] First order differential calculi on Ω = A, as an
A-bimodule, are just derivations d : A → A i.e. endomorphisms d satisfying the
Leibnitz rule as presented in Definition 2.4.
Example 2.8. [M2(C)] The complete moduli of surjective first order calculi for the
algebra of 2-by-2 matrices A = M2(C) has been described in Example 1.8 of [5]. An
example of such calculi is Ω =M2(C)⊕M2(C) as a free bimodule, equipped with an
inner calculus by θ = E12 ⊕ E21.
It is well known that bicovariant calculi [37] orHopf bimodules over Hopf algebras
are parallelised. In particular, a bicovariant calculus Ω over a Hopf algebra (A, δ, ν, s)
is free as a right A-module and decomposes as Ω ∼= Λ⊗K A, for a particular subspace
Λ ⊆ Ω. Under this decomposition, the right A-action arises from A, solely. The left
A-action onΩ arises by consideringΛ⊗KA as the tensor of two leftA-modules, where
Λ has an induced left A-action ⊲ defined by a ⊲ λ = a(1)λs(a(2)), for any a ∈ A and
λ ∈ Λ. Consequently, the left action of Ω translates to
b(λ⊗K a) = b(1) ⊲ λ⊗K b(2)a = b(1)λS(b(2))⊗K b(3)a
As we will see in Section 4.2, Ω is free as a left A-module, in a symmetric man-
ner. A bicovariant differential calculus has compatibleA-bimodule and A-bicomodule
structures, which give rise to the above structure. In particular, Λ = {ω ∈ Ω |
δL(ω) = ω ⊗K 1}, where δL denotes the left A-coaction. Bicovariant differential
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calculi which satisfy the surjectivity condition are in bijection with Ad-stable left ide-
als of A+ = ker(ν) i.e. left ideals I of A+, for which the left coaction AdL : a 7→
a(1)s(a(3)) ⊗K a(2) on A+, satisfies AdL(I) ⊆ A ⊗K I . For further detail on bico-
variant calculi, we refer the reader to Section 2.3 of [5] and conclude with a particular
example of bicovariant calculi over a Hopf algebra.
Example 2.9. [Group Algebra [27]] Given a group G, and a left module G-module
(Λ, ⊲) and a 1-cocycle ζ ∈ Z1(G,Λ) i.e. a map ζ : KG → Λ such that ζ(gh) =
g ⊲ ζ(h) + ζ(g), there is a corresponding differential calculusΩ = V ⊗K KG over the
group algebra KG with the differential defined by
d(g) = ζ(g)⊗K g
The calculus is inner if and only if ζ is exact i.e. there exists an element θ ∈ Λ such
that ζ(g) = g ⊲ θ − θ. When G is finite and |G| is invertible in K, then the calculus is
always inner with θ = 1|G|
∑
g∈G ζ(g).
When looking at the classical case, first order differential calculus only contains
the data for 1-forms. To capture a true generalisation of classical geometry one must
consider the space of all differential forms.
Definition 2.10. A differential graded algebra or DGA on an algebra A is a graded
algebra (Ω• = ⊕n≥0Ωn,∧) with Ω0 = A and a differential d : Ωn → Ωn+1 such that
d2 = 0 and d(ω ∧ ρ) = (dω) ∧ ρ+ (−1)nω ∧ (dρ) where ρ ∈ Ω• and ω ∈ Ωn.
If a DGA is generated by A and dA, we refer to it as an exterior algebra onA. Ob-
serve that given a DGA (Ω•,∧) onA, (Ω1, d) form the data for a first order differential
calculus. Conversely, every first order calculus (Ω, d) can be extended to an exterior
algebra onA called its maximal prolongation, such that any exterior algebra onA with
Ω1 = Ω, is a quotient of the maximal prolongation by a differential ideal.
2.3 Connections
Definition 2.11. If (Ω, d) is a differential calculus on the algebra A, by a left con-
nection or left covariant derivative, we mean a left A-module M and a linear map
∇ :M → Ω⊗M satisfying
∇(am) = a∇(m) + da⊗m
for all a ∈ A andm ∈M .
A right connection can be described similarly, as a rightA-moduleM with a linear
map ∇ : M → M ⊗ Ω satisfying ∇(ma) = ∇(m)a + m ⊗ da. The category of
left (right) connections on a differential calculus which has left (right) connections
(M,∇M ) as objects and left (right) module maps f : M → N satisfying (idΩ ⊗
f)∇M = ∇Nf , as morphisms between f : (M,∇M ) → (N,∇N ), is denoted by AE
(resp. EA).
A natural question which arises is when can one describe AE as modules over an
algebra. This question was answered in Chapter 6 of [5]. When Ω is right fgp, we
denote X := ∨Ω with ev : X ⊗ Ω → A and coev : A → Ω ⊗ X as the respective
evaluation and coevalution maps for dual bimodules, as described in Section 2.1. The
bimodule X can be thought of as the space of vector fields on the noncommutative
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space, since it is dual to the space of 1-forms. In this setting, AE ∼= TX•M, where
TX• is the associative algebra defined as
TX• = A ∗ TX/ 〈a•x− ax, x•a− xa− ev(x, da) | a ∈ A, x ∈ X〉
where • denotes the associative product in A ∗TX and a left TX•-moduleM has a left
A-module structure by restriction of scalars. Hence, the action of the TX• can restricts
to a map ⊲ : TX•⊗M →M and the corresponding left connection∇ :M → Ω⊗M
is defined by
∇ = (idΩ ⊗ ⊲)(coev ⊗ idM )
Conversely, any left connection (M,∇) induces an action of TX• on M , with the
action ofA agreeing with the left A-module structure onM and the action of elements
of X being defined by ⊲|X = (ev ⊗ id)∇.
Remark 2.12. The ideal quotiented out from A ∗ TX demonstrates that we can de-
scribe TX• via an associative product on TAX. Since we have an isomorphism of
vectorspaces
X⊗K X ∼= (X⊗ X)⊕ Span{xa⊗K y − x⊗K ay | x, y ∈ X, a ∈ A} (18)
if x⊗K y =
∑
i xi⊗ yi⊕
∑
j(wjaj ⊗K zj −wj ⊗K ajzj) by the above decomposition,
then x•y =
∑
i xi•yi +
∑
j ev(wj , daj)zj in TX•. Extending this idea to iterated
products of elements of X, we can organise TX• as an associative product on TAX.
However in [4], TX• is presented as associative product on the vector space TAX to
begin with. The multiplication of elements of X⊗m and X⊗n are defined iteratively, by
requiring Ω and X to have compatible bimodule connections. This description of TX•
is meant to encode the classical action of vector fields. Since we are only interested in
TX• as an algebra and TX• is independent of the choice of bimodule connection on
Ω, upto isomorphism, the above definition is satisfactory. But we must emphasise that
arranging TX• as a product on TAX, as above, will not produce the same product as
the method of [4] via bimodule connection, but an isomorphic one.
Definition 2.13. If (Ω, d) is a differential calculus on the algebraA, by a left bimodule
connection, we mean an A-bimodule M , a linear map ∇ : M → Ω ⊗M such that
there exists a bimodule map σ :M ⊗ Ω→ Ω⊗M satisfying
∇(am) = a∇(m) + da⊗m, ∇(ma) = ∇(m)a+ σ(m⊗ da)
for all a ∈ A andm ∈M .
For a surjective calculus, a triple (M,∇, σ) being a left bimodule connection is a
property for a given bimoduleM with a left connection∇ and σ is not additional data.
Although we do not focus on surjective calculi, we comment on the features of our
construction in the surjective setting in Remark 3.6. In the classical setting, where A
is a commutative algebra and we regard any left module as a bimodule with the right
action agreeing with the left action, every left connection is a left bimodule connection
with the flip map as σ. We look at the classical case again in Section 5.3.
Right bimodule connections are defined symmetrically. However, observe that a
left bimodule connection structure does not imply the existence of a right bimodule
connection structure. The category of left (right) bimodule connections on a differen-
tial calculus, which has left (right) bimodule connections (M,∇M , σ) as objects and
bimodule maps f : M → N satisfying (idΩ ⊗ f)∇M = ∇Nf and σN (f ⊗ idΩ) =
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(idΩ ⊗ f)σN as morphisms f : (M,∇M , σM ) → (N,∇N , σN ), is denoted by lAEA
(resp. rAEA).
The benefit of working with bimodule connections is that lAEA admits a monoidal
structure. If (M,∇M , σM ) and (N,∇N , σN ) are left bimodule connections, then de-
fine (M,∇M , σM )⊗ (N,∇N , σN ) as the triple (M ⊗N,∇M⊗N , σM⊗N ) where
∇M⊗N = ∇M ⊗ idN + (σM ⊗ idN)(idM ⊗∇N )
σM⊗N = (σM ⊗ idN )(idM ⊗ σN )
One must of course check that∇M⊗N : M ⊗N → Ω⊗M ⊗N is a well defined map,
which is demonstrated in Section 3.4.2 of [5]:
Proposition 2.14 (Theorem 3.78 [5]). The category lAEA is monoidal with the tensor
product defined as above and the triple (A, d, idΩ) as the unit object.
The category of bimodule connections comes equipped with a forgetful funtor
U : lAEA → AMA which sends a triple (M,∇M , σM ) to its underlying bimodule
M . Furthermore, the described monoidal structure on lAEA applies the usual bimodule
tensor product on the underlying bimodules of the bimodules connections. In other
words, U is strong monoidal. By Theorem 2.3, lAEA can be written as the module cat-
egories for a bialgebroid if and only if U is co-continous and has a left adjoint. This is
the case when Ω is right fgp.
3 Bialgebroids Representing Bimodule Connections
Before we construct the bialgebroid representing lAEA, we must look at the category
of bimodules which intertwine with Ω and construct the bialgebroid representing this
category.
3.1 Category of Intertwining Modules
Let Ω be a right fgp A bimodule and X be its left dual with coev : A → Ω ⊗ X and
ev : X ⊗ Ω → A as described in Section 2.1. Denote coev(1) = ∑i ωi ⊗ xi so that∑
i aωi ⊗ xi =
∑
i ωi ⊗ xia = coev(a) holds for any a ∈ A.
Definition 3.1. For an A bimodule Ω, we define the category of Ω-intertwined bimod-
ules to have pairs (M,σM ), where M is an A-bimodule along with a bimodule map
σM : M ⊗ Ω → Ω ⊗ M , as objects and f : M → N bimodule maps satisfying
σN (f ⊗ idΩ) = (idΩ ⊗ f)σN as morphisms. We denote this category by AMΩA.
LetM = X⊗K Ω, thenM has a Ae-bimodule structure:
ac(x, ω)bd = (axb, dωc)
for any a, b, c, d ∈ A, where we denote arbitrary elements of M by (x, ω). Hence,
define B(Ω) := TAe(X⊗K Ω) as an algebra and denote its multiplication by • so that
a•(x, ω) = (ax, ω), (x, ω)•a = (xa, ω) (19)
(x, ω)•a = (x, aω), a•(x, ω) = (x, ωa) (20)
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hold for (x, ω) ∈ M and a ∈ A. Equivalently, B(Ω) is isomorphic to the quotient of
the algebra T (M⊕ A) by the ideal generated by the set of relations (19) and (20), for
all (x, ω) ∈M and a ∈ A.
To obtain a bialgebroid structure on B(Ω), we define the coproduct and counit on
Ae and M, and extend them multiplicatively to B(Ω) by ∆(m•n) = m(1)•n(1) ⊗
m(2)•n(2) and ǫ(m•n) = ǫ(m•ǫ(n)).
∆(ab) = a⊗ b (21)
∆((x, ω)) = (x, ωi)⊗ (xi, ω) (22)
ǫ(ab) = ba ǫ((x, ω)) = ev(x, ω) (23)
for ab ∈ Ae and (x, ω) ∈M.
Proposition 3.2. The algebra B(Ω) along with ∆, ǫ has a left Ae-bialgebroid struc-
ture.
Proof. We first check that ∆ and ǫ are a bimodule map:
∆(a•(x, ω)) =∆((ax, ω)) = a•(x, ωi)⊗ (xi, ω) = a∆((x, ω))
∆(a•(x, ω)) =∆((x, ωa)) = (x, ωi)⊗ a•(xi, ω) = ∆((x, ω))a
ǫ(a•(x, ω)) = ev(ax, ω) = aǫ((x, ω)) ǫ(a•(x, ω)) = ev(x⊗ ωa) = ǫ((x, ω))a
Now we must check that (B(Ω),∆, ǫ) is an A|A-coring. Coassociativity (2) and the
counit condition (3) follow easily by the definition of ∆, ǫ on the generators and are
left to the reader. We briefly check (4) and (5)
∆((x, ω)•ab) = ∆((xa, bω)) = (x, ωi)•a⊗ (xi, ω)•b
ǫ((x, ω)•a) = ev(xa⊗ ω) = ev(x ⊗ aω) = ǫ((x, ω)•a)
Since ∆ and ǫ are well-defined on the generators and (4) holds, they can be extended
multiplicatively to an A|A-coring structure on B(Ω). By defining the comultiplication
and counit multiplicatively,B(Ω) automatically satisfies the bialgebroid axioms.
Notice that for (xi, ωi) ∈M, where 1 ≤ i ≤ n,
ǫ
(
(x1, ω1)•(x2, ω2)• · · · •(xn, ωn)
)
= ev〈n〉(x1 ⊗ x2 ⊗ · · · ⊗ xn ⊗ ωn ⊗ · · · ⊗ ω1)
where ev〈n〉 is defined iteratively by ev〈n+1〉 = ev(idX⊗ev〈n〉⊗idΩ) and ev〈1〉 = ev.
Theorem 3.3. There exists an isomorphism of categories B(Ω)M∼= AMΩA.
Proof. Any B(Ω)-module M has an induced A-bimodule structure, by restriction of
scalars to Ae. Moreover,M has an induced Ω-intertwining σ defined by
σ(m⊗ ω) = ωi ⊗ (xi, ω)m
for m ∈ M and ω ∈ Ω. The left column of relations in (19) and (20) imply that the
map σ is well defined, while the right column of relations make σ a bimodule map.
Conversely, an A-bimoduleM with an Ω-intertwining map σ has an induced action of
B(Ω) defined on the algebra’s generators by
(x, ω)m = (ev ⊗ idM )(x ⊗ σ(m⊗ ω)), (ab)m = amb
for all (x, ω) ∈M, ab ∈ Ae andm ∈M . The two correspondences described are each
others inverses and their functoriality follows easily.
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3.2 Mutation of TX• for Bimodule Connections
Objects in the category of bimodule connections, are Ω-intertwining bimodules with
a left connection. Hence, they have a B(Ω)-action and a TX•-action arising from the
Ω-intertwining and left connection, respectively. The only additional data, is how the
left connection and the right A-action interact. We define BX to be the quotient of
algebra T (M⊕ X⊕Ae) by the ideal generated by the set of relations (19), (20) and
a•x = ax (24)
x•a = xa+ ev(x, da) (25)
x•a = a•x+ (x, da) (26)
for all x ∈ X, ω ∈ Ω, a ∈ A. Equivalently, BX is the quotient of algebra B(Ω) ⋆ TX
by the ideal which the set of relations (24), (25) and (26) generate.
As mentioned in Remark 2.12, we can describe TX• as an associative algebra struc-
ture on the vectorspace TAX. One could extend the same idea and describe BX as an
associative product on TAe(M ⊕ N), where we consider N = Aop ⊗K X as an Ae-
bimodule by the A-bimodule structure of X and Aop-bimodule structure of Aop, while
elements of Aop ⊗K X are identified with those of Aop•X in BX.
We extend the coproduct and counit of B(Ω) to BX by defining it on elements of
X and extending them multiplicatively to BX, by ∆(m•n) = m(1)•n(1) ⊗m(2)•n(2)
and ǫ(m•n) = ǫ(mǫ(n)):
∆(x) = x⊗ 1 + (x, ωi)⊗ xi ǫ(x) = 0 (27)
for x ∈ X.
Lemma 3.4. The coproduct∆ and counit ǫ are well-defined maps on BX and provide
BX with a left A-bialgebroid structure.
Proof. Since we have defined ∆ and ǫ on the generators of the algebra and extended
them multiplicatively to the rest of the algebra, we must first check if they are well-
defined:
∆(a•x) = a•x(1) ⊗ x(2) = a•x⊗ 1 + a•(x, ωi)⊗ xi = ∆(ax)
∆(x•a) = x(1)•a⊗ x(2) = x•a⊗ 1 + (x, ωi)•a⊗ xi
= ∆(xa) + ev(x⊗ da)⊗ 1 = ∆(xa+ ev(x⊗ da))
∆(a•x) = x(1) ⊗ x(2)•a = x⊗ a+ (x, ωi)⊗ xi•a
= ∆(a•x)− (x, ωi)⊗ (xi, da) = ∆(a•x− (x, da))
The map∆ being a bimodule morphism follows from the above calculations. Now, we
check that ǫ is well-defined:
ǫ(a•x) = ǫ(a•ǫ(x)) = 0 = ǫ(ax)
ǫ(x•a) = ǫ(x•ǫ(a)) = ǫ(xa+ ev(x⊗ da)) = ev(x⊗ da)
ǫ(x•a) = ǫ(x•ǫ(a)) = ǫ(x•ǫ(a)) = ev(x⊗ da) = ǫ((x, da))
= ǫ(a•ǫ(x)) + ǫ((x, da)) = ǫ(a•x+ (x, da))
It also follows that ǫ is a bimodule map. Now we demonstrate coassociativity (2) and
the counit condition (3)
(∆⊗ idBX)∆(x) =x⊗ 1⊗ 1 + (x, ωi)⊗ xi ⊗ 1
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+ (x,wj)⊗ (xj , ωi)⊗ xi = (idBX ⊗∆)∆(x)
ǫ(x(1))x(2) = ǫ(x)1 + ǫ((x, ωi))xi = x
ǫ(x(2))x(1) = ǫ(1)x+ ǫ(xi)(x, ωi) = x
The other coring axioms are easy to check and are left to the reader. Moreover, the
bialgebroid axioms hold since we defined the coproduct and counit multiplicatively.
Theorem 3.5. There exists an isomorphism of categories BXM∼= lAEA.
Proof. By restriction of scalars to B(Ω) and Theorem 3.3, a BX-module M has an
A-bimodule structure and an induced Ω-intertwining defined by σ(m ⊗ ω) = ωi ⊗
(xi, ω)m. As described in Section 2.3, by restriction to TX•, the moduleM has a left
connection defined by ∇(m) = ∑i ωi ⊗ xim. The induced connection ∇ is a left
bimodule connection
∇(ma) = ωi ⊗ xi(ma) = ωi ⊗ (xi•a)m
= ωi ⊗ (a•xi)m+ ωi ⊗ (xi, da)m
= ωi ⊗ (xim)a+ σ(m⊗ da) = ∇(m)a+ σ(m ⊗ da)
for all a ∈ A andm ∈ M . Functoriality follows easily and the functor in the opposite
direction is formed by realising that the induced TX• andB(Ω) actions for a bimodule
connection satisfy relation (26) and induce an action of BX.
Remark 3.6. When the calculus is surjective, a triple (M,∇, σ) being a left bimodule
connection is a property for a given bimodule M with a left connection ∇ i.e. the
Ω-intertwining σ is not additional data and either exists or not. We observe that in
this case the generators of the form X ⊗K Ω are made redundant in the definition of
BX, because Ω is spanned by elements of the form adb, where a, b ∈ A, and for any
(x, adb) ∈ X⊗K Ω we have
(x, adb) =
(
x•b− b•x)•a = [x, b]•a
Thereby, BX reduces to a quotient of Ae ⋆ X with relations of TX•, (24), (25) and
relations arising from [x, b]•a being regarded as elements of X ⊗K Ω. We do this
reduction for Example 3.10 in Section 3.4.
3.3 TX• as a Central Commutative Algebra in
l
A
EA
In this section we consider TX• as an A-bimodule arising from A being a subalgebra
of TX•. In [4], TX• is presented with the additional structure of a commutative algebra
in the lax center of lAEA. We briefly recall the definition of the center of a monoidal
category from [26].
If (C,⊗, 1⊗, α, l, r) is a monoidal category as described in Section 2.1, then the
(lax) center of C has pairs (X, τ) as objects, whereX is an object in C and τ : X⊗−→
−⊗X is a natural (transformation) isomorphism satisfying
τ1⊗ = l
−1r, (idM ⊗ τN )(τM ⊗ idN )α−1X,M,N = αM,N,XτM⊗N (28)
and morphisms f : X → Y of C satisfying (idC ⊗ f)τ = ν(f ⊗ idC), as morphism
f : (X, τ) → (Y, ν). We denote the lax center and center by Z lax(C) and Z(C),
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respectively. This construction is often referred to as the Drinfeld-Majid center. The
lax center is also referred to as the prebraided or weak center. The (lax) center has a
monoidal structure via
(X, τ)⊗ (Y, ν) := (X ⊗ Y, (τ ⊗ idY )(idX ⊗ ν))
and (1⊗, l
−1r) acting as the monoidal unit, so that the forgetful functor to C is strong
monoidal.
First we observe that if we restrict the coproduct∆ to TX•, we obtain a map
∆ : TX• → |〈M〉 ⊗ TX• ⊕ TX• ⊗ 1
where 〈M〉 is the ideal generated by elements of M in BX. In particular, for any
bimoduleM , we can restrict∆M,A, as described in (10), to TX•:
∆M : TX• ⊗M → (〈M〉⊠M)⊗ TX• ⊕ (TX• ⊗M)⊗ 1
Notice, we are abusing notation and instead of 1 we should be writing TX•. However,
we do this to emphasise that the image of the map is 1 ∈ TX•.
Observe that ∆M is in fact an A-bimodule morphism. This is because the right
component of the image of ∆M,A is BX⊠ A = BX/{b•a = b•a | b ∈ BX, a ∈ A}.
Therefore, for any b ∈ BX andm ∈M
∆M,A(b⊠ma) = ∆M,A(b•a⊠m) = (b(1) ⊠m)⊗ b(2)•a = (b(1) ⊠m)⊗ b(2)•a
holds and∆M is an A-bimodule morphism.
Consequently, for any BX-module (M, ⊲ : BX⊠M →M), the composition
λM : TX• ⊗M ∆M // (〈M〉 ⊠M)⊗ TX• ⊕ (TX• ⊗M)⊗ 1
⊲⊗idTX•// M ⊗ TX•
is anA-bimodule map. Recall that the algebra TX• has a naturalA-bimodule structure
due to A being its subalgebra. We can extend this left Ae-action on TX• to a left BX-
module structure, where the elements of TX• act by the multiplication of the algebra,
and the action of the ideal 〈M〉 is zero. Equivalently, as a left bimodule connection we
obtain the triple (TX•,
∑
i ωi ⊗ xi•−, 0). Consequently, λM becomes a morphisms
of bimodule connections i.e. λM respects the BX-action since the coproduct respects
multiplication by (6). Furthermore, for any morphism of left bimodule connections
f :M → N , the right square below commutes
TX• ⊗M
idTX•⊗f

∆M // (〈M〉 ⊠M)⊗ TX• ⊕ (TX• ⊗M)⊗ 1
(idBX⊠f)⊗idTX•

⊲⊗idTX• //M ⊗ TX•
f⊗idTX•

TX• ⊗N ∆N // (〈N〉⊠N)⊗ TX• ⊕ (TX• ⊗N)⊗ 1
⊲⊗idTX• // N ⊗ TX•
and thereby λN (idTX• ⊗ f) = (f ⊗ idTX•)λM . This implies that
λ : TX• ⊗ id l
A
EA → id lAEA ⊗ TX•
is a natural transformation. It follows directly from the definition of ∆M , the coasso-
ciativity of∆, (2), and the counit condition, (3), that λ satisfies the braiding conditions
(28).
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Theorem 3.7. [Theorem 8.2 [4]] The triple (TX•,
∑
i ωi⊗xi•−, 0) along with braid-
ing λ becomes an object in the lax center Z lax
(
l
AEA
)
.
The braiding presented for the left bimodule connection (TX•,
∑
i ωi ⊗ xi•−, 0)
in [4], coincides with our definition of λ on the elements of X and A, and is extended
iteratively for their basis of TX• and ultimately gives the same braiding. Additionally,
in [4], TX• forms a commutative algebra with the braiding λ i.e. •(λTX•) = •. This
follows from the image of∆M on the right component being the identity i.e,:
TX• ⊗M
∆M **❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
idTX•⊗M⊗1 // TX• ⊗M ⊗ 1
(〈M〉 ⊠M)⊗ TX• ⊕ (TX• ⊗M)⊗ 1
0⊕idTX•⊗M⊗1
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
commutes. WhenM = TX•, the action of 〈M〉 on TX• is zero and
TX• ⊗ TX•
∆TX• ++❱❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱
• // TX• TX• ⊗ 1•oo
(〈M〉⊠ TX•)⊗ TX• ⊕ (TX• ⊗ TX•)⊗ 1
0⊗idTX⊕•⊗idTX
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
commutes.
The author would like to point out that although the above description answers
why TX• appears as a commutative algebra in the lax center of
l
AEA and provides a
framework for the work presented in [4], it does not seem to relate to previous work on
bialgebroids. As demonstrated in [10], central commutative algebras should be viewed
equivalent to Hopf comonads. However, the resulting comonad is not a part of the
picture below.
B(Ω)M∼= AMΩA
//
AMAoo
xxqqq
q
q
q
q
q
q
q
q
BXM∼= lAEA
OO
88
q
q
q
q
q
q
q
q
q
q
q
The forgetful functor lAEA → AMΩA does not appear to have a left adjoint. In other
words, BX does not arise as the composition of two bimonads as defined in [10]. It is
also not an extension by a central commutative algebra, as described in Section 3.4.7
of [6], since TX• is not a commutative algebra in the center of AMΩA.
3.4 Examples of Bialgebroids
Now we present several examples of left bialgebroids by generators and relations, aris-
ing from the differential calculi presented in Section 2.2.
Example 3.8. [Derivation Calculus] Recall that for any derivation d on an algebraA,
we consider Ω = A as a bimodule, so that X = A, with the evaluation map given by
multiplication and the coevaluation by coev(1) = 1 ⊗ 1. It is easy to see that TX• is
isomorphic to
TX• = A ⋆K[D]/〈D•a = a•D + da | a ∈ A〉
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where D = 1 ∈ X. In this case we say the algebra factorizes as A.K[D] under the
commuting relations D•a = a•D + da, for a ∈ A. The bialgebroid BX has the
additional generator F = 1 ⊗K 1 ∈ X ⊗K Ω and factorises as Ae.K〈D,F 〉 with the
commutation relations
[D, a] = da, [D, a] = da•F, [F, a] = [F, a] = 0
where a ∈ A. The coproduct and counit are are defined on the generators by∆(D) =
D ⊗ 1 + F ⊗D,∆(F ) = F ⊗ F with ǫ(D) = 0 and ǫ(F ) = 1.
Example 3.9. [Finite Quivers] For a finite quiver Γ = (V,E), Example 2.6 provided
a setting for differential geometry with A = K(V ) and Ω = ⊕e∈EK−→e . Consequently,
X = ⊕e∈EK.←−e where fp←−e fq = δp,t(e)δq,s(e)←−e . In this case TX• = K〈fp,←−e | p ∈
S, e ∈ E〉/U where U is the ideal generated by relations
fp•fq = δp,qfq, fp•
←−e = δp,t(e)←−e (29)
←−e •fp = δp,s(e)[←−e − ft(e)] + δp,t(e)ft(e) (30)
for all e ∈ E and p, q ∈ V . In Lemma 4.1 of [29], it was pointed out that a left
connection over this calculus corresponds to a quiver representation in the classical
sense [2]. We can explain this by observing that the quiver path algebra KΓ, whose
module category recover the category of quiver representations, is isomorphic to TX•.
The quiver algebra KΓ has the same generators, however it has←−e •fp = δp,s(e)←−e as
a relation instead of (30). There exists an isomorphism of algebrasKΓ→ TX• define
by
fp 7−→ fp, ←−e 7−→ ←−e − ft(e)
Hence, the bialgebroidBX is the quotient ofKΓ
〈
fp, (
←−e1 ,−→e2) | p ∈ S, e1, e2 ∈ E
〉
by
the additional relations
fp•fq = δp,qfq, fp•fq = fq•fp
(←−e1 ,−→e2)•fp•fq =(←−e1 ,−→e2)δp,s(e1)δq,s(e2)
fp•fq•(
←−e1 ,−→e2) =(←−e1 ,−→e2)δp,t(e1)δq,t(e2)
←−e1•fq = fq•←−e1 +
∑
e∈E, t(e)=q
(←−e1 ,−→e )−
∑
e∈E, s(e)=q
(←−e1 ,−→e )
and the coproduct and counit are defined by
∆((←−e1 ,−→e2)) =
∑
e∈E
(←−e1 ,−→e )⊗ (←−e ,−→e2), ǫ((←−e1 ,−→e2)) = δe1,e2ft(e1)
∆(←−e1) =←−e1 ⊗ 1 +
∑
e∈E
(←−e1 ,−→e )⊗ (←−e + ft(e)), ǫ(←−e1) = −ft(e1)
for all e1, e2 ∈ E and p, q ∈ S.
Example 3.10. [M2(C)] For the calculus of Example 2.8, we denote elements 1 ⊕ 0
and 0 ⊕ 1 in Ω by s and t, respectively. Hence, X is a free bimodule with fs, ft as the
dual basis to s, t. The algebra TX• was described in Chapter 6 of [5], and factorises
as A.C〈fs, ft〉 with commutation relations
fs•a = a•fs + [E12, a], ft•a = a•ft + [E21, a]
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The bialgebroidBX factorises asAe.C〈fi, iγj | i, j ∈ {s, t}〉with additional relations
fi•a = a•fi+[E12, a] iγs + [E21, a] iγt, [iγj, ab] = 0
for i, j ∈ {s, t}. The coproduct and counit are defined by
∆(fi) = fi ⊗ 1 + iγs ⊗ fs + iγt ⊗ ft ǫ(fi) = 0
∆(iγj) = iγs ⊗ sγj + iγt ⊗ tγj ǫ(iγj) = δi,j
for i, j ∈ {s, t}. The calculus in this case is surjective and s = (dE21)E and t =
(dE12)E, where E = E11 − E22. Hence, by Remark 3.6 generators of the form iγj
become redundant:
iγs = E•[fi, E21], iγt = −E•[fi, E12]
Thereby, BX factorizes as Ae.C〈fs, ft〉 with the TX• relations as above and the addi-
tional relation
[fi, a] = E[E12, a]•[fi, E21] + E[E21, a]•[fi, E12]
for i ∈ {s, t}.
Example 3.11. [Hopf Bimodules] If (A, δ, ν, s) is a Hopf algebra and Ω = Λ ⊗K A
a Hopf bimodule, Ω being right fgp is equivalent to Λ being a finite dimensional vec-
torspace, with basis {λi}ni=1. Hence, X = A⊗K Λ⋆, where Λ⋆ is the dual vectorspace
to Λ with dual basis {fi}ni=1. In this case, TX• was described in Chapter 6 of [5] and
factorises as A.TΛ⋆ with commutation relation
fi•a = a(1)•fi ⊳ a(2) + ∂
i(a)
where ∂i(a) = ev(fi, da). As a left A
e-module X⊗K Ω ∼= Ae ⊗K (Λ⋆ ⊗K Λ) is a free
module and we denote the basis of Λ⋆ ⊗K Λ by (fi, λj). Hence, the bialgebroid BX
factorizes asA.TL where L = Λ⋆⊕(Λ⋆⊗KΛ), with additional commutation relations
(fi, λj)•ab = (fi ⊳ a, b ⊲ λj)
[fi, a] =
n∑
j=1
∂j(a)•(fi, λj)
for all 1 ≤ i, j ≤ n. Here Λ⋆ has an induced right A-action corresponding to the left
A-action of Λ defined by f ⊳ a = f(a ⊲−). The coproduct and counit are given by
∆(fi) = fi ⊗ 1 +
n∑
j=1
(fi, λj)⊗ fj , ǫ(fi) = 0
∆((fi, λj)) =
n∑
k=1
(fi, λk)⊗ (fk, λj), ǫ((fi, λj)) = δi,j
for all 1 ≤ i, j ≤ n.
Example 3.12. [Group Ring] Let D6 denote the Dihedral group with 6 elements with
presentation 〈a, b | a3 = b2 = 1, a2b = ba〉 and Λ its 2-dimensional irreducible
complex representation with basis ξ, τ defined by
a ⊲ ξ =
1
2
(ξ +
√
3τ), b ⊲ ξ = ξ, a ⊲ ξ =
1
2
(−
√
3ξ + τ), b ⊲ τ = −τ
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Recall from Example 2.9 that we obtain an inner calculus on A = CD6, by taking
θ = ξ + τ , so that d : CD6 → Ω satisfies
d(a) =
1
2
[−(1 +
√
3)ξ + (
√
3− 1)τ ]⊗C a, d(b) = −2τ ⊗C b
Consequently, Λ∗ has a dual basis to Λ, denoted by fξ, fτ and TX• factorizes as
A.C〈fξ, fτ 〉 with commutation relations
fξ•a =
1
2
a•(fξ −
√
3fτ )− 1
2
(1 +
√
3)a, fξ•b = b•fξ
fτ •a =
1
2
a•(
√
3fξ + fτ ) +
1
2
(
√
3− 1)a, fτ •b = −b•fτ − 2b
The resulting bialgebroid BX factorises as Ae.C〈fξ, fτ , ξγξ, τγξ, ξγτ , τγτ 〉 with ad-
ditional relations
[fi, a] = −1
2
(1 +
√
3)a• iγξ +
1
2
(
√
3− 1)a• iγτ , [fi, b] = −2y• iγτ
ξγi•a =
1
2
(ξγi −
√
3 τγi), τγi•a =
1
2
(
√
3 ξγi + τγi)
iγξ•a =
1
2
(iγξ +
√
3 iγτ ), iγτ •a =
1
2
(−
√
3 iγξ + iγτ )
ξγi•b = ξγi, τγi•b = − τγi, iγξ•b = iγξ, iγτ •b = − iγτ
for i ∈ {ξ, τ}. The coproduct and counit take the form of
∆(fi) = fi ⊗ 1 + iγξ ⊗ fξ + iγτ ⊗ fτ ǫ(fi) = 0
∆(iγj) = iγξ ⊗ ξγj + iγτ ⊗ τγj ǫ(iγj) = δi,j
for i, j ∈ {ξ, τ}.
4 Hopf Algebroids for Pivotal Calculi
A natural question, is whether lAEA is closed. In Section 3.4.2 of [5], several state-
ments are presented, demonstrating that if M is a (left) right fgp bimodule with a left
bimodule connection (M,∇, σ) such that σ is invertible, then (M∨) ∨M has a (left)
right bimodule structure. The condition of the intertwining map σ being invertible, re-
lates to the rigid objects in AMA having duals in AMΩA. The subcategory of invertible
bimodule connections, where the Ω-intertwinings are invertible, is hence considered
as a nicer category, specially since left and right invertible bimodule connections co-
incide. However, restricting to invertible bimodule connections does not produce a
closed subcategory: the left dual bimodule for a right fgp bimodule with a left bimod-
ule connection (M,∇, σ) will have a right bimodule connection (∨M, ∨∇, σ♯), but the
Ω-intertwining σ♯ is not necessarily invertible. In fact, ∨∇ is defined naturally on inner
homs when σ is invertible, but we must find a closed subcategory of AMΩA.
4.1 Invertible Bimodule Connections
To agree with [5], we denote the category of invertible bimodule connections i.e. the
subcategory of lAEA, where objects (M,∇, σ) have invertible Ω-intertwinings σ, by
AIEA. Furthermore, we denote the subcategory of AMΩA of bimodules with invertible
Ω-intertwinings by AM(Ω)A. It should be clear that AM(Ω)A is a monoidal subcate-
gory of AMΩA.
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Lemma 4.1. An object of AMΩA, (M,σ) has a (right) left dual, if and only if M is
(left) right fgp and σ is invertible.
Proof. First, observe that since the forgetful functor from AMΩA to AMA is strong
monoidal, if (N, τ) is a left dual of (M,σ), then N ∼= ∨M and M is right fgp. Fur-
thermore, the evaluation and coevaluation morphisms ev and coev must respect the
intertwining maps i.e.
ev ⊗ idΩ = (idΩ ⊗ ev)(τ ⊗ idM )(idN ⊗ σ)
idΩ ⊗ coev = (τ ⊗ idM )(idN ⊗ σ)(coev ⊗ idΩ)
From the above equations, it is easy to check that the morphism (idM⊗Ω⊗ ev)(idM ⊗
τ ⊗ idM )(coev ⊗ idΩ⊗M ) becomes the inverse of σ. Conversely, if σ is invertible and
we define (∨M,σ♯) by
σ♯ = (ev ⊗ idΩ⊗∨M )(id∨M ⊗ σ−1 ⊗ id∨M )(id∨M⊗Ω ⊗ coev) (31)
then (∨M,σ♯) is left dual to (M,σ) in AMΩA, via coev and ev.
For AM(Ω)A to be representable, we need the additional requirement for Ω to be
left fgp as well as right fgp, with its right dual bimodule denoted by Y. Let coev :
A → Y ⊗ Ω and ev : Ω ⊗Y → A denote the respective coevaluation and evaluation
maps and denote coev(1) =
∑
j yj ⊗ ρj . Parallel to Section 3.1, we consider Ω⊗K Y
as an Ae-bimodule via (33), so that modules over TAe(Ω ⊗K Y) have the structure of
A-bimodulesM with a bimodule map Ω⊗M →M ⊗Ω. We denote this category by
Ω
AMA and observe that TAe (Ω⊗KY)M ∼= ΩAMA. This can be proved in a completely
symmetric manner to the arguments in Section 3.1. Consequently, the bialgebroid
whose module category is AM(Ω)A is a quotient of the free product of algebrasB(Ω)
and TAe(Ω⊗K Y) by an ideal which imposes the intertwining maps to be inverses.
Let Z := (X ⊗K Ω) ⊕ (Ω ⊗K Y) as a vectorspace and R := TAeZ as an algebra,
where the Ae bimodule structure of Z is defined as follows
ac(x, ω)bd = (axb, dωc) (32)
ac(ρ, y)bd = (aρb, dyc) (33)
where a, b, c, d ∈ A, (x, ω) ∈ X⊗KΩ and (ρ, y) ∈ Ω⊗KY. It is easy to check that the
bialgebroid structures of TAe(X ⊗K Ω) and its symmetric counterpart TAe(Ω ⊗K Y),
lift to R multiplicatively. We define IB(Ω) as the quotient of algebra R by the set of
relations
(ωi, y)•(xi, ω) = ev(ω, y) (34)
(x, ρj)•(ω, yj) = ev(x, ω) (35)
for any x ∈ X,ω ∈ Ω, y ∈ Y.
Lemma 4.2. The bialgebroid structure of R descends to a well defined bialgebroid
structure on IB(Ω).
Proof. Since the bialgebroid structure on R is defined by multiplicatively, we only
need to check that the comultiplication and counit are well defined on its quotient
IB(Ω). We only have to check this on the generators of the ideal. For relation (34) we
demonstrate this by
∆((ωi, y)•(xi, ω)) = (ωi, yj)•(xi, ωk)⊗ (ρj , y)•(xk, ω)
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= ev(ωk, yj)⊗ (ρj , y)•(xk, ω) = 1⊗ ev(ωk, yj)•(ρj , y)•(xk, ω)
= 1⊗ (ωk, y)•(xk, ω) = 1⊗ ev(ω, y) = ∆
(
ev(ω, y)
)
and
ǫ ((ωi, y)•(xi, ω)) = ev(ωiev(xi ⊗ ω)⊗ y) = ev(ω ⊗ y) = ǫ
(
ev(ω, y)
)
and ∆, ǫ being well defined on for relation (35), follows similarly and is left to the
reader.
Theorem 4.3. There is an isomorphism of categories IB(Ω)M∼= AM(Ω)A.
Proof. For a IB(Ω)-module M , we can obtain left and right Ω-intertwinings σ, τ on
M by restriction of scalars to subalgebras TAe(X⊗K Ω) and TAe(Ω⊗K Y):
σ(m⊗ ω) = ωi ⊗ (xi, ω)m, τ(ω ⊗m) = (ω, yj)m⊗ ρj
For anym⊗ ω ∈M ⊗ Ω,
τσ(m ⊗ ω) = τ (ωi ⊗ (xi, ω)m) = (ωi, yj)•(xi, ω)m⊗ ρj
= ev(ω, yj)m⊗ ρj = mev(ω, yj)⊗ ρj = m⊗ ω
holds by relation (34). Similarly, στ = idM⊗Ω follows from relation (35). The con-
verse statement should be clear, by looking at the induced actions of TAe(Ω⊗KY) and
TAe(X⊗K Ω).
We can obtain the left bialgebroid IBX whose module category recovers left bi-
module connections with invertibleΩ-intertwinings, as the quotient of the free product
of TX ⋆ IB(Ω), by the relations (24), (25), (26).
Remark 4.4. By symmetry, we can describe the category of right connections, EA,
as left modules over the algebra TY• which is defined as the quotient of the algebra
Aop ⋆ TY by relations
a•y = ya, y•a = ay + ev(da, y)
for y ∈ Y and a ∈ Aop. In Lemma 3.70 of [5], it is noted that a left bimodule
connection (M,∇, σ) with invertible σ, has an induced right bimodule connection
structure with (M,σ−1∇, σ−1). We can view this as TY• being isomorphic to the
subalgebra of IBX generated by
y 7−→ (ωi, y)•xi, a 7−→ a
for y ∈ Y and a ∈ Aop.
As explained in Theorem 4.3, the relations (34) and (35) imply that the intertwining
map on a IB(Ω)- moduleM defined via σ(m,ω) =
∑
i ωi ⊗ (xi, ω)m, is invertible.
To do this we had to add a number of generators to the algebra (Ω⊗K Ω∨) and impose
some minor relations, (34) and (35), on their interaction with the previous generators.
However, as mentioned before σ being invertible for a right fgp bimodule, does not
make σ♯ invertible and AM(Ω)A is thereby not closed. To restrict to a closed subcat-
egory, we need σ♯ : ∨M ⊗ Ω → Ω ⊗ ∨M to be invertible as well. For the category
to be again representable, we need to translate this to (σ♯)∨ : M ⊗ Ω∨ → Ω∨ ⊗M
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being invertible. We can impose this condition on the bialgebroid, by adding gener-
ators of the form Ω∨ ⊗K Ω∨∨ and similar relations to (34) and (35). On the other
hand, (σ♯)♯ will not necessarily be invertible, and we will have to repeat the process
infinitely. Instead in the next section, we focus on the case where Ω ∼= Ω∨∨ so that
all the genrators required already exist in R and by imposing the correct relations the
arguments mentioned become cyclic.
4.2 Pivotal Modules
Definition 4.5. We say a bimoduleM is a pivotal bimodule if there exists a bimodule
isomorphism ∨M ∼=M∨, or equivalentlyM ∼=M∨∨.
Many familiar examples of differential calculi are pivotal bimodules. In the clas-
sical case, if A is commutative and Ω has the same left and right A-actions, then
∨Ω ∼= AHom(Ω, A) and Ω∨ ∼= HomA(Ω, A) are naturally isomorphic.
Example 4.6. [Quantum Riemannian Metric [5]] We say a differential calculus Ω on
algebraA has a quantum metric if Ω is self-dual i.e. ∨Ω ∼= Ω ∼= Ω∨ as anA-bimodule
with evaluation and coevaluation maps ev, coev satisfying
(ev ⊗ idΩ)(idΩ ⊗ coev) = idΩ = (idΩ ⊗ ev)(coev ⊗ idΩ)
In this case, g = coev(1) is called a quantum metric for the calculus.
Of course any free bimodule such as the calculus overM2(C), presented in Exam-
ple 2.8 is also pivotal and self dual.
Example 4.7. [Finite Quivers] Any quiver calculus as described in Example 2.6 is
pivotal. Recall that X = SpanK{←−e | e ∈ E}, where f←−e g = f(t(e))←−e g(s(e)) for
any pair f, g ∈ K(V ). The evaluation and coevaluation maps are given by
coev(1) =
∑
e∈E
−→e ⊗←−e , ev(←−e1 ⊗−→e2) = δe1,e2ft(e1)
coev(1) =
∑
e∈E
←−e ⊗−→e ev(−→e1 ⊗←−e2) = δe1,e2fs(e1)
for any e1, e2 ∈ E, so that X is both left dual and right dual to Ω.
Not every parallelised calculus is pivotal. However, the class of bicovariant calculi
over Hopf algebras have this additional property:
Example 4.8. [Hopf Bimodules] Recall that a bicovariant calculus Ω for a Hopf al-
gebra A, decomposes as a free right module Λ ⊗K A. When the antipode s of A
is invertible, the theory of Hopf algebras, in particular Yetter-Drinfeld modules over
Hopf algebras, provides us with an isomorphism
Φ : Λ⊗K A→ A⊗K Λ Φ−1 : A⊗K Λ→ Λ⊗K A
λ⊗K a 7→ a(2) ⊗K s−1(a(1)) ⊲ λ a⊗K λ 7→ a(1) ⊲ λ⊗K a(2)
Observe that the left action translates to Φ(b ⊲ (λ⊗K a)) = ba⊗K λ, making Ω free as
a left A-module as well with Ω ∼= A⊗K Λ and Ω∨ ∼= Λ⋆ ⊗K A. We denote elements of
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A ⊗K Λ and Λ⋆ ⊗K A by a ⊗K λ = a(1) ⊲ λ ⊗K a(2) ∈ Ω and f ⊗K a, respectively.
Observe that as bimodules:
b(a⊗K λ) = ba⊗K λ (a⊗K λ)b = (ab(2) ⊗K s−1(b(1)) ⊲ λ)
(f ⊗K a)b = f ⊗K ab b(f ⊗K a) = (f ⊳ s−1(b(1))⊗K b(2)a)
for b ∈ A. By applying Φ to Ω∨, we can conclude that Ω is pivotal with
coev(1) =
n∑
i=1
λi ⊗ fi, ev(fi ⊗ λj) = δi,j
coev(1) =
n∑
i=1
f i ⊗ λi, ev(λi ⊗ f j) = δi,j
4.3 Resulting Hopf Algebroid Structure
We first modify our notation from past sections, for a pivotal bimodule Ω. We denote
evaluation and coevaluationmaps as before, but with applying the isomorphismX ∼= Y
so that
coev : A→ Ω⊗ X, coev(1) =
∑
i
ωi ⊗ xi, ev : X⊗ Ω→ A (36)
coev : A→ X⊗ Ω, coev(1) =
∑
j
yj ⊗ ρj , ev : Ω⊗ X→ A (37)
With this notation we defineH(Ω) to be the quotient of IB(Ω) by the additional rela-
tions
(yj , ω)•(ρj , x) = ev(x, ω) (38)
(ω, xi)•(x, ωi) = ev(ω, x) (39)
for any x ∈ X and ω ∈ Ω.
Lemma 4.9. The comultiplication and counit of IB(Ω), are well-defined on the quo-
tientH(Ω), and give rise to an A-bialgebroid structure onH(Ω).
Proof. The proof is completely symmetric to that of Lemma 4.2 and is left to the
reader.
By Theorem 4.3, an IB(Ω)-module can be viewed as an A-bimodule with an in-
vertible Ω-intertwining σ : M ⊗ Ω→ Ω⊗M . Hence, we can translate the additional
relations in BX, to the maps
(ev ⊗ idM⊗X)(idX ⊗ σ ⊗ idX)(idX⊗M ⊗ coev) : X⊗M →M ⊗ X (40)
(idX⊗M ⊗ ev)(idX ⊗ σ−1 ⊗ idX)(coev ⊗ idM⊗X) :M ⊗ X→ X⊗M (41)
being each others inverses. Notice that when M is right fgp, the second map being
invertible is equivalent to σ♯ being invertible, which is what we desire in a closed
subcategory of AMΩA. If Ω were not pivotal, we would have to writeY instead of X in
the second map, and they could not be inverses.
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Theorem 4.10. The category of H(Ω)-modules is isomorphic to the category of A-
bimodules with invertible Ω-intertwining maps σ, such that bimodule maps (40), (41)
are inverses. We denote this category by XAIMΩA.
Proof. Under the correspondence described in Theorem 4.3, an H(Ω)-moduleM has
an induced invertibleΩ-intertwining σ. By recalling the definition of σ, the morphisms
(40) and (41) translate to
(ev ⊗ idM⊗X)(x ⊗ σ(m⊗ ωi)⊗ xi) = (x, ωi)m⊗ xi
and
(idX⊗M ⊗ ev)(yj ⊗ σ−1(ρj ⊗m)⊗ x) = yj ⊗ (ρj , x)m
respectively, for any x ∈ X and m ∈ M . In this form, the morphisms being inverses
follows directly from (38) and (39). The converse direction also follow trivially.
In the above paragraph, we already hinted at the fact that the left (right) duals,
of right (left) fgp bimodules with Ω-intertwinings in XAIMΩA, will have invertible Ω-
intertwinings. We now show that in fact XAIMΩA is closed and H(Ω) is a Schauenburg
Hopf algebroid. In fact, H(Ω) admits an invertible antipode and has the form of a
Bo¨hm-Szlacha´nyi Hopf algebroid.
Theorem 4.11. The map S : H(Ω)→ H(Ω) defined by
S(a) = a, S((x, ω)) = (ω, x)
S(a) = a, S((ω, x)) = (x, ω)
and extended anti-multiplicatively to H(Ω), is a well-defined anti-automorphism of
algebra H(Ω), with S−1 = S. Moreover, S satisfies the conditions in Definition 2.2
(II).
Proof. We have defined S on the generators of the algebra, and must verify that S
is well-defined by looking at the relations. Notice that relations (32) and (33) are
symmetric under S and relation (34) holds
S ((ωi, x)•(xi, ω)) = S((xi, ω))•S((ωi, x))
= (ω, xi)•(x, ωi) = ev(ω, x) = S
(
ev(ω, y)
)
due to relation (39). Similar arguments apply for the other relations and one can con-
clude that S is well defined and by definition S = S−1. Since the image of the coprod-
uct falls in the Takeuchi×-product, we only need to check the antipode conditions (13)
and (14) on the generators of the bialgebroid. For generators in X⊗K Ω,
S((x, ω)(1))(1)•(x, ω)(2) ⋄ S((x, ω)(1))(2) = (ωi, x)(1)•(xi, ω) ⋄ (ωi, x)(2)
= (ωi, yj)•(xi, ω) ⋄ (ρj , x) = ev(ω, yj) ⋄ (ρj , x)
= 1 ⋄ ev(ω, yj)•(ρj , x) = 1 ⋄ (ω, x) = 1 ⋄ S(x, ω)
and
S−1((x, ω)(2))(1) ⋄ S−1((x, ω)(2))(2)(x, ω)(1) = (ω, xi)(1) ⋄ (ω, xi)(1)•(x, ωi)
= (ω, yj) ⋄ (ρj , xi)•(x, ωi) = (ω, yj)⊗ ev(ρj , x)
= ev(ρj , x)•(ω, yj) ⋄ 1 = (ω, x) ⋄ 1 = S−1((x, ω)) ⋄ 1
hold. A symmetric argument applies for generators of the form (ω, x) ∈ Ω⊗K X.
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Using the antipode we can describe the closed structure of XAIMΩA, which lifts that
of AMA. For a pair of H(Ω)-modules M and N , we recover the action of H(Ω) by
(16):
[(x, ω)f ](m) = (x, ρj)f((ω, yj)m), [(ρ, y)f ](m) = (ρ, xi)f((y, ωi)m) (42)
[(x, ω)g](m) = (yj , ω)g((ρj , x)m), [(ρ, y)g](m) = (ωi, y)g((xi, ρ)m) (43)
for any m ∈ M , (x, ω) ∈ X ⊗K Ω, (ρ, y) ∈ Ω ⊗K X, where f ∈ HomA(M,N),
g ∈ AHom(M,N).
Notation. We have used the notation [hf ](m) = h(+)f(h(−)m) to distinguish
between [hf ](m), where [hf ] is the morphism obtained by h ∈ H(Ω) acting on the
morphism f ∈ HomA(M,N) and hf(m), where h acts on f(m) as an element of N .
In what follows, we will continue to adapt this notation.
Now we look at bimodule connections with invertible intertwining maps which
satisfy (40) and (41) as well. At this point it should be clear that to do this we need
to take the quotient of IBX by the ideal generated by the set of relations (38) and
(39). We denote this algebra by HX. From the arguments in Lemmas 4.2 and 4.9 it
follows that the resulting algebra carries down the left A-bialgebroid structure of BX.
Moreover,HX is a Schauenburg Hopf algebroid. Observe that in order to demonstrate
this, we only need to prove that the category of HX-modules lifts the closed structure
of AMA. Since we have already described the action of H(Ω) on HomA(M,N) and
AHom(M,N), we only need to present a well-defined action of elements of X inHX,
or in particular a connection onHomA(M,N) and AHom(M,N).
Theorem 4.12. For HX-modules M,N , we can extend the action of H(Ω) on the
inner homs, to actions ofHX via
[xf ](m) =xf(m)− (x, ρj)f
(
(ωi, yj)•xim
)
(44)
[xg](m) =
(
yjg
(
(ρj , x)m
)− g(yj•(ρj , x)m)) (45)
where f ∈ HomA(M,N) and g ∈ AHom(M,N), so that the closed monoidal struc-
ture of AMA lifts to the category of HX-modules.
Proof. We must first check that the HX-actions defined above are well defined. We
then proceed to showing that the units and counits of the adjunctions providing the
closed structure of AMA, (1), are HX-module morphisms. Since the action of ele-
ments in Ω⊗K X and X ⊗K Ω is lifted from H(Ω), we only need to check these facts
on the generators of the form X. In particular, we only need to look at relations (24),
(25) and (26) for the HX-action to be well-defined:
[(a•x)f ](m) = a
(
x(f(m)) − (x, ρj)f
(
(ωi, yj)•xim
))
= [(ax)f ](m)
[(x•a)f ](m) = x(af(m)) − (x, ρj)
(
af
(
(ωi, yj)•xim
))
=(xa)f(m) + ev(x, da)f(m)− (xa, ρj)f
(
(ωi, yj)•xim
)
=[(xa)f ](m) + [ev(x, da)f ](m)
[(x•a)f ](m) = xf(am)− (x, ρj)f
(
a•(ωi, yj)•xim
)
=xf(am)− (x, ρj)f
(
(ωi, yj)•(xia)m
)
= xf(am)
− ((x, ρj)f((ωi, yj)•xi•am)+ (x, ρj)f((ωi, yj)•ev(xi ⊗ da)m))
=[a•xf ](m) + [(x, da)f ](m)
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where f ∈ HomA(M,N). Similarly for g ∈ AHom(M,N), we note that the right
A-action onM arises from the action of Aop ⊂ HX.
[(a•x)g](m) =
(
yjg
(
(ρj , x)•am
)− g(yj•(ρj , x)•am)) = [(ax)g](m)
[(x•a)g](m) =
(
yjg
(
a•(ρj , x)m
)− g(a•yj•(ρj , x)m))
=
(
yjg
(
(ρj , ax)m
)− g(yj•(ρj , ax)m) + g((yj , da)•(ρj , x)m))
=[(xa)g](m) + [ev(x, da)g](m)
[(x•a)g](m) =
(
yj•ag
(
(ρj , x)m
)− ag(yj•(ρj , x)m))
=[(a•x)g](m) + (yj , da)g
(
(ρj , x)m
)
= [(a•x)g](m) + [(x, da)g](m)
Hence, the actions of H(Ω) on the inner homs extend to well-defined actions of HX.
We now show that the the unit and counit, ̺M and εM , of the adjunction − ⊗M ⊣
HomA(M,−), respect the HX-actions.
[x̺MN (n)](m) =xfn(m)− (x, ρj)fn
(
(ωi, yj)•xim
)
=x(n⊗m)− (x, ρj)
(
n⊗ (ωi, yj)•xim
)
= xn⊗m
+ (x, ωl)n⊗ xlm− (x, ωk)n⊗ (xk, ρj)•(ωi, yj)•xim
=xn⊗m = fxn(m) = [̺MN (xn)](m)
εMN
(
x(f ⊗m)) =εMN (xf ⊗m+ (x, ωi)f ⊗ xim) = [xf ](m)
+ [(x, ωi)f ](xim) = xf(m)− (x, ρk)f
(
(ωl, yk)•xlm
)
+ (x, ρj)f
(
(ωi, yj)•xim
)
= xf(m) = xεMN (f ⊗m)
Similarly, we look at the unit and counit, ΘM and ΠM , of the adjunction M ⊗ − ⊣
AHom(M,−) preserving theHX-actions.
[xΘMN (n)](m) =
(
yjgn
(
(ρj , x)m
)− gn(yj•(ρj , x)m))
=
(
yj
(
(ρj , x)m⊗ n
)− yj•(ρj , x)m⊗ n)
=(yj(ρj , x)m⊗ n+ (yj , ωi)•(ρj , x)m⊗ xin− yj•(ρj , x)m⊗ n)
=ev(x, ωi)m⊗ xin = m⊗ xn = [ΘMN (xn)](m)
ΠMN
(
x(m⊗ g)) = ΠMN (xm⊗ g + (xi, ωi)m⊗ xig)
=g(xm) + [xig]
(
(x, ωi)m
)
= g(xm) + yjg
(
(ρj , xi)•(x, ωi)m
)
− g(yj•(ρj , xi)•(x, ωi)m) = g(xm) + yjg(ev(ρj ⊗ x)m)
− g(yj•ev(ρj ⊗ x)m) = g(xm) + xg(m)− g(xm)
+ ev(yj ⊗ dev(ρj ⊗ x))g(m) − g
(
ev(yj ⊗ dev(ρj ⊗ x))m
)
=g(xm) = xΠMN (m⊗ g)
The Hopf algebroid HX is not expected to admit an antipode in general. For the
existence of an antipode, we require a linear map Υ : X→ A satisfying
Υ(xa) = Υ(x)a+ ev(x⊗ da), Υ(ax) = aΥ(x) + ev(da⊗ x) (46)
for any x ∈ X and a ∈ A. In fact, the existence of such a map is equivalent to HX
admitting an antipode.
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Theorem 4.13. The Hopf algebroid HX admits an invertible antipode if and only if
there exists a linear map Υ : X→ A satisfying (46). In particular, if such Υ exists, the
maps S and S−1 defined by
S(x) = −(ωi, x)•xi −Υ(x) (47)
S−1(x) = − (yj +Υ(yj)) •(ρj , x) (48)
extend S and S−1 from Theorem 4.11, to well-defined anti-algebra morphisms onHX
and are inverses. Furthermore, they satisfy the conditions in Definition 2.2 (II).
Proof. (⇒) First we recall the following elementary fact stated in [22]: if a Hopf al-
gerboid admits an antipode S : HX→ HX as defined in Definition 2.2 (II), then
a ⊳ h = ǫ(S(h)•a), a ∈ A, h ∈ HX
defines a right action of the algebraHX onA, such that the actionAop ⊂ HX coincides
with left multiplication i.e. a1 ⊳ a2 = a2a1 for a1, a2 ∈ A. Hence, we define the map
Υ : X → A by Υ(x) := −ǫ(S(x)) = −1 ⊳ x. It is then straightforward to check that
(46) holds:
Υ(ax) =− ǫ(S(ax)) = −ǫ(S(x)•a) = −ǫ(S(x)•a) = −ǫ(S(a•x))
=− ǫ(S(a•x)) = −ǫ(S(x•a)) + ǫ(S(x, da))
=− aǫ(S(x)) + ǫ((da, x)) = aΥ(x) + ev(da, x)
Υ(x)a =− ǫ(S(x))a = −ǫ(a•S(x)) = −ǫ(S(x•a))
=− ǫ(S(xa) + S(ev(x, da))) = Υ(xa)− ev(x, da)
(⇐) We assume such a map Υ exist. Hence, we have defined S and S−1 on the
generators of HX and must first check whether they are well defined on HX. For the
relations present in H(Ω), this has already been done in the proof of Theorem 4.11.
Hence, we only have to check relations (24), (25) and (26). First we demonstrate this
for S
S(a•x) = S(x)•a = −(ωi, x)•xi•a−Υ(x)•a
= −(ωi, ax)•xi − (ωi, x)•(xi, da)− aΥ(x)
= −(ωi, ax)•xi −Υ(ax) = S(ax)
S(x•a) = a•S(x) = −(ωi, xa)•xi −Υ(x)a
= −(ωi, xa)•xi −Υ(xa) + ev(x, da) = S(xa+ ev(x, da))
S(x•a) = a•S(x) = −(aωi, x)•xi − aΥ(x) = −(ωi, x)•xia−Υ(x)a
= S(x)•a+ (ωi, x)•ev(xi ⊗ da) = S(a•x+ (x, da))
and now for S−1
S−1(a•x) = S−1(x)•a = − (yj +Υ(yj)) •(ρj , x)•a = S−1(ax)
S−1(x•a) = a•S−1(x) = −a• (yj +Υ(yj)) •(ρj , x)
= − (yj + Υ(yj)) •a•(ρj , x) + (yj , da)•(ρj , x)
= S−1(xa) + ev(x, da) = S−1(xa+ ev(x, da))
S−1(x•a) = a•S−1(x) = −a• (yj +Υ(yj)) •(ρj , x)
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= − (ayj +Υ(ayj)) •(ρj , x) + ev(da, yj)(ρj , x)
= S−1(x)•a+ (da, x) = S−1(a•x+ (x, da))
We must also check that S and S−1 are inverse.
S−1S(x) = −S−1(xi)•(x, ωi)−Υ(x)
= (yj +Υ(yj)) •(ρj , xi)•(x, ωi)−Υ(x)
= (yj +Υ(yj)) •ev(x, ρj)−Υ(x) = x
SS−1(x) = −(x, ρj)•
(
S(yj) + Υ(yj)
)
= (x, ρj)•
(
(ωi, yj)•xi +Υ(yj)
)
− (x, ρj)Υ(yj)
= (x, ρj)•(ωi, yj)•xi = ev(x, ωi)xi = x
Since the coproduct falls in the Takeuchi product, we only need to verify axioms (13)
and (14) on the generators of the bialgebroid:
S(x(1))(1)•x(2) ⋄ S(x(1))(2) = (ωi, x)(1)•xi ⋄ (ωi, x)(2) + S(x)(1) ⋄ S(x)(2)
=(ωi, yj)•xi ⋄ (ρj , x)− ((ωi, x)•xi)(1) ⋄ ((ωi, x)•xi)(2)
− 1 ⋄Υ(x) = −(ωi, yj)•(xi, ωk) ⋄ (ρj , x)•xk − 1 ⋄Υ(x)
=− ev(ωk ⊗ yj) ⋄ (ρj , x)•xk − 1 ⋄Υ(x) = 1 ⋄ S(x)
S−1(x(2))(1) ⋄ S−1(x(2))(2)•x(1) = 1 ⋄ x+ S−1(xi)(1) ⋄ S−1(xi)(2)•(x, ωi)
=1 ⋄ x− (yj)(1) •(ρj , yk) ⋄ (yj)(2) •(ρk, xi)•(x, ωi)
−Υ(yj)•(ρj , yk) ⋄ (ρk, xi)•(x, ωi)
=1 ⋄ x−Υ(yj)•(ρj , yk) ⋄ ev(ρk, x)− yj•(ρj , yk) ⋄ ev(ρk, x)
− (yj , ωl)•(ρj , yk) ⋄ xl•ev(ρk, x)
=− (yj +Υ(yj)) •(ρj , x) ⋄ 1 + 1 ⋄ x− ev(yk ⊗ ωl) ⋄ xl ev(ρk ⊗ x)
=S−1(x) ⋄ 1
In the algebraic manipulations above, both properties of (46) have been used but the
additional terms have been omitted.
For any pair of HX-modules M and N , one can easily check that the induced
connections on the inner homs HomA(M,N) and AHom(M,N) calculated via the
antipode, (15), agrees with those presented in Theorem 4.12. In particular, the terms
includingΥ cancel out in the calculation of (15).
Remark 4.14. In the classical theory of Hopf algebras, if a bialgebra admits an an-
tipode, the antipode is unique. However, as demonstrated by the above theorem, this is
not true for Hopf algebroids. In fact, one can add any bimodule morphism φ : X→ A
to Υ and Υ+ φ will again satisfy (46).
4.4 Examples of Hopf Algebroids
As a corollary of Theorem 4.13, several of the Hopf algebroids constructed here will
admit antipodes. In particular, if the calculus Ω is a finitely generated free A-bimodule
with basis {fi}ni=1 for X, then Υ(
∑
i aifi) =
∑
i ev(dai, fi) satisfies (46).
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Example 4.15. [Derivation Calculus] Recall the bialgebroid constructed in Example
3.8 for a derivation d : A → A. To obtain HX, a new generator E = (1, 1) ∈
Ω ⊗K X is added and the new relations are equivalent to F •E = 1 = E•F . Hence,
HX = Ae.K〈D,F, F−1〉 with the commutation relations in Example 3.8. The coprod-
uct, counit and antipode are extended as follows
∆(F−1) = F−1 ⊗ F−1, ǫ(F−1) = 1
S(D) = −F−1D S(F ) =F−1 S(F−1) = F
Example 4.16. [M2(C)] For the differential calculus of Example 2.8, Ω is a free bi-
module and the Hopf algebroidHX factorises asAe.C〈fi, iγj , iκj | i, j ∈ {s, t}〉 with
the relations of BX presented in Example 3.10 and additional relations
[iκj , ab] =0
s
γi• sκj + tγi• tκj = δi,j = iγs• jκs + iγt• jκt
s
κi• sγj + tκi• tγj = δi,j = iκs• jγs + iκt• jγt
for all i, j ∈ {s, t} and ab ∈ Ae. The coproduct, counit and antipode extend similarly
by
∆(iκj) = iκs ⊗ sκj + iκt ⊗ tκj , ǫ(iκj) = δi,j
S(fi) = − sκi•fs − tκi•ft, S(iγj) = jγi, S(iκj) = jγi
for all i, j ∈ {s, t}.
Example 4.17. [Finite Quiver] For a finite quiver Γ = (V,E), the resulting Hopf
algebroid on K(V ) has the quiver path algebra KΓ as a subalgebra and additional
generators
KΓ
〈
fp, (
←−e1 ,−→e2), (−→e1 ,←−e2) | p ∈ S, e1, e2 ∈ E
〉
with the relations presented in Example 3.9 and additional relations
(−→e1 ,←−e2)•fp•fq = (−→e1 ,←−e2)δp,t(e1)δq,t(e2)
fp•fq•(
−→e1 ,←−e2) = (−→e1 ,←−e2)δp,s(e1)δq,s(e2)∑
e∈E
(←−e1 ,−→e )•(−→e2 ,←−e ) = ft(e1)δe1,e2 ,
∑
e∈E
(−→e ,←−e1)•(←−e ,−→e2) = fs(e1)δe1,e2
∑
e∈E
(−→e1 ,←−e )•(←−e2 ,−→e ) = fs(e1)δe1,e2 ,
∑
e∈E
(←−e ,−→e1)•(−→e ,←−e2) = ft(e1)δe1,e2
for all e1, e2 ∈ E. The coproduct and counit of the new generators are given by
∆((−→e1 ,←−e2)) =
∑
e∈E
(−→e1 ,←−e )⊗ (−→e ,←−e2), ǫ((−→e1 ,←−e2)) = δe1,e2fs(e1)
for any e1, e2 ∈ E. In fact HX admits an antipode since the map Υ : X → A defined
by Υ(←−e ) = fs(e) − ft(e), for e ∈ E, satisfies (46). Translating this data in terms of
KΓ, the antipode takes the form
S(←−e1) = −
∑
e∈E
(−→e ,←−e1)•←−e −
∑
e∈E
(−→e ,←−e1)− fs(e1)
S((−→e1 ,←−e2)) = (←−e2 ,−→e1), S((←−e1 ,−→e2)) = (−→e2 ,←−e1)
for any e1, e2 ∈ E.
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Example 4.18. [Hopf Bimodule] If A is a Hopf algebra and Ω a Hopf bimodule over
A, as demonstrated in Example 4.8, Ω is free as a left A-module so that Ω ⊗K X ∼=
Ae ⊗K (Λ ⊗K Λ⋆) as a left Ae-module. Hence the Hopf algebroid HX factorises as
Ae.TW where W = Λ⋆ ⊕ (Λ⋆ ⊗K Λ) ⊕ (Λ ⊗K Λ⋆), with additional commutation
relations
(λi,f j)•ab = a(2)b(2)•
(
s−1(a(1)) ⊲ λi,f j ⊳ s
−1(b(1))
)
n∑
i=1
(λi,fk)•(fi, λj) =δj,k =
n∑
i=1
(λj ,f i)•(fk, λi)
n∑
i=1
(fi, λj)•(λi,fk) =δj,k =
n∑
i=1
(fj , λi)•(λk,f i)
for all 1 ≤ j, k ≤ n. The coproduct and counit of BX extend toHX by
∆((λi,f j)) =
n∑
k=1
(λi,fk)⊗ (λk,f j) ǫ((λi,f j)) = δi,j
for all 1 ≤ i, j ≤ n.
Example 4.19. [CD6] For the differential calculus of Example 3.12, the Hopf alge-
broid HX over the group ring CD6, factorises as A
e.C〈fi, iγj , iκj | i, j ∈ {ξ, τ}〉
with the relations of BX as presented in Example 3.12 and additional relations
ξκi•a =
1
2
(ξκi +
√
3 τκi), τκi•a =
1
2
(−
√
3 ξκi + τκi)
iκξ•a =
1
2
(iκξ −
√
3 iκτ ), iκτ •a =
1
2
(
√
3 iκξ + iκτ )
ξκi•b = ξκi, τκi•b = − τκi, iκξ•b = iκξ, iκτ •b = − iκτ
ξγj• ξκj + τγj• τκj =δi,j = iγξ• jκξ + iγτ • jκτ
ξκj• ξγj + τκj• τγj =δi,j = iκξ• jγξ + iκτ • jγτ
for i, j ∈ {ξ, τ}. The coproduct, counit extend as
∆(iκj) = iκξ ⊗ ξκj + iκτ ⊗ τκj , ǫ(iκj) = δi,j
for i, j ∈ {ξ, τ}.
5 Flat Bimodule Connections
Classically, the curvature on connections is defined using the Lie bracket on vector
fields or alternatively, the exterior derivative from the space of 1-forms to the space of
2-forms. In this section, we assume d : A → Ω is part of a dga Ω•. However, we
only require the bimodule Ω2 and linear maps d : Ω → Ω2 and ∧ : Ω ⊗ Ω → Ω2,
satisfying the relevant properties, as additional data. We briefly recall the definitions
for curvature, flat connections and the sheaf of differential operators from [5].
If (M,∇) is a left connection, then the curvature of∇ is a mapRM :M → Ω2⊗M
defined by
RM = (d⊗ idM − idΩ ∧∇)∇
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We say (M,∇) is a flat left connection, if RM = 0 and denote the subcategory of flat
left connections in AE , by AF .
In Chapter 6 of [5], the category AF is shown to be isomorphic to the category of
modules over an algebra,DA, whenΩ2 is right fgp, with its left dual bimodule denoted
by X2. We denote the respective coevaluation and evaluation maps by coev and ev and
denote coev(1) =
∑
i x
2
i ⊗ ω2i . In this case, AF ∼= DAM, where the algebra DA is
obtained as the quotient of TX• by the ideal generated by relations
ev(x2 ⊗ dωi)•xi − ev(x2 ⊗ ωj ∧ ωk)•xk•xj = 0 (49)
for all x2 ∈ X2. It is easy to verify that the mentioned ideal annihilating a TX•-module
is equivalent the induced connection on the module being flat [Corollary 6.24 [5]].
Although one could quotient out the algebra BX by the same relations, (49), and
discuss bimodule connection which have a flat left connection, the tensor product of
two such connections will not have zero curvature. To discuss a monoidal category
of flat bimodule connections, we must assume the connections are extendable. We
say an Ω-intertwining map σ : M ⊗ Ω → Ω ⊗ M is extendable if there exists an
Ω2-intertwining map σ2 :M ⊗ Ω2 → Ω2 ⊗M such that the equation
(∧ ⊗ idM )(idΩ ⊗ σ)(σ ⊗ idΩ) = σ2(idM ⊗ ∧) (50)
holds as an equality of bimodule morphisms with domainM ⊗ Ω ⊗ Ω and codomain
Ω2 ⊗M . An additional condition is required when the calculus is not surjective. The
equation
(∧ ⊗M)[(idΩ ⊗ σ)(∇⊗ idΩ) + (idΩ ⊗∇)σ] = (d⊗ idM )σ − σ2(idM ⊗ d) (51)
must hold for the linear maps with domain M ⊗ Ω and codomain Ω2 ⊗ M . This
condition appears implicitly in Lemma 4.12 of [5] and is said to be equivalent to the
curvature being a right module morphism. However, if the calculus is not surjective,
this is an additional condition. The subcategory of left bimodule connections which
are flat, extendable and satisfy condition (51), is a monoidal subcategory of lAEA and
is denoted by lAFA. This is discussed in Section 4.5.1 of [5]. To obtain the bialge-
broid whose category of modules is isomorphic to lAFA, we must adjoin additional
generators of the form X2 ⊗K Ω2 to BX, to induce Ω2-intertwinings and quotient out
the corresponding relations for flatness (49), extendability (54) and the additional con-
dition (53). However, the category of lAFA will again not lift the closed structure of
AMA. Instead, we will look at the relevant closed monoidal subcategory of flat bimod-
ule connections in HXM, and the construction of the relevant bialgebroid for lAFA is
also implicitly present in our work.
5.1 Hopf Algebroid DX in Flat Case
The closed subcategory of flat bimodule connections with extendable Ω-intertwining
which we would like to consider should lift the closed structure of AMA. Since the
extendability condition adds an underlying Ω2-intertwining to our connection, the un-
derlyingΩ2-intertwining of such bimodules must belong to the appropriate closed sub-
category of Ω2-intertwinings. Hence, as for Ω-intertwinings in Section 4.3, we assume
Ω2 to be left and right fgp and pivotal as an A-bimodule. We denote the relevant co-
evaluation and evaluation maps between Ω2 and its left and right dual X2, by coev,
coev, ev and ev. We utilise the following notation coev(1) =
∑
i x
2
i ⊗ ωi ∈ X2 ⊗ Ω2
and coev(1) =
∑
i ρ
2
i ⊗ y2i ∈ Ω2 ⊗ X2.
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Additionally, we require∧ to be a pivotal bimodule morphism i.e. for any x2 ∈ X2,
the equation
ev(x2 ⊗ ωi ∧ ωj)xj ⊗ xi = yi ⊗ yjev(ρj ∧ ρi ⊗ x2) (52)
holds for elements of X ⊗ X. Since both Ω and Ω2 are both pivotal, ∧ provides two
bimodule morphisms fromX2 to X⊗X, presented on either side of the equation above,
and condition (52) requires these two bimodule morphisms to be equal.
We note that the free product of two Hopf algebroids over an algbera A, as A ⊗K
Aop-algebras will again be a Hopf algebroid over A. Since modules over the free
product are just A-bimodules with additional actions of each algebra, the action of
both Hopf algebroids on tensor products and inner homs simply lift to the category of
modules over the free product. Hence, We obtain a new Hopf algebroid by considering
the free product of A⊗K Aop-algebrasHX andH(Ω2) and denote it by F . We define
DX as the quotient of F by the ideal generated by relations (49) and
ev(x2 ⊗ ωi ∧ ωj)[xj•(xi, ω) + (xj , ω)•xi] =ev(x2 ⊗ dωi)(xi, ω)− (x2, dω) (53)
ev(x2 ⊗ ωi ∧ ωj)•(xj , ρ)•(xi, ω) =(x2, ω ∧ ρ) (54)
ev(ρi ∧ ρj ⊗ x2)•(ω, yi)•(ρ, yj) =(ω ∧ ρ, x2) (55)
for all x2 ∈ X2 and ω, ρ ∈ Ω.
Firstly, note that an F -moduleM is an A-bimodules with a left bimodule connec-
tion (M,∇, σ), an invertible Ω-intertwining so that (M,σ) lies in XAIMΩA and an in-
vertible Ω2-intertwining σ2 such that (M,σ2) lies in
X2
AIMΩ
2
A . Viewing an F -module
in this way and constructing σ and σ2 as describe in Theorem 3.3, we can deduce that
imposing the relations (54) and (55) are equivalent to σ and σ−1 extending to σ2 and
σ−12 , respectively. Since ∧ is a pivotal morphism and (52) holds, relations (54) and
(55) are equivalent to relations
(yi, ρ)•(yj , ω)•ev(ρj ∧ ρi ⊗ x2) =(x2, ω ∧ ρ) (56)
(ω, xi)•(ρ, xj)•ev(x2 ⊗ ωi ∧ ωj) =(ω ∧ ρ, x2) (57)
respectively. Recall that for anyH(Ω)-modules, the induced invertibleΩ-intertwinings
produce a pair of X-intertwinings which are inverses, (41) and (40). Relations (56)
and (57) being annihalted in the action of F on a particular F -module, are equivalent
to the induced X-intertwinings on the module, extending to the corresponding X2-
intertwinings.
Relation (53) holding for an F -module, is equivalent to the additional condition
(51) holding for the induced bimodule connection and intertwinings on the F -module.
We previously noted that, when the calculus in question is surjective i.e. Ω is generated
by elements of the form bda where a, b ∈ A, then relation (53) follows from (49) and
(54):
0 =0•ba =
(
ev(x2 ⊗ dωi)•xi − ev(x2 ⊗ ωj ∧ ωk)•xk•xj
)
•ba
=
[
aev(x2 ⊗ dωi)•xi + ev(x2 ⊗ dωi)•(xi, da)− aev(x2 ⊗ ωj ∧ ωk)•xk•xj
− ev(x2 ⊗ ωj ∧ ωk)•[xk•(xj , da) + (xk, da)•xj ]
]
•b
=
[
ev(x2 ⊗ dωi)(xi, da)− ev(x2 ⊗ ωj ∧ ωk)[xk•(xj , da) + (xk, da)•xj ]
]
•b
=ev(x2 ⊗ dωi)(xi, bda)− ev(x2 ⊗ ωj ∧ ωk)[xk•(xj , bda) + (xk, bda)•xj ]
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+ ev(x2 ⊗ ωj ∧ ωk)(xk, da)•(xj , db)
=⇒ ev(x2 ⊗ ωj ∧ ωk)[xk•(xj , bda) + (xk, bda)•xj ]
= ev(x2 ⊗ dωi)(xi, bda)− (x2, db ∧ da)
Remark 5.1. If ∧ : Ω⊗Ω→ Ω2 splits as a bimodule map, we do not need to add ad-
ditional generators to HX to capture the intertwining map extending. In other words,
when ∧ is surjective, the relations imposed in DX, describe the additional generators
of H(Ω2) in terms of elements of HX. Additionally when ∧ splits, the extendabillity
conditions would simply be equivalent to relations
ev(x2 ⊗ ωi ∧ ωj)•(xj , ρ)•(xi, ω) = 0 = ev(ρi ∧ ρj ⊗ x2)•(ω, yi)•(ρ, yj)
onHX, for all ω ∧ ρ ∈ ker(∧).
Notation. From this point onwards, whenever the action of elements of A and Aop
agrees with a module action on elements in the algebras constructed, we avoid writing
• for brevity. For example, for elements a ∈ A, x ∈ X and ω ∈ Ω, we simply write ax
and a(x, ω) instead of a•x and a•(x, ω), respectively.
Theorem 5.2. The compultiplication and counit of F are well-defined on DX and
thereby, DX inherits the bialgebroid structure of F .
Proof. We only need to check that the comultiplication and counit ofF are well defined
on its quotientDX. We first look at the comultiplication and the extendibility relations.
Let x2 ∈ X2 and ω, ρ ∈ Ω and consider relation (54):
∆
(
ev(x2 ⊗ ωi ∧ ωj)•(xj , ρ)•(xi, ω)
)
=ev(x2 ⊗ ωi ∧ ωj)•(xj , ωl)•(xi, ωt)⊗ (xl, ρ)•(xt, ω)
=(x2, ωt ∧ ωl)⊗ (xl, ρ)•(xt, ω) = (x2, ω2i )⊗ ev(x2iωt ∧ ωl)(xl, ρ)•(xt, ω)
=(x2, ω2i )⊗ (x2i , ω ∧ ρ) = ∆
(
(x2, ω ∧ ρ))
The computations for relation (55) are completely symmetric and are left to the reader.
We now look at relation (49) and see that the additional condition (53) is essential for
the comultiplication to be well-defined for flat bimodule connections:
∆
(
ev(x2 ⊗ ωj ∧ ωk)•xk•xj
)
= ev(x2 ⊗ ωj ∧ ωk)
[
xk•xj ⊗ 1+
+ xk•(xj , ωl)⊗ xl + (xk, ωl)•xj ⊗ xl + (xk, ωl)•(xj , ωm)⊗ xl•xm
]
=ev(x2 ⊗ dωi)•xi ⊗ 1 + (x2, ωm ∧ ωl)⊗ xl•xm
+
[
ev(x2 ⊗ dωi)(xi, ωl)− (x2, dωl)
]⊗ xl
=∆
(
ev(x2 ⊗ dωi)xi
)
+ (x2, ωt)⊗
[
ev(x2 ⊗ ωm ∧ ωl)xl•xm
− ev(x2 ⊗ dωl)xl
]
= ∆
(
ev(x2 ⊗ dωi)xi
)
where x2 ∈ X2. To check relation (49) itself, let x2 ∈ X2 and ω ∈ Ω:
∆
(
ev(x2 ⊗ ωi ∧ ωj)[xj•(xi, ω) + (xj , ω)•xi]
)
=ev(x2 ⊗ ωi ∧ ωj)
[
xj•(xi, ωt)⊗ (xt, ω) + (xj , ωl)•(xi, ωt)⊗ xl•(xt, ω)
+ (xj , ωl)•xi ⊗ (xl, ω) + (xj , ωl)•(xi, ωt)⊗ (xl, ω)•xt
]
=(x2, ωt ∧ ωl)⊗
[
xl•(xt, ω) + (xl, ω)•xt
]
+
[
ev(x2 ⊗ dωi)(xi, ωt)
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− (x2, dωt)
]⊗ (xt, ω) = (x2, ω2l )⊗ [ev(x2l ⊗ dωi)(xi, ω)− (x2l , dω)]
+
[
ev(x2 ⊗ dωi)(xi, ωt)− (x2, dωt)
] ⊗ (xt, ω)
=∆
(
ev(x2 ⊗ dωi)(xi, ω)− (x2, dω)
)
For the counit, all computations follow directly. Let x2 ∈ X2 and ω, ρ ∈ Ω:
ǫ
(
ev(x2 ⊗ dωi)•xi
)
= 0 = ǫ
(
ev(x2 ⊗ ωj ∧ ωk)•xk•xj
)
ǫ
(
ev(x2 ⊗ ωi ∧ ωj)[xj•(xi, ω) + (xj , ω)•xi]
)
= ev(x2 ⊗ ωi ∧ ωj)ev(xj ⊗ dev(xi ⊗ ω)) + 0
= ev(x2 ⊗ ωi ∧ dev(xi ⊗ ω)) = −ev(x2 ⊗ (dωi)ev(xi ⊗ ω)) + ev(x2 ⊗ dω)
= ǫ
(
ev(x2 ⊗ dωi)(xi, ω)− (x2, dω)
)
ǫ
(
ev(ρi ∧ ρj ⊗ x2)•(ω, yi)•(ρ, yj)
)
= ev(ωev(ρ⊗ yj)⊗ yi)ev(ρi ∧ ρj ⊗ x2)
= ev(ω ∧ ρ⊗ x2) = ǫ((ω ∧ ρ, x2))
ǫ
(
ev(x2 ⊗ ωi ∧ ωj)•(xj , ρ)•(xi, ω) = ev(x2 ⊗ ωi ∧ ωj)ev(xj ⊗ ev(xi ⊗ ω)ρ)
= ev(x2, ω ∧ ρ) = ǫ((x2, ω ∧ ρ))
To prove that DX has a Hopf algebroid structure we need to describe some addi-
tional nontrivial relations which hold in DX as a consequence of the relations imposed
on F .
Lemma 5.3. The following additional relations hold in DX:
ev(dρj ⊗ x2)(ωi, yj)•xi + ev(ρm ∧ ρn ⊗ x2)(ωk, ym)•xk•(ωl, yn)•xl = 0 (58)
ev(ρm ∧ ρn ⊗ x2)[(ωt, ym)•xt•(ω, yn) + (ω, ym)•(ωl, yn)•xl] (59)
=(dω, x2)− ev(dρi ⊗ x2)(ω, yi)
(ω,xi)•yt•(ρt, xj)ev(x2 ⊗ ωi ∧ ωj) + (ω, xi)ev(x2 ⊗ dωi) (60)
=ev(ω ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2)− ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ ev
(
ω ⊗ ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
for all x2 ∈ X2 and ω ∈ Ω.
Proof. Let x2 ∈ X. We prove identity (58) using relations (34) inH(Ω2), (54), (34) in
H(Ω), (53) and (49), respectively:
ev(dρj ⊗ x2)(ωi, yj)•xi + ev(ρm ∧ ρn ⊗ x2)(ωk, ym)•xk•(ωl, yn)•xl
= (ω2t , x
2)•
[
(x2t , dρj)•(ωi, yj)•xi + (x
2
t , ρm ∧ ρn)•(ωk, ym)•xk•(ωl, yn)•xl
]
= (ω2t , x
2)•
[
ev(x2t ⊗ ωi ∧ ωj)(xj , ρn)•(xi, ρm)•(ωk, ym)•xk
+ (x2t , dρn)
]
•(ωl, yn)•xl
= (ω2t , x
2)•
[
ev(x2t ⊗ ωi ∧ ωj)(xj , ρn)•xi + (x2t , dρn)
]
•(ωl, yn)•xl
= (ω2t , x
2)•
[
ev(x2t ⊗ dωt)(xt, ρn)− ev(x2t ⊗ ωi ∧ ωj)xj•(xi, ρn)
]
•(ωl, yn)•xl
5 FLAT BIMODULE CONNECTIONS 37
= (ω2t , x
2)•
[
ev(x2t ⊗ dωt)xt + ev(x2t ⊗ ωi ∧ ωj)xj•xi
]
= 0
Let ω ∈ Ω. Identity (59) follows from relations (34) in H(Ω2) and (54), (34) in H(Ω)
and (53):
ev(ρm ∧ ρn ⊗ x2)[(ωt, ym)•xt•(ω, yn) + (ω, ym)•(ωl, yn)•xl]
= (ω2i , x
2)ev(x2i , ωj ∧ ωk)(xk, ρn)•(xj , ρm)•
[
(ωt, ym)•xt•(ω, yn)
+ (ω, ym)•(ωl, yn)•xl]
= (ω2i , x
2)ev(x2i , ωj ∧ ωk)
[
(xk, ρn)•xj•(ω, yn) + xkev(xj ⊗ ω)
]
= (ω2i , x
2)ev(x2i , ωj ∧ ωk)
[
(xk, ρn)•xj•(ω, yn) + xk•ev(xj ⊗ ω)
− ev(xk ⊗ dev(xj ⊗ ω))
]
= (ω2i , x
2)ev(x2i , ωj ∧ ωk)
[
(xk, ρn)•xj + xk•(xj , ρn)
]
•(ω, yn)
− (ω2i , x2)ev(x2i , ωj ∧ ωk)ev(xk ⊗ dev(xj ⊗ ω))
= (ω2i , x
2)
[
ev(x2i ⊗ dωl)(xl, ρn)− (x2i , dρn)
]
•(ω, yn)
− (ω2i , x2)ev(x2i , ωj ∧ dev(xj ⊗ ω)) = −ev(x2, dρn)(ω, yn)
+ (ω2i , x
2)•
[
ev(x2i ⊗ (dωl)ev(xl, ω))− ev(x2i , ωl ∧ dev(xl ⊗ ω))
]
= −ev(x2, dρn)(ω, yn) + (dω, x2)
We prove identity (60) by a similar manipulation, using relations (38) in H(Ω2), (54),
(39) inH(Ω) and (53):
(ω, xi)•yt•(ρt, xj)ev(x2 ⊗ ωi ∧ ωj) + (ω, xi)ev(x2 ⊗ dωi)
=(ω, xi)•yt•(ρt, xj)•(y
2
l , ωi ∧ ωj)•(ρ2l , x2) + (ω, xi)•(y2l , dωi)•(ρ2l , x2)
=(ω, xi)•yt•(ρt, xj)ev(y
2
l ⊗ ωm ∧ ωn)(xn, ωj)•(xm, ωi)•(ρ2l , x2)
+ (ω, xi)•(y
2
l , dωi)•(ρ
2
l , x
2)
=(ω, xi)•
[
yt•ev
(
ρt ⊗ ev(y2l ⊗ ωm ∧ ωn)xn
)
•(xm, ωi) + (y
2
l , dωi)
]
•(ρ2l , x
2)
=(ω, xi)•
[
ev(y2l ⊗ ωm ∧ ωn)xn•(xm, ωi) + (y2l , dωi)
]
•(ρ2l , x
2)
+ (ω, xi)ev
(
yt ⊗ dev
(
ρt ⊗ ev(y2l ⊗ ωm ∧ ωn)xn
))
(xm, ωi)•(ρ
2
l , x
2)
=(ω, xi)•
[
ev(y2l ⊗ dωt)(xt, ωi)− ev(y2l ⊗ ωm ∧ ωn)(xn, ωi)•xm
]
•(ρ2l , x
2)
+ ev
(
ω ⊗ ev(yt ⊗ dev[ρt ⊗ ev(y2l ⊗ ωm ∧ ωn)xn])xm)(ρ2l , x2)
=ev(ω ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2)− ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ ev
(
ω ⊗ ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
Theorem 5.4. The bialgebroid DX has a Hopf algebroid structure.
Proof. We have an induced action ofHX andH(Ω2) on the inner homs by Theorems
4.11 and 4.12. Hence, we only need to check whether the relations imposed on F hold
for the induced actions on the inner homs of DX-modules. If the relations for DX
annihilate the induced homs, the unit and counits for the adjunctions are F -module
morphisms and automatically become DX-module morphisms, thereby making DX a
Hopf algebroid.
We check the above for relation (54) and leave the similar calculation for (55) to the
reader. LetM andN beDX-modules and f ∈ HomA(M,N), x2 ∈ X2 and ω, ρ ∈ Ω.
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We show that relation (54) is annihalted for the induced action on HomA(M,N), by
using (54) forN and relation (55) forM :[
ev(x2 ⊗ ωi ∧ ωj)(xj , ρ)•(xi, ω)f
]
(m)
=ev(x2 ⊗ ωi ∧ ωj)(xj , ρn)•(xi, ρm)f
(
(ω, ym)•(ρ, yn)m
)
=(x2, ρm ∧ ρn)f
(
(ω, ym)•(ρ, yn)m
)
=(x2, ρ2l )ev(ρm ∧ ρn ⊗ y2l )f
(
(ω, ym)•(ρ, yn)m
)
=(x2, ρ2l )f
(
ev(ρm ∧ ρn ⊗ y2l )(ω, ym)•(ρ, yn)m
)
=(x2, ρ2l )f
(
(ω ∧ ρ, y2l )m
)
=
[
(x2, ω ∧ ρ)f](m)
What remains to be checked is that forDX-modulesM andN , the induced connec-
tions onHomA(M,N) and AHom(M,N) are flat and satisfy the additional condition
(51). To show (49) holds on HomA(M,N), we use the identities (49) and (53) for N
and (58) forM . Let f ∈ HomA(M,N) and x2 ∈ X2:[
ev(x2 ⊗ dωi)xif − ev(x2 ⊗ ωi ∧ ωj)xj•xif
]
(m)
=ev(x2 ⊗ dωi)xif(m)− ev(x2 ⊗ dωi)(xi, ρl)f
(
(ωt, yl)•xtm
)
− ev(x2 ⊗ ωi ∧ ωj)xj•xif(m)
+ ev(x2 ⊗ ωi ∧ ωj)
(
xj•(xk, ρl) + (xj , ρl)•xk
)
f
(
(ωt, yl)•xt
)
− ev(x2 ⊗ ωi ∧ ωj)(xj , ρl)(xk, ρm)f
(
(ωn, ym)•xn•(ωt, yl)•xt
)
=− (x2, dρl)f
(
(ωt, yl)•xtm
)− (x2, ρm ∧ ρl)f((ωn, ym)•xn•(ωt, yl)•xtm)
=− (x2, ρ2i )f
(
ev(dρl ⊗ y2i )(ωt, yl)•xtm
)
+ (x2, ρ2i )f
(
ev(ρm ∧ ρl ⊗ x2)(ωn, ym)•xn•(ωt, yl)•xtm
)
= 0
To show that (53) holds on HomA(M,N), we use the identities (53) for N and (59)
forM . Let f ∈ HomA(M,N), x2 ∈ X2 and ω ∈ Ω:[
ev(x2 ⊗ ωi ∧ ωj)
(
xj•(xi, ω) + (xj , ω)•xi
)
f
]
(m)
=
(
ev(x2 ⊗ ωi ∧ ωj)
(
xj•(xi, ρl) + (xj , ρl)•xi
))
f
(
(ω, yl)m
)
− (ev(x2 ⊗ ωi ∧ ωj)(xj , ρl)•(xi, ρm)f((ω, ym)•(ωt, yl)•xtm)
− (ev(x2 ⊗ ωi ∧ ωj)(xj , ρl)•(xi, ρm)f((ωt, ym)•xt•(ω, yl)m)
=
(
ev(x2 ⊗ dωi)(xi, ρl)− (x2, dρl)
)
f
(
(ω, yl)m
)
− (x2, ρ2n)ev(ρm ∧ ρl ⊗ y2n)f
([
(ω, ym)•(ωt, yl)•xt + (ωt, ym)•xt•(ω, yl)
]
m
)
=
(
ev(x2 ⊗ dωi)(xi, ρl)− (x2, dρl)
)
f
(
(ω, yl)m
)
− (x2, ρ2n)f
([
(dω, y2n)− ev(dρi ⊗ y2n)(ω, yi)
]
m
)
=
[
ev(x2 ⊗ dωi)(xi, ω)f − (x2, dω)f
]
(m)
Now we demonstrate that (49) holds for AHom(M,N). Let g ∈ AHom(M,N) and
x2 ∈ X2:[
ev(x2 ⊗ dωi)xig − ev(x2 ⊗ ωi ∧ ωj)xj•xig
]
(m)
=ylg
(
(ρl, xi)ev(x2 ⊗ dωi)m
)− g(yl•(ρl, xi)ev(x2 ⊗ dωi)m)
− ym•ylg
(
(ρl, xi)•(ρm, xj)ev(x2 ⊗ ωi ∧ ωj)m
)
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− g(yl•(ρl, xi)•ym•(ρm, xj)ev(x2 ⊗ ωi ∧ ωj)m)
+ ylg
(
[(ρl, xi)•ym•(ρm, xj) + ym•(ρm, xi)•(ρm, xj)]ev(x2 ⊗ ωi ∧ ωj)m
)
=ylg
([
(ρl, xi)ev(x2 ⊗ dωi) + (ρl, xi)•ym•(ρm, xj)ev(x2 ⊗ ωi ∧ ωj)
]
m
)
− g(yl•[(ρl, xi)ev(x2 ⊗ dωi) + (ρl, xi)•ym•(ρm, xj)ev(x2 ⊗ ωi ∧ ωj)]m)
− ym•ylg
(
(ρl, xi)•(ρm, xj)ev(x2 ⊗ ωi ∧ ωj)m
)
+ ylg
(
ym•(ρm, xi)•(ρl, xj)ev(x2 ⊗ ωi ∧ ωj)m
)
Since g is a left A-module morphism, then for any x ∈ X and a ∈ A,
xg(am)− g((x•a)m) = (xa)g(m) − g((xa)m) (61)
holds, where the terms ev(x⊗ da)g(m) cancel each other. Going back to our calcula-
tion, we utilise identity (60):[
ev(x2 ⊗ dωi)xig − ev(x2 ⊗ ωi ∧ ωj)xj•xig
]
(m)
=ev(y2i ⊗ dωl)xlg
(
(ρ2i , x
2)m
)− ev(y2i ⊗ ωj ∧ ωk)xkg(xj•(ρ2i , x2)m)
+ ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])xjg
(
(ρ2i , x
2)m
)
− g([ev(y2i ⊗ dωl)xl − ev(y2i ⊗ ωj ∧ ωk)xk•xj]•(ρ2i , x2)m)
− ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])g
(
xj•(ρ
2
i , x
2)m
)
− yl•ymg
(
(ρm ∧ ρl, x2)m
)
+ ylg
(
ym•(ρm ∧ ρl, x2)m
)
=ev(y2i ⊗ dωl)xlg
(
(ρ2i , x
2)m
)− ev(y2i , ωj ∧ ωk)xkg(xj•(ρ2i , x2)m)
− yl•ymg
(
ev(ρm ∧ ρl, y2t )(ρ2t , x2)m
)
+ ylg
(
ym•ev(ρm ∧ ρl, y2t )(ρ2t , x2)m
)
+ ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])xjg
(
(ρ2i , x
2)m
)
− ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])g
(
xj•(ρ
2
i , x
2)m
)
Since ∧ is a pivotal module morphism, (52), then
yl•ym•ev(ρm ∧ ρl ⊗ x2) = yl•ev
(
ym ⊗ dev(ρm ∧ ρl ⊗ x2)
)
+ ev(x2 ⊗ ωi ∧ ωj)xj•xi + ev
(
ym ⊗ dev[ρmev(x2 ⊗ ωi ∧ ωj)]xj
)
xi
Using this fact and relation (49) for N , we see that all terms cancel out in our calcula-
tion:[
ev(x2 ⊗ dωi)xig − ev(x2 ⊗ ωi ∧ ωj)xj•xig
]
(m)
=ev(y2i ⊗ dωl)xlg
(
(ρ2i , x
2)m
)− ev(y2i , ωj ∧ ωk)xkg(xj•(ρ2i , x2)m)
− [yl•ev(ym ⊗ dev(ρm ∧ ρl ⊗ y2t ))+ ev(y2t ⊗ ωi ∧ ωj)xj•xi]g((ρ2t , x2)m)
− ev(ym ⊗ dev[ρmev(y2t ⊗ ωi ∧ ωj)]xj)xig((ρ2t , x2)m)
+ yl•ev
(
ym ⊗ dev(ρm ∧ ρl ⊗ y2t )
)
g
(
xj•(ρ
2
i , x
2)m
)
+ ev(y2t ⊗ ωi ∧ ωj)xjg
(
xi•(ρ
2
t , x
2)m
)
+ ev
(
ym ⊗ dev[ρmev(y2t ⊗ ωi ∧ ωj)]xj
)
g
(
xi•(ρ
2
t , x
2)m
)
+ ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])xjg
(
(ρ2i , x
2)m
)
− ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])g
(
xj•(ρ
2
i , x
2)m
)
=
[
ev(y2i ⊗ dωl)xl − ev(y2i ⊗ ωi ∧ ωj)xj•xi
]
g
(
(ρ2i , x
2)m
)
= 0
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It remains to show that (53) holds for AHom(M,N). For this computation we use the
facts mentioned above about leftA-module morphisms and ∧ being pivotal, in addition
to identity (60) holding forM and (53) holding for N . Let g ∈ AHom(M,N).[
ev(x2 ⊗ ωi ∧ ωj)
(
(xj , ω)•xi + xj•(xi, ω)
)
g − ev(x2 ⊗ dωl)(xl, ω)g
]
(m)
= (ym, ω)•yng
(
(ρn, xi)•(ρm, ωj)ev(x2 ⊗ ωi ∧ ωj)m
)
− (ym, ω)g
(
yn•(ρn, xi)•(ρm, ωj)ev(x2 ⊗ ωi ∧ ωj)m
)
+ ym•(yn, ω)g
(
(ρn, xi)•(ρm, ωj)ev(x2 ⊗ ωi ∧ ωj)m
)
− (ym, ω)g
(
(ρm, xi)•yn•(ρn, ωj)ev(x2 ⊗ ωi ∧ ωj)m
)
− (ym, ω)g
(
(ρm, xi)ev(x2 ⊗ dωi)m
)
= [(ym, ω)•yn + ym•(yn, ω)]g
(
ev(ρn ∧ ρm ⊗ y2t )(ρ2t , x2)m
)
− (ym, ω)g
(
yn•ev(ρn ∧ ρm ⊗ y2t )(ρ2t , x2)m
)
− (ym, ω)g
(
ev(ρm ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2)m
)
+ (ym, ω)g
(
ev(ρm ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)m
)
− (ym, ω)g
(
ev
(
ρm ⊗ ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])xj
)
(ρ2i , x
2)m
)
= ev(y2i ⊗ xi ∧ xj)[(xj , ω)•xi + xj•(xi, ω)]g
(
(ρ2t , x
2)m
)
+ ev
(
ym ⊗ dev(ρm ⊗ ev[y2i ⊗ xi ∧ xj ]xj)
)
(xi, ω)g
(
(ρ2t , x
2)m
)
− ev(y2i ⊗ xi ∧ xj)(xj , ω)g
(
xi•(ρ
2
t , x
2)m
)
− ev(y2i ⊗ dωl)(xl, ω)g
(
(ρ2i , x
2)m
)
+ ev(y2i ⊗ ωj ∧ ωk)(xk, ω)g
(
xj•(ρ
2
i , x
2)m
)
− ev(yt ⊗ dev[ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk])(xj , ω)g((ρ2i , x2)m)
= ev(y2i ⊗ xi ∧ xj)[(xj , ω)•xi + xj•(xi, ω)]g
(
(ρ2t , x
2)m
)
− ev(y2i ⊗ dωl)(xl, ω)g
(
(ρ2i , x
2)m
)
= −(y2i , dω)g
(
(ρ2i , x
2)m
)
= −[(x2, dω)g](m)
In Theorem 4.13, we provided a criterion for when HX admits an antipode in the
sense of Bo¨hm and Szlacha´nyi. We now extend this result to DX.
Theorem 5.5. The Hopf algebroid DX is a Bo¨hm-Szlacha´nyi Hopf algebroid, if and
only if there exists a linear map Υ : X→ A satisfying (46) and additional relations
Υ(ev(x2 ⊗ dωi)xi) + Υ
(
Υ(ev(x2 ⊗ ωj ∧ ωk)xk)xj
)
= 0 (62)
ev(dω ⊗ x2)− ev(ω ⊗ ev(x2 ⊗ dωl)xl)− ev(dev(ω ⊗ ev(x2 ⊗ ωj ∧ ωk)xk)⊗ xj)
= ev
[
ω ⊗ (Υ(ev(x2 ⊗ ωj ∧ ωk)xk)xj + ev(x2 ⊗ ωj ∧ ωk)xkΥ(xj))] (63)
hold for any x2 ∈ X2 and ω ∈ Ω.
Proof. (⇒) The argument is similar to that of Theorem 4.13. If DX were to admit an
antipode, we can recover Υ by Υ(x) = −ǫ(S(x)). Hence, Υ would satisfy relations
(46) and additional relations arising from the flat relation (49) and the additional con-
dition (53), since S is an anti-algebra morphism. Let x2 ∈ X2, then relation (62) arises
directly from relation (63):
0 =− ǫ(S(ev(x2 ⊗ dωi)xi − ev(x2 ⊗ ωj ∧ ωk)xk•xj))
=Υ(ev(x2 ⊗ dωi)xi)− ǫ
(− S(xj)•S(ev(x2 ⊗ ωj ∧ ωk)xk))
5 FLAT BIMODULE CONNECTIONS 41
=Υ(ev(x2 ⊗ dωi)xi)− ǫ
(− S(xj)•ǫ(S(ev(x2 ⊗ ωj ∧ ωk)xk)))
=Υ(ev(x2 ⊗ dωi)xi)− ǫ
(
S(xj)•Υ(ev(x2 ⊗ ωj ∧ ωk)xk)
)
=Υ(ev(x2 ⊗ dωi)xi) + Υ
(
Υ(ev(x2 ⊗ ωj ∧ ωk)xk)xj
)
Relation (63) arises from relation (53) where ω ∈ Ω:
ev(dω ⊗ x2)− ev(ω ⊗ ev(x2 ⊗ dωi)xi) = −ǫ
(
S
(
ev(x2 ⊗ dωi)(xi, ω)− (x2, dω)
))
=− ǫ(S(ev(x2 ⊗ ωi ∧ ωj)[xj•(xi, ω) + (xj , ω)•xi]))
=− ǫ((ω, xi)•S(ev(x2 ⊗ ωi ∧ ωj)xj) + S(xi)•(ω, ev(x2 ⊗ ωi ∧ ωj)xj))
=− ǫ((ω, xi)•ǫ(S(ev(x2 ⊗ ωi ∧ ωj)xj)) + S(xi)•ǫ((ω, ev(x2 ⊗ ωi ∧ ωj)xj)))
=ev
(
ω ⊗Υ(ev(x2 ⊗ ωi ∧ ωj)xj)xi
)
+Υ
(
ev(ω ⊗ ev(x2 ⊗ ωj ∧ ωk)xk
)
xj
)
=ev
[
ω ⊗ (Υ(ev(x2 ⊗ ωi ∧ ωj)xj)xi + ev(x2 ⊗ ωi ∧ ωj)xjΥ(xi))]
+ ev(dev(ω ⊗ ev(x2 ⊗ ωj ∧ ωk)xk)⊗ xj)
(⇐) We assume that such a Υ exists satisfying (46), (62) and (63). A consequence of
(63) which we use during the proof is that for any x2 ∈ X2:
ylev(dρl ⊗ x2)− ev(x2 ⊗ dωl)xl − ylev(dev(ρl ⊗ ev(x2 ⊗ ωj ∧ ωk)xk)⊗ xj)
= Υ(ev(x2 ⊗ ωj ∧ ωk)xk)xj + ev(x2 ⊗ ωj ∧ ωk)xkΥ(xj)
holds. We extend the antipode S of HX and H(Ω2) as defined in Theorems 4.12 and
4.11 toDX and need to show that the antipode S well-defined onDX. In particular, we
need to check relations (49) and (53). Let x ∈ X2, we prove (49) holds by first applying
the properties of Υ, then applying identity (58) and using the fact that ∧ satisfies (52),
as in the proof of Theorem 5.4:
−S(ev(x2 ⊗ dωi)xi − ev(x2 ⊗ ωj ∧ ωk)xk•xj)
=(ωl, ev(x
2 ⊗ dωi)xi)•xl +Υ(ev(x2 ⊗ dωi)xi) + Υ(xj)•Υ(ev(x2 ⊗ ωj ∧ ωk)xk)
+ (ωl, xj)•xl•Υ(ev(x2 ⊗ ωj ∧ ωk)xk) + Υ(xj)•(ωt, ev(x2 ⊗ ωj ∧ ωk)xk)•xt
+ (ωl, xj)•xl•(ωt, ev(x
2 ⊗ ωj ∧ ωk)xk)•xt
=(ωl, ev(x
2 ⊗ dωi)xi)•xl +Υ(ev(x2 ⊗ dωi)xi) + Υ(Υ(ev(x2 ⊗ ωj ∧ ωk)xk)xj)
+ ev(dΥ(ev(x2 ⊗ ωj ∧ ωk)xk)⊗ xj)− (ωl, xj)(xl, dΥ(ev(x2 ⊗ ωj ∧ ωk))
+
(
ωl,Υ(ev(x
2 ⊗ ωj ∧ ωk)xk)xj
)
•xl +
(
ωl, ev(x
2 ⊗ ωj ∧ ωk)xkΥ(xj)
)
•xl
+ (ωl, xj)•xl•(ωt, ev(x
2 ⊗ ωj ∧ ωk)xk)•xt
=(ωl, yiev(dρi ⊗ x2))•xl −
(
ωl, ylev(dev(ρl ⊗ ev(x2 ⊗ ωj ∧ ωk)xk)⊗ xj)
)
•xl
+ (ωl, xj)•xl•(ωt, ev(x
2 ⊗ ωj ∧ ωk)xk)•xt
=− ev(ρm ∧ ρn ⊗ x2)(ωk, ym)•xk•(ωl, yn)•xl
− (ωt, xj)(xt, dev(ρl ⊗ ev(x2 ⊗ ωj ∧ ωk)xk))•(ωl, yl)•xl
+ (ωl, xj)•xl•(ωt, ev(x
2 ⊗ ωj ∧ ωk)xk)•xt = 0
Let ω ∈ Ω, we prove S is well-defined for relation (53) by using the properties of Υ,
then applying identity (59) and the fact that ∧ satisfies (52)
− S(ev(x2 ⊗ ωi ∧ ωj)[xj•(xi, ω) + (xj , ω)•xi]− ev(x2 ⊗ dωi)(xi, ω))
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=(ω, xi)•Υ(ev(x2 ⊗ ωi ∧ ωj)xj) + Υ(xi)•(ω, ev(x2 ⊗ ωi ∧ ωj)xj)
+ (ω, ev(x2 ⊗ dωi)xi) + (ω, xi)•(ωl, ev(x2 ⊗ ωi ∧ ωj)xj)•xl
+ (ωl, xi)•xl•(ω, ev(x
2 ⊗ ωi ∧ ωj)xj)
=
(
ω, ylev(dev(ρl ⊗ ev(x2 ⊗ ωj ∧ ωk)xk)⊗ xj)
)
+ (ω, ylev(dρl, x
2))
+ (ω, ymev(ρm ∧ ρn ⊗ x2))•(ωl, yn)•xl + (ωl, xi)•xl•(ω, ev(x2 ⊗ ωi ∧ ωj)xj))
=(ωt, xj)•(xt, dev(ρl ⊗ ev(x2 ⊗ ωj ∧ ωk)xk)•(ω, yl
)
+ (dω, x2)
− (ωl, ymev(ρm ∧ ρn ⊗ x2))•xl•(ω, ym) + (ωl, xi)•xl•(ω, ev(x2 ⊗ ωi ∧ ωj)xj))
=(dω, x2) = S((x2, dω))
We also need to check relations (49) and (53) for the inverse of the antipode S−1. We
prove that S−1 is well-defined for (49) by using identity (60) and relations (57), (49)
and ∧ satisfies (52), respectively:
− S−1(ev(x2 ⊗ dωi)xi − ev(x2 ⊗ ωj ∧ ωk)xk•xj)
=(yl +Υ(yl))•
[
(ρl, ev(x
2 ⊗ dωi)xi) + (ρl, xj)•yt•(ρt, ev(x2 ⊗ ωj ∧ ωk)xk)
]
+ (yl +Υ(yl))•(ρl, xj)•Υ(yt)•(ρt, ev(x
2 ⊗ ωj ∧ ωk)xk)
=ev(y2i ⊗ dωl)xl•(ρ2i , x2)− ev(y2i ⊗ ωj ∧ ωk)xk•xj•(ρ2i , x2)
+ ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj•(ρ2i , x2)
+ Υ(ev(y2i ⊗ dωl)xl)(ρ2i , x2)−Υ(ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ Υ
(
ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
+ (yl +Υ(yl))•ev(ρl ∧Υ(yt)ρt ⊗ y2i )•(ρ2i , x2)
=ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj•(ρ2i , x2)
+ Υ(ev(y2i ⊗ dωl)xl)(ρ2i , x2)−Υ(ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ Υ
(
ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
+ ev
(
Υ(yt)ρt ⊗ ev(y2i ⊗ ωj ∧ ωk
)
xk)xj•(ρ
2
i , x
2)
+ Υ
(
ev
(
Υ(yt)ρt ⊗ ev(y2i ⊗ ωj ∧ ωk
)
xk)xj
)
(ρ2i , x
2)
=Υ(ev(y2i ⊗ dωl)xl)(ρ2i , x2) + Υ
(
Υ(ev(y2i ⊗ ωj ∧ ωk
)
xk)xj
)
(ρ2i , x
2)
−Υ(ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2) + Υ(ev(y2i ⊗ ωj ∧ ωk
)
xk)xj•(ρ
2
i , x
2) = 0
Finally, we prove that S−1 is well-defined for relation (53) by using identity (60), the
manipulation used previously for ∧, (52), and the properties of Υ, (46) and (63):
− S−1(ev(x2 ⊗ ωi ∧ ωj)[xj•(xi, ω) + (xj , ω)•xi]− ev(x2 ⊗ dωi)(xi, ω))
=(ω, ev(x2 ⊗ dωi)xi) + (ω, xi)•yl•(ρl, ev(x2 ⊗ ωi ∧ ωj)xj)
+ (ωΥ(yl), xi)•(ρl, ev(x
2 ⊗ ωi ∧ ωj)xj)
+ (yl +Υ(yl))•(ρl, xi)•(ω, ev(x
2 ⊗ ωi ∧ ωj)xj)
=ev(ω ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2)− ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ ev
(
ω ⊗ ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
+ ev(ω ∧Υ(yl)ρl ⊗ y2i )(ρ2i , x2) + (yl + Υ(yl))•ev(ω ∧ ρl ⊗ y2i )(ρ2i , x2)
=ev(ω ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2)− ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ ev
(
ω ⊗ ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
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+ ev
(
ω ⊗ ev[Υ(yl)ρl ⊗ ev(y2i ⊗ ωj ∧ ωk)xk]xj
)
(ρ2i , x
2)
+ ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj•(ρ2i , x2)
+ Υ
(
ev(ω ⊗ ev(y2i , ωj ∧ ωk)xk)xj
)
(ρ2i , x
2)
=ev(ω ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2) + Υ
(
ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj
)
(ρ2i , x
2)
+ ev
(
ω ⊗ ev[yt ⊗ dev(ρt ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)]xj
)
(ρ2i , x
2)
+ ev
(
ω ⊗Υ(yl)ev[ρl ⊗ ev(y2i ⊗ ωj ∧ ωk)xk]xj
)
(ρ2i , x
2)
=ev(ω ⊗ ev(y2i ⊗ dωl)xl)(ρ2i , x2) + Υ
(
ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj
)
(ρ2i , x
2)
+ ev
(
ω ⊗Υ(ev(y2i ⊗ ωj ∧ ωk)xk)xj
)
=Υ
(
ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)xj
)
(ρ2i , x
2) + ev(dω ⊗ y2i )(ρ2i , x2)
− ev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)Υ(xj)(ρ2i , x2)
− ev(dev(ω ⊗ ev(y2i ⊗ ωj ∧ ωk)xk)⊗ xj)(ρ2i , x2)
=(dω, x2) = −S−1(− (x2, dω))
Remark 5.6. In the proof of Theorem 5.5, it is implicit thatΥ arises from a right action
of DX on A, where the action of elements of H(Ω) and H(Ω2) agree with the counit.
As mentioned previously if the calculus is surjective, then relation (53) follows from
flatness relation (49). Hence, to obtain a right action of DX on A, one would only
need to check the flatness condition, which translates to (62) for Υ and condition (63)
would follow.
5.2 Examples
In this section we calculateDX explicitly in the cases of finite quivers and the dihedral
group of order 6. Observe that for any first order calculus there can be several choices
for Ω2, but for our construction we require Ω2 to be a pivotal bimodule and ∧ a pivotal
bimodule morphism, satisfying (52).
Example 5.7. [Finite Quivers] For simplicity we assume the finite quiver Γ = (V,E),
does not have any loops i.e. there no edge e ∈ E has the same source and target. There
are several choices of Ω2 for the calculus on finite quivers Γ = (V,E) [Proposition
1.40 [5]]. Here we take Ω2 to be the quotient of Ω ⊗ Ω by the sub-bimodule spanned
by sums
∑
s(e1)=p,t(e2)=q
−→e1 ⊗ −→e2 corresponding to each pair of vertices p, q ∈ V .
The bimodule morphism ∧ is the natural projection Ω ⊗ Ω ։ Ω2 and the differential
d : Ω→ Ω2 is defined by
d−→e1 =
∑
e∈E
−→e ∧ −→e1 −
∑
e∈E
−→e1 ∧ −→e
for any −→e1 ∈ Ω. The left and right dual of Ω2 is the quotient of X ⊗ X, by the same
relations
∑
s(e1)=p,t(e2)=q
←−e2 ⊗←−e1 corresponding to each pair of vertices p, q ∈ V . To
define a pair of evaluation and coevaluation maps, we nominate a 2-step (ap,q, bp,q) ∈
E × E for each pair of vertices p, q ∈ V , such that s(ap,q) = p, t(bp,q) = q and
s(ap,q) = t(bp,q). We denote the set of nominated 2-steps by N = {(ap,q, bp,q) ∈
E × E | p, q ∈ V }. Notice that for any pair of vertices p, q ∈ V ,
−−→ap,q ∧−→bp,q =
∑
s(e1)=p, t(e2)=q
(e1,e2) 6=(ap,q,bp,q)
−−→e1 ∧ −→e2
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TherebyΩ2 is spanned by elements−→e1∧−→e2 whose underlying 2-steps are not nominated
and lie in E2 = {(e1, e2) ∈ E × E | t(e1) = s(e2)} \ N . With this basis, we can
describe the coevaluation and evaluation maps by
coev(1) =
∑
(e1,e2)∈E2
−→e1 ∧−→e2 ⊗←−e2 ∧←−e1 , ev(←−e2 ∧←−e1 ⊗−→e3 ∧−→e4) = δe1,e3δe2,e4ft(e4)
for any−→e3∧−→e4 ∈ Ω2 and←−e2∧←−e1 ∈ X2. It is trivial to check that∧ is a pivotal bimodule
morphism. By Remark 5.1, since ∧ is surjective and splits, we do not need to add any
additional generators toHX which was constructed in 4.17. We only need quotient out
the additional relations for extendability. First notice that by (54) the elements defining
the action of X2 ⊗K Ω2 will be given by
(←−e2 ∧←−e1 ⊗−→e3 ∧ −→e4) := (←−e2 ,−→e4)•(←−e1 ,−→e3)− (←−bp,q,−→e4)•(←−−ap,q,−→e3)
where p = s(e1) and q = t(e2). By a similar deduction via (55), the extendability
relations which we quotient outHX by are∑
s(e3)=p,t(e4)=q
(←−e2 ,−→e4)•(←−e1 ,−→e3)− (←−bp,q,−→e4)•(←−−ap,q,−→e3) = 0
∑
s(e3)=p,t(e4)=q
(−→e3 ,←−e1)•(−→e4 ,←−e2)− (−→e3 ,←−−ap,q)•(−→e4 ,←−bp,q) = 0
for all pair of vertices p, q ∈ V and any ←−e2 ∧ ←−e1 ∈ X2. The flatness relation (49)
reduces to relations ←−e2 − ←−bp,q + ←−bp,q•←−−ap,q = ←−e2•←−e1 holding for all ←−e2 ∧ ←−e1 ∈ X2,
where p = s(e1) and q = t(e2). However, this is in terms of elements of TX• and we
have described HX in terms of KΓ. In terms of the quiver path algebra, the relations
thereby translate to ←−
bp,q•
←−−ap,q =←−e2•←−e1
holding for all←−e2∧←−e1 ∈ X2, where p = s(e1) and q = t(e2). Similarly, The additional
condition (53) reduces to
←−e2•(←−e1 ,−→e3) + (←−e2 ,−→e3)•←−e1 −←−bp,q•(←−−ap,q,−→e3)− (←−bp,q,−→e3)•←−−ap,q − (←−bp,q,−→e3)
= (←−e2 ,−→e3)−
∑
e∈E
[
(←−e2 ,−→e3)•(←−e1 ,−→e )− (←−bp,q,−→e4)•(←−−ap,q,−→e3)
]
−
∑
e∈E
[
(←−e2 ,−→e )•(←−e1 ,−→e3)− (←−bp,q,−→e )•(←−−ap,q,−→e3)
]
for all ←−e2 ∧ ←−e1 ∈ X2 and −→e3 ∈ Ω, where p = s(e1) and q = t(e2). Not only is DX
a Hopf algebroid, but it also admits an antipode. One can show that Υ as defined
for HX in Example 4.17 satisfies the conditions presented in Theorem 5.5. Recall
Υ(←−e ) = fs(e) − ft(e) for any e ∈ E. For a 2-step (e1, e2) ∈ E2 with p = s(e1) and
q = t(e2), condition (62) translates to
Υ
(←−e2 −←−bp,q)+Υ(Υ(←−e2)←−e1 −Υ(←−bp,q)←−−ap,q) = fs(e2) − fs(bp,q) − ft(e1) + ft(ap,q)
which is trivially equal to zero. Condition (63) also follows from a straightforward
calculation for the four nontrivial cases where ω is one of −→e1 , −→e1 , −−→ap,q or −→bp,q.
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Example 5.8. [Finite Groups] The calculus presented for a finite group algebra KG
in Example 2.9, can be extended by setting Ω2 =
∧2
K
(Λ).KG, where
∧2
K
(Λ) is the
exterior power of the vector space Λ. The differential d : Ω1 → Ω2 is defined as
d(λ⊗K g) = λ ∧ ζ(g)⊗K g. The left action of KG on Ω2 is the induced the action on
the tensor product of left Yetter-Drinfeld modules and is described by
g ⊲ (λ1 ∧ λ2 ⊗K h) = (g ⊲ λ1) ∧ (g ⊲ λ2)⊗K gh
where g ∈ G and λ1 ∧ λ2 ⊗K h ∈
∧2
K
(Λ).KG. Since Λ is finite dimensional, Ω2
is a finitely generated free right module. Additionally, by construction Ω2 is a Hopf
bimodule and by Example 4.8, it is a pivotal bimodule. It is a straightforward calcu-
lation to check that ∧ is a pivotal bimodule morphism. Hence, we can construct DX
for the calculus on the Dihedral group D6 described in Example 3.12. Since the ∧ is
surjective, the generators of the from Ω2 ⊗K X2 are redundant: for i, j, k, l ∈ {ξ, τ}
(fj ∧ fi, k ∧ l) = iγl• jγk − jγl• iγk
Hence DX reduces to imposing the relevant extendability relations
iγl• jγk − jγl• iγk = − iγk• jγl + jγk• iγl
iκl• jκk − jκl• iκk = − iκk• jκl + jκk• iκl
for all i, j, k, l ∈ {ξ, τ}, on HX constructed in Example 4.19. The flat condition then
translates to
fξ•fτ = fτ •fξ
Since the calculus is surjective, the additional condition (53) follows directly.
5.3 Commutative Case and Lie-Rinehart Algebras
When A is a commutative algebra, the ordinary category of connections AE is well
known to have a monoidal closed structure. Since Aop ∼= A, every left A-module
has a natural A-bimodule structure with the right and left actions agreeing. We call
such bimodules over a commutative algebra symmetric bimodules. If Ω is a symmetric
module (referred to as the classical case in [1]), every symmetric A-bimodule M has
a natural Ω-intertwining, namely the flip map, fl : M ⊗ Ω → Ω ⊗ M defined by
fl(m ⊗ ω) = ω ⊗ m, for all m ∈ M and ω ∈ Ω. Hence, every left connection
has the structure of an invertible left bimodule connection via the flip map. From our
point of view, if Ω is fgp as a left (or right) module, then the X-intertwinings (41) and
(40) are inverses for any symmetric bimodule with fl as its Ω-intertwining. Hence, the
classical category of connections embeds as a subcategory of HXM. This subcategory
is of course represented by TX•, and its Hopf algebroid structure can be recovered by
viewing it as the quotient ofHX by relations
a = a, (x, ω) = ev(x⊗ ω), (ω, x) = ev(ω ⊗ x) (64)
where a ∈ A, x ∈ X and ω ∈ Ω. First, observe that when the calculus is surjective,
second pair of relations follow from a = a holding for all a ∈ A:
a = a ⇒ (x, da) = [x, a] = [x, a] = ev(x⊗ da)
⇒ ev(ω, y) = ev(ω, y) = (ωi, y)•(xi, ω) = (ωi, y)ev(xi ⊗ ω) = (ω, y)
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Secondly, notice that under these relations, the Hopf relations on HX (34), (39), (38)
and (39) all become trivial. In fact, we recover the induced action of TX• on the usual
tensor product of connections and inner homs, for any pair of left connectionsM and
N :
x(m ⊗ n) = xm⊗ n+m⊗ xn, [xf ](m) = xf(m)− f(xm) (65)
where f ∈ HomA(M,N),m ∈M andm⊗ n ∈M ⊗N . Notice that left inner homs
and right inner homs agree for symmetric bimodules.
We’d like to point out that the Section 2.4 of [1] considers the semi-classical case
where A is a commutative algebra and Ω is a surjective calculus, not necessarily as-
sumed to be symmetric, while the connections are still regarded as symmetric bi-
modules with invertible bimodule connections. The author then provides recovers
the induced action on inner homs by noting that this is possible when the flip map
is invertible, Theorem 2.4.2.2. Since the calculus is surjective, as noted above, the
Ω-intertwining will be forced to be the flip map. Additionally, the Hopf algebroid
representing this category would be the quotient of HX by imposing relation a = a
for all a ∈ A. Observe that if Ω is not symmetric, the quotient will not necessarily
be isomorphic to TX•, but the additional relations ev(xa ⊗ ω) = ev(x ⊗ ω)a and
aev(ω ⊗ x) = ev(ωa⊗ x) follow from the relations of H(Ω). These additional rela-
tion can be seen to arise directly on any bimodule for whom the flip map and its inverse
are bimodule maps. Observe that all the Hopf conditions follow when quotienting
TX• by these additional relations. The author of [1] only needed to discuss invertible
symmetric bimodule connections since the additional Hopf conditions (38) and (39),
hold immediately when quotienting IBX by the relation a = a. In other words, in the
semiclassical case, the quotients of IBX andHX by the relation a = a are isomorphic.
To understandDX in the commutative setting, we first recall the definition of a Lie-
Rinehart algebras and their associated family of Hopf algebroids from [20, 21]. A pair
(A,X) is called a Lie-Rinehart algebra if A is a commutative algebra, X an A-module
with a linear maps [, ] : X⊗K X→ X and τ : X→ Der(A) satisfying
(I) [, ] is antisymmetric
(II) [, ] satisfies the Jacobi identity
(III) [x, y](a) = x(y(a)) − y(x(a)) for all x, y ∈ X and a ∈ A
(IV) (ax)(b) = a
(
x(b)
)
for all x ∈ X and a, b ∈ A
(V) [x, ay] = x(a)y + a[x, y] for all x, y ∈ X and a ∈ A
where for any x ∈ X and a ∈ A, we abuse notation and denote τ(x)(a) by x(a).
Observe that axioms (I) and (II) make (X, [, ]) a Lie algebra and (III) simply states that
τ : X→ Der(A) is a Lie algebra map, where the Lie bracket onDer(A) is defined by
[φ, ψ] = φψ − ψφ, for φ, ψ ∈ Der(A).
The universal enveloping algebra of a Lie-Rinehart algebra (A,X), denoted by
V (A,X), was described by Rinehart in [31]. Originally, this algebra was defined as
the universal enveloping algebra of a Lie structure on theA⊕X. Alternatively, one can
formulate V (A,X) as the quotient of the free algebra A ⋆ TX by relations
a•x = ax , ax = x•a+ x(a), x•y = y•x+ [x, y] (66)
for all x, y ∈ X and a ∈ A. It is now common knowledge that V (A,X) admits a Hopf
algebroid structure [21, 30], with the same actions described in (65). The principle
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geometric example this construction is generalising is the algebra of differential oper-
ators on smooth manifold: if A is the algebra of smooth functions on a smooth finite
dimensional manifold and X the Lie algebra of smooth vector fields on the manifold,
then V (A,X) is isomorphic to the algebra of differential operators on the manifold and
(A,X)-modules or equivalently V (A,X)-modules are known to be equivalent to the
usual notion of flat connections [17].
Let X be a fgp A-module with dual Ω. Since X is a symmetric bimodule, it does
not matter, whether we ask X to be left or right fgp and Ω will also be symmetric as a
bimodule. We have a bijection between linear maps τ : X → Der(A) satisfying (IV)
and first order calculi on Ω i.e. linear maps d : A→ Ω satisfying the Leibnitz rule :
x(a) = ev(x⊗ da) ←→ d(a) = xi(a)ωi
where we denote the evaluation and coevaluation maps as in previous sections. In
this setting the linear map [, ] : X ⊗K X → X allows one to extend the calculus to
Ω2 =
∧2
(Ω), where
∧2
(Ω) is the exterior power of Ω as an A-module. If [, ] is
antisymmetric and (V) holds, then d : Ω→ Ω2 defined by
dω =
∑
i<j
[xi(ev(xj ⊗ ω))− xj(ev(xi ⊗ ω))− ev([xi, xj ]⊗ ω)]ωi ∧ ωj
for ω ∈ Ω. In particular, condition (V) makes d into a well-defined map with ∧2Ω as
its codomain. By definition d satisfies the Leibnitz rule (d(aω) = da ∧ ω + adω), but
d extending the differential of the calculus i.e. d2 = 0, is equivalent to (III) holding.
Since Ω is a fgp module, then
∧2
(Ω) is also fgp its dual with X2 =
∧2
(X) and the
coevalation and evaluation maps defined by coev(1) = ωi1 ∧ ωi2 ⊗ xi1 ∧ xi2 and
ev(x ∧ y ⊗ ω ∧ ρ) = [ev(x⊗ ω)ev(y ⊗ ρ)− ev(y ⊗ ω)ev(x⊗ ρ)]
respectively, where we use the notation i1 and i2 to denote the sum over indices such
that i1 < i2. In this setting, observe that the sheaf of differential operators DA, as de-
fined in [5], which is the quotient of TX• by the flat relation (49), is exactly isomorphic
to V (A,X): for any x ∧ y ∈ X2, we can use identities [x, y]a = x(a)y − [x, ay] and
[x, y]a = y(a)x+ [xa, y] to expand the relation (49)
0 = ev(x ∧ y ⊗ dωi)•xi − ev(x ∧ y ⊗ ωj ∧ ωk)•xk•xj
=
[
xi1 (ev(xi2 ⊗ ωl))− xi2 (ev(xi1 ⊗ ωl))
]
ev
(
x ∧ y ⊗ ωi1 ∧ ωi2
)
xl
− ev(x ∧ y ⊗ ωi1 ∧ ωi2)ev([xi1 , xi2 ]⊗ ωl)xl
− [ev(x⊗ ωj)ev(y ⊗ ωk)− ev(y ⊗ ωj)ev(x ⊗ ωk)]xk•xj
=
(
x(ev(xj ⊗ ωl))ev(y ⊗ ωj)− y(ev(xi ⊗ ωl))ev(x ⊗ ωi)
)
xl
− ([xi1ev(xi1 ⊗ x), xi2ev(xi2 ⊗ y)]− [xi1ev(xi1 ⊗ y), xi2ev(xi2 ⊗ x)]
+ y(ev(x⊗ ωi))xi − x(ev(y ⊗ ωi))xi
)− y•x+ x•y + y(ev(x⊗ ωj))xj
− x(ev(y ⊗ ωj))xj = x•y − y•x− [x, y]
As mentioned previously, the Hopf algebroid structure of V (A,X) induces the same
actions described in (65). These actions can be recovered from the actions of DX
after quotienting out the relations (64). Observe that under these relations, the extra
relation in DX, (51), holds trivially. By the above calculation, this quotient is exactly
isomorphic to DA and V (A,X).
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Observe the statement of Theorem 5.5 mirrors that of Proposition 3.11 in [19]. In
[19], it is proven that V (A,X), as a left Hopf algebroid, admits an antipode in the sense
of Bo¨hm and Szlacha´nyi, if and only if there exists a right action of V (A,X) on A. In
Theorems 4.13 and 5.5, we have demonstrated that DX admits an antipode if and only
ifA has a right action ofDX, and thereby recovered the mapΥ : X→ A. In particular,
our construction of the antipode presented in Theorem 4.13 agrees with the antipode
presented in [19], after applying relations (64). It is a consequence of the work in [19]
and Theorem 3 of [18] that Lie-Rinehart Hopf algebroids admit an antipode when X is
finitely generated and projective. It is not clear to the author, whether DX also admits
an antipode for any Lie-Rinehart algebra (A,X), althoughHX will admit an antipode
withΥ(x) = xi(ev(x⊗ωi)). We must also note that in all examples of Hopf algebroids
with no antipode presented in [22, 32] X is not finitely generated and projective and
they do not cross over to our work.
The author would like to point out that while V (A,X) is often constructed as the
universal enveloping algebra of a certain Lie algebra, the Jacobi identity (II) holding is
not required to define V (A,X), as we did above. From the point of view of differential
forms, flat connections can be defined only by understandingΩ and Ω2 in the dga. The
Jacobi identity holding is actually equivalent to the calculus extending to Ω3 =
∧3
(Ω).
Hence, taking the differential forms condition for flat connections requires less data.
While in the commutative case d : Ω→ Ω2 existing is equivalent to a Lie-like bracket
onX, in the noncommutative case it is difficult to provide an asymmetric map onX⊗X.
We refer the reader to Section 6.1 of [5] for a brief discussion on this.
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