Abstract. Since many functional RNAs form stable secondary structures which are related to their functions, RNA secondary structure prediction is a crucial problem in bioinformatics. We propose a novel model for generating RNA secondary structures based on a non-parametric Bayesian approach, called hierarchical Dirichlet processes for stochastic context-free grammars (HDP-SCFGs). Here non-parametric means that some meta-parameters, such as the number of non-terminal symbols and production rules, do not have to be fixed. Instead their distributions are inferred in order to be adapted (in the Bayesian sense) to the training sequences provided. The results of our RNA secondary structure predictions show that HDP-SCFGs are more accurate than the MFE-based and other generative models.
Introduction
Many functional RNAs form stable secondary structures which are related to their functions such as gene regulation or maturation of mRNAs, rRNAs and tRNAs. Currently, experimental determination of base-pairs of RNA secondary structures is still difficult and expensive, especially for high-throughput assays. Therefore, computational prediction of RNA secondary structures is widely used instead of experimental assays.
The most successful methods for predicting RNA secondary structures of single sequences are based on minimum free energy (MFE) empirical studies of RNA structural analysis. However, some parameters cannot be reliably measured due to the lack of efficient experimental techniques.
Alternative methods are based on probabilistic frameworks, including stochastic context-free grammars (SCFGs) which can model RNA secondary structures without pseudoknots. Several computational methods based on SCFGs have been developed for modeling and analyzing functional non-coding RNA sequences [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] . We can consider grammars of varying complexity for generating RNA sequences with secondary structures. For example, Dowell et al. have introduced nine different lightweight SCFGs as shown in Figure 2 , and demonstrated that the performances of some of these simple grammars are close to that of the MFE-based models [10] . The reduced accuracy of these SCFGs when compared to the MFE approach is due to the grammars being too simple to represent RNA secondary structures. Rivas et al. have proposed a more complicated SCFG which simulates the standard thermodynamics model [13] . However, this grammar also underperforms compared to the MFE-based models because of overfitting in the estimation of its parameters. We conclude that the acquisition of an appropriate grammar is a crucial problem for the use of SCFGs in RNA analysis.
In this paper, we propose a novel model for generating RNA secondary structures based on a non-parametric Bayesian approach, called hierarchical Dirichlet processes for stochastic context-free grammars (HDP-SCFGs) [14] . Here non-parametric means that some meta-parameters such as the number of nonterminal symbols and production rules do not have to be fixed. Instead their distributions are inferred in order to be adapted (in the Bayesian sense) to the training sequences. The results of our RNA secondary structure prediction show that HDP-SCFGs are more accurate than the MFE-based and other generative models, and comparable with CONTRAfold. Furthermore, HDP-SCFGs can be used as a prior distribution of more complicated models because HDP-SCFGs are generative models.
Methods
In this section, we describe a novel generative model for structured RNAs, and its inference algorithm. Then, a decoding method using generalized centroid estimators are described. More details are provided as the supplemental material at http://www.ncrna.org/software/npbfold/.
Stochastic Context-Free Grammars for Structured RNAs
Many functional RNAs form secondary structures which consist of hydrogenbonded base-pairs including the Watson-Crick base-pairs (A-U and G-C), the Wobble base-pairs (G-U), and the other non-canonical base-pairs. Stochastic context-free grammars (SCFGs) can provide a joint probability distribution over RNA sequences and their secondary structures. A context-free grammar is defined by G = {V, T, P, S}, where V is a set of non-terminal symbols, T is a finite set of
