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Abstract
In this review article, I first cover preliminaries of point particle mechanics, introduce the nature and
role of the constraint of a mechanical system, and the nature of Killing vectors as explicit symmetry of a
geodesic. Then, starting from a general Randers-Finsler spacetime, I describe how the Jacobi-Maupertuis
and Eisenhart lift formulations produce a different Randers-Finsler action of lower or higher dimension,
and also study solutions of the Killing equation under Jacobi metric projection and Eisenhart lift. Finally,
I demonstrate how to combine the two formulations.
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1 Introduction
Gravity is a fundamental force of nature arising from curved spacetime geometry that can linearly be
described as perturbation of flat spacetime universally applying to all objects [1, 2], while other forces
generated by potential functions act on top of this curved spacetime background. However, in 1929,
Eisenhart in his article [3] compared trajectories of dynamical systems in classical configuration space of
n-dimensions to geodesics on a manifold of n + 2-dimensions. This implied that with suitable geometric
manipulation, the perturbation that curves flat spacetime can be portrayed as a potential acting against
the flat spacetime background, and vice versa, such as the Jacobi-Maupertuis metric, and the Eisenhart
lift. Minguzzi [4, 5] further showed that Eisenhart spacetimes were Lorentzian, and the solutions could be
represented by timelike or lightlike geodesics rather than spacelike ones.
Based on [3], Gibbons, Duval, Horvathy and others developed the Eisenhart lift [6, 7, 8, 9, 10, 11,
12, 13, 14, 15], which allows us to lift a metric to higher dimension without altering its mechanics via
the Hamiltonian. Lichnerowicz and Teichmann generalized it to a larger class of ambient spacetimes [16],
Morand and Bekaert discussed it further [17, 18], Galajinsky and others incorporated a cosmic scale factor
[19, 20], and Carinena and others applied it to study superintegrable systems [21]. When a mechanical
system is parametrized with respect to one of the co-ordinates (usually time), then depending on whether
it is a cyclic co-ordinate or not, the lift will be either Riemannian [8, 9, 10] or Lorentzian [8, 10, 11, 12]
respectively, converting a regular Lagrangian into a geodesic one.
In 1941, G. Randers [22] modified a Riemannian metric g = gij(x) dx
i ⊗ dxj into a Finsler metric by
adding a linear term A = Ai(x)dx
i, the resulting action on the tangent space given by
S [x] =
∫
dτ
(√
gij(x)x˙ix˙j +Ai(x)x˙
i
)
, x˙ = x˙i∂i ∈ TxM.
The Randers-Finsler action is a general way to account for the influence of curvature of spacetime, and
gauge field interactions on the mechanical action of a point particle. Recently, in [23], alongside Gibbons,
Guha, Maraner, and Werner, I had discussed the concept of a constraint for momentum of relativistic
particles to deduce the Jacobi-Maupertuis metric that appears in Randers-Finsler form. Until then, the
formulation for both, Jacobi metric and Eisenhart lift was always centered around the Hamiltonian as a
conserved quantity of autonomous mechanics.
The Jacobi-Maupertuis metric is another projection of a geodesic onto a hypersurface characterized by
the conserved momentum associated with a cyclic co-ordinate. In non-relativistic mechanics, it effectively
recasts Newton’s equations into geodesic equations for Randers-Finsler spacetimes. Usually it is formulated
via the Hamiltonian of the system [24, 25, 26, 27], or the Maupertuis principle [23, 28], by dismissing the
momentum associated with cyclic co-ordinates as constants, thus reducing the number of canonical pairs.
Ong applied the Jacobi metric to gravity [29] to study its curvature for the Newtonian n-body problem,
while Bera, Ghosh, and Majhi [30] recently used it to derive Hawking temperature for black holes.
Killing vectors fields, named after Wilhelm Killing, generate continuous isometries along which the
metric remains invariant, describing explicit symmetries associated with a conserved first order polynomial
in momentum [1, 2]. Killing vectors usually lie along the direction of a cyclic co-ordinate that can be
identified by describing the mechanical system in the appropriate co-ordinates. Thus, it is interesting to
consider properties of Killing vectors and solutions of the Killing equation under projection of a geodesic.
In this review article, I shall first cover preliminaries of mechanics associated with Randers-Finsler
spacetime, introduce a constraint as a generator of equations for point particle mechanics akin to the
Hamiltonian, then study Killing vectors and their properties. Then, using the constraint, I will describe
a proper procedure for the formulation of the Eisenhart lift and the Jacobi-Maupertuis metric of the
Randers-Finsler action, this time centered completely around the constraint instead of the Hamiltonian
wherever possible, and study the solutions of Killing equations in the projected and lifted spacetimes.
Finally, I shall combine the two procedures and examine the resulting spacetime formulated.
1
2 Preliminaries
In the Randers-Finsler form [22] of mechanical action, the first part under the square root accounts for
the curvature related part of the action that universally applies to all particles regardless of their physical
properties, while the rest outside account for gauge field interaction terms. In this section, I shall review
the associated mechanical preliminaries that will be important later.
2.1 Maupertuis formulation and Randers-Finsler form
Given any Lagrangian L, the mechanical action S for a point particle travelling along a curve between two
points parametrised by τ can be written as:
S =
∫ 2
1
dτ L(x, x˙). (2.1.1)
Varying the Lagrangian in (2.1.1) gives us:
δL =
{
∂L
∂xi
−
d
dτ
(
∂L
∂x˙i
)}
δxi +
d
dτ
(
∂L
∂x˙i
δxi
)
. (2.1.2)
The particle will travel along the curve satisfying the Euler-Lagrange equation:
∂L
∂xi
−
d
dτ
(
∂L
∂x˙i
)
= 0 , pi =
∂L
∂x˙i
. (2.1.3)
Thus, the variation (2.1.2) about the solution of (2.1.3) is given by the variation at the end points of the
path, showing us that along the solution of the Euler-Lagrange equation (2.1.3):
δS =
∫ 2
1
dτ δL =
∫ 2
1
dτ
d
dτ
(
∂L
∂x˙i
δxi
)
=
[
pi δx
i
]2
1
≡
[
∂S
∂xi
δxi
]2
1
.
∂S
∂xi
=
∂L
∂x˙i
= pi ⇒ S =
∫ 2
1
dτ
dS
dτ
=
∫ 2
1
dτ
∂S
∂xi
x˙i =
∫ 2
1
dτ pix˙
i. (2.1.4)
Therefore, I can write the following theorem regarding the action integral:
Theorem 1 Provided a Lagrangian L, for which an action S is that of the Randers form of the Finsler
metric:
L =
√
gµν(x)x˙µx˙ν +Aλ(x)x˙
λ. (2.1.5)
which is linear in dependence on velocity variables x˙i, and thus reparametrization invariant, spanning the
entire set of velocity variables defining L, we can say that
S =
∫
pµdx
µ , L = pµx˙
µ, (2.1.6)
which are the Maupertuis form of the action and Lagrangian, showing us that the overall Hamiltonian is a
vanishing quantity, given by:
H = pµx˙
µ − L = 0. (2.1.7)
Upon parametrization wrt any one of the co-ordinates x0 (x˙0 = 1), I will have:
L = pix˙
i + p0 ⇒ H = −p0 = pix˙
i − L. (2.1.8)
2
Since the velocity component for time is lost after it is given the status of a parameter, its conjugate
momentum is provided according to the Legendre theorem (2.1.8), according to which, the conserved
quantity for autonomous systems is the Hamiltonian H. Since H is a function of x and p, the variation of
H gives the Hamilton’s equation of motion:
dxi
dt
=
∂H
∂pi
,
dpi
dt
= −
∂H
∂xi
. (2.1.9)
I can modify the action to parametrization wrt observed time x0 = t, by writing the (00) component for
time as a perturbation around the flat space as g00(x) = 1− 2Φ(x), and we set t˙ = 1 ⇒ dτ = dt. This is
followed by a binomial expansion of the part under square root up to the first order, as discussed in [31].
L =
1
2
gij(x, t)x˙
ix˙j +Ak(x, t)x˙
k − U(x, t), (2.1.10)
where Ai(x, t) = Ai(x, t) + g0i(x, t) , U(x, t) = Φ(x, t)−A0(x, t).
Furthermore, under the circumstances of a time-dependent or non-autonomous system, parametrising the
action wrt observed time by setting t˙ = 1 hides the velocity t˙, making the Lagrangian appear dependent
on time t, but independent of t˙. Now, I shall discuss the constraint associated with momenta of a particle.
2.2 Constraint on momenta
Starting with the Randers-Finsler form of Lagrangian introduced in (2.1.5), from the canonical momenta
p according to (2.1.3), I can introduce the gauge-covariant momenta pi given by:
piµ = pµ −Aµ(x) =
gµν(x)x˙
ν√
gαβ(x)x˙αx˙β
= gµν(x)
dxν
dσ
, (2.2.1)
where dσ :=
√
gαβ(x)dxαdxβ. Thus, I can easily show from (2.2.1) that the gauge-covariant momenta
obey the constraint:
φ(x,p) = gµν(x)piµpiν = gµν(x)
dxµ
dσ
dxν
dσ
= 1. (2.2.2)
One can see that the constraint for momenta (2.2.2) defined for Randers-Finsler Lagrangian can act as a
generator of equations of motion. If one takes a derivative of the constraint as follows:
dφ
dσ
=
∂φ
∂xµ
dxµ
dσ
+
∂φ
∂pµ
dpµ
dσ
= 0, (2.2.3)
then I can show that
∂φ
∂pµ
= 2gµν(x)piν = 2
dxµ
dσ
⇒ piµ =
1
2
gµν(x)
∂φ
∂pν
= gµν(x)
dxν
dσ
. (2.2.4)
Thus, applying (2.2.4) into (2.2.3), I shall have:
∂φ
∂xµ
dxµ
dσ
= −
∂φ
∂pµ
dpµ
dσ
= −2
dxµ
dσ
dpµ
dσ
⇒
∂φ
∂xµ
= −2
dpµ
dσ
. (2.2.5)
Thus, from (2.2.4) and (2.2.5), we have the constraint equivalent of Hamilton’s equations of motion:
dxµ
dσ
=
1
2
∂φ
∂pµ
,
dpµ
dσ
= −
1
2
∂φ
∂xµ
. (2.2.6)
3
Under the circumstances that one starts with the constraint, knowing the position x and momentum values
p, one can deduce the action starting from (2.2.4) and by using Maupertuis principle (2.1.4), we can write:
S =
∫ 2
1
pµdx
µ =
∫ 2
1
(
gµν(x)
dxν
dσ
dxµ +Aµ(x)dx
µ
)
. (2.2.7)
From (2.2.2), we can write dσ =
√
gµν(x)dxµdxν , which upon application to (2.2.7), will give us the
original Randers-Finsler action (2.1.5).
2.3 Killing equation: Explicit Symmetry of a geodesic
Explicit symmetries are born from isometries and generated by Killing vectors. For the variation of the
action (2.1.1) to describe the symmetry of a point particle traveling along a curve, we must have (2.1.2)
be a total derivative:
δL =
dJ
dτ
. (2.3.1)
Now we shall consider the Riemannian geodesic Lagrangian
Lg =
√
gij(x)x˙ix˙j, (2.3.2)
and state a related rule:
∂Lg
∂xi
−
d
dτ
(
∂Lg
∂x˙i
)
= −
D
Dτ
(
∂Lg
∂x˙i
)
= −gij(x)
D
Dτ
(
dxj
dσ
)
. (2.3.3)
The Randers-Finsler Lagrangian (2.1.5) can be written as:
L1 = Lg + L
1
f , where L
1
f = A
1
i (x)x˙
i (2.3.4)
for which the solution of its Euler-Lagrange equation x(τ) is the curve C1:
−
D
Dτ
(
∂Lg
∂x˙i
)
− F 1i (x) = 0 , where F
1
i (x) = −x˙
j
(
∂iA
1
j − ∂jA
1
i
)
. (2.3.5)
There are 2 situations where I will study symmetry (2.3.1) manifesting from (2.1.2).
Arbitrary variation
Take the action integral of the Randers-Finsler Lagrangian (2.1.5) along the curve C1 describing the
solution x(τ) of its Euler-Lagrange equation.
SC1 =
∫
C1
dτ L1(x, x˙), (2.3.6)
Since the Euler-Lagrange equation of motion (2.3.5) is satisfied on C1, the variation of (2.3.6) according
to (2.1.2) will describe a symmetry (2.3.1) on C1:
δ1L
1 =
d
dτ
(
∂L1
∂x˙i
δxi
)
=
dJ1
dτ
, (2.3.7)
If the symmetry is an isometry δxi = Ki(x), then on applying (2.3.5) to (2.3.7), we will have the isometry
equation:
dJ1
dσ
=
DJ1
Dσ
=
1
2
(∇iKj(x) +∇jKi(x))
dxi
dσ
dxj
dσ
+
{
F 1ij(x)K
i(x) +∇j
(
A1i (x)K
i(x)
)} dxj
dσ
= 0, (2.3.8)
4
where F 1ij(x) = ∇iA
1
j −∇jA
1
i . For the above isometry equation (2.3.8) to hold, the co-efficients of terms
quadratic and linear in velocity must vanish,
∇iKj(x) +∇jKi(x) = F
1
ij(x)K
i(x) +∇j
(
A1i (x)K
i(x)
)
= 0. (2.3.9)
Thus, the Killing equation applies here for isometry
∇iKj(x) +∇jKi(x) = 0 , (2.3.10)
and we will have a condition from (2.3.9) upon applying (2.3.10):
Ki(x)∇iA
1
j (x)−A
1i(x)∇iKj(x) = 0. (2.3.11)
Under circumstances that the metric is static gi0(x) = 0, and K
0(x) = 0, one can show that the Killing
vector is orthogonal to the gradient of the scalar field A0(x) = U(x) as shown in [32].
Constrained variation
Now, consider another Randers-Finsler Lagrangian can be written as:
L2 = Lg + L
2
f , where L
2
f = A
2
i (y)y˙
i (2.3.12)
for which the solution of its Euler-Lagrange equation y(τ) is another curve C2:
−
D
Dτ
(
∂Lg
∂y˙i
)
− F 2i (y) = 0 , where F
2
i (y) = −y˙
j
(
∂iA
2
j − ∂jA
2
i
)
. (2.3.13)
Consider the action integral of the Randers-Finsler Lagrangian L1 (2.3.4) along the curve C2 given by
y(τ):
SC2 =
∫
C2
dτ L1(y, y˙). (2.3.14)
The variation of (2.3.14) according to (2.3.3), (2.3.5) and (2.1.2) can be written as:
δ2L
1 =
(
F 2i (y)− F
1
i (y)
)
δyi +
d
dτ
(
∂L1
∂y˙i
δyi
)
, (2.3.15)
where δ2 describes variations about the curve C2. If we restrict the displacements δy
i to a plane orthogonal
to the difference between Lorentz forces of (2.3.5) and (2.3.13), ie.:(
F 2i (y)− F
1
i (y)
)
δyi = 0, (2.3.16)
then (2.3.15) describes the symmetry (2.3.1)
δ2L
1 =
d
dτ
(
∂L1
∂y˙i
δyi
)
=
dJ 2
dτ
. (2.3.17)
Furthermore, if the (2.3.17) describes an isometry δyi = Ki(y) then on applying (2.3.13) and (2.3.16), we
will have:
dJ 2
dσ
=
DJ 2
Dσ
=
1
2
(∇iKj +∇jKi)
dyi
dσ
dyj
dσ
+∇j
(
A1i (y)K
i(y)
) dyj
dσ
= 0. (2.3.18)
For the above isometry equation (2.3.8) to hold, the co-efficients of terms quadratic and linear in velocity
must vanish,
∇iKj +∇jKi = ∇j
(
A1i (y)K
i(y)
)
= 0 (2.3.19)
5
Confirming the Killing equation (2.3.10) for the Randers-Finsler Lagrangian (2.3.4) on the curve C2, and
leaving us another conserved quantity
d
dσ
(
Ai(y)K
i(y)
)
= 0 ⇒ Q1f = Ai(y)K
i(y) (2.3.20)
Thus, we can say that the Killing Vector K(y) on curves that are not solutions of the Euler-Lagrange
equation is orthogonal to the difference in Lorentz force derived from the gauge potential functions A(y)
that deform the solution of the Euler-Lagrange equations from x(τ) to y(τ).
3 Eisenhart projection and lift
Eisenhart’s comparison of geodesics in n + 2 dimensions to trajectories of regular Lagrangian systems in
n-dimensional configuration space [3] hints at their equivalence, evident in projection of geodesics into
regular Lagrangian system. The Eisenhart lift reverses the projection.
I hope to lift the constraint (2.2.2) of the Randers-Finsler Lagrangian (2.1.5) into the form for the
Riemannian Lagrangian (2.1.5), by writing Ai(x) = αi(x)pv to insert a canonical pair (v, pv = const). To
verify if the lift is possible, I shall first attempt projecting a Riemannian geodesic (3.1) into a Randers-
Finsler action. If I start with (3.1), with a cyclic co-ordinate x0 = v, then I can write
L =
√
Gµν(x)x˙µx˙ν =
√
Yij(x)x˙ix˙j +G00(x)
(
v˙ +
Gk0(x)
G00(x)
x˙k
)2
, (3.1)
ψ(x,p, pv) = G
µν(x)pµpν = G
ij(x)pipj + 2G
i0(x)pipv +G
00(x)(pv)
2 = 1.
where Yij(x) = Gij(x)−
Gi0(x)Gj0(x)
G00(x)
. The canonical momenta from (3.1) by setting Aµ(x) = 0 in (2.2.1)
and for dσ =
√
Gµν(x)x˙µx˙ν are:
pv = Gi0(x)
dxi
dσ
+G00(x)
dv
dσ
= const , pi = Yij(x)
dxj
dσ
+
Gi0(x)
G00(x)
pv.
If I absorb pv into the metric to define a gauge field B(x) and define a gauge covariant momenta pi:
Bi(x) = βi(x)pv =
Gi0(x)
G00(x)
pv , pii = pi −Bi(x),
then the constraint for the Riemannian Lagrangian (3.1) can be written as
ψ(x, p, pv) = G
ij(x)piipij +
(pv)
2
G00(x)
= 1 where Gik(x)Ykj(x) = δ
i
j . (3.2)
If we want the constraint (3.2) to match the form of (2.2.2), the last term of (3.2) must vanish. In simple
words, we require that
(pv)
2
G00(x)
= 0. (3.3)
However, we cannot have pv = 0, and the value of G00(x) cannot be determined for (3.3) to hold. Thus,
there is no way to project the constraint φ(x, p, pv) (3.2) for a Riemannian geodesic into the form for
a lower dimensional constraint (2.2.2) for the Randers-Finsler action. Conversely, it is not possible to
directly lift a Randers-Finsler geodesic into a Riemannian geodesic by lifting the constraint.
6
3.1 Lift via common projection
While we may be unable to directly lift a general Randers-Finsler geodesic into a Riemannian geodesic,
we can still explore any special circumstances that may enable the lift. One such circumstance is when a
cyclic co-ordinate is available.
If we identify a cyclic co-ordinate among them as x0 = y, then I can write the Randers-Finsler La-
grangian from (2.1.5) by rewriting the metric in the similar manner to that shown in [33]:
L =
dS
dτ
=
√
γij(x)x˙ix˙j + g00(x)
(
y˙ +
gi0(x)
g00(x)
x˙i
)2
+Ai(x)x˙
i +A0(x)y˙, (3.1.1)
where γij(x) = gij(x)−
gi0(x)gj0(x)
g00(x)
, with canonical momenta determined according to (2.1.3). If x0 = y is
a cyclic co-ordinate, the conjugate canonical momentum is a constant of motion p0 = q, and the gauge-
covariant momenta (2.2.1) are:
pi0 = p0 −A0(x) = q −A0(x) =W (x) =
gi0(x)x˙
i + g00(x)y˙√
gαβ(x)x˙αx˙β
pii = pi −Ai(x) =
γij(x)x˙
j√
gαβ(x)x˙αx˙β
+
gi0(x)
g00(x)
W (x), (3.1.2)
where I will introduce a new gauge field, and gauge-covariant momentum Π:
αi(x) = Ai(x) +
gi0(x)
g00(x)
W (x) , Πi = pi − αi(x) = pii −
gi0(x)
g00(x)
W (x). (3.1.3)
The gauge covariant momenta (3.1.2) will obey the constraint (2.2.2), written as:
φ(x,p) = gµν(x)piµpiν = g
ij(x)piipij + 2g
i0(x)W (x)pii + g
00(x)(W (x))2
= γij(x)ΠiΠj +
(W (x))2
g00(x)
= 1, (3.1.4)
from which we can see that upon comparing the 1st line of (3.1.4) to the last and remembering that
Πi = pii −
gi0(x)
g00(x)
W (x)
gij(x) = γij(x) , g0j(x) = −
g0k(x)g
kj(x)
g00(x)
,
g00(x) =
1
g00(x)
(
1 +
g0j(x)g0k(x)g
kj(x)
g00(x)
)
. (3.1.5)
It is possible for constraints (3.1.4) and (3.2) to match, and thus, a Randers-Finsler spacetime can be lifted
into the Riemannian form so long as it has at least one cyclic co-ordinate. Thus, we can lift the metric
components by writing:
W (x) = ω(x)pv , Ai(x) = αi(x)pv, (3.1.6)
under which the constraint (3.1.4) will become
φ(x,p) = gij(x)piipij +
(ω(x))2
g00(x)
(pv)
2 = Gij(x)piipij +
1
G00(x)
(pv)
2, (3.1.7)
where pii = pi −
Gi0(x)
G00(x)
pv = pi −
(
αi(x) +
gi0(x)
g00(x)
ω(x)
)
pv
7
which we can see describes the constraint for the Eisenhart lifted Riemannian action according to (3.1) as:
dS =
[
Σij(x)dx
idxj +
2pv
W (x)
(
gi0(x) +
Ai(x)g00(x)
W (x)
)
dxidv +
g00(x)(pv)
2
(W (x))2
(dv)2
] 1
2
, (3.1.8)
where Σij(x) = gij(x) +
1
W (x)
(
gi0(x)Aj(x) + gj0(x)Ai(x) +
g00(x)Ai(x)Aj(x)
W (x)
)
.
While the action may not have been lifted by increasing the number of canonical pairs, I have converted
the action from the Randers-Finsler form into the Riemannian action form free of gauge fields.
3.2 Parametrization wrt time
If the Randers-Finsler Lagrangian is parametrized wrt time t and a non-relativistic approximation is taken,
as done for (2.1.10), we will have a regular Lagrangian:
L =
1
2
gij(x, t)x˙
ix˙j +Ai(x, t)x˙
i − V (x, t). (3.2.1)
There are 2 different ways to lift (3.2.11), depending on the time-dependence of the regular Lagrangian
(3.2.1).
3.2.1 Riemannian lift for time-independence
If the regular Lagrangian (3.2.1) is time-independent, then we shall start with the regular Lagrangian:
L =
1
2
gij(x)x˙
ix˙j +Ai(x)x˙
i − V (x), (3.2.2)
for which according to (2.1.8) we will have the regular Hamiltonian
H = −pt = pix˙
i − L =
1
2
gij(x)piipij + V (x) , pii = pi −Ai(x), (3.2.3)
Thus, we can lift the regular Hamiltonian (3.2.3) according to
Ai(x) = αi(x)q , V (x) = Φ(x)q
2, (3.2.4)
where pv = q is a conserved momentum into the geodesic Hamiltonian:
H =
1
2
gij(x)ΠiΠj +Φ(x)(pv)
2 , Πi = pi − αi(x)pv. (3.2.5)
If we choose to define a conserved momentum pv = q, then from (3.2.5) we have the Hamilton’s equations
of motion according to (2.1.9):
x˙i =
∂H
∂pi
= gij(x)Πj , v˙ =
∂H
∂pv
= 2Φ(x)pv − αk(x)x˙
k, (3.2.6)
and since the geodesic Hamiltonian associated with a Riemannian form action is equivalent to the La-
grangian, I can write the lifted Lagrangian by applying (3.2.6) into the Hamiltonian (3.2.5):
L =
1
2
gij(x)x˙
ix˙j +
(
v˙ + αk(x)x˙
k
)2
4Φ(x)
, (3.2.7)
Thus, I can write the Riemannian lifted metric as:
ds2 =
(
gij(x) +
αi(x)αj(x)
2Φ(x)
)
dxidxj +
αi(x)
Φ(x)
dxidv +
1
2Φ(x)
dv2. (3.2.8)
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3.2.2 Lorentzian lift for time-dependence
If (3.2.1) is time-dependent, then applying (2.1.8) will give us a time-varying regular Hamiltonian
− pt = pix˙
i − L =
1
2
gij(x, t)ΠiΠj + V (x, t). (3.2.9)
However, for the sake of the lift, we require a conserved Hamiltonian. It is possible to split the time-varying
Hamiltonian (3.2.9) into a constant and time-varying part
− pt = Q− F (t), (3.2.10)
where we shall try to lift the conserved Hamiltonian
Q =
1
2
gij(x, t)ΠiΠj + V (x, t) + F (t).
To this end, I shall define a new co-ordinate u = qt+ k, where q and k are arbitrary constants, so that I
can write (3.2.1) as a Lagrangian parametrized wrt t, but indirectly dependent on t through u
L =
1
2
Gij(x, u)x˙
ix˙j +Ai(x, u)x˙
i − V(x, u) , u = qt+ k. (3.2.11)
where we can argue that u˙ = q is concealed in (3.2.11) by being absorbed into the functions. This way,
when deducing the regular Hamiltonian according to (2.1.8) from (3.2.11), we will have the conserved
regular Hamiltonian:
H = −pt = pix˙
i + puu˙− L =
1
2
gij(x, u)piipij + V (x, u) + qpu. (3.2.12)
where pii = pi −Ai(x, u) , u˙ = q.
If I lift the regular Hamiltonian (3.2.12) according to
Ai(x, u) = αi(x, u)q , V(x, u) = Φ(x, u)q
2, (3.2.13)
where pv = q is a conserved momentum, then (3.2.12) shall become the geodesic Hamiltonian:
H =
1
2
Gij(x, u)ΠiΠj +Φ(x, u)(pv)
2 + pupv , Πi = pi − αi(x, u)pv. (3.2.14)
with the Hamilton’s equations of motion according to (2.1.9):
x˙i =
∂H
∂pi
= gij(x, u)Πj , u˙ =
∂H
∂pu
= pv = q,
v˙ =
∂H
∂pv
= 2Φ(x)pv − αk(x)x˙
k + pu. (3.2.15)
As before, applying (3.2.15) to (3.2.14) will give us the lifted geodesic Lagrangian:
L =
1
2
Gij(x, u)x˙
ix˙j + αk(x, u)x˙
ku˙− Φ(x, u)u˙2 + u˙v˙, (3.2.16)
and consequently, the Lorentzian lifted metric is:
ds2 = Gij(x, u)dx
idxj + 2αk(x, u)dx
kdu− 2Φ(x, u)du2 + 2du dv. (3.2.17)
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4 The Jacobi-Maupertuis metric
Previously, in Subsection 3.1 discussed how to lift a Randers-Finsler Lagrangian into a Riemannian
geodesic, both in n-dimensions. I shall now discuss how to project a Randers-Finsler geodesic in n + 1-
dimensions into the Jacobi-Maupertuis-Randers-Finsler (JMRF) geodesic in n-dimensions [23] by formu-
lating a new constraint with a conformal factor from the original shared constraint.
To formulate the Jacobi metric, I shall rewrite the constraint (3.1.4) discussed previously in Subsection
3.1 for the Randers-Finsler metric with a cyclic co-ordinate into a different constraint equation of the same
form as (2.2.2)
Φ(x,p) =
gij(x)
1−
(W (x))2
g00(x)
ΠiΠj =
g00(x)
g00(x)− (W (x))
2 g
ij(x)ΠiΠj = 1. (4.1)
We can therefore define the Jacobi metric as:
J ij(x) := (C(x))−1 gij(x) ⇒ Jij(x) = C(x)γij(x), (4.2)
where C(x) = 1−
(W (x))2
g00(x)
=
g00(x)− (W (x))
2
g00(x)
.
Thus, upon applying (4.2) to the modified constraint (4.1), the 1st of the constraint equations (2.2.6) is:
dxi
dλ
=
1
2
∂Φ
∂pi
= J ij(x)Πj ⇒ Πi = pi − αi(x) = Jij(x)
dxj
dλ
, (4.3)
which I can use to write:
J ij(x)ΠiΠj = Jij(x)
dxi
dλ
dxj
dλ
= 1 ⇒ dλ2 = Jij(x) dx
i dxj . (4.4)
According to the Maupertuis principle (2.1.6), using (3.1.3), (4.3), and (4.4), I can finally write the JMRF
geodesic as:
dSJ = pi dx
i =
√
C(x)γij(x)dxidxj +
(
Ai(x) +
g0i(x)
g00(x)
W (x)
)
dxi. (4.5)
Furthermore, we can see from (4.3) that:
dxi
dλ
= (C(x))−1 gij(x)Πj = (C(x))
−1
[
1
2
∂φ
∂pi
]
= (C(x))−1
dxi
dσ
.
showing that the direction ratios along the curve at every point of the projected geodesic of the Jacobi
metric will be the same as with the original curve. If the Randers-Finsler Lagrangian is parametrized wrt
the cyclic co-ordinate and expanded binomially as shown in Section 2.1, but without restriction to first
order for low energy approximation, the Jacobi metric may be formulated as described by Maraner in [28]
for general Lagrangian systems. If more than one cyclic co-ordinate is available, the procedure can be
repeated, until none are left.
4.1 Jacobi lift
In Section 3, I discussed how a general Randers-Finsler geodesic on n-dimensional space could not be
directly be lifted into a Riemannian geodesic in n+1 dimensions. However, there is another way one may
be able to perform the lift, if the metric in the Randers-Finsler geodesic possess a conformal factor.
Given a Randers-Finsler geodesic if we can identify a conformal factor C(x) in the metric or in the constraint
(4.1) such that
dS =
√
C(x)Gij(x)dxidxj + αi(x)dx
i,
10
Φ(x, p) = (C(x))−1Gij(x)piipij = 1 , C(x) = 1−
(q −A0(x))
2
U(x)
, (4.1.1)
where pii = pi − [Ai(x) +Bi(x) (q −A0(x))] ,
then by reversing the steps that produced the JMRF geodesic (4.2), we can deduce the Jacobi lifted
geodesic by writing the constraint
φ(x, p) = Gij(x)piipij +
(q −A0(x))
2
U(x)
= 1,
lifting it (q = pv) and writing the constraint equations (2.2.6).
φ(x, p) = Gij(x)piipij +
(pv −A0(x))
2
U(x)
= Ωµν(x)
dxµ
dθ
dxν
dθ
= 1, (4.1.2)
dxi
dθ
=
1
2
∂φ
∂pi
= Gij(x)pij ,
dv
dθ
=
1
2
∂φ
∂pv
=
pv −A0(x)
U(x)
−Bi(x)
dxi
dθ
,
pv = U(x)
(
dv
dθ
+Bj(x)
dxj
dθ
)
+A0(x),
pi = Gij(x)
dxj
dθ
+Ai(x) + U(x)
(
dv
dθ
+Bj(x)
dxj
dθ
)
Bi(x). (4.1.3)
Thus, by applying (4.1.2), (4.1.3), and the Maupertuis principle (2.1.6), I complete the Jacobi lift by
writing the Randers-Finsler geodesic:
dS = pidx
i + pvdv = Ωµν(x)
dxν
dθ
dxµ +Aµ(x)dx
µ
where Ωij(x) = Gij(x) + U(x)Bi(x)Bj(x).
dS =
√
Ωij(x)dxidxj + 2U(x)Bi(x)dxidv + U(x)(dv)2 +Ai(x)dx
i +A0(x)dv. (4.1.4)
To lift a Randers-Finsler geodesic in n-dimensions up to a Riemannian geodesic in n + 1-dimensions, we
simply need to identify the conformal factor and gauge fields in (4.1.1) such that Ai(x) = A0(x) = 0, by
writing
U˜(x)
(pv)2
=
U(x)
(q −A0(x))2
, pvB˜i(x) = Ai(x) +Bi(x) (q −A0(x)) ,
such that we get the Riemannian geodesic:
dS =
√
Ωij(x)dxidxj + 2U˜(x)B˜i(x)dxidv + U˜(x)(dv)2. (4.1.5)
4.2 Jacobi metric under different settings
Now that I have formulated the Jacobi metric for the general Randers-Finsler metric, I shall now show
what the Jacobi metric looks like for different settings for the original Randers-Finsler metric.
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No gauge fields
If we start with a Riemannian geodesic (Aµ(x) = 0 in (2.1.5)), then we will have the gauge fields according
to (3.1.2) and (3.1.3):
W (x) = q , αi(x) = −γik(x)g
k0(x)q
and thus, we will have the Jacobi metric:
dSJ =
√
g00(x)− q2
g00(x)
γij(x)dxidxj + q
g0i(x)
g00(x)
dxi
which is the result presented in [23].
Static space flat along cyclic co-ordinate
In this case where g00(x) = 1, g0i(x) = 0, Aµ(x) 6= 0, the Jacobi geodesic is:
dSJ =
√(
1− (W (x))2
)
gij(x)dxidxj +Ai(x) dx
i
If we can say that
W (x) = q −A0(x) = 1 + ε−A0(x)
where ε−A0(x)≪ 1, then I can write:
(W (x))2 ≈ 1 + 2 (ε−A0(x))
∴ dSJ =
√
−2 (ε−A0(x)) gij(x)dxidxj +Ai(x) dx
i
which is the non-relativistic limit discussed in [23], and in [24] when Ai(x) = 0.
5 Symmetry under projection
Since I have been studying Eisenhart projections of geodesics, it is necessary to discuss the properties of
Killing vectors when a cyclic co-ordinate is available. If we have a Killing vector aligned with the cyclic
co-ordinate K(0) : K
i
(0) = 0,K
0
(0) = 1, then we can see from (2.3.7) that we can write the associated
conserved quantity:
Q(0) =
∂L
∂x˙µ
K
µ
(0)(x) = pµK
µ
(0)(x) = p0 ⇒
DQ(0)
Dσ
=
dp0
dσ
= 0, (5.1)
showing that K(0)(x) is a trivial solution [1, 2] of the Killing vector equation (2.3.10). However, for the
other solutions of Killing’s equation (2.3.10), the symmetry must be preserved under projection. This
means that we must have
Q(I) = pµK
µ
(I)(x) = piK
i
(I)(x) + p0K
0
(I) = piK˜
i
(I)(x). (5.2)
where K˜i(I)(x) (I 6= 0) are the components of the Ith Killing vector under projection. For (5.2) to hold,
we must have:
K˜i(I)(x) = K
i
(I)(x) , K
0
(I)(x) = 0, (5.3)
where under spherical symmetry in 3 dimensions [1, 2], the conserved quantity Q(I) will essentially be the
angular momentum, from which the Killing vector components Ki(I)(x) can be trivially determined in the
appropriate co-ordinates as in (5.1) since the angular co-ordinates will be cyclic under such circumstances.
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Furthermore, since the Killing vector effectively describes a direction along a cyclic co-ordinate in an
appropriate co-ordinate system, we can say that:
Ki∂igαβ(x) = K
i∂iAλ(x) = 0, (5.4)
Thus, the remaining Killing vector solutions must be orthogonal to the trivial solutions so that the sym-
metry is preserved even upon omission of the cyclic part, which according to (5.3) means
g0ν(x)K(I)ν(x) = 0 ⇒ K(I)0(x) = −
g0i(x)
g00(x)
K(I)i(x),
Ki(I) = g
iµ(x)K(I)µ(x) = g
ia(x)
(
K(I)a(x) +
ga0(x)g
0b(x)
g00(x)g00(x)
K(I)b(x)
)
, (5.5)
which leads to the following constraint by applying Killing equation (2.3.10):
∇µ
(
g0ν(x)K(I)ν(x)
)
= g0ν(x)∇µK(I)ν(x) = 0.
∴ g0ν(x)∇νK(I)µ(x) = 0. (5.6)
Furthermore, if we are to apply the first equation of (5.5) to the Killing equations of the original spacetime,
the remaining components of the Killing vector will obey the equations:
∇0K(I)i +∇iK(I)0 = 0 ⇒ ∇0K(I)i =
g0j(x)
g00(x)
∇iK(I)j =
g0j(x)
g00(x)
∇jK(I)i,
∇0K(I)0 = 0 ⇒ −
g0i(x)
g00(x)
∇0K(I)i(x) = 0. (5.7)
Thus, if we are formulating a static spacetime via Eisenhart lift (gi0(x) = gi0(x) = 0 ∀ i), the metric
under projection remains undisturbed according to (3.2.8), and so do the Killing vector equations and
their solutions
K(I)i(x) = Gij(x)K
j
(I)(x) = gij(x)K
j
(I)(x).
However, when lifting to formulate a stationary spacetime (gi0(x) = gi0(x) 6= 0), the equations and their
solutions will change.
5.1 Killing vectors for the Eisenhart lift
The Eisenhart lift reverses the projection of a geodesic into a regular Lagrangian system in configuration
space. Thus, the Killing vectors of the lifted metric will obey the the Killing equation (2.3.10), as well
as the equations (5.7). This is easily understood and straightforward in the case of the Riemannian lift,
where we add only one canonical pair. However, in the case of the Lorentzian lift, we have to take into
account the cyclic co-ordinate, and the co-ordinate acting as a parameter.
Killing vector for the Riemannian lift
If the metric components for the lifted metric and their inverses according to (3.2.5) and (3.2.8) are:
Gij(x) = gij(x) +
αi(x)αj(x)
2Φ(x)
, Gij(x) = gij(x),
G0i(x) =
αi(x)
2Φ(x)
, G0i(x) = −gim(x)αm(x),
G00(x) =
1
2Φ(x)
, G00(x) = 2Φ(x) + gab(x)αa(x)αb(x), (5.1.1)
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then the lifted Killing equation solutions obtained by using (5.1.1) are given by:
K(I)µ(x) = Gµm(x)K
m(I)(x) = Gµm(x)g
ma(x)K˜(I)a(x)
K(I)i = K˜(I)i(x) +
αi(x)αm(x)g
ma(x)
2Φ(x)
K˜(I)a(x)
K(I)0 =
αm(x)
2Φ(x)
gma(x)K˜(I)a(x), (5.1.2)
which shows that if no magnetic vector potential terms exist in the Lagrangian (ie. αi(x) = 0), then the
Killing equation solutions do not change, and match the results in [34].
Killing vector for the Lorentzian lift
From the Lorentzian lifted metric (3.2.14) and (3.2.17), the non-zero metric components are:
Gij(x, u) = g˜ij(x, u), G
ij(x, u) = g˜ij(x, u)
G0i(x, u) = α˜i(x, u), G
iv(x, u) = −g˜ij(x, u)αj(x, u)
G00(x, t) = −2Φ˜(x, u), G
vv(x, u) = g˜ij(x, u)αi(x, u)αj(x, u) + 2Φ(x, u) (5.1.3)
In this case, there are 2 components each of Killing vector that must vanish corresponding to the two
degrees of freedom that are being concealed. Thus, in the lifted space, as in (5.3), we must set
K˜i(I) = K
i
(I) , K
0
(I) = K
v
(I) = 0. (5.1.4)
As before, the Killing equation solutions will be given in terms of the solutions for the original space.
K(I)µ(x) = Gµm(x, u)K
m
(I)(x, u) = Gµm(x, u)g˜
ma(x, u)K˜(I)a(x, u)
K(I)i = K˜(I)i(x)
K(I)0 = α˜m(x, u)g˜
ma(x, u)K˜(I)a(x)
K(I)v = 0. (5.1.5)
Thus, the components µ 6= 0, v for the Killing equation solution in the lifted space are the same as in the
original space.
5.2 Killing vectors of the Jacobi metric
In case of the Jacobi metric (4.2), there is a conformal factor alongside the projected metric. This conformal
factor will result in a different modification of the Killing equation solutions in terms of the original
connection terms. If the solutions of the Killing equation for the original spacetime are available, then by
applying (5.5), then we can write the solutions of the new Killing equation as:
K˜(I)i(x) = Jim(x)K
m
(I)(x) =
(
1−
(W (x))2
g00(x)
)(
K(I)i(x) +
gi0(x)g
0b(x)
g00(x)g00(x)
K(I)b(x)
)
. (5.2.1)
where we can see that if we are projecting a static spacetime (gi0(x) = gi0(x) = 0), then the new Killing
equation solutions for the Jacobi metric will differ from the original ones simply by a conformal factor.
6 Combining the two operations
So far, I have shown the formulation of the Jacobi metric, and the Eisenhart lift. Naturally, one should be
curious about the result of combining the two operations. Here I shall discuss the formulation of Jacobi
metric from the Riemannian metric deduced via Eisenhart lift.
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6.1 Eisenhart-Jacobi metric
At the start of Section 3, I showed why it is not possible to directly lift a Randers-Finsler geodesic into a
Riemannian metric. However, under the circumstances that another cyclic co-ordinate is still available in
the Jacobi metric, it is possible to perform an Eisenhart lift on a JMRF geodesic. This essentially requires
us to follow the procedure demonstrated in Subsection 3.1.
If we start with the Jacobi metric (4.5) with another cyclic co-ordinate z such that:
dSJ =
√
g00(x)− p20
g00(x)
(γij(x)dxidxj + 2γiz(x)dxidxz + γzz(x)(dz)2)
+
(
g0i(x)
g00(x)
p0
)
dxi +
(
g0z(x)
g00(x)
p0
)
dz,
then according to (3.1.8), if we write:
Ai(x) =
g0i(x)
g00(x)
p0 , W (x) = pz −
g0z(x)
g00(x)
p0
then the Eisenhart lift of this action gives us the Riemannian action:
dS =
[
g00(x)− p
2
0
g00(x)
{(
γij(x) + Σij(x)
)
dxidxj
+ 2
pv
W (x)
(
γi0(x) +
Ai(x)γzz(x)
W (x)
)
dxidv +
(pv)
2γzz(x)
(W (x))2
(dv)2
}] 1
2
, (6.1.1)
where Σij(x) =
1
W (x)
(
γi0(x)Aj(x) + γj0(x)Ai(x) +
γzz(x)Ai(x)Aj(x)
W (x)
)
.
We will next consider the more interesting case of formulating the Jacobi metric after performing an
Eisenhart lift.
6.2 Jacobi-Eisenhart metric
The key to formulating the Jacobi metric is the availability of a cyclic co-ordinate. Thus, deducing the
Jacobi metric and action for the Riemannian lifted metric (3.2.8) is a simple matter since it involves the
conventional procedure established so far in Section 4, given by applying (4.5) to get the JMRF geodesic,
where by setting
Ai(x) = 0 , g0i(x) =
αi(x)
2Φ(x)
, g00(x) =
1
2Φ(x)
, W (x) = p0,
we get the Jacobi-Eisenhart-Riemannian geodesic given by:
dSJ =
√(
1− 2p20 Φ(x)
)
gij(x)dxidxj + p0αi(x)dx
i. (6.2.1)
Usually, this would mean that the Jacobi metric cannot be formulated in the absence of a cyclic co-ordinate.
However, we have shown how to lift a time-dependent mechanical system to include a new canonical pair,
and thus, include a cyclic co-ordinate. Thus, it is worthwhile to see what the Jacobi metric formulated for
the lifted spacetime looks like.
The Eisenhart-Duval lifted metric is given by:
ds2 = g˜ij(x, u)dx
idxj + 2α˜i(x, u)dx
idu− 2Φ˜(x, u)du2 + 2du dv, (6.2.2)
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where v is the cyclic co-ordinate. Normally, this would mean that it is possible to deduce the JMRF
geodesic. However, in this metric, we have g00(x, u) = 0, which makes it impossible to determine the
Jacobi metric with the usual formula (4.5). If we try to write the constraint associated with the Eisenhart-
Duval lifted metric (6.2.2), we will have:
φ(x,p) = g˜ij(x, u)piipij + 2piup0 = 1, (6.2.3)
where pii = pi − α˜i(x, u)p0 , piu = pu − α˜u(x, u)p0 , α˜u(x, u) = −Φ˜(x, u)
from which we can obtain the constraint equations according to (2.2.6):
dxi
dσ
=
1
2
∂φ
∂pi
= g˜ij(x, u)pij
du
dσ
=
1
2
∂φ
∂pu
= p0 ⇒ u = σ p0 + k
dv
dσ
=
1
2
∂φ
∂p0
= pu − α˜i(x, u)
dxi
dσ
+ 2Φ˜(x, u)p0. (6.2.4)
However, we can see that it is not possible to deduce a new constraint from (6.2.3) that fits the form:
Gij(x, u)piipij +G
uu(x, u)(piu)
2 = 1,
which is essential for us to be able to deduce a Jacobi metric. If we set p0 = q in the constraint (6.2.3),
then the constraint equations will be:
dxi
dσ
=
1
2
∂φ
∂pi
= g˜ij(x, u)pij ,
du
dσ
=
1
2
∂φ
∂pu
= q, (6.2.5)
where it is obvious that we cannot determine pu in terms of the new velocities. Thus, we are unable to
determine the Jacobi action via the method of constraint.
This is not surprising since from (6.2.4), it is obvious that the canonical pair (u, pu) is inextricably
linked to the canonical pair (v, q). Thus, trying to eliminate (v, q) leaves pu indeterminate. If we remove
one pair, we must remove the other pair as well.
If we employ the method of Maupertuis principle and apply (6.2.4)
dS = pidx
i + pudu+ p0dv
= g˜ij(x, u)
dxj
dσ
dxi + 2q α˜i(x, u)dx
i − 2q Φ˜(x, u)du+ 2q dv,
we can say that dismissing the exact differentials from the action will give us the Jacobi action:
dSJ = g˜ij(x, u)
dxj
dσ
dxi − 2q Φ˜(x, u)du+ 2q α˜i(x, u)dx
i (6.2.6)
We can write (6.2.6) as:
dSJ =
√
(g˜ij(x, u)piipij)
(
g˜ij(x, u)
dxi
dσ
dxj
dσ
)
dσ + 2q α˜i(x, u)dx
i − 2q Φ˜(x, u)du,
where, using the constraint in (6.2.3), we can write the Jacobi action as:
dSJ =
√[
1− 2q
(
pu + qΦ˜(x, u)
)]
g˜ij(x, u)dxidxj + 2q α˜i(x, u)dx
i − 2q Φ˜(x, u)du . (6.2.7)
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This demonstrates once again, the reliability of employing first principles discussed in [23]. For the Jacobi
metric
J
(1)
ij (x, u) =
[
1− 2q
(
pu + qΦ˜(x, u)
)]
g˜ij(x, u), (6.2.8)
the Lagrangian and canonical momenta are given by:
L =
√
Jij(x, u)x˙ix˙j + 2q α˜i(x, u)x˙
i − 2q Φ˜(x, u)u˙
pi =
∂L
∂x˙i
=
J
(1)
ij (x, u)
J
(1)
ab (x, u)x˙
ax˙b
x˙j + 2q α˜i(x, u) , pu = 2q Φ˜(x, u), (6.2.9)
where it is evident that pu is effectively a function of position variables only, and can be included into the
Jacobi metric, and the constraint is given by:
∴ Ψ(1)(x, p, u) = J (1)ij(x, u)ΠiΠj , Πi = pi − 2q α˜i(x, u). (6.2.10)
The Jacobi-Eisenhart metric (6.2.8) was previously formulated in [24], while (6.2.7) here completely de-
scribes the Jacobi-Maupertuis Randers-Finsler geodesic for a time-dependent system.
7 Conclusion and Discussion
I started by reviewing mechanics from Lagrangian viewpoint for the Randers-Finsler metric, demonstrated
how the constraint for a point particle mechanical system can act as a generator for equations of motion,
and showed how the Killing equation arises from the isometry of the metric, and from the symmetry of
the action for a Randers-Finsler Lagrangian. Furthermore, I have also shown how the Killing equation is
satisfied within Randers-Finsler mechanics, even when the particle’s trajectory deviates from the solution
of its Euler-Lagrange equations.
Then I have shown that the Eisenhart lift cannot directly formulate a Riemannian geodesic in n + 1
dimensions from a given Randers-Finsler geodesic in n- dimensions via the constraint. However, if a cyclic
co-ordinate is available, we can formulate a Riemannian geodesic in n dimensions that is mechanically
equivalent to the Randers-Finsler geodesic, although it is not actually a lift. Furthermore, I have shown
that lifting a Lagrangian parametrized with respect to time will develop into either the Riemannian, or the
Lorentzian lift, depending on whether the original Lagrangian was time-independent, or time-dependent
respectively.
Next, I described the formulation of Jacobi-Maupertuis-Randers-Finsler geodesic in n dimensions from
a Randers-Finsler metric in n + 1 dimensions when a cyclic co-ordinate is available. This time, the
formulation is based around the constraint associated with point particle mechanical systems instead of
the Maupertuis principle. Here, I further showed that via a Jacobi lift, one can lift a Randers-Finsler
geodesic with a conformal factor in n dimensions to another Randers-Finsler, or a Riemannian geodesic
in a space of n + 1 dimensions. Afterwards, I discuss two specific settings of the gauge fields and metric
components in connection to previous publications.
Afterwards, I discussed the nature of Killing vectors as vector fields along co- ordinates that are cyclic
in a different co-ordinate system. Then I proceeded to write the Killing equation solutions for the Jacobi-
Maupertuis metric, as well as the Riemannian and Lorentzian lifts. Attention was given to the special
cases of static spacetimes and absence of magnetic vector potential terms, effectively showing that in the
absence of magnetic fields in the original Lagrangian, the original Killing equation solution is preserved in
the Eisenhart lift, while for the Jacobi metric, there is a conformal factor.
Finally, I have shown that the two formulations can be combined to produce one Randers-Finsler
spacetime from another. One may either deduce the Eisenhart lift of a Randers-Finsler Jacobi metric, or
the Jacobi metric of a Riemannian metric formulated via Eisenhart lift of a Randers-Finsler spacetime. In
the latter case, the more interesting example is the Jacobi metric of a Riemannian spacetime formulated
17
from Eisenhart-Lorentzian lift for a time-dependent system. In this case, the method of constraints was
shown to fail, and one is forced to resort to Maupertuis principle, demonstrating the reliability of first
principles once more.
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