Introduction
The Steiner tree problem occupies a central place in the emerging theory of approximation algorithms { methods devised to attack it have led to fundamental paradigms for the rest of the area. The reason for interest in this problem lies not only in its rich mathematical structure, but also because it has arisen repeatedly in diverse application areas. Even though the Euclidean Steiner tree problem is fairly well understood by now (see 2]), there are vast gaps in our understanding of the metric Steiner tree problem and its generalizations and variants. In this short survey, we will present the key ideas behind the following two results obtained in the last year: Promel and Steger's 18] factor 5 3 + approximation algorithm, for any constant > 0, for the metric Steiner tree problem, and Jain's 12] factor 2 approximation algorithm for the Steiner network problem. Finally, we will mention a recent result 19] on what is perhaps the most compelling open problem in this area: to design an algorithm using the bidirected cut relaxation for the metric Steiner tree problem, and determine the integrality gap of this relaxation.
Steiner trees via matroid parity
The metric Steiner tree problem is: Given a graph G = (V; E) whose vertices are partitioned into two sets, R and S, the required and Steiner vertices, and a function cost : E ! Q + specifying non-negative costs for the edges, nd a minimum cost tree containing all the required vertices and any subset of the Steiner vertices. It is easy to see that the edge costs can be assumed to satisfy the triangle inequality without loss of generality.
It is easy to see that for any constant r 2, one can construct in polynomial time an optimal Steiner tree connecting r of the required vertices R. Clearly, this can also be done for all subsets of at most r required vertices in polynomial time. Can a low cost Steiner tree be constructed in G using this information? To state this scheme formally, we need some de nitions.
A hypergraph H = (V; F) is a generalization of a graph, allowing F to be an arbitrary family of subsets of V , instead of just 2 element subsets. A sequence of distinct vertices and hyperedges, v 1 ; e 1 ; : : :; v l ; e l , for l 2 is said to be a cycle in H if v 1 2 e 1 \ e l and for 2 i l, v i 2 e i?1 \ e i . A subgraph of H, H 0 = (V; F 0 ), with F 0 F is said to be a spanning tree of H if it is connected, acyclic and spans all vertices of V . Unlike the case of a graph, a hypergraph may not have a spanning tree even though it is connected. Hypergraph H is said to be r-regular if every hyperedge in F consists of r vertices. For a constant r 2, let H r be the hypergraph on vertex set R consisting of all possible hyperedges containing at most r vertices. The cost of such a hyperedge will be the cost of a minimum cost Steiner tree on this set of vertices in G. A spanning tree in H r yields a Steiner tree in G { replace each hyperedge used by the spanning tree by an optimal Steiner tree connecting its vertices; in the end, if there are cycles, remove edges until a tree is obtained. Clearly, the cost of the Steiner tree obtained is bounded by the cost of the spanning tree. Let r denote the supremum over all graphs G of the ratio of the cost of a minimum cost spanning tree in H r and an optimal Steiner tree in G. Next, let us address the following two questions: what is r as a function of r, and can a minimum cost spanning tree be constructed in polynomial time in H r ? For r = 2, this just corresponds to nding a minimum spanning tree on the set of required vertices; furthermore, it is easy to show that 2 = 2. Zelikovsky 21] proved that 3 = 5=3, and Borchers and Du proved that r = ((t + 1)2 t + l)=(t2 t + l) for r = 2 t + l; 0 l < 2 t . Thus r ! 1 for r ! 1. On the other hand, the problem of constructing a minimum spanning tree in H r is NP-hard for any xed r 4. So this scheme cannot yield an approximation algorithm better than 5=3. For r = 3, the complexity of this computational problem is still open. Promel and Steger show that this problem is in RPif the costs of the hyperedges are given in unary. Now, by scaling the given weights appropriately, one can obtain a polynomial time approximation scheme for this problem. Overall, this gives a 5=3 + factor randomized algorithm for the Steiner tree problem for any xed > 0. Let us provide an overview of the ideas involved.
Lemma 1 The problem of nding a minimum cost spanning tree in H 3 can be reduced to that of nding a minimum cost spanning tree in a 3-regular hypergraph.
Proof : Let the number of vertices in H 3 , jRj = n. Let the maximum cost of a hyperedge in H 3 be c, and let M = nc. We will construct a 3-regular hypergraph H on the set of vertices R Z, where jZj = n ? 1. All hyperedges of size 3 in H 3 will be included in H with their original costs. In addition, for each edge e in H 3 , we will include hyperedges e fzg in H, for each z 2 Z; each has cost cost(e) + M. These will be called type 1 hyperedges. Furthermore, for each v 2 R and z 1 ; z 2 2 Z, we will include the hyperedge fv; z 1 ; z 2 g with cost 2M; these will be called type 2 hyperedges.
Let T be a spanning tree in H 3 , and let its number of size 2 and 3 hyperedges be n 2 and n 3 respectively. Since T is a spanning tree, n 2 + 2n 3 = n ? 1. Therefore n ? 1 ? n 2 is even. Hence augmenting each size 2 hyperedge with a distinct Z vertex leaves an even number of Z vertices uncovered. These can be picked with type 2 hyperedges to yield a spanning tree in H of cost cost(T) + (n ? 1)M. Similarly, a spanning tree T 0 in H yields a spanning tree of cost cost(T 0 ) ? (n ? 1)M in H 3 by dropping type 2 hyperedges and removing Z vertices from type 1 hyperedges.
The lemma follows.
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Lemma 2 The problem of nding a minimum cost spanning tree in a 3-regular hypergraph can be reduced to the minimum weight matroid parity problem.
Proof : Let H = (V; F) be a 3-regular hypergraph. A new graph H 0 on vertex set V is constructed as follows: corresponding to each hyperedge fv 1 ; v 2 ; v 3 g 2 F, we add the edge pair (v 1 ; v 2 ) and (v 1 ; v 3 ) to H 0 (the choice of v 1 is arbitrary). The cost of this pair is the same as that of the hyperedge. let F 0 be a set of hyperedges in H, and F 00 be the corresponding set of edge pairs in H 0 . It is easy to see that F 0 is a spanning tree for H i F 00 is a spanning tree for H 0 . Consider the graphic matroid in H 0 , impose the additional restriction that independent sets must pick both edges of a pair or neither, and nd a maximal independent set of minimum weight. This is the minimum weight matroid parity problem. By the remark made earlier, a solution to this problem gives a minimum cost spanning tree in H. Multiple number of copies of any edge can be used to construct this graph; each copy of edge e will cost c(e). For this purpose, for each edge e 2 E, we are also speci ed u e 2 Z + f1g stating an upper bound on the number of copies of edge e we are allowed to use; if u e = 1, then there is no bound on the number of copies of edge e.
All LP-duality based approximation algorithms for the metric Steiner tree problem and its generalizations work with the undirected relaxation 1, 9, 10, 20] . In order to give the integer programming formulation on which this relaxation is based, we will de ne a cut requirement function f : 2 V ! Z + .
For S V , f(S) is de ned to be the largest connectivity requirement separated by the cut (S; S), i.e., f(S) = maxfr(u; v)ju 2 S and v 2 Sg. Let us denote the set of edges in the cut (S; S) by (S).
The integer program has a variable x e for each edge e: Certain NP-hard problems, such a vertex cover 17] and node multiway cut 7] admit LP-relaxations having the remarkable property that they always have a half-integral optimal solution. Clearly, rounding up all halves to 1 in such a solution leads to a factor 2 approximation algorithm. Does the relaxation (2) have this property? The answer is \No". Not surprisingly, the Petersen graph is a counter-example: Consider the minimum spanning tree problem on this graph, i.e., for each pair of vertices u; v; r(u; v) = 1. Each edge is of unit cost. Since the Petersen graph is 3-edge connected (in fact, it is 3-vertex connected as well), x e = 1=3 for each edge e is a feasible solution.
Moreover, this solution is optimal, since the degree of each vertex under this solution is 1, the minimum needed to allow the connectivity required. The cost of this solution is 5. A half integral solution of cost 5 would have to pick, to the extent of half each, the edges of a Hamiltonian cycle. Since the Petersen graph has no Hamiltonian cycles, there is no half integral optimal solution. Let us say that an extreme point solution, also called a vertex solution or a basic feasible solution, for an LP is a feasible solution that cannot be written as the convex combination of two feasible solutions. It turns out that the solution, x e = 1=3 for each edge e, is not an extreme point solution.
An extreme point solution is shown in Figure 1 ; thick edges are picked to the extent of 1=2, thin edges to the extent of 1=4, and the missing edge is not picked. The isomorphism group of the Petersen graph is edge-transitive, and so there are 15 related extreme point solutions; the solution x e = 1=3 for each edge e is the average of these. Notice that although the extreme point solution is not half-integral, it picks some edges to the extent of half. Jain's algorithm is based on proving that in fact any extreme point solution to LP (2) must pick at least one edge to the extent of at least a half. We will pay a factor of at most 2 in rounding up all such edges. But now how do we proceed? Let us start by computing the residual cut requirement function. Suppose H is the set of edges picked so far. Then, the residual requirement of cut (S; S) is f 0 (S) = maxff(S) ? j H (S)j; 0g; where H (S) represents the set of edges of H crossing the cut (S; S). In general, the residual cut requirement function, f 0 , may not correspond to the cut requirement function for a certain set of connectivity requirements. We will need the following de nitions to characterize it: It is easy to see that the original cut requirement function is weakly supermodular; by Lemma 5,  so is the residual cut requirement function. Henceforth, we will assume that the function f used in LP (2) is a weakly supermodular function. We can now state the central polyhedral fact proved by Jain in its full generality. This will enable us to design an iterative algorithm for the Steiner network problem.
Theorem 6 For any weakly supermodular function f, any extreme point solution, x, to LP (2) must pick some edge to the extent of at least a half, i.e., x e 1=2 for at least one edge e.
The algorithm that we started to design above can now be completed: in each iteration, round up all edges picked to the extent of at least a half in an optimal extreme point solution, and update the residual cut requirement function. The algorithm halts when the original cut requirement function is completely satis ed, i.e., the residual cut requirement function is identically zero. Using a maxow subroutine, one can obtain a separation oracle for LP (2) for any residual cut requirement function f, and so an optimal extreme point solution can be computed in polynomial time.
Let us sketch how Theorem 6 is proven. From polyhedral combinatorics we know that a feasible solution to a set of linear inequalities in R m is an extreme point solution i it satis es m linearly independent inequalities with equality. W.l.o.g. we can assume that in any optimal solution to LP (2), for each edge e, 0 < x e < 1 (since edges with x e = 0 can be dropped from the graph, and those with x e = 1 can be permanently picked and the cut requirement function updated accordingly).
So, the tight inequalities of an optimal extreme point solution to LP (2) must correspond to cut requirements of sets; in this case, we will say that this set is tight.
We will say that a collection, L, of subsets of V forms a laminar family if no two sets in this collection cross. The inequality corresponding to a set S de nes a vector in R m : the vector has a 1 corresponding to each edge e 2 G (S), and 0 otherwise. We will call this the incidence vector of set S, and will denote it by A S .
Theorem 7 Corresponding to any extreme point solution to LP (2) there is a collection of m tight sets such that their incidence vectors are linearly independent, and collection of sets forms a laminar family.
The extreme point solution for the Peterson graph given in Figure 1 assigns non-zero values to 14 of the 15 edges. By Theorem 7, there should be 14 tight sets whose incidence vectors are linearly independent. These are marked in Figure 1 . Fix an extreme point solution, x, to LP (2). Let L be a laminar family of tight sets whose incidence vectors are linearly independent. Denote by span( L) the vector space generated by the set of vectors fA S jS 2 Lg. Since x is an extreme point solution, the span of the collection of all tight sets is m.
We will show that if span( L) < m, then there is a tight set S whose addition to L does not violate laminarity and also increases the span. Continuing in this manner, we will obtain m tight sets as required in Theorem 7. We begin by studying properties of crossing tight sets. 
A counting argument
The characterization of extreme point solutions given in Theorem 7 yields Theorem 6 via a fairly involved counting argument. A considerably simpler argument, in the same style, leads to a slightly weaker result { showing that some edge must be picked to the extent of at least a third. We present this argument below. Let x be an extreme point solution and L be the collection of tight sets established in Theorem 7.
The number of sets in L equals the number of edges in G, i.e., m. The degree of S is de ned to be j G (S)j. The result claimed above will follow from:
Lemma 12 There is a set S 2 L whose degree is at most 3.
Since L is a laminar family, it can be viewed as a forest of trees if its elements are ordered by inclusion. Let us make this precise. For S 2 L, if S is not contained in any other set of L, then we will say that S is a root set. If S is not a root set, we will say that T is the parent of S if T is a minimal set in L containing S; by laminarity of L, T is unique. Further, S will be called a child of T. Let the relation descendent be the re exive transitive closure of the relation \child". Sets that have no children will be called leaves. In this manner, L can be partitioned into a forest of trees, each rooted at a root set. For any set S, by the subtree rooted at S we mean the set of all descendents of S.
Edge e is incident at set S if e 2 G (S). Set S owns endpoint v of edge e = (u; v) if S is the smallest set of L containing v. The subtree rooted at set S owns endpoint v of edge e = (u; v) if some descendent of S owns v.
We will prove Lemma 12 by contradiction. Assume that for each set S 2 L, the cut (S; S) contains at least 3 edges. Since G has m edges, it has 2m endpoints. We will prove that the for any set S, the endpoints owned by the subtree rooted at S can be redistributed in such a way that S gets at least 4 endpoints, and each of its proper descendents gets 2 endpoints. Carrying out this procedure for each of the root sets of the forest, we get that the total number of endpoints in the graph must exceed 2m, leading to a contradiction.
Lemma 13 If set S has only one child, then it must own at least two endpoints.
Proof : Let S 0 be the child of S. If S has no end point incident at it, the set of edges incident at S and S 0 must be the same. But then A S = A S 0 , leading to a contradiction. S cannot own exactly one endpoint, because then x (S) and x (S 0 ) will di er by a fraction, contradicting the fact that both these sets are tight and have integral requirements. The lemma follows.
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Lemma 14 Consider a tree T rooted at set S. Under the assumption that each set in L has degree at most 3, the endpoints owned by T can be redistributed in such a way that the S gets at least 4 end points, and each of its proper descendents gets 2 endpoints.
Proof : The proof is by induction on the height of tree T. The base case is obvious.
Let us say that a set has a surplus of 2 if 4 endpoints have been assigned to it. For the induction step, consider a non-leaf set S. We will prove that by moving the surplus of the children of S and considering the endpoints owned by S itself, we can assign the 4 endpoints to S. The induction step involves two cases:
1. If S has 2 or more children, we can assign the surplus of each child to S, thus assigning at least 4 endpoints to S. 2. If S has one child, say S 0 , then by Lemma 13, S owns at least 2 endpoints. So, moving the surplus of S 0 , we can assign 4 endpoints to S.
The integrality gap of a relaxation is the supremum of the ratio of costs of optimal integral and optimal fractional solutions. Its importance lies in the fact that it limits the approximation factor that an algorithm using this relaxation can achieve. As a consequence of the factor 2 approximation algorithm for the Steiner network problem, we also get that the integrality gap of the undirected relaxation is 2.
Previously, algorithms achieving guarantees of 2k 20] and 2H k 10], where k is the largest requirement, were obtained for this problem. 4 The bidirected cut relaxation
The undirected relaxation has an integrality gap of 2 not only for as general a problem as the Steiner network problem, but also for the minimum spanning tree problem, a problem in P! For a proof of the latter claim, consider a cycle on n vertices, with all edges of unit cost. The optimal integral solution to the minimum spanning tree problem on this graph is to pick n ? 1 edges for a cost of n ? 1, but an optimal fractional solution picks each edge to the extent of a half, for a total cost of n=2. The ratio of the two solutions is 2 ? 2=n. Two fundamental questions arise:
Is there an exact relaxation, i.e., with integrality gap 1, for the minimum spanning tree problem? Is there a tighter relaxation for the metric Steiner tree problem?
The two questions appear to be intimately related: The answer to the rst question is \Yes". This goes back to the seminal work of Edmonds 6] , giving a primal-dual schema based polynomial time algorithm for the even more general problem of nding a minimum branching in a directed graph. A similar idea gives a remarkable relaxation for the metric Steiner tree problem: the bidirected cut relaxation. This relaxation is conjectured to have integrality gap close to 1; the worst example known, due to Goemans 8] , has integrality gap of 8=7. However, despite the fact that this relaxation has been known for decades, no algorithms have been designed using it, and the only upper bound known on its integrality gap is the trivial bound of factor 2 which follows from the undirected relaxation.
Recently, 19] have given a primal-dual schema based factor 3=2 approximation algorithm using this relaxation for the special class of quasi-bipartite graphs; a graph is quasi-bipartite if it contains no edges between two Steiner vertices. Part of the di culty of designing an algorithm using the bidirected cut relaxation arises from edges running between Steiner vertices. Restricting to quasibipartite graphs enables 19] to nesse this di culty and address the rest of the aspects of the problem. Thus, the progress reported in this paper is quite similar to that made on the matching problem by restricting to bipartite graphs, thereby nessing the di culty created by odd cycles. We present below the bidirected cut relaxation, and leave the open problem of designing an approximation algorithm beating factor 2 using it.
The bidirected cut relaxation
First replace each undirected edge (u; v) of G by two directed edges (u ! v) and (v ! u) each of cost cost(u; v). Denote the graph so obtained byG = (V;Ẽ). Pick an arbitrary vertex r 2 R and designate it to be the root. W.r.t. the choice of a root, a set C V will be called a valid set if C contains at least one required vertex and C contains the root. The following integer program is trying to pick a minimum cost collection of edges fromẼ in such a way that each valid set has at least one out-edge. It is easy to see that an optimal solution to this program will be a minimum 
