Abstract-This letter presents advanced classification methods for very high resolution images. Efficient multisource information, both spectral and spatial, is exploited through the use of composite kernels in support vector machines. Weighted summations of kernels accounting for separate sources of spectral and spatial information are analyzed and compared to classical approaches such as pure spectral classification or stacked approaches using all the features in a single vector. Model selection problems are addressed, as well as the importance of the different kernels in the weighted summation.
I. INTRODUCTION
V ERY high spatial resolution (VHR) has been one of the major achievements of satellite imagery in the last decades. Sensors providing submetric resolution have been developed, and satellites such as QuickBird, GeoEye-1, or Pléiades have been or are about to be launched. These sensors provide images that are unique in terms of spatial detail and open a wide range of challenges for geospatial information processing.
The classification of land use at such a high resolution is a very challenging problem, because, even if it provides more details about the boundaries and shape of the objects, VHR also introduces undesired small-scale objects, such as chimneys or cars. Therefore, the integration, or fusion, of several sources of information capable to discriminate the classes of interest and to filter nonrelevant information becomes crucial. For instance, the simultaneous availability of panchromatic and multispectral optical imagery at submetric resolution permits one to design classifiers exploiting both spectral and spatial information.
By spatial information, we mean the integration, at the pixel level, of the spatial configuration of the objects of the scene. Such an integration can be achieved by using textural or morphological features. In this contribution, we focus on morphological features.
Mathematical morphology [1] provides a collection of image filters (called operators) that analyze the image with respect to the distribution of gray levels in the spatial neighborhood of the pixels. In optical imagery, morphological operators have been used to classify images at high resolution and have been highlighted as very promising tools for data analysis [2] , [3] . Tuia et al. applied morphological indexes to QuickBird imagery for urban classification: in [4] using only panchromatic images and in [5] using spectral and spatial information with a multiscale support vector machine (SVM) classifier. Both works showed the interest of using morphological filters for VHR urban classification. In [5] , the properties of composite kernels (see [8] ) have been used to build a multiscale classifier exploiting simultaneously spectral and spatial information. In this study, each scale was represented by a kernel applied to the complete feature set, i.e., the stacked (concatenated) vector containing all the spectral/spatial features. Therefore, despite its good performance, the contribution of spatial features and the concept of scales are difficult to interpret and quantify.
In this letter, the combination of kernels accounting separately for spectral and spatial information are studied and discussed. This approach is closer to the one proposed in [6] for panchromatic images, in [7] - [9] for hyperspectral imagery, in [10] for synthetic aperture radar (SAR) images, and in [11] for multitemporal and multisource optical and SAR images. In these works, each source of information is handled by a single kernel, and the optimal weighted combination is found. The novelty of the present work is found in 1) the application of composite kernels to urban VHR imagery and 2) the detailed analysis of the relative relevance of different information sources. The first goal is motivated by the new problems posed with the higher spatial resolution of the images. The analysis of the composite kernels is tackled by optimizing the weights in the linear combination and by exploring generalization bounds of performance.
The remainder of this letter is organized as follows. Section II illustrates the principles of both SVMs and composite kernels. Section III shows the data sets used as well as the experiments, whose results are discussed in Section IV.
II. COMPOSITE KERNELS FOR SVM
This section presents the composite kernel theory and the properties of Mercer's kernels necessary to build valid 1545-598X/$25.00 © 2009 IEEE composite kernels. A brief reminder about SVMs and kernel methods is also given.
A. SVMs and Kernels
The SVM is one of the most famous kernel methods. The SVM is a classifier that finds the hyperplane which is the farthest away from the closest training samples. The distance between the hyperplane and the closest training points is called the margin, which is the quantity maximized by the SVM.
Consider a linearly separable case and a set of n labeled samples X = {x 1 , x 2 , . . . , x n } and associated labels Y = {y 1 , y 2 , . . . , y n } ∈ {−1, +1}. We are searching for a linear decision function f (x) = w, x + b maximizing the margin. It can be shown [12] that minimizing the norm of the parameters 1/2 w 2 under the constraint y i ( w, x + b) ≥ 1 maximizes the margin. Such a minimization of the weights provides a naturally regularized solution, which favors smooth models of optimal complexity and avoids overfitting the data. The SVM dual problem can be written as
The solution of this problem is found after the maximization of (1)
The support vectors, i.e., the points lying on the margin, are the samples with associated coefficients α i = 0.
Kernel methods [13] implicitly map the input space X of the original (and often nonlinearly separable) data into a higher dimensional Hilbert space H, through a kernel function K that represents a dot product in H. It is assumed that the data are more likely to be linearly separable in H. We should note that both the SVM problem (1) and the solution (2) solely depend on the similarity between training patterns, not on the samples themselves. Thus, since a kernel function K represents a dot product in H, it can replace the similarity x i , x j . This way, a linear hyperplane is found in the higher dimensional Hilbert space defined by the kernel, and now, the problem becomes
In order to predict an unknown sample z i , the following expression is used:
B. Composite Kernels
Kernel matrices encode the similarity between points using a metric defined by the type of kernel function used. For instance, a linear kernel computes the similarity using a simple dot product K(x, z) = x, z . Other usual kernels are the polynomial
2 . Some properties of Mercer's kernels that are relevant for this letter are as follows.
Property 1: Let K 1 and K 2 be two Mercer's kernels on X × X and μ > 0. Then, the kernels
are valid Mercer's kernels. Therefore, one can design kernels by direct sum or product of (weighted) valid kernels.
Note that the use of composite kernels does not increase the computational cost of the SVM. Once all kernels are computed and combined, the composite kernel is fed into a standard SVM solver [15] .
III. METHODS AND DATA
In this letter, we want to evaluate the impact of different sources of information using a multisource composite kernel. Three groups of features have been considered: 1) MS: the four multispectral bands of a QuickBird image; 2) OR: nine morphological features extracted from a panchromatic QuickBird image using an opening-byreconstruction morphological filter [1]; 3) CR: nine morphological features extracted by applying the closing by reconstruction filter. OR filters the pixels that are brighter than their surroundings. CR produces the same effect for darker pixels. All the morphological images have been extracted using a diamond-shaped structuring element with an increasing radius going from 3 to 19 pixels. Each feature has been individually reduced to standard scores.
A. Experiments
Six different experiments have been carried out, accounting for different combinations of models. A radial basis function (RBF) kernel has been used in all the experiments. In the following, each kernel encodes the similarity between a separate set of features, respectively, MS, OR, and CR. We will refer to these kernels as 
2) Experiments 5 and 6 use composite summation kernels built by exploiting the properties shown in Property 1. Note that we restrict ourselves to summation kernels, and no cross-kernels such as K(x MS , x OR ) are used. In principle, the number of features for each source could be different, making its use impossible. In addition, previous work [7] , [11] demonstrated that simpler kernels yielded better results in general. The weighted summation of kernels is defined as
where {α, β, γ} ≥ 0 and α + β + γ = 1, as in [14] . This way, the resulting kernel is normalized, and the relative importance of each type of information is directly obtained from the optimization.
Experiment 5. Sum Models: The three kernels' free parameters are optimized separately (in the MS, OR, and CR experiments) before the optimization of the combination of kernels, which is computed by optimizing α, β, and γ only. This way, we try to limit the size of the parameter space to be searched. Experiment 6. Multioptimization: The free parameters associated to each RBF kernel (σ MS , σ OR , and σ CR ) are optimized simultaneously with α, β, and γ with a crossvalidation procedure. A multiclass SVM (with the one-against-all approach) handling composite kernels has been implemented using the Torch 3 library [15] . A C# application has been developed to extract morphological images.
The free parameters are tuned during training by grid search over the parameter space Φ = {σ MS , σ OR , σ CR , C, α, β, γ}, where σ MS , σ OR , and σ CR are the bandwidths of the single kernels. C is a regularization parameter controlling the generalization capabilities of the classifier.
B. Data Set
Experiments have been conducted on a QuickBird image of the city of Zürich, Switzerland. The image [ Fig. 1(a) ] was taken on October 17, 2006. Five classes of interest were extracted by the visual inspection of the image, and a ground truth of 105 011 pixels [ Fig. 1(b) ] was created. Table I illustrates the classes, the colors used in the graphics, and the random data split in three subsets: training (4000 pixels), testing (400 pixels used for model selection), and validation (the remaining 97 011 pixels). 
IV. RESULTS AND DISCUSSION
This section is devoted to the analysis of the results obtained within the aforementioned experimental framework. Furthermore, free parameter selection is addressed through novel multioptimization maps, and some recommendations for further use are devised. Table II shows the classification results for the six experiments, while the classification maps are shown in Fig. 2 . The benefits of adding spatial information to the generalization capabilities of the SVM is evaluated using the ξα-estimator [16] , which evaluates the upper bound of the SVM error as follows:
Regarding the single groups, the "MS" experiment provides the best results: a classifier exploiting the spectral information only results in an overall accuracy of 86.05% with a Kappa TABLE III  CONFUSION MATRICES FOR THE VALIDATION OF THE MS, index of 0.82. The classification map [ Fig. 2(a) ] shows a general correct reconstruction of the objects of the scene, although confusion between buildings and, respectively, roads and trees is visible (see also the confusion matrix given in Table III-MS) . Confusion between shadows and waterplans can be seen at the borders of the roofs for the class Shadow and at the southern and northern ends of the waterplan for the class Water. Poor results are provided by the "OR" and "CR" experiments that use morphological features independently (Kappa indexes of 0.55 and 0.56). Nonetheless, some observations rise from these results: First, OR features equal the result of MS features for the class Roads (see Fig. 2(b) , for instance, the bridge on top of the image). Second, CR provides the best result for the class Water (see the confusion matrix of Table III-CR) and can solve the ambiguity between water and shadow in the lower half of the classification map in Fig. 2(c) . Summing up, the morphological images construct good kernels for classes having very similar spectral response, but being characterized by different shapes of the objects.
The simultaneous use of all the features in the "Stacked" experiment leads to an improvement of the MS result of about 4% (0.05 for Kappa index). A SVM using a single kernel tuned on all the features (optimal σ is found at 0.173) provides a good result, where only a small confusion between vegetation and buildings can be noticed. Confusion between roads and buildings is no longer present (apart from atypical pixels such as details of the roofs), and errors between water and shadows also disappear. Therefore, the inclusion of the morphological features results in an improved classification of the scene. The "Sum Models" experiment was meant to explore the possibility to avoid the optimization of the kernel free parameters σ MS , σ OR , and σ CR . The combination is done by using the optimal parameters found during the previous experiments using single kernels. This results in the parameter set σ MS = σ OR = σ CR = 0.01. Unfortunately, this experiment shows the worst result for the sets using multisource information and results in an overall accuracy of 88% with a related Kappa of 0.85. The classes Trees and Roads show the most important decrease in accuracy, certainly related to kernels using too narrow bandwidths. Fig. 3(a) shows the surface of Kappa statistics for all the combinations of parameters {α, β, γ}: The maximum is found for {α = 0.5, β = 0.4, γ = 0.1}, i.e., a kernel giving the most importance to the multispectral bands and using the OR information. The area showing the maximum values of Kappa is located in the area of influence of K MS , and best results are obtained when giving a bigger importance to K OR than to K CR .
With an overall accuracy of 90.55% and a related Kappa index of 0.88, the "Multioptimization" experiment provides the best results. The update of the single-kernel parameters allows the algorithm to converge to a more suitable solution. By looking at the σ surfaces of Fig. 3(c) , the optimal parameters σ MS , σ OR , and σ CR are not the same as in the experiments using the single kernels. All the single kernels are related to an optimal σ of 0.01 [blue areas in Fig. 3(c) ], while the reoptimization of the parameters lead to higher values of these parameters. Looking at the resulting surface of the Kappa statistic [ Fig. 3(b) ], we can observe that the models take advantage of the reestimation for every combination of kernel weightings {α, β, γ}. Moreover, the area showing the best results (marked by A in the figure) is again the area of influence of K MS , but it shows a better equilibrium between K OR and K CR : Optimal values are found for {α = 0.7, β = 0.1, γ = 0.2}. A second area showing quasi-optimality is the one marked by B in Fig. 3(b) : This area is linked to weighting parameters {α = 0.2, β = 0.4, γ = 0.4} and shows a situation where the spectral information is used only a little and the classification is achieved using the morphological information only.
The classification map given in Fig. 2(d) shows the best reconstruction of the scene. Note, in particular, the tree line at the right of the image and the good classification of the roads. The better separation between buildings and trees can also be seen in the confusion matrix of Table III-Multiopt., where the errors between these two classes decrease from 1766 pixels (MS) to 542. The same holds for the classes Water and Shadow, for which the error is reduced from 1242 to 414 pixels.
Regarding generalization capabilities (9), the experiments using single groups of features achieve ξα-error bounds of 42.5% when using MS bands and 68.18% and 75.05% when using the OR and CR bands, respectively. Therefore, an SVM trained using multispectral bands is more likely to achieve better generalization than one using spatial information only. Nevertheless, using both sets of information simultaneously results in a decrease of the ξα-bound, equal to 30.53% for the "Stacked" experiment and to 29.7% for the Multioptimization [see Fig. 3(c) ]. These results confirm that the multioptimization approach achieves the best generalization properties for all the considered models.
V. CONCLUSION
In this letter, SVMs using composite kernels have been studied for the classification of very high resolution urban images. Morphological features extracted from the panchromatic image and multispectral bands have been used simultaneously to account for both spectral and spatial information. In order to assess the effect of each kind of features, kernels using independent information have been trained and combined using weighted summations.
The experiments made have shown a significant increase of the classification accuracy when the spatial information is used, confirming the results of [5] , [7] , and [11] and providing an easy-to-interpret look at the role of the different features for the final result.
Moreover, the results obtained using multisource information have shown an improvement of the generalization capabilities of the SVM, assessed through the estimation of the ξα upper error bound: Kernels using spatial and spectral information led to a better generalization of the SVM, and composite kernels yielded the best results.
Nonetheless, such a detailed study is not operational for real classification tasks, where the whole parameter space cannot be searched in order to find the optimal parameters. Since traditional optimization methods such as steepest gradient descent cannot handle this kind of problems involving a complex parameter space, efficient optimization methods have to be considered and tested. Methods such as the multiple kernel learning chunking algorithm [14] will be the interest of future research.
