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We point out that the Rashba and Dresselhaus spin-orbit interactions in two dimensions can be re-
garded as a Yang-Mills non-Abelian gauge field. The physical field generated by the gauge field gives
the electron wave function a spin-dependent phase which is frequently called the Aharonov-Casher
phase. Applying on an AB ring this non-Abelian field together with the usual vector potential,
we can make the interference condition completely destructive for one component of the spin while
completely constructive for the other component of the spin over the entire energy range. This
enables us to construct a perfect spin filter.
I. INTRODUCTION
In the present article, we first point out that we can
regard the Rashba spin-orbit interaction and the Dres-
selhaus spin-orbit interaction in two-dimensional semi-
conductor heterojunctions as a non-Abelian gauge field,
or the Yang-Mills field [1]. The Yang-Mills field gen-
erates a physical field due to which the wave function
acquires a spin-dependent phase factor. This phase is
called the Aharonov-Casher phase [2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 12, 13, 14] in the context of semiconduc-
tor physics and often discussed in connection to the
Berry phase [15, 16, 17, 18, 19, 20]. We show that the
Aharonov-Bohm phase and the Aharonov-Casher phase
are straightforwardly understood in terms of the stan-
dard non-Abelian gauge field theory in a unified way.
We next show that, applying the non-Abelian gauge
field together with the usual vector potential on an meso-
scopic interference circuit, we can construct a perfect spin
filter from which only one component of the spin comes
out. There have been indeed similar proposals [11, 21];
the essential difference here is the explicit specification
of the tilt of the spin quantization axis.
The spin-orbit interaction [22, 23, 24, 25] in the two-
dimensional electron gas attracts much attention re-
cently, particularly because of possibilities of manip-
ulating the spin under an electric field. There have
been many numerical calculations of the conductance
in a quantum ring with the Rashba spin-orbit interac-
tion [4, 8, 9, 10, 11, 12, 13, 20, 26]. However, it is our
observation that there are not many guiding principles
of designing nanostructures for particular purposes. We
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here give a simple way of analyzing the effect of the spin-
orbit interaction on the electron wave function, thereby
providing a general guiding principle of designing a nano-
scale interference circuit.
II. NON-ABELIAN GAUGE FIELD THEORY
A. Spin-orbit interaction
The Hamiltonian with the Rashba spin-orbit interac-
tion is given by [27]
HRSO = 1
2m∗
(
px
2 + py
2
)
+ α (pxσy − pyσx) (1)
and the Hamiltonian with the Dresselhaus spin-orbit in-
teraction is given by
HDSO = 1
2m∗
(
px
2 + py
2
)
+ α (pxσx − pyσy) , (2)
where m∗ is the effective mass of the electron and α is
the coupling constant of the spin-orbit interaction. Let
us, for the moment, describe our theory in the case of the
Rashba interaction; the discussion is completely parallel
for the Dresselhaus interaction. The key to the analysis
below is to transform the Hamiltonian (1) in the form
HRSO = 1
2m∗
[(
px + θ
h¯
2
σy
)2
+
(
py − θ h¯
2
σx
)2]
+const., (3)
where
θ ≡ 2m
∗α
h¯
. (4)
We could regard θ as a charge and the terms
h¯
2
(σy,−σx) (5)
2FIG. 1: An interference circuit on an infinitesimal l×l square.
The gauge fields are constant but non-commutative, which
generates a phase difference between the two paths.
as the corresponding vector potential, but the essential
difference is that the components of the “vector poten-
tial” do not commute with each other. Thus we have a
non-Abelian gauge field.
A simple way of finding a consequence of the non-
Abelian gauge field is given as follows. Consider the
paths I and II on an infinitesimal l× l square as in Fig. 1.
The phase factor which the electron taking the path I
acquires is given by
UI ≃ eiθlσx/2e−iθlσy/2
≃ eiθl(σx−σy)/2eθ2l2[σx,σy ]/8, (6)
while the phase factor on the path II is given by
UII ≃ e−iθlσy/2eiθlσx/2
≃ eiθl(σx−σy)/2e−θ2l2[σx,σy ]/8, (7)
where we used the lowest-order Baker-Campbell-
Hausdorff formula for infinitesimal l. Thus the phase
difference between the paths, or equivalently the phase
factor which the electron acquires upon circling the in-
finitesimal square is
Uphase = UII
†UI ≃ eθ
2l2[σx,σy ]/4 = eiθ
2l2σz/2. (8)
This phase factor is caused by the non-commutativity of
σx and σy. Interpreting that a flux ΦR of a physical field
generates the phase factor (8) in the form
Uphase ≃ eiθΦR/h¯, (9)
we find that the physical field ΦR/l
2 is given by
ΦR
l2
= θ
h¯
2
σz (10)
for infinitesimal l. We thus realize that the non-Abelian
gauge field actually generates a physical field. Note here
that the physical field is spin-dependent.
The above argument holds quantitatively only for the
lowest order in l; the Baker-Campbell-Hausdorff formula
gives in Eq. (6) and (7) higher order terms containing σx
and σy . This fact is important in realizing a perfect spin
filter in Sec. III below.
B. Spin-orbit interaction and a vector potential
Let us now generalize the above argument to the case
where we have both a spin-orbit interaction and a vector
potential. The Hamiltonian with the vector potential and
the Rashba interaction is given by [27]
HRSO = 1
2m∗
(
Πx
2 +Πy
2
)
+ α (Πxσy −Πyσx)
=
1
2m∗
[(
px − eAx(~x) + θ h¯
2
σy
)2
+
(
py − eAy(~x)− θ h¯
2
σx
)2]
+ const.,
(11)
where
~Π ≡ ~p− e ~A(~x) (12)
is the generalized momentum operator with the vector
potential ~A(~x). Let us compare the Hamiltonian (11)
with the Yang-Mills Hamiltonian [1]
HYM = 1
2m
[(
px − e˜A˜x(~x)
)2
+
(
py − e˜A˜y(~x)
)2]
,
(13)
where e˜ is the coupling constant and each of the gauge
field components A˜µ is actually a 2×2 Hermitian matrix.
We can make the identification
A˜x(~x) ↔ eAx(~x)− θ h¯
2
σy , and
A˜y(~x) ↔ eAy(~x) + θ h¯
2
σx. (14)
We here set e˜ = 1 for later convenience.
The standard gauge field theory asserts that the phys-
ical field generated by the gauge field ~˜A is [1]
Fµν = i
h¯
e˜
[Dµ, Dν ]
=
(
∂
∂xµ
A˜ν − ∂
∂xν
A˜µ
)
− i e˜
h¯
[
A˜µ, A˜ν
]
, (15)
where Dµ is the covariant derivative defined by
Dµ =
∂
∂xµ
− i e˜
h¯
A˜µ(~x) (16)
with µ, ν = 1, 2, x1 ≡ x and x2 ≡ y. The first term of the
right-hand side of Eq. (15) is the contribution due to the
3rotation of the gauge field, while the last term of Eq. (15)
is the contribution due to the non-Abelian nature of the
Yang-Mills field.
Applying the formula (15) to Eq. (14), we find the
physical field to be
Fxy = −Fyx = eBz + θ2 h¯
2
σz = e
ΦB
S
+ θ
ΦR
S
, (17)
where ΦB = SBz is the usual magnetic flux penetrating
the area S, while ΦR is the flux of the physical field
given by Eq. (10). A parallel discussion shows that the
Dresselhaus interaction gives the physical field
Fxy = eBz − θ2 h¯
2
σz = e
ΦB
S
+ θ
ΦD
S
, (18)
where ΦD is the flux of the physical field generated by
the Dresselhaus interaction.
In both Eqs. (17) and (18), the first term on the right-
hand side is the usual magnetic field coming from a rotat-
ing vector potential, which causes the Aharonov-Bohm
phase, and e is the electron charge. The second term on
the right-hand side is the physical field generated by the
non-commutativity of the Yang-Mills field, which causes
the Aharonov-Casher phase, and θ plays the role of the
charge for the spin-orbit interaction. The two phases are
often explained in the following context; a charged par-
ticle circulating a magnetic flux acquires the Aharonov-
Bohm phase, whereas a magnetic moment circulating an
electric flux acquires the Aharonov-Casher phase. We
emphasize that the standard non-Abelian gauge field the-
ory explains the phases straightforwardly in the unified
way shown in Eqs. (17) and (18). It is our opinion that
the explanation here is more general than the prevailing
explanation of the Aharonov-Casher phase as a phase of
a spin circulating an electric flux. The Rashba coupling
α is indeed proportional to the external electric field, but
the Dresselhaus interaction is induced by a crystal field,
not an external electric field.
We also note that the physical fields in Eqs. (17)
and (18) have no cross terms between the vector potential
and the spin-orbit interaction; the position-dependent
Abelian part of the gauge field (the vector poten-
tial) solely gives the Aharonov-Bohm phase, while the
position-independent non-Abelian part of the gauge field
(the spin-orbit interaction) solely gives the Aharonov-
Casher phase.
A position-dependent spin-orbit interaction would re-
sult in two modifications of the above theory. First, the
constant term of the right-hand side of Eq. (11) would
be a static potential instead. Second, the first term of
the right-hand side of Eq. (15) would include a contribu-
tion from the spin-orbit interaction, and hence the second
term of the right-hand side of Eq. (17) would be position-
dependent. The first modification, in particular, would
result in changes of the energy dependence of the con-
ductance below and hence might hinder the realization
of the perfect spin filter discussed in Sec. III.
FIG. 2: A tight-binding model on the square has the Rashba
interaction. A magnetic flux is penetrating the square. Two
leads of tight-binding chains free of the Rashba interaction
are attached to the left of the point (0, 0) and to the right of
the point (l, l).
III. PERFECT SPIN FILTER
We again concentrate on the Rashba spin-orbit inter-
action hereafter. We stress that the second term of the
physical field (17) is spin-dependent. When an up-spin
electron feels a positive field, the down-spin electron feels
a negative field of the same magnitude. In contrast, the
usual vector potential that generates the usual magnetic
field (the first term of the physical field (17)) is spin-
independent; it creates a phase factor of the same sign
for both up spins and down spins.
Now let us adjust the parameters so that, when elec-
trons circle an interference circuit, the spin-orbit interac-
tion may create the phase ±π/2 for up and down spins,
respectively, and the usual vector potential may create
the additional phase π/2 for both spins. Then the up-
spin electrons acquire the phase factor eipi = −1 while the
down-spin electrons acquire the phase factor 1; the inter-
ference is completely destructive for the up-spin electrons
and completely constructive for the down-spin electrons.
The up-spin electrons would not come out of such an
interference circuit. This constitutes a perfect spin filter.
In the following, we demonstrate that the above idea
is indeed realized in two systems with a slight modifi-
cation. A difference of the reality from the above naive
argument is due to the fact that Eq. (8) holds only in the
lowest order of infinitesimal l. As mentioned at the end
of Sec. IIA, other terms proportional to σx and σy ap-
pear in the phase for a circuit of finite size. Therefore, the
perfect spin filter is realized only for a tilted quantization
axis which diagonalizes the phase factor Uphase. The idea
of the perfect spin filter was presented in Refs. [11, 21],
but both works, employing perturbation theory, did not
elaborate the idea to the extent of tilting the spin quan-
tization axis. The tilt of the spin quantization axis was
taken in Ref. [20] to analyze a spin switch.
A. An interference circuit of a tight-binding model
As a first example, we consider a tight binding model
on a lattice shown in Fig. 2. The four edges on the central
square are subject to the Rashba spin-orbit interaction,
while the left lead (x ≤ 0) and the right lead (x ≥ l)
are free of the Rashba interaction. The magnetic flux Bz
4penetrating the square can be described by the vector
potential
~A =
(
−1
2
Bzy,
1
2
Bzx, 0
)
. (19)
Assuming that the magnetic field is contained inside the
square and not applied on the paths themselves, we ne-
glect the Zeeman term here.
We use the standard definition of the tight-binding
model with the Rashba interaction [28] for the square.
The hopping from (0, 0) to (l, 0) generates the phase fac-
tor e−iθlσy/2. Hence we have the hopping term
−tc†(l,0)e−iθlσy/2c(0,0) = −tc†(l,0) (cθ − isθσy) c(0,0), (20)
where
cθ ≡ cos θl
2
, (21)
sθ ≡ sin θl
2
(22)
and c† and c are the creation and annihilation operators
that have two components:
c†(x,y) ≡
(
c†(x,y)↑ c
†
(x,y)↓
)
, c(x,y) ≡
(
c(x,y)↑
c(x,y)↓
)
. (23)
The hopping from (0, 0) to (0, l) is described by the term
− tc†(0,l)eiθlσx/2c(0,0) = −tc†(0,l) (cθ + isθσx) c(0,0). (24)
The hopping from (0, l) to (l, l) has, in addition to the
above hopping elements, a phase due to the vector poten-
tial (19) of the form e−iel
2Bz/(2h¯) and the hopping from
(l, 0) to (l, l) has the additional phase eiel
2Bz/(2h¯). The
leads attached to the points (0, 0) and (l, l), on the other
hand, are given by the simple tight-binding model:
−t
0∑
n=−∞
(
c†(nl,0)c((n−1)l,0) + c
†
((n−1)l,0)c(nl,0)
)
−t
∞∑
n=1
(
c†((n+1)l,0)c(nl,0) + c
†
(nl,0)c((n+1)l,0)
)
. (25)
The above definitions of the hopping elements give the
phase factor that the spin-up and spin-down electrons at
(0, 0), (
c†(0,0)↑
c†(0,0)↓
)
|vac.〉 , (26)
acquire upon circling the square, in the form
Uphase = e
2piiϕB (cθ − isθσx)(cθ + isθσy)
×(cθ + isθσx)(cθ − isθσy), (27)
where
ϕB ≡ el
2Bz
h
=
ΦB
Φ0
(28)
FIG. 3: The phases of the “up” spin (the solid line) and of the
“down” spin (the broken line) due to the Rashba interaction
of the tight-binding model on a square.
with ΦB ≡ l2Bz being the magnetic flux and Φ0 the flux
unit. The eigenvalues of the 2 × 2 matrix of the phase
factor (27) is given by
e2pii(ϕB±ϕR), (29)
where
ϕR ≡ 1
2π
arccos
(
1− 2 sin4 θl
2
)
. (30)
The phase ϕR due to the Rashba interaction is consistent
with Eq. (8) for small l; see Fig. 3.
Now, adjust the parameters so that
2πϕB = 2πϕR =
π
2
(31)
may hold, or
l2Bz =
Φ0
4
and (32)
θl = 2 arcsin
1
21/4
= 1.997 · · · . (33)
Then the phase factor is completely destructive for “up”
spins and completely constructive for “down” spins,
where the “up” spin and the “down” spin are defined
as the ones that diagonalize Uphase. In the particular
case (31), the “up” spin and the “down” spin are given
by
χ˜+ =
(
2−1/4e−ipi/4
−
√
1− 1/√2
)
=
(
(1− i)× 0.595 · · ·
−0.541 · · ·
)
and (34)
χ˜− =
( √
1− 1/√2
2−1/4eipi/4
)
=
(
0.541 · · ·
(1 + i)× 0.595 · · ·
)
, (35)
5FIG. 4: The transmission coefficients from the left lead to the
right lead of Fig. 2 in the case (31). The conductances with
the output of “up” spins are zero over the entire energy range.
respectively. We note that the spin quantization axis of
these bases is considerably tilted.
We then numerically calculated the transmission coef-
ficients from the left lead to the right lead. We employed
the method using the self-energy of the leads [29, 30].
The transmission coefficient between a spin state λ of
the left lead and a spin state τ of the right lead at the
energy E is given by
Tτλ(E) =
∣∣∣∣∣〈vac.| c(l,l)τ
√
4t2 − E2
E −Hsq − Σ(E) c
†
(0,0)λ |vac.〉
∣∣∣∣∣ ,
(36)
where Hsq denotes the Hamiltonian of the central square
and Σ(E) denotes the self-energy defined by
Σ(E) ≡ E − i
√
4t2 − E2
2
(
c†(0,0)c(0,0) + c
†
(l,l)c(l,l)
)
.
(37)
The formula (36) requires inversion of only an 8× 8 ma-
trix.
Figure 4 shows the transmission coefficients in the
case (31). Here T↑˜↓˜, for example, denotes the transmis-
sion coefficient of the “down” spin on the left lead and
the “up” spin on the right lead. (Remember that the
“up” spin and the “down” spin are defined by Eqs. (34)
and (35), respectively.) Under the condition (31), the
“up” spin electrons indeed do not come out of the cir-
cuit to the right lead for any energy. Thus we realized a
perfect spin filter.
The geometric symmetry between the lower and upper
arms of the interference circuit in Fig. 2 does not seem to
play an apparent role in the above argument. Inspection
of details of the calculation would, in fact, reveal that the
symmetry is crucial in realizing the perfect spin filter for
any energy. Let us consider, for example, the asymmetric
circuit shown in Fig. 5 for the same values of the param-
eter as in Eqs. (32)–(35). The result in Fig. 6 shows that
the perfect spin filter is realized only at particular points
of the energy.
FIG. 5: An asymmetric circuit, where the right lead is at-
tached to the point (l, 0) instead of the point (l, l) as in the
symmetric circuit in Fig. 2.
FIG. 6: The transmission coefficients from the left lead to the
right lead of Fig. 5 in the case (31). The conductances with
the output of “up” spins are zero only at particular points of
the energy.
B. A quantum ring
As a second example of the perfect spin filter, we con-
sider a quantum ring of radius R with two quantum wires
attached (Fig. 7). The Hamiltonian of the quantum ring
(0 ≤ φ ≤ 2π) with the Rashba spin-orbit interaction is
given by [31, 32]
Hring = h¯
2
2m∗R2
(
−i ∂
∂φ
− ϕB − θR
2
σr
)2
, (38)
where
ϕB ≡ eπR
2Bz
h
=
ΦB
Φ0
, (39)
FIG. 7: A quantum ring of radius R with the spin-orbit inter-
action with two leads of quantum wires without the spin-orbit
interaction attached to the points φ = 0 and φ = pi. A mag-
netic field Bz penetrates the ring.
6FIG. 8: The phases of the “up” spin (the solid line) and of the
“down” spin (the broken line) due to the Rashba interaction
of a quantum ring.
θ ≡ 2m
∗α
h¯
, and (40)
σr ≡ σx cosφ+ σy sinφ. (41)
The leads attached to the quantum ring at φ = 0 and
φ = π are simple quantum wires free of the Rashba in-
teraction:
Hleads = − h¯
2
2m∗
∂2
∂x2
. (42)
We can exactly obtain the eigenfunction of the ring
Hamiltonian (38) in the form [9]
Ψ±±(φ; kφ) = e
i(±kφ+ϕB±ϕR)φe−iβσφ/2χ± (43)
with the eigenvalues
E =
h¯2kφ
2
2m∗R2
, (44)
where
ϕR ≡ 1
2
(√
1 + θ2R2 − 1
)
, (45)
σφ ≡ σy cosφ− σx sinφ, (46)
β ≡ arctan θR (47)
and χ± are the eigenfunctions of σz . The first sign of
the subscript of Ψ±± denotes the sign of the momentum
and the second sign denotes the sign of the spin. The
phase ϕR due to the Rashba interaction is consistent with
Eq. (8) for small R; see Fig. 8. The wave function (43)
at φ = 2π is
Ψ±±(2π; kφ) = e
±2piikφUphaseχ± (48)
with the phase factor
Uphase ≡ e2pii(ϕB±ϕR)e−iβσy/2. (49)
We now realize the perfect spin filter by adjusting the
parameters so that
2πϕB =
π
2
+ 2mπ and 2πϕR =
π
2
+ 2nπ (50)
may hold, where m and n are integers. The condi-
tion (50) translates to
πR2Bz ≡ 1
4
Φ0,
5
4
Φ0,
9
4
Φ0, . . . (51)
for m = 0, 1, 2, . . . and
θR ≡
√
5
2
,
√
45
2
,
√
117
2
, . . . (52)
for n = 0, 1, 2, . . .. The eigenfunctions of the phase factor
Uphase are
χ˜± = e
−iβσy/2χ± (53)
and, in the case (50), are
χ˜+ =
1√
6
( √
5
1
)
=
(
0.913 · · ·
0.408 · · ·
)
and (54)
χ˜− =
1√
6
( −1√
5
)
=
( −0.408 · · ·
0.913 · · ·
)
. (55)
Again, the spin quantization axis of these bases is con-
siderably tilted.
We calculated the transmission coefficients following
Ref. [9]. We first assume the amplitudes of the left-
going and right-going wave functions separately for the
left lead, the portion 0 < φ < π of the ring, the por-
tion π < φ < 2π of the ring, and the right lead. This
amounts to sixteen amplitudes in total when we take the
spin degree of freedom into account. The continuation of
the wave function at φ = 0 and φ = π give eight condi-
tions and the conservation of the generalized momentum
at φ = 0 and φ = π give four conditions. We thus end
up with four degrees of freedom. We obtain the S matrix
of the quantum ring by expressing the four amplitudes
of the out-going waves (the left-going wave on the left
lead and the right-going wave on the right lead with spin
up and down) in terms of the four amplitudes of the in-
coming waves (the right-going wave on the left lead and
the left-going wave on the right lead with spin up and
down). The off-diagonal 2×2 block of the 4×4 S matrix
give the transmission coefficients.
Algebra shows us that the transmission coefficients
have the factors
T↑˜↑˜, T↑˜↓˜ ∝
∣∣∣1 + e2pii(ϕB+ϕR)∣∣∣2 and (56)
T↓˜↑˜, T↓˜↓˜ ∝
∣∣∣1 + e2pii(ϕB−ϕR)∣∣∣2 , (57)
where ↑˜ and ↓˜ denote, respectively, the “up” spin χ˜+ and
“down” spin χ˜− diagonalizing the phase factor Uphase.
Hence we identically have T↑˜↑˜ = T↑˜↓˜ = 0 in the case (50),
7FIG. 9: The transmission coefficients from the left lead to the
right lead in the case (50). The conductances with the output
of “up” spins are identically zero over the entire energy range.
which is demonstrated in Fig. 9. We again achieved a
perfect spin filter.
Let us estimate the parameters for the condition (50).
Using the experimental values
αh¯ = 3× 10−11[eV m] and (58)
m∗ = 0.041me (59)
for an InGaAs/InAlAs heterojunction [33], we have
R ≃ 40[nm], 110[nm], 180[nm], . . . and (60)
Bz ≃ 0.15[T], 0.02[T], 0.008[T], . . . (61)
for m = 0 and n = 0, 1, 2, . . .. The ring radius is quite
less than the one in a recent experiment [14] observing
the Aharonov-Casher phase, but may be achievable in
experiments.
IV. SUMMARY
In the present article, we showed that the Rashba spin-
orbit interaction can be analyzed with a non-Abelian
gauge field theory. The Aharonov-Bohm phase and the
Aharonov-Casher phase are discussed in a unified way.
The analysis gives an idea for realizing a perfect spin
filter. We indeed achieved perfect spin filters in two in-
terference circuits.
After submitting the first version of the present
manuscript, we noticed a recent paper on a spin filter [34].
They considered the same situation of the quantum ring
but realized a spin filter only at separate points of the
energy; see Fig. 2 of Ref. [34]. We presume that this
is because they did not tilt the quantization axis of the
spin.
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