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Abstract:
This diploma thesis presents experimental evidence of a theoretical concept which
predicts the self-organization of 8-layers of silicon nanoclusters in the buried oxide of
a M08-like structure. This approach of "bottom-up" structuring might be of eminent
importance in view of future semiconductor memory devices.
Unconventionally, a 15 nm thin 8i02 layer, which is enclosed by a 50 nm poly-Si capping
layer and the Si substrate, is irradiated with 8i+ ions. Ion impact drives the system to
astate far from thermodynamic equilibrium, Le. the local composition of the target
is modified to a degree unattainable in common processes. A region of 8iOx (x<2) -
where x is a function of depth - is formed which is not stable.
During annealing, the system relaxes towards equilibrium, Le. phase separation (via
spinodal decomposition and npdeation) sets in. Within a certain time window of
annealing, the structure of the system matches with a structure similar to the multidot
non-volatile memory device, the principal character of which is a 2D layer of 8i nano-
clusters of ::::::3 nm in diameter which is embedded in a 3D 8i02 matrix at a distance of
::::::3 nm from the 8i substrate.
The physical mechanisms of ion mixing of the two 8i-8i02 interfaces and subsequent
phase separation, which result in the desired sampie structure, are elucidated from the
viewpoint of computer simulations. In addition, experimental evidence is presented
based on various methods, including TEM, RB8, and SIMS. A novel method of Si nan-
ocluster decoration is of particular importance which applies Ge as contrast enhancing
element in TEM studies of tiny 8i nanoclusters.
Kurzfassung:
In dieser Diplomarbeit wird der experimentelle Nachweis eines theoretischen Konzepts
präsentiert, welches die Selbstorganisation von Silizium-Nanoclustern in 8-Schichten
vorhersagt, die in das vergrabene Oxid einer MOS-Struktur eingebettet sind. Diese
Methode der "Bottom-Up-Strukturierung" könnte von hoher Bedeutung in Hinblick
auf zukünftige Halbleiterspeicherbauelemente sein.
In unkonventioneller Weise wird eine 15 nm dicke Si02 Schicht, welche zwischen eine
50nm Poly-Si Deckschicht und das Si-Substrat eingebettet ist, mit Si+ Ionen durch-
strahlt. Die in den Festkörper eindringenden Ionen treiben das System zu einem Zu-
stand, der weit vom thermodynamischen Gleichgewicht entfernt ist, d.h. die lokale
Zusammensetzung der Probe wird zu einem so hohen Grade modifiziert, wie er in
herkömmlichen Prozessen nicht erreichbar ist. Ein Bereich von nichtstabilem SiOa:
(x<2) - wobei x eine Funktion der Probentiefe ist - wird gebildet.
Während der Ausheilung relaxiert das System hin zum Gleichgewicht, d.h. Phasen-
separation (über den Weg der spinodalen Entmischung und der Nukleation) setzt ein.
Innerhalb eines bestimmten Zeitfensters der Ausheilung entspricht die Systemstruk-
tur einer Struktur, die der eines nichtflüchtigen Halbleiterspeicherbauelements ähnlich
ist, dessen Hauptmerkmal eine zweidimensionale und ebene Anordnung von Silizium-
Nanoclustern von ~3nm im Durchmesser ist, die in einem Abstand von ~3nm vom
Si-Substrat in die dreidimensionale Si02 Matrix eingebettet ist.
Die physikalischen Mechanismen des Ionenmischens der zwei Si-Si02-Grenzflächen sowie
der anschließenden Phasenseparation, welche in der gewünschten Probenstruktur re-
sultieren, werden mit Hilfe von Computersimulationen beschrieben. Weiterhin werden
experimentelle Nachweise erbracht, die auf verschiedenen Analysemethoden beruhen-
darunter TEM, RBS und SIMS. Von besonderer Bedeutung ist eine neuartige Methode
der Si-Nanocluster-Dekoration, die sich Germaniums bedient, welches den Kontrast von
winzigen Si-Nanoclustern in TEM-Untersuchungen erhöht.
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Abbreviations
The following acronyms are used in order to avoid frequently occurring and space
consuming expressions. Common scientific and technological terms were taken into
account.
AC
BC
CMDS
CS
CM
dpa
DC
EOR
alternate current
binary collision
complementary metal-oxide-silicon
cross-section
center of mass
displacements per atom
direct current
end-of-range
EEPROM electrically erasable programmable read only memory
FN
FT
IBS
KLMC
MOS
Fowler-Nordheim
Fourier transfrom
ion beam synthesis
kinetic lattice Monte-Carlo
metal-oxide-semiconductor
MOSFET metal-oxide-semiconductor field-effect transistor
NC
NN
OR
PV
PVD
RBS
RF
RT
nanocluster
nearest neighbor
Ostwald ripening
plane-view
physical vapor deposition
Rutherford backscattering spectrometry
radio frequency
room temperature
iii
IV
RTA
Sen
SBE
SIMS
SIMOX
TEM
ToF
ULSI
rapid thermal annealing
sampIe configuration n (n = {1, 2, 3})
surface binding energy
secondary ion mass speetroscopy
separation by implantation of oxygen
transmission electron microscopy
time-of-fiight
ultra-large-scale integration
ABBREVIATIONS
Chapter 1
Morphogenesis
Aggregation and subsequent formation of condensed matter results in various kinds of
physical structures. This process of structurization is generally entitled morphogenesis.
Throughout human history, numerous philosophers, theologians, and scientists dedi-
cated themselves to this elemental subject in order to explain shape and order of
physical objects.
Scientific observations have shown that the organization of matter does not necessarily
require divine influence. Matter is able to structure itself, macroscopically as weIl as
microscopically. Self-organization is important as it indicates that the evolution of
inanimate and, consequently, also of animate entities can be understood in terms of
the physical and chemical parameters of the system under study.
Here, we consider the self-organization of physical structures on the nanometer scale -
in particular the self-organization of an ensemble of nanoclusters. A nanocluster (NC)
is in first approximation a spherical agglomerate of several hundreds to a few thousand
atoms which is embedded in a host matrix. Therefore, probabilistic considerations are
obligatory in order to physically describe evolution and organization of an NC ensem-
ble. Consequently, we tend to describe the corresponding order mechanisms applying
statistical, Le. thermodynamic principles.
From a thermodynamic point of view, the discussion of mechanisms concerning order is
inseparably connected to its opposite, Le. disorder. The second law of thermodynamics
contains fundamental features as it introduces entropy, 8, as an attractive quantity for
isolated systems. Ludwig Boltzmann was the first to interprete an irreversible increase
of entropy as an indication of growing atomic disorder [FAI90, EBW98J. Dnce an iso-
lated system has reached the state of maximum entropy, Le. the most disordered or
most probable state (8 = kBlnP), it has reached thermodynamic equilibrium.
Likewise, in the case of closed systems (at constant volume and temperature) equilib-
rium is defined by the minimum of another thermodynamic potential- the free energy
F = E - T 8. This implies that in closed systems equilibrium is an ontcome of the
balance between energy and entropy wmch is decisively determined by the weighting
factor temperature.
Given these considerations one couldconclude that a physical system evolves irre-
versibly towards extreme values of thermodynamic potentials such as entropy or free
energy and that differences in the system are equalized bY reaching a singleand most
disordered state. This scenario was thrillingly articulated by Rudol! Cla.usius who
nominated the constant increase of entropy the "heat death" of the nniverse.
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Yet, evolutionary processes which lead to complexity are known and ordered structures,
which are in extreme contrast to "equilibrium structures," occur. The decisive charac-
teristic of these systems is their openness, Le. the exchange of matter as weH as energy
with the surroundings. External influence can drive a physical system from astate at
or elose to equilibrium to a non-equilibrium state. In the present case, non-equilibrium
is the key for the formation of an ensemble of NOs.
In a fascinating manner, Nobellaureate Ilya Prigogine announced non-equilibrium to
be a "source of order" [PRI77, PRI84]. He introduced dissipative structures as stable
structures which are formed far from equilibrium and beyond critical parameters. By
dissipativity one understands the "export" of entropy. In agreement with the 2nd law
of thermodynamics, such dissipative processes can only occur in parts of the universe.
They result in ordered structures - or metaphorically speaking in "islands of order"
[EBW98].
At this very moment of the prologue, the ion beam comes into playas an instrument
to transport both matter and energy into a targeted system. As a result of ion bom-
bardment, the target is forced towards non-equilibrium since its atomic composition is
compulsorily changed. This transformation may cause supersaturation in the system
as the atomic concentration of the incoming ion species exceeds a critical value, namely
the maximum equilibrium solubility in the solid. Similarly, stochiometric excess of ma-
trix components may be achieved by collisional mixing of interfaces.
The system responds to these compositional changes by phase separation, as a result of
which stable precipitates are formed. Originating in non-equilibrium, these structures
arrange their position and shape in a self-organizing manner, Le. they evolve to an
ensemble of NOs. Note, that the system is "closed" after ion irradiation and, therefore,
relroces from now on towards thermodynamic equilibrium. Thus, the order of the NO
ensemble is of transient nature.
To a certain degree, the path of relaxation can be controlled from the outside by adjust-
ing the physical parameters of the system. On the way towards equilibrium, the system
runs through a large number of intermediate states which correspond to local minima
of the thermodynamic potential. If such a midway state matches with a nanostructure
of physical or tecb.nological interest, the relaxation process can simply be stopped by
rapidly dropping tue temperature of the system. Such "frozen" structures are highly
remarkable because they would not have been producible applying conventional pro-
cesses which apply quasi-equilibrium thermodynamies. .
Prom a technological point of view, NOs, which are arranged in a two-dimensional pat-
tern within a three-dimensional matrix, are of particular interest with regard to future
semiconductor memory devices. Therefore, morphogenetic methods are required which
go far heyond the hitherto applied techniques of semiconductor device fabrication. In
this context, self-orgamzation of NOs resulting from ion beam treatments and subse-
quent phase separation is a highly favorable approach.
Besides an euphoria, a careful and sophisticated choice of the physical parameters is
essential in order to guide the system along the specific relaxation path which cor-
responds to the desired NO arrangement. With good reason, Heinig et al. [HEK03]
articulate in a Shakespearean. manner the wish of "taming" nanostructures.
3The goal of this work is to present methods which experimentally confirm the theoret-
ical concept of self-organization of an NO ensemble in the oxide of a MOB structure
which was irradiated with ions previously.
For this purpose, the physical and technological background of the desired Ne arrange-
ment is discussed in chapter two, at first.
The subsequent chapter portrays structure and preparation of the sampIes involved in
the experimental investigations and characterizes the methods of sampIe analysis.
Ohapter four deals with ion-solid interactions which drive the system to astate far
from equilibrium. The structural modifications of the paxticular sampIes are examined
from a simulative and experimental point of view.
The relaxation path of the system towards equilibrium is discussed in chapter five. The
mechanisms which lead to the formation of the desired Ne alignment are theoretically
portrayed and experimentally confirmed.
The last chapter summarizes the results and suggests further investigations on this
field of physical research.
Chapter 2
Physico-Technological Motivation
Struetures on the nanometer scale are of tremendous interest in many fields of scienee
and teehnology and, therefore, they have intensively been studied in reeent years.
Partieularly in semieonduetor teehnology, the fabrication of future memory deviees
depends strongly on the ability to reduee device dimensions. The subsequent seetions
briefly throw light on the principal physical 83 well as teehnologieal peeuliarities of
nanosized entities - of nanoclusters, in partieular.
2.1 Properties of Nanostructures
Nanostruetures are in respeet to their proportion eonsidered 83 mesoscopic1 systems.
As soon as the strueture size deereases and approaches the low nanometer range, the
physieal properties of the system under study beeome notieeably functions of size in
eomparison with the eorresponding bulk values.
For teehnologieal reasons mentioned below, the NCs, whieh are eonsidered within the
frame of this thesis, eonsist preferably of semieondueting materials sueh 83 Si or Ge.
The NC diameter ranges between one and a few nanometers. That indieates that the
NC dimension is eonsiderably larger than a diatomic bond length2 but signifieantly
smaller than the hitherto minimum feature size in semieonduetor deviee fabrication. 3
Due to the tininess, the NC ean be eonsidered 83 quantum dot or "artificial atom", i.e.
its eleetronie states are quantized and the density of states ll(E) is singular, e.i.
(2.1)
for an eleetron gas oeeupying the quantized energy level Ea . The energetic spacing
between neighboring energy levels inere83es with decreasing cluster size. Given an
insulating matrix surrounding the NC, the cluster ean be regarded 83 a potential weIl of
finite depth. In order to illustrate this energetie peeuliarity, the Ne ean be interpreted
83 a spherieally symmetrie potential wen. Therefore, the wave function wer) ofabound
eleetron is expeeted to be spherieally symmetrie, too. Thus, the Schrödinger equation
is separable and the radial component of wer) = R(r}8(O)'P(4» obeys for a particle
of effeetive m83S m* the following relation (angular momentum is not considered here,
i.e. l=O):
IGk. l1EO'o<; = middle; intermediate.
2For example, dSi-Si = O.235nm.
3Nowadays, ULSI lithography minimally reaches O.13j.tm.
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(2.2)1/,2 (2 0 (}2)
-- --+ - R(r) +V(r)R(r) = ErR(r) .
2m* r or or2
In figure 2.1, numerical solutions (spherical Bessel functions) for a spherical quantum
dot of 3 nm in diameter are presented which were calculated with EFSDOT, a numerieal
simulation program by Harrison [HAPOO].
--0=1
--n=2
Ol----'Ir--~=::::=:-_I
0.0 0.5 1.0 1.5 2.0 2.5 3.0
r(nm)
.. ..
~
.....
--n=1
--n=2
2.5 3.0
Figure 2.1: The radial components of the wave functions 'ljJr and the cor-
responding charge densities r 2'ljJ; of the two lowest energy states in a 3 nm
spherical quantum dot.
In this context, the cluster acts as a trap for particles, e.g. electrons or holes, since
it confines particles with zero classical degrees of freedom. This effect of quantum
(or rather particle) confinement is a principle electronic aspect of the nanostructures
investigated in the present work.
A further striking feature of nanosized dimensions is tunnelling of charge carriers, Le.
the penetration of particle wave functions through a narrow potential barrier which
they could not overcome in the corpuscular picture of classical physics. Quantum
Mechanics claims that tunnelling through a finite potential barrier requires an empty
state on the same energy level on the opposite side. Therefore, it is probabilistically
favorable to provide on the one side of the potential barrier spatially extended systems,
such as bulk semiconductors, which have a continuous band of energy levels. Thus,
charge carriers of corresponding energy can fiow through the potential barrier on or off
a quantized energy level in the NC4 (see fig. 2.2).
4The number of electron energy levels in a NO is finite.
r
-2R
Figure 2.2: The narrow bar-
rier on the left side permits tun-
nelling of particles with energy Ep
(0< Ep < E) through the barrier oc-
cupying the quantized energy levels
Ei and E2 in the cluster.
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As soon as the barrier width falls below a characteristic value, which mainly depends
on the height of the barrier, the tunnel probability drastically increases resulting in the
observation of a substantial tunnel current. Concerning this, different tunnel mecha-
nisms exist which are specified in section 2.3. By applying external electric fields to the
system the shape of potential barriers and wells can partially be manipulated which
may result in a desired electronic behavior.
In addition, semieonducting NCs show a size-dependent energy gap, as demonstrated
in fig. 2.3, which inherently affects the electronic behavior.
3.0 ~--""""--"----'--""'---'---r-----.
2.0
>Q)
->. 1.0EIQ)
c:
W
0.0
-- valence band edge
----- conduction band edge
-.- nanocrystal band gap
10.02.0 4.0 ao 8.0
Nanocrystal Diameter (nm)
-1.0 '--_.l-..L,.-__-'--__-'--__-'--_-...J
0.0
Figure 2.3: The band gap energy as function of the NO radius is shown
for a spherieal Si quantum dot. These graphs were ealeulated by a tight-
binding technique. Here, the band edge positions have an uncertainty of
O.05eV. [KIL97, TAT92]
Moreover, NOs are fascinating from a stereometrie point of view since their surface-
to-volume ratio is significantly larger in comparison with bulk materials which implies
that the properties of the NOs are remarkably determined by surface or rather interface
contributions. For example, the impurity equilibrium solubility, c, of monomers above
a curved surfaee increases exponentially with decreasing curvature radius R whieh is
expressed in the Gibbs-Thomson relation [STM96, STM01]:
GT (Re)c (R) = cooexp R . (2.3)
This equation becomes of particular interest during growth andarrangement ofan
ensemble of NCs which is examined in chapter 5 in detail.
2.2 Technology Roadmap of Nanoelectronics
Under the predietive pressure of Moore's law, postulating that the processing power of
microelectronic circuits doubles every 18 months, technologists have pushed semicon-
ductor devices to smaller and smaller dimensions over the last four decades [TRNE].
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This permanent reduction of device dimensions has generated tremendous technical
and economic benefits which concern for instance
• higher operating speeds,
• higher data storage densities,
• lower power consumption, and
• extremely reduced fabrication costs per bit.
Until today, a minimum feature size in semiconductor device fabrication of O. 13t"m
has been achieved. Enormous eHort was put into optimization and improvement of
conventional circuit scaling technologies which are mainly based on lithographic meth-
ods. This conservative top-down approach, however, will face serious difficulties in the
remote future because the physical limits of optical lithography, i.e. the continuous
wave length lowering, come into sight - quite apart from gigantic developmental costs.
Therefore, it seems more than reasonable to develop alternative and unorthodox meth-
ods.
Prom a fundamental point of view, the generation of structures in the reverse mode,
i.e. in the bottom-up approach, is highly promising. Nonetheless, in accordance with
the "unwritten law of conservation of difficulty," important physical and technologi-
cal questions remain to be answered which concern the assembly of single atoms or
moleeules culminating in the formation of nanosized structures, e.g. NOs, and even
complex patterns of these structures.
As mentioned previously, the ability of matter to structure and to organize itself is a
key element in the strategy of building up nanosized species. The physicists' and tech-
nologists' community has encountered severe difficulties in finding appropriate physical
process parameters which lead to well-defined and mono-disperse species.
The Technology Roadmap for Nanoelectronics [TRNE] summarizes the demands on
the bottom-up approach for becoming competitive to conventional top-down methods
as follows:
Self-assembled structures
1. must be locatable at a desired position in space,
2. must be electronically addressable, and
3. must be integrative in OMOS technology.
The latter demand limits the choice of elements, from which self-assembled nanostruc-
tures can be constructed, to a few metals and semiconductors.
The most favored element is doubtlessly silicon since it is physically and chemically the
most investigated material worldwide.5 Moreover, Si does not electronically interfere
with the functionality of already existing devices in OMOS technology. The same holds
for Ge due to the equal number of valence electrons. Besides that, Ge shows chemieal,
crystallographic, and electronic properties similar to Si.
5Anthropologically speaking, we are living in the Silicon Age!
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In the previous section, the possibility of electron (or hole) trapping was pointed out as
a striking physical feature of NOs. Ifcharge carriers like electrons or holes were confined
in a potential wen a quantum dot memory could be realized. For this purpose, two
well-distinguishable characteristic curves of the memory device - micro-electronically
speaking "0" and "1" - have to been defined referring to the occupied or empty poten-
tial wen. If one imagines a single bit being reliably stored and erased in a single NO,
data storage densities would rapidly scale up by many orders of magnitude beyond the
hitherto achieved values. Instantly, this scenario reminds of Feynman's vision concern-
ing the "plenty of room at the bottom." [FER59]
Besides data storage density, other relevant electronic properties of memory devices
are subject of improvement, as for instance retention time, operating voltage, or en-
durance. With respect to this, figure 2.4 compares future quantum dot memory devices
with conventional memory devices.
Conventlonai Memory Quantum Dot ;\iemory
BRAM: Flash SET NllnQ-flash Yano-type
~1ultidot Single dot
mtdJm-,
.'
dc:mol"}'
Bode'
del·jee /I.,..llinl: iIII$b'ueture g2t~ -
readtime --6nll ~6 ßll 1 ns "'10 ßll ~lOJI$ "20l.lS
write time ~6ns 1ms I JlS -100 ßll <1.~ -10 J.ls
erll$l! time < Ins
- 1111$ <: 1 ns -1 ms <lms -10j.lS
retention 250111$ -10yenl1l -ls -lweek "5 s -I daytime
endllranee infinite 10" infinite 1~ ur lOT
q'de$
<lperating ISV IOV IV SV 10V 1:5 V
voltolge
"oltage for
state 0.2 V 3,3 V -tU.IV 0.65 V 0.1 V O.SV
inver$ioll
eleefroll
104
1 (exCluding 00 to 1 lexeluding no :2 {cxeludinj; llo
R\!Imberto 250 cb.1nge gate HJ' to eMngc gate to ch.1n!:l<' gJIll
write bit potential} potential) potentialI
«11 siz" 8.5 Pibit ~9f1ibit 9·12 Firnt 9pl.!bil 9F:bit 2f%ir
Figure 2.4: This figure presents a comparison between conventional, multidot, and
single dot electron memory devices according to the Technology Roadmap of Nano..
electronics [TRNE]. Here, the cell size is given in units of the minimum feature size
squared per bit (F2/bit).
Depending on the field of application, various memory devices are employed -among
of which non-volo.tile memories. They allow data storage without frequent external
refreshment, Le. the information is reliably stored Over long periods of time withollt
power supply.
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Today, the conventional flash memory is used for this purpose. This type of memory
is structured like an ordinary MOSFET, whereas a so-called "floating gate" (which is
usually a few nanometer thick poly-Si layer) is incorporated in the transistor's gate
oxide. By charging or erasing the floating gate, two well-distinguishable states, "0"
and "1", are realized (see fig. 2.5).
CHANNEL
CONDUCTANCE lmhosl
It-ISULATOR 2
INSULATOIII
• p+~
n-Si
FLOATING GATE
-20 -15 -10 -5 0 5 10 15
Figure 2.5: Electrons from the Si substrate are injected through the tunnel
oxide (insulator 1) in the floating gate by applying a sufficient gate volt-
age VG' Thus, a threshold voltage shift .6.VT of the transistor is generated
defining two well-distinguished states in terms of the transistor's channel
conductance 9D [SZS81].
Conventional floating gate memories, however, show one decisive disadvantage. One
single defect in the tunnel oxide can cause the discharge of the entire floating gate.
A defect in the tunnel oxide may act as drain through which electrons, Le. the car-
riers of information in this case, dissipate. Thus, conventional floating gate memories
have tunnel oxide thicknesses of several (8...12) nanometers in order to prevent charge
dissipation. These oxide thicknesses, however, merely permit Fowler-Nordheim (FN)
tunnelling through a triangular oxide barrier [SZS81] (see fig. 2.6). FN tunnelling re-
quires high electric fields in order to achieve a sufficient band deformation (see ibid.).
Before WrIllng Figure 2.6: The band deformation gener-
ated by the applied gate voltage causes FN-
like tunnelling from the Si substrate through
a triangular barrier to the poly-Si floating
gate. The tunnel current, JFN , rapidly de-
creases when the total charge of the float-
ing gate reduces the value of the electrical
field strength, E, in the tunnel oxide [SZS81,
SZS98]: JFN <X E2 • exp (-1/E). This phe-
nomenon is generally known as "Coulomb
blockade."
Electrons, whicb. are accelerated by high electric fields, are likely to break atOmlC bonds.
These hot carrier transport mechanisms cause the electrical degradation of the oxide
which additionally limits endurance and data retention of the conventional floating
gate memory cello
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One potential way to overcome these handicaps are quantum dot nano-flash memories
(see fig. 2.4). The intermediate step from conventional flash memories towards the
single dot nano-flash memory is the "multidot" nano-flash memory (framed in red
ibid.). Here, the floating gate is broken up into a large number of electrically insulated
quantum dots which act as individual charge traps. Thus, collective charge dissipation
of the entire floating gate is prevented. Besides that, the multidot nano-flash memory
exhibits further advantages which are - together with structural peculiarities - the
object of illustration in the subsequent section.
2.3 Multidot Non-volatile Memory
The characteristic concept of a multidot non-volatile :f:l.ash memory is the usage of a
layer of equally sized NOs, which are a few nanometers in diameter, as :f:l.oating gate
instead of a continuous poly-Si layer (see fig. 2.7). For the first time, this concept was
published by Tiwari and coworkers [TIS96a, TIS96b].
Figure 2.7: A modified MOSFET cell which cont,ains a o-layer ofNOs, each
of which is surrounded by Si02. The NO layer is aligned parallel to the Si
substrate, from which it is separated by a tunnel oxide (ttox ~ 3um).
Insulating of individual NOs by a surrounding Si02 matrix prevents charge 10ss of the
entire floating gate. In the case of 10cal defects in the tunnel oxide, only those NOs are
discharged which are positioned in the very region of the defect, whereas the majority of
NOs remains charged and, thus, the information of the memory cell can be preserved.
This requires, however, an average distance between single NOs in the range of the
tunnel oxide thickness. Otherwise, thermally assisted quantum mechanical tunnelling
of electrons from cluster to cluster is probable which results in information loss aB well.
This phenomenon, known as charge percolation, limits the NO density in the cluster
layer which was structurally investigated by Müller et al. [MUT02].
Since total charge dissipation is prevented, the tunnel oxide of a multidot floating gate
structure can be very thin (~3 um) which allows direct quantum mechanical tunnelling
of electrons as charge injection mechanism.
Tiwari et al. [TIS96a, TIS96b] pointed out that low electric fields of about 2 to 5 MeVcm-1
are sufficient6 and that the barrier, through which the electrons tunnel, remains trape-
6The corresponding gate voltage Va ranges from 3 to 7.5 V for a total oxide thiclmess of 15 nm.
In comparison, common poly-Si floating gate memol'ies operate at gate voltages between 12 and 20 V.
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zoidal (see fig. 2.8). Thus, the power consumption of the memory device can be re-
duced, and the oxide remains much longer electrically functional.
Write
channel
gate
_~_(lßStore
Figure 2.8: The band diagram is schemati-
cally drawn for charge injection, storage, and
removal. Electrons tunnel quantum mechan-
ically through a thin oxide to/from the clus-
ter depending on the polarity of the applied
electric field (after [TI896a]).
Again, Coulomb blockade effects occur de~
pending on the capacitance eNC of individual
NCs.
(2.4)
The storage of electrons in the NC ö-layer causes a shift of the M08FET's threshold
voltage, ..6..VT , which defines two well-distinguishable electronic states as pointed out
previously. Assuming that a single electron is stored per NC, this threshold voltage
shift is given by [TI896a]:
qnNC ( EOX )
..6..VT = -- t cont + -2tNC ,
EO Eox ESi
where nNC denotes the NC density, EO, Eox, and ESi permittivities, q the magnitude of
electronic charge, t cont the control oxide thickness, and tNC the average dimension of
the NCs. In order to achieve an electronically reasonable threshold voltage shift (see
fig. 2.9) of some hundred millivolts, NC densities of about 1012 cm-2 are required7 .
Emse
Gate Voltage
Figure 2.9: Raising the gate voltage
causes electron injection into a mul-
tidot floating gate structure, as a re-
sult of wmch a shift in the threshold
voltage of the M08FET, AVT , is ob-
served. The two well-distinguishable
characteristic curves express the usabil-
ity as memory cello (after [8Z898].)
The quantum mechanical tunnel mechanism assumes an ideal, Le. an stoichiometrically
and electronically integer, tunnel oxide. In reality however, the potential barrier is less
perfeet due to 8i-8i02 interface states or defects within the oxide itself, all of which
may affect and induce further tunnel mechanisms [8Z881]. In addition, these different
processes may overlap and assist themselves in a certain parameter range which com-
plicates the description of the electron injection mechanism to a further degree.
A discussion of these various processes is beyond the scope of this work. The inter-
ested reader is referred to the literature (see, for example, [8HY98] and given references
therein).
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Likewise, the charge storage mechanism of multidot memory structures is still under
intense discussion [SHY99]. The picture of electrons falling in the potential weIl of a
NO, where they are three-dimensionally confined, does not exclude the possibility that
electrons are directly trapped by oxide defects or by defects at the interface between
the NOs and the Si02 matrix.
The synthesis of a MOS-like structure containing a NO layer at a distinct position in
the oxide has become a severe challenge for materials scientists and physicists. Dif-
ferent technologies have been investigated based on disparate physical and chemical
processes, as for instance OVD [TIS96a, TIS96b, HRB03], PVD [SOJ03], or conven-
tional IBS [OHT94, BOJ99., BOJ02]. In order to attain the above described memory
behavior, all methods have to meet the following structural aspects of the multidot
memory ceIl:
• Si (or Ge) as preferred NO material,
• an approximate NO density of 1012 cm-2 in the o-layer,
• NOs of roughly 3 nm in diameter,
• isodistant and isodiametric NOs,
• a tunnel oxide thickness of 2 to 3nm, and
• an electronically and stoichiometrically integer oxide.
Besides these tough structural demands, the technological process has to be reliable as
weIl as reproducible to a high degree of precision.
An unconventional method to produce a NO o-layer was suggested by Heinig et al.
[HEKOI, HEK03]. They theoretically predicted the NO o-layer formation by means of
self-organization. This novel ''bottom-up'' approach is roughly divided into two parts:
1. medium energy ion irradiation through a MOS structure causing ion mixing of
the Si-Si02 interface and
2. subsequent phase separation by thermal treatment.
A single medium energy ion implantation step provides the advantage of being entirely
compatible and integrable in OMOS technology. Differently from conventional IBS of
NOs, the excess of Si in the Si02 matrix is generated by ion mixing of the Si-8i02
interface rather than by direct Si implantation into the oxide.
Earlier experimental investigations, in which aconventional Si02 layer on topof a 8i
substrate was irradiated, suggested the correctness of this theoreticalconcept.
However, experimental evidence, that an irradiated MOS structure exhibits NO o-layers
in the oxide after thermal treatment, still has to be given. It becameapparent that
the direct structural proof of the existence of a 8i NO layer within Si02 is very difficult
due to the peculiarities of the principal method of analysis - common high resolution
TEM.
The goal of this work is to present experimental evidence (including TEM) concerning
theexistence of Si NO o-layers in the oxide of a M08 structure after ion irradiation
and subsequent phase separation. Thus, the theory of self-organization of NOs in a
o-layer would be strongly supported.
Chapter 3
Preparation and Analysis
In order to illustrate the course of experimental investigations, the initial configuration
of the sampIes, the course of sampIe preparation, and the analytic methods, which
were used to determine the structural outcome of ion mixing and subsequent phase
separation, are addressed in this chapter.
3.1 Initial SampIe Design
Different MOS layer stacks, wmch are illustrated in the figures 3.1, 3.2, and 3.3, were
experimentally examined. The structural variations originate from the choice of mate-
rials resembling the gate of the MOSFET.
Unfortunately, amorphous (and even crystalline) Si NCs of 2...3nm in diameter within
a Si02 matrix are not observable in TEM due to the weak Z-contrast. Thus, Ge was
used to decorate the Si clusters by enhancing the contrast in TEM. Accordingly, three
different layer structures were investigated two of which contain a Ge layer. The corre-
sponding physical and analytical background is discussed in the subsequent chapters.
50nm poly-Si
15nm 8102
(100)81 substrate
50nm poly-Si
(100)81 substrate
Figure 3.1: Block diagram of sampIe con-
figuration 1 (SC1).
The original MOS structure - a poly-Si
gate on top of the gate oxide.
Figure 3.2: Block diagram of S02.
A Ge layer was inserted in between poly-Si
and the oxide as a first variation of 801 in
order to improve the contrast of the NOs
in TEM.
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Figure 3.3: Block diagram of S03.
60nm Si02 In a further variation, the poly-Si cap-
ping layer was substituted by Si02. Thus,
the Ge layer is symmetrically surrounded
byoxide. This strongly increases the ex-
(100)Si substrate pected contrast enhancement in TEM.
3.2 Wafer Preparation
Prior to the implantation step, numerous samples had to be prepared, consisting of
• a Si substrate in (100) orientation,
• an oxide layer, and
• a capping layer resembling the gate.
Starting from virgin 3" Si wafers of p-type, oxide layers of 15 nm were thermally grown.
In the case of SC1, the capping Si layer was deposited in a standard CVD process at
ZMD1 .
In the case of SC2 and S03, however, the Si, Ge, and Si02 capping layers were de-
posited in an in-house magnetron sputtering process. For the sake of simplicity, the
capping Si layer of S02 is also denoted as "poly-Si" throughout this work, even though
the layer is amorphous after deposition.
All these assignments were performed in a "class 100" clean room in order to achieve
constant ambient conditions and to minimize wafer contarnination throughout the
course of preparation.
3.2.1 Oxidation
Even a blank Si wafer is covered by a few nanometer thin layer of natural oxide. In
order to grow a Si02 layer of well-defined thickness, identical initial conditions for all
wafers were necessary. Therefore, the natural oxide had to be completely removed
prior to the oxidation step. This was performed in an etching process applying a 0.5%
hydrofluoric acid (HF) solution which passivates the wafer surface for several hours.
Thus, the wafers were prevented from naturally reoxidizing.
Subsequently, all wafers were immediately positioned in an furnace tube which had
been heated up to 900°0, previously. By closing the furnace, dry oxygen of a flow of
constantly ll·min-1 started to stream through the tube (see fig. 3.4).
Thus, adry ambient of constant oxygen concentration cg was achieved to which the Si
wafers were exposed.
Silicon covalently bonds to oxygen, and Si02 is formed. The oxidation mechanism is
well understood which allowed apreeise determination of the duration of the oxidation
resulting in the desired oxide thickness - 50 min for an oxide thickness of 15 nm.
Fig. 3.5 schematically depicts the oxidation kinetics after Deal and Grove [NIYOO]. The
l=Zentrum Mikroelektronik Dresden, partner in "NEON."
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Figure 3.4: After HF etching, a tray of silicon wafers was placed into the
furnace tube where they were oxidized. During oxidation, the temperature
in the furnace was kept constant by heating coils surrounding the tube
(after [HIU99]).
rate of oxide growth is determined by the amount of available silicon, the amount of
available oxygen molecules, and the rate of the reaction. The oxidation proceeds by
diffusion of the oxidant through the oxide which leads to a further oxidation of silicon
at the buried interface.
Original Si surface
Figure 3.5: Oxidation results in
consumption of Si. The produced
Si02 film takes up double the vol-
ume compared to the initial Si
layer: dSi ~ 0.46dox'
Permitting a tolerance of ±1nm, the simultaneous oxidation of a set of wafers generated
equally sized oxide films on all wafers. These values were measured by ellipsometry - a
standard method for this purpose. For a physical and technical description, the reader
is referred to [AZR87].
The thermal growth of Si02 in dry oxygen ambient at a relatively low temperature
of 900°0 produces an oxide density of 2.28g/cm3 [HIU99] which corresponds to an
atomic density of 6.855 atoms/cm3 .
3.2.2 Deposition by Magnetron Sputtering
In several experimental runs, various layer sequencesof distinct species were deposited
by magnetron sputtering on top of the oxide layer.
Magnetron sputtering belongs to the realm of PVD processes. It is an extensively
employed plasma deposition technique. The material to be deposited on a substrate is
detached from a target by the impact of charged plasma ions (Ar+) upon theatoms
in the region next to the surface of the target. Due to nuclear collisions, energy is
transferred from the incoming particles to the target atoms, as a results of which a
collision cascade is established, within of which the momentum of the incoming ions
is partially reversed. As soonas the energy transfer of a binarycollision exceeds the
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bulk binding energy of a target atom of the outermost atomic layers, the target atom
leaves the target and is sputtered onto the substrate (see fig. 3.6).
Figure 3.6: Sputtered tar-
get atoms are deposited on
a substrate which leads to
layer growth.
(after [HAJOl])
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Basically, there are two different modes of sputtering:
1. DC mode, Le. the target is negatively biased, thus, positive ions are accelerated
towards the target and knock on target atoms. This mode could only be applied
to Si and Ge which are conductive target materials - insulating substances (Si02)
would accumulate charge at the surface interrupting the process.
2. HF mode, Le. an AC voltage with a 13.56 MHz [SCJ03p] radio frequency is
applied to the target and a second electrode (substrate). During two half waves,
positive ions (in the negative half wave) or electrons (in the positive half wave) are
alternatingly accelerated towards the target. In comparison to Ar ions, electrons
have a higher mobility, thus, the target surface is negatively charged on average.2
Therefore, also dielectric target materials like Si02 can be sputtered since the"
positive Ar ions are not repelled from the target by Coulomb forces.
The Si and Ge layers were deposited in an inert DC mode whereas the Si02 capping
layer of SC3 was produced in an reactive RF mode, Le. as a supplement to Ar, a small
amount of oxygen was added to the plasma in order to guarantee stoichiometrically
pure Si02 in the deposited layer. Examinations by Schmidt had demonstrated that
sputtering of a Si02 target in an inert RF mode generates slightly sub-stoichiometric
oxides (Si01.95...1.98) [SCJ03p].
The deposition was executed in the vacuum chamber NORDIKO 2000 which is schemat-
ically depicted in fig. 3.7 [SCJ03t].
The growth rate of the deposited layers could be manipulated by several process pa-
rameters. A listing of the used parameter values is compiled in table 3.1.
2This phenomenon is called "negative self-biasing" [SCJ03p].
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Figure 3.7: The sputter tool NORDIKO 2000 provides numerous features.
For instance, the substrate table can be rotated whieh allows low growth
rates of the deposited layers down to 0.2nm/s.
Si Si02 Ge
sputtering mode DC RF DC
chamber pressure (,ubar) 6.7 6.7 6.7
process gas flow (secm)
Ar 50 46 50
O2 6
throttle valve 50% 50% 50%
Psputterlng (W) 250 1000 200
tsputtering (s) 133 107 30
substrate rotation (rpm) 30
separation 0% 0% 20%
nominallayer thickness (nm) 50 50 5
layer thickness from TEM (nm) 54.8 43.7 5.7
layer thickness from RBS (nm) 52.1 43.4 5.6
Table 3.1: The presented parameter valuesare outcomes of simple deposi-
tion rate experiments which were conducted previously in order to obtain
the desired nominallayer thicknesses. Here, ellispometry served as method
of measuring the layer thicknesses. The results of ellipsometry, from which
the appropriate parameter values were caJculated, are in ad.equate agree-
ment with the outcomes ofTEM and RBS (see sections 3.3.1 and 3.3.2.)
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3.2.3 Ion Implantation
After layer deposition, the sampies were implanted with Si+ ions at energies E={50;
100} keV and various fluences up to 5.1016 cm-2 •
From an experimental point of view, the Si+ implantations were performed in an Al-
pha 500kV implanter by High Voltage, a schematic drawing of which is presented in
figure 3.8.
In the case of implantations at RT,3 the target holder is generally tilt by an angle of 7°
in order to avoid channelling. The deviation from normal incidence, which was prede-
fined throughout all simulation runs, is negligible in terms of damage and implantation
profiles since cos(7°)=0.9925!
In the cases of Timplantation={400; 600}OC, a heating target holder had to be used which
only allowed normal incidence.
On average, ion currents of about 2 to 3p,A were achieved.
acceleration
voltage
11
source
Figure 3.8: Block diagram of the ion implanter (after [MOTOO]). For the sake of clarity,
only one Faraday cup is drawn in this illustration. In the present cases, however, the
ion fluence was measured with four Faraday cups which symmetrically surround the
wafer.
3In the present case of a relatively low ion flux (~~1012 S-1cm-2), the temperature of the target
slightly increa.ses during implantation. Thus, RT actually means the temperature interval between 20
and 100°0.
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Under clean room conditions, all sampies were annealed in the rapid thermal processor
ADDAX XM, a schematic drawing of which is presented in fig. 3.9. The use of halo-
gen lamps and a high temperature infrared pyrometer guaranteed a precise control of
annealing time and temperature.
Prior to and subsequent to annealing, a mixture of inert process gases (N2 and Ar)
streamed through the RTA chamber for several minutes. During annealing, only Ar
was used as process gas, thus, preventing chemical impact from the ambient.
The sampies were heated up to the predefined annealing temperature with a constant
rate of 15K/s. The same rate was chosen for cooling the sampies down. This rather
moderate change in temperature was chosen in order to allow the system to accommo-
date to the temperature induced stress in the layers [FLA89].
ooo~oooo
[]2]--~
~
Figure 3.9: Block diagram of the rapid
thermal processor ADDAX XM (af-
ter [ADA93]).
1 furnace
2 quartz halogen lamps
3 quartz chamber
4 quartz support
5 dOOf
6 ~wtemp&~urep~om~&
7 high temperature infrared pyrometer
8 gases evacuation system
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3.3 Sampie Analysis
Since the investigations deal with the generation of NCs, the structure of the samples
was of principal interest. For this purpose, three analytical methods were mainly
employed:
• (high resolution) TEM for a pictorial characterization in cross-section (CS) and
plane-view (PV) images,
• RBS for determining element-specific area densities, and
• ToF-SIMS for stoichiometric depth profiling.
The following sections describe the physical principles of these methods. As-deposited
samples of the three layer configurations will serve as illustrative examples.
3.3.1 TEM
High resolution micrographs are certainly the most illustrative and convincing argu-
ments in the proof of the existence of NOs. Thus, a significant number of TEM images
had to be taken in order to recognize the irrfluence of the several process parameters
on shaping and positioning of the NO ensemble.
In TEM, a focused high energetic electron beam radiates through the sample by which
some of the electrons are scattered. This interaction strongly depends on the structure
and the elemental composition of the specimen. After passing the sample, both the
transrnitted and the scattered part of the electron beam are guided through a system of
electromagnetic lenses and is finally projected onto a screen. Thus, a highly magnified
real image ofthe sample structure becomes visible. See fig. 3.10 for a plain impression
of the ray path in the bright-field image mode of TEM (after [AMS97]), which was
mostly used in search of NCs.
I Focused
+beam
Specimen
Gaussianimage
plane
Intermediate
lens
Intermediate
image
Projector
lens
Bright-field image
Figure 3.10: In the bright-field image
mode, a beam of collimated electrons
is partially scattered by the specimen.
An image is formed in the image plane
of the objective lens. The interrnediate
lens is focused on the image plane of the
objective lens and an intermediate im-
age is formed in the image plane of the
intermediate lens. This image is the ob-
ject for the projector lens which forms
a final image on a projection screen.
For a detailed physical and technical
description of TEM, the reader is re-
ferred to [AMS97, BUP92].
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The sarnples were examined in a PHILIPS CM300 microscope, the point resolution of
which is about 0.14nm. A GATAN CCD camera served as recording device for the
final image.
Unfortunately, Si NOs less than 3nm in diameter within an amorphous Si02 matrix
are only detectable in TEM if they are crystalline. This limitation originates from the
weak mass contrast between amorphous Si and a-Si02 because scattering of electrons is
based on Coulomb interaction, the strength of which increases with increasing atomic
number Z of the scatterer.
In case of crystalline Si NCs, however, high resolution TEM would depict the lattice
planes of the clusters which would attract the observer's attention in contrast to the
non-crystalline amorphous surroundings. This requires, nonetheless, a minimum clus-
ter size in order to achieve a sufficiently strong signal originating from coherentelectron
diffraction at the periodic crystallattice of the NO. Crystalline Si NCs with a diameter
of less than 3 nm within Si02 have not been observed which opens two possible inter-
pretations: firstly, clusters smaller than 3nm are generally amorphous, or, secondly,
they are crystalline but the signal originating from coherent scattering at the lattice
planes is to weak to be observed in high resolution TEM images.
In conclusion, the only way to indicate tiny Si NCs is to enhance their Z contrast. In
view of the limitation of the TEM device at FZR, Ge (ZGe ~ 2.6ZSi) came into play
in order to "decorate" already existing Si clusters. Consequently, SizGel-z clusters ex-
hibit a significant contrast enhancement and, thus, indirectly prove the pre-existence
of tiny Si clusters prior to decoration. Details concerning the growth kinetics of Si and
SizGel-z clusters are discussed inchapter 5.
TEM images are generally two-dimensional projections of three-dimensional specimens.
Thus, varying image perspectives support the understanding of the three-dimensional
sampie structure. Usually, cross-section (CS) images were taken since they depict the
vertical sarnple structure in accordance with the block diagrams (see figs. 2.4 and 2.7).
In the case of SC3, plane-view (PV) images were taken, too. Here, thecapping Si02
layer does not disturb the view on the buried cluster ensemble. These two modi obser-
vandi are schematically illustrated in fig. 3.11.
Figure 3.11: Comparison between CS (left) and PV (right) specimens in the
case ofS03.
The following figures present the three SOs in a.s-deposited condition.
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Figure 3.12:
CS TEM image of SCl.
Figure 3.13:
CS TEM image of SC2.
Note, that the label "poly-Si"
refers to a sputtered Si layer
which is actually amorphous after
deposition.
glue
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Figure 3.14:
es TEM image of SC3.
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3.3.2 RBS
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The depth-dependent elemental composition of a sampIe and to a certain degree its
atomic arrangement can be determined in scattering events between target atoms and
high-energetic particles by observing the scattering kinematics.
Apredominant method of ion beam analysis is Rutherford backscattering spectrometry
(RBS) which is physically based on elastic backscattering of light and charged particles
at the Coulomb potential of atomic nuclei in the target. From energy transfer and
scattering angle of the projectile one is able to conclude the mass of the scatterer. The
experimental arrangement of RBS is schematically depicted in fig. 3.15.
detector
-.
depth
Figure 3.15: Block diagram of Rutherford backscattering in the case of
normal incidence (after [SCG96]). In the performed RBS analyses, 4He+
ions of Eo = {1.2; 1.7} MeV from a Van de Graaff accelerator were used.
Here, e denotes the scattering angle. The other variables bear common
meaning.
The assumption of pure Coulomb interaction between projectiles and target nuclei is
only valid as far as the shielding influence of electronic shells on the scattering event
is negligible. This is usually the case, thus, the Rutherford differential cross section in
the center-of-mass system is applicable:
(3.1)
where Zp and ZT denote the atomic numbers of projectile and target atoms, respec-
tively. The scattering event causes an energy transfer from the 4He projectiles to the
target atoms. Thus, the so-called kinematic factor K is defined as ratio between the
projectile energy after and prior to the collision. Energy and momentum conserv.ation
allow a transcription in terms of the mass ratio *and the scattering angle fJ:
- (.Vi -[ME; sin e]. 2. + ME.. COS.fJ... ]. 2Ep MT T.
K'=--=
. Eo · 1+* (3.2)
In the case that the incoming 4He+ is directly scattered at the surface of the sampIe,
it is detected with an energy Ep :;:: K Eo- If the 4He+ projectile is scattered after
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dE . D..E
--. ;-- - 11m - . (3.3)dx b.x->O D..x
Here, the Bethe-Bloch formula in the non-relativistic limit is applicable since the con-
sidered particle velocities are low. Thus,
penetrating a layer of thickness x, it suffers twofold electronic energy loss on its path
through the sampIe:
dE 1 1
-- <X - <X -lnE .dx v2 E
(3.4)
Fig. 3.16 demonstrates that particles, which are scattered at a depth x beneath the
sampIe surface, leave the target with an energy Ep(x) < KEo·
Figure 3.16: Geometry of backscattering (after [SCG96]).
The detection of this energy difference
(3.5)[ K dEI 1 dEI ]D..E(x)=KEo-Ep(x)=-.-- +-.-- xsmal dx Eo sma2 dx KE.,
allows element-specific and even isotope-specific depth profiling which is schematically
addressed in fig. 3.17.
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Figure 3.17: A schematic RBS spectrum is drawn for normal incidence.
H(Ep ) increases towards smaller values of Ep since the number ofbackscat-
tered particles grows with increasing depth, which coincides with higher
electronic energy loss, due to ~~ cx: ~ (after [SCG96]).
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The number of detected backscattered 4He+ particles, i.e. the so-called RBS-yield,
depends on the solid angle of the detector ~n, the differential scattering cross section
~~, the total detected charge foto, and the number of target atoms per irradiated area
N/A = n~x, where n denotes the density oftarget atoms in the irradiated volume V:
H(i) = :~I foto ~n n~x . (3.6)
E(Xi)
Thus, for measured H(i) one can calculate layer thicknesses by integrating H(Ep ) over
Ep •
Figures 3.18, 3.19, and 3.20 depict the RBS spectra of the three initial SCs, Le. in
the as-deposited state. All three sampIes were analyzed under equal conditions: 4He+
beam with Eo = 1.2MeV, Qtot = 40j.tC, Oll = 20°, 012 = 170°, and ~n = 1.24msr.
In accordance with figure 3.15, the scattering angle is () = 170° which corresponds to
K-values (after eq. 3.2) for Si and 0 of KSi = 0.565 and K o = 0.363, respectively.
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Figure 3.18: RBS spectrum of SC1 in as-deposited condition (()=700 ).
By integrating over the RBS yield, the layer thickness of the poly-Si capping
layer could be determined: dpoly_Si=52.1 nm (2.60.1017 Sijcm2).
Note, that the resolution of the detector is limited: FWHM = 14.0keV. Thus, surface
and interface signals do not appear as ideal step functions in contrast to the simpli-
fied illustration in fig. 3.17. Additionally, roughness limits the precision of the depth
resolution at interfaces and surfaces. RBS is sensitive to the isotopical composition
of the elements involved, since the scattering kinematics is determined by the mass of
the scatterer. This diminishes the sharpness of the signals to a further degree which is
of particular importance in the case of Ge4. Energy calibration, normalization of the
spectra5 , and peak integration were performed with RUMpu. For a description of the
program, the reader is referred to [DOL85, DOL86].
4Naturally occurring isotopes of germanium: Ge-70 (21.23%), Ge-72 (27.66%), Ge-73 ( 7.73%),
Ge-74 (35.94%). and Ge-76 (7.44%).
5y; _ . counts
norm ~ Q.äfl.(ßE/channel)
6Rutherford Universal Manipulating Program.
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Figure 3.19: RBS spectrurn of SC2 in as-deposited condition (0=70°).
Here, dpoly-Si=50.6nrn (2.53·1017 Si/crn2) and dGe=5.6nrn (2.49.1016 Ge/crn2).
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Figure 3.20: RBS spectrurn of SC3 in as-deposited condition (0=70°).
Here, dSioz=43.4nrn (9.88.1016 Si/cm2) and dGe=5.7nm (2.51.1016 Ge/crn2).
3.3. SAMPLE ANALYSIS
3.3.3 ToF-SIMS
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The depth-dependent stoichiometric composition of the sample was obtained by ToF-
SIMS measurements.
SIMS analysis is based on the impact of low energetic ions upon the sample surface
which leads to a highly resolved layer-by-layer erosion of the target (see fig. 3.21).
d(nm}
0,5
a
surfaceo
-0.5
target
atoms
Figure 3.21: SIMS block diagram. The impact of the primary ions generates
positively and negatively charged secondary ions which are sputtered from
the outermost atomic layers of a surface (after [DUH99]).
In the case of ToF-SIMS, a short pulse of primary ions strikes the surface, and the
secondary ions produced in the sputtering process are extracted from the sample sur-
face into a time-of-flight mass spectrometer. These secondary ions are dispersed in
time according to their velocities which are proportional to their mass--to-charge ratio.
Discrete packets of ions of differing mass are detected as a function of time at the end
of the flight tube.
Thus, the elemental and even isotopic concentration of the specific layer is determined
with a minimum sensitivity of 10ppm. Moreover, by focusing on signals of atomic
conglomerates, atomic bonds can be revealed. This is of particular importance with
regard to Si~>l or Ge~>l signals which indicate the existence of Si or Ge NCs within a
Si02 matrix.
In cooperation with the laboratory at MDM-INFM7 in Agrate Brianza, Italy, some of
the samples considered here were analyzed with an ION-TOF CAMECA IV dual beam
ToF-SIMS. Thus, two different ion species were applied for sputtering and analyzing,
namely lkeV Cs+ and 25keV Ga+, respectively.
In order to avoid variations ofthe signal intensities, the ToF-SIMS data were normalized
on the value of the 3OSi- signal in the silicon bulk. For a depth calibration of the
measurement, the SIMS diagrams were compared to high resolution TEM es images
assuming a constant sputter rate of 0.21 nmfs throughout the gate oxide layer. Details
concerning the experimental setup and the dual beam method were recently published
in [PEM03].
For illustration, fig. 3.22 depicts SIMS signals of SeI in the condition prior to implan-
tation.
7Materialie Dispositivi per Ia Microelettronica - Istituto Nazionale per Ia Fisica deUa Material
partner in "NEON".
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Figure 3.22: The SIMS depth-profile of SCI prior to irradiation. At the
interfaces, some signals (30Si in particular) show hillocks.
Note, that the Si2 signal is always below the 30Si signal in stoichiometric
Si02 • In the SIMS profiles to come, the rise in the Sin(n>l) signals serves
as indicator for the presence of excess Si in the oxide after irradiation
or thermal annealing. Lokal maxima in the Sin(n> I) signals reveal the
existence of Si NOs.
A general property of SIMS profiles is the decrease in depth resolution with increasing
depth (see the above figure). Thus, the 50 um thick poly-Si capping layer was chemically
removed in some cases, as result of which the signals of the buried Si02 region appeared
more accentuated.
Chapter 4
Interface Mixing vs. Conventional
Implantation
The morphogenetic approach presented in this thesis is based on phase separation
which originates in supersaturation of Si and Ge in a Si02 host matrix.
Supersaturation does not occur under thermodynamic equilibrium conditions. Thus,
the system has to be forced towards non-equilibrium which is achieved by ion-solid
interaction, the main consequences of which are twofold:
1. an atomic concentration of the implanted species even above the equilibrium
solubility limit is obtained in the matrix and
2. atomic collisions cause aredistribution of the initial atomic set-up of the matrix.
Within the context of the sampie structures presented in section 3.1, in this chapter,
the discussion is focused on the physical principles of ion-solid interaction and on
accompanying computer simulations in comparison with experimental results.
4.1 Physical Principles of Ion-Solid Interaction
Any target material undergoes structural modifications if it is exposed to a bearn of
energetic ions. Various monographs are available that deal with this topic. Fora pro-
found insight, the reader is referred to INAM96], [RIE951, or ISMR97].
On its random path through the solid, the ion persistently looses energy until it comes
to rest. Two principal physical processes are involved in decelerating the ionic pro--
jectile, namely elastic collisions with the target nuclei as weIl as inelastic interactions
with the electron shells of the target atoms.
Thus, a stopping cross section S is defined which incorporates the energy loss per unit
length (the so-called "stopping power") and the atomic density of the target:
1(·~) 1(~) 1(~)S(E) = --. -. = -- - - - -... = Sn(B) +Se(E) • (4.1)N ~ N & ~~ N ~ ~~~
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Nuclear and Electronic Stopping
The sequence of nuclear collisions forms a collision cascade in the target. In every binary
collision (Be), a defined amount of energy T is transferred from the incoming particle to
the target atom which is assumed to be at rest, approximately. If the transferred energy
exceeds a characteristic value - the displacement threshold energy Ed - the target atom
is expelled from its initial site, which results in a modification of the atomic composition
ofthe target. With regard to energy and momentum conservation, Sn(E) is defined as
(Tmax
Sn(E) =Jo Td<T(T) , where (4.2)
(4.3)
(4.7)
4mlm2 . 2 Be (0)T = ( )2 E sm -2 and Tmax = T Be = 180 .
ml+ m 2
Here, ml, m2, E, and Be denote the masses of the particles involved in the BC, the
energy of the incident particle, and the scattering angle in the CM system, respec-
tively [NAM96].
The scattering cross section d<T(T) additionally depends on the repulsive potential V
by which the particle collision is characterized. Due to shielding effects of the inner-
most electron shells, one generally assumes a screened Coulomb potential with regard
to the distance r of the interacting atoms:
Ver) _ Z1 Z2e2 X (:.) (4.4)
41r€or a'
where X and adenote the screening nlDction and the screening length, respectively.
The other variables bear common meaning.
Numerous variations of X were developed to describe the potentials of as many projec-
tile-target combinations as possible. Finally, a universal screening nlllction
Xuni(Y) = 0.1818e-3.2y + 0.509ge-O.9423y + 0.2802e-OA028y + 0.02817 e-O.2016y (4.5)
was established by Ziegler, Biersack, and Littmark, including a universal screening
length
r 0.8845aoy= auni - (Z~.23 + Zg.23) , (4.6)
where ao=0.053 nm denotes the first Bohr radius ofthe hydrogen atom [ZIJOO].
For convenience, reduced units for E and x were introduced:
m2 41r€Oauni E d (: N 2 4m1m 2
c = an <" = 1ra . x
ml + m2 Z1Z2e2 um (mI + m2)2
In the present case, Si ions with energies up to 100keV were applied to targets which
have Si or Si02 on top. The corresponding c values range up to 2.27 in the case of
a 100keV Si+ ion colliding with a Si target atom at rest. Thus, a low energy regime
(after [RIE95] for all cases where c < 10) is assumed here, for which an analytical fit
TImction is available [NAM96]:
(
dc) 0.5ln(1 + 1.1383e)
Sn(c) = d~ n - t: + 0.01321eo.21226 + 0.19593.J€ (4.8)
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Besides nuclear collisions, the projectile looses energy in inelastic interactions with the
eleetron sheIls of the target atoms, Le. electronic excitations or ionizations occur which
are often accompanied by disintegration of chemieal bonds.
For low particle energies,l a linear dependence between Be(t:) and the particle velocity
(i.e. y'c) is assumed in accordance with Lindhard-Scharff:
(4.9)
In the case that Si collides with Si, k = 0.146.
For illustration, figure 4.1 depicts nudear and electronic stopping powers as function
of y'c. According to that, both nudear and electronic energy losses contribute to
the deceleration of the particles in the first part of the trajectory. Nuclear stopping,
however, dominates the intermediate and the final part of the trajectory.
t.t t.5 1.1 1.5 t.t
1/2
E
2.1 3.'
Figure 4.1: The comparison
between the universal nuclear
stopping cross section (red curve)
and the electronic stopping cross
section for Si colliding with Si
(blue curve) exhibits the domi-
nance of nuclear stopping for the
energy regime and the possible
projectile-atom combinations
considered in this thesis.
Here, cmax=2.27, thus, ";cmax 1.51.
Implantation Profile
The path of a single projectile as weIl as its projected range, Rp, is random due to
the stochastic nature of the stopping process within the collision cascade, the duration
of which is approximately 10-13 s. The physics of the collision cascade is discussed in
subsection 4.2.1 in further details.
The spatial distribution of the implanted species is usuaIly Gaussian-like with respect
to the direction x perpendicular to the sampie surface ("longitudinal straggling"):
<Pl(~)2N(x) = e-2 ßRp
v'2iib>.Rp
where b>.Rp denotes the projected range straggling.
(4.10)
Radiation Damage
The collision cascade createsa nuclear damage profile, the maximum of which 1S slightly
eloser to the surface than the profile of the implanted species. Nuclear damage arises
li.e. the projectile is signilica:ntly slower than the ehen electrons: 'V « tJoZ;/3, where tJo is the
velocity in the fi.rst Bohr orbit: 'Vo = 2'i".e~ := a • c =2.1877· 106 rn/s.
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(4.11)Si ----+ Siinterstitial + Sivacancy •
from the recoil of matrix atoms from their original position in the lattice. If T exceeds
Ed' a so-called "Frenkel pair" is produced, Le. the recoil atom comes to rest as inter-
stitial atom elsewhere in the matrix leaving behind a vacancy at its initial site, e.g. in
the case of Si:
Likewise, oxygen of the Si02 layer can be displaced from the Si04 tetrahedra resulting
in a SiOa: (x<2) suboxide:
(4.12)
Due to the forward momentum of the projectile, the distributions of interstitial atoms
and vacancies do not completely coincide. Accordingly, there is a vacancy-rich region
extending from the surface down to approximately 0.8Rp and a zone enriched with
interstitial atoms between Rp and 2Rp for a Si target [MAA86].
Besides displacement collisions, also replacement collisions occur where the projectile
takes the place of the recoiled matrix atom.
The number of displacements per atom (dpa) serves as common measure of the nuclear
damage. It is proportional to the implantation fluence. As one result, crystalline
semiconductors are fully amorphized when each atom of the crystal is displaced at
least onee, Le. at a nuclear damage of 1 dpa at RT (see fig. 4.2). Some materials are
far more sensitive to nuclear damage and are already amorphized at lower damage, e.g.
crystalline quartz turns into a-Si02 at 0.04dpa [HAF98].
50 nrn
Figure 4.2: As-irradiated condition of S03
(Eo=70keV, 4>=3.1015 Si+/em2).
Here, the substrate is amorphized up to
a depth of nearly 70 nm from the Si02-Si
interface. Furthermore, end-of-range de-
feets are visible.
Note the we,ak contrast between ar
Si and a-Si02 which implies the non-
observability of tiny arSi NOs within a
Si02 matrix!
Amorphization ean be suppressed by elevating the temperature of the substrate (see
fig. 4.3). Thus, the mobility of point defeets inereases signifieantly due to the temper-
ature dependenee of the point defeet diffusion eoefficient Dpd:
o (Ea )Dpd = Dpd exp - kT . (4.13)
Here, Ea denotes the diffusion activation energy. Aeeordingly, Frenkel pairs beeome
less stahle resulting in interstitial-vacancy reeombination. Therefore, the crystallinity
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of the suhstrate can be preserved depending on the ratio between the rates of dis-
placement and recombination. This indicates that the temperature regime during ion
implantation may exert substantial influence on the dynamies of the compositional
changes in the matrix.
Figure 4.3: As-irradiated condition of SC1
(Eo-100keV, </>=2.5.1016 Si+/cm2). Here,
the target temperature was elevated to
400°0 in order to keep the substrate crys-
talline during irradiation.
Note, that the initially flat interface be-
tween oxide and substrate is roughened.
Moreover, the contrast in the interface-
near region of the substrate is weakened.
Here, the Si lattice is disturbed on the one
hand by oxygen atoms which are mixed
into the substrate and on the other hand
by Si substrate atoms which were recoiled
from their lattice site.
(4.14)
Sputtering
As mentioned in subsections 3.2.2 and 3.3.3, sputtering of atoms elose to the sampie
surface plays an important role during layer deposition and sampie analysis, Le. in
magnetron sputtering and SIMS, respectively. However, the influence of sputtering on
the implantation profiles and the nuelear damage, which causes the desired composi-
tional changes in the matrix, is negligible. Nonetheless, the principles of sputtering
have briefly to be mentioned here:
Due to the random nature of the nuc1ear collision cascade, a considerable fraction of
the cascade is elose to the surface of the target, particularly in the case of low projectile
energies. If the energy transfer, T, is large enough to overcome the surface binding
energy, Eb , an atom of the outermost atomic layers may leave the matrix if the mD-
mentum transfer points into the direction of the surface, thus leaving behind merely a
vacancy.
The decisive quantity describing this phenomenon of surface erosion is the sputtering
yield, ~, which is defined as ratio between the number of emitted atoms and the num-
ber of incident partieles. Sigmund determined the dependence of ~ on the physical
parameters involved as follows [SIP69, NAM96]:
1~(Eo) oe E
b
• Cl! • Sn(Eo) .
Here, Cl! denotes a function of the mass ratio (m2/m1) and the angle of incidence. Eb
is usually equated with the heat of sublimation. Thus, for the poly-Si capping layer of
SC1 and S02, Eb(Si)-4.7eV.2
The determination of~ for compounds like Si02, however, is rather complicated. In
2ö'"HO(Si) = 450kJ/mol [CHM98].
(4.15)
(4.16)
(4.17)
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general, Eb, Smand a differ from element to element in a compound. Thus, preferential
sputtering usuaIly occurs which leads to a composition change of the surface region.
Furthermore, chemical effects may infiuence the sputtering behavior of a surface which
consists of misceIlaneous atomic species.
Si02 is the only such system that needs to be considered. Here, the heat of formation
of the oxide, D..f H, as weIl as the enthalpy of the dissociation of molecular oxygen,
D..Hdiss , have to be taken into account. It is not expected that oxygen is enriched at
the surface because it is likely to form volatile molecules which are free to leave the
sample. Thus,3 in accordance with eqn. (17) in [MOW02]:
Eb(Si - Si) = 4.7eV ,
Eb(O - 0) = OeV , and
Eb(Si- O)~ ~D..sH(Si)+ ~D..fH(Si02) + ~4D..dissH(02) = 13.3eV .
2 4
In the present cases, the effect of sputtering on the effects of nuclear damage in the
region of interest is practically inconsequential. By definition, ~ is proportional to
the total number of implanted ions and is assumed to be constant during implan-
tation. The maximum surface erosion occurred in the cases of high ion fluences -
<f>max=5.1016Si+Icm2 ~ thus, causing a maximum surface erosion of 10 nm for ~ ~ 1 in
the case of a Si capping layer. Considering samples with a capping layer thickness of
initiaIly 50 nm, even a 20% reduction of the capping layer thickness generates merely
insignificant changes in terms of nuclear stopping in the region of interest, namely at
the interfaces of the buried oxide layer.
4.2 Computer Simulation
The above explained physical principles significantly improve the understanding of the
various processes involved in ion implantation. However, for a quantitative description
of an experiment, in which arbitrary target compositions and implantation parameters
are given, this analytical apparatus is inefficient. Therefore, quantitative examinations
are usually performed in computer simulations which allow to consider arbitrary beam.-
target combinations by predefining appropriate parameters.
In this connection, Monte Oarlo simulation codes were developed, thus, implantation
profiles, nuclear damage distributions, or even dynamic changes in the atomic compo-
sition of the matrix can relatively easily and rapidly be calculated.
Two computer programs served as simulative tools in the framework of the present
tasks which are briefly portrayed in the following. For a comprehensive insight into
this subject, the reader is referred to a monograph by Eckstein IECW91] and the nu-
merous references given therein.
4.2.1 TRIM
The widely used TRIM (transport of ions in matter) simulation program4 describes the
path of an incident projectile as aseries of binary collisions with target atoms at rest.
3ß1H(Si02)=9.44eV, ßdissH(02)=5.17eV {CHM98]
4All TRIM simulations were performed with the TRIM98 code.
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Thermal vibrations of matrix atoms around their positions are neglected. The mo-
mentum transfer in a single projectile-target collision occurs within a time frame mueh
shorter than aperiod of lattice vibration at RT (10-13 •.•10-12 s). Thus, the atoms of
the matrix can legitimately be assumed to be motionless at RT.
The target atoms are quasi-randomly distributed in space which applies in a first ap-
proximation to amorphous materials, even though a short range order does always
occur in reality.
The path of the ion is characterized by a constant free path length, A, which the pro-
jectile travels between two successive collisions. Here, A is given by the inverse cube
root of the atomic density.
Prom a simulative point of view, the randomness is realized by a randomly generated
impact parameter for each individual binary collision. Prom this, each nuclear collision
is characterized, Le. the nuclear energy loss as weIl as the polar deflection angle are
calculated using the universal screening potential given by equations 4.4, 4.5, and 4.6.
Thereafter, the azimuthaI scattering angle is randomly determined.
Besides that, the electronic energy loss of each particle in motion is recorded on the
intercollisional paths.
Consequently, positional, directional, and energetic changes of the projectile describe
its path through the matrix. Moreover, an matrix atoms which are set into motion due
to collisions and, thereby, participate in the collision cascade are similarly observed.
Thus, the entire collision cascade is examined which comes to astandstill within the
first 10-13 s after the ion strikes the target surface. For a profound insight into the realm
of TRIM, the reader is referred to [BIJ80, ECW91, ZIJOO]. For illustration, figure 4.4
depicts the collision cascades of ten pseudoparticles for a target of SCl.
Figure 4.4: Ion and recoil
trajectories for ten Si+ pseu-
doparticles entered the target
under normal incidence with
Eo=100keV (SC1).
Note, that along the pro-
jectile trajectories subcascades
emerge which are caused by re-
coil atoms.
Prior to the simulation run, the target and projectile parameters (widthand stoi-
chiometry of the layers, atomic densities, number of pseudoparticles, initial projectile
energy, and angle of incidence) have to be declared.
Furthermore, certain element specmc energy parameters are predefined, namely Ea.
(the displacement energyabove which a stable interstitial- Frenkel pair - is formed),
Es (the surface binding energy), and Eb (the bulk binding energy which is 8ubtracted
from the nuclear energy transfer T). The determination of Eb i8 not uniform through-
out literature. Some authors ([BIJ84]) set Eb equal to zero, although Eh is generally
interpreted as vacancy formation energy, Le. as the minimum energy of an atom to
leave the lattice site. In the present work, strong covalent atomic bonds are considered
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(Si, Ge, Si02)' Thus, Eb was set to 2eV throughout all TRIM simulations. A further
so-called "cutofP' energy, Ee, declares the termination of the particle motion through
the solid. At the moment when the total particle energy becomes smaller than Ee it is
assumed to have arrived at its final position. In any Case, Ee needs to be smaller than
Eb in order to discuss sputtering properly.
Table 4.1 presents an overview of the used parameters for the TRIM simulations con-
ducted.
element Si 0 Ge
Ed (eV) 15 20 15
Eb (eV) 2 2 2
Es (eV) 4.7 (4.7)
layer Si Si02 Ge
mass density (gjcm3) 2.32 2.28 5.35
atomic density (1022 atjcm3 ) 4.98 6.85 4.43
Table 4.1: These are the discussed simulation parameter values for TRIM. In
TRIM98, only one value for Eb can be declared, thus, no element specific dis-
tinction was possible in this respect. Therefore, Eb(Si) was used as general
SBE.
The values for E d are not to be taken literally. An average minimum energy for Frenkel
pair formation of 25 eV is generally assumed. Strictly speaking, this is only valid for
undisturbed matrices. In TRIM, each pseudoprojectile enters the target as if it were not
modified by prior particle bombardment. This assumption is approximately applicable
for very low fl.uences only. In the case of medium and high fl.uences (4) > 1015 Si+ jcm2) ,
however, the matrix is strongly damaged, thus, not of "virgin perfectness." Conse-
quently, the average displacement threshold is lower due to numerous broken atomic
bonds in the matrix. For this reason, even the values given above may be to high in the
case of fl.uences greater than 1016 Si+ jcm2. Halving Ed'S results in the increase of the
damage profile by a factor of two. The implantation profile, however, is not infl.uenced
by the choice of the Ed values. Nonetheless, this limits the literality of TRIM profiles
to Cases of low implantation fl.uences.
Besides implantation profiles, nuclear damage distributions were objects of major in-
terest in the present studies. The amount of nuclear damage is related to the atomic
redistribution of the target atoms, Le. the stoichiometric "mixing" of the matrix com-
ponents.
As mentioned above, the measure of choice with regard to nuclear damage is the num-
ber of displaced atoms. In TRIM, atomic displacements are defined as sum of vacancies
and replacement collisions. Given the displacement distribution d(x), the atomic den-
sity n(x), and the ion fl.uence, one can determine the dpa-profile:
dpa(x) oe d(x) . 4> (4.18)
n(x)
For the three sampie configurations, damage and implantation profiles are presented
in figures 4.5,4.6, and 4.7.
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Figure 4.5: SOl - for ion fluences up to 5.1016 Si+/ cm2 , the damage profiles
(a) and implantation profiles (b) are drawn for Eo={50; 100}keV.
Note, that in the case of E o=50keV the polySi-Si02 interface (a) suffers
slightly stronger nuclear damage than the Si02-Sisub IF. For Eo=100keV,
the damage is approximately equally strong at both IFs.
A comparison with TRIDYN results in fig. 4.8 explains the artificialness of
the discontinuities at the interfaces in TRIM. The implantation profile con-
tinuously increases - even at the polySi-Si02 interface!
In all graphs, anomalous peaks and/or dips occur at layer interfaces. These phenomena
are artificial and can be explained by the construction of the program. TRIM automa-
tically divides the given target into 100 segments of equal width. In all simulations, a
total target thickness of 100 nm was considered in order to avoid layer interfaces being
situated within a segment. If the inner border of two such segments represents an inter-
face between two target layers, the atomic density5 undergoes a jumping discontinuity
at this position. According to eqn. 4.18, jumps in dpa(x) and in the distribution of the
implanted ion species, Cion(x), occur, too. Moreover, false damage "accounting" may
occur if the ion jumps from one layer to another and the program has to decide where
to register the collision data. The programmers of TRIM suggest in a stoical manner
not to worry about these appearances and to average the final curves [ZIJ021.
Beside these disadvantages, one has to be aware that the bottom region of the simulated
target exhibits inaccuracies, too. As soon as ions "leave" the 100 um thick target, they
are no further taken into account by TRIM. Thus, implantation profiles and damage
distributions are only valid up to a depth of about 90um in the cases at issue. The
projected range, Hp, in the cases of Eo={70; IOO} keV is more properly described by
TRIDYN calculations which are presented in the following subsection.
°NB: The atomic density of a target segment is constant throughout the entire TRIM simulation.
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Figure 4.6: TRIM simulation for S02. Note, that dpa(x) undergoes a siginificant rise in
the Ge layer (a). This increase in nuclear damage in the thin Ge layer is attributable
to the fact that S~(e)/S~(e)=1.75.Here, S~(e)=Sn(e(ml=Si,m2=Ge))within Ge and
S~(e)=Sn(e(ml=Si,m2=Si)) within a Si matrix. Eo is equal in both cases.
Again, the implantation profiles (b) exhibit artefacts of discontinuity at the layer IFs.
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Figure 4.7: These TRIM profiles of S03 are very similar to those in fig. 4.6.
Here, lower f1.uences were chosen in order to significantly reduce the damage at the IFs.
During the course of the three experimental runs, which were performed one after the
other, it became apparent that damage values of 30 dpa and above may be too high
for achieving the desired structural effects during phase separation.
4.2. COlVIPUTER SIMULATION
4.2.2 Advanced Simulation - TRIDYN
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Given the above considerations, it becomes obvious that TRIM profiles merely refiect
the truth in a first approximation. Therefore, a more sophisticated simulative approach
is required in order to include target modifications which occur during implantation.
For this purpose, a TRIM-like Monte Carlo code was developed by Möller and Eckstein
in the 1980s ~ TRIDYN [MOW84, MOW85, MOW88]. The nuclear collision cascade is
simulated like in TRIM based on a BC approximation. TRIDYN, however, takes dynam-
ical changes of the atomic composition into account, Le. stoichiometric modifications
which occur during ion implantation are considered. Thus, fluence-dependent atomic
redistributions of multicomponent substances ("mixing"), preferential sputtering, high-
fiuence implantations, and even thin film deposition can be studied.
Prior to the simulation run, all relevant parameters (initial structure and atomic com-
position of the target, energy values, beam parameters) had to be declared which are
summarized in table 4.2. In addition, TRIDYN allows to define element and even com-
pound specific SBE's. Different from TRIM, in TRIDYN each pseudoprojectile6 , each
deposited or relocated, or sputtered atom is correlated to an infinitesimal increase or
decrease in areal density. Thus, implantation fluence is a decisive parameter.
Moreover, TRIDYN allows to set the number of equal depth intervals in which the
considered target is initially divided. Throughout all TRIDYN simulations, the depth
intervals were chosen to be 0.5 nm in thickness. Thus, a target with a total thicknesses
of 250 nm could be simulated.
element Si 0 Ge
Ed (eV) 15 20 15
Eb (eV) 0 0 0
SBE (eV)
Si 4.7 13.3 4.3
0 13.3 0 10.3
Ge 4.3 10.3 3.88
Ecut"off (eV) 3 3 3
atomic density (1022 at/cm3) 4.98 8.47 4.43
Table 4.2: These are the TRIDYN parameter values of the target components
discussed here. The values of the SBE matrix were calculated in accordance
with formulae 13, 14, 16, and 17 in [MOW02]. Likewise, the atomic density
of oxygen (in Si02) was determined with formula 21 ibid.
Again, the Ed values may be to high in the case of high implantation fluences due to a
heavilydisturbedmatrix [MOW03p]. Inatrial TRIDYN run, halving Ea's (E~(Si)=8eV,
E~(Ge)=8eV, Ed(O)=10eV) resulted only in marginal changes in the atomiccompo--
sition distributions.
6The total number of pseudoprojectlle W8S Npp=105 throughoutall simulation runa.
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The simulation of a single pseudopartic1e history proceeds in two major steps:
1. calculation of the collision cascade with an usual effects discussed above (implan-
tation, sputtering, relocation) and
2. relaxation of the depth intervals taking unchanging atomic volumes into account
which results in thickness variations of the intervals.
After each run, the new areal densities are determined for all components. Thereby,
the atomic composition of the target is modified pseudopartic1e by pseudopartic1e.
Figure 4.8 impressively demonstrates that the target composition undergoes composi-
tional changes with increasing implantation fluence. Here, SCI serves as example that
the buried Si02 layer is shifted towards the surface of the target due to surface erosion.
Moreover, the composition of the oxide region is drasticaHy changed with increasing
fl.uence ~ from Sil0 2 in the preimplantaion condition to ShOl at <j>=5.lOl6 Si+jcm2!
Nuclear collisions result in oxygen being displaced into the poly-Si eapping layer and
the Si substrate as weH as Si being displaced into the oxide, respectively.
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Figure 4.8: Target atom distributions and implantation profiles of SCI for Eo= 100 keV.
Note, that the principal share of the implanted silicon comes to rest far behind the
oxide. Therefore and because of surface erosion, the oxygen distribution is shifted
towards the surface. Moreover, the oxygen distribution is significantly widened which
is attributable to ion mixing of both IFs, the strength of which scales with increasing
fluence.
The smearing or broadening of initially sharp interfaces is not fully isotropie in the
direetion parallel to the ion beam which ean c1early be seen in the shape of the oxy-
gen eurves. This phenomenon is caused by two effects: Firstly, nuc1ear mixing takes
pl~e.within the collision eascade which is supposed to be isotropie. Seeondly, primary
COlliSlOns of rather high-energetie projectiles with target atoms lead to a momentum
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transfer preferentially into the direction of the ion beam. Thus, the relocation profiles
exhibit a small but noticeable asymmetry.
Furthermore, figure 4.8 exhibits one of the most important features of the present
work, namely the "irradiation" of the buried oxide. In conventional IBS, the im-
planted species is directly implanted into the region where supersaturation is desired.
Here, on the contrary, the implanted species is implanted far beyond the actual region
of interest. The lion's share of implanted silicon is deposited behind the oxide layer -
merely resulting in substrate swelling. Only a tiny fraction of the implanted silicon
comes to rest within the oxide layer itself. Supersaturation of Si in the oxide mainly
originates in collisional displacements of Si from the substrate and from the poly-Si
capping layer into the oxide. Similarly, oxygen vacancies are generated in the oxide
which can be interpreted as excess of silicon, too.
Likewise, figures 4.9 and 4.10 portray the ion beam induced interface broadening and
the related compositional changes in the cases of S02 and S03.
The effect of interface mixing deserves doser examination which is performed in the
following section.
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Figure 4.9: Target atom distributions and implantation profiles of SC2 for Eo-100 keV.
Again, most of the implanted Si comes to rest far behind the oxide. With regard to the
initiallayer thickness, the germanium distribution is stronger widened than the oxygen
distribution. This is in coherence with the model of a "marker layer" (see section 4.3).
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Figure 4.10: Target atom distributions and implantation profiles of SC3 for Eo=70keV.
Note, that Rp. ia doser to the surface (Rp ~ 105 um). However, Cion does not exceed1.5%
in the region of interest.
Here, the capping layer consists of Si02 in order to symmetrically sUITound the Ge
layer by oxide.
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4.2.3 Summary of Simulation Results
For clarity, a summary of the TRIM and TRIDYN outcomes is presented in table 4.3.
target Eo cP dpa at oxide IFs
config. (keV) (1016 Si+/cm2) left right Rp(nm) Cion(at Rp)
0.5 7 6 80 0.012
1 50 1.0 14 12.5 81 0.024
2.0 22 24 82 0.046
0.5 6.5 7 155 0.007
100 1.0 13
13.5 156.5 0.014
1 2.5* 33 34 159 0.035
5.0* 65 67 163 0.069
0.5 10 7 157 0.007
100
1.0 21 13.5 158 0.015
2 2.5 50 35 159 0.035
5.0 105 69 160 0.070
0.3 6.5 4.5 106.1 0.006
70
0.5 11.5 8 105.8 0.0093 0.7 16 11 105.7 0.0135
1.0 22.5 16 105.6 0.0185
Table 4.3: Overview of the nuclear damage at the oxide interfaces (results
of TRIM), ion ranges as weIl as peak fractions (results of TRIDYN). The
red-colored numbers correspond to experiments which were performed in
the frame of this thesis whereas the blue-colored data correspond to ex-
periments which were conducted within NEON (part of the GROWTH
Project of the European Commission) and which serve as comparison of
experimental results.
The green stars mark the experiments in which the target was heated
during implantation. In both cases, Timplantation={400; 600}OC.
4.3 Ion Mixing of Interfaces
The previous section indicated that ion mixing of interfaces leads to a significant change
in the stoichiometry of irradiated target layers. By irradiation of interfaces and/or thin
marker layers, materials with higher solute concentrations can be produced at lower
f1.uences than in conventional high-dose implantation: in the present case, Si,.. andGe-
rich Si02 and O-rich Si, respectively.
Now, a deeper insight into the physical concepts of ion mixing is given in relation to
the experimental as weIl as simulative features of the present work.
4.3.1 Mixing Regimes
Ion mixing originates in nuclear collisions between ions and target atoms. Two fu.nda~
mental regimes of ion mixing have been revealed during the last three decades. These
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are decisively determined by the temperature of the target during ion irradiation and
by the target materials [NAM96] which is schematically drawn in fig. 4.11.
T-independet regime
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-------.-------------0 Figure 4.11: Mixing efficiency vs.
temperature. The critical tem-
perature T', which corresponds
to the largest curvature of the
graph, separates the T-dependent
from the T-independent ion mix-
ing regime. The illustration (af-
ter [NAM96]) points out that the
amount of mixing is strongly bi-
ased by the temperature of the
target if T>T'.
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From a thermodynamic point of view, the mixing process is characterized by the heat
of mixing, tlHmix• For a negative tlHmix, ion mixing is clearly enhanced. This behav-
ior has mainly been observed in the formation of various metal aIloys. In the case of
silicide formation, T' was found to be between O°C and ",100°C [MAJ8l, NAM96].
The case of Si-Si02, however, has not been discussed in this context, yet. It does not
seem reasonable to consider a metastable Si-rich Si02 or an O-rich Si in the context of
metallurgically distinet phases. From an experimental perspective, the target temper-
ature did not exceed 100°C (see subsection 3.2.3), with the exception of some cases of
SCI (here, T {400; 600}OC). In anticipation of the discussion of phase separation, it is
worth mentioning that migration of Si in Si02 as weIl as of 0 in Si is not expected to a
noticeable degree in the temperature regime up to 600°C. This is due to low solubilities
and low diffusion coefficients of these species in the corresponding host matrices.
Therefore, one may consider the mixing processes described here to be independent
of target temperature. They are predominantly characterized by dynamic collision
processes, Le. cascade and recoil mixing.
4.3.2 Ballistic Mixing
The above presented TRIDYN profiles indicate that the broadening of irradiated in-
terfaces increases with increasing ion fluence, <p. Interface broadening is obviously
governed by nuclear collisions, thus, a dependence on the ion mass ml (Sn increases
with ml) can be stated. Throughout all experiments and simulations, only Si+ ion
were used. Thus, only the dependence on the ion fluence, <p, needs to be discussed
here.
Two principal displacement mechanisms characterize the ballistic ion mixing process:
Recoil Mixing. The smaller the impact parameter, b, in a nuclear collision the
larger is the momentum transfer in forward direction. The maximum possible
energy transfer can be achieved if ml = m2, Le. in the present cases, if Si+ ions
collide with Si target atoms at rest. Thus, in the case of high-energy "head-on"
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(Le. b=O) collisions, displaced target atoms may travellong distances and come
to rest far away from their initiallattice site (Ti = TÖ + Ar). This explains the
asymmetry in the mixing profiles in favor of the direction of the incident particles
(see e.g. silicon and oxygen distributions in fig. 4.13).
However, cases in which b > 0 are far more probable. Consequently, less energy
is transferred, the trajectory of the recoil atom is shorter and does not point in
forward direction.
Reasonably, the number of such single-recoil "long-range displacements" , N, lin--
early depends on the number of incoming projectiles, thus, on the ion fluence:
N c< <jJ [MOW85].
Cascade Mixing. Cascade mixing occurs if an displaced target atom (a so-called
primary recoil atom) knocks on other target atoms. Thus, secondary recoil atoms
are produced which may continue knocking on other target atoms producing
tertiary and quaternary recoils and so on an so forth. This chain of multiple
displacements is a collision cascade (compare fig. 4.4). The atoms participating
in the cascade experience numeraus displacements and relocations in the low-
energy regime, thus, cascade mixing is commonlyentitled "short-range mixing."
These events are isotropie in space. After a few collisions, the momentum of the
incident projectile is statistically distributed over all directions due to the random
nature of nuclear stopping. Thus, one can consider the atomic redistribution
in the target as random-walk process of "pseudo-diffusion" character [MAJ81],
the effective diffusion coefficient, D, of which is proportional to the ion fluence:
D c< <jJ.
The above characteristics indicate that cascade mixing dominates, whereas recoil mix-
ing is of minor importance. Therefore and because of the diffusion-like nature of cascade
mixing, one can describe the broadening of a concentration depth profile c(x, <jJ),7 which
represents for <jJ=0 an initially sharp interface at Xo, by an error function:
c(x,<jJ)=~erf[x~<jJ)o] +~ .
e(<jJ) corresponds to the width of the interface at position Xo [NAM94]:
e= 4D(<jJ)t .
(4.19)
(4.20)
Since ~erf(x) results in a Gaussian distribution, ~2 can be related to (J2 (see fig. 4.12):
d (1 [x - xo] 1) 1 . [ (x - XO)2] 2 2dx :2 erf . ~ + :2 = V2ifu exp 2u2 . ' with .~ = 2u . (4.21)
(4.22)
In the case that only cascade mixing is considered, the broadening of an interface can
be described by [BOW94]
with
7Cmax=1
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Figure 4.12:· Error function de-
scribing the broadening of an in-
terface (here at xIF=65 nm). Its
first derivative is a Gaussian with
(j = /;'/...;2, which is also dis-
played.
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From an experimental point of view, (j~ is always greater than zero because of om-
nipresent device functions (depth resolution, detector resolution etc.) Thus, in any
spectrum - be it an outcome of RBS or SIMS - interfaces always appear smeared,
even those which are sharp in a theoretical assumption.
4.3.3 Interface Broadening in TRIDYN
The present target structures are characterized by a 15 nm buried Si02 layer which
is surrounded by the Si substrate on the one and a Si or Ge layer on the other side.
Thus, two neighboring oxide interfaces (labelled with "left" and "right") have to be
considered, the mixing strengths of which are favorably described by the broadening
of the oxygen distribution co(x). Thus, oxygen serves as "marker element" - just as
Ge in SC2 and SC3, additionally.
In accordance with eq. 4.19, a superposition of two error funetions expresses the present
case:
(4.24)() 1 ( f [x - Xleft] f [x - Xright])COX =- er -er ,
2 /;'left /;'right
where Xleft and Xright denote the centers of the error functions, the widths of which are
denoted by /;'left and /;'right.
Due to sputtering, the center of Co(x) is shifted towards the surface (compare fig. 4.8).
For the sake of simplicity, only SCl is considered here.
It is known from the implantation profiles that the principal amount of implanted
silicon comes to rest behind the oxide. Thus, swelling occurs mainly in the substrate.
Therefore, sputtering and swelling are processes which shift the TRIDYN depth scale in
the region of the oxide linearly. Thus, a more evident illustration of the dependence
of interface broadening on ion fluence can be achieved by shifting the oxygen profiles
of fig. 4.8 in a manner that the centers of all distributions coincide at equal depth (see
fig.4.13).
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Figure 4.13: TRIDYN results for SC1. Oxygen and silicon distributions of fig. 4.8 are
shifted so that the position of the centers of Co (x, (1Ji) and CSi(X, (1Ji) coincide for all <Pi.
Note, that in the case of Co(x) all graphs cross at a point which represents the position
of the initial interfaces at co(x = Xleft = Xright, <Pi) = ~co(Si02) = 0.33.
Accordingly, CSi(X = Xleft = Xright, <Pi) = 1 - ~CO(Si02) = 0.66.
These graphs can be fitted by means of eq. 4.24 which is illustratively done in the case
of <p=5·1016 Si+/cm2 in fig. 4.14. This fitting procedure was performed for all fluences
displayed in fig. 4.13, the results of which are presented in the adjacent table.
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to ';Ieft and ';right, increase with increasing fluence as the tabled fitting results indicate.
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4.3.4 Experimental Evidence
Only results of computer simulations have been presented so far. The outcomes of RBS
and SIMS confirm the concept of ion mixing of interfaces to a further degree.
For example, fig. 4.15 demonstrates the mixing of the 5nm Ge layer of SC2. Note, that
the RBS-signal of the as-deposited Ge layer is naturally smeared due to various effects
such as limited detector resolution, energy straggling of the He+ beam penetrating
through the Si capping layer, the isotopic abundance of Ge, and even layer roughness.
In order to avoid disorientation, it is advantageous to remember that RBS spectra and
TRIDYN profiles are mirror symmetrie to each other, Le. the Si02-Sisubstrate interface is
here on the left-hand side.
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Figure 4.15: RBS spectra of SC2. The left illustration demonstrates the fiuence-
dependent shift of a buried Ge layer towards the surface which is due to surface erosion.
Note, that the Si surface peaks coincide. By aligning the centers of the distributions
(right hand side), the interface mixing of the marker layer is verified. Even the recoil-
tail of Ge atoms can be identified (compare table 4.4).
If one assumes that the channel number linearly corresponds to depth, Ge is noticeably
mixed about 15 nm deep into the oxide. The initial layer width is approximately 20
channels, whereas the substrate-oriented tail of the distribution is about 60 channels
in length.
fluence
(1016 Si+/cm2)
0.0
2.5
5.0
';left
(eh. no.)
10.0
16.7
23.1
';right
(ch.no.)
7.7
13.3
17.6
Table 4.4: Interface broadening in dependence
on ion fluence. These ';-values correspond to
the RBS spectra presented in fig.4.15. A
fit function similar to eq. 4.24 was applied.
The detector channel number served as depth
scale. The RES yield of 5000 was normalized
to one.
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Similar outcornes are found in the case of Si (see fig. 4.16). However, this discussion is
limited to a qualitative analysis since the dip of the Si signal embodies the broadening of
the oxygen distribution and the Ge distribution. Moreover, this RBS signaloriginates
from a buried structure 50 nm beneath the sampIe surface. Thus, the depth resolution
is significantly reduced which prevents a reasonable quantitative analysis.
f1uence (sOcm2): as-deposited; 2.5*10'6; 5.0*10'6
Figure 4.16: RBS spectra of S02.
The signals are drawn for the re-
gions in the spectra which refer to
silicon.
Sputtering leads to surface ero-
sion. Thus, the dip in the Si sig-
nal is shifted towards the surface
with increasing f1.uence.
Simultaneously, the dip width in-
creases due to ion mixing.
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The case of oxygen is even worse since the weak oxygen signal (compare fig. 3.19) over-
laps with the predominant Si signal, thus, any RBS-analysis concerning the broadening
of the oxygen signal is avoided here.
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ToF-SIMS delivers a coherent picture of ion induced interface broadening which is
shown in fig. 4.17 for the case of SCl.
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Figure 4.17: ToF-SIMS signals of SCl. Both 30Si and Si2 signals confirm excess of Si
in the oxide layer after ion irradiation. For reasons of depth resolution, the capping
poly-Si has chemically been removed. Thus, the broadening effect is examined only at
the Si02-Sisubstrate interface.
4.3.5 Advantage over Common Low Energy Ion Implantation
The above results have simulatively as. weIl as experimentally proved that ion mixing
of a Si-Si02 interface generates atomic displacements and relocations between the two
layers. Accordingly, displaced silicon as weIl as oxygen constitue the excess of Si in
the oxide as interstitials and vacancies, respectively. Thus, atomic concentrations far
beyond the bulk solubility limit of Si in Si02 are achievable.
The TRIDYN distributions of Si and 0 after irradiation quantify the excess of Si by
CSi,excess(X) = CSi(X) - 0.5· co(x) .
For illustration, CSi,excess(X) for the three ses are drawn in figs. 4.18.1-3.
(4.25)
In comparison, common low energy ion implantation into a 15 nm thin oxide layer
also generates supersaturation of Si in Si02. This approach, however, faces severe
difficulties:
• Direct implantation into a 15 um thin oxide results in a rather broad Gaussian
implantation profile in the Si02 matrix. Locating the maximum of the profile
at a distance of precisely 3um (in order to allow direct quantum mechanical
tunnelling) is very complicated.
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• Implantation elose to the sampie surface causes external chemical impact after
removing the sampie from the implantation chamber. Thus, oxygen and hu-
midity from the ambient penetrate the sampie surface andare stored in the
surface-near region of the damaged oxide. Thus, a certain amount of the im-
planted species is oxidized during annealing, resulting in additional oxide swelling
(lfsi02 ~ 2.2lfsi) [SCB02].
• H the implantation profile has its maximum elose to the Si02-Siaubstrate interface,
end-of.-range defects are located in the region of the MOS transistor channel which
leads to interference with the electronic properties of the transistor cello
(5.1)
Chapter 5
Phase Separation
5.1 Regimes of Phase Separation
The previous chapter elucidated that ion mixing transfers a 15nm thin Si02 layer,
which is embedded in between a 50 nm thick Si capping layer and the Si substrate, into
a region of substoichiometric oxide, i.e. into SiOa; with x<2. The substoichiometry' of
the oxide is obviously a function of depth (see fig. 5.2).
After ion irradiation, the system is in astate far from equilibrium, Le. in astate of
metastability or even instability. Moreover, the system is thermodynamically speaking
"closed" after ion bombardment, Le. at least exchange of matter with the surroundings
is prevented. At sufficient high temperature, a relaxation process consequently starts
which is expressed by phase separation into regions of Si and Si02. The separation of
SiOa: into two phases obeys the following balance:
SiOa; ----+ ~ Si02+ (1 - ~) Si .
Depending on the degree of supersaturation, two different regimes of phase separation
occur: nucleation and spinodal decomposition.
Phase separation can physically be described in the model of first-order phase transi-
tions. The dynamies of phase separation is governed by a thermally activated material
transport in the solid, Le. by diffusion.
Due to the very low diffusion coefficients of Si in Si02, the system is metaphorically
speaking "frozen" at RT, Le. it would remain in the state of meta- or instability for a
long period of time despite the tendency of separation into regions of Si02 and Si.
However, the time scale of phase separation can significantly be shortened by elevating
the temperature of the sampie. Diffusion processes generally depend on the temperar
ture, T, of the system:
(5.2)
where D(T), Ea, and k denote the diffusion coefficient, the diffusion activation energy,
and Boltzmann's constant, respectively.
From the experimental point of view, phase separation was performed at temperatures
between 850° and 1050°C in the present cases. This thermal treatment ia usually
entitled "annealing." See section 3.2.4 for experimental details.
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In the following, the two regimes are briefly portrayed. For a profound insight into
the physics of phase separation and the particular fields of nucleation and spinodal
decomposition, the reader is referred to [RAC78, WUD97, SCJ99].
5.1.1 Nucleation
The mechanism of phase separation via nucleation is valid for supersaturated, but still
diluted systems. Fig 5.1 schematically depicts an idealized phase diagram of the binary
system Si/Si02 .
-_llisf$ncet curve or "Immiscibillty dOme"
-splnodai curve
.. .. metastable phase" nucloatlon and growth
IJ unstable phase =spinodaJ decomposltion
Figure 5.1: The SijSi02 phase dia-
gram schematically portrays the regions
of metastability (cyan and magenta area)
and instability (yellow area) of the homo-
geneous SiOa: (x < 2) phase. Depending
on the degree of supersaturation, phase
separation proceeds via nucleation or spin-
odal decomposition.
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Figure 5.2: The 15 nm thick Si02
layer is decomposed into SiOa: (x<2) by
ion irradiation (here, Eo = 100keV and
<P= 1·1016Si+/cm2).
The color code is applied in accordance
with fig. 5.L
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Within the coexistence curve (cyan and magenta area) , the system is in astate of
metastability, Le. it is in a local minimum of the free energy and, therefore, it is stable
to small fluctuations in the local composition. Thus, the system can proceed from the
homogeneous SiOa: state to phase separation into regions of Si and Si02 if a sufficiently
large fiuctuation occurs. This process is known as nucleation of a minority phase. It is
triggered either by thermal fluctuations ("homogeneous nucleation") or by fluctuations
which are induced by defects in the matrix ("heterogeneous nuc1eation").
In the present case, precipitates of Si are formed within the oxide (cyan area). Likewise,
Si02 precipitates in the Si substrate (magenta area).
Since the system is closed, it relaxes towards equilibrium, Le. towards the global
minimum of F. In the course of nuc1eation, the contributions to the change in F are
twofold according to the c1assical kinetic nuc1eation theory [VOM26]:
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(5.3)
where E and u denote the bulk free energy per unit volume and the surface free energy
per unit area of the precipitate, respectively.
Obviously, there is a competition between surface and volume contributions in the
free energy balance. On the one hand, the system lowers F by creating the volume
of the precipitate which corresponds to astate of a minimum in F. On the other
hand, the free energy of the system increases by creating an interface between the
spherical precipitate and the surrounding matrix. Therefore, stable precipitates can
only be formed if the bulk free energy "benefits" are larger than surface free energy
"expenses."
This condition Can mathematically be expressed by the maximum of LlF(r):
d(LlF(r»
. = 0 = -41fr2E + 81frudr '
which results in a critical radius,l rc, for which eq. 5.4 is obeyed:
2u
rc =- .
E
(5.4)
(5.5)
Accordingly, for- precipitates with r < rc, it is energetically favorable to reduce size,
Le. they release monomers to the surrounding matrix. On the contrary, precipitates
with r > rc have an affinity for growth, Le. monomers attach to them.
The above considerations have dealt with 8i precipitates in the oxide phase as weIl as
with 8i02 precipitates in the silicon phase.
Thus, precipitates evolve on both sides of the 8i02-8i interface which leads to 8i NO
formation in the oxide layer as weIl as 8i02 NO formation in the substrate. For thermo-
dynamical reasons explained below, these simultaneous processes proceed on different
time scales resulting in structural asymmetry, Le. 8i02 NOs in the substrate dissolve
more rapidly than 8i NOs in the oxide which results in the desired sampie structure of
a 8i NO 8-layer within 8i02 above a pure 8i substrate.
5.1.2 Spinodal Decomposition
There are regions in the phase diagram (see yellow area in fig. 5.1) where the surface free
energy per unit area, u, becomes insignmcantly small. The spinodal curve in the phase
diagram corresponds to rc = O. In thiscase, the homogeneous 8iOa; phase is unstable
towards arbitrarily small fluctuations in composition. Without any nucleation barrier,
the unstable 8iO$ phase immediately decomposes which results in the formation of
interconnected (non-spherical) patterns of a 8i and a 8i02 phase. This situation is
applicable to the regions where the degree of supersaturation is overwhelmingafter ion
mixing. This condition is fuIfilled in the region of the former interfaces (see fig. 5.2),
where 8iO$ with 0.5<x<1.5 (approximate values) occurs. Here, the picture oi a
diluted matrix is not valid.
The mechanism ofspinodal decomposition i8 driven by an overall interface minimization
principle. Thus, in the immediate vicinity of a former interface, the two phases are
1known aB critical nucleUB size
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(5.6)
rapidly separated from each other resulting in a minimum interface in this region, Le.
a Hat phase boundary appears. In other words, spinodal decomposition leads to the
prompt reformation of the Si-Si02 interface.
5.2 Growth and Ripening of the Ne ensemble
In the regions of the oxide where phase separation proceeds via nucleation, the excess
of silicon leads to growth of already existing precipitates, Le. Si monomers attach to
them. Phase separation ceases as soon as all excess Si is consumed.
A system which contains an ensemble of precipitates of different radii is not in equilib-
rium. On the relaxation path towards equilibrium, the precipitates "fight for survival,"
Le. a selective process takes place.
The success of an individual Si precipitate decisively dependes on its radius r. Driven
by an overall surface minimization principle, aredistribution process starts in the course
of which small precipitates dissolve delivering monomers to the oxide matrix. These
monomers attach to larger precipitates which develop to NOs.
The following considerations are addressed to this so-called Ostwald ripening (OR) of
an precipitate ensemble which has attracted scientific interest since its discovery by
Wilhelm Ostwald in 1900 [OSWOO}.
The first extensive theoretical description was published by Lifshitz, Slyozov, and Wag-
ner ("LSW theory") in 1961 [LII61, WA061}. Amongst other things, they discovered
that the density of the number of precipitates decreases, whereas the volume of indi-
vidual clusters linearly increases in time in the case of diffusion controlled OR.
In chapter 2, a striking feature of nanostructures was emphasized, namely the size-
dependence of their physical properties.
In the case of spherical Si precipitates, the ratio between surface and volume energy
strongly depends on the radius r. As mentioned in section 2.1, the impurity equi-
librium concentration of monomers above a surface depends on its curvature. This
phenomenon is described by the Gibbs-Thomson relation, given by [GOF81}
GT( ) (Re). 2(J~
c r = Cco exp -:;: wlth Re = kT '
where Coo denotes the impurity equilibrium concentration of monomers above a Hat
surface (r=oo). Here, Re is the capillary length of the precipitate including terms
referring to the surface tension, (J, and to the atomic volume, ~.
Given this basic relation, two scenarios may occur concerning growth or shrinkage of a
precipitate located in a monomer concentration field. If the concentration of monomers
d"JM surrounding the precipitate is larger than cGT , the precipitate acts as sink, i.e.
monomers from the matrix attach to the precipitate (=growth). On the contrary, if
cGT is larger than d"JM, atoms detach from the precipitate (=shrinkage) (see fig. 5.3).
Form an atomistic point of view, monomers have energetically to overcome a barrier
at the interface between the precipitate and the surrounding matrix before they can
migrate in the matrix. The ratio between the velocity of the detachment reaction and
the monomer diffusion in the matrix determines the nature of OR - whether it is reac-
tion or diffusion controlled [STM96]. In the present case, Si monomers migrate within
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Figure 5.3: During Ostwald ripening, growth (left) or shrinkage (right) of a
NC depends on whether cGT(r) < cMM or cGT(r) > cMM .
Si02 which is assumed to be diffusion controlled due to the very low diffusivity of Si
within Si02. The same argument holds for the OR of an ensemble of Si02 precipitates
in the Si substrate [STM96].
The goal of the present work is to prove that a c5-layer of Si NCs within the oxide of a
MOS structure emerges at a constant distance from the Si substrate in a self-organizing
manner.
According to the mixing profiles discussed in ehapter 4, a situation is applieable whieh
is schematically drawn in figs. 5.4.1-6 for the Si02-Sisubstrate interface.
Due to the overall exeess of Si in the oxide after ion irradiation (blue eurve), spherieal
Si precipitates nucleate in every region of the oxide where phase separation proceeds
via nucleation (see fig. 5.4.1). Throughout the ripening process, the Si substrate acts
as perfect sink if one eonsiders only dissolved Si monomers whieh exeeed the solubility,
Coo ' In this abstract pieture, the Si substrate is a sphere of infinite radius within the
oxide.
As soon as the Si monomer eoneentration in the oxide falls below cGT of the smallest
precipitates, Ostwald ripening starts (see figs. 5.4.2). Consequently, large precipitates
grow at the expense of smaller ones whieh dissolve in Si monomers. The detachment
of Si monomers from precipitates is supposed to be isotropie. Therefore, precipitates
in the vicinity to the oxide-substrate interface permanently loose monomers on the
one hand to the Si substrate, on the other hand to precipitates whieh are directed
opposite of the substrate. The consequenees are twofold: Firstly, a precipitate-free
zone - the so-ealled "denuded zone" - emerges, the widths of whieh seales with the
diffusion length, A <X JD(T)t, where D(T) and t denote the diffusion eoefficient and
the process time, respeetively (see figs. 5.4.3-5). Seeondly, a layer of preeipitates at a
eonstant distance to the substrate is supplied with Si monomers (see fig. 5.4.3), as a
result of which a layer of NCs grows up.
This NC layer, however, represents just an intermediate state of the system's relaxation
path towards equilibrium. If phase separation continues (see figs. 5.4.4-6), the clusters
in the c5-layer are not supported with monomers any longer. Finally, they dissolve, and
al1 Si monomers in the oxide eondense on the substrate (see fig. 5.4.6).
For the sake of elarity, only the formation of Si NCs in the oxide is potrayed in
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Figure 5.4: These schematic snapshots chronologically portray the course of Ostwald
ripening at an ion-mixed 8i02-8i interface. The phases of the NC ensemble evolu-
tion are described in the text. In all figures, the ordinate expresses the monomer
solubility, c(z), whereas the abscissa is related to the depth, z, of the sampIe. The
grey columns in the region of the oxide refer to 8i precipitates, the widths of wmch
qualitatively indicate the altering diameters of the precipitates. Consequently, the
curves portray the course of c(z) in the oxide which locally differs due to the Gibbs-
Thomson relation (see eq. 5.6).
figs.5.4.1-6. Remember, that 8i02 precipitates similarly nucleate in the 8i substrate.
As mentioned above, these two processes proceed on different time scales resulting in
structural asymmetry, i.e. 8i02 NCs in the substrate dissolve more rapidly than 8i
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NCs in the oxide.
Therefore, a 6-layer of Si NCs should be obtained if the process of OR discontinues im-
mediately after reaching the status which corresponds to figs. 5.4.4-5. This can simply
be achieved by instantly stopping annealing.
This rather empirical description of the course of phase separation at the interface
requires further explanation.
The flux of Si monomers in the oxide depends on the product of two decisive quantities:
solubility C~~02 and diffusivity D~~02. Thus, the following section briefly portrays the
mechanisms which explain the migration of Si monomers in a Si02 host matrix.
5.3 Si Monomers in Si02
5.3.1 Diffusion
The general relation concerning diffusion of monomers in a matrix is expressed by
Fick's first law,
J= -D\lc , (5.7)
where J, D, and \lc denote the flux of monomers, the diffusion coefficient, and the
gradient of the monomer concentration in the solid, respectively.
The gradient of c can be expressed by a linear approximation:
\lc = c - Coo • (5.8)
ßx
Assuming that Coo ~ c, the monomer flux becomes approximately proportional to the
product of solubility and diffusivity, e.g. in the case of Si monomers in a Si02 matrix:
J.Si02 cx: f'~i02 D Si02Si -öi 'Si' (5.9)
(5.10)
(5.11)
.!!!&.
c=Co·e-kT and
!J!D..D =Do·e- kT ,
Therefore, a quantitative description of OR rests on experimental values of ~~02 and
D~fo2 in the present case.
Moreover, c and D are functions of temperature. In the picture of the Ising model (Le.
dissolution into the vacuum),
where Ec and Ea denote the bulk cohesive energy and the activation energy for diffusion,
respectively. Co and Do are pre-exponential factors.
E c is lowered in the case of dissolution into a matrix because the monomers usually
establish bounds to matrix atoms. In a fust approximation, however, adetermination
of ~~02 can be based on the bulk cohesive energy of Si, Le. the energy required. to form
separate neutral Si atoms in their ground state !rom the Si solid: E~u=4.63 eV [KIC96].
For an annealing temperature of T=1000°C,
(5.12)
Experimental data concerning ~i in Si02 have not been found, and tue value can
hardly becalculated [HEK03p].
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The determination of D~~02, is complicated as weIL Different diffusion experiments
have been conducted wIDch revealed disparate results for Do as weH as for Ea . Fig. 5.5
summarizes outcomes of three experiments which exhibit differences in D~~02 of some
orders of magnitude for given T.
• Mathiot, 2002
... Brebec, 1980
• Tsoukalas, 2001
1.E-15
1.E-16
-Je
NE 1.E-17
U
-~> 1.E-1e
'i;j
:E:s 1.E-19
'.
,
,
..
'"
,
\...,
" ,
'Y>
..,
,
,
,
...,,
,
" ,
,
''t.,
'.
author
Mathiot
Brebec
Tsoukalas
34.3
328
1.378
Ea (eV)
5.35
6
4.74
1.E-20 1---__-___.--...._-_--.....-
0.68 0.62 0.66 0.70 0.74 0.78
1()3/T (K-1)
Figure 5.5: Strong disagreement between the results of three experiments
which were designed to determine the diffusivity of Si in Si02 (com-
pare [MAD02, BRG80, TSDOl]).
In terms of the diffusion length, A=JD(T)t, the diffusivity values presented in fig. 5.5
are too low to describe the Si NC growth on a reasonable time scale (compare table 5.1).
10-12
10-14
10-16
t (s)
0.04
4
400
10-18
10-20
10-22
t (s)
4.104
4.106
4.108
Table 5.1: For a diffusion length
in the order of the denuded zone,
A = 2 nm, values for D~~02 and t are
calculated.
For T=1000°C, all values of D~~02 are weil below 1O-18cm2/s (compare fig. 5.5). Re--
lying on the experimental results presented above, an annealing time of many hours
would be necessary for phase separation at the interface. This is in contradiction to the
experimental outcomes of TEM and SIMS which are presented in subsections 5.4.2 and
5.4.3. Obviously, an effective diffusivity (Deff~ D) applies which incorporates the fact
that diffusion starts in astate very fai[ from thermodynamic equilibrium. Moreover,
irradiation induced structural damage surely enhances the diffusion of Si monomers in
the first moments of thermal annealing. Deff is expected to be in the range between
10-14 and 10-16 cm2/s for T=1000°C (in green). A further possibility is that the NO
ripening mechanism is governed by oxygen vacancy diffusion in addition to Si monomer
diffusion [HEK03p].
Further experimental investigations are' therefore, indispensable in order to satisfyingly
resolve this "diffusivity puzzle" in irradiated Si02 •
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5.3.2 Excursion to SIMOX
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Besides the unsatisfying quantitative statements of several diffusion experiments, an
interesting analogy can be drawn between the subject of the present work and former
S1MOX studies. For two decades, numerous research groups have examined the kinetics
of the formation of aburied Si02 layer as a result of high-dose oxygen implantation
into silicon (see e.g. [STM83, NAS93, STJ93, 1SY94, J1JOO]).
After annealing, many experimenters encountered Si inclusions in the buried oxide -
even at annealing temperatures up to 1350°C for several hours (see fig. 5.6).
_
Thcrllll10Xide
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Figure 5.6: This series of CS TEM-images portrays the formation of Si islands in
the buried oxide in dependence on annealing temperature. Here, the sampies were
implanted at 180keV and 550°C with a fluence of L2·1018 cm-2 • Thereafter, they
were annealed at T={1050; 1150; 1200; 1250; 1300; 1350}OC for t=4h [NAS93].
Despite the different length scales of the Si islands in SIMOX in comparison with
2...3 nm Si NCs in the present case, an analogous conclusion imposes itself - the
monomer flux of Si in Si02 is ~ qualitatively speaking -low compared to the monomer
flux of oxygen in silicon.
Fig. 5.6 indicates the asymmetry in the growth of Si inclusions in Si02 and the growth
of Si02 inclusions in Si. Obviously, Si02 inclusions in Si disappear more rapidly than
Si inclusions in Si02 during thermal annealing.
Similar behavior is expected in the present experiments:
J.Si02 < 'SiSi Jo
DSi02 r§i02 < D Si cSiffi '-~ 0·0
Three conclusions appear reasonable:
(5.13)
(5.14)
D~ or
~~02 or
D~:02 < D~
(5.15)
(5.16)
(5.17)
5.4 Formation of Ne 8-Iayers
5.4.1 Prediction of Kinetic Monte-Carlo Simulations
The course of phase separation towards thermodynamicequilibrium. cau numerically
be simulated by Monte-Carlo computer codes. Although reliable input parameters are
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not available, such atomistic simulations can predict the relaxation path of the system
for different annealing conditions.
A multi-component kinetic lattice Monte-Carlo program (KLMC), which takes diffusion
processes, phase separation, OR, and chemical reactions into account and, therefore,
allows to simulate the formation of the desired NC 8-layer structure, was developed by
Heinig and coworkers in recent years [HEK03, RES96, STM99t, STMOl].
The program predefines a fcc-Iattice cell of some 106 lattice sites which are partly
occupied with atoms of the minority phase, i.e. Si in the present case. The empty
lattice sites represent the majority phase, here Si02• The simulation rests on the
assumption that the Si atoms move in the chemically inert Si02 matrix.
Therefore, Si impurity distributions which were taken from CSi,excess(X) TRIDYN profiles
are important simulation inputs. Moreover, thermodynamic data (bond strengths,
capture radii, solubilities, diffusivities, and temperature) have to be given.
In the simulation, positional changes of atoms are expressed in terms of probabilistic
jumps of atoms between nearest neighbor (NN) lattice sites. Using the Metropolis
algorithm [MEN53], the jump probability, li-'f' is given by
{
701exp (-~) ,ni< nf }
l1-.f = -1 (Ea+<ni-nt)Eb ) > ' (5.18)70 exp - kT ,ni _ nf .
where 701 denotes the jump frequency. ni and nf denote the number of NN bonds
at the initial and final lattice site, respectively. Ra characterizes the diffusion baITier
of impurity atoms in a single NN jump. The NN bond strength is expressed by Eb.
701 , E a and Eb are related to macroscopic experimental quantities - annealing time t,
anneaIing temperature T, diffusivity D~~02, and solubility C~~02.
The time constant of the simulation, 7, is the so-called Monte-Carlo step, the duration
of which depends on the diffusion coefficient D(T). Since D~~02(T) is rather unknown
in the present cases, the duration of a Monte-Carlo step is uncertain, too. Thus, the
conversion ofthe physical time, t, into the simulated time, 7k (k is the total number of
Monte-Carlo steps in a simulation), can only be performed with an assumed or mear-
sured diffusion coefficient.
However, the simulation does provide an imagination of the course of phase separation
and NC-layer formation - merely in terms of an artificial, Le. temperature-dependent,
time scale, k(D(T)).
This rather brief characterization does not nearly cover all features of the kinetic lat-
tice Monte-Cario method. For a deeper insight, the reader is, therefore, referred to the
references given above.
For illustration, fig. 5.7 presents snapshots of the course of phase separation in the case
ofSCl.
The first figure, 5.7(a), portrays the sampie after ion irradiation with 4> = 1.1016 Si+/ cm2 •
The black curve indicates the Si excess distribution which was calcuIated with eq. 4.25
from TRIDYN profiles. Note the asymmetry in figs. 5.7(b) and 5.7(c) between the Si
NC band in the oxide and the Si02 NC layer in the substrate. From a simuIative
point of view, this asymmetry was achieved by assuming different solubilities which
are expressed as difference in Eb, Le. Eb(Si-Si in Si02) : Eb(O-O in Si) = 3 : 5, where
Eb(o-O) means the efficient bond strength "between" oxygen atoms when it forms
Si02 in Si.
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Figure 5.7: KLMC simulation of
SCI (performed by K.-H. Heinig,
FWIT, 2003).
(a) The 3D simulation cell in the
as-irradiated condition.
The black curve corresponds
to the Si excess distribution
calculated with TRIDYN for
cf> = 1.1016 Si+Icm2• The color
code of the atoms reflects the
number of diatomic bonds of the
Si atoms.
(b) After 50.000 MC steps, excess
Si has precipitated in the oxide.
Likewise, Si02 precipitates occur
in the substrate.
Note, that the oxide-substrate in-
terface is reformed but still rough.
The fact that j~f02 < j~ causes
Si02 precipitates in the Si sub-
strate to dissolve more rapidly
than Si precipitates in the oxide.
(c) After 200.000 MC steps, the
NO density has decreased. The
NOs appear arranged - Le. self-
organized - in a "o-layer" which is
separated from the substrate by a
denuded zone.
Again, less Si02 NCs exist in the
substrate than Si NCs in theox-
ide. As phase separation con-
tinues, aJl Si02 clusters dissolve,
whereas Si NOs remain in the ox-
ide (not shown here).
The interface is perfectly smooth.
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5.4.2 TEM Study of SCt
As mentioned earlier in this work (compare subsection 3.3.1 and fig. 4.2), Si NOs within
Si02 are not visible in TEM if they are smaller than 2...3nm in diameter.
In the case of SOl, this experimental handicap limits the proof of the formation of NO
8-layers to the band of Si02 NOs in the substrate. Amorphous Si02 NOs in crystalline
Si are clearly visible in TEM because they break the symmetry of the Si crystaL
For this purpose, the sampies of SOl were implanted at elevated temperatures of 400°
and 600°0 in order to preserve the crystallinity of the substrate. Thus, Si02 inclusions
in the Si substrate are detectable directly after ion implantation.
Figs. 5.8, 5.9, 5.10, and 5.11 indicate that the formation of Si02 inclusions in the
substrate is a function of ion fluence, 4J, and target temperature during irradiation,
Ttarget.
In the case of implantation at RT, the substrate is fully amorphized, thus, no inclusions
appear in the irradiated state (compare fig. 4.2).
Figure 5.8: OS TEM image of SOL
E=100keV, 4J=2.5·1016 ~:;, Ttarget=40000.
The substrate remains crystalline during
implantation, although the substrate-
oxide IF is roughened due to irradiation.
The substrate region close to the inter-
face contains bright spherical patterns
of 1...3 um in diameter which are pro-
nounced precipitates of Si02 within Si.
Due to the temperature regime, phase
separation already takes place during
implantation, obviously.
Figure 5.9: OS TEM image of SOL
E=100keV, 4J=2.5·lOI6 ~:;, Ttarget=60000.
Oompared to fig. 5.8, the oxide-substrate
IF remains smooth which is obviously due
to the higher target temperature during
implantation. The substrate remains
ahnost perfectly crystalline which leads to
the conclusion that less oxygen nucleates
as Si02 precipitates in the substrate than
in the case of Ttarget = 400°0.
After ion irradiation at elevated target temperature, the sampies were thermally all-
nealed at Tanneal = 1000°0 for various annealing times tannealing={30j750}s. As an il-
lustration of the course of phase separation, the case of 4J = 5.0· 1016Si+/cm2 , Ttarget =
5.4. FORMATION OF NO ö-LAYERS
Figure 5.10: CS TEM image of SCl.
E=100keV, cjJ-5.0.1016~~~, 1target=400°C.
The interface-near substrate exhibits
heavier damage of the substrate than
in the case of cjJ = 2.5 . 1016Si+Icm2
(dpa(x) cx cjJ). The IF is more strongly
roughened, too.
The density of Si02 precipitates has
significantly increased which can be
explained by the higher concentration
of oxygen in the substrate. Compared
to fig. 5.11, the Si02 precipitates are
randomly distributed.
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Figure 5.11: CS TEM image of SCl.
E=100keV, cjJ=5.0·1016~~' 1target-600°C.
A pattern of Si02 precipitates occurs in
the substrate which inevitably reminds
on the outcome of the Monte-Carlo simu-
lations. Separated by a zone denuded of
Si02 inclusions, a band of Si02 precipi-
tates has formed at a distance of 1...2nm
from the interface. Consequently, phase
separation and Si02 NC growth have
already taken place during implantation
at 1target = 600°C. Unfortunately, Si
NCs in the oxide do not occurl However,
the thin band in the oxide next to the
oxide-substrate IF may be interpreted as
denuded zone, i.e. as region free of Si
excess.
600°C, is portrayed here. The corresponding TEM images are presented in figs. 5.12,
5.13, and 5.14.
Fig. 5.15 makes a comparison between the outcomes of 3D-KLMC simulations and
2D-TEM images. This comparison is of qualitative nature since the experiments were
conducted at f1.uences of cjJ = {2.5; 5.0}.1016Si+Icm2, whereas in the KLMC simulations
cjJ = 1.0 ·1016Si+Icm2 was assumed. The message, nevertheless, is very similar, namely
the formation of a Si02 NC layer in the substrate at the Si02-Si interface. However,
the actual structure of interest, Le. the Iayer of Si NOs in the oxide, still remains
concealed in TEM. Yet, by induction, one may imagine Si NOs in the oxide as weIl.
This argument does not withstand the scientific dispute.
Therefore, additional methods had to be found in order to prove the existence of Si
NOs in the oxide as well. In this respect, two methods were considered: firstly, SIMS
measurements and, secondly, Ge decoration experiments.
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Figure 5.12: OS TEM image of SOL
E=100keV, 4>=5.0.1016~,Ttarget=60000,
TanneaJing = 1000°0, tanneaJing = 30s.
After 30 s of annealing, the Si02 inclu-
sions in the substrate are still diffuse
(comp. fig.5.11) The denuded zone in
the substrate is clearly visible.
Figure 5.14: cf. fig. 5.13.
Again, the Si02 NOs in the substrate ap-
pear as spherical objects of 2...3 in diam-
eter. The NO ensemble, however, is not
an ideal NO monolayer which can be ex-
plained by the high ion fluence, ergo high
amount of mixing, in this case.
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Figure 5.13: OS TEM image of SOL
E=100keV, 4>=5.0.1016~,Ttarget=60000,
Tannealing = 1000°0, tannealing = 750s.
The Si02 inclusions are more accentuated
after 750 s of annealing. They appear
as sperical NOs. See fig. 5.14 for higher
magnification.
Figure 5.15: Oomparison between figs.
5.14 and 5.7(b). A qualitative agreement
between KLMO simulation and TEM im-
age in terms of Si02 NOs in the substrate
can be announced. Si NOs in the oxide,
however, do not appear in the TEM im-
age due to their tininess and their weak
contrast to the surrounding oxide.
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5.4.3 Approval by SIMS
As mentioned in section 3.3.3, Sin (n>l) signals serve as indicator of Si exeess in the
oxide. Moreover, loeal maxima in the Sin (n>l) eurves explain the presence of Si NCs
in the oxide [PEM03].
In figure 5.16, the Sb signals exhibit a loeal peak in a distanee of 3.. .4nm from the
Si02-Si interface for tannealing ~ 120 s. The loeal peak width is approx. 2nm (blue
curve), Le. in the order of the expeeted mean NC diameter.
The denuded zone between the loeal Si2 peak and the interface emerges as little dip in
the Sh signal. The dip does not appear more aeeentuated beeause of the overlapping
signals originating in the Si substrate and in the Si NC layer. This overlap is due to
the limited depth resolution of ToF SIMS whieh is approximately ±1 nm [PEM03p].
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Figure 5.16: ToF SIMS speetrum of the Sb signal of SCI for various an-
nealing eonditions.
left hand side: The Si02-Si interface is defined at the position where the
Si2 signals eoincide at half maximum. The Si2 signal eonfirms the exeess of
Si in the oxide layer after ion irradiation (red eurve).
right hand side: During annealing, phase separation starts whiehends up
with a denuded zone between the substrate and the NC layer (blue and
magenta eurve). The hilloeks in the Si2 signals indicate the existence of Si
NCs.
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A further interesting feature of fig. 5.16 is the fact that the inner region of the oxide,
which is theoretically expeeted to be free of Si excess after annealing, contains a rel~
atively high amount of Si2 in eomparison with the stoiehiometrically pure reference
oxide. This implies that the thermal budget of annealing is to small in the present
eases. During phase separation, excess Si does not obviously completely condense on
the Si NC monolayer. However, phase separation c1early proceeds in the first 102 s of
annealing which is notconsistent with the assumption that (given the above experi~
mental values of D~~02) only Si monomer diffusion contributes to phase separation.
The above SIMS results are mere indications of the existence of Si NCs in theoxide.
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However, direct structural evidence is still missing. Due to the unobservability of tiny
Si NOs within a Si02 matrix, a mechanism of contrast enhancement was necessary
which is introduced in the following section.
5.5 Contrast Enhancement by means of Ge
All efforts to visualize Si NOs, which are smaller than 3nm in diameter, in Si02 have
failed applying common high-resolution TEM.
Thus, there has been a dire need for a method to reveal their existence in TEM which
would irrefutably count as structural evidence of the presence of Si NOs in the oxide.
For this purpose, germanium was used to "decorate" already existing Si NOs. In this
connection, Ge is a unique element because of its similar chemical properties but its
significantly higher mass.
5.5.1 Ge and the Si-Si02 System
The basic idea of Si NO decoration by means of Ge rests on the thermodynamic prop-
erties of the three elements involved.
The diatomic Ge-Ge bond strength is approx. 20% weaker than the Si-Si bond [KI096]:
E Si- Si - 4.63 eV and
EGe-Ge - 3.85eV
(5.19)
(5.20)
Due to the fact that Ge and Si are arbitrarily miscible [GLW70], the diatomic bond
strength between Si and Ge can be calculated with
ESi-Ge - 0.5· (ESi-Si + EGe-Ge)
Thus, ESi - Ge - 4.24 eV .
(5.21)
(5.22)
In S02, a 5 nm Ge layer was inserted between the oxide and the poly-Si capping layer.
Figs. 4.9 and 4.15 have shown that the oxide contains a considerable amount of Ge
(2...5 at.-%) after ion irradiation. Thus, Ge monomers are available as interstitials
in the oxide which energetically tend to form Si-Ge bonds during thermal annealing
since ESi-Ge > EGe-Ge. Therefore, a Ge monomer f1.ux is set in motion towards the Si
substrate which can be interpreted as sink for Ge monomers. If Ge monomers pass Si
NOs or Si precipitates on their path towards the substrate, they instantly form Si-Ge
bonds with the Si atoms of the precipitates. In the present work, this process is entitled
"Si NO decoration by Ge."
After ion irradiation, germanium and oxygen monomers can also form Ge-O bonds.
From an energetic point of view, this configuration is less convenient for the system,
since the diatomic Si-O bond is about 21% stronger than the diatomic Ge-O bond2•
As in the case of Si, the diffusivity of Ge monomers in ion irradiated Si02 is unknown.
Nevertheless, one mayassume that the effective diffusivity Deff of Ge in irradiated Si02
2D29S(Si-O) = 799kJjmol, D29S(Ge-O) = 659.4kJjmol [On094}.
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is significantly higher than the diffusivity D of Ge in thermally grown and stoichiomet-
rically pure Si02• Because of this lack of experimental data, one may assume in a first
approximation that Deff(Si in Si02) is approximately equal to Deff(Ge in Si02).
However, j~t02 and j~~2 also depend on the solubility of the two elements in the
oxide. In this connection, a comparison between C~~2 and C~:02 may be done semi-
quantitatively by assuming that C~i = cge = Co, thus (for T=1000°C),
CSi02Ge -
CSi02Si
5.8· 1O-16Co and
4.7 . 10-19Co
(5.23)
(5.24)
Here, E~i = ESi-Si = 4.63eV and E~e = EGe-Ge = 3.85eV, according to eq. 5.10. The
reader is reminded that these bulk cohesive energy values are strictly valid only for
dissolution into the vacuum. In the present cases, however, the monomers dissolve into
Si02• Nevertheless, they can be applied in the framework of a first approximation.
The corresponding results are schematically portrayed in fig. 5.17. Accordingly, the
flux of germanium monomers in the oxide is expected to be higher than the flux of
silicon monomers in Si02 since the probability of detachment, Pdetach is proportional
to exp (Ec/kT).
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Figure 5.17: The Ge solubility is sig-
nificantly higher than the solubility of
Si. For energetic reasons, Ge monomers
tend to form Ge-Si bonds. Thus, a
flux of Ge monomers towards the Si
substrate is expected which is much
larger than the flux of Si monomers to-
wards Ge. On this path through the
irradiated oxide, Ge monomers pass Si
precipitates to which they may attach
forming Si-Ge bonds. Thus, an ensem-
ble of Sia:Ge1-x NCs ripens in the oxide
which is visible in TEM.
Because of the random path on which Ge monomers migrate during diffusion in Si02 ,
the Si precipitates in the oxide act as very effective sink for Ge monomers. Thus, the
major fraction of Ge atoms moving towards the substrate attaches to Si precipitates at
first which is entitled "Ge decoration". In terms of TEM analysis, Ge atoms enhance
the mass contrast of already existing Si NCs in the oxide.
The functionality of this mechanism is experimentally demonstrated in the subsequent
subsections. In the case of SC2, the Si capping layer turned out to be less favorable
since it also acts as sink for germanium. Therefore in SC3, thecapping layer was chosen
to consist of Si02 in order to symmetrically surround the Ge layer with Si02•
5.5.2 Study of SC2
In the case of SC2,. relatively high ion fluences of</>= {2.5; 5.0}.1016 Si+/cm2 were ap-
plied in order to achieve a considerable content of 2...5at.% Ge in the oxide layer. For
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a quantitative illustration, compare the corresponding TRIDYN profiles in figs. 4.9 and
4.18.2.
Like in the case of SOl, the excess of Si in the oxide nucleates in form of Si precipitates
to which Ge monomers are likely to attach for energetic and migrational reasons ex-
plained above. Thus, NOs consisting of both species silicon and germanium grow up.
Figs.. 5.18 to 5.22 demonstrate that this mechanism of NO formation was observed in
TEM.
However, the effect of contrast enhancement turned out to be weaker than expected.
This can be explained by means of the the RBS spectra in fig. 5.23. The 50 um Si
capping layer turned out to be very attractive towards Ge atoms. Therefore, the prin-
cipal part of the initially 5 um thick Ge layer mixed with the Si in the capping layer
forming a Si-Ge alloy. The RBS spectra brilliantly demonstrate this Si-Ge intermixing
as function of annealing temperature. Therefore, the concentration gradient between
Ge layer and Si substrate significantly decreased causing a simultaneous reduction of
the flux of Ge monomers to the Si substrate. In the case of S03, this effect could be
suppressed by replacing the Si capping layer with Si02•
Figure 5.18: OS TEM image of S02.
E 100keV, <p = 2.5· 1016Si+/cm2 ,
Tannea1ing = 1000°0, tanneaJing = 30s.
After 30s of annealing, the oxide does not
contain NOs nor any other structural pat-
terns. However, dark "veils of mist" can
be identified in the oxide originating from
Ge. Thus, a higher temperature budget is
necessary for cluster formation.
A distinction between the Ge layer and the
50nm Si capping layer is no longer possi-
ble since Si and Ge have formed an alloy in
this region (compare figs. 3.13 aud 5.23).
Figure 5.19: OS TEM image of S02.
E=100keV, <p = 5.0 .1016Si+/cm2 ,
Tannealing = 1000°0, tannealing = 30s.
This TEM image contains the same fear-
tures like fig. 5.18. The only difference is
the higher degree of IF roughness which is
due to the higher ion fluence in this case.
Again, greyish veils occur in the oxide
which refer to the contrast enhancing con-
tent of Ge in the oxide.
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Figure 5.20: CS TEM image of SC2.
E-100keV, fjJ = 2.5· 1016Si+/cm2,
Tannealing = 1000°C, tannealing - 270s.
A higher termal budget causes NC for-
mation in the oxide. The cluster por-
trayed here is about 3 nm in diameter
and is even crystalline as its correspond-
ing FT image reveals. The distance
of the lattice plains turned out to be
dNc = 0.337nm which comes very close
to the bulk values of dsi(111) = 0.3136 nm
and dGe(l11) = 0.3266 nm.
In this case, it is not reasonable to con-
clude the ratio between Ge and Si in the
cluster from dNC • One the one hand, the
lattice properties of the NO do certainly
not completely coincide with the lattice
properties in the corresponding bulk ma.-
terials, one the other hand,. the systematic
error ofdeterminingdNC is large due to the
tininess of the cluster.
Figure 5.21: CS TEM image of SC2.
E-100keV, fjJ = 2.5· 1016Si+/cm2 ,
Tannealing = 1000°C, tanneaJing = 750s.
This image shows an high resolution TEM
image similar to this in ng. 5.20. Again,
crystalline NOs occur which are 2...3nm
in diameter. Here, the distance between
the cluster and the polySi-Si02 interface is
about 3nm.
The probability that lattice plains are por-
trayed in the high resolution TEM images
i8 low because the NOs are randomIy ori-
ented in space. TEM imagesof Iower reso-
lution give an impression of a larger region
of the 8ample, thus, the bands of NOs ap-
pear more clearly in terms of differences
on the grey scale (see fig. 5.22).
Again, longer annealing times cause fur-
ther smoothing of the interfaces (compare
fig. 5.20).
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Figure 5.22: OS TEM image of S02.
E=100keV, 4J = 2.5· 1016Si+fcm2 ,
Tannealing = 1000°0, tannealing = 750s.
The two arrows point to the bands of
NOs in the oxide (compare figs. 5.7.2-3).
Although the contrast effect on the grey
scale is rather weak, the denuded zones of
about 3nm clearly appear.
This structural feature becomes more ap-
parent by rotating the paper about 90 de-
grees.
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Figure 5.23: These RBS spectra of S02 demonstrate that the principal
amount of the 5nm Ge layer mixes with the Si capping layer during an-
nealing. The degree of mixing increases with increasing thermal budget
- here, in terms of increasing annealing temperature at constant annealing
time. In the case of T=105000 (magenta curve), Ge is almost uniformly dis-
tributed throughout the capping layer. Thus, a SixGel-x alloy has formed
at the interface between capping layer and oxide. Therefore, both the Si
substrate and the capping layer act as sink for Ge monomers in the oxide.
Accordingly, two NO layers are formed as being confirmed in fig. 5.22.
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Replacing the Si capping layer of SC2 with Si02 generates a symmetrical system, Le.
the Ge layer is surrounded by oxide on both sides and can be interpreted as Ge marker
layer within Si02 from the standpoint of ion mixing.
The experimental investigations in the case of SCl and SC2 were performed applying
high ion fluences up to 5.1016 Si+/ cm2 resulting in Si excess concentrations up to 25 at.%
in the middle and 40at.% at the interfaces of the oxide (compare TRIDYN profiles in
figs. 4.18.1-2).
Moreover, high fluences caused tremendous damage in the Si substrate which partially
could not be fully annealed.
Therefore, in the experiments of SC3, lower fluences of {3; 7}.1015 Si+/ cm2 were applied.
Accordingly, damage and Si excess are lower as weIl (see fig. 5.25). Here, Si excess
occurs only at the Si02-substrate interface in accordance with eq. 4.25.
Fig. 5.24 demonstrates that the Ge layer is decomposed into spheres of 10...30 nm in
diameter during thermal annealing. Although Tmelting(Ge) = 937°C, the spherical shape
indicates that the Ge reached the liquid state during annealing even at Tanneling = 850°C.
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Figure 5.25: TRIDYN profiles correspond-
ing to fig. 5.24. Note, that Si excess occurs
onlyat the oxide-substrate IF. Moreover,
Ge monomers are available in supersatu-
ration in the oxide due to ion mixing.
Figure 5.24: CS TEM image of SC3.
E=70keV, rP = 7.0 .1015Si+/cm2 ,
Tannealing = 850°C, tannealing = 750s.
The arrows point to the two NC layers
which appear in the oxide of the MOS-
like structure. The amount of Ge, which
remains at the position of the former Ge
layer, has formed spheres of 10...20nm in
diameter.
The striking feature of fig. 5.24 is the formation of two NC layers in the oxide. One
layer is next to the oxide-substrate interface, the other is close to the Ge layer-oxide
interface. In comparison with the TRIDYN profiles in fig. 5.25, the positions of the NC
b'-layers correspond to the tails of Si excess profile and the germanium profile. This
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Figure 5.26: OS TEM image of S03.
This sampie was not irradiated prior to
thermal treatment.
Tannea1ing = 950°0, tannealing = 120s.
The Ge layer merely decays into spheres
if the sampie is heated above Tmelting(Ge).
Thus, a 8-layer of NOs of 2...3nm in di-
ameter does not occur in the oxide.
scenario reminds of the outcomes of the 3D-KLMO simulations presented above. Both
NO 8-layers appear in the TEM image since Ge monomers migrate during thermal
annealing through the oxide attaching to Si precipitates which are formed by excess
Si at the oxide~substrate interface. If no Si precipitates were at this very position,
Ge monomers would directly condense on the Si substrate. Thus, the existence of Si
precipitates at the expected position is proven - as the following TEM images confirm.
Fig. 5.26 proves that the 5nm Ge layer decays into spheres of 10...30 nm in diameter
if the sampie is heated above Tmelting(Ge) = 937°0 without being irradiated previously.
In this case, no NO layers appear in the MOB oxide.
Figs. 5.27, 5.28, 5.29, and 5.30 exhibit high resolution OS images paying attention
to the influence of the relevant process parameters - annealing temperature, Tannealing,
and ion fiuence, 4> - on the formation of the NO ensemble.
Fig. 5.27 depicts two NO 8-layers in the oxide as being described above in fig. 5.24.
Here, the smallest distance between the NOs and the oxide-substrate IF is about 1.5 nm.
With increasing temperature budget (see fig. 5.28, 5.29, and 5.30), the NO layer elose
to the oxide-substrate IF dissolves and only one NO layer remains in the oxide which
was predicted by üstwald ripening (compare figs. 5.4.2 and 5.4.3). The distance of
the remaining NO layer to the oxide-substrate IF, Le. the width of the denuded zone,
increases with increasing annealing budget, Le. with temperature and time of anneal-
ing" which coincides with the model of the diffusion length, A oe JD(T}t. The largest
denuded zone of about 6nm in width is observed for the highest annealing budget,
namely for Tannealing = 1050°0 and tannealing = 750s (see fig. 5.30).
All TEM images demonstrate that Ge monomers, which attach to Si precipitates, en-
hance their contrast in TEM. Thus, the existence of Si precipitates, which emerge at
the oxide-substrate IF during phase separation of SiOa; into Si02 and Si, is proven.
Moreover, the resulting NOs collectively arrange themselves in a 8-layer which is sep-
arated from the oxide-substrate IF by a denuded zone. In addition, the spherical NOs
are separated from each other by the Siü2 matrix.
The width of the denuded zone, the mean distance between the NOs in the 8-layer,
and the mean diameter of the NOs in the 8-layer are the characteristic quantities of
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this organizing process. Therefore l one may legitimately entitle tbis proeess the "self.-
organization" of a NC 8-1ayer.
It has semi-quantitatively been demonstrated that the denuded zone expands with in-
ereasing annealing budget (1',t) which ean be explained in the pieture of thediffusion
length, X - vfD(T)t. In.every ease, the NCs show a mean diameter of about 3nm.
The mean NCdiameter ean only approximately be determined sinee the border be-
tween an individual NC and the surrounding oxide is not exactly measurable.
These results are also confirmed by TEM PV images which are presented in figs. 5.31
and 5.32 l finally.
Figure 5.28: CS TEM image of SC3.
E=70keV, </> = 7.0 ·1015Si+/cm2 ,
Tannealing = 1050°C, tannealing = 750s.
Only one NC layer remains with increas-
ing annealing budget.
The NCs become even crystalline (drele),
however, the tininess prevents the precise
determination of the lattice constant in or-
der to caleulate the SixGel-x composition
of the cluster.
The denuded zone is about 4nm in width.
However, the large Ge sphere bulges in the
NC 8-1ayer as soon aB it approaches the
layer.
Figure 5.27: CS TEM image of SC3.
E.-'-70keV, </> = 7.0 .1015Si+/cm2 ,
Tannealing = 950°C, tannealing = 30s.
Two NC 8-1ayers occur in the oxide. The
dunuded zone is about 1.5nm in width.
For equal diameter, the grey scale of an in-
dividual cluster qualitatively indicates the
Ge content. Thus, NCs close to the sub-
strate, in which Si dominates, are brighter
than those elose to deeomposed Ge layer.
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Figure 5.29: OS TEM image of S03.
E=70keV, 4> = 3.0 .1015Si+ fcm2 ,
Tannealing = 950°0, tannealing = 750s.
A NO 8-1ayer has formed at a distance of
about 3 um from the oxide-substrate in-
terface. The NO diameter is hard to de-
termine - 3 nm is an approximate value.
Figure 5.31: PV TEM image of S03.
E=70keV, 4> = 3.0 .1015Si+ fcm2 ,
Tannealing = 1050°0, tannealing = 750s.
The Ge layer has decayed in Ge spheres
of 10•..30nm in diameter during thermal
annealing with Tannealing > Tmelting(Ge).
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Figure 5.30: OS TEM image of S03.
E=70keV, 4> = 3.0 .1015Si+ fcm2 ,
Tannealing = 1050°0, tannealing = 750s.
The denuded zone is about 6 um in width
which is in agreement with the highest an-
nealing budget in this case. Here, the NO
diameter is about 4 nm.
Figure 5.32: PV TEM image of Se3.
This is the PV image corresponding to the
OS image in fig. 5.30. Dark-grey spheri-
cal spots appear between the Ge spheres
which correspond to the NOs in the 8-
layer. The contrast to the surrounding
oxide is rather weak, unfortunately.
Chapter 6
Gain of U nderstanding and Outlook
6.1 Summary of the Results
For the first time, the theoretically predicted mechanism of self-organization of Si NC
8-layers in the buried oxide of a MOS structure is experimentally proven according to
the goal of this thesis.
The formation of the desired NO arrangement is divided into two major steps:
1. Ion mixing ofthe Si-Si02 interfaces during mediumenergy ion irradiation through
the MOS layer stack transforms the system into a zone of SiOm (x< 2).
2. Subsequent phase separation (via spinodal decomposition as well as nucleation
and growth) results in the reformation of the buried Si02 layer which contains
a 8-layer of Si NOs at a constant distance of a few nanometers from the Si02-Si
interface.
Simulations with TRIM and TRIDYN throw light on the compositionalehanges whieh
occur in the target during ion implantation. The simulation results are in semi-
quantitative agreement with the outcomes of RBS and SIMS measurements. In partie-
ular, the mechanism of ion mixing of interfaces is examined by means of TRIDYN, the
results of which can be used as data input in KLMC simulationselsewhere.
First annealing experiments (SC1) show that Si NCs of less than Snm in diameter,
which are embedded in Si02 , are not visible by high resolution TEM - the most con-
vincing struetural method of analysis in this case. However, the simultaneous forma-
tion of a Si02 NO layer in the Si substrate can be demonstrated which confirms the
theoretical prediction of KLMC simulations in a first degree.
In order to enhance the eontrast of 8i NOs in 8i02, Ge is usedas decorating element
in the experimental investigations of SC2 and 803. Examinations with high resolution
TEM prove this mechanism of 8i NO decoration. Thus, 8i precipitates in the buried
oxide layer can suceessfully be revealed. Besides the mere presence of tiny 8i NOs
in the oxide, the eollective and self-organizing arrangement of the NOs in a 6-layer 1S
observed in TEM. The NO 8-layer is separated from the substrate by a denuded zone,
the width of which increases with an increasing thermaJ. budget of annea.ling (T,t).
This i8 consistent with the model of the diffusion length, ,\ == JD(T)t.
All in all, the theoretically predicted mechanism of phase separation ofan ion-beam-
mixed 8i-8i02 interface, in thecourse of whieh NO 6-1ayers emerge in the oxide, is
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structurally proven by the experiments performed.
Due to synergetic effects between experiment and theory, a buried o-layer of NCs can be
produced in a bottom-up approach which is of prominent interest from a technological
point of view, particularly in terms of future multidot nano-flash memories.
The following sequence of figures summarizes the results from a pictorial point of view.
Here, results of SOl and S03 are portrayed.
Figure 6.1: Course of investigations in
the case of SOl
(a) Block diagram of the initial MOS-like
sampie structure.
(b) SOl after ion irradiation.
This fig. shows a TRIDYN simulation for
<jJ=1.1016 Si+/cm2 and Eo=100keV.
The profiles indicate the compositional
changes of the system which are due to
ion mixing.
Note, that the black curve was calculated
with CSi,excess(X) = CSi(X) - 0.5· co(x).
(c) According to this KLMC snap-
shot (perfomed by K.-H. Heinig, FZR) ,
theory predicts that NO layers emerge
at the irradiated interface during phase
separation. Phase separation proceeds via
spinodal decomposition (reformation of
the IF) as wen as nucleation and growth
(formation of NO ensembles).
(d) One aspect of KLMC simulations is
proven here, namely the formation of
Si02 NCs of ~3nm in diameter in the
Si substrate during annealing. Amor-
phous Si02 NCs break the symmetry of
the Si single crystal which causes their
observability in high resolution TEM.
Nevertheless, Si NCs within the oxide do
not appear in high resolution TEM due
to their weak ~ontrast to the SUITOunding
matrix:.
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SI02 Ge Si02 SI substrate Figure 6.2: Oourse of investigations in
the case of S03
(a) Block diagram of the initial sam-
pIe structure including a 5nm Ge layer.
(b) S03 after ion irradiation.
This fig. shows a TRIDYN simulation for
4>= 3.1015 Si+/cm2 and Eo=70keV.
The profiles indicate the compositional
changes of the system which are due to
ion mixing.
Note, that the black curve was calculated
with CSi,excess(.X) = CSi(X) - 0.5· co(x).
The widening of the Ge profile indi-
cates that a considerable amount of Ge
monomers is available in the 15 nm thin
oxide layer after irradiation.
(c) As soon as phase separation starts,
the former Ge layer decomposes.
Here, tannealing = 120sand TMnealing = 850°0.
The Si02-Si IF is reformed and thecrys-
ta.l1inity of the substrate is restored.
Interestingly, dark-greyish veils appear
at a distance of ~ 3nm from the Si02~Si
IF. This indicates the decoration of Si
precipitates to a Iow degree.
(d) At a higher annealing budget, the
effect of Ge decoration Is clearlyenhanced.
Here, tMnealing= 750s and Tannealing= 1050°0.
Spherical NOs of ~ 3um in diameter a~
pear which are collectively arranged in a
5~layer at a constant distance from the
Si02~Si IF. The width of this "denuded
zone" sca.les with increa.sing annealing
budget. The Iarge Ge apheres refer to
the former Ge Iayer which is decomposed
during annea1ing above the melting point
ofGe.
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6.2 Outlook on Future Investigations
EFTEM
The above considerations pointed out that Si NCs of less than 3nm in diameter, which
are embedded in an amorphous Si02 matrix, are not observable in common high reso-
lution TEM. The weak mass contrast between Si NCs and the surrounding Si02 matrix
is the reason for this unobservability.
In the bright field mode of conventional TEM, electrons of all energies are used for
the formation of the image. Energy filters, however, allow image formation with elec-
trons that have suHered specific energy losses in the sampie. This technique, known
as "energy-filtered TEM" (EFTEM), detects the chemical contrast within a specimen
since it allows only those electrons to contribute to image formation which have lost a
characteristic amount of energy during core ionizations of selected elements [FUBOl].
Therefore, energy filtered images are highly promising in directly picturing tiny Si ag-
glomerates within Si02 • Thus, Ge decoration could be avoided and the pure Si-Si02
system could be studied. Moreover, statistical investigations in terms of NC densities
or NC diameter distributions could reliably be performed in PV EFTEM images.
Structures of Higher Complexity
A very interesting structural feature emerged during the investigations of SC3. As
"byproduct" of annealing, the former Ge layer decomposed into Ge spheres of 10...30 nm
in diameter (see all the figures in subsection 5.5.3). Phase separation results in a
double layer structure, Le. the NC 8-layer emerged in between the Ge spheres and the
Si substrate. This structural arrangement might improve the electronic behavior of
non-volatile quantum memory devices. Very recently, Ohba et al. [OHR02] proposed a
similar device structure. They claimed that the charge retention of the multidot nano-
flash memory can significantly be improved using this "NC double-8-layer" ordering
(see the band diagram in fig. 6.3).
Figure 6.3: The interplay between quan-
tum confinement and Coulomb blockade
explains the better retention behavior of
the "Ne double-8-layer" structure.
Electrons can easily be injected into the
larger cluster via the double tunnel junc-
tion. In the storage mode, however,
charge dissipation between the large clus-
ter and the transistor channel is sup-
pressed by the energy barrier of the small
cluster (compare fig. 2.8).
More investigations are, therefore, necessary in order to determine whether the pre-
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sented "NC double-8-layer" structure can reliably be reproduced. Moreover, it is indis-
pensable to examine the infiuence of the process parameters, e.g. initiallayer thickness,
ion fluence, or annealing conditions, on the size distribution of the two NC layers. In
addition, the substitution of the initial Ge layer by a Si layer is worth being examined
as weIl, particularly from an electronic point of view.
Synthesis of Structures under Irradiation
In connection with the previous case, inverse Ostwald ripening (IOR) may be helpful in
adjusting the cluster diameters. Heinig et a1. [HEK03] emphasized that the evolution
of a NC ensemble results in a unimodal NC size distribution if the system is irradiated
with ions during annealing. In other words, large clusters shrink delivering monomers
to the matrix which attach to smaller ones that consequently grow.
This mechanism could be employed to reduce and to equalize the size of the large
clusters (spheres) in the "NC double-8-layer" structure. Likewise, monomers become
available in the oxide matrix which feed the clusters in the NC 8-1ayer which is close
to the Si02-substrate interface.
"Sophisticated Annealing"
In the frame of the present work, constant annealing temperatures were applied for
given annealing times.
The schematic phase diagram of the Si-Si02 system, however, opens far more possi-
bilities of influencing the course of phase separation by varying the temperature of
annealing as function of time: T annealing = TanneaIing(t).
As pointed out in section 5.1, phase separation can proceed via spinodal decomposition
or via nucleation and growth (compare fig. 6.4).
-coexlstence curve or -immisclbllity dome-
-spinodal curve
• • metastllble ph;llS& = nucleation and grQWth
[] unstable phase =splnodal dec;omposltlon
Figure 6.4: Varying the temperature of
annealing as function of time can in-
fluence the regime of phase separation
at a certOOn position in the sample de-
pending on the local composition.
Here, for a local composition, cf, phase
separation proceeds via spinodal de-
composition at T = Tl'
At higher T = T2 , however, the homo-
geneous SiOx phase separates via nu-
cleation and growth of Si precipitates
in Si02.
oxide c·
compO$itIon $iIIcon
The ability of selecting the local regime of phase separation is certainly helprul in
defining the regions in the system where the minority phase precipitates. Thus, the
subsequentevolution of an ensemble of NCs can sustOOnably be inHuenced.
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