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Abstract
Cross-phase modulation at the single-photon level has a wide variety of fundamental applications in quantum optics
including the generation of macroscopic entangled states. Here we describe a practical method for producing a weak
cross-phase modulation at the single-photon level using metastable xenon in a high finesse cavity. We estimate the
achievable phase shift and give a brief update on the experimental progress towards its realization. A single-photon
cross-phase modulation of approximately 20 milliradians is predicted by both a straightforward perturbation theory
calculation and a numerical matrix diagonalization method.
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1. Introduction
A wide variety of proposed experiments in quantum
optics make use of cross-phase modulation at the single-
photon level. It is particularly useful in the creation of
Schrodinger cat states and entangled coherent states which
have applications in quantum computing [1–3], teleporta-
tion [4–6], metrology [7], cryptography [8], and in nonlocal
interferometry [9, 10]. Nonclassical effects involving entan-
gled coherent states are also useful for probing the bound-
ary between classical and quantum behavior. Coherent
states are the closest approximation to a classical state of
light, making superpositions of sufficiently orthogonal co-
herent states a truly macroscopic quantum phenomenon.
Experiments to create cross-phase modulation at the
single-photon level have been performed with many dif-
ferent technologies and nonlinear media. Single atoms in
micro-cavities have been used [11], as well as atomic va-
por in a hollow core fiber [12], transmons at microwave
wavelengths [13], and a variety of systems using electro-
magnetically induced transparency [14–16]. Other efforts
have used quantum dots in a cavity [17] and strongly in-
teracting Rydberg atoms [18]. Large per photon phase
shifts have been measured in many of these systems, but
they require relatively complicated experimental setups,
prompting a search for a simpler and more reliable source
of low power cross-phase modulation.
Here we discuss the feasibility of a new cavity approach
for single-photon level cross-phase modulation that uses
metastable xenon atoms as the nonlinear medium. Meta-
stable xenon is expected to be superior to alkali vapors
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such as rubidium and cesium since it is inert and does
not adhere to optical surfaces [19]. Xenon also has a long
metastable lifetime and relatively large dipole matrix el-
ements with a convenient set of ladder transitions in the
near infrared. The two level spacings are relatively close
in wavelength, allowing approximately Doppler-free exper-
iments with counterpropagating beams.
The use of a high finesse cavity should avoid the limi-
tations in using freely-propagating beams that have been
pointed out by Shapiro and others based on a multi-mode
analysis [20–22]. These difficulties do not occur as long as
only a single cavity resonant frequency exists within the
bandwidth of the medium.
We estimate that a single photon in the setup described
here will be able to produce a nonlinear phase shift of ap-
proximately 20 milliradians, as described in section 2. Two
different methods for calculating the magnitude of the ex-
pected cross-phase modulation are found to be in good
agreement. One of these consists of a straightforward an-
alytical calculation based on perturbation theory. Those
results are then verified using a numerical matrix diag-
onalization method which is more appropriate for large
numbers of atoms and small detunings. In section 3 we
briefly describe the progress of an ongoing experimental
effort towards the realization of the metastable xenon ap-
proach. Finally in section 4 we provide a conclusion and
summary of results.
2. Theoretical Model
2.1. Three-Level System
The xenon transitions of interest form a three-level
ladder system as pictured in Fig. 1, where ω1 and ω2
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Figure 1: Three-level system in metastable xenon used to generate
cross-phase modulation. The detunings of the control and signal
(ω1 and ω2) are given by ∆ and δ respectively. The atomic levels are
represented by |g〉, |i〉, and |h〉, where |g〉 is the metastable state with
an intrinsic lifetime of approximately 43 seconds [23]. The transitions
of interest correspond to wavelengths of 823 and 853 nm for the
control and signal respectively [24, 25].
represent the control and signal photon frequencies, re-
spectively. Two-photon absorption can be minimized by
detuning the signal and control photons from atomic res-
onance, so that the net effect is a conditional nonlinear
phase shift. For applications involving the generation of
phase-entangled coherent states [9, 10], the control at ω1
would be a single photon while the signal at ω2 would be
a weak coherent state.
Three-level systems of this kind have previously been
analyzed using a density matrix approach [26]. Our goal
here is to use a straightforward perturbation calculation to
obtain an approximate estimate of the cross-phase modula-
tion in metastable xenon, which we can use to demonstrate
the feasibility of the approach.
We define a set of basis states for describing the inter-
action in Fig. 1 as
|1〉 =|0〉 ⊗ |h〉
|2〉 =aˆ†ω1 |0〉 ⊗ |i〉
|3〉 =aˆ†ω2 |0〉 ⊗ |i〉
|4〉 =aˆ†ω1 aˆ†ω2 |0〉 ⊗ |g〉.
(1)
Here aˆ†ωi is the usual creation operator for angular fre-
quency ωi and |0〉 is the vacuum state of the field. In this
basis the interaction Hamiltonian Vˆ can be defined in the
usual way as [27]:
Vˆ = m∗1σˆ
†
giaˆω1 +m
∗
2σˆ
†
ihaˆω2 +m1σˆgiaˆ
†
ω1 +m2σˆihaˆ
†
ω2
+m∗3σˆ
†
giaˆω2 +m3σˆgiaˆ
†
ω2 ,
(2)
where σˆgi takes the atom from |i〉 to |g〉, σˆih takes the atom
from |h〉 to |i〉 and the m terms are the transition matrix
elements. In general the matrix elements are given by m =
〈−~µ · ~E〉 where µ is the dipole moment of the transition
and ~E is the electric field, and the brackets indicate an
average over orientations.
The basis states of Eq. (1) and the interaction Hamilto-
nian of Eq. (2) describe a system that can undergo several
kinds of transitions. The system may initially transition
from state |4〉 to either state |3〉 or state |2〉 by the absorp-
tion of the control (ω1) or signal (ω2) photons respectively.
A second photon may then be absorbed to take the sys-
tem from states |2〉 or |3〉 to state |1〉 [26, 28]. Using Eqs.
(1) and (2) the total Hamiltonian Hˆ of the system can be
written as
Hˆ =

h¯(ωhi + ωig) 0 m
∗
2 0
0 h¯(ω1 + ωig) 0 m
∗
3
m2 0 h¯(ω2 + ωig) m
∗
1
0 m3 m1 h¯(ω1 + ω2)

(3)
The finite lifetimes of the excited levels are not taken
into account here in order to keep the presentation as
transparent as possible. Inclusion of the lifetimes reduces
the cross-phase modulation by an amount that is not sig-
nificant for detunings much larger than the line width, as
is expected to be the case in the planned experiments. The
intrinsic lifetime of the metastable 6s[3/2]2 state (approx-
imately 43 seconds [23]) has no significant effect on the
results.
2.2. Perturbation Theory
A straightforward perturbation theory approach can
be used to estimate the cross-phase shift for sufficiently
large detunings. In that limit, the nonlinear phase shift
can be calculated for a single atom and then summed over
the contributions from all of the atoms. This approach is
valid as long as the depopulation of the initial state is suf-
ficiently small, as will be verified below using a numerical
diagonalization technique.
The level spacings and detunings are chosen in such a
way that the control photon effectively interacts only with
levels |g〉 and |i〉 while the signal photon only interacts with
levels |i〉 and |h〉. To fourth order in perturbation theory,
each photon is absorbed and re-emitted once, returning
the atom back to the ground state. The assumption that
only this 4th-order term is necessary to predict the phase
shift is confirmed by the numerical approach of section 2.3,
which takes all orders into account.
The fourth order term of interest gives a change E(4)
in the energy of the system given by [26]:
E(4) =
|m1|2|m2|2
h¯3∆2δ
. (4)
The matrix elements are a function of position within the
cavity, which is assumed to contain a uniform density ρ
of metastable xenon atoms. The total phase shift from a
single atom is determined by the fact that the time depen-
dence of the state is proportional to exp[−iE(4)t/h¯], which
gives a total phase shift of
φ = ρ
∫
E(4)t
h¯
dV. (5)
2
Here the integral is over the cavity volume and t is the
interaction time inside the cavity.
The integral of Eq. (5) can be simplified by making two
approximations regarding the electric field within the cav-
ity. First we replace the sinusoidally varying field with a
suitable average, since the field oscillates on a length scale
much smaller than the size of the cavity. This average is
found by normalizing the energy of the electric field in the
cavity to that of a single photon of the proper wavelength.
Secondly we model the cavity mode field distribution as
a constant electric field over a cylinder with a diameter
equal to the gaussian beam diameter and length equal to
that of the cavity. These approximations are made only
to simplify the presentation. Numerical integration of Eq.
(5) using the exact field distribution calculated from the
geometry of the cavity [29] is in good agreement and will
be discussed in section 2.4.
The average total phase shift can now be written as
φ ≈ ρVcyl |m¯1|
2|m¯2|2
h¯4∆2δ
t, (6)
where Vcyl is the volume of the cylinder we have used to
model the cavity mode field distribution, and m¯i repre-
sents the matrix element defined in section 2.1 where the
electric field has been averaged over the cavity field dis-
tribution. In addition, the number of atoms involved in
the interaction is effectively reduced to 1/3 of the number
present in the ensemble due to averaging of the electric
field and dipole moment orientations.
The range of validity of this perturbation calculation
is limited to situations in which the total probability that
an atom is in an excited state is much less than 1, since
perturbation theory does not include the depletion of the
initial state. In practice the population of the first excited
state is the limiting factor. The total number of atoms N1
in the first excited state is given approximately by [28].
N1 ≈ ρVcyl |m¯1|
2
h¯2∆2
. (7)
Equation (6) is only valid if N1 is significantly less than 1.
2.3. Matrix Diagonalization
In addition to the simplified perturbation theory cal-
culation of the previous section a numerical matrix diag-
onalization method was used to verify the results and de-
termine its range of validity. In this approach the Hamil-
tonian of Eq. (3) was diagonalized numerically to deter-
mine its eigenvalues. The nonlinear energy shift due to
cross-phase modulation was then found by subtracting out
the linear terms that appear when either the signal or the
probe is present by itself.
Though the mathematics in this approach are not as
transparent as for the perturbation theory method of sec-
tion 2.2, it has two significant advantages. The first is
that this technique includes all orders of the interaction,
unlike the perturbation theory calculation which only took
into account fourth-order terms. The second is that the
combined effects of an ensemble of atoms can be properly
treated using this approach rather than simply summing
over the phase shifts calculated for single atoms. This
produces accurate results at arbitrarily small detunings,
in contrast to the results of section 2.2 which are only
valid when the first level population expressed in Eq. (7)
is much less than one.
The ensemble of atoms can be taken into account by
considering the form of the initial and virtual states in the
presence of N identical atoms. For simplicity, we assume
that all of the atoms are coupled to the field in the same
way, as in the cylindrical field model described above. In
that case all of the atoms are excited with the same prob-
ability amplitude, so that the only possible form of the
initial and intermediate states is given by
|1′〉 =|0〉 ⊗ 1√
N
N∑
k=1
N∏
j 6=k
|gj〉|hk〉
|2′〉 =aˆ†ω1 |0〉 ⊗
1√
N
N∑
k=1
N∏
j 6=k
|gj〉|ik〉
|3′〉 =aˆ†ω2 |0〉 ⊗
1√
N
N∑
k=1
N∏
j 6=k
|gj〉|ik〉
|4′〉 =aˆ†ω1 aˆ†ω2 |0〉 ⊗
N∏
j=1
|gj〉.
(8)
Here the indices j and k label the atoms and |gi〉, |ii〉, and
|hi〉 are the three atomic states of atom i.
Making the same constant field mode approximation as
discussed in section 2.2 we can evaluate the new transition
matrix elements using this basis:
m′1 = 〈4′|Vˆ |3′〉 =
√
Nm1
m′2 = 〈3′|Vˆ |1′〉 = m2
m′3 = 〈4′|Vˆ |2′〉 =
√
Nm3.
(9)
It can be seen that a factor of
√
N automatically appears in
some of the matrix elements. Note that all N atoms in the
ensemble are available to make transitions from |g〉 to |i〉,
so the matrix elements for these transitions are multiplied
by
√
N . At any given time, however, no more than one
atom can occupy state |i〉, since the excitation is driven
by a single photon. As a result the matrix element for the
|i〉 to |h〉 transition is not affected by an increase in the
number of atoms.
This approach neglects inhomogeneous broadening, such
as the Doppler shift, which would result in different excited-
state amplitudes for different atoms. But it does provide
a qualitative description of the effects of using a large en-
semble of atoms. Doppler shifts become important in the
limit of large detunings.
3
2.4. Comparison of Calculated Results
The cavity used in these calculations was assumed to
consist of a set of two 2.5 cm spherical mirrors placed 2.5
mm apart with a finesse of approximately 60,000. The
beam waist in this case is approximately 38 µm and the
interaction time between the intracavity medium and a
single intracavity photon is roughly 330 ns. We assumed
a metastable xenon density in the cavity of 1010/cm3,
though densities of up to 1013/cm3 are possible [30].
The relevant xenon transitions are the 823 nm and 853
nm lines for the control and signal respectively [24, 25].
The dipole moments of these transitions can be calculated
from their Einstein A coefficients [31]. They are found to
be 2.3× 10−29 C·m and 6.4× 10−30 C·m for the first and
second transitions respectively.
Fig. 2 plots the cross-phase modulation predicted by
each approach as a function of the detuning ∆ from the
first transition with the upper level detuning δ held con-
stant at δ/2pi=10 MHz. The solid blue line represents the
results of the perturbative approach of Eq. (6), in which
the electric field mode has been approximated as constant
within the cavity mode volume. The solid blue triangles
represent the results of numerically integrating equation
5 over the exact field distribution (a Gaussian) calculated
from the geometry of the cavity [29]. The close agreement
of these two approaches justifies the use of the constant
field mode approximation. Results from the matrix diago-
nalization approach of section 2.3 are represented as blue
dots.
The red line in Fig. 2 corresponds to the number N1
of atoms in the first excited state as a function of the in-
termediate state detuning ∆, as calculated from Eq. (7).
The results of the two approaches diverge for large N1 as
expected. From the results of the matrix diagonalization
approach we see that the largest single-photon cross-phase
modulation possible for this particular cavity setup is ap-
proximately 20 milliradians. Phase shifts of this magni-
tude should be sufficient for a number of applications using
large-amplitude coherent states and weak nonlinearities,
such as the generation of Schrodinger cat states [32, 33],
nonlocal interferometry [9, 10], quantum computing [1, 2],
and quantum key distribution [8].
3. Experimental Implementation
3.1. Xenon-Cavity System
These estimates of the cross-phase modulation attain-
able with a metastable xenon-filled cavity are promising,
but an experimental demonstration is needed to verify
them. An apparatus to perform the necessary measure-
ments is currently being constructed. The design of the
metastable xenon-filled optical cavity is shown in Fig. 3.
Two mirrors are housed in a solid nickel block and placed
in a vacuum chamber filled with xenon gas. A resonant
RF circuit (capacitors, wire coils) excites the xenon atoms
into the metastable state, and the atoms diffuse through
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Figure 2: Cross-phase modulation values (blue) and first excited
state populations (red) as a function of the detuning ∆ from the
first transition (the detuning δ from the upper atomic level is fixed
at δ/2pi = 10 MHz). The solid blue line shows the analytical pertur-
bation theory results of Eq. (6), and blue triangles show the results
of integrating Eq. 5 numerically over an exact field distribution [29].
The blue dots show the numerical results of the matrix diagonaliza-
tion method of section 2.3.
the chamber and into the beam path. Tuning of the cavity
frequency is accomplished by controlling the temperature
of the nickel block. The combined xenon-cavity system
creates an optical nonlinearity in which the presence of a
single control photon is expected to impart a significant
cross-phase modulation on a macroscopic coherent state
signal.
3.2. Experimental Design
Fig. 4 shows a simplified conceptual diagram of the
experimental layout. Control and signal beams at 823 and
853 nm respectively will pass through a pair of electro-
optic intensity modulators that are capable of effectively
turning the beams on and off at gigahertz rates. Each
beam will be divided into separate high intensity and low
intensity paths, with the power level controlled by variable
in-line fiber optic attenuators. The high intensity beams
will saturate the xenon absorption to allow frequency lock-
ing to the cavity transmission peak, while the low intensity
beams will be required to perform the experiment. Fiber-
based optical switches select the high or low intensities.
The laser frequency tuning and switch operation will be
controlled in a Labview routine.
During the phase-shift measurements, a light pulse from
the signal beam will enter the Sagnac loop containing the
optical cavity. A phase modulator will be used to im-
part a 90◦ phase shift on one but not both of the counter-
propagating pulses, maximizing the sensitivity of the inter-
ference signal to slight relative phase differences between
the two. The clockwise-propagating signal 853 pulse will
be attenuated on passing in the reverse direction through
an optical isolator, so as not to saturate the xenon |i〉
to |h〉 transition, and will serve as the weak signal. The
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Figure 4: Conceptual layout of experiment to measure single-photon
level cross-phase shifts using metastable xenon gas in a high-finesse
optical cavity.
counterclockwise-propagating pulse will not be attenuated
and will function as a strong local oscillator in a balanced
homodyne measurement at the outputs of the Sagnac loop,
which will be used to detect the small cross-phase shift in
the weak signal pulse. A single-photon level control pulse
at 823 nm will be timed to interact in the cavity with only
the clockwise-propagating signal pulse, so that the local os-
cillator is not affected. Temporal separation of the signal
and local oscillator will be accomplished by the addition of
an extra 150 m length of optical fiber in the interferometer
path.
A beamsplitter will be added into the Sagnac loop
to split off and measure the counterclockwise-propagating
control pulse. The control amplitude will be reduced such
that the average number of photons per pulse is much less
than one, and the measurements will then be postselected
on the detection of a control photon. The measurements
will be immediately repeated with the control turned off,
and the results compar d to determine the relative phase
shift induced by a single control photon.
While the experiment has not yet been completed, we
have performed a preliminary demonstration of its fea-
sibility in a measurement of saturated absorption in the
metastable |g〉 to |i〉 transition. Significant saturation was
observed with input powers of only 20 nW [34], this corre-
sponds to a strong nonlinearity that is consistent with the
expected single-photon cross-phase modulation.
4. Summary and Conclusions
We have proposed a cavity-based approach for the gen-
eration and measurement of a weak single-photon cross-
phase modulation. Metastable xenon vapor is used as the
nonlinear intracavity medium to avoid the problems asso-
ciated with the accumulation of rare earth atoms on the
optical surfaces [19]. The use of bulk xenon also avoids the
complexity associated with trapping a single atom, while
the use of a high-finesse cavity may allow one to avoid the
objections raised in [20–22] associated with propagating
pulses.
A three level ladder scheme in xenon with transitions at
823 nm and 853 nm is used [24, 25], with detunings added
to avoid two photon absorption. Two different theoreti-
cal approaches for describing the cross-phase modulation
found that phase shifts of roughly 20 milliradians are pos-
sible in this system, and we have given a brief description
of experimental progress towards its realization.
Single-photon cross-phase modulation has a number of
important applications in quantum optics and quantum in-
formation science. In particular, single-photon cross-phase
modulation would allow the generation of macroscopic en-
tangled coherent states which may be useful for quantum-
key generation [8] and other applications [1–7, 9, 10] . The
relative simplicity of the cavity-based approach described
here should enable many of these applications in the fu-
ture.
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