Upper bounds on recognition of a hierarchy of non-context-free languages  by Palis, Michael A. & Shende, Sunil M.
Theoretical Computer Science 98 (1992) 289-319 
Elsevier 
289 
Upper bounds on recognition of 
a hierarchy of non-context-free 
languages *
Michael A. Palis and Sunil M. Shende 
Department of Computer und hfomation Sciences, University of Pennsylvaniu, USA 
Communicated by M.A. Harrison 
Received August 1988 
Revised May 1990 
Ahsiract 
Palis, M.A. and S.M. Shende, Upper bounds on recognition of a hierarchy of non-context-free 
languages, Theoretical Computer Science 98 (1992) 289-319. 
Control grammars, a generalization of context-free grammars recently introduced for use in natural 
language recognition, are investigated. In particular, it is shown that a hierarchy ofnon-context-free 
languages, called control language hierarchy (CLH), generated by control grammars can be recog- 
nized in polynomial time. Previously, the best-known upper bound was exponential time. It is also 
shown that CLH is in NC”‘, the class of languages recognizable by uniform boolean circuits of 
polynomial size and O(Iog* n) depth. 
1. Introduction 
A fundamental problem in computational linguistics is the development of linguisti- 
cally adequate grammatical models for natural language which are also amenable to 
efficient processing. To date, a large number of natural language formalisms have been 
proposed in the literature, most of which are provably more powerful (in terms of 
generative capacity) than general context-free grammars (see e.g. Cl]). A recent 
addition to this list are control grammars [19] generalizing context-free grammars in 
an interesting way. Informally, a control grammar is a pair (G, C}, where G is an 
ordinary context-free grammar whose productions are uniquely labeled from some 
finite set VL. C is a set of strings over V,. A derivation in a control grammar is similar 
to that in an ordinary context-free grammar except that the set C is used to further 
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constrain (or control) the set of “valid” derivations. In particular, if some derivation is 
viewed as a tree, then (in a manner to be described later) some edges in the tree are 
assigned labels from V, depending on the productions used to derive these edges. The 
derivation tree is considered valid if and only if certain paths in the tree (called control 
paths) correspond to strings in the control set C. The language generated by the 
control grammar is just the set of strings having at least one valid derivation tree in 
the sense just described. 
Effectively, the control set C provides a way of limiting the set of valid derivation 
trees to those which have some predetermined “structure”. For instance, C can be 
preselected as belonging to a particular language class, e.g. regular, context-free, or 
even one that is generated by another control grammar. 
Weir [19] introduced a hierarchy of language classes (the control language hier- 
archy) which are generated by control grammars in the following way: (1) the basis 
class consists of all languages generated by control grammars whose control sets are 
context-free languages; (2) the kth language class consists of all languages generated 
by control grammars whose control sets are members of the (k- 1)st class. This 
hierarchy has interesting properties; for instance, Weir has shown that every class in 
the hierarchy is a full AFL’ and contains only semilinear sets (hence, all members are 
included in the family CSL of context-sensitive languages). These classes can also be 
characterized in terms of automata which are interesting generalizations of (nondeter- 
ministic) pushdown automata (see [lS, 193). 
From inclusion in CSL, it follows that exponential time is an upper bound on the 
recognition complexity of languages in the hierarchy. An open problem posed by Weir 
was the possibility of improving this to a polynomial time upper bound. In this paper, 
we settle this question by proving that whenever L is a language in the kth level of the 
hierarchy (k> l), it can be recognized in O(n 3*2k) time. This result is based on the 
observation that the recognizer for the control set can be used as a “coroutine” in the 
recognizer for L. Partial derivations, which cannot possibly lead to valid derivation 
trees, are simply ignored from further consideration. Using the recognition algo- 
rithms, we also show that every language class in Weir’s hierarchy is contained in 
LOGCFL, the class of languages log-space reducible to context-free languages. By 
applying a result of Ruzzo [12], we conclude that every language in the hierarchy is in 
NCc2’ the class of languages efficiently recognized by uniform boolean circuits of 
polynomial size and (log2 n) depth. 
The remainder of the paper is organized in the following manner. Section 2 contains 
elementary definitions of the control grammar formalism and the control language 
hierarchy (CLH) of Weir. In Section 3, we give a detailed exposition of the recognizer 
for the basis class CLHi of the hierarchy. For concreteness, an example of the 
recognizer operating on a simple control grammar is also provided. Next, the 
‘A (Full) AFL (abstract family of languages) is a family closed under the operations of union, 
concatenation, Kleene star, (arbitrary) e-free homomorphism, and intersection with regular languages, e.g. 
see [3]. 
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recognizer is generalized in section 4 to obtain uniform recognizers for each level of 
the hierarchy. Section 5 proves containment of the hierarchy in LOGCFL. A sum- 
mary of the results and some open problems conclude the paper in section 6. 
2. Control Grammars 
Several researchers have investigated language classes obtained by limiting deriv- 
ations of context-free grammars in different ways. Since the set of all paths in 
derivation trees of any fixed context-free grammar is a regular language [17], the 
process of restricting derivations invariably produces language classes with more 
expressive power than ordinary context-free languages. Some notable examples of 
such extensions to context-free grammars are provided by the EOL-grammars [S], 
matrix grammars [ 14,7], state grammars [S], programmed context-free grammars 
[lo], and controlled linear context-free grammars [9]. 
Control grammars, as defined here,’ also exploit the idea of controlling context-free 
derivations. However, we restrict ourselves to a subset of the paths in a derivation tree 
of the context-free grammar and associate strings of labels with these paths in 
a uniform way. Secondly, we specify a priori a language (also called the control set) to 
which these strings must belong. In particular, the control set can be a language of 
arbitrary complexity, e.g. a context-free language. 
We assume that the reader is familiar with context-free grammars and derivations; 
our notation is more-or-less consistent with that of Harrison [4]. A standard context- 
free grammar is a quadruple ( V,, VT, P, Z), where V,, and V, are, respectively, finite 
sets of nonterminals and terminals, with ZE VN being the start symbol of the grammar. 
The set of grammar symbols, V, u VT, is denoted by V. P is a finite set of context-free 
productions of the form j=X-+X,...X,, where XE VN and the right-hand side 
Xi.. .X, belongs to V *. 
The following definition of control grammars is adapted from Weir [19]. 
Definition 2.1. Let c=( VN, VT, P, Z) be a standard context-free grammar. Let V, be 
a finite set of production labels and Label: P+ V,, a one-to-one function, which assigns 
to every production from P, a unique label from V,. In addition, for every production 
p=x+xl...x, 
there is a unique integer i, 1 <i < n, that identifies the symbol Xi on the right-hand side 
of j as being distinguished. For the sake of clarity, if Label(j) = 1, then we write the 
‘Some of the grammatical formalisms mentioned in the literature have, sometimes, been referred to as 
“control” grammars by different authors: in the interest of simplicity, we have chosen to retain the same 
terminology. The reader should, however, keep in mind that throughout this paper, a “control grammar” is 
simply one which satisfies Definition 2.1. 
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labeled, distinguished production p obtained from j as 
G = ( V,, V,, VL, Z, P, Label) is called a labeled, distinguished context-free grammer (or 
LDCFG) over the underlying context-free grammar G. Now, let Cs V,’ be some 
language (not containing the empty string E) over the alphabet of labels V,. Then 
9 = {G, C} is defined to be a control grammar. Every string in Vl is referred to as 
a control string or a control word. We say that the LDCFG G is controlled by the 
control set C, or that C is the control set of the LDCFG G, in grammar 93. 
An example of a control grammar is shown in Fig. 1. 
Derivations and derivation trees of control grammars are very similar to those of 
standard context-free grammars. Consider a control grammar 3 = { G, C > as described 
above in Definition 2.1. Let G be the underlying context-free grammar of G. Following 
standard terminology, we say that A 4 c( if there is a standard context-free derivation 
in G of XE V* from A E V in zero or mo:e steps; each step in the derivation corresponds 
to the context-free rewriting of some nonterminal symbol using an appropriate 
production of G. 
Then A =$ c( (read A derives x in G) simply if A =$ CI, i.e. a derivation of cI from A in 
G is also a derivation in G. We now define TreeSet( A i c(), the set of all derivation 
trees for derivations A % c(, as follows. 
Let r be some deriva?ion tree of G which corresponds to the derivation A % CC 
Consider some internal node in r labeled X, and let j=X+X,...X, be the pro&c- 
tion of G used in deriving the child nodes labeled X1, . . ., X, in l? Label the edge 
between the parent node (labeled X) and the child node (labeled Xi) with the 
production label 1 where p = 1: X+X,. .~i.. .X, is the labeled, distinguished produc- 
tion of G which corresponds to ~5. Repeating this procedure for every internal node in 
LDCFG productions of G1 Control set c 
Fig. 1. Control Grammar Q = { G,, C}, 
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Fig. 2. Derivation tree associated with 2, s aabbcc 
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r results in the derivation tree r of G for the derivation A % CL Every such tree r is 
included in TreeSet( A =$- c(). 
Figure 2 shows a derivation tree in TreeSet(Z, &- aabbcc) for the grammar $9 in 
Fig. 1. Note that from every node in the tree, there% a unique, edge-labeled path to 
some leaf node in the tree. In the rest of the paper, an edge-labeled path will sometimes 
be identified with the control string labeling the path, i.e. the sequence of labels from 
the node to the leaf node. For simplicity, we shall also refer to the path as a labeled 
path or a control path. 
Given a derivation tree rgTreeSet(X =$-R), we denote the unique control path 
from the root node to a leaf node of r by Spine(r) (or simply, as the spine if r is clear 
from the context). Thus, I1 l2 I, l2 I, l4 is the spine in Fig. 2. The (unique) leaf node which 
terminates Spine(T) is called thefoot node of r. Finally, ControlWords is the set of 
control strings which label all the maximal control paths in r. Such a path ends 
at a leaf node and begins at some node which is either the root or a internal node 
which is connected to its parent by an unlabeled edge. In particular, note that 
Spine( r)E Control Words( r ). 
Definition 2.2. The control Language L(9), generated by the control grammar 
$9 = {G, C}, with Z being the start symbol of G, is defined as 
L(3)= {a ,...a,,EV~Ithere is a derivation tree rETreeSet(Z =$-aI...a,), 
and Control Words( r ) G Ct. 
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Let %? be a family of languages over some fixed finite alphabet. We say that a language 
L is controlled in family 92 if and only if there is a control grammar ?? = ( G, C) such 
that L=L(9) and Cc%?. 
The reader may verify that the language generated by the grammar in Fig. 1 is the 
context-sensitive language L(te) = { a”b”c” ) n 2 l}; its control set is context-free. L( 9) 
is, therefore, controlled in the family of context-free languages, CFL, but is itself not 
a context-free language. 
2.1. The control language hierarchy 
Following [19], we define a countable hierarchy of language classes, such that the 
0th family in the hierarchy is exactly the family of context-free languages, and every 
language in the (i + 1)th family is generated by a control grammar whose control set is 
a language in the ith family. 
Definition 2.3. The control language hierarchy (CLH) is constructed as follows: 
l CLHo = CFL, the family of context-free languages. 
l for all k> 1, 
CLHL= {L 1 there exists a context-free grammar Go, and a sequence of 
LDCFGs G1, G2, . , Gk such that 
(1) Co=L(Go)> 
(2) for all l<j<k, Cj=L({Gj,Cj-I}), and 
(3) L=L((Gk>Ck-1))). 
We say that Go and the sequence of LDCFGs G,, GZ, . . . , Gk dejine L. 
l CLH = (L ( LECLH, for some countable k>Oj. 
A control language L is said to be c-free if and only if L does not contain the empty 
string. It is well known that every c-free context-free language can be generated by 
a context-free grammar in Chomsky normal form (CNF), i.e. one whose productions 
are of the form A -+BC or A -su, where A, B and C are nonterminal symbols and a is 
a terminal symbol [S]. An LDCFG G is said to be in CNF if and only if for every 
production 1: X-+x of G, the corresponding underlying context-free production X+cr 
is in CNF. For example, the LDCFG G in Fig. 1 is in CNF. The following lemma 
states a general result for s-free languages in CLH. 
Lemma 2.4 (Chomsky normal form). Let L be an E-free language in the family CLH,, 
k>O. Then there is a context-free grammar Go and a sequence of LDCFG, 
G,,Gz, . . . . Gk defining L such that Go and every LDCFG Gj, 1 <j< k, in the sequence is 
in CNF. 
The proof of Lemma 2.4 utilizes techniques similar to the conversion of a standard 
context-free grammar into CNF (as discussed e.g. in [6]), and also the property that 
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every family CLHk, k 3 0, forms a full AFL. Details of the proof may be found in [15]. 
We shall henceforth assume that every language L in the hierarchy is defined by an 
appropriate sequence of grammars, each of them in CNF. 
In the next section, we shall describe a recognition algorithm for languages in the 
family CLHl. The algorithm is essentially motivated by the well-known Cocke- 
Kasami-Younger (CKY) recognition algorithm for context-free grammars [4], and 
like the CKY algorithm, requires both grammars in the sequence of grammars 
defining a particular control language in CLHl to be in CNF. Lemma 2.4 guarantees 
that such a sequence exists. 
3. Recognition algorithm for CLHl 
Let 9 = { G,, L( Go)} be some control grammar generating a language L in CLH 1. 
For example, for the grammar in Fig. 1, the control set C is generated by the 
context-free grammar GO in Fig. 3. Thus, GO and G, together define L. In the 
remainder of this section, we shall illustrate various definitions with examples based 
on the grammar in Figs. 1 and 3. 
To test a string w for membership in L, we must check whether there is a derivation 
tree for w which simultaneously satisfies the property that all the control strings (over 
the terminal alphabet To of the context-free grammar GO) in the tree belong to the 
control set C. Since GO generates C, this implies that each control string in the tree 
must itself have a valid derivation tree over the grammar GO. 
Unfortunately, there may be many derivation trees for w over G1 but some or all of 
them may contain illegal control strings which are not in the control set C. For 
example, the reader may verify that Z1 2 abab. However, any derivation tree in 
TreeSet(Z, =$ abab) mclst contain maximal control paths labeled by a control string 
not in C. 
Thus, the naive strategy of obtaining a derivation tree in TreeSet(Z, 5 w) and 
subsequently verifying that the control strings in the derivation belong to L(G,)=C 
may force the algorithm to construct each possible derivation tree for w. Since w may 
have exponentially many derivations over G1, polynomial runtime is impossible in the 
ZO - D,D? D - DILJ Ll - 11 
zo - D1L4 Dl - LlLZ Lz -12 
D2 - DL4 z3 - 15 L3 - l3 
D - DID, &I - 16 L4 --4 
D3 - DLs 20 -17 
Fig. 3. Context-free grammar for the example control set. 
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worst case. This suggests two things. The recognizer for G1 (i.e. for the underlying 
context-free grammar of G,) and that for Go could be interleaved (i.e. they could 
function as coroutines). Secondly, our algorithm must be able to represent multiple 
derivations without explicitly representing control strings appearing in these 
derivations. 
3.1. Outline of the CKY algorithm 
Before describing our algorithm, we briefly digress to summarize the CKY recogni- 
tion algorithm for context-free grammars (in CNF). The intention behind our pre- 
sentation is to distill the main ingredients of the algorithm since their analogues will 
shortly appear in our algorithm. 
Consider a context-free grammar Go=(No, T,,P,,, Z,) in CNF. We define the 
following: 
l Items: Every nonterminal of G,, is an item of G,,. 
l Validity of items: Given a string u over T,, an item A is valid for u just in case 
A Au. 
l Op%ations: There are two operations. For aET,, let 
Znito(a)= (X IX-taEP,}. 
Given the items Y, Z, define 
W,(Y,Z)={X is an itemlX + YZ is a production in PO }. 
We extend IV, to sets of items in a natural way, i.e. 
XE IV, (S,, S,) = there exist YES~, ZEST such that X-, YZ is a production 
in PO. 
Observe first that an item A valid for string w represents implicitly all the derivation 
trees corresponding to the derivation A 2 w. A potentially unbounded number of 
derivation trees can, therefore, be encoded in a constant number of items, i.e. 
nonterminals of the grammar Go. Secondly, the operations Znit, and IV, are sound 
and complete in the following sense: 
Item A is valid for string w (A =$- w) tf and only if 
l w=agT, and AEZnit,(a), or 
0 w=a,a,...a,, n 22, and there is an integer 1~ k<n and items B, C such that 
AE W,( B, C), and B and C are valid for the substrings u = a,. . .ak and v = ak+ 1 . . .a,,, 
respectively (u and v are proper substrings of w). 
Now consider a string w = a, a2.. . a,, as the input to the CKY recognizer. For every 
pair of indices 0 Q i < j < n, the algorithm computes the set of items of Go such that an 
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item A occurs in the set if and only if A is valid for the substring ai + 1 . .Uj of the input 
string w. The set is computed in the element M( i,j) of a two-dimensional recognition 
matrix M. From the previous paragraph, one can easily show that a simple dynamic 
programming algorithm can do so by computing sets for shorter substrings of 
w before longer ones. It also follows that w is indeed in the language L if and only if the 
item Z0 (i.e. the start nonterminal of G,) occurs eventually in element M(0, n) of the 
matrix. The reader interested in details is referred to [4] for a comprehensive analysis 
of the CKY algorithm. 
3.2. Preliminary deJnitions 
Our algorithm for recognition of languages in CHL, (which is subsequently 
generalized to the rest of the hierarchy) follows the CKY dynamic programming 
paradigm. We provide suitable definitions for items, for validity of items and, finally, 
for a sound and complete set of operations for constructing new items. Like the CKY 
algorithm, we use a recognition matrix (with suitably generalized indices) to compute 
sets of items valid for subsequences (disjoint sequences of substrings) of the input 
string. 
Let L be a language in CLHl generated by the control grammar 9, where 9 is 
defined by Go and G, . Without loss of generality, both these grammars are assumed to 
be in CNF by Lemma 2.4. Anticipating extensions to come later, we assume for 
notational uniformity that G,,=(N,, T,, PO,Z,) and G1 =(N1, T,, Pl,Z1, TO, Label,). 
Note that the labels in G1 are also the terminal symbols of Go as expected. Let V, ( V, ) 
be the set of grammar symbols (N,,u TO) ((N, u T,)) of the grammar Go (G,). 
Definition 3.1. Let r~ TreeSet(A 2 U&I) be a derivation tree of G1 with u, VET:, 
A,BE VI, and the foot node of r labeled by R3 If every control string in Control- 
Words(T), except possibly Spine(T), is in the control set C= L(G,), then we call 
r a simple tree of G, . As a special case, a single node labeled by a grammar symbol in 
V, is also a simple tree. The simple tree r defined above yields the tuple (u, 2;) just in 
case B is a nonterminal symbol. Otherwise, B = UE Tl and r yields tuples (u, au) and 
(ua, u). 
For example, Fig. 4(a) shows a simple tree of the grammar G1 which yields (a, c). 
Intuitively, simple trees can be easily represented by appropriately defined items of G1. 
Definition 3.2 (Items). Every nonterminal symbol AEJV~ is a Go-item. A G,-item is 
a tuple of the form [(A,,B,);A], where A,,B,EV,, and A is an item of Go. 
Let XCT: be a string over the terminal alphabet of G1. Then every pair of strings 
(ul, v~)E( T: x Tr) such that x= u1 v1 is called a factorization of x. For notational 
3 Recall that Spine(T) terminates at the foot node of r. 
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Fig. 4. Simple derivation trees. 
convenience, we say that every string YET: is its own factorization. The following 
definition captures the precise relationship between simple trees of G1 and G,-items. 
Definition 3.3 (Validity of items). For O<i< 1, we inductively define the notion of 
validity of a Gi-item for a factorization. 
l A Go-item A is valid for UE T,’ just in case A =$ u. 
l A G1-item [(A,,B,);Z] is valid for a factorization (uI,vI) just in case 
(1) there exists a simple tree rI of G1 with root and foot nodes labeled Al and B1, 
respectively; 
(2) rI yields (ul, v,); and 
(3) I is valid for the factorization (of the control string) Spine(T1). 
For example, since D1 =$-lIlz and 15,17~C, the G,-item Z=[(Z1,Z,);D1], which 
corresponds to the simple tree in Fig. 4(a), is valid for the factorization (a, c) (ignore 
the dotted portions for now). Since it is easy to differentiate between Go-items and 
G,-items, we shall, for the sake of simplicity, drop the Go or G1 prefix whenever no 
confusion arises and uniformly refer to them as items. 
Pursuing the analogy to the CKY algorithm a bit further, we would like to 
characterize the set of items which are valid for some factorization (Us, vl). This 
entails defining a set of sound and complete operations for constructing items. Before 
doing so, we need some syntactic restrictions on items which will simplify our 
definitions. 
An item of the form [(A,a); I], where agT,, is said to be elementary. As a special 
case, an elementary item of the form [(A, a); Z,], where Z, is the start symbol of 
grammar Go, is said to be complete. Similarly, a pair of items II = [(A,, B1); I;] and 
Iz= [(C,, DI);Z;] is compatible just in case B1 = C1. Let Init and IV,, be the 
operations defined in our summary of the CKY algorithm for constructing sets of 
Go-items. 
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Definition 3.4 (Operations). The following operations construct sets of Cl-items: 
Initialization: Let aE TI. Then 
[(A,,a);Z’]~Znit,,,(a) s there is a labeled production l:A,-+ii~P, 
such that the item Z’EZnit,(l). 
Concatenation: Let I1 = [(C,, ill); Z,] be any complete item. Then 
[(A1,Bl);Z’]~J,,,(Z,) = there is a labeled production l:A1-+CI&l~PI 
such that I’~Znit,(l), 
[(A1,B1);Z’]~Jl,z(Zl) = there is a labeled production l:A,-+BIC1~P1 
such that Z’~Znit,,(l). 
Wrapping: Let Z,=[(A1,B,);Z’] and Z2=[(C1,D1);Z”] be a pair of compatible 
items. Then 
[(X,, Y1);Z]~W1(Z1, Z2) = X, =A,, Y1 =D1 and ZEW~(Z’,Z”). 
We extend the operations in the usual way to sets of items, e.g. 
etc. Observe that operations for G1 are defined using those of G,. The behavior of the 
operations is best explained through a simple example. We mentioned earlier that the 
simple tree of G1 shown in Fig. 4(a) represents the item Z=[(ZlrZ1);D1]. Let us 
examine how Z can be constructed from the operations defined above. 
The dotted portions of the tree represent, from left to right, the item I, = [(A, a); Z,] 
and I, = [(E, c); Z,], respectively. It is easy to see that Z, belongs to Ink,,, (a) and is 
also a complete item. Similarly, Z, is complete and belongs to Init,, 1(c). Consider the 
simple trees shown in Fig. 4(b) and (c). The reader may verify that the two trees are 
respectively represented by the items I1 = [(Z,, Z1); L,] and I2 = [(Z,, Z1); Lz]. 
Moreover, Z1~J1, l(Za), Z2~.Z1,2(Zc) and ZE W1(Z,, I*) (I, and I2 are compatible items). 
We noted that Z is valid for the factorization (a, c) as seen in Fig. 4(a). In fact, items 
Z, and Z, are valid for (E, a) (as well as (a, E)) and (E, c) (as well as (c, E)), respectively. 
Items I1 and I2 are valid for (a, E) and (E, c), respectively. These observations motivate 
the following crucial theorem. 
Theorem 3.5. Let (ul, ul) be a factorization of a nonempty string x~T:, and let 
Z=[(X,, Y1);Z’] be any item. Then Z is validfor (ul,ul) ifand only if 
(1) there is a terminal symbol a~ TI such that x=a, ZEZnitl, l(a), or 
(2) x=ul (x=uI), and there is a complete item II such that ZEJ~,,(Z~) (ZEJ,,,(Z,)), 
and II is validfor somefactorization (w,, zl) oful (v,), or 
(3) there exists a pair II, I2 of compatible items, II and I, are valid for some 
factorizations (xI,yI) and (wl,zl), respectively, where ul=xlwl, u,=z,y, and 
IEWl(I1,12). 
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Proof. Based on Definition 3.4, it is an easy exercise to verify that I is valid for ( ul, ol) 
whenever any one among the conditions (l), (2) or (3) in the theorem hold. This asserts 
the soundness of our operations with respect to validity. 
Conversely, suppose that there is a simple tree r which witnesses the validity of 1; 
r has root node labeled Xi, foot node labeled Y1, and yields (ui, q). Moreover, I’ is 
valid for the control string Spine(r). The proof proceeds by induction on the length of 
the string x. 
First, let x = a, a single terminal symbol in T, . By the CNF property of G1 and the 
definition of a simple tree, we are reduced to considering one of the three forms for 
r indicated in Fig. 5. For the case shown in Fig. 5(a), it is clear that Yi =a and that 
Z~lniti, i(a). Otherwise, r takes one of the latter forms; in either case, the control 
string I, is in the control set by definition. Hence, there is a complete item 
I, =[( V, a);Zo] - representing the subtree below V - which is valid for (a,~) (and 
(~,a)).ItfollowsthatI~J~,~(l,)forthecaseshowninFig. 5(b)(lEJ1,1(11)forthecase 
shown in Fig. 5(c)). 
Now, consider the possibilities when string x has length greater than one, and 
I represents a simple tree r yielding (u,, ui). 
(1) Spine(r) is a control string of length one. From the definition of validity and the 
fact that G1 is in CNF, it follows that the tree can take either one of the two forms 
shown in Fig. 6. Without loss of generality, suppose u1 is empty, i.e. item I represents 
the simple tree r shown depicted in Fig. 6(a). Every control path in r, except possibly 
Spine(T), is labeled with a control word in C; in particular, the spine of the right 
subtree of r must be in C. Hence, from the figure, there is a complete item 
I0 = [( Vi, a,); Z,] representing the right subtree of r, which is valid for some factoriz- 
ation of u1 =x. But IEJ,, 2(10) and case (2) of the theorem is satisfied. We leave it to the 
reader to verify that a similar argument can be given for the corresponding case in 
Fig. 6(b), where r1 is empty (and IEJ,, i(1,) for appropriate I,,). 
(2) Spine(T)= y has length greater than one. Now, using the CNF property of G,, 
and the fact that I’ is valid for Spine(T), we use the completeness result for 
(a) (b) CC) 
Fig. 5. Simple tree with a single terminal symbol on the frontier. 
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(a) (b) 
Fig. 6. Simple trees (ul, ol) with spines of length one. 
U Y 
11 
U 
12 
V 
11 VI2 
Fig. 7. Simple tree for (ul, ul) with spine of length > 1 
operations of GO (described earlier in the summary of the CKY recognizer) to assert 
the following, There exist control strings x1,x2 and GO-items Q1 and Qz such that 
y=xrx~,Qiisvalidforxi,ldi<2andI’EW~(Q~,Q~).Let V,bethenodeinrwhich 
splits Spine(r) into the segments x1 and x2. This induces a split along the frontier of 
r shown in Fig. 7. From the figure, it is easily seen that II =[(X,, V,); QI] and 
12=[( V,,,, Y,);Q,] are compatible items valid for (uI1 ,u12) and (uIZ, uI1), respect- 
ively. Thus, ZE W,(Zr , I,) and case (3) of the theorem is satisfied. 
This concludes the proof of Theorem 3.5. 0 
We shall see later that Theorem 3.5 is simply a special case of a more general result 
which states soundness and completeness properties of suitably generalized sets of 
operations, one set for each level in the hierarchy. 
3.3. The recognition algorithm 
From the preceding development, the reader may be guessed the basic outline of the 
algorithm to follow. We are given an input string a = a, ,. . . ,anE T: whose length n >, 1 
is considered fixed in the subsequent discussion. 
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Since validity of G,-items is defined with respect to a tuple of strings, we shall be 
interested in nonempty tuples of substrings of a of the form (a,,~,) such that 
c( =xul yul z for appropriate substrings x, y, z of c(. Any such tuple (u,, ui) can be 
characterized by four indices i,j, k, I ranging from 0 through n, i.e. with ui = ai + 1 . . . aj 
and ul=ak+l...al, provided Odidjdkdl and (j-i)+(l-k)>O. For simplicity, 
we abbreviate such a quadruple of indices (i,j, k, I) by referring to it as an index. 
Abusing notation, we shall say that an item is valid for an index (i, j, k, I) just in case 
it iS valid for the tUpk (Ui + 1 . . . Uj, ak + 1 . . . al). The size of an index (i, j, k, 1) is given by 
(j-i)+(l-k). 
As expected, the algorithm creates a four-dimensional recognition matrix M whose 
entries contain sets of G,-items. Initially, items are constructed by applying Init,, 1 
and inserted into entries with appropriate indices of size one. Thereafter, working 
bottom-up, the operations WI, J1, 1 and Ji, 2 are successively applied to items in 
matrix entries which are previously computed. The resulting items are inserted into 
the entry being currently computed. We simply need to ensure that entries of the 
matrix are accessed in a systematic manner so that the computation can proceed 
dynamically. 
Call an index (iI, iz, is, i4) to befill just in case that i2 = i3. Intuitively, a full index 
represents a contiguous substring of the input string. Now, any simple tree which 
witnesses an elementary item, has its yield also forming a contiguous substring of the 
input. We would, therefore, like elementary items to appear in an entry if and only if 
that entry is indexed by a full index. 
Moreover, it is easy to see that an elementary item can only be produced by Init,, 1 
or by W, , whereas J 1, 1 and J,,z always produce nonelementary items from complete 
ones. Now consider a complete item I valid for the full index (i,j, k, 1). Then J1, I(I) 
(J1, z(Z)) is defined and contains nonelementary items which are valid for nonfull 
indices of the form (i, I, p, p) for all p > I (of the form (p, p, i, I) for all p < i). We shall refer 
to the indices (i, j, k, 1) and (i, 1, p, p) (or, (i,j, k, I) and (p, p, i, 1)) as J1, i-pairs (as 
J1, ,-pairs). Note that both indices in a J1, i-pair ( J1, 2-pair) have the same size. 
However, the first index in the pair is full, the other is not. In the same way, we can 
show that the operation WI can only consider items in pairs of indices of the form 
(i,j, k, 1) and ( j, m, p, k); the resulting items are valid for the index (i, m, p, I) whose size 
is strictly greater than the sizes of the indices in the pair. We abbreviate this in the 
algorithm by saying that indices (i, j, k, I) and (j, m, p, k) form a Wi-pair for index 
(Lm,p,U. 
Summarizing the observations above, we conclude that an elementary item valid 
for a full index of size s 3 2 is never constructedfrom any item valid for some index also 
of size s. On the other hand, the construction of an nonelementary item valid for 
a nonfull index of size s may depend either on items valid for strictly smaller sized 
indices, or may depend on complete (hence, elementary) items valid for some full index 
also of size s. It follows that we should compute indices of the recognition matrixjrst 
in order of increasing size. Among indices of the same size, full indices must be 
considered before the others. 
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Algorithm 3.6 (Recognizerfor CLH,). For an input string a = a, . . . a, of length n, the 
algorithm creates a four-dimensional recognition matrix M with each of its dimen- 
sions ranging from 0 through n. 
Initialization: 
for all full indices arg =( iI, i2, i,, i4) of size 1 and 
all O<j<(n- 1) do 
if il =j then 
M(arg):=Znitl,l(aj+l); 
Main loop: 
for all s from 1 to n do 
for all indices new of size s (full ones first) do 
begin 
for all indices arg, and arg2 which form a WI-pair for new do 
(I) M(new):=M(new)u W1(M(argI), M(arg2)); 
if new is not full then 
begin 
for all indices arg such that arg and new form and J1, ,-pair do 
(II) M(new):=M(new)uJ,,,(M(arg)); 
for all indices arg such that arg and new form an J1, ,-pair do 
(II) M(new):=M(new)uJ1,,(M(arg)); 
end 
end 
Recognition condition: 
If there exists a full index arg of size n such that 
M( arg) contains some complete item I = [ ( Z1, aj); Z,] 
then accept N 
else reject c1 
From the description of the algorithm, the preceding comments, and from Theorem 
3.5, it is straightforward to show that the algorithm obeys the following general 
invariant. 
Proposition 3.7. Let I be some item and (i, j, k, l), an index. Then I is inserted in 
M(i,j,k,l) ifand only ijf 
l I is valid for the index (i, j, k, l), and 
l I is an elementary item if and only if (i,j, k, 1) is a full index. 
In particular, note that the invariant proves the correctness of the recognition 
condition (when I represents a simple tree witnessing the derivation of the entire string 
CX). The analysis of time and space complexity of the algorithm is deferred to the next 
section, where we provide general bounds for each level in the hierarchy. 
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L = [(Aa); 201 
4 = I(Zl,~lh~ll 
14 = [(Zl, %I; J531 
17 = [(Zl, Z,);&l 
lb = [(B,b),ZO] 
12 = [(Z1,Z1);~sl 
15 = [(Z,,Z,); 41 
1, = [(z,,b);&l 
L = [(E,c);Zo] 
13 = [(Zl,b),L41 
16 = I(Z,, &);Dl 
Fig. 8. Items used by the algorithm in the example. 
To make the algorithm somewhat more concrete, we illustrate it by means of our 
earlier example which appears in Figs. 2 and 4. We briefly sketch the operation of the 
algorithm on the input string aabbcc. Consider the items of the control grammar 
shown in Fig. 8. 
The operation Znit,, 1 inserts item Z, in entries M(O,O,O, l), M(0, 1, 1, l), M(1, 1, 1,2) 
and M(1,2,2,2). All these entries have full indices. Similarly, the entries 
M(2,3,3,3), M(3,4,4,4), etc. are initialized to the set of items containing I, and Z,. 
From the complete item Zb, the algorithm constructs Z.+E,Z~, i(Zb) in the first iteration 
(for size 1). Z4 is inserted in entries M(2,3, p, p), for all 4 <p < 6. Likewise, item I1 is 
inserted into entries M(0, 1, p, p) and M( 1,2, q, q) for appropriate p, q, whereas Z, is 
inserted into M(p, p, 4,5) and M( q, q, 5,6) for all appropriate p, q. 
Item Is is constructed using operation IV1 - note that Z5 is inserted into M(0, 1,5,6) 
(using Wi (M(0, 1,6,6), M(1, 1,5,6))) as well as into M(1,2,4,_5). This is the only item 
actually constructed in the second iteration. We note as an aside that Z5 is also inserted 
in M(O,1,4,5) and in M(1,2,5,6) but these copies do not contribute to the final 
derivation. During the third iteration, item Z6 is created from I5 (in M(1,2,4,5)) and Z4 
(in M(2,3,4,4)) using operation WI, and inserted in M(1,3,4,5). 
Proceeding along the same lines, we can see that from I, (in M(1,3,4,5)) and from Z3 
(in M(3,3,3,4)), the operation WI creates item 1, which is inserted in M(1,3,3,5). 
Finally, in the last iteration, I1 and Z7 get combined (from M(0, 1,5,6) and M( 1,3,3,5), 
respectively). The resulting item Z8 satisfies the recognition condition, thus causing the 
algorithm to correctly accept the input string aabbcc. 
4. Family of recognition algorithms for CLH 
In this section, we describe the extension of the algorithm for CLHr to the rest of 
the hierarchy. For i>O, let L be any E-free language in CLHi. Then by Lemma 2.4, 
there is a context-free grammar G,, = ( No, T,, PO, Z,) in CNF, and a sequence of 
control grammars 9~9i,9~, . .. . Yi, such that 
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and L = L(gi), where each of the LDCFGs Gk for 1 f k < i is defined as 
Gk = ( Nk, Tk, Pkr Zk, Ti_ 1, Labelk) and is in Chomsky normal form. For notational 
convenience, we shall occasionally refer to Go as control gammar ?JO, with the 
understanding that L( Go)= L( go). We shall also denote by C,, 06 k < i, the control 
set L(9Yk) in the definition above. 
From the previous section, it is easy to isolate the following idea. Partial derivation 
trees (i.e. simple trees) can be represented compactly by Cl-items. The spine of 
a simple tree is a substring of some context-free control string and, therefore, can be 
characterized in terms of the operations Init, and IV,,. By Theorem 3.1, we can 
characterize a pair of strings by all the items which are valid for the pair. Therefore, at 
level two, the structure analogous to a simple tree at level one, should be a structure 
which consists of two disjoint simple trees which are ordered to reflect that one 
occurs below the other. The pair of substrings mentioned above form the spines of 
these two trees, and can be represented using just the G,-items which are valid for that 
pair. 
The preceding discussion motivates the following generalizations of items, validity 
and operations. Clearly, these notions will be defined by induction on the levels of the 
hierarchy. In the sequel, let mi( j) = 2’-j + 1. Given a sequence of objects indexed from 
one through Z’, if we nest objects in the sequence by pairing the first object with the 
last object, the second one with the second to last one and so on, then object j is paired 
with object mi( j) in the sequence. This is an important abbreviation and will be used 
extensively in the remainder of the paper. 
Definition 4.1. For any fixed i> 1, let rl, r,, . . . , Tzx - I be an ordered sequence 
of derivation trees such that every tree rj, 1< j62’-‘, belongs to 
TreeSet( A,j_ 1 2 UjA2jU,,(j) ) with Uj, U,,E TT and with A,j_ 1, AzjE vi. AS before, we 
denote the nodes starting and terminating the spine of Tj, as the root and foot nodes, 
respectively, of rj. The sequence is called a simple tree sequence just in case that in 
every tree rj, all control strings, except possibly its spine, belong to the control 
set L(~i_ 1). Furthermore, rj is said to yield (Uj, Uj) if A,j is a nonterminal symbol. 
If the root node is labeled by a nonterminal but the foot node is labeled by a 
terminal symbol UE~;, then rj yields both (uja, u,,(j)) and (uj, au,,(j)). Otherwise, 
A,j_ 1 = A,j= a is a terminal symbol; hence, rj consists of a single node labeled by 
a and yields (E, E). In this case, we require that for every k>j, the tree r, is also 
the trivial tree labeled by a, i.e. Ak = B, = a. 
The entire sequence is said to yield (ul, u2, . . . . vZ1) provided each tree rj in the 
sequence yields ( uj, II,,(~) . Note that mi( j) correctly provides the position of that 
string which forms the right frontier of the tree rj; the left frontier is the string at 
position j as shown in Fig. 9. 
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Fig. 9. A simple tree sequence at level i. 
Definition 4.2. For i 2 0, a well-formed Gi-item is defined inductively as follows: 
l Every nonterminal symbol AEN, is an item. 
l For ial, a Gi-item is a tuple of the form [(A,,A,, . . ..A*.);Z] such that 
(1) A, is a nonterminal symbol of Gi; 
(2) for all k 2 2, ALE Vi; 
(3) let X be the first terminal symbol (if any) in the tuple. Then, every subsequent 
symbol in the tuple is identical to X; 
(4) I is a (well-formed) Gi_ 1 item. 
As before, wherever there is no possibility of confusion, we shall refer to Gi-items 
simply as items. For example, for i = 2, if A, BeN2, ue T, and I is an item of G,, then 
[(A, B, A, B); Z] [(A, B, A, a); I], [(A, B, a, a); Z] and [(A, a, a, a); Z] are all G,-items. 
Let XE TT be a string over the terminal alphabet of Gi. Then every 2’-tuple of strings 
(%,%, ..., uzI), where x = u1 u2 . . . u2i is called a factorization of x. Since the terminal 
alphabets of GO, G1, . . . etc. are pairwise disjoint, we shall henceforth assume, depend- 
ing on the level that we are interested in, that the factorizations of x are appropriately 
sized tuples of strings. 
Definition 4.3. We inductively define the notion of a Gi-item being valid for a 
factorization. 
l An item A is valid for UE Ti if and only if A =$ U. 
l For i2 1, an item [(A,, Al, . . ..A2i). Z], of Gi is vu/id for the factorization 
~~I,~Z,~~~, u2i) if and only if 
(1) there is a simple tree sequence rI, T2, . . . ,r,x-, such that the tree rj, 1 <j<2’-l, 
has root and foot nodes labeled A,j_ 1 and A,j, respectively, and the sequence 
yields (u~,u~,...,u~~); and 
(2) the item Z is valid for the factorization (Spine( r,), Spine( r2), . . . , Spine( Tzi- I)). 
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Observe that a G,-item represents a simple tree sequence of length 2’-’ over the 
grammar Gi in a compact way without explicitly representing any control strings in 
the trees. The odd numbered symbols Ai, A,, etc. label the root nodes of the trees in 
the sequence whereas the even numbered ones A2,A,, etc. label the corresponding 
foot nodes. For the sake of simplifying the exposition, we define some simple 
predicates on G,-items. Let P=(p, ,p2, . . . , p,.) describe a sequence of positions with 
1 <pi <pz<... <p*<2’-‘. We will informally say that P, for example, contains 
position p1 or that p1 is in P. 
Definition 4.4. Let P be some sequence of positions as described above. The Gi-item 
[(A,,A,, . . ..AzL).I’] is nontrivial with respect to P if and only if for all 
1 ~m<2’-‘, if m is not in P, then AZ,,,-i=A2,,, (however, Azj_1 may or may not be 
identical to A,j for j in P). Intuitively, such an item represents a sequence of simple 
trees where only the trees at positions in P are nontrivial. 
We say that the item I collapses just in case that for all applicable 
j31,A*jzA2j+1. Intuitively, whenever I represents a simple tree sequence, these trees 
can be collapsed into a single tree. Furthermore, if I collapses and for some a~ T, we 
have A2, =a, then I is said to be elementary. Figure 10(a) shows an item which is 
nontrivial with respect to position j, whereas Fig. 10(b) depicts a collapsed item. 
Recall that a G,-item is complete if and only if it has the form [(A,a);Z,], where 
UET, and Z0 is the start symbol of grammar Go. Inductively, assume that the set of 
(a) (b) 
Fig. 10. (a) Non-trivial item. (b) Collapsed Item. 
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complete items of Gi_1 has been defined. Then a Gi-item Z of the form 
[(A 1, AZ, . . , Al,); I’] is complete if and only if I is elementary and I’ is a complete 
Gi_i item of the form [(Zi-i,...);Z”] with Zi_1 being the start symbol of Gi-i. 
Let I, =[(AI,A2, . . . . A,i);Z’i] and Z2=[(B1,Bz, . . ..Bzi).Z;] be any two Gi items. 
Then I1 and Zz are compatible if and only if A2 = B1, B4 = A3, etc. In general, we have 
the following two conditions for compatibility: for all applicable ja0, both (a) 
A -B 2+4j- 1+4j and (b) A3+4j=B4+4j. 
The operations defined on Gi-items have i as their first subscript. The other 
subscripts will be made clear as we go along. Recall that we defined operations 
ZnitI, l,J1, Ir J1,2 and IV, in the previous section. In general, the operations for Gi, 
06 id k, fall into four categories, namely, the families of Znit, J, Wand K operations. 
However, those from the K family are degenerate for levels zero and one in the 
hierarchy and, hence, were not introduced previously. 
Let Znit, and W,, be the operations defined for the CKY recognizer for context- 
free grammars in CNF. Then, the set of operations, for constructing items of Gi, 
0 < i < k, is defined inductively as follows. 
CLH,: Let Znit,, 1 3 Znit,. Also, for every item ZE.~, let Jo, 1(Z)= {I}. 
CLH,, i3 1: Suppose that Init,_ l,j, Ji_ l,j and Wi- 1 have been defined previously 
for all appropriate j 2 1. Then we define: 
Initialization: Let UE~. Then, for ldj<2’-‘, ZEZniti,j(a) if and only if 
Z=C(A,,A,,..., A2j_ ,,a, . . ..a).Z’] is nontrivial for j, there is a labeled production 
1: Azj_ 1 +iigPi, and 
Z,E Inifi-,.j(l) 
i 
if 1 <j<max(1,2’-2), 
lniti-l.ril,_I(j) (I) otherwise. 
Concatenation: Let Ii = [( Ci, C2, . . . . C,,); Z’] be a complete item. Then for 
l<j<2’,Z~.Zi,j(Z,)(seeFig. ll)ifundonlyifZ=[(A,,A2,...,A,j-1,A2j,...,Az,);Z”] 
is nontrivial for j, and there is a label 1 such that 
if 1 djdmax(1, 2i-2), 
l,mi_,(jj(l) otherwise, 
and 
(a) ifj<2’-l, then I:A2j_l+ClkZj~Pi, otherwise 
(b) ifj>2’-‘, then I:A,j_,-tA;jC1EPi. 
Wrapping: Let Z1=[(A,,A2,...,A2,);Z;] and Z2=[(B1,B2,...,B2S);Z;] be a pair 
of compatible items. Then ZE Wi(Z,,Z2) if and only if Z has the form 
[ (Xi, Xz, . . . . X,,);Z’], where 
Aj if j=O,l(modulo4) 
Bj if j E 2,3 (module 4) 
with Z’E Wi_,(Z;,Z;) (see Fig. 12). 
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Fig. 11. (a) Operation Ji.j. (b) Operation J,,m,,j, 
Basically, we want every operation that constructs Gi_ 1 items to induce operations 
that construct appropriate G,-items, so that the resulting system can correctly charac- 
terize validity of items. From this perspective, note that Zniti_ 1,* induces both Init,,, 
and Ji. *, and IV_ 1 induces Wi. The family of operations Ki. .+, * to be defined next, is 
induced by Ji_l,* and Ki_l,*,*, thus completing the required set of operations. 
Let [(A1,A2, . . ..A2.);I] be any G,-item. We say that the item is 2-segmented if and 
only if A2 =A3, &=A,, etc. In general, for all applicable ja0, A2(1+2j) 
=A 2 C1 + 2j)+ 1. Inductively, for any j, 1 < j<(i- l), the item is defined to be 2j seg- 
mented if it is 2’- ’ segmented and for all applicable m 3 0, AzlC1 + Zm) = 
A 25C1 +2ml+ 1. Intuitively, if a 2’ segmented item represents a simple tree sequence, then 
the spines of 2’ consecutive simple trees in the sequence form a single contiguous 
segment, i.e. sets of 2j consecutive trees can be collapsed into single trees. In particular, 
an item collapses if and only if it is 2’- ’ segmented. 
Now, let P be a sequence of positions of length 2’-j-’ and suppose that 
I,=[(A1,A,,...,A2,);I] is a 2j segmented item. Then I,=[(B1,B2,...,Bz,);1’] is 
a projection of I1 with respect to P just in case the following holds. I2 is nontrivial with 
respect to P. Also, if the rth position in P is m, then the pair of symbols 
(B2,,_i,BZm) is identical to the pair of symbols (ACr_1,.2J+l+l, Ar.2,+l). 
Now, imagine a sequence of positions as indicating the positions of nontrivial 
simple trees in some simple tree sequence. Clearly, the items constructed by J1, 1 and 
J1,2 give rise to items at level two which represent simple tree sequences that are 
nontrivial at positions 1 and 2, respectively. Such items at level two in turn give rise to 
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Fig. 12. Operation W, 
items at level three representing simple tree sequences nontrivial at positions (1,4) and 
(2,3), respectively. It turns out that such sequences can be characterized in a uniform 
way. Let P=(p,, . . . . p,) b e some given sequence of positions. Then mi(P) = re- 
verse(mi(pr), . . . . mi(p,)). We also denote the concatenation of two sequences P and 
Q by PQ. 
Definition 4.5. Let 1 <j<(i- 1) and 16k62’ for any given ia2. Then the set of 
sequences P( i,j, k) is defined inductively as follows: 
0 P(i,(i- l),k)=(k). 
0 forj<(i-l), P(i,j,k)=P(i-l,j,k)mi_1(P(i-l,j,k)). 
For example, P(3,2,2)=(2) and P(3,1,1)=(1,4). Hence, P(4,1,1)=(1,4,5,8) as can 
be verified from Definition 4.5. Note that every sequence P( i, j, k) has length 2’-j- ‘. 
The sequence P( i, j, k) also has the property that if an item is nontrivial with respect to 
it, and the item represents a simple tree sequence which yields the tuple of strings 
(Ui>U 2, . . . . t+); then the only nonempty components in the tuple are those at 
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positions given by the sequence P(i+ 1, j, k). The family of operations K has the 
property that every operation Ki, j,k constructs a G,-item which is nontrivial for the 
sequence P( i, j, k). 
Collapsing: Let l<j<(i-1) and l<k<2j for any given i>,2. Suppose that 
Z1=C(A1,Az,..., A2,);Z] is a 2j segmented G,-item. Then Z2 = [(B,, Bz, . . , 
Bzi);Z’]~Ki,j,k(Zl) if and only if Iz is a projection of Ii with respect to P(i,j, k) and 
(a) for j=(i-1), Z’ECi_l,k(Z)r or 
(b) otherwise, Z’~Ki_l,j,k(Z). 
Without any loss of generality, we shall hereafter assume that the operations 
(except, Zniti, i) are defined on sets of items, e.g. 
Theorem 3.5 can now be generalized as follows. 
Theorem 4.6. For all i > 2, the following holds: Let ( ul, u2, . . . , uzi) be a factorization of 
a nonempty string XE T: , and let Z be any item of Gi. Then Z is valid for ( ul, u2, . . . , up) if 
and only if 
I=C(.41,‘42,..., A2,); Z’], and either 
(1) there is a terminal symbol aE T such that x=a, and ZEZniti,j(a) for some j, 
l< j<2’-‘, or 
(2) there is some 16 j<2’ such that x =uj, and there is a complete item II satisfying 
ZEJi,j(Zl), where II is valid for some factorization (yl,y2, . . ..yzi) of Uj. 
(3) there are compatible items II and Z2 valid for factorizations (x1, x2, . . . . x2,) and 
(Wl,W2, ...> w2f), respectively, where for all 1 <j < 2’- ’ 
(‘j um”j’)= 
(xjwj, w,,(j) x,,(j)) if j is odd, 
( WjXj, X,,(j) Wmi( j,) otherwise, 
and ZE Wi(Zl, Z2), or 
(4) for some appropriate j, k, there is an item I’ valid for some factorization of x such 
that ZEKi,j,k(Z’). 
Proof (sketch). The reverse direction follows directly from the definitions of the 
various operations presented earlier. For the forward direction, we can prove the 
theorem by induction on the level k in the hierarchy. In fact, we can adapt the proof 
for Theorem 3.5 without much difficulty. The details are tedious, so we shall only 
provide a brief sketch of the main argument. 
First, it is crucial to observe that all the LDCFGs in the defining sequence for 9 are 
in Chomsky normal form; second, by inductive hypothesis, the theorem holds for the 
control set of the language generated by the sequence. Consider an item Z which is 
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valid for some factorization ( ul, . , u2, I, uzI - 1 , . . . , ul) of the given string XE TT . The 
second component of I, by definition, is an item which is valid for the factorization 
consisting of the spines of the simple trees which together witness the validity of I. 
Applying the theorem inductively to this item, we can show that construction of the 
item by the operations Zniti-I,,, W’-1,Ji-,,* or Ki_r,*,*, in turn, induces the 
construction of the given item I using one of Init,, .+, Wi,Ji, * or Ki,*,*. Cl 
4.1. The general recognition algorithm 
As expected, the general algorithm corresponds to a family of recognizers indexed 
by some particular level in the hierarchy. The presentation is considerably simplified 
by extending the notation for indices and defining various restrictions on them, as was 
done for items. Let a=a a 1 2.. . a, be any fixed input string of length n. 
Definition 4.7. Given i30 and MET;, the set of indices (for level i) consists of tuples 
(pr,~~,...,~++~),ofnaturalnumbersOdp,dp,d~~~ 6 pZi + 1 < ~1, such that there exists 
an m, 16m62’, with (p2,,, -pzm_l)>O. The size Of (P1,P*,...,P2,+L)E~i is given by 
5 (PZj-P2j- 1). 
j=l 
Whenever i is understood from the context, we shall denote such tuples simply as 
indices. Note that the size of every (i)-index is greater than 0. 
Essentially, an (i)-index represents a tuple of 2’ disjoint substrings of the 
input string; two consecutive indices pj,pj+ 1 with j odd, describe the substring 
ql,+l~p,+2~~~upj+I which we shall abbreviate as U(pj,pj+ r). In particular, if 
pj=pj+l, then a(pj,pj+r) is the empty string E. 
We say that an index (p1,p2,...,pzl+1 ) is nontrivial for j, 1 <j< 2’ if for all 
1 <m#j<2’, (PZrn - pzm_ 1) = 0. Similarly, notions such as an index being full, etc., 
which were defined in the previous section can be suitably generalized. We therefore 
avoid tedious detail and assume that such definitions as an (i)-index being full, two 
indices forming a Wi-pair for a third one, two indices forming a Ji, j pair or 
a Ki, j, k pair are defined from the corresponding operations. It is easy to verify that the 
second (i)-index in Ji, j and Ki,j,k pairs of indices are always nonfill. Hence, our 
previous comments hold and it suffices to compute items in a recognition matrix of 
dimension 2’+’ in a dynamic manner. That is, we first compute 1niti.j and then 
compute items valid for shorter (in size) tuples of strings, before the longer ones. For 
any given size of index, we always compute the full indices before the other nonfull 
ones. It may be noted that while considering items added by Ki,j, k, we consider those 
obtained from smaller nontrivial sequences before larger ones, thereby avoiding the 
possibility of circularity. 
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Algorithm 4.8 (Bi) 
Initialization: 
for all Obk<(n- 1) do 
for all indices arg=(p1,p2,...,p2,+L) of size 1 do 
if arg is nontrivial for j for some j, 1 d j d 2k 
and iZj=(k+l), i,j_l=k, then 
Mk(arg):=zniti.j(ak+l); 
Main loop: 
for s= 1,2, . . ..n do 
for all indices new of size s (full ones first) do 
begin 
for all indices argl and arg2 which form a I+‘;-pair for new do 
(I) Mi(new):= Mi(new)u Wi(Mi(argl), Mi(arg,)); 
for all 16j62’do 
if new is non-trivial for j but is not full then 
for all indices arg which form a Ji, j pair with new do 
(II) Mi(new):=Mi(new)UJi,j(Mi(Urg)); 
for j from (i-l) down to 1 do 
for all sequences P( i, j, k) do 
if new is nontrivial for P(i,j, k) then 
for all indices arg which form a Ki, j, k pair with new do 
(III) Mi(new):= Mi(new)uKi,j,k(Mi(urg)) 
end 
Recognition condition: 
If there exists a full index urg of size n such that 
M;( arg) contains some complete item I = [( Zi, . ); I’] 
then accept a 
else reject CI 
From Theorem 4.6, it is straightforward but tedious to verify that entries of Mi 
satisfy the following invariant. 
Lemma 4.9. Let Bi be the ith recognition algorithm. Then given an input string 
~=ala2...a, of length n, an index (p1,p2 ,..., pz,+ ,), and an item I, the following 
invariant holds: I is inserted in Mi(p1,p2, . . . . p2,+ ,) ifund only if 
l I is vulidfor the tuple ofstrings (cI(~~,~~),...,cI(P~,+~_~,~~,+‘)); and 
l I is an elementary item if and only if ( pl, p2, . , pZi + ,) is a full index. 
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The correctness of the algorithm follows immediately from the invariant and the 
recognition condition above. Note that the set of indices is bounded in size by 
a constant 
which depends only on the sequence of grammars Go, G1 , . . . , Gi. Consequently, for 
any set (or, any pair of sets if the operation used is Wi) of items, any of our operations 
applied to the set (or, the pair of sets) results in sets of items of constant size O(Qi) and, 
hence, can be computed in time at most 0( Q?). 
Now, the main loop of the algorithm is executed O(8”) times, once for each 
index. Statements (I), (II) and (III) are respectively executed in secondary loops, each 
of which take O(n”) time within a main loop iteration, thus giving an overall time 
complexity of 0(~1~‘+~‘+‘)=0( n3*“) for the execution of the main loop. The initial- 
ization and recognition condition can be implemented in O(n*‘) and O(n*‘-‘) time, 
respectively. Hence, Corollary 4.10 follows. 
Corollary 4.10. For any i 2 0, and any control grammar 59 generating language L in the 
family CLHi, there is a constant Qi which depends on 92 such that 9?i accepts L in 
polynomial time 0( T( n)) and polynomial space 0( S(n)), where T(n)= Qf n’**’ and 
S(n)=Qin2’+’ , for an input string of length n. 
5. Parallel recognition of languages in CLH 
We now turn our attention to showing that the recognition problem for the control 
language hierarchy is, in fact, very efficiently parallelizable. Indeed, we shall be able to 
make use of precisely the sequential recognition scheme for control grammars to 
demonstrate this result. Using an ATM to implement the algorithm, we can show that 
the ATM has a space bound of O(log n) and a tree size bound which is polynomial in 
n, the input size. But, Ruzzo [12] showed that the class of languages accepted by 
ATMs with such a simultaneous space and tree-size bound is identical to the 
well-known complexity class LOGCFL. It was also shown that LOGCFL itself is 
contained in NC’. 
Now, we know that CFL = CLH, is in NC (*), the class of languages recognizable by 
simultaneous (log n)-space bounded and (log2 n)-time bounded alternating Turing 
machines (ATMs) or, equivalently, by uniform boolean circuits of polynomial size and 
(log* n) depth [l 11. We generalize this result to the following: the class of languages 
CLHi, for any fixed k 3 0, is in NC (2) In fact, we prove a stronger theorem, namely, .
Theorem 5.1. 
Theorem 5.1. The class of languages CLHi, for any Jixed k > 0, is in LOGCFL. 
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LOGCFL is the class of languages log-space reducible to context-free languages. 
A language L E 2* is said to be log-space reducible to another language L’ E A* if 
and only if there is a log-space computable function f: C * + A * such that XE L if and 
only if f(x)~L’. In [12] it was shown that LOGCFL is in NC’*‘; thus, we have the 
following corollary. 
Corollary 5.2. The class of languages CLHi, for any Jixed k>O, is in NC’*‘. 
The proof of Theorem 5.1 uses the well-known characterization of LOGCFL in 
terms of ATMs, namely, LOGCFL is exactly the class of languages accepted by 
simultaneously (log n)-space bounded and polynomial tree-size bounded ATMs. 
An alternating Turing machine (ATM) [2, 12, 1 l] is a generalization of a nondeter- 
ministic TM whose state set is partitioned into “universal” and “existential” states. As 
with a nondeterministic TM, one can view the computation of an ATM as a tree of 
configurations. A configuration is called universal (existential) if the state associated 
with the configuration is universal (existential). A computation tree of an ATM M on 
input +V is a tree whose nodes are labeled by configurations of M on w such that the 
root is the initial configuration and the childern of any nonleaf node labeled by 
a universal (existential) configuration include all (one) of the immediate successors of 
that configuration. A computation tree is accepting if and only if it is finite and all the 
leaves are accepting configurations. M accepts w if there is an accepting computation 
tree for M on input w. Note that nondeterministic TMs are essentially ATMs with 
only existential states. We assume that ATMs have a read-only input tape with 
endmarkers. We use a variant of an ATM, called an indexing ATM [12], which allows 
sublinear time bounds. An indexing ATM has a special “index tape”; whenever an 
integer i is written on the index tape, the ith symbol of the input is immediately 
accessible to the ATM. Thus, in logn steps, it can read any position on the input 
tape. 
A language L is accepted by an ATM M within time T(n) (space S(n)) if for every 
string w in L of length n, there is an accepting computation tree for M on w of height at 
most T(n) (each of whose nodes is labeled by a configuration using space at most 
S(n)). Similarly, L is accepted by M within tree-size bound Z(n) if for every string 
in L of length n, there is an accepting computation tree of size (number of nodes) at 
most Z(n). 
Proof of Theorem 5.1. Let L be language in CLHi defined by a sequence 
Go>G1, . . . . Gi, where Go is a context-free grammar in CNF and Gi, 1 d j6 k, is an 
LDCFG in CNF. We construct an ATM M which for a given string c( checks that CI is 
in L by essentially executing the recursive version of algorithm Bi discussed in the 
previous chapter. The various definitions used there will not be repeated here for the 
sake of brevity, and the reader is urged to refer back to them wherever necessary. 
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The ATM M implements the sequential Algorithm 4.8 in parallel as follows. It splits 
at a universal state and performs steps I and II given below: 
Step 1: Guess the length n of the input string a and verify by checking that the 
(n+ 1)st symbol of the input tape is the endmarker. 
Step II: Guess a full (i)-index P such that size(P)=n. Guess a complete item 
I = [( Zi, . . .); I’], where Zi is the start symbol of Gi. Accept if and only if VeriSyi(l, P) 
accepts. 
Informally, given an item I and an index P=(p,,p,, . . ..p2.+ 1), procedure Ver- 
ifvi(l, P) accepts if and only if I is valid for the tuple of strings 
(Ql,P2), . . ..CL(P*I+I’-1.P2’+‘)). 
procedure F’erifyi( I, P): 
(1) If size(P)> 1, then guess an rE{2,3,4} and go to step r. Otherwise, if 
P is nontrivial for j for some j and either j<2’-’ and Pzj=(k+ 1) or j>2’-’ and 
P2mi(j)=(k+ l), then if IElniti,j(a,+ 1) or, respectively, IElniti,,,(j,(a,+,), then accept 
and halt; else go to step 3. 
(2) I obtained via Wi: Guess indices PI and PZ which form a Wi pair with P. Guess 
items II and Z2 such that IE Wi(Z,, Z2). Accept if and only if Verifyi PI) and 
Verifvi( 12, Pz) both accept. 
(3) I obtained via Ji, j: If P is either full or is not nontrivial for any j, then reject and 
halt. Otherwise, letj be such that P is nontrivial forj. Guess a full index PI such that PI 
and P form a Ji,j pair, and guess a complete item Ii such that Z~Ji,j(Z,). Accept if and 
only if Verifvi( II, PI ) accepts. 
(4) I obtained via Ki, j, k: If P is not nontrivial for any sequence P( i, j, k), then reject 
and halt. Otherwise, let P(i, j, k) be such that P is nontrivial for P( i, j, k). Guess an item 
I1 and an index PI such that PI and P form a Ki,j,k pair. Accept if and only if 
Verifvi( Ii, PI ) accepts. 
end Verifyi. 
The proof of correctness of the above procedure follows from the proof of correct- 
ness of procedure 9?i and is left to the reader. That the ATM M uses O(log n) space is 
easily seen from the fact that it stores a constant number of items and indices; an item 
requires constant space and an index requires 2” ’ log n = O(log n) space. 
We now show that an accepting computation tree of M on an input of length n has 
size polynomial in n. Consider the first call to Verify, in step II. Clearly, the second 
argument of this call is an index whose size is n. The execution of this call results in 
further recursive calls to Verifyi in either steps 2, 3 or 4. The recursion ends when step 
1 is executed, which happens when the argument index has size 1. 
The sequence of recursive calls can be viewed as binary tree A whose nodes are 
labeled by the sizes of the indices that appear as arguments in the calls, as illustrated in 
Fig. 13. In tree A, a node with two children represents the two recursive calls to Verifyi 
in step 2, and a node with one child represents the single recursive call in either step 
3 or step 4. A leaf represents the execution of step 1, with argument index of size 1. 
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0 0 0 
Fig. 13. Tree A. 
(Since we are considering an accepting computation tree, all leaves represent “accept- 
ance” in step 1). 
If a node in d represents an index of size m and it has two children representing 
indices of sizes m, and m2, then ml,m2 >O and m 1 +m2 =m. On the other hand, if the 
node has only one child representing an index P1 of length m,, then ml = m. Now, the 
item Ii corresponding to P1 should be a complete item if step 3 is executed. If this is 
the case, one can verify from the definitions that I1 cannot be in Ji,*(12) nor in 
Ki,*,* (12) for any 12. If step 4 is executed instead, then one can show that the 
Gi_ 1 item I’ which appears in I must be obtained using Ji- 1, * or Ki_ 1, *, *. Again, I1 
cannot be in Ji, ,(I,) nor in Ki,*,* (Zz) for any I,. Together, this implies that if 
a recursive call to Verifyi results in the execution of step 3 or 4, then the next recursive 
call cannot result in the execution of either of these steps and still guarantee accept- 
ance. Thus, in tree A, if node m has only one child m,, then m, must either have two 
children or be a leaf node. 
Let T(n) be the number of nodes in tree A whose root represents an index of size n. 
Then, for n > 1, 
T(n)< max (2+ T(n-j)+ T(j)), 
lQj<(n-I) 
where the constant 2 represents a chain of at most 2 nodes in the tree, the first of which 
has the second one as its only child, and the second of which has two children 
(representing the term r(n-j)+ T(j)). Since T(l)= 1, the solution to the above 
recurrence is easily seen by induction to be 
T(n)9(3n-2)=0(n). 
Finally, we note that the portion of the accepting computation tree r of the ATM 
M whose root corresponds to the first call to Verify, in step II is “isomorphic” to the 
tree A except that each node in A would correspond to 0( log n) nodes in r to take 
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into account the steps carried out by the ATM in writing the indices on its worktapes, 
and in the case of step 1 of Verifyi, in looking at a symbol on the input tape. Together 
with the O(log n) nodes required by step I, the size of the accepting computation tree 
is thus O(nlogn). q 
6. Conclusions 
We have shown that a hierarchy of non-context-free language classes generated by 
control grammars can be recognized in polynomial time, settling an open problem 
posed in [19], Previously, the best-known upper bound was exponential time. We 
have also shown that every language class in this hierarchy is in NC(‘), generalizing 
Ruzzo’s result [12] that the class of context-free languages is in NCc2). 
An interesting question that we have not addressed is the following: suppose that 
the control set of a given control grammar is a language not generated by some 
grammatical family but instead a language from some general complexity class, say 
DSPACE(logn) or PTIME; then what can be said about the complexity of the 
language generated by this control grammar? In other words, a control grammar can 
be thought of as the grammatical analog of an oracle Turing machine, with the control 
set taking the role of an oracle. It would be interesting to investigate whether such 
control grammars give rise to complexity hierarchies similar to the logspace and 
polynomial-time hierarchies defined in [2, 13, 163. 
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