The contribution considers application of the inverse analysis to the identification of material parameters of nonlinear composites. For this purpose a combination of the Levenerg-Marqurdt method with the multiscale finite element method is used. The former belongs to the group of gradient-based optimization methods, and the latter is a numerical procedure for modeling heterogeneous materials which is applicable in the limit case when the ratio of characteristic sizes of the scales tends to zero. Emphasise is placed to the investigation of the solution for problems with incresing number of unknown materials parameters as well as to the manifestation of the ill-posedness of the inverse problems. These effects arise firstly in case of three-phase materials. The illustrative examples are concerned with cases where such a combination of experimental data is used that effects of ill-posedness are aleviated and a unique solution is achieved.
Introduction
Nowadeys, the inverse analysis has become a reliable research method in many different fields. It has been applied in medicine, engineering, material theory, physics, geophysics, environmental engineering etc. It is thus no surprise that there is a large number of proposed approaches. However, the majority of them follows one common idea according to which an inverse problem is transformed to the task of minimizing a merit function. The latter is interpreted as the error resulting from the implementation of a mechanical model for the simulation of real processes. Accordingly, apart from the experimental results, the solution of an inverse problem requires two numerical or analytical tools: an optimization method and a method for the solution of the direct problem.
In the optimization theory two predominant strategies have been developed: the gradient-based and the gradient free methods [1, 6, 27] . However, none of these con-1 S. Klinge, Inverse Analysis for Multiphase Nonlinear Composites with Random Microstructure, Int. J. Multiscale Comp. Eng., 10(4), (2012) , 361-373 cepts shows clear advantages. Gradient-based methods rely on the fact that the value of a function in an iteration process decreases if the arguments are taken in the direction of the negative gradient of the function [1, 2, 20, 24] . However, the general disadvantage of this group of methods could not be eliminated although many different algorithms have been proposed. They render a reliable solution if the function is sufficiently smooth and convex. In case of nonconvex functions, after the achievement of a local minimum, this type of solver does mostly not succeed in jumping over the barrier detaching this solution from the next one which might be the global minimum. The evolution strategy [6, 18, 30, 35] and the method of neural networks [27, 28, 34] are the main gradient-free methods. Both of these concepts are rooted in the field of artificial intelligence and based on strongly simplified abstractions of biological mechanisms. Generally, gradient-free methods, the neural networking as well as the evolutionary strategy show one crucial advantage in comparison with the gradient free methods. They yield the global solution and do not stay "captured" in a solution valley which correspond to a local minimum. However, these concepts are followed by one severe disadvantage. They require very high computational costs such that in many cases a parallelization technique or a hybrid solution must be applied [32] .
The direct problem which is topic of this contribution is simulation of nonlinear composites. This problem is charcterized by the high complexity which accounts for the predominant development of numerical methods such as the partitioning method [9] , the adaptive hierarchical modeling method [25] and the micro-macro domain decomposition method [38] . More recently, Michel and Suquet [21] suggested an approximate model for elastoplastic and elastoviscoplastic composites by using non uniform transformation fields. Alternatively, Yvonnet and He [36] developed a reduced multiscale method (R3M) where a reduced basis has been obtained by using proper orthogonal decomposition. This method provides an efficient way of capturing the dominant components of an infinite-dimensional process with only a finite number of modes [3] . Another efficient approach is presented in the work of Lebensohn [19] . Here the Fast Fourier Transformation (FFT) is used for the determination of the micromechanical fields in plastically deformed 3D polycrystals.
Among many other appraches, the multiscale finite element method (FEM) also deservs to be mentioned due to its popularity nowadays [4, 10, 11, 22, 29, 33] . This numerical method is based on the theory of homogenization according to which the real material properties of a heterogeneous body are replaced by effective ones obtained by the examination of a representative volume element (RVE). The terminology micro-macro is chosen as the ratio of the characteristic sizes of the RVE and of the modeled body must tend to zero. The coupling of scales is called forth by Hill's macrohomogeneity condition [7] , the transformation of which leads to the definition of the boundary conditions at microscale [29] .
Within this contribution, a combination of the Levenberg-Marquardt method with the multiscale FEM is used for purpose of inverse analysis. The Levenberg-Marquardt method belongs to the group of the gradient-based approaches and has been chosen because of its straightforward numerical implementation. The choice of the multiscale FEM is substantiated by the fact that this approach has shown very good results for the solution of direct problems in many different fields [16, 14, 15] .
The proposed combination of methods has also been used in the previous work [13] . However, the discussion presented in that paper was only concerned with the two-phase materials with up to four constants. An analysis of materials whose behaviour was dependent on more material parmeters was not possible at that stage as the application of a single macroscopic test lead to a non-unique solution. Because of that, the current contribution is especially focused on the fact that according to Hadamard [5] problems elaborated in the inverse analysis are ill-posed and that uniqueness of the solution cannot be garantied [17] . In order to remove thos deficiency, the approach proposed in [13] will be extended in such a way that different combinations of macroscopic tests and realizations of the RVE are used in order to obtain a unique solution.
The contribution is structured as follows. Sec. 2 deals with the explanation of the Levenberg-Marquardt method while the fundamentals of the multiscale approach are explained in Sec. 3 and 4. Emphasis is placed on the derivation of the boundary conditions for the RVE as well as on the two-scale formulation of the P0Q1 element. Sec. 5 focuses on numerical examples considering two-and three-phase composites. The choice of macroscopic tests yielding the unique solution is analyzed in particular. The paper finishes with conclusions and an outlook.
The Levenberg-Marquardt method
The Levenberg-Marquardt relays on the basic concepts of the optimization theory. It connects the steepest descent method with the concept of minimizing the Taylor approximation of the function. According to the first one, the minimization of a function f (a) is achieved by assuming an increment in the argument in the direction of the negative function gradient:
Although it is especially suitable for implementations, this simple concept has one great disadvantage. It converges very slowly in the vicinity of the solution. Because of this, one makes use of the fact that the Taylor expansion is a good approximation of a function in the vicinity of its extremum
Now, an alternative expression for the increment in the argument is obtained by minimizing the approximation instead of the original function
Here, A is the matrix of the second derivatives known as the Hessian matrix. Within the Levenberg-Marquardt method, the two previously explained concepts are joined by introducing a modified HessianĀ in equation (3)
The new formulation depends on the switch parameter λ determining which of the approaches is active. In the vicinity of the solution, λ has a small value leading to the minimization of the Taylor approximation. Far away from the solution, it has large values, A assumes a diagonal form, and the method gains the properties of the steepest descent approach. The evaluation of the switch parameter λ is dependent on the behavior of the function which has to be minimized. In the first iteration, an arbitrary value is assigned to this parameter. In each further iteration step, λ is increased if the function is nondecreasing and decreased if the function is decreasing. In the latter case, an update of the arguments is performed as follows:
During the calculations, attention is paid to the subsidiary conditions requiring that λ as well as the evaluated arguments have to remain within permitted ranges
Finally, the standard exit criterion requires that the function is decreasing and that the absolute value of the function increment is below the prescribed tolerance. In many contributions, it is required that these conditions are fulfilled in at least two succeeding steps
Within the scope of the inverse analysis performed here, the explained approach is used to minimize the merit mean square error function χ 2 in the form
where N ts is the number of different tests and N number of the measured values for each test,ũ j,i are experimental values and u i (i j , a) corresponding values obtained by using a mechanical model. In this particular case, the mechanical model is a boundary value problem related to composite materials so that u i (i j , a) is a component of the displacemnt vector u in a single point of the macroscopic body. Furthermore, i j denotes the j-th set of input parameters, σ j,i is the standard deviation which, in this case, is equal to the measurement error and a is the set of material parameters which have to be evaluated. Subsequently, the numerically obtained displacements will be written in a shorter form
From diverse formulations, expression (7) has been established as the standard error function, which is often explained by the following reasons. It allows a simple numerical implementation and it can be derived as the maximizer of the probability that the particular set of the arguments a corresponds to the given set of all measured valuesũ such thatũ j,i ∈ũ [26] .
Apart from the merit function itself, also its first and second derivatives are needed within the Levenberg-Marquardt approach
The numerical implementation of these derivatives deserves a few additional remarks. For instance, the second term on the right-hand side of (10) is usually ignored as its implementation can act destabilizing if the method fits badly. Moreover, the term (ũ j,i − u j,i ) is just the random measurement error, so that the second derivative terms tend to cancel out when summed over i and j [26] . The numerical implementation of derivatives (9) and (10) is performed by using the forward finite difference method
where ∆a k is the arbitrarily chosen increment in the argument, and n the number of unknown material parameters. An often used alternative to (11) is the central difference method, however this approach goes along with a greater computer effort.
The multiscale concept
Within the model presented here, the displacement vector u are determined by using the multiscale FEM. This is a homogenization method suitable for the simulation of statistically uniform materials which are characterized by the fact that the representative volume element (RVE) can be defined for them [22, 23] . The method is based on the simultaneous solution of two boundary value problems, one related to the simulation of the macroscopic body and one to the analysis of the RVE. The bridge between the scales is realized by introducing the Hill-Mandel macrohomogeneity condition requiring an energy balance between the scales [8] P :
Here P is the first Piola-Kirchhoff stress tensor, F the deformation gradient, t the traction, N the normal vector to the surface and B the RVE with the volume V . According to the notation typical for the theory of finite deformations, capital letters denote quantities related to the reference configuration and small ones those related to the current configuration. The overbar symbol distinguishes the quantities belonging to the macrolevel from the quantities related to the RVE analysis. The special significance of condition (12) lies in the fact that it allows the derivation of the boundary conditions for the RVE. There are three types of them:
x =FX kinematic b.c.,
x =FX + w, ⇒ w + = w
In order to define the last type of boundary conditions, the notion of microfluctuations w is introduced and the superscripts + and − denote boundary parts with oppositely oriented normal vectors N + = −N − . Assumption (15) yields the additive decomposition of the microdeformation gradient
In addition, the connection of scales requires the definition of the macroscopic quantities depending on the microscopic ones
Expression (17) shows that the macroscopic first Piola-Kirchhoff stress tensor is the volume average of its microscopic counterpart while according to (18) , the macroscopic deformation gradient equals the volume average of the microscopic one only in case of an RVE without voids. This can easily be understood, as L denotes the boundary of the voids embedded in the RVE. Obviously, both relations (17) and (18) satisfy the Hill postulate that the macroscopic quantities must be expressed dependent on the microscopic ones acting on the boundary of the RVE [7] . The concept described in this section is used as a basis for the development of the program code MSFEAP, which is suitable for modeling composite materials [10, 11] . The code maintains the properties of the standard FE program FEAP [37] with the difference that FE calculations can be performed at two levels. For the purpose of an inverse analysis, the mentioned program code is implemented within the LevenbergMarquardt scheme in order to calculate u j,i .
Multiscale formulation for the P0Q1 element
The implementation of the method will be shown in an example concerning the energy potential in a three-field description as proposed by Simo, Taylor and Pister [31] 
Apart from the displacements, which are primary variables, this formulation also depends on the volume change Θ and the pressure p. The functional is split in a volumetric and a deviatoric part whereby the volumetric part only depends on the volume change Θ and the deviatoric part on the deviatoric right Cauchy-Green deformation tensor C * = J −2/3 C where J = det F represents the Jacobian. The last term in the integral in (19) represents the Lagrange term introduced in order to stipulate the equality of Jacobian and volume change. The potential corresponding to the external loads is denoted by Π ext .
For the formulation of the P0Q1 element, the first and second variation of potential (19) are needed, the first one in order to minimize the potential and the second one to linearize the problem. Using the overbar symbol, i.e. the notation typical for the macrolevel, the second variation takes the form
Here,S dev andS vol denote the deviatoric and the volumetric second Piola-Kirchhoff stress tensorS dev = 2
andĀ dev andĀ vol the macroscopic deviatoric and volumetric second elasticity tensors defined as follows
As it is characteristic for the principle of virtual displacements, the Neumann boundary conditions are fulfilled in the integral form while the Dirichlet boundary conditions are fulfilled pointwise. The displacements prescribed on the boundary partBū are denoted byū 0 . On that boundary part, the variation of the displacements δu and their increment ∆u are equal to zero. Other than in the single-scale formulation, the terms
vol ∂Θ 2 cannot be calculated directly as they depend on the effective potentialΨ which is not available. For the calculation of those terms, an analysis at the microlevel is necessary. Assuming a deformation in the form typical for periodic boundary conditions (15), the second variation at this level assumes the form
In comparison with (20) two differences arise here. Expression (23) depends on the microfluctuationw and not on the displacements u. Furthermore, instead of the standard Neumann boundary conditions the influence of the macroscopic deformation tensorF has to be introduced. Over the boundary of the RVE, periodic boundary conditions must be satisfied. The problem is well posed and can be directly solved. The final solutions at this level are microfluctuations and microstresses and the volume average of the latter yields the macroscopic counterpart (18).
Numerical results
The optimal choice of macroscopic tests necessary for an inverse analysis will be investigated on two examples. In both cases a macroscopic plate with dimensions 20×20 mm is discretized by a mesh with 4×4 quadrilateral elements (Fig. 1) . A finer discretization could also be applied, however the number of elements does not influence the process of the parameter identification as the experimetal results are replaced by the solution of the direct problem. The same reason substantiates the assumption that the measurement error has a constant value for all tests (σ j,i =const). The plate has a random microstructure which is simulated by arbitrarily chosen orientations of RVEs in Gauss points. These orientations are generated with the uniform distribution [12] and the four-point Gauss quadrature is used for the numerical integration. Displacements on the lower boundary and horizontal displacements on the vertical boundary are constrained (Fig. 1) . As the number of measuring points influences the number of iteration steps but not the uniquness of the solution, all calculations are based on deformations of a single measuring point in the midle of the upper boundary (point 23). Regarding results related to the greater number of measuring points, the reader is refered to [13] .
The inverese analysis will be applied with the itention to evaluate the unknown material parameters in case that the nonlinear Neo-Hook law holds for all phases forming 
Here, according to the standard notation, K i denotes the bulk modulus and µ i shear modulus, while index i indicates the number of the current phase. The first example is concerned with the situation presented in Fig. 1 . In this case, the material microstructure is represented by a sqaure-formed RVE with the unit side lenght and two phases. The inclusion has an elliptical form such that the semi-major axis amounts to 0.25 mm and the semi-minor axis 0.125 mm. The geoemtry of the RVE is known in advance and does not change during the calculations. The analysis is applied to determine four material parameters: shear and bulk moduli of the matrix material and of the inclusion. The expected results for the matrix material are µ 1 = 384.6 N/mm 2 and K 1 = 833.3 N/mm 2 and for the inclusion µ 2 = 96.2 N/mm 2 and K 2 = 208.8 N/mm 2 .
A similar problem has been considered in [13] , however the simulations worked on in that contribution have shown that a high number of the iteration steps is necessary to achive right results. In order to improve this deficiency, within this contribution, the solution will be sought for the case where data from two kinds of macroscopic tests are available (Fig. 2) . These macroscopic tests are chosen so that the boundary conditions with respect to displacements remain unchanged but the the applied load differs. In the first case a vertical load acts on the upper horizontal boundary and a horizontal load is applied in the second case. The intensity of the load is the same in both cases and it amounts to 10 N/mm.
The inverse analysis is performed for four diffrent sets of starting iteration vectors which are listed in Tab. 1. The iteration paths for three initial sets (a-c) are presented in Fig. 3 where the parameters 1-4 denote the shear and the bulk moduli of the matrix and inclusion respectively. The figure shows that a unique solution is achived and that the number of iteration steps is significantly decreased in comparison with the case when a single macroscopic case is considerd [13] . However, it should be kept in mind that the duration of the procedure does not only depend on the number of iteration steps and that a double problem at the macroscale has been considered in the curent example. The iteration path for the starting iteration set "d" is presented in Fig. 4 . This result indicates that iteration might remain a comprechensive task with the high number of steps inspite of the application of twofold macroscopic tests. This is often the case when no any informaltion on the microstructure is available and a guess for the starting iteration vector is made where the greater values are assumed for the material which is in the reality the "weaker" phase.
The iteration paths presented in Fig. 4 indicate one more particularity of the optimization procedure. In cases that switsch flag λ or evaluated material parameters exeed the prescribed limit values (Eq. 5) new random values are generated vor the iteration vector and the iteration procedure starts from the beginning. For example, if λ decreses permanently but the increment of the merit function remains greater than the allowed tolerance, this indicates that the solution appraches to a local and not to the global minimum. Such a situation repeats two times during the iteration presented in Fig. 4 . After the iterations steps 49 and 104 new iteration vectors have been randomly generated. The second example which is presented in this contribution considers a tree-phase material. Here, again the situation as in Fig. 1 is simulated, however the RVE shown in Fig. 5a ) is chosen to represent the new material type. This RVE is a unit square which contains three elliptical inclusions, two of them beeing of the same type. All inclusions have the same geometry such that the semi-major axis amounts to 0.25 mm and semiminor axis is 0.083 mm. The behaviour of all component materials is described by the Neo-Hook law (24) At first the same scenario with two-fold macroscopic test has been applied for the new material type. However, although giving good results in case of two-phase materials, this concept did not yield sufficent information for a unique solution in case of three-phase materials. Moreover, any other type of load, as it alaways can be expressed as a combination of the two basic types presented in Fig. 2 could not improve the solution. As a possible solution for this query two diffrent realizations of the RVE are considered in addition. The reason initiating and supporting this concept is that esspecially in the nature, many types of composites appears in different forms where each form is a combination of the same materials with different disposition and volume fraction of phases. Such a situation is for example presented in Fig. 5 . Here the RVE II is introduced such that it has the same properties as the RVE I. The only diffrence are dimensions of inclusions. For the RVE II, the semi-major axis amounts to 0.075 mm and the semi-minor axis 0.025 mm. Accordingly, the volume fraction of the inclusions in the first case amounts to 19.63% and in the second case 7.07%. Having information on the deformations for both types of load (Fig. 2) for plates consisting of the materials represented by the RVE I and RVE II (Fig. 5) , it becomes posssible exactly to evaluate the material parameters of all phases.
Solutions of the problem with a three-phase microstructure are presented in Fig. 6 paths clearly show that not only a unique solution but also a fast convergence is achieved. The remark related to the starting iteration vector when no information on that which material is "weaker" or "stronger" remains valid here as well as in the case of two-phase materials. If a wrong assumption of this type is made, it can cause a long iteration procedure. Because of this, in such cases, it might be advisable to assume starting iteration vector with equal entries for the properties of the same type or to try different starting iteration vectors.
Conclusions and outlook
The method for the inverse analysis presented in tn the contribution is based on the combination of the Levenbeg-Marquardt method and multiscale FEM. The former is a gradient based method coupling the advantages of the steepest descent method and of the minimization of the Taylor approximation of a function. For this purpose a switsch parameter is introduced determining which of the procedures will be activated. The influence of the Hessian of the target function is neglected while the needed gradients are calculated by using the finite differenece metod. The Levenberg-Marquardt method is coupled with the multiscale FEM, a numerical homogenization method such that relation of the macroscopic and microscopic scales is realized through the Hill macrohomogeneity condition. Here, the macrosopic scale corresplond to the level of simulations while the microscale is related to the RVE response. The contribution focuses on the behaviour of the solution of inverse problems depending on the increasing number of unknown parameters. In order to avoid the nonuniqueness of the solution, different combinations of the macroscopic tests are used. The simulations have shown that a combination of two macro-tests yields good results for two-phase materials. However, a unique solution and good convergence for six material parameters require two macro-tests for two realizations of the RVE. The latter concept is initiated and supported by the fact that many natural composites appear in diffrent forms such that their component materials are same but volume fractions and dispositions of phases vary. The examples have also shown that the graduation of the strenght of the components is an important information which significantlly contributs to the shortening of the iteration procedure.
Concerning the future work two topics can be pointed out. In contrast to the in- vestigation of the material constants, in the furter contributions, the emphasis will be placed on the determination of the geoemetrical properties of the RVE. This kind of results might be helpfull in many situations such as the investigation of the damage evolution or consideration of processess where the internal microstructure changes due to the chemical processes or thermal influences.
Another topic which will certainly be elaborated is the parameter identification for composites with the inelastic material behavior. To this end further types of macroscopic tests must be included. For example, the investigation of the viscoelastic materials requires a tension test with three phases. Here, the elastic properties are determined from the unloading phase while the dwelling phase suplly data for determination of the viscous material parameters.
