In this paper a kind of partial subadditivity of the entropy is investigated in probability theory and in matrix theory. We show some new inequalities related to the subadditivity of the standard entropy and its one-parameter generalization in the discrete case. The matrix analogues of the inequalities are also studied. The standard entropy is related to the function −x log x, but here some other functions are also used. A new version of the subadditivity of the Tsallis entropy is included in the probabilistic case and a conjecture in the matrix case.
Introduction
Let X be a discrete random variable with possible values {x 1 , . . . , x m } and probability distribution p(x) = P (X = x). The Shannon entropy of the discrete variable X is defined as
p(x i ) log p(x i ) with the convention that 0 log 0 = 0, see [2, 4] and other terminologies in [13, 14] . If Y is another discrete random variable with values {y 1 , . . . , y n } and probability distribution p(y), then the joint entropy of the pair (X, Y ) with joint distribution p(x, y) is
p(x i , y j ) log p(x i , y j ).
It is well known that the joint entropy is not greater than the sum of the individual entropies:
H(X, Y ) ≤ H(X) + H(Y ) (1) which is called the subadditivity of the entropy. This property is a special case of a more general but also well-known inequality for three random variables, the strong subadditivity of the entropy:
H(X, Y, Z) + H(Y ) ≤ H(X, Y ) + H(Y, Z).
A one-parameter extension of the Shannon entropy is the Tsallis entropy [6, 7, 12] . Define the q-logarithm function as
then the Tsallis entropy is
It is known that the strong subadditivity holds also for the Tsallis entropy in the discrete probabilistic case [6] .
The quantum analogues of the above entropies are the following. In the quantum case one has a density matrix ρ which means that ρ is positive and Tr ρ = 1. Then the von Neumann entropy of ρ is given by S(ρ) = −Tr ρ log ρ.
For some applications, see [13, 14] . The Tsallis entropy is
The strong subadditivity inequality is true in the quantum case for the standard entropy. The aim of the paper is to provide some new inequalities related to the (strong) subadditivity in the discrete case and study their analogues in the matrix case.
Below, we first concentrate on the probability theory and then the matrix theory. The probability theory is a special case where the matrices are diagonal. There are some inequalities which are true only in the probabilistic case.
Probability theory
We first reformulate the strong subadditivity inequality in the discrete case. If X, Y, Z are random variables with values {x 1 , . . . , x m }, {y 1 , . . . , y n }, {z 1 , . . . , z r }, then the joint distribution is
Denote the marginal distributions as
Then the strong subadditivity inequality can be written as
The new version of the strong subadditivity is the property that the parameters j and k can be fixed and the sum is over 1 ≤ i ≤ m. So this is a kind of partial strong subadditivity.
Theorem 1 For fixed 1 ≤ j ≤ n and 1 ≤ k ≤ r the following inequality holds:
Proof: The inequality is equivalent to
Thus, due to the concavity of the logarithm function,
So the theorem is proved.
The sum of the inequality (4) with respect to j and k yields the ordinary strong subadditivity inequality (2) . If m = 1, i.e., we have two random variables, then inequality (4) reduces to
which can be regarded as a new version of subadditivity, a partial subadditivity. By taking the sum with respect to k, we obtain the subadditivity of the entropy (1).
The strong subadditivity of the Tsallis entropy has the form ijk p ijk log q p ijk + log q p −j− − log q p ij− − log q p −jk ≥ 0.
We show that this inequality remains true if j and k are fixed and the sum is with respect to i, which can be regarded as the q-analogue of Theorem 1. We need a lemma, which also contains a remarkable inequality.
which is the desired inequality for q = 1 (this is called Milne's inequality, see [8] ). If
which has to be proved. Now we can prove the q-analogue of Theorem 1.
Theorem 2 For q > 1 and fixed 1 ≤ j ≤ n, 1 ≤ k ≤ r the following inequality holds:
we have to prove that
Applying Lemma 1 to the numbers a i and tb i (i = 1, . . . , m) we obtain
and the desired inequality follows after division by t and integration over [0, 1].
As a special case of Theorem 2 we obtain a new version of the subadditivity of the Tsallis entropy.
Theorem 3 Let p ij (i = 1, . . . , m; j = 1, . . . , n) be a probability distribution and denote the marginal distributions as
If the sum is also over j, then the result was already proved in 1970 by Daróczy [5] .
Matrix theory
Now we consider matrices [9, 13, 14, 15] . Let M n (C) be the algebra of n × n matrices. If A, B ∈ M n (C), then A, B = Tr A * B. The linear mappings L A , R B : M n (C) → M n (C) are defined as L A X = AX and R B X = XB. They are commuting operators.
For a function g : (0, ∞) → R, we define the operator m g (P, Q) as follows:
where P, Q > 0 are positive definite matrices. It is well-known that the map (P, Q) → K, m g (P, Q)K is jointly convex for any pair of positive definite P, Q and any fixed K if g is operator convex, see Theorem 2 in [15] . There are different notation for m g (P, Q), for example m g (P, Q) = J g P,Q and K, m g (P, Q)K = S K g (P ||Q). Next we have g(x) = − log x, then K, m − log x (P, Q)K = Tr K * KQ log Q − KQK * log P and this reduces to the usual relative entropy when K = I.
In the next two lemmas the matrix space is M m (C)⊗M n (C). If ρ 12 ∈ M m (C)⊗M n (C), then the reduced densities ρ 1 ∈ M m (C) and ρ 2 ∈ M n (C) are defined as
The general reduction is not simple, but for n = 2 and
we have
Lemma 2 There are unitaries {W t ∈ M m (C) : 1 ≤ t ≤ m 2 } such that for a unitary U ∈ M m (C) and for an operator
holds.
Proof: Let |e 1 , |e 2 , . . . , |e m be an orthonormal basis in C m . We define the unitary operators X, Z ∈ M m (C) as
for k < m and X|e m = |e 1 ,
gives m 2 unitaries.
We first note that for a unitary W the simple formula
can be used. Therefore,
where the sums u + j, v + j and the products ku, kv are modulo m. So
The u = v case is rather simple:
If A 12 is replaced with (U * ⊗ I)A 12 (U ⊗ I), then (6) follows.
Lemma 3 Let A 12 , B 12 be strictly positive in M m (C) ⊗ M n (C) and let
Proof: Writing W n for W n ⊗ I 2 and using (6) we have
Now we use the joint convexity of K, m g (A, B)K ≡ S K g (A||B) in A, B:
where the equality follows from the unitary invariance of the trace.
From the previous lemma we have the inequality
An essential case is A 123 = A 12 ⊗ I 3 and K 23 = I 2 ⊗ K 3 . Now this is rewritten as
To have the result ρ 123 = B 123 , ρ 2 = A 2 , ρ 12 = A 12 , ρ 23 = B 23 and T 3 = K * 3 K 3 we have:
Tr(I 12 ⊗ T 3 )ρ 123 (log ρ 123 − log ρ 12 + log ρ 2 − log ρ 23 ) ≥ 0.
The previous theorem was obtained recently in [11] .
Now we turn to the case of the Tsallis entropy. Let ρ 12 ∈ M n (C) ⊗ M m (C) be a density matrix and let ρ 1 ∈ M n (C) and ρ 2 ∈ M m (C) be the reduced densities. Then the subadditivity of the Tsallis entropy is Tr ρ 12 log q ρ 12 ≥ Tr ρ 1 log q ρ 1 + Tr ρ 2 log q ρ 2 . (7) is proved. In the previous formulas there are different traces, to have one trace we can take Tr ρ 12 log q ρ 12 − log q ρ 1 ⊗ I 2 − I 1 ⊗ log q ρ 2 ≥ 0 .
Motivated by Theorem 4 and numeical examples we conjecture the inequality
for 0 ≤ T ∈ M n (C). Actually this has some similarity to (7):
The above inequalites seem numerically true. Moreover, we can prove some special cases: 1. q > 1 and ρ 12 = ρ 1 ⊗ ρ 2 . 2. q = 2 and T, ρ 1 , ρ 2 are 2 × 2 matrices. The second case is detailed in the next example.
Example 1 We concentrate on the space M 2 (C) ⊗ M 2 (C). So the essential formulas are the following:
By simple calculation we have:
+bTr CTr B * + cTr B * Tr B + cTr C(Tr C − 1),
+bTr (B * A + B * C − B * ) + cTr (CA + C 2 − C). We may suppose that A is diagonal, then this inequality has the form
The left-hand side can be written as for i > j. This follows from the inequality of arithmetic and geometric means:
So we the inequality (9) holds for q = 2. The case of equality is very special. If A is diagonal, then A and C should be proportional.
