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Abstract This paper refines the necessary optimality conditions for uniformly over-
taking optimal control on infinite horizon in the free end case. This condition is
applicable to general non-stationary systems and the optimal objective value is not
necessarily finite. In the papers of S.M. Aseev, A.V. Kryazhimskii, V.M. Veliov,
K.O. Besov there was suggested a boundary condition for equations of the Pon-
tryagin Maximum Principle. Each optimal process corresponds to a unique solution
satisfying the boundary condition. Following A. Seierstad’s idea, in this paper we
prove a more general geometric version of that boundary condition. We show that
this condition is necessary for uniformly overtaking optimal control on infinite
horizon in the free end case. A number of assumptions under which this condition
selects a unique Lagrange multiplier is obtained. Some examples are discussed.
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1 Introduction
The Pontryagin Maximum Principle for infinite horizon problems had already been
formulated in monograph [34]; the general Maximum Principle for infinite interval
was proved in [23], but such Maximum Principle has no transversality condition and,
in general, selects a much too broad family of extremal trajectories. A significant
number [3, 9, 11, 23, 25, 32, 38, 40] of such conditions was proposed; however, as
it was noted in [23, 32, 37, 39], [3, Section 6], [36, Example 10.2], these conditions
may fail; even if they do hold, these conditions may fail to give any information on
determining a solution of the adjoint equation.
Since the necessity of this condition does not imply its nontriviality on solutions
of relations of the Maximum Principle, it is reasonable to search for a condition
that would select a single solution of relations of the Maximum Principle for each
optimal control. For this purpose, [36] proposes to find ψ0 such that it is a pointwise
limit of a sequence of shadow prices that equal zero on certain sequence of times.
Under assumptions of [36, Theorem 6.1], such ψ0 is unique; in what follows, it will
be referred to as τ -vanishing shadow price.
In papers [1–4], Aseev and Kryazhimskii proposed an explicit expression for the
shadow prices. This version of the normal form of the Maximum Principle holds
with the explicitly specified shadow price. This gives a complete set of necessary
optimality conditions (see [1–4]); moreover, under assumptions of [5, 7–9, 36], the
solution of this form of theMaximumPrinciple is uniquely determined by the optimal
control.
This paper aims to merge these two approaches, to find assumptions such that
a τ -vanishing Lagrange multiplier of the Maximum Principle corresponds to each
optimal control, and to express its shadow price explicitly in the form of an improper
integral that depends only on optimal control and trajectory.
In this paper, we consider only the problem with free right end. It is assumed
a priori that a uniformly weakly overtaking optimal control exists (for discussion of
existence refer to [10, 12–14, 19, 26, 49]). In addition to this, all functions are assumed
to be smooth in x. We also do not concern ourselves with sufficient optimality
conditions (see [3, Section 13], [12, 35, 37, 38, 42]).
The structure of the paper is as follows. We begin with formulating the general
control problem and stating general notation and main assumptions (Section 2).
Then, we formulate certain useful propositions from topology and stability theory
(Section 3). After that we discuss relations of the Maximum Principle and introduce
the notion of τ -vanishing Lagrange multipliers. Then we show that its existence
is a necessary optimality condition (Theorem 2). Connection between τ -vanishing
Lagrange multiplier and degenerate problems is investigated in Section 5.2; for
discussion of the condition ψ0(t) → 0, refer to Section 5.1. The problems with
monotonic right-hand side are investigated in Section 5.3. Section 6 is mainly aimed
at obtaining the most diverse sets of conditions under which a τ -vanishing shadow
price can be explicitly expressed by a Cauchy-type formula. There we also discuss
connections with the results of [1, 3, 5, 7, 8, 36].
The last section is completely devoted to analysis of examples. We show how the
choice of a sequence of τ from a number of uniformly weakly optimal solutions
selects what is needed most with the help of τ -vanishing shadow price (Example 2).
Example 3 demonstrates that finding the τ -vanishing Lagrange multiplier allows us
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to solve abnormal problems in almost the same way as normal problems are solved.
Example 4 shows that even if a non-degeneratemultiplier is unique, it does not neces-
sarily satisfy weak transversality condition (20b) or has explicit representation (22c)
(understood in the sense of [1–5, 7, 8]). In Example 5, the search for an optimal
solution is reduced to a boundary value problem.
A part of results of this paper was announced in [28, 29]. The case of τ -strong
optimal control was considered in [30]. A modification of Theorem 2 was published
in [31].
2 Preliminaries
We consider the time interval T
= R≥0. The phase space of our control system is the
finite-dimensional metric space X
= Rm; denote the unit ball in X by D. Denote by
L the linear space of all real m × m matrices; equip L with the operator norm. The
symbol E (which may be equipped with some indices) denotes finite-dimensional
Euclidean spaces.
Here and below, for all t ∈ T, for each integrable function a of time, the integral
∫ ∞
t a(ϑ)dϑ is the limit
∫ T
t a(ϑ)dϑ as T → ∞.
Let C(T, E) be a topological space of all continuous functions of T to E; let us
equip this space with the extended norm || · ||C of uniform convergence. Also, let
topological space Cloc(T, E) be the set C(T, E) equipped with the compact-open
topology.
Let us also consider a finite-dimensional Euclidean space U and mapU from T to
the set of all subsets of U. The set U of admissible controls is understood as the set
of all Borel measurable locally bounded selectors of the multi-valued map U . The
topology on U is defined through the inclusion U ⊂ L1loc(T,U).
A function a : T × E1 × U → E2 is said to
(1) satisfy the Carathéodory conditions if (a) the function a(·, x, u) : T → E2 is
Borel measurable for all (x,u) ∈ E1 × U, (b) the function a(t, ·, ·) : E1 × U →
E2 is continuous for a.a. t ∈ T.
(2) be locally Lipshitz continuous if for each compact subset K of E1 × U there ex-
ists a function LaK ∈ L1loc(T, T) satisfying ||a(t, x,u) − a(t, y,u)||E2 ≤ LaK(t)||x−
y||E1 for all (x,u), (y,u) ∈ K, t ∈ T.
(3) be integrally bounded (on each compact subset) if for each compact subset
K of E1 × U there exists a function MaK ∈ L1loc(T,T) satisfying ||a(t, x,u)||E′′ ≤
MaK(t) for all (x,u) ∈ K, t ∈ T.
We assume the following conditions hold:
Condition (u): U is a compact-valued map, and its graph is Borel set.
Condition (fg): Locally Lipshitz continuous on x Carathéodory functions f : T ×
X × U → X, g : T × X × U → R, ∂ f
∂x : T × X × U → L, ∂g∂x : T ×
X × U → X are integrally bounded (on each compact subset); in
addition, f satisfies the sublinear growth condition.
Let us consider the control system
x˙ = f (t, x,u), x(0) = x∗∗, t ∈ T, x ∈ X, u(t) ∈ U(t), (1a)
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where x∗∗ ∈ X is an initial value. Nowwe can assign the solution of (1a) to each u ∈ U.
The solution is unique and it can be extended to the whole T. Let us denote it by xu.
The map u → xu of U to Cloc(T,X) is continuous [43].
In what follows, we study the problem of maximizing the objective integral
functional
Ju(T)
T→∞ max; Ju(T) =
∫ T
0
g
(
t, xu(t),u(t)
)
dt. (1b)
If there is no limit in (1b), the optimality may be defined in diverse ways (for details,
see [12, 14, 41, 42]); generally, we will use the following definition:
Definition 1 We say that a control u0 ∈ U is weakly uniformly overtaking optimal
(see [13]) if
lim sup
t→∞
sup
u∈U
(
Ju(t) − Ju0 (t)) = 0.
For every sequence τ
= (τn)n∈N ↑ ∞ of times, we say that a control u0 ∈ U is τ -
optimal if
lim sup
n→∞
sup
u∈U
(
Ju(τn) − Ju0 (τn)
) = 0.
We also assume:
Condition (τ): There exists a weakly uniformly overtaking optimal control u0 ∈ U
for problem (1a)–(1b).
The assumptions of existence of such control will not be studied here; many
existence results for optimal solutions over infinite horizon are collected in [49].
By this condition there exist an unbounded sequence τ ↑ ∞ and some sequence
(γn)n∈N ∈ TN, converging to zero, such that
Ju
0
(τn) ≥ Ju(τn) − γ 2n ∀u ∈ U, n ∈ N. (2)
Then, the control u0 is τ -optimal. Fix a sequence τ . Denote by x0 the trajectory that
corresponds to u0 .
Thus, any weakly uniformly overtaking optimal control is τ -optimal for some
sequence τ ↑ ∞. Similarly, every uniformly overtaking [13, 24] optimal control is
τ -optimal for every sequence τ ↑ ∞. Since the definition of τ -optimality refines these
definitions, it is especially convenient if such sequence τ is given initially.
Slightly simplifying the notation when passing from a sequence τ
= (τn)n∈N to its
subsequence τ ′, we will plainly write “subsequence τ ′ ⊂ τ”.
3 Auxiliary Results
3.1 The Set U˜ of Generalized Controls
For each u ∈ U, the symbol δ˜(u) denotes the probability measure concentrated at
the point u. Denote by U˜n the family of all weakly measurable mappings η of [0,n]
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to the set of Radon probability measures over U such that η(U(t)) = 1 for a.a.
t ∈ [0,n]. Let us equip this set with the topology of *-weak convergence. Then, the
obtained topological space is a compact [44, IV.3.11], and the set Un
= {u|[0,n] | u ∈ U}
is everywhere densely included in U˜n [44, IV.3.10] by the map u → δ˜ ◦ u. We also
keep the notation u˜0
= δ˜ ◦ u0.
Now, let us introduce the set of all maps η of T into the set of Radon probability
measures over U such that η|[0,n] ∈ U˜n for every n ∈ N, and let us denote it by U˜. For
every n ∈ N, let the projections π˜n : U˜ → U˜n be given by π˜n(η) = η|[0,n] for all η ∈ U˜.
Let us equip U˜ with the weakest topology such that all projections are continuous.
The set U˜ is called the set of generalized controls.
Let us assume that for the Euclidean space E, the function a : T × E × U → E is
a locally Lipshitz continuous integrally bounded Carathéodory function that satisfies
the extendability condition on T (for example, if the sublinear growth condition
holds; see [43, 1.4.3]).
Let us fix a set 
 ⊂ E of initial values and the system for u ∈ U:
y˙ = a(t, y(t),u(t)), y(0) = ξ ∈ 
, t ∈ T, u ∈ U. (3a)
It can also be generalized for η ∈ U˜:
y˙ =
∫
U(t)
a(t, y(t),u)dη(t), y(0) ∈ 
, t ∈ T, η ∈ U˜. (3b)
Each its local solution can be extended onto the whole T. For every η ∈ U˜, let
us denote the family of all solutions y ∈ Cloc(T, E) of system (3b) by A˜[η]. Such
transition from a system defined for u ∈ U (like (3a)) to a generalized system, which
is defined for η ∈ U˜ (like (3b)), will be done sufficiently often. To avoid writing the
generalized relation, we will write the initial one with the sign “˜ .” For example, we
will write (˜3a) instead of (3b). In particular, for a solution xη ∈ Cloc(T, X) of the
Cauchy problem (˜1a), the function T → J˜η(T) could by introduced, for every η ∈ U˜,
by the rule (˜1b).
Proposition 1 [31, Proposition 6.1] Assume (u). Then,
(1) the space U˜ is a metrizable compact, and δ˜(U) is everywhere dense in it;
(2) the map A˜ : U˜ → Cloc(T, E) is continuous and A˜[˜δ ◦ U] of admissible trajectories
is everywhere dense in a compact A˜[U˜] ⊂ Cloc(T, E) of generalized trajectories
for each compact 
 ⊂ E of initial values;
(3) If (fg) holds, then the map η → xη of U˜ to Cloc(T,X) and the map η → J˜η of U˜
to Cloc(T, R) are continuous.
Let us also note that embedding of the initial space U of admissible controls into
a space with a more convenient topology is a well-known trick; see, for example,
[22, 44], and [13, 17, 18], [3, Section 8] for infinite horizon problems. A weak
compactness was used, for example, in [10, 14, 19]. For the games on infinite horizon
there is a more general construction than the one we consider here; the construction
for generalized open-loop controls was studied by the author in [27].
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3.2 Stability and Thin Tubes of Solutions
Let w : T × U → T be an integrally bounded (on each compact subset)
Carathéodory map. For all τ ∈ T and η ∈ U˜, let us introduce
Lw[η](τ) =
∫ τ
0
∫
U(t)
w(t, u)dη(t)dt.
Let us assume that for every η ∈ U˜ from Lw[η](τ) = 0 for all τ ∈ T it follows that η
equals u˜0 a.e. on [0, τ ]. The set of suchw is denoted by (Null)(u0). Note thatLw [˜u0] ≡
0 for all w ∈ (Null)(u0).
For every position (ϑ∗, y∗) ∈ T × E, there exists a unique solution y ∈ C(T, E) of
the equation
y˙ = a(t, y(t),u0(t)), y(ϑ∗) = y∗. (3c)
The solution continuously depends on (ϑ∗, y∗). Let us denote its initial position y(0)
by κ(ϑ∗, y∗).
Proposition 2 Let 
 be a compact subset of E.
Then, there exists w0 ∈ (Null)(u0) such that for arbitrary η ∈ U˜, T ∈ T for every
solution y of (3b) from κ(ϑ, y(ϑ)) ∈ 
 for all ϑ ∈ [0,T] it follows that
||κ(ϑ, y(ϑ)) − y(0)||E ≤ Lw0 [η](ϑ) ∀ϑ ∈ [0,T].
In the geometric sense, this proposition means that if a solution y|[0,T] from the
funnel A˜[η] does not escape the area A˜[u0], then it also does not escape the tube
of solutions of (3c), breadth of which (at t = 0) does not surpass Lw0 [η](T). See the
proof in Appendix.
4 τ -Vanishing Lagrange Multiplier as a Necessary Condition
4.1 Core Relations of the Maximum Principle
In what follows, we consider the shadow price ψ a covector (a row vector); however,
we will still write x ∈ X, ψ ∈ X and will not distinguish between the space X and its
conjugate space in the sense of sets.
Let the Hamilton–Pontryagin functionH : X × T × U × T × X → R be given by
H(x, t,u, λ, ψ) = ψ f (t, x,u) + λg(t, x,u).
Let us introduce the relations and boundary condition:
x˙(t) = f (t, x(t),u(t)); (4a)
ψ˙(t) = −∂H
∂x
(
x(t), t,u(t), λ,ψ(t)
); (4b)
sup
p∈U(t)
H(x(t), t, p, λ,ψ(t)) = H(x(t), t,u(t), λ, ψ(t)); (4c)
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x(0) = x∗∗, ||ψ(0)||X + λ = 1. (5a)
It is easily seen that, for each u ∈ U for each initial condition, system (4a), (4b) has a
local solution, and each solution of these relations can be extended to the whole T.
Let us denote by Y the family of all solutions (x,u, λ, ψ) ∈ Cloc(T,X) × U × [0, 1] ×
Cloc(T,X) of system (4a), (4b), (5a) on T. Let us denote by Z the set of solutions
from Y such that (4c) also holds a.e. on T.
Let us embed the sets Y and Z into Cloc(T,X) × U˜ × [0, 1] × Cloc(T,X) by the
mapping (Id, δ˜, Id, Id); denote closures of their images by Y˜ and Z˜, respectively;
then, Y˜ and Z˜ are compacts.
By Proposition 1, for every (x, η, λ, ψ) ∈ Y˜, the following relations hold: (5a),
(˜4a)–(˜4b); for (x, η, λ,ψ) ∈ Y˜, we also have (˜4c), i.e.,
sup
p∈U(t)
H(x(t), t, p, λ, ψ(t)) =
∫
U(t)
H(x(t), t,u, λ, ψ(t))dη(t). (4˜c)
Moreover, Proposition 1 implies that all solutions of these equations depend on both
controls u ∈ U˜ and initial conditions continuously on any compact.
A nontrivial Lagrange multiplier (λ,ψ) ∈ [0, 1] × Cloc(T,X) is called a Lagrange
multiplier associated with (x0, u0) if (x0,u0, λ, ψ) is a solution of core relations of
Maximum Principle, i.e. the system (4a)–(4c). It is convenient to denote by  the
family of all Lagrange multipliers (λ,ψ) ∈ {0, 1} × Cloc(T,X) associated with (x0,u0)
such that
λ = 1 or (λ = 0 and ||ψ(0)||X = 1). (5b)
For each ξ ∈ X, let us also define solutions xξ ∈ C(T,X), Aξ ∈ C(T,L) of the
following equations:
x˙ξ (t) = f (t, xξ (t),u0(t)) xξ (0) = x∗∗ + ξ, (6a)
A˙ξ (t) = ∂ f
∂x
(t, xξ (t),u0(t)) Aξ (t) Aξ (0) = 1L. (6b)
For every T ∈ T, consider the covector
Iξ (T)
=
∫ T
0
∂g
∂x
(t, xξ (t),u0(t)) Aξ (t)dt.
Similarly, for each u ∈ U, let us introduce a matrix function Au and a covector
function Iu by the relations
A˙u(t) = ∂ f
∂x
(t, xu(t),u(t)) Au(t), Au(0) = 1L, (6c)
Iu(T)
=
∫ T
0
∂g
∂x
(t, xu(t),u(t)) Au(t)dt ∀T ∈ T.
In addition, we call xη, Aη, ψη, Iη, Jη the solutions of the corresponding -˜equations,
or, equivalently, the limits, uniform on compacts, of xu, Au, ψu, Iu, Ju as δ˜(u) → η in
the ∗-weak topology of U˜.
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Expressing the solution of linear equation (4b) through (6c) (or (6b)), then any
shadow price ψ has the form
ψ(T) = (ψ(0) − λI(T))A−1(T) ∀T ∈ T; (6d)
and we can reformulate the result of [23] in the following way:
Theorem 1 [23] Under conditions (u), (fg), for any τ -optimal pair (x0,u0) ∈
Cloc(T,X) × U of problem (1a)–(1b), for some λ0 ∈ [0, 1], ψ0 ∈ C(T, X), core
relations of the Maximum Principle (4a)–(5a) hold for (x0,u0, λ0, ψ0), i.e.,
(x0,u0, λ0, ψ0) ∈ Z.
Moreover, up to a positive factor, for some I∗ ∈ X, ι∗ ∈ X, one of the two following
relations also holds:
λ0 = 1, ψ0(T) = (I∗ − I0(T))A−10 (T) ∀T ∈ T; (7a)
λ0 = 0, ψ0(T) = ι∗A−10 (T) ∀T ∈ T. (7b)
Core relations of the Maximum Principle are incomplete, since (4a)–(5a) do not
contain a condition on the right endpoint, or, which is actually equivalent, on I∗ or ι∗.
The remaining part of the paper is mainly devoted to finding the additional relations
at I∗ and ι∗ with the aid of τ -vanishing Lagrange multiplier.
4.2 Existence of τ -Vanishing Multipliers
System (4a)–(4b) can be rewritten for u = u0 in the form
ψ˙(t) = −∂H
∂x
(x(t), t,u0(t), λ,ψ(t)), (8a)
x˙(t) = f (t, x(t),u0(t)), (8b)
λ˙ = 0. (8c)
Definition 2 A nontrivial Lagrange multiplier (λ0, ψ0) associated with (x0,u0) is
called τ -vanishing (or just vanishing) if (ψ0, x0, λ0) is a pointwise limit of a sequence
of solutions (ψn, xn, λn)n∈N of system (8a)–(8c) such that ψn(τ ′n) = 0 for every n ∈ N,
here τ ′ ⊂ τ. In this case, the shadow price ψ0 is called τ -vanishing as well.
Geometrically, this property means that the tube of solutions of system (8a)–(8c),
however thin (at the initial time), intersects with the hyperplaneψ = 0X at arbitrarily
far time τn.
We claim that the existence of τ -vanishing multipliers is a necessary optimality
condition. The main ’work horse’ of this proof is the following asymptotic condition
of optimality structurally similar to [3, Theorem 9.1], [5, Theorem 3].
Proposition 3 Under conditions (u), (fg), (τ), for each weight w ∈ (Null)(u0), there
exist a sequence (xn, ηn, λn, ψn)n∈N ∈ Y˜N and a subsequence τ ′ of τ such that
(1) for some (x0, u˜0, λ0, ψ0) ∈ Z it is (xn, ηn, λn, ψn) → (x0, u˜0, λ0, ψ0) in the topol-
ogy of Cloc(T,X) × U˜ × [0, 1] × Cloc(T,X);
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(2) ||Lw(ηn)||C → 0;
(3) J˜η
n
(τ ′n) − Ju0 (τ ′n) → 0+; ψn(τ ′n) = 0 for all n ∈ N.
The proof of this proposition was repositioned to Appendix.
Note that from ψn(0) = −ψn(τ ′n)Aηn(τ ′n) + ψn(0)Aηn(0) (6d)= λn Iηn(τ ′n), we have
λn Iη
n
(τ ′n) → ψ0(0).
Let E = X × X × T, 
 = 2D × (x∗∗ + 2D) × [0, 1]. To system (4b), (4a), (8c), let
us assign the weight w by means of Proposition 2. Substituting this weight into
Proposition 3, we obtain
Remark 1 Under conditions (u), (fg), (τ) there exist a sequence (xn, ηn, λn, ψn)n∈N ∈
Y˜N and a subsequence τ ′ of τ such that
(1) for some (x0, u˜0, λ0, ψ0) ∈ Z, it is (xn, ηn, λn, ψn) → (x0, u˜0, λ0, ψ0) in the topol-
ogy of Cloc(T,X) × U˜ × [0, 1] × Cloc(T,X);
(2) the graphs of functions (ψn, xn, λn) are contained within the thinning funnels of
solutions of system (8a)–(8c); i.e., for some sequence (δn)n∈N ∈ TN, δn ↓ 0, we
have
κ
(
t, (ψn, xn, λn)(t)
) ∈ (ψ0(0), x∗∗, λ0
) + δnD × δnD × [−δn, δn] ∀t ∈ T, n ∈ N;
(3) J˜η
n
(τ ′n) − Ju0 (τ ′n) → 0+;
(4) λn Iη
n
(τ ′n) → ψ0(0); ψn(τ ′n) = 0 for all n ∈ N.
Note that (λ0, ψ0) is nontrivial because it satisfies boundary condition (5a) as well
as the multipliers (λn, ψn). For every n ∈ N, consider a solution (ψn, xn, λn) of (8a)–
(8c) with the initial conditions (ψn(0), xn(0), λn)
= κ(τ ′n, (ψn(τ ′n), xn(τ ′n), λn)). Then
ψn(τ
′
n) = 0X. Since (ψn(0), xn(0), λn) ∈ (ψ0(0), x0(0), λ0) + δnD × δnD × [−δn, δn], we
have (ψn(0), xn(0), λn) → (ψ0(0), x0(0), λ0). Consequently, because of the contin-
uous dependency of solutions of (8a)–(8c), (λ0, ψ0) is a τ -vanishing Lagrange
multiplier.
Theorem 2 Assume that conditions (u), (fg), (τ) hold.
Then, there exists a τ -vanishing Lagrange multiplier (λ0, ψ0) ∈ , for example,
constructed with a limit of sequences from Remark 1.
Moreover, for every τ -vanishing Lagrange multiplier (λ0, ψ0) ∈ , there exist a
subsequence τ ′ of τ , a converging to 0X sequence (ξ n)n∈N ∈ XN, a converging to λ0
sequence (λn)n∈N ∈ (0,1]N such that
ψ0(0) = lim
n→∞ λ
n Iξn
(
τ ′n
) ; (9a)
ψ0(T) = lim
n→∞λ
n (Iξn(τ ′n) − Iξn(T)
)
A−1ξn (T) (9b)
= lim
n→∞λ
n
∫ τ ′n
T
∂g
∂x
(
t, xξn(t),u0(t)
)
Aξn(t)dt A
−1
0 (T). (9c)
and all the limits are uniform on every compact.
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If, in addition to that, λ0 > 0, then we can assume λn = λ0 = 1.
Proof The existence of a τ -vanishing Lagrange multiplier (λ0, ψ0) is shown above.
By multiplying this nontrivial (λ0, ψ0) by a certain scalar, we can always provide
condition (5a); thus, (λ0, ψ0) ∈ .
Let (λ0, ψ0) be a τ -vanishing Lagrange multiplier. The sequences
τ ′, (λn)n∈N, (ψn)n∈N exist by the definition of a τ -vanishing Lagrange multiplier
if we define ξ n
= xn(0) − x0(0) for every n ∈ N. For all n ∈ N, we have ψn(τ ′n) = 0X.
Then, the Cauchy formula (6d) implies ψn(T) = λn(Iξn(τ ′n) − Iξn(T))A−1ξn (T) for
every T ∈ T; thus, ψn(0) = λn(Iξn(τ ′n) − Iξn(T)) = λn Iξn(τ ′n). Now, uniformity of the
limit ψ0 of ψn yields (9a). Substituting this into (6d), we obtain (9c) for every T ∈ T.
What remains follows from the theorem of continuous dependence of solutions on
initial conditions, applied to (8a)–(8c) and (6b). unionsq
4.3 On Different Topologies for the Set of Generalized Controls
Consider a weight w0 ∈ (Null)(u0). Define w1 by the rule w1(t,u) = w0(t,u) + ||u −
u0(t)|| for every (t,u) ∈ T × U. Then, for a subsequence (un)n∈N ∈ UN, from ||Lw1 [˜δ ◦
un]||C → 0 it follows that ||un − u0||L1(T,U) → 0 (certainly, this does not imply that
u0 ∈ L1(T,U)). Similarly, for any p ∈ (0,∞), ν ∈ Bloc(T,R>0), replacing ||u − u0(t)||
with ν(t)||u− u0(t)||p guarantees the convergence of un − u0 → 0 in the topology of
Lpν (T,U). For every interval T ⊂ T, this extended metric also induces the extended
distance 
(
η,u0; L˜pν (T,U)) on U˜ by the rule

(
η, u0; L˜pν (T,U)
) =
(∫
T
ν(t)
∫
U(t)
||u − u0(t)||p dη(t)dt
)1/p
∀η ∈ U˜.
Addition of the summand ν(t)Rp(t,u) (see (29)) provides the uniform conver-
gence ||y˙(t) − a(t, y(t),u0(t))||Lpν (T,X) → 0 by all η ∈ U˜, y ∈ A[η] such that y(0) ∈ 
.
Let us replace the weight w from Proposition 3 and Remark 1 by a stronger one
if necessary. Then, a τ -vanishing Lagrange multiplier (λ0, ψ0) exists as the limit of
sequences from Remark 1.
Remark 2 Assume that conditions (u), (fg), (τ) hold. Then there exists a τ -vanishing
multiplier (λ0, ψ0) associated with (x0,u0) such that for this multiplier, the conclusion
of Remark 1 holds and, moreover, the following convergences are guaranteed:

(
ηn,u0; L˜pν (T, U)
) → 0, ||x˙n(t) − f (t, xn(t),u0(t))||Lpν (T,X) → 0X.
The condition (u) implies that, a.a. t ∈ T, the controls are chosen from the
compact U(t). Let us weaken this assumption to the following:
Condition (uσ ): U is a closed-valued map, and its graph is Borel set.
We still assume the conditions (fg), (τ) to hold. A nondecreasing sequence
(U (r))r∈N of locally bounded compact-valued maps is given by
U (r)(t)
= {u ∈ U(t) | ||u − u0(t)|| < r} ∀t ∈ N, r ∈ N.
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Let the set U(r) be the set of all Borel measurable selectors of the multi-valued
map U (r). Then for all r ∈ N u0 ∈ U(r) ⊂ U(r+1) and U ≡ ∪r∈NU (r) hold; now, we have
U(∞) = ∪r∈NU(r) ≡ U.
Repeating the reasonings of Section 3, for every r ∈ N ∪ {∞}, we can construct
sets U˜(r) and images U(r)n
= πn(U(r)), U˜(r)n = π˜n(U˜(r)). Denote by U˜ the set of all maps η
from T into the set of Radon probability measures over U such that η|[0,n] ∈ U˜(∞)n for
every n ∈ N. The topology of this set is the weakest topology in which U(r) could be
continuously embedded into U˜. Note that under our definition, u˜0 ∈ δ˜(U(r)) ⊂ δ˜(U)
for all r ∈ N.
To system (4b), (4a), and (8c), let us assign the weightw bymeans of Proposition 2.
Note that this weight depends only on 
, f, g, and u0, and is independent of the
multi-valued map U (see (29)). For the sequence τ , for each U˜(r), we have Remark
1; in particular, there exist a time tr ∈ τ (tr > r), a τ -vanishing Lagrange multiplier
(λr, ψr), and a solution (xr, ηr, ψ˜r, λ˜r) ∈ Y˜ with the properties
sup
p∈U (r)(t)
H(x(t), t, p, λr, ψr(t)) = H(x(t), t, u0(t), λr, ψr(t))∀ a.a. t ∈ T (10a)
||Lw(ηr)||C < 1/r, ||˜xr − xr||C([0,r],X) < 1/r, ||ψ˜r − ψr||C([0,r],X) < 1/r, (10b)
∣
∣
∣
∣κ
(
tr,
(
ψ˜r(tr), x˜r(tr), λ˜r
)) − (ψ0, x∗∗, λ0
) ∣
∣
∣
∣
E < 1/r, (10c)
0 ≤ J˜ηr (tr) − Ju0 (tr) < 1/r, ψ˜r(tr) = 0X. (10d)
Passing to the limit, we obtain ηr → u˜0 from ||Lw(ηr)||C < 1/r. Passing to the subse-
quence τ ′ ⊂ (tr)r∈N ⊂ τ , we can provide themonotonicity of tr and convergence of the
sequence of (λr, ψr) ∈ (0, 1] × Cloc(T,X) to certain (λ0, ψ0). Under these assump-
tions, we immediately see that (ψ0, x0, λ0) is the solution of (8a)–(8c) that satisfies
(5a). Now, the sequence of (˜xr, ηr, ψ˜r, λ˜r) converges, by (10b), to (x0, u˜0, λ0, ψ0).
Passing to the pointwise limit in (10a), we obtain the property (4c) for (x0, u˜0, λ0, ψ0).
Thus we proved items (1) and (2) of Remark 1. Since the limit of (˜xr, ηr, ψ˜r, λ˜r)r∈N
and (x0, ηr, ψr, λr)r∈N is the same, items (3) and (4) follow from (10c) and (10d),
respectively.
Consider again the solutions (ψn, xn, λn) of (8a)–(8c) for the initial condi-
tions (ψn(0), xn(0), λn)
= κ(τ ′n, (ψ˜n(τ ′n), x˜n(τ ′n), λ˜n)). Then, (λ0, ψ0) is a τ -vanishing
Lagrange multiplier and Theorem 2 holds under condition (uσ ). Thus,
Corollary 1 Condition (u) in Remark 1, Theorem 2 could be replaced with (uσ ).
Corollary 2 Assume conditions (uσ ), (fg) hold. Let a pair (x0,u0) ∈ Cloc(T, X) × U be
a weakly uniformly overtaking optimal for problem (1a)–(1b).
Then, for some unbounded sequence τ = (τn)n∈N ∈ TN, there exists a τ -vanishing
Lagrange multiplier (λ0, ψ0) ∈ .
Corollary 3 Assume conditions (uσ ), (fg) hold. Let a pair (x0,u0) ∈ Cloc(T, X) × U be
a uniformly overtaking optimal for problem (1a)–(1b).
Then, for each unbounded sequence τ = (τn)n∈N ∈ TN, there exists a τ -vanishing
Lagrange multiplier (λ0, ψ0) ∈ .
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5 Properties of τ -Vanishing Lagrange Multipliers
5.1 On Stable Shadow Prices
Consider the boundary conditions
lim
t→∞ ψ(t) = 0, (11a)
lim inf
n→∞ ||ψ
0(τn)||X = 0. (11b)
Definition 3 The component ψ0 of a solution y0 = (ψ0, x0, λ0) of system (8a)–(8c) is
said to be Lyapunov stable in domain 
 if for each ε > 0 there exists δ > 0 such that
for each solution y = (ψ, x, λ) of system (8a)–(8c) from ||y(0) − y0(0)||E < δ, y(0) ∈

 it follows that ||ψ0(s) − ψ(s)||X < ε for all s ∈ T.
Corollary 4 Assume that conditions (uσ ), (fg), (τ) hold. Let for some solution
(ψ, x0, λ) of system (8a)–(8c) the component ψ be Lyapunov stable in the domain
X × X × [0, 1].
Then all τ -vanishing multipliers (λ0, ψ0) ∈  satisfy the condition (11b).
Proof Since equation (8a) is linear, the Lyapunov stability of ψ for some solution
(ψ, x0, λ) of system (8a)–(8c) yields the Lyapunov stability of this component for all
solutions of system (8a)–(8c).
Consider every τ -vanishing multiplier (λ0, ψ0) and the sequences τ ′, (λn)n∈N,
(xn)n∈N, (ψn)n∈N from its definition. Then, yn = (ψn(0), xn(0), λn) → y0 =
(ψ0(0), x0(0), λ0); and, for some N ∈ N for all n ∈ N,n > N, from the definition of
Lyapunov stability it follows that ||ψ0(τ ′n)||X = ||ψn(τ ′n) − ψ0(τ ′n)||X < ε. Since ε > 0
was arbitrary, we have shown (11b) for all τ -vanishing multipliers. unionsq
Note that since (4b) is linear, the partial stability of the variable ψ implies its
boundedness. Therefore, the proved proposition is useless if all shadow prices are
unbounded. Note that, for every weakly uniformly overtaking optimal control u0,
a solution (x0, u0, λ0, ψ0) ∈ Z that satisfies (11b) may not satisfy stronger condi-
tion (11a) (see [41, Example 5.1], Example 2).
The stability condition can be replacedwith a condition which is stronger but much
easier to check.
Corollary 5 Assume that conditions (uσ ), (fg), (τ) hold. If the functions L
f
K, L
g
K are
independent of the compact K, and these functions are summable on T (see [35,
Hypotesis 3.1 (iv)]), then any τ -vanishing multiplier satisf ies condition (11a).
Proof Let (ψ0, λ0) be a τ -vanishing multiplier. Let ξ0
= (ψ0(0), x0(0), λ0), 
 = ξ0 +
D × D × [−1, 1]. By [35, (3.3)] there exists a summable function ω ∈ L1(T,T) such
that ψ˙(t) ≤ ω(t) for a.a. t ∈ T for all solution (ψ, x, λ) of system (8a)–(8c) if ξ =
(ψ(0), x(0), λ) ∈ 
. Now for each pair (t1, t2) ∈ T, t1 ≤ t2,
||ψ(t1) − ψ0(t2)||X ≤ ||ψ − ψ0||C([0,t1],X) + 2
∫ ∞
t1
ω(t)dt
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if ξ ∈ 
. For each ε > 0 there exists T ∈ T such that the second summand does not
exceed ε/2 if t1 > T; now there exists r ∈ T such that ||ψ − ψ0||C([0,T],X) does not
exceed ε/2 if ||ξ − ξ 0||E < r. Then, setting t1 = t2, we obtain ||ψ − ψ0||C ≤ ε if ||ξ1 −
ξ2||E < r, i.e., the component ψ0 is Lyapunov stable. By Corollary 4, condition (11b)
holds, and ||ψ0(T1)|| < ε/2 for some T1 > T.
Then, setting ξ = (ψ0(0), x0(0), λ0), we obtain ||ψ0(t2)||X = ||ψ0(t2) − ψ0(T1)||X +
||ψ0(T1)||X < ε if t2 > T1. Thus (11a) holds. unionsq
The even more strong conditions used for proving transversality condition (11a)
can be seen, for example, in [48, (A3)] (the Lipshitz constants LgK, L
f
K are required
to decrease exponentially with time).
5.2 Degenerate τ -Vanishing Lagrange Multipliers
Remark 3 Assume that conditions (uσ ), (fg), (τ) hold. If for some τ ′ ⊂ τ
lim sup
n→∞,ξ→0X
||Iξ (τ ′n)||X < ∞, (12)
then the pair (x0, u0) is normal, and there exists a τ -vanishing multiplier (1,ψ0) ∈ .]
Moreover, if lim sup
n→∞,ξ→0X
||Iξ (τn)||X < ∞, then every τ -vanishing multiplier
(λ0, ψ0) ∈  satisfies λ0 = 1.
On the other hand, if lim
n→∞,ξ→0X
||Iξ (τn)||X = ∞, then every τ -vanishing multiplier
(λ0, ψ0) ∈  satisfies λ0 = 0.
Proof By Theorem 2, there exists a τ -vanishing multiplier (λ0, ψ0) ∈  satisfying
(9a), but for each such multiplier, we have λn||Iξn(τ ′n)||X = ||ψn(0)||X → ||ψ0(0)||X;
then λ0 = 0 iff (||Iξn(τ ′n)||X)n∈N ↑ ∞. unionsq
Note that if lim sup
n→∞
||I0(τn)||E < ∞, then τ -vanishing multiplier (λ0, ψ0) ∈  can
satisfy λ0 = 0 (see Example 4).
There are many conditions that provide nondegeneracy of the problem; see [3,
5, 7, 9, 36]. The connection between the normality of the problem and finiteness
of I0 seems to be noted for the first time in [3, (3.24)]. Condition (12) develops this
approach, actually demanding Iξ to be locally bounded. As we are going to show
below, many sufficient conditions of nondegeneracy for the optimal problem can be
obtained from (12). However, there are other ways to prove the nondegeneracy. For
example, [3, Theorem 5.1] uses the smoothness of the objective value function, and
[3, Theorem 10.1] and [5, Theorem 5] use the monotonicity of the functions f and g
in x and the stationarity condition.
Note that although the examples of abnormal problems are well known [3, 23, 33],
additional relations of the Maximum Principle for such problems did not receive
much attention from researchers; the author only knows of the dual problem
construction in paper [33]. Let us apply Theorem 2 to these problems.
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Consider a degenerate τ -vanishing solution (x0,u0, 0, ψ0) ∈ Z. Then, from (5a) we
have ψ0(0) = 1, and Theorem 2 yields
ψ0(0) (9a)= ψ
0(0)
||ψ0(0)||X = limn→∞
λn Ixn(0)(τ
′
n)
||λnIxn(0)(τ ′n)||X
= lim
n→∞
Ixn(0)(τ
′
n)
||Ixn(0)(τ ′n)||X
(13)
provided xn(0) → x0(0). Using Remark 3, we finally obtain
Corollary 6 Let (uσ ),(fg), (τ) hold. Let
lim
n→∞,ξ→0X
||Iξ (τn)||X = ∞, lim
n→∞,ξ→0X
Iξ (τn)
||Iξ (τn)||X = ι∗.
for some vector ι∗ ∈ X.
Then, there exists a unique τ -vanishing multiplier (0, ψ0) ∈ , and ι∗ and ψ0 are
connected by (7b).
5.3 Monotonic Case
Consider a nonempty convex closed cone C ⊂ X, and its interior int C. The cone
orderings, ofX induced by C are the relations defined as follows: for all x, y ∈ X,
(x C y) ⇔ (x − y ∈ C), (x C y) ⇔ (x − y ∈ int C).
The pre-orders on L are defined as follows: for B,C ∈ L,
(B C C) ⇔ ((B − C)x ∈ C ∀x ∈ C),
(B C C) ⇔ ∈ int C ∀x ∈ intC).
Note that 1L C 0L, 1L C 0L.
The conjugate cone of C is defined by C⊥ = {x ∈ X | ∀y ∈ C xy ≥ 0}.
Proposition 4 Assume that conditions (uσ ), (fg), (τ) hold. Assume that there exists
a Caratéodory function d : T × X → R such that for all x ∈ X and a.a. t ∈ T the
following relation holds:
∂g
∂x
(t, x,u0(t)) C⊥ 0L,
∂ f
∂x
(t, x,u0(t)) C d(t, x)1L.
Then, there exists a τ -vanishing multiplier (λ0, ψ0) ∈ , and for every such multiplier,
we have ψ0 C⊥ 0X, and ψ0(0) ∈ C⊥.
Moreover, if λ0 > 0 (for example, if (12) holds), then for all y ∈ C
lim sup
t→∞,ξ→0X
Iξ (t)y ≥ ψ0(0)y ≥ lim
t→∞ I0(t)y ≥ 0, (14)
and all limits in (14) are correctly def ined.
In addition, if there exists a Lebesgue point t∗ ∈ T for the function u0 such that
∂g
∂x
(
t∗, x0(t∗),u0(t∗)
) C⊥ 0L,
then ψ0|[0,t∗] C⊥ 0X; in particular, ψ0(0) is contained the interior of C⊥. If such
Lebesgue point t∗ exists on every inf inite interval, then ψ0 C⊥ 0.
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Proof Fix arbitrary ξ ∈ X, T > 0, ϑ > T. Denote by Fξ (t) the matrix
∂ f
∂x (t, xξ (t),u
0(t)), and by mξ the measurable function t → −d(t, xξ (t)); by condition,
Fξ + mξ (t)1L C 0L. Now, let us consider a solution P(t) of the equation
P˙ = (Fξ (t) + mξ (t)1L
)
P, P(T) = 1L, t ≥ T;
then P(t) C 1L for all t ∈ (T, ϑ]. But the solution P is the product of
two nonnegative solutions of the equations Q˙ = Fξ (t)Q, Q(T) = 1L, and r˙ξ =
mξ (t)rξ , rξ (T) = 1. Thus, P(ϑ) = rξ (ϑ)Q(ϑ) = rξ (ϑ)Aξ (ϑ)A−1ξ (T), and P(ϑ) C 1L
implies Aξ (ϑ)A−1ξ (T) = Q(ϑ) = P(ϑ)/rξ (ϑ) C 1L/rξ (ϑ) for all ϑ > T. In particu-
lar, for all y ∈ C, we have Aξ (ϑ)A−1ξ (T)y C y/rξ (ϑ), whence
dIξ (t)
dt
A−1ξ (T)y =
∂g
∂x
(t, xξ (t),u0(t))Aξ (t)A
−1
ξ (T)y≥
∂g
∂x
(t, xξ (t),u0(t))
y
rξ (t)
≥0 (15)
for all ξ ∈ X, y ∈ C,T ∈ T, t > T. In particular, for T = 0, we obtain dIξ (t)dt ∈ C⊥.
Thus, the functions Iξ y, Iξ A−1ξ (T)y are monotonic in t for all ξ ∈ X,T ∈ T, y ∈ C.
By Theorem 2, there exists a τ -vanishing multiplier (ψ0, λ0) ∈ . Moreover, each
such multiplier (ψ0, λ0) ∈  satisfies formula (9c) for certain sequences λn and ξn.
However, the integrand of (9c) lies in C⊥. Passing to the limit as n → ∞, we obtain
ψ0 C⊥ 0X.
Fix the basis of spanC made of the vectors y ∈ C; now, for every such vector y, the
functions Iξ y are monotonic, and
lim sup
t→∞,ξ→0X
λ0 Iξ (t)y ≥ lim
n→∞ λ0 Iξn(τ
′
n)y
(9a)= ψ0(0)y;
we obtain the first estimate from (14).
Fix any T ∈ T, y ∈ C. Now, monotonicity of Iξ A−1ξ (T)y yields
ψ0(T)y
(9b)= lim
n→∞ λ
n(Iξn(τ
′
n) − Iξn(T)
)
A−1ξn (T)y ≥ limn→∞ λ
n(Iξn(t) − Iξn(T)
)
A−1ξn (T)y
= λ0(I0(t)− I0(T)
)
A−10 (T)y
(15)≥ λ0
∫ t
T
∂g
∂x
(
ϑ, x0(ϑ),u0(ϑ)
) y dϑ
r0(ϑ)
≥0 ∀t > T. (16)
Substituting T = 0 and passing to the limit as t → ∞, we obtain the lower estimate
from (14).
If λ0 > 0, and, in addition, there exists the Lebesgue point t∗ with the required
property, then for all points T ≤ t∗, t > t∗, sufficiently close to t∗, integration on [T, t]
yields ">" instead of "≥" in the latter inequality of (16). Since by (15) this integrand
is nonnegative for all t ∈ T, the same is true for all T ≤ t∗, t > t∗, whence we obtain
ψ0|[0,t∗] C 0X.
Regarding the latter point, note that if we have ψ(t) C 0X for some t ∈ T, then
taking t∗ from (t,∞) yields a contradiction. unionsq
Remark 4 For ψ0(0) C 0, it is sufficient to find for each vector yi from some basis
of spanC Lebesgue point t∗i with the property
∂g
∂x (t
∗
i , x
0(t∗i ),u
0(t∗i )) yi > 0.
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Let the right-hand side of the dynamics equation and the integrand of the objective
functional be monotonic in x. This case frequently arises in economical applications,
andmonotonicity simplifies its analysis. It seems that the first to note the peculiarities
of this case and to investigate it were Aseev, Kryazhimskii, and Taras’ev in their
paper [6]. These were followed by papers [1, 45]; the most general cases were
considered in [3, 5].
Fix the cone C
= Tdim X. In this case,C⊥ = C. ReplaceTdim X , Tdim X with ,. We
obtain
Corollary 7 Assume conditions (uσ ), (fg), (τ) hold. Assume that, for all x ∈ X and for
a.a. t ∈ T, the matrix ∂ f
∂x (t, x,u
0(t)) is a matrix with nonnegative of f-diagonal entries,
and ∂g
∂x (t, x,u
0(t)) is a nonnegative covector, i.e., there exists a number d(t, x) ∈ R such
that the following relation holds:
∂g
∂x
(t, x,u0(t))  0X,
∂ f
∂x
(t, x,u0(t))  d(t, x)1L. (17)
Then, there exists a τ -vanishing multiplier (λ0, ψ0) ∈ , and for every such multiplier
we have ψ0  0X, and
λ0 lim sup
t→∞,ξ→0X
Iξ (t)  ψ0(0)  λ0 lim
t→∞ I0(t)  0X (18)
holds, and all limits in (18) are correctly def ined and f inite.
If λ0 > 0 (for example, under (12)) and there exists a Lebesgue point t∗ ∈ T for the
control u0 such that
∂g
∂x
(
t∗, x0(t∗),u0(t∗)
)  0L,
we have ψ0|[0,t∗]  0X; in particular, ψ0(0)  0X.
Remark 5 Assume that under conditions of Corollary 7, we can choose d(t, x) ≡ 0,
and the integral
∫ t
0
∂g
∂x
(
ϑ, x0(ϑ),u0(ϑ)
)
dϑ
unboundedly increases as t → ∞; then, all τ -vanishing solutions are degenerate.
Indeed, under d(t, x) ≡ 0, we can assume r0 ≡ 1; then, in the case λ0 > 0, (16) will,
for T = 0, imply the boundedness of this integral.
Note that in [6, Theorem 1], [3, Theorem 10.1], and [5, Theorem 5], the estimate
ψ  0X is made for problems
x˙ = f (x, u),u ∈ U, x(0) = x0,
∫ ∞
0
e−ρtg
(
x(t),u(t)
)
dt → max . (19)
Themost general case is examined in [5, Theorem 5]; namely, a variant of Corollary 7
is stated: if (17) is satisfied for all t ∈ T,u ∈ U(t), x ∈ X (see [5, (A8)]), then ψ  0X,
and estimate (18) holds (see [5, (5.5)]); the conditions, under which ψ  0X holds in
addition to the above, are also specified. The explicit form of estimate (18) under the
very strong conditions on f and g is also specified in [45, (23)–(26)].
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Let us also remark that in all papers mentioned, the nondegeneracy of the
problem was not assumed (and was not directly reduced to inequality (12)), it had
to be proved. For example in [5, Theorem 5], it is demonstrated with the aid of
the stationarity condition from additional proposition [5, (A7)]: on any admissible
trajectory, there are some (t,u), for which f (x(t),u)  0X.
Note that Example 4 satisfies all assumptions of [5, Theorem 5] and Corollary 7
with the unique relaxation: the function ∂g
∂x (t, x,u) is nonnegative for all u ∈ U, t ∈
T, ||x − x0(t)|| ≤ r only for some r ∈ (0, 1/2). The nonnegativity of ψ , inequality (18),
condition (20b), explicit formula (22c) can fail under such assumptions. In particular,
the hypothesis of [5, Remark 3] can fail under the assumption of local monotonicity
of g.
6 Explicit Form of τ -Vanishing Shadow Price
Previously, we examined two transversality conditions (11a) and (11b); consider the
two conditions
lim
t→∞ ||ψ
0(t)A0(t)||X = 0, (20a)
lim inf
n→∞ ||ψ
0(τn)A0(τn)||X = 0. (20b)
Lemma 1 For each solution (x0,u0, λ0, ψ0) ∈ Y, the transversality condition (20b)
holds if f ψ0(0) is a partial limit of the sequence (λ0 I0(τn))n∈N.
Proof Note that λ0 I0(τn)=λ0(I0(τn)− I0(0))=ψ0(0)A0(0)−ψ0(τn)A0(τn)=ψ0(0).
Passing to the limit, we obtain what was required; λ0 = 0 by virtue of (5a). unionsq
Note that the transversality condition (20b) can fail for the τ -vanishing Lagrange
multiplier (1, ψ0) (see Example 4).
Lemma 2 If a nontrivial Lagrange multiplier (1,ψ0) associated with (x0, u0) satisf ies
the transversality condition (20b), then this multiplier is τ -vanishing.
Indeed, there exists τ ′ ⊂ τ , for which ψ0(τ ′n)A0(τ ′n) → 0X. Then ψ0(0) − I0(τ ′n) =
ψ0(τ ′n)A0(τ ′n) → 0X, and I0(τ ′n) → ψ0(0). Set ψn(t) = (I0(τ ′n) − I0(t))A−10 (t). Then
ψn(τ
′
n) = 0X, ψ0(0) − ψn(0) = ψ0(0) − I0(τ ′n) (6d)= ψ0(τ ′n)A0(τ ′n) → 0X. The proof is
completed by virtue of the uniform on each compact convergence ψn → ψ0.
6.1 Uniformity in Initial Conditions
Theorem 3 Assume that conditions (uσ ), (fg), (τ) hold. Let one of the two conditions
either ∃I∗ = lim
n→∞,ξ→0X
Iξ (τn) ∈ X; (21a)
or ∃ι∗ = lim
n→∞,ξ→0X
Iξ (τn)
||Iξ (τn)||X ∈ X, limn→∞,ξ→0X ||Iξ (τn)||X = ∞ (21b)
hold.
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Then, there exists a τ -vanishing multiplier (λ0, ψ0) ∈ . Moreover, this multiplier
satisf ies for all T ∈ T the corresponding formula of
λ0 = 1, ψ0(T) =
(
I∗ −
∫ T
0
∂g
∂x
(t, x0(t),u0(t)) A0(t)dt
)
A−10 (T); (22a)
λ0 = 0, ψ0(T) = ι∗A−10 (T). (22b)
Corollary 8 Assume conditions (uσ ), (fg), (τ) hold. Let the limit
lim
t→∞,ξ→0X
Iξ (t) =
∫ ∞
0
∂g
∂x
(t, x0(t),u0(t))A0(t)dt
be well-def ined and f inite.
Then, the pair (x0,u0) is normal and there exists a unique τ -vanishing multiplier
(λ0, ψ0) ∈ . Moreover, for every solution (x0, u0, λ0, ψ0) of core relations of the
Maximum Principle (4a)–(4c) and (5b), the following conditions are equivalent:
(1) Its Lagrange multiplier (λ0, ψ0) is τ -vanishing;
(2) The transversality condition (20b) holds;
(3) The transversality condition (20a) holds;
(4)
λ0
= 1, ψ0(T) =
∫ ∞
T
∂g
∂x
(
t, x0(t),u0(t)
)
A0(t)dt A
−1
0 (T) ∀T ∈ T. (22c)
Case (b ) of Theorem 3 is shown in Corollary 6; case (a) will be proved below
together with Proposition 5.
In contrast with (a), case (b ) expresses the τ -vanishing Lagrange multiplier of
a degenerate problem; the author has no knowledge of similar results. Together,
these two cases allow to solve problem (1a)–(1b) through relations of the Maximum
Principle regardless of its degeneracy (see Example 3).
Note that formula (22a) uses the information about the subsequence of τ. This
allows us to find a sequence τ such that a τ -optimal control exists (see Example 2).
The alternative (21a) ⇒ (22a) vs. (21b) ⇒ (22b) is sufficiently convenient. The
need for existence of the limit as n → ∞ in one of relations (21a), (21b) can always
be satisfied if we consider a subsequence. However, Example 4 shows that a unique
non-degenerate τ -vanishing multiplier does not necessarily satisfy (20b), even if the
improper integral from (22c) converges absolutely. Then, the limit in (21a) (or (21b))
should exist not only for ξ = 0X, but also as ξ → 0X. In some cases, it is provided
outright, for example, if the functions f and g are linear by x (see Example 3), or
(see Example 5) by the following remark:
Corollary 9 Assumptions of Theorem 3 hold for a subsequence τ ′ ⊂ τ if one of the
assumptions either the functions f, g are linear with respect to x,
or lim
n→∞,ξ→0X
(
Iξ (τn) − I0(τn)
) = 0X,
or lim
n→∞,ξ→0X
Iξ (τn) − I0(τn)
||I0(τn)||X = 0X,
is satisf ied.
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Let us finish the proof of Theorem 3. Substituting T = 0 into (22a) yields I∗ =
ψ0(0); then, Lemma 1 implies
Lemma 3 A solution (x0, ψ0) of (4a)–(4b) given by formula (22a) satisf ies (20b) if f I∗
is a partial limit of the sequence (λ0 I0(τn))n∈N,
Proposition 5 Assume conditions (uσ ), (fg), (τ) hold. Let the map I0 be bounded
and let
lim
ξ→0X
||Iξ − I0||C = 0.
Then, the pair (x0,u0) is normal and
(1) there exists a τ -vanishing multiplier (1, ψ0) ∈  such that transversality condi-
tion (20b) holds;
(2) a Lagrange multiplier (λ0, ψ0) associated with (x0,u0) is τ -vanishing if f the
transversality condition (20b) holds.
(3) a limit point I∗ ∈ X of the sequence (I0(τn))n∈N corresponds to each τ -vanishing
multiplier (λ0, ψ0) ∈ , and a τ -vanishing multiplier (λ0, ψ0) ∈  corresponds
to each limit point I∗ ∈ X of the sequence (I0(τn))n∈N. This bijection is given
by (22a).
Proof By Theorem 2, a τ -vanishing multiplier exists; by Remark 3, any τ -vanishing
multiplier (λ0, ψ0) satisfies λ0 > 0; moreover, by (5b), if (λ0, ψ0) ∈ , then λ0 = 1.
Now, by (9a), we have
ψ0(0) = lim
n→∞ λ
n Iξn(τ
′
n) = λ0 limn→∞,ξ→0X Iξ (τ
′
n) = λ0 I∗,
and from Lemmas 1 and 3, we obtain (20b) and (22a). The inverse is true by virtue
of Lemma 2. unionsq
6.2 Uniformity by Control
Formulations of the preceding section can be expressed in another form. By varying,
instead of the initial point ξ , the control u near u0, we pass from xξ , Aξ , Iξ to
xu, Au, Iu.
Fix pair (p, ν) ∈ (0,∞) × Bloc(T,R>0). As in Remark 3, we have
Corollary 10 Assume conditions (u), (fg), (τ). If for the control u0 and some subse-
quence τ ′ ⊂ τ we have
lim sup
n→∞,
(
η,u0;L˜pν ([0,τ ′n],U)
)
→0
∣
∣
∣
∣
∣
∣
∣
∣
∫ τ ′n
0
∂g
∂x
(t, xη(t),u(t)) Aη(t)dt
∣
∣
∣
∣
∣
∣
∣
∣
X
< ∞,
then the pair (x0,u0) is normal; there exists a τ -vanishing multiplier (1,ψ) ∈ .
Proof ByRemark 2, there exist a τ ′-vanishingmultiplier (λ0, ψ0) and sequences τ ′′ ⊂
τ ′, (xn, ηn, λn, ψn)n∈N such that Remark 1 and 
(
ηn, u0; L˜pν (T,U)
) → 0 hold. Then,
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
(
ηn,u0; L˜pν ([0, τ ′′n ], U)
) → 0; therefore, (Iηn(τ ′n))n∈N is bounded by the assumption
of the corollary. But λn Iη
n
(τ ′′n ) → ψ0(0), thus λ0 > 0. Now (1, ψ0/λ0) is a τ -vanishing
multiplier. unionsq
Corollary 11 Assume conditions (u), (fg), (τ) hold. Let I0 be bounded and let
||I0 − Iη||C([0,τn],X) → 0 as n → ∞, 
(
η,u0; L˜pν ([0, τn],U) → 0.
Then, the pair (x0,u0) is normal, and
(1) a τ -vanishing multiplier (1,ψ0) ∈  corresponds to each partial limit I∗ ∈ X of
the sequence (I0(τn))n∈N by formula (22a);
(2) all such multipliers satisfy transversality condition (20b).
Proof Let I∗ be the limit of (I0(τ ′n))n∈N for certain τ ′ ⊂ τ. Then, by Corollary
10, there exists a τ ′-vanishing multiplier (1,ψ0) such that ψ0(0) = λ0 lim
n→∞ I
ηn(τ ′′n ) =
lim
n→∞ I
ηn(τ ′′n ) for some τ ′′ ⊂ τ ′. By assumptions of the corollary, we obtain ψ0(0) =
λ0 I∗. But this, by Lemma 1, is equivalent to (20b). Substituting ψ0(0) = λ0 I∗ into
(6d), we obtain (22a). unionsq
Repeating the proof of Corollary 10, but, this time, using (13), we get
Corollary 12 Assume conditions (u), (fg), (τ) hold. Let for some ι∗ ∈ X there be
Iη(τn)
||Iη(τn)||X → ι∗, ||I
η||C([0,τn],X) → ∞ as n → ∞, 
(
η,u0; L˜pν ([0, τn], U) → 0.
Then, for the pair (x0, u0), there exists a degenerate τ -vanishing multiplier (0,ψ0)
such that condition (20b) and formula (22b) hold.
6.3 Conditions Guaranteeing Convergence to I∗
Let us consider the conditions on the system that are both sufficiently easy to check
and sufficient to make use of Corollary 8.
Proposition 6 Assume conditions (uσ ), (fg), (τ) hold. For certain measurable func-
tions F ∈ L1loc(T,L), G ∈ L1loc(T,X), a summable function ω ∈ L1(T,T), let
G(t)  ∂g
∂x
(t, x,u0(t))  −G(t), F(t)  ∂ f
∂x
(t, x,u0(t))  −F(t), (23a)
||G(t)B∗(t)||X ≤ ω(t) (23b)
for all (t, x) ∈ T × X, where B∗ is a matrix solution of
B˙∗(t) = F(t) B∗(t), B∗(0) = 1L ∀ a.a. t ∈ T. (23c)
Then, the result of Corollary 8 holds.
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Proof For each B = (b ij)i, j∈1,m ∈ L, C = (ci)i∈1,m ∈ X, let us introduce
B
= (|b ij|)i, j∈1,m ∈ L, C = (|ci|)i∈1,m ∈ X.
It is easy to see that B  0L, C  0X, B  B  −B, C  C  −C. Moreover,
CB  CB  −CB for all B ∈ L,C ∈ X.
Denote by Fξ (t) the matrix
∂ f
∂x (t, xξ (t),u
0(t)) for all t ∈ T. Now, for all ξ ∈ X, we
have
F(t)  Fξ (t)  Fξ (t)  −Fξ (t)  −F(t) ∀ a.a. t ∈ T.
Compare the right-hand sides and the initial conditions of equations (23c), (6b), and
equation
B˙ξ (t) = Fξ (t)Bξ (t), Bξ (0) = 1L.
For solution Bξ by the comparison theorem, we obtain
B∗(t)  Bξ (t)  Aξ (t)  −Bξ (t)  −B∗(t) ∀ a.a. t ∈ T;
in particular, B∗(t)  Aξ (t).
Now, we have G(t)B∗(t) 
(
∂g
∂x (t, xξ (t),u
0(t))
)Aξ (t) 
(
I˙ξ (t)
)
, whence we obtain
G(t)B∗(t)  I˙ξ (t)  −G(t)B∗(t), || I˙ξ (t)||X ≤ ||G(t)B∗(t)||X ≤ ω(t) for all ξ ∈ ε0D, for
a.a. t ∈ T. We have
||Iξ ||C ≤ ||Iξ ||C([0,T],X) +
∫ ∞
T
ω(t)dt,
||Iξ − I0||C ≤ ||Iξ − I0||C([0,T],X) + 2
∫ ∞
T
ω(t)dt.
For each ε > 0, it is possible to find T ∈ T, for which the second summands do not
exceed ε, and yet Iξ |[0,T] → I0|[0,T] for ξ → 0X. Then all conditions of Corollary 8
hold. unionsq
Remark 6 The first condition of (23a) of Proposition 6 could be formally weakened
down to
F(t) + m(t)1L  ∂ f
∂x
(
t, x,u0(t)
)
 −F(t) − m(t)1L,
for some summable function m ∈ L1(T,T).
Indeed, consider a number R = e∫ ∞0 m(θ)dθ ∈ T, a summable function ω1 = Rω, and
a matrix function F1
= F + m1L. Now, B1(t) = e
∫
[0,t] m(θ)dθ B∗(t) solves the equation
B˙1 = F1B1, B1(0) = 1L and
||G(t)B1(t)||X = e
∫
[0,t] m(θ)dθ ||G(t)B∗(t)||X ≤ e
∫
[0,t] m(θ)dθω(t) ≤ Rω(t) = ω1(t).
Thus, under conditions of the remark, all propositions of Proposition 6 hold for F1, ω1
in the place of F, ω.
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Note that conditions of Proposition 6 (taking into account Remark 6) for a smooth
control problem without phase restrictions are weaker than conditions [36, (C1)–
(C3)]. To be more precise, condition [36, (C1)] is exactly condition (u), and [36, (C2)]
is exactly (23b). Condition [36, (C3)] requires ||G(t)B∗(t)B−1∗ (θ)||X ≤ ω(t) for all t ∈
T, θ ∈ [0, t], while condition (23a) requires this only for t ∈ T, θ = 0. In particular, in
[3, Example 16.1], conditions of [3, Theorem 12.1] and Proposition 6 hold if ρ > 0,
and conditions [36, (C1)–(C3)] only hold if ρ > 1.
Corollary 13 Assume conditions (u), (fg), (τ) hold. For a summable function ω ∈
L1(T,T) for all u ∈ U, let
∣
∣
∣
∣
∣
∣
∂g
∂x
(t, xu(t),u(t)) Au(t)
∣
∣
∣
∣
∣
∣
X
≤ ω(t). (24)
Then, the pair (x0, u0) is normal and Corollary 8 holds with exception of uniqueness
of the τ -vanishing multipliers; specif ically,
(1) Exactly one τ -vanishing multiplier satisf ies (5b) and (20b);
(2) Exactly one τ -vanishing multiplier satisf ies (5b) and (20a);
(3) Actually, it is the τ -vanishing multiplier (1, ψ0) ∈ ; and this multiplier could be
obtained by formula (22c).
The results of this corollary can fail if (24) only holds for u = u0 (see Example 4).
Proof Note that (24) holds not only for all u ∈ U, but also for all η ∈ U˜; then, for all
T ∈ T, we have
||Iη||C
(24)≤ ||Iη||C([0,T],X) +
∫ ∞
T
ω(t)dt,
||Iη − I0||C
(24)≤ ||Iη − I0||C([0,T],X) + 2
∫ ∞
T
ω(t)dt.
For each ε > 0, there exists a T ∈ T such that the second summands do not exceed
ε/2. Let us construct the τ -vanishing multiplier (λ0, ψ0) ∈  by a limit of sequences
from Remark 1, but Proposition 1 implies Iη|[0,T] → I0|[0,T] for η → u˜0. Hence,
||Iηn − I0||C → 0, and I0 is bounded. Since ψn(τ ′n) = 0X, we know that (20b) holds
for ψ0.
From (24) for u = u0, we see that for any unboundedly increasing sequence of
times υ, the sequence (I0(υn))n∈N is fundamental and thus it has the limit point I∗.
Since this is correct for any unboundedly increasing sequence of times, I0(t) → I∗ as
t → ∞. Now, Lemma 1 yields item 2). Finally, Lemma 3 implies (22c). unionsq
The formula (22c) was obtained by Kryazhimskii and Aseev under easily checked
assumptions on growth of functions f, g and their derivatives (see stationary case
in [3, Theorem 12.1], [5, Theorem 4] and non-stationary case in [7, Theorem 1]). This
condition generalizes (see [3, Section 16], [7]) a number of transversality conditions;
in particular, it is more general than the conditions that were obtained for linear
systems in [9].
Necessity of Vanishing Shadow Price 541
From conditions of [4, Theorem 2], [3, Theorem 12.1], and [2, Theorem 1], it
follows that for some α, β > 0 and for all admissible controls u ∈ U, all trajectories x,
and all fundamental matrices A, the following inequality holds:
∣
∣
∣
∣
∣
∣
∂g
∂x
(t, x(t),u(t))
∣
∣
∣
∣
∣
∣ ||A(t)|| ≤ βe−αt ∀t ∈ T (25)
(see, for example, [3, (A5)–(A7)]). This is stronger than the conditions of
Corollary 13. In paper [7], it was actually assumed that (25) holds for x = xξ , A =
Aξ , u = u0 if ξ is sufficiently small. Aseev and Veliov also proved necessity of (22c)
in paper [8]. The assumptions on f, g from [8] are weaker than (25), but from its
assumptions it follows that conditions in Corollary 8 hold, and the improper integral
in (22c) converges in the Lebesgue sense, converges absolutely. However, it is worth
noting that [7, 8] use a more general definition of optimality (the locally weakly
overtaking optimality). In addition, condition (25) can be verified by calculating the
characteristic Lyapunov exponents of the system of the Maximum Principle, see [3,
Section 12], [4, Section 3], and [7, Section 5].
Observe that (25) are characteristic of economic problems with exponentially
decreasing discount factor; however, one could consider other non-subexponential
discount factors (see [20, 21, 46, 47]). Example 5 exhibits the solution of a problem
with such discount factor.
For economic problems with decreasing discount factor (specifically, for (19)) in
[5, Theorem 4], sufficiently broad conditions for applicability of formula (22c) were
obtained. It turns out that it is sufficient to connect (see [5, (A4)] and (26)) the
growth of Iu with the growth of Ju. In contrast with the results of [7] or Corollary 13,
the finiteness of the optimal result on the optimal trajectory is required, and it is not
guaranteed that the τ -vanishing multiplier is unique. Let us transfer this result of [5,
Theorem 4] from case (19) to general non-stationary system (1a)–(1b).
Corollary 14 Assume conditions (u), (fg), (τ) hold. Let there exist the f inite limit
lim
n→∞ J
u0 (τn). Let a functions ω0, ω∞ ∈ C(T,T) satisfy ω0(0) = 0, ω∞(τn) → 0 as n →
∞. For all η ∈ U˜ from some Lpν (T,U)-neighborhood Opν of the control u0 for all
k,n ∈ N,k < n, let there be
∣
∣
∣
∣
∣
∣
∫ τn
τk
∂g
∂x
(t, xη(t),u(t)) Aη(t)dt
∣
∣
∣
∣
∣
∣
X
≤ ω∞(τk) + ω0
(|Jη(τn) − Jη(τk)|
)
. (26)
Then, the pair (x0,u0) is normal, the limit I∗ = lim
n→∞ I
0(τn) ∈ X is well-def ined, and
(1) Exactly one multiplier satisf ies (5b) and (20b);
(2) Actually, it is the τ -vanishing multiplier (1, ψ0) ∈ ; and this multiplier could be
obtained by formula (22c).
Proof There exists a sequence (sk)k∈N ↓ 0 such that for all k,n ∈ N,k < n, we have
|Ju0 (τn) − Ju0 (τk)| < sk. Substituting u = u0 into (26) yields the existence of the finite
limit I∗ = lim
n→∞ I
0(τn). Now, as in the proof of Corollary 13, we show that there exists
the unique solution from Y that satisfies (20b) and that for it, accurately to a positive
factor, the formula (22a) is correct. It only remains to prove that the pair defined by
(22a) is a τ -vanishing multiplier.
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By Theorem 2, for this problem there exists the τ -vanishing multiplier (λ0, ψ0) ∈
 that was constructed as the uniform limit of sequence (xn, ηn, λn, ψn)n∈N ∈ Y˜N
from Remark 1. Passing to the subsequence τ ′ ⊂ τ if necessary, we may assume
that the sequence of ηn is included in the closure of Opν ; then, (˜26) holds for each
ηn. The function ω0 can be considered monotonic without loss of generality. Then,
using the triangle inequality twice and, by the inequality J˜η
n
(τn) − Ju0 (τn) ≥ 0, for all
k,n ∈ N,k < n, we have the following:
||Iηn(τn)− Iηn(τk)||X
(26)≤ ω∞(τk) + ω0
(| J˜ηn (τn) − J˜ηn (τk)|
)
≤ ω∞(τk) + ω0
(
J˜η
n
(τn) − Ju0 (τn) + | J˜ηn (τk)
−Ju0 (τk)| + |Ju0 (τn) − Ju0 (τk)|
)
(˜2)≤ ω∞(τk) + ω0
(
γ 2n + | J˜η
n
(τk) − Ju0 (τk)| + sk
)
,
||Iηn(τn)− I0(τn)||X ≤ ||Iηn(τn)− Iηn(τk)||X+||Iηn(τk)− I0(τk)||X+ ||I0(τk)− I0(τn)||X
(26)≤ ||Iηn(τk) − I0(τk)||X+2ω∞(τk)+ω0
(
sk
)
+ω0
(
γ 2n + | J˜η
n
(τk) − Ju0 (τk)| + sk
)
.
Since Iη, J˜η converges to I0, Ju
0
uniformly on every compact and by definition of γn,
passing to the limit as n → ∞, we have
lim sup
n→∞
||Iηn(τn) − I0(τn)||X ≤ 2ω∞(τk) + 2ω0(sk).
By definitions of ω0, ω∞, and sk, passing to the limit as k → ∞, we see that Iηn(τn) −
I0(τn) → 0X.
Now, by Remark 1, we have λn I0(τn) → ψ0(0). Since I0(τn) → I∗, we know that
λ0 > 0 and λ0ψ0(0) = I∗ hold. By dividing this (λ0, ψ0) on λ0, we obtain (22a). unionsq
7 Examples
Example 1 The feature of [36, Example 10.2] lies in the fact that transversality
condition (11a) fails to give any information that could help us in determining
the unique Lagrange multiplier. Let us show that the definition of a τ -vanishing
multiplier allows us to do it.
x˙ = ux, x(0) = 1, u ∈ [1/2, 1], Ju(T) =
∫ T
0
xe−2tdt T→∞ max .
Here, H = uψx + e−2tλx and ψ˙ = −uψ − e−2tλ. Then, A = x, Iu = Ju; consider
F = 1,G = e−2t, ω(t) = e−t. By Proposition 6, there exists the unique τ -vanishing
multiplier. Substituting it into H, we obtain H(x0(t), t,u0(t), λ0, ψ0(t)) = u0λ0(I∗ −
Ju
0
(t)) + e−2tλx0(t); now, from (4c), we have u0 ≡ 1, I∗ = Ju0 (+∞) = 1; then,
ψ0(0) = λ0 = 1, it is a unique τ -vanishing multiplier. (Of course, in this example,
the control u0 is easily found in view of the monotonicity of f, g and Corollary 7).
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The alternative (21a)⇒ (22a) versus (21b)⇒ (22b) allows us to effectively reduce
an optimal problem to the boundary problem of relations of the Maximum Principle.
The only obstacle is the uniformity of limits in (21a) and (21b). In some cases, the
uniformity of these limits is trivial, for example, when the functions f and g are linear
by x. Thus, such problems are easy to solve. Let us demonstrate this by the following
example:
Example 2
x˙ = y, y˙ = −x + u, x(0) = 1, y(0) = 0, u ∈ [−1, 1],
∫ T
0
ydt
T→∞ max
Here, for all t,T ∈ T, ξ ∈ X, we have
Aξ (t) =
(
cos t sin t
− sin t cos t
)
, Iξ (T) = (cos T−1, sin T) ,
I0(t)A−10 (T) =
(
cos(t − T) − cos T, sin(t − T) + sin T).
Now, because Iξ is 2π-periodic, for any sequence (τn)n∈N there exists a ς ∈ [0, 2π]
and subsequence τ ′ ⊂ τ such that Iξ (τ ′n) → I0(ς), whence, by Theorem 3,
ψ0(T) = (I0(ς) − I0(T))A−10 (T) = (cos(ς − T) − 1, sin(ς − T));
u0(T) = arg max
u∈[−1,1]
(cos(ς − T) − 1, sin(ς − T))
(
0
u
)
= arg max
u∈[0,1]
sin(ς − T)u, i.e.
u0(T) = sgn sin(ς − T) ∀ a.a. T ∈ T. (27)
Observe that the proposed approach finds, first of all, τ -optimal controls. Indeed,
let the sequence τ be given. Express each τn in the form τn = 2πkn + σn, where σn ∈
[0, 2π). Substituting each limit point ς of the sequence (σn)n∈N into (22a) yields all
corresponding τ -vanishing multipliers; moreover, formula (27) yields all prospective
τ -optimal controls.
It is easy to check (see [41]) that any control of form (27) is uniformly weakly
overtaking optimal, thus each of them is τ -optimal for its sequence τ. Then, there
exists a τ -optimal control if there exists a limit of the sequence of I0(σn).
Also observe that this example specifies why it is impossible to replace transver-
sality condition (20b) in Proposition 5 with the stronger one (20a).
Example 3 Theorem 3 allows, in some circumstances, to find optimal solutions for
degenerate problems in the way it is done for nondegenerate. Let us show this.
Consider the modification of the well-known Halkin’s example [23] (see also [33,
Example 5.1], [6, Example 1])
x˙ = ux, x(0) = 1,
∫ T
0
(1 − u)xdt T→∞ max, u ∈ [α, β] (α ≤ β).
Let there exist a weakly uniformly overtaking optimal control in this problem,
then, for some sequence τ , this control is τ -optimal.
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Here, Aξ (T) = x0(T) and Iξ (T) = Ju0 (T). Passing, if necessary, from τ to its
subsequence, we face one of the three cases:
(A) Ju
0
(τn) → +∞. From Theorem 3 (b) ι∗ = 1, λ = 0, H[T] = u0, u0 ≡ β ; if we
substitute this into Ju
0
(T), we will obtain 0 ≤ β < 1.
(B) Ju
0
(τn) → −∞; similarly, we have u0 ≡ α > 1.
(C) Ju
0
(τn) → I∗ ∈ R. Here, by Theorem 3, from (21a) follows (22a); in particular
λ0 = 1. Consider R(t) = I∗ − Ju0 (t) − x0(t). Then
H(x0, t, u, λ0, ψ0) =
(
I∗− Ju0 (t)
)
A−1(t)ux0(t)+(1−u)x0(t)
=
(
I∗− Ju0 (t) − x0(t)
)
u+x0(t)=R(t)u+x0(t),
Thus, u0(t) is defined by the sign of R(t). Since R˙(t) = −x0(t) < 0, there is at most one
switching point. Then, there exist T ∈ T, p ∈ {α, β} such that u0(t) = p for a.a. t > T.
Without loss of generality, either T = 0, or R(T) = 0. Moreover, the boundedness of
I∗ − Ju0 (τn) guarantees that either p < 0 or p = 1.
The first case: if p < 0; then, x0(τn) → 0 as n → ∞. Therefore R(τn) → 0 as n →
∞. The function R is decreasing, whence R(t) > 0 for all t > 0. Thus, T = 0 and
u0 ≡ β = p < 0.
The second case: if p = 1; then u0(t) = 1 for a.a. t > T. Thus, I∗ = Ju0 (t) for t ≥ T,
i.e., R(t) = −x0(t) < 0. Since R(T) = 0, we have T = 0. Thus, u0 ≡ α = p = 1.
Collecting all cases, we obtain u0 ≡ α for α ≥ 1, and u0 ≡ β for β < 1.
Checking this, we show the above controls are indeed τ -optimal (moreover, even
uniformly overtaking optimal) control in this problem. Consequentially, the problem
has no τ -optimal (and, therefore, no weakly uniformly overtaking optimal) control if
α < 1 ≤ β . On the other hand, in case [α, β] = [0, 1], the control u0 ≡ 0 is decision
horizon optimal (DH-optimal, see [12]). Therefore, in Theorem 2, we could not
replace the τ -optimality (weakly uniformly overtaking optimality, uniformly over-
taking optimality) with the DH-optimality (weekly agreeable, agreeable optimality;
[12]).
Example 4 Consider the following problem
x˙ = x + u, x(0) = 0; u ∈ [0, 1], Ju(T) =
∫ T
0
e−2tx
(
1 − x4)dt T→∞ max
Let us show that x0 ≡ 0,u0 ≡ 0 is the optimum. Consider an arbitrary control that
differs from u0 on the set of nonzero measure and the trajectory x that corresponds
to it. Starting from some instance of time, x must be positive, and, moreover, there
must exist T ∈ T such that x(T) = 1. Then, x(s1) ≤ es1−T if s1 ≤ T, and 2es2−T − 1 ≥
x(s2) ≥ es2−T if s2 ≥ T. Now, for s ≤ T, we have
Ju(s) ≤ Ju(T) ≤
∫ T
0
e−t−Tdt < e−T ≤ e−s,
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and for s ≥ T, we have
Ju(s) < e−T +
∫ s
T
e−2tx(t)dt −
∫ s
T
e−2tx3(t)dt
< e−T +
∫ ∞
T
2e−t−Tdt −
∫ s
T
e3t−5Tdt = e−T + 2e−2T − e
−5T
3
(
e3T − e3s)
< e−T + 7
3
e−2T − 1
3
e3s−5T <
10
3
e−T − 1
3
e3s−5T = 1
3
e−T
(
10 − e3s−4T) .
For every s > 2, the maximum of the expression 10e−T − e3s−5T with respect to T ∈
[0, s] is obtained exactly when 10e−T − 5e3t−5T = 0, i.e., when 2e4T = e3s. Continuing
the inequality, we obtain the following for s ≥ T(s > 2):
Ju(s) <
1
3
e−T
(
10 − e3s−4T)|2e4T−3s=1 = 83e
−T |2e4T−3s=1 = 8
4
√
2
3
e−3s/4.
Thus, for every control that is different from u0 ≡ 0, we have Ju(s) <
max{4e−3s/4, e−s} for all s > 2; moreover, lim
t→∞ J
u(t) = −∞. We see that from x0 ≡
0, Ju0 ≡ 0 it follow that u0 ≡ 0 is uniformly overtaking optimal.
Substituting the HamiltonianH = ψ(x + u) + λe−2tx(1 − x4) into relation (4c), we
obtain u0 ∈ argmaxp∈[0,1] ψp, whence by u0 ≡ 0 we have ψ0(t) ≤ 0 for all t ∈ T for
each Lagrange multiplier (ψ0, λ0) ∈ . Now, (4b) is equivalent to the equation
ψ˙ = −ψ − λe−2t,
all solutions (λ,ψ) of which have the form (2C,Ce−2t + De−t). In particular, if a non-
trivial Lagrangemultiplier (1,ψ0) associated with (x0,u0) satisfies transversality con-
dition (20b); then,ψ0(t)et → 0, D = 0, andψ0 = e−2t/2.However,ψ0 ≤ 0, therefore,
in this example, there is no nontrivial Lagrange multiplier (1,ψ0) associated with
(x0,u0) that satisfies transversality condition (20b). In particular, a non-degenerate τ -
vanishingmultiplier does not conform to explicit representation (22c) in this example
(see Lemma 2 and Corollary 8).
Consider the solution ψ0(t) = −e−t + e−2t and λ0 = 1. Core relations of Maximum
Principle (4a)–(5a) hold for (x0,u0, λ0, ψ0). We claim that (ψ0, λ0) is a τ -vanishing
Lagrange multiplier for all τ = (τn)n∈N ↑ ∞. Indeed, put λn = 1. For each ξ ∈ R,
consider the functions given ψξ, xξ by the following relations:
xξ (t)
= ξet ψξ (t) = −e−t + e−2t + 53 ξ
4e2t, ∀t ∈ T.
Note that the maps ξ → xξ , ξ → ψξ are continuous, in particular, xξ converges to
x0 = x0, and ψξ converges to ψ0 = ψ0 if ξ tends to zero. Then, every xξ is a solution
of equation (8b). Moreover,
ψ˙ξ = −ψξ − e−2t + 5ξ 4e2t = −ψξ − e−2t(1 − 5x4ξ ) = −
∂H
∂x
(
xξ (t), t, u0(t),1, ψξ (t)),
and (ψξ , xξ , 1) satisfies (8a)–(8c) for all ξ ∈ R. Note that there exists a root ξ(t) of
equation −e−t + e−2t + 53ξ 4e2t = 0 for all t ∈ T; moreover, ξ(t) tends to zero as t →
∞. Consider a sequence τ ↑ ∞. Put xn = xξ(τn), ψn = ψξ(τn). Then (ψ0, x0, λ0) is a
pointwise limit of the sequence of solutions (ψn, xn, λn) of system (8a)–(8c) such that
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ψn(τn) = 0 for every n ∈ N. Thus, (λ0, ψ0) = (1,−e−t + e−2t) is τ -vanishing Lagrange
multiplier for all τ = (τn)n∈N ↑ ∞.
A degenerate vanishing solution exists as well. For each ξ ∈ R, let us redefine the
functions ψξ , xξ by the relations
xξ (t) = ξet, ψξ (t) = −e−t + ξe−2t + 53 ξ
5e2t, ∀t ∈ T.
In addition, xξ converge to x0 = x0, and ψξ converge to ψ0 = ψ0 if ξ tends to zero;
every xξ is a solution of equation (8b). Moreover,
ψ˙ξ =−ψξ −ξe−2t+5ξ 5e2t =−ψξ −ξe−2t
(
1−5ξ 4e4t)=−∂H
∂x
(
xξ (t), t,u0(t), ξ,ψξ (t));
and (ψξ , xξ , ξ ) satisfies (8a)–(8c) for every ξ ∈ [0, 1]. Note that there exists a root
ξ(t) > 0 of equation −e−t + ξe−2t + 53 ξ 5e2t = 0 for all t ∈ T; moreover ξ(t) tends to
zero as t → ∞. Consider a sequence τ ↑ ∞. Put λn = ξ(τn), xn = xξ(τn), ψn = ψξ(τn).
Then, (ψ0, x0, λ0) is the pointwise limit of the sequence of solutions (ψn, xn, λn) of
system (8a)–(8c) such that ψn(τn) = 0 for every n ∈ N. Thus, (λ0, ψ0) = (0,−e−t) is a
degenerate τ -vanishing Lagrange multiplier for all τ = (τn)n∈N ↑ ∞.
We claim that in this example, for each vanishing solution, i.e., for each limit of
solutions of problems (8a)–(8c), we have xn ≡ 0 for all n ∈ N. Suppose the contrary:
let there exist such τ -vanishing solution (ψ0, λ0) for some sequence τ ↑ ∞. Then, for
a sequence of positive numbers λn, ψ0 is the limit of some subsequence of solutions
ψn of the Cauchy problems ψ˙n = −ψn − λne−2t, ψn(τn) = 0. But for a solution ψn of
such equation the relations ψn(τn) = 0 and λn > 0 imply that ψn(t) > 0 for t < τn.
Then, for their pointwise limit ψ0, it holds that ψ0 ≥ 0. However, as a vanishing
solution, ψ0 = 0 must satisfy (4c), i.e., ψ0 ≤ 0. Thus, ψ0 ≡ 0. But ψ0 ≡ 0 is a solution
of the adjoint system only if λ0 = 0. Then, the solution (λ0, ψ0) is trivial and,
therefore, cannot be vanishing. This contradiction proves that in this example, there
is no vanishing Lagrange multiplier such that its sequence of solutions (xn, ψn, λn) of
(8a)–(8c) satisfies xn ≡ x0.
In [5, Remark 3], a question was formulated: is equality (22c) a necessary
condition of optimality if f, g do not decrease by x. We have a partial answer to
the question from [5, Remark 3]. Example 4 completely satisfies all conditions of [5,
Theorem 5], Corollary 7 except one: g only increases in a neighborhood (of a fixed
radius) of the optimal trajectory. This fact proved to be sufficient to make it impossi-
ble for a nonnegative shadow price to exist in solutions of the Pontryagin Maximum
Principle and to negate transversality condition (20b), explicit formula (22c), and
inequality (18). Thus, the answer to the question from [5, Remark 3] is negative if
the monotonicity holds only in some fixed neighborhood of optimal solution.
Let us show the example of reducing an infinite horizon optimal control problem
to the boundary problem.
Example 5 In [7], the following stylized microeconomic problem was considered:
x˙(t) = −νx(t) + u(t), x(0) = K0, u ≥ 0;
Ju(T) =
∫ T
0
e−dt
[
ept(x(t))σ − b
2
(u(t))2
]
dt
T→∞ max .
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Here, u(t) is the investment, ν ≥ 0 is the depreciation rate, K0 > 0 is the given
initial capital stock, e−dt is the discount factor (d ≥ 0), ept ≥ 0 is the (exogenous)
factor of technological advancement (p ≥ 0), bu2(t) (b > 0) is the cost of investment
u(t), and σ ∈ (0,1] defines the production function. Under the assumption d + ν >
p
2−σ , it is shown that there are no optimal solutions for p > d + ν, and, for p < d + ν,
each locally weakly overtaking control induces a solution of the boundary problem
(see [7]).
Consider the following objective functional:
Ju(T) =
∫ T
0
g(t)(x(t))σ − h(t)b
2
(u(t))2dt
T→∞ max .
Here, h(t) is the discount factor, g(t) is the product of the discount factor and the
factor of technological advancement. Suppose that g(t) ≥ 0,h(t) > 0 for a.a. t ∈ T.
Suppose the locally bounded function u0 is a weakly overtaking optimal control u0.
Then, for some sequence τ ↑ ∞, this control is τ -optimal. Put U(t) = [0,u0(t) + 1].
Then, u0 is τ -optimal even under additional constraints u ∈ U(t). Hence, there exists
a τ -vanishing multiplier (λ0, ψ0) ∈ .
Now, for all ξ ∈ X, we have Aξ = e−νt,
Iξ (T) =
∫ T
0
g(t)σxσ−1ξ (t)e
−νt dt = σ
∫ T
0
g(t)e−νtxσ−1ξ (t)dt.
Note that xξ (t) − x0(t) = ξe−νt; now we have
Iξ (T) − I0(T) = σ
∫ T
0
g(t)e−σνt
[
(x0(t)eνt + ξ)σ−1 − (x0(t)eνt)σ−1] dt.
It is easy see that
∣
∣(r + ξ)σ−1−rσ−1∣∣ ≤ (22−σ − 2)|ξ |rσ−2 ≤ (22−σ −2)K0|ξ |rσ−1 if
2|ξ | < K0 ≤ r. Since the function x0(t)eνt is monotonically increasing, we obtain
|Iξ (T)− I0(T)|≤
∣
∣
∣
∣
∫ T
0
g(t)e−νt(x0)σ−1dt
∣
∣
∣
∣(2
2−σ−2)K0|ξ | = |I0(T)|(22−σ−2)K0|ξ |
for all T ∈ T, 2|ξ | < K0. Now, by Corollary 9, considering the subsequence if neces-
sary, we have the conclusion of Theorem 3. In particular, since the functions g, x are
nonnegative, we see that the functions Iξ , I∗ is nonnegative.
We claim that (I0(τn))n∈N is bounded. Assume the converse; then, considering the
subsequence if necessary, we come to (21b) and (22b), whence lim
ξ→0, n→∞
Iξ (τn) =
+∞, now ι∗ = 1, λ0 = 0 and by (4c) we have
u0(t) = arg max
u∈U(t)
eνt I0(t)(u− νx) = arg max
u∈[0,u0(t)+1]
I0(t)u = u0(t) + 1,
which is impossible. This contradiction proves the boundedness of sequence
(I0(τn))n∈N.
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Now, there exists a finite limit I∗ of (I0(τ ′n))n∈N for some τ ′ ⊂ τ. Since the functions
g, x are nonnegative, I0(t) converges to I∗ as t → ∞. By Theorem 3, we have (22a);
i.e., λ0 = 1, ψ0(T) = (I∗ − I0(t))eνt,
u0(t) = arg max
u∈[0,u0(t)+1]
eνt(I∗ − I0(t))(−νx+ u) + g(t)(x0(t))σ − h(t)b2 u
2
= arg max
u∈[0,u0(t)+1]
eνt(I∗ − I0(t))u− h(t)b2 u
2 = e
νt
bh(t)
(I∗ − I0(t)) for a.a. t ∈ T.
Consider I(t)
= I∗ − I0(t); differentiating I(t) with respect to t, we finally close (4a)–
(4b) into the boundary problem
x˙0 = −νx0 + e
νt
bh(t)
I, x0(0) = K0, (28a)
I˙ = −σg(t)e−νt(x0)σ−1, (28b)
I(t) = I∗ − I0(t) → 0 as n → ∞. (28c)
Each τ -optimal control (weakly overtaking optimal control) generates the unique
solution of this boundary problem (28a)–(28c). For σ = 1 if such solution exists; there
also exists a finite
∫ ∞
0
e−νt g(t)dt.
It is possible to find the explicit solution of boundary problem (28a)–(28c) in some
specific cases. For example, let the discount factor equal 1
(1+t)4/3 , let the factor of
technological advancement be equal to 1. For
g(t) = h(t) = 1
(1 + t)4/3 , ν = 0, σ = 1/2,b =
3
8
, K0 = 1
we have
x0(t) = (1 + t)4/3, u0(t) = 4
3
(1 + t)1/3, I(t) = 1
2(1 + t) , J
u0 (t) = (1 + t)2/3.
The discount factor g(t) = 1
(1+t)4/3 here is not arbitrary, its power α = 3, 96/2, 94 ≈
4/3 was determined by means of statistic analysis in [46]. A thorough discussion
of various discount functions and their properties could be found in [20, 21, 47].
These papers do not generally assume the discount function to be dominated by a
decreasing exponential function and do not assume its monotonicity.
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Appendix
Proof of Proposition 2 For all n ∈ N, consider a set G¯n =
{
(t, y(t))
∣
∣ ∀y ∈ A˜[˜u0], t ∈
[0,n]}; by the extendability condition for a, this set is bounded. Therefore, on
this set, the function a(t, y,u0(t)) is Lipshitz continuous with respect to y for the
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certain Lipshitz constant Ln
= La
G¯n
∈ L1loc(T,T). For all t ∈ [0, n], define Mn(t)
=
∫ t
0 Ln(τ)dτ .
Fix n ∈ N; for all t ∈ [n − 1,n),u ∈ U, consider the numbers
R(t,u)
= sup
y∈G¯n
∣
∣
∣
∣a(t, y,u)−a(t, y,u0(t))∣∣∣∣E, w0(t,u)
=||u − u0(t)|| + eMn(t)R(t,u).
(29)
We define the functions R, w0 on the whole T × U. In [31, Lemma 7.1], the author
proved that these functions are Carathéodory functions, and w0 ∈ (Null)(u0) is the
required weight. unionsq
Proof of Proposition 3 For every n ∈ N, let us consider the problem
Jη(τn) − γnLw[η](τn) =
∫ τn
0
∫
U(t)
g(t, xη(t),u)dη(t)dt − γnLw[η](τn) → max .
Here, the functional is bounded from above by the number Ju
0
(τn) + γ 2n , therefore,
it has the supremum. Every summand continuously depends on η, which covers the
compact U˜; therefore, there is an optimal solution for this problem in U˜; let us denote
one of them by ηn, and its trajectory by xn.
For every γ ∈ T let the functionHγ : X × T × U × T × X → R be given by
Hγ (x, t,u, λ,ψ) = H(x, t,u, λ, ψ) − γw(t,u).
Then, by the Maximum Principle [15, Theorem 5.2.1], there exists (λn, ψn) ∈ (0,1] ×
C([0, τn], X) such that relation (5a) and the transversality condition ψn(τn) = 0 hold,
and
sup
p∈U(t)
Hγn
(
xn(t), t, p, λn, ψn(t)
)=
∫
U(t)
Hγn
(
xn(t), t,u, λn, ψn(t)
)
dηn(t),
ψ˙n(t)=−
∫
U(t)
∂Hγn
∂x
(
xn(t), t,u, λn, ψn(t)
)
dηn(t) (30a)
also hold for a.a. t ∈ [0, τn].
Let us extend the (xn, ηn, λn, ψn) to [τn,∞) by the generalized control u˜0|[τn,∞). Let
us denote by Zn the set of (x, η, λ,ψ) that satisfy relations (5a), (˜4a)–(˜4b) a. e. on T,
satisfy relation (30a) a. e. on [0, τn), and possess the property u˜0|[τn,∞) = ηn|[τn,∞).
Now we have (xn, ηn, λn, ψn) ∈ Zn for every n ∈ N.
Let us note that all Zn are closed and, since these sets are contained in the
compact Y˜, these sets are also compact. Hence, the sequence (xn, ηn, λn, ψn)n∈N has
the limit point (x00, η0, λ0, ψ0) ∈ Y˜. Considering, if need be, the subsequence, we can
assume that it is the limit of the sequence itself.
For all t, γ, λ ∈ T, (x, ψ) ∈ X × X, denote by Pγ,λ(t; x, ψ) the set of p ∈ U(t)
that realize the maximum of Hγ (x, t, p, λ,ψ). For all γ, λ ∈ T, (x, ψ) ∈ X × X, the
compact-valued map t → Pγ,λ(t; x, ψ) has a measurable selector by virtue of [16,
Theorem 3.7]. Then, by [43, Lemm 2.3.11], for an arbitrary function (x,ψ) ∈
C(T,X × X) the map t → Pγ,λ(t; (x, ψ)(t)) also has a measurable selector. Note
that relation (30a) also depends on x, ψ and on the parameters γ and λ upper
semicontinuously; moreover, all the relations are integrally bounded on bounded
sets. Therefore, by virtue of [43, Theorem 3.5.6], on each finite interval for the funnels
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of solutions of (4a)–(4b), (30a), it is upper semicontinuous in γ, λ. In particular, since
γn → 0 and λn → λ0, the upper limit of the compacts Zn is included in Z˜. Hence,
(x00, η0, λ0, ψ0) ∈ Z˜.
On the other side, byw ∈ (Null)(u0) and by optimality of ηn, u0 for their problems,
we obtain
J˜η
n
(τn) − γnLw[ηn](τn) ≥ Ju0 (τn)
(˜2)≥ J˜ηn (τn) − γ 2n
therefore, we have γnLw[ηn](τn) ≤ γ 2n . By u˜0|[τn,∞) = ηn|[τn,∞), we obtain
Lw[ηn](t) ≤ γn ∀t ∈ T. (30b)
For each t ∈ T, passing to the limit as n → ∞, we obtain that Lw[η0] ≤ 0; i.e.,
Lw[η0](t) = 0 for all t ∈ T. Since w ∈ (Null)(u0), we have η0 = u˜0 a.e. on T, hence
x00 ≡ x0 and (x0,u0, λ0, ψ0) ∈ Z. Moreover, from (30b), we have ||Lw[ηn]||C → 0.
unionsq
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