Abstract. We study the following question: suppose that A and B are two algebras of complex n×n matrices such that the ring commutator [A, B] = AB−BA is "small" for each A ∈ A and B ∈ B. Does this imply that A and B have a common non-trivial invariant subspace? This question is motivated by a series of papers studying the structure of "almost-commutative" algebras and, more generally, semigroups.
Introduction
The general question considered in this paper is: given two algebras or, more generally, just sets F and G of n × n complex matrices, suppose that the (ring) commutator [F, G] = F G − GF is, in some sense, "small" for every F ∈ F and G ∈ G. Do then the sets F and G have a common invariant subspace or are even triangularizable? (See the definition of triangularizability at the end of the introduction.) One of the motivations for this question is the well-known result of Laffey's (see [9] or [19, Theorem 1.3.6 
]): if
A and B are two matrices such that rank [A, B] 1, then {A, B} is triangularizable.
Triangularizability of collections of matrices has been thoroughly studied in the literature. A classical example of this is the well-known fact that every commutative set of n × n matrices is triangularizable (see [19, Theorem 1.1.5] ). In some situations triangularizability of a collection of matrices turns out to imply commutativity of this collection. For example, a well-known classical result of McCoy states that a semi-simple algebra of n × n complex matrices is triangularizable if and only if it is commutative (see [14] ).
Laffey's theorem can be used to show that every algebra A ⊆ M n (C) such that rank [A, B] 1 for all A, B ∈ A must be triangularizable. This statement was considerably generalized by Guralnick in [7] where he showed that if S is a semigroup of n × n matrices such that each commutator [B, C] with B, C in S is nilpotent, then S is triangularizable (notice that every commutator [A, B] of rank one is necessarily nilpotent).
These results were subjects of generalization to infinite dimensions by a number of authors. For example, it was shown in [18, Corollary 2] that if S is a semigroup of Schatten p-class operators on a Hilbert space and if rank (AB − BA) 1 for all A, B ∈ S, then S is triangularizable. This was generalized to compact operators on arbitrary Banach spaces in [19, Theorem 9.2.10] . For non-compact operators, this question was studied in a series of papers. In [3, Lemma 5] , it was shown that the same conclusion holds for semigroups of algebraic operators, and in [5] , it was shown that every non-commutative doubly generated semigroup S with the condition that rank (AB −BA) 1 for all A, B ∈ S has a hyperinvariant subspace. Finally, Drnovšek showed in [6] that if X is a Banach space of dimension at least two and S is a noncommutative semigroup of operators on X, then rank (AB − BA) 1 for all A, B ∈ S implies that S is reducible. The condition rank (AB − BA) 2 for all A, B ∈ S was considered in [8] .
In the current paper, we study pairs of algebras A and B such that the joint commutators [A, B] are small (in a specific precise sense) for all A ∈ A and B ∈ B. An early result in this direction is a theorem of Szep [22] which asserts that for two idempotent matrices P and Q, the set {P, Q} is triangularizable if and only if the commutator P Q − QP is nilpotent (see also [19, Theorem 2.3.10] and [20] ). Related studies have been undertaken in [15] , [16] , and [17] . We obtain a number of sufficient conditions for the algebras A and B to share a non-trivial invariant subspace or to be simultaneously triangularizable. For example, it is a simple observation that this happens when A and B are both generated by single normal matrices: in this case, if [A, B] is nilpotent for all A ∈ A and B ∈ B, then the algebras are simultaneously diagonalizable (Proposition 2.2). This is a starting point in our paper.
In general, it may happen that smallness of the commutators [A, B] for A ∈ A and B ∈ B, where A and B are two matrix algebras, is not enough for the algebras A and B to have a common invariant subspace. A simple example is A = M n (C) and B = {aI : a ∈ C}, and a more general example is shown in Example 2.3. Our first main result, Theorem 2.6, characterizes all algebras A having no invariant subspaces in common with their commutants A and can be viewed as a generalization of the well-known Burnside's theorem (see [19, , where A ∈ A and B ∈ B all have rank at most one and the rank one is achieved, then A and B must have a common non-trivial invariant subspace. We also obtain a number of generalizations of this result.
All algebras and vector spaces in this paper are over the field of complex numbers C. Likewise, all matrices will be assumed to have complex entries. Any subalgebra of M n (C) will be referred to as a matrix algbera, and an algebra of the form M k (C) will be called a full matrix algebra. The commutant of a matrix algebra A ⊆ M n (C) will be denoted by A :
If A ⊆ M k (C) is a matrix algebra, then a j-amplification of A is the algebra A (j) ⊆ M kj (C) consisting of block-diagonal matrices with j repeating blocks, where the diagonal blocks are elements of A:
Unless otherwise is explicitly stated, the term invariant subspace for a set S of n × n matrices will mean a non-trivial invariant subspace, that is, a space X ⊆ C n such that SX ⊆ X and X = {0}, C n . It is well known that the collection of all S-invariant subspaces forms a lattice under standard operations (see [21, p. 2] ); this lattice will be denoted by Lat(S).
A set S of operators or matrices is called triangularizable if there is a maximal chain of subspaces each one of which is S-invariant (see [19, Definition 1.1.2] . In the case of matrices, this is equivalent to the existence of a basis in which S is upper-triangular. A typical way of obtaining a triangularization is finding an S-invariant subspace and iterating the process.
Motivating examples and a study of zero commutators
The main result of this section is Theorem 2.6 below. We begin with some prelimi- Example 2.1. Let n ∈ N be a prime number and
where |α i | = 1 for all i. Clearly, both A and B are unitaries. Unless all the parameters α i are equal, these two matrices do not commute and, in fact, don't even have common invariant subspaces (see [19, Lemma 4.2.8] ). However, if for some i = j the coefficients
To extend the observation in the beginning of this section to normal matrices, we need to require that the commutators are nilpotent for all matrices T ∈ A and S ∈ B, where A is the algebra generated by A and B is the algebra generated by B.
Proposition 2.2. Let A and B be two normal matrices and let A and B be the algebras generated by A and B, respectively. If [T, S] is nilpotent for all T ∈ A and S ∈ B, then AB = BA.
Proof. Every spectral projection of a normal matrix N is a polynomial in N . Hence, if E is a spectral projection for A and F is a spectral projection of B, then the commutator [E, F ] is nilpotent. Thereofore, as mentioned above before Example 2.1, the projections E and F must commute. Since every normal matrix is a linear combination of its spectral projections, the result follows.
It should be noted that considering semigroups generated by the matrices A and B A ∈ A and B ∈ B is not sufficient for the existence of common invariant subspaces.
It is well-known (see, e.g., [21, Lemma 7.4] ) that
where I is the n × n identity matrix. Let M ∈ Lat(A). Again, it is well-known and easy to verify that then there exists a λ ∈ C such that
Which does not always belong to M. For example, if α = λ and
This shows that A and A do not have common non-trivial invariant subspaces.
Our first main result in this paper shows that Example 2.3 is essentially the only one of its kind. We will need a simple lemma whose proof is obvious. This lemma will be used in the proof of the next theorem without further reference.
Recall also the classical Burnside theorem (see [1] ; there is a number of more modern expositions of this result, for example [12] . An easily accessible reference is [19,
Theorem 2.5 (Burnside's theorem). The only algebra of complex n × n matrices without non-trivial invariant subspaces is the full matrix algebra M n (C).
The following result can be viewed as a generalization of Burnside's theorem. Theorem 2.6. Suppose that A ⊆ M n (C) is an algebra such that A and A do not have common invariant subspaces. Then A is similar to an amplification of a full matrix algebra. That is, there exist k, m, where km = n, such that A is similar to M k (C) (m) .
Proof. In the proof below, we will assume that the algebra A is unital. If A is not unital, then consider the unital algebra
satisfies the assumptions of the theorem. If A 1 is similar to the amplification of the matrix algebra M k (C), then A is automatically unital, so that A = A 1 .
If A has no invariant subspaces, then A = M n (C) by Burnside's theorem. So, we may assume that A has non-trivial invariant subspaces.
Let M be a maximal proper A-invariant subspace. That is, 0 = M = C n is Ainvariant and is not contained in another proper A-invariant subspace.
Relative to the decomposition C n = M ⊕ M ⊥ , each matrix T ∈ A is written as
Notice that since M is maximal A-invariant, the algebra
is transitive and hence by Burnside's theorem is equal to M k (C), where k = n − dim M = dim M ⊥ (the fact that A 0 is not zero follows from the fact that A is unital).
Let S ∈ A be arbitrary. Write
We have:
Since, by the assumptions, M is not A -invariant, we can choose S so that Z = 0.
Comparing the (2,1)-blocks of the matrices T S and ST , we get:
This equality implies that the range of CZ is always contained in the range of Z. Since Z = 0 and A 0 = M k (C), we conclude that Z must be onto. In particular, this implies
Applying a block-diagonal similarity to A, if necessary, we may assume that
(the zero could be absent. The identity in this matrix has size k × k and the zero is a rectangular matrix of size k × (n − 2k)). Relative to this decomposition, write
The condition CZ = ZA then implies that A 3 = 0 and A 4 = C, so that
(where, of course, all non-zero blocks depend on the matrix T . The zero blocks are the same for all T ∈ A). An arbitrary member S of A is written as
By assumption, the algebra generated by A and A is transitive, hence must be equal to M n (C) by Burnside's theorem. It is easy to see that an arbitrary member of this algebra can be written as a sum of terms of the form T S , where T ∈ A and S ∈ A .
Since M ∈ Lat(A), there must exist a matrix S ∈ A whose (3,1)-block Z 1 is nonzero. Comparing the (3,1)-blocks of the matrices T S and S T which must be equal, we deduce that
Again, since C can be an arbitrary member of A 0 = M k (C), the matrix Z 1 must be onto. Just as before, applying a block-diagonal similarity which does not change the (2,2)-and the (3,3)-blocks of matrices in A, we may assume that Z 1 decomposes as Continuing this process inductively, we conclude that every T ∈ A is block-upper triangular with k × k blocks, with m = n/k blocks in each block row and column, and the diagonal blocks of a given T ∈ A are all equal. That is, every T ∈ A is of the form
This yields
where all non-zero blocks depend on T . For an arbitrary member R of A write
From the inductive construction above, we also get: there exist matrices R 1 , R 2 , . . . , R m−1
in A such that the m-th (that is, the bottom) block row of R j is of the form
That is, in the bottom row the matrix R j has first j − 1 blocks zero and the j-th block equal to I (the k × k identity).
According to [11, Corollary 30 ] (see [11, Definition 25] and [11, Corollary 28] for definitions and terminology used in the statement), applying a block upper triangular similarity that does not change the decomposition of the underlying space into subspaces, we obtain: the algebra A is a direct sum
of a semi-simple algebra S which consists of block-diagonal matrices and the algebra Rad(A) that consists of all strictly upper-triangular elements of A. After this similarity, it may happen that the diagonal blocks of a member T = [T ij ] of A are no longer the same. However, it is clear that the similarity we applied has the property that the diagonal blocks of matrices in A are either all zero or all non-zero, and that each diagonal block takes on all the values in M k (C), that is,
It follows that the map
defined for any i, j ∈ {1, . . . , m} by
is an algebra homomorphism and therefore must be implemented by a similarity (see, e.g., [21, Theorem 7.9] ). Therefore, applying a diagonal similarity to A if needed, we may assume that all diagonal blocks of any given matrix T in A are the same.
These observations imply that S = (M k (C)) (m) , the m-amplification of the full matrix algebra M k (C). We will be done if we can show that Rad(A) = 0.
Clearly the commutant A of A is contained in the commutant S of S. Therefore, using, e.g., [21, Lemma 7 .4], we get: every matrix R ∈ A is of the form
That is, every matrix in A has, in fact, scalar blocks.
Write an arbitrary member T of Rad(A) in the form 
The restriction of A to the (1, 1) block is the algebra
We claim that A 0 can share no invariant subspace with its commutant. Indeed, if
A 0 ∪ A 0 has a common invariant subspace, then, after a similarity, all the matrices in the algebra generated by A 0 ∪ A 0 have zero at a fixed position (i, j). It is easy to see that then the matrices in the algebra generated by A ∪ A all have zero at the same position. This is impossible because then the A ∪ A -invariant subspace generated by the j-th basic vector is orthogonal to the i-th basic vector, hence A ∪ A has an invariant subspace, contrary to the assumptions.
The proof of the theorem is then finished by an induction argument.
Rank-one commutators
In this section we will study in more detail the condition that rank [A Indeed, suppose that this is not true. Pick B 1 ∈ L such that M ∈ Lat(B 1 ) and B 2 ∈ L such that N ∈ Lat(B 2 ). Then it must be that
and M ∈ Lat(B 2 ).
It follows that if B = B 1 + B 2 , then B ∈ L and neither M nor N is B-invariant. This is a contradiction. Our next goal is to obtain analogues of Corollary 3.3 for non-commutative sets of matrices. It will be proved in Theorema 3.8 that the situation is particularly pleasant if the sets in question form algebras.
The following lemma is well-known and easy to prove, it will be used many times in the remainder of the paper. Remark 3.6. The conclusion of Proposition 3.5 remains, in fact, valid if A is just a semigroup of matrices. However the part of the assumptions of the proposition that all matrices in L have a common range is only reasonable to expect when A is an algebra, due to the comment before Proposition 3.5. 
It follows that M ∈ Lat S. Similarly, M ∈ Lat T .
Suppose now that y ∈ N . Then [A, B]y = 0 for all A ∈ S and B ∈ T . If, again,
The following theorem is the main statement in the current section and should be compared to Example 2.3. Therefore, we may assume that the non-zero matrices in {[A, B 0 ] : A ∈ A} have a common range. Pick a non-zero vector from this range and denote it by e 1 .
We will show that e 1 ∈ ker([A, B]) for all A ∈ A and B ∈ B. This will finish the proof by Lemma 3.7.
Suppose that there exist matrices A ∈ A and B ∈ B such that [A, B]e 1 = 0. Observe that [A 0 , B 0 ], being a commutator, must have zero trace. Since its rank is one, it must be nilpotent. Therefore, we can enlarge {e 1 } to a basis e 1 , . . . , e n such that In particular, it follows that for all α and β ∈ C the matrix It follows that
Putting α = 2, we will get by the same argument, that
Since the (1, 2)-entry of [A 0 , B 0 ] is not zero, this is a contradiction.
It is natural to ask how much the conditions of Theorem 3.8 can be relaxed. The following simple example shows that the algebras in the statement of the theorem cannot be replaced with semigroups.
Example 3.9. Let E ij denote the (i, j)-matrix unit (that is, a matrix whose (i, j)-entry is equal to one and all other entries are zeros). Consider S 1 = {E ij : 1 i, j n} ∪ {0}, and S 2 = {E 11 }.
Obviously, both S 1 and S 2 are semigroups. It is easy to see that rank [A, B] 1 for all A ∈ S 1 and B ∈ S 2 , and rank one is attained. However S 1 ∪ S 2 does not have a common invariant subspace because S 1 is already irreducible. It follows that α = 0 and so
In particular, we conclude that y ∈ M. Now, let z ∈ C n be arbitrary. Then for every A ∈ L we have
where γ is some scalar. It follows that BAz ∈ M. Since this holds for all A ∈ L, we conclude that BM ⊆ M. Since A is an algebra, both M and N are A-invariant. By Levitzki's theorem (see [10] or [19 Proof. Since A is semi-simple, it is similar to a C * -algebra (see, for example, [11, Corollary 24]). We will assume that the similarity has been applied. By standard theory of C * -algebras, as described, for example, in [4] , a C * -algebra of matrices is unitarily equivalent to a direct sum A 1 ⊕ A 2 ⊕ · · · ⊕ A k of C * -algebras with uniform multiplicity, and each A j is an amplification of a full matrix algebra.
Since A is assumed to be non-scalar, by stadard theory self-adjoint algebras it admits a non-scalar (self-adjoint) projection E ∈ A. By Proposition 3.2, either ran(E) or ker(E) is L-invariant. This proves the first part of the proposition. Now, if k 2, then the projection E can be chosen to be I ⊕ 0 ⊕ · · · ⊕ 0, so that it commutes with A. Therefore, in this case ran(E) and ker(E) are A-invariant, and we get a common A ∪ L-invariant subspace.
The only case that needs to be considered separately is when A = M k (C) (m) is an amplification of a full matrix algebra. We claim that this case cannot happen if the commutators are not always zero. We first establish a simple auxiliary statement. It follows from the Claim above that each T ij is a multiple of identity, and hence T is a block matrix with scalar blocks. Therefore [T, A 0 ] = 0 for all A 0 ∈ A.
