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ABSTRACT. We show how a generic gauge field theory described by a BRST
differential can systematically be reformulated as a first order parent system
whose spacetime part is determined by the de Rham differential. In the spirit
of Vasiliev’s unfolded approach, this is done by extending the original space of
fields so as to include their derivatives as new independent fields together with
associated form fields. Through the inclusion of the antifield dependent part of
the BRST differential, the parent formulation can be used both for on and off-
shell formulations. For diffeomorphism invariant models, the parent formulation
can be reformulated as an AKSZ-type sigma model. Several examples, such as
the relativistic particle, parametrized theories, Yang-Mills theory, general rela-
tivity and the two dimensional sigma model are worked out in details.
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1 Introduction
When dealing with the types of gauge field theories that are of interest in theoretical
high energy physics, it is often useful to produce equivalent formulations that are local,
make rigid symmetries manifest or allow for an action principle (see e.g. [1, 2, 3] in the
context of higher spin fields). For instance, there has been a lot of focus on a first order
“unfolded” form [4, 5, 6, 7, 8, 9] of the equations of motion in the context of higher spin
interactions. In this approach the equations of motion are represented as a free differential
algebra (FDA). The latter structure was originally introduced in mathematics [10] and
independently in the context of supergravity [11, 12].
The characteristic feature of the formulation discussed in the present paper is that
spacetime derivatives enter exclusively through the de Rham differential acting on form
fields. Our aim is the systematic construction of such a first order formulation for generic
gauge theories.
In the linear case [13, 14], this problem has been solved by using a BRST first quan-
tized approach in combination with a version of Fedosov quantization [15]. Various
equivalent formulations, including the unfolded one, are then reached by reductions that
correspond to the elimination of cohomologically trivial pairs on the first quantized level.
Through related techniques, generalized symmetries of bosonic singletons of arbitrary
spin have been classified [16] and concise formulations of mixed symmetry higher spin
gauge fields on Minkowski and AdS spaces have been constructed [17, 18]. In this con-
text, let us also mention recent progress within the usual unfolded formalism in describing
free mixed-symmetry fields [19, 20, 21, 22].
For the non linear case treated in the present paper, we take as an input the antifield
dependent BRST differential of a starting point interacting theory, which encodes the
equations of motion, Noether identities, gauge symmetries and their compatibility con-
ditions [23, 24, 25, 26, 27] (see also [28, 29] for reviews). The parent theory is then
constructed in the form of an extended BRST differential by introducing the derivatives
of the starting point fields as new independent fields together with associated form fields
in such a way that all additional fields form generalized auxiliary fields.
Various reduced forms can then be obtained from the parent formulation by elimi-
nating one or another set of generalized auxiliary fields. In particular, such sets can be
related not only to trivial pairs of the original BRST differential but also to trivial pairs
for the extension of the original BRST differential by the horizontal differential, such as
those studied in [30, 31, 32]. The associated generalized tensor calculus and “Russian
formulas” (see [33] for the original derivation) give rise to corresponding geometrical
structures in the reduced formulations.
Besides the obvious connection with unfolding, free differential algebras and Fedosov
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quantization, the parent theory can also be interpreted as a generalized AKSZ sigma
model [34] originally proposed in the context of the Batalin-Vilkovisky formulation for
topological field theories (see also [35, 36, 37, 38, 39, 40, 41, 42, 43, 44]) for further de-
velopments). More precisely, the parent differential for non-topological theories contains
an extra term that can however be absorbed by a field redefinition in the diffeomorphism
invariant case.
Although in this paper we restrict ourselves to constructing a parent formulation for
a given gauge field theory for which the interactions are already known, ultimately our
aim is to use the techniques of the parent formalism to built new interacting models.
Indeed, the usefulness of the parent approach comes from the fact that it combines in a
unified framework the control over the underlying geometry and the manifest realization
of global symmetries of the unfolded approach [8, 9] with the cohomological control on
gauge symmetries provided by BRST theory which leads to systematic supergeometrical
and deformation theoretical techniques [45, 34, 46].
The paper is organized as follows. In Section 2.1, we quickly review the local field
theory set-up and the BRST differential that describes the gauge system. We then in-
troduce the necessary additional fields and operators and provide the parent form of the
differential in Sections 2.2 and 2.3. Technical details on conventions are relegated to an
Appendix. How the parent theory relates to the AKSZ approach and what it looks like
in the particular case of linear theories is discussed in the next two sections. General
aspects of reductions including cohomological tools are discussed in Section 2.6. We
then illustrate various features of our analysis on concrete models: we start with non-
degenerate systems, show how the parent formulation for a relativistic particle reduces
to its Hamiltonian formulation, discuss parent and unfolded formulations of Yang-Mills
theory, produce both off and on-shell versions of parent gravity and finally show how the
parent formulation of the Polyakov string gives rise to a gauge theory for the Virasoro
algebra.
2 Parent theory
2.1 Original BRST differential
The BRST formulation involves bosonic and fermionic fields zα(x). The set of fields is
graded by an integer degree g, the ghost number gh( ). Parity is denoted by | |. The
physical fields are among the ghost number zero fields, while ghosts and antifields of the
minimal sector are typically in positive and negative ghost numbers respectively.
Besides the local coordinates on the spacetime manifold, denoted by xµ with µ =
0, . . . , n − 1 and gh(xµ) = 0, the zα and their derivatives are local coordinates on the
NONLINEAR PARENT THEORY 5
fiber of an associated jet-bundle in an algebraic approach (see e.g. [47, 48, 49, 50, 51]
for reviews). The zα and their derivatives are denoted by zα(µ) with (µ) = µ1 . . . µk a
symmetric multi-index. Local functions are functions that depend on xµ, zα and a finite
number of their derivatives. The total derivative is defined as the vector field
∂µ =
∂
∂xµ
+ zαµ
∂
∂zα
+ zαµρ
∂
∂zαρ
+ · · · ≡ ∂
∂xµ
+
∂F
∂xµ
, (2.1)
where ∂
F
∂xµ
denotes the action of the total derivative on the fields zα and their derivatives.
For later use, we note that if we collect the jet coordinates as the coefficients of a Taylor
expansion,
zα(x) =
∑
k=0
1
k!
zαµ1...µkx
µ1 . . . xµk ≡ zα(µ)x(µ), (2.2)
the part of the total derivative that acts on the jet-coordinates is also uniquely defined
through the relation
d
dxµ
zα(x) =
∂F
∂xµ
zα(x). (2.3)
The dynamics and gauge symmetries of the theory are determined by a nilpotent
BRST differential s of ghost number one defined through
szα = Sα[x, z] , [s, ∂µ] = 0 , (2.4)
where Sα[x, z] are local functions. The second equations determines the “prolongation”
of s on the spacetime derivatives of the fields. A standard field theoretic way to represent
the BRST differential is through functional derivatives or using the condensed DeWitt
notation (see e.g. [52]),
s =
∫
dnxSα
δ
δzα(x)
= Sa
δ
δza
, sxµ = 0 (2.5)
where Sα is taken as a function of zα(x) and its usual derivatives, dnx = dx0∧· · ·∧dxn−1,
a = (α, xµ) and the summation convention includes integration over xµ.
The horizontal complex consists of the exterior algebra of dxµ with coefficients that
are local functions. Elements of this algebra are denoted by ω[x, dx, z], with dxµ con-
sidered as Grassmann odd, i.e., as anticommuting with all odd fields, gh(dxµ) = 0. The
horizontal differential is dH = dxµ∂µ. We assume that horizontal forms can be decom-
posed into field/antifield independent and dependent parts, ω[x, dx, z] = ω[x, dx, 0] +
ω̂[x, dx, z]. The bi-complex involving the latter is denoted by Ω̂∗,∗. A standard result is
then the “algebraic Poincare´ lemma”,
Hk(dH , Ω̂) = 0 for 06 k < n ,
ωn = dHη
n−1 ⇐⇒ δω
n
δzα
≡ ∂ω
n
∂zα
− ∂µ ∂ω
n
∂zαµ
+ · · · = 0. (2.6)
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The space of local functionals F̂ is defined as Ω̂∗,n/dHΩ̂∗,n−1. Important information on
physical properties of the system is contained in Hg(s, F̂), the local BRST cohomology
groups in ghost number g (see e.g. [45] and references therein).
When considering the total differential of the bi-complex, s˜ = s+ dH with degree the
sum of the ghost number and the form degree, another standard result is the isomorphism
Hg(s, F̂) ∼= Hg+n(s˜, Ω̂) , (2.7)
where the representative of Hg(s, F̂) is obtained by extracting the component of top form
degree n from a representative of Hg+n(s˜, Ω̂).
2.2 Extended space of fields and basic operations
If ΨA(x) denote the fields of the original formulation, the fields of the parent formula-
tion are given by ΨA(λ)[ν](x), where (λ) denotes a symmetric multi-index and [ν] a skew-
symmetric one. The fields without indices are identified with the fields of the original
formulation, ΨA()[](x) ≡ ΨA(x). By introducing additional Grassmann even variables yλ,
gh(yλ) = 0 and Grassmann odd variables θν , gh(θν) = 1, these fields can be collected in
a generalized superfield as follows
ΨA(x, y, θ) =
∑
k=0
∑
l=0
1
k!l!
ΨAλ1...λk|ν1...νl(x)θ
νl . . . θν1yλk . . . yλ1
≡ ΨA(λ)[ν](x)θ[ν]y(λ) .
(2.8)
Ghost numbers and parities of ΨA(λ)[ν](x) are then assigned so that the total ghost number
and parity of ΨA(x, y, θ) is equal to that of ΨA(x) by taking the degrees of θν into ac-
count, gh(ΨAλ1...λk |ν1...νl(x)) = gh(Ψ
A(x))− l. In the algebraic approach described in the
previous section, the xµ dependence of the fields is replaced by considering the jet-bundle
coordinates ΨA(λ)[ν](µ) and
ΨA(x, y, θ) = ΨA(µ)(λ)[ν]θ
[ν]y(λ)x(µ) . (2.9)
In the parent formulation, the algebra of local functions is taken as the algebra of functions
in xµ,ΨA(µ)(λ)[ν], where each function depends on a finite number of xµ derivatives, i.e.,
there is no dependence on fields with index µ1 . . . µk with k strictly greater than some
integer.
Consider then the algebra A of differential operators acting from the right in the
space of functions in xµ, yλ, θν . By identifying ΨA(µ)(λ)[ν] as elements of the basis dual
to x(µ)θ[ν]y(λ), one naturally makes linear functions in ΨA(µ)(λ)[ν] into a left A module.
Explicitly, if O is the linear operator acting on x(µ)θ[ν]y(λ) and OF the associated linear
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operator acting on ΨA(µ)(λ)[ν], we have
OFΨA(x, y, θ) = (−1)|O||A|ΨA(x, y, θ)O ,
OF1 OF2 ΨA(x, y, θ) = (−1)(|O1|+|O2|)|A|ΨA(x, y, θ)O1O2 .
(2.10)
where |O| and |A| is the Grassmann parity of O and ΨA(x, y, θ) respectively. One then
extends this A-action to generic functions in ΨA(µ)(λ)[ν] through the graded Leibnitz rule
as a vector field acting from the left, which we continue to denote by OF .
Because both the functions in x, y, θ and those in ΨA(µ)(λ)[ν] are modules for A consid-
ered as a Lie algebra, the map O 7→ OF respects the graded commutator,
[OF1 ,OF2 ] = [O1,O2]F . (2.11)
Here ΨA(x, y, θ)[O1,O2] = (ΨAO1)O2 − (−1)|O1||O2|(ΨAO2)O1. Some details on the
origin of these conventions are given in the Appendix.
2.3 BRST differential of parent theory
If sΨA = SA[x,Ψ] with [s, ∂µ] = 0 defines the BRST differential of the original theory,
which involves only the coordinates referring to xµ derivatives, the action of s¯ on ΨA,
s¯ΨA = S¯A[x,Ψ] is defined by replacing in SA[x,Ψ] the indices corresponding to xµ
derivatives with the same indices corresponding to yλ derivatives. It thus follows that S¯A
depends on xµ and ΨA’s with indices (λ) corresponding to yλ variables, but no (µ) nor
[ν] indices. The action of s¯ is then extended to ΨA(µ)(λ)[ν] by requiring that
[s¯, ∂µ] = 0, [s¯,
∂F
∂θν
] = 0, [s¯,
∂
∂xλ
+
∂F
∂yλ
] = 0 . (2.12)
Let d = θµ ∂
∂xµ
and σ = θλ ∂
∂yλ
. If their action from the right is defined by ΨAd =
ΨA
←
∂
∂xµ
θµ and ΨAσ = ΨA
←
∂
∂yµ
θµ, where the arrow denotes right derivatives, (2.10) im-
plies:
dFΨA = dΨA , σFΨA = σΨA . (2.13)
In particular, when acting on ΨA(µ)(λ)[ν], dF and σF remove an index from the collection of
[ν] indices and add it to the (µ) respectively the (λ) indices,
dFΨAµ1...µk |(λ)|ν1...νp = (−1)ApΨAµ1...µk [ν1|(λ)|ν2...νp] ,
σFΨA(µ)|λ1...λk|ν1...νp = (−1)ApΨA(µ)|λ1...λk[ν1|ν2...νp] .
(2.14)
The BRST differential of the parent theory is the ghost number 1 operator defined
through
sP = dF − σF + s¯. (2.15)
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In order to show that s is nilpotent, one only needs to show that
[dF − σF , s¯] = 0 , (2.16)
since both dF −σF and s¯ are nilpotent by construction. Let us first note that by definition
of dF and σF , one obviously gets
[dF − σF , s¯]ΨA(µ)(λ)[ ] = 0 , (2.17)
if there are no antisymmetric ν indices. Furthermore,
[
∂F
∂θµ
, [dF − σF , s¯]] = [ ∂
F
∂xµ
− ∂
F
∂yµ
, s¯] = 0 , (2.18)
where one has used (2.11), the second of (2.12) and finally the difference between the first
and the third relation of (2.12). It then follows that [dF − σF , s¯] vanishes on all ΨA(µ)(λ)[ν].
To connect to other formulations, let us recall how physical fields, equations of motion
and gauge symmetries are encoded in the parent formulation (see [13, 53] for more de-
tails). The physical fields are among the ghost number 0 fields where one in general also
finds auxiliary fields and pure gauge degrees of freedom. In particular, if gh(A) denotes
the ghost degree of ΨA, then there are no physical fields associated to ΨA if gh(A) < 0,
and for gh(Al) = l> 0, there are some among the ghost number 0 fields ΨAl(λ)ν1...νl . De-
noting all the parent formulation fields at ghost degree l by Ψαl the equations of motion
and gauge transformations for the ghost number 0 fields can be written as
(sPΨα−1)
∣∣
Ψαk=0 for k 6=0 = 0 , δΨ
α0 = (sPΨα0)
∣∣
Ψαk=0 for k 6=0,1 , (2.19)
where for the former, all fields with ghost number different from zero are put to zero,
while for the latter, one keeps in addition to the ghost number 0 fields, those in ghost
number 1 which are replaced by gauge parameters. In a similar way, reducibility relations
for equations of motion and for gauge transformations can be read off from sP in the
sector of fields of higher positive and negative ghost numbers.
2.4 AKSZ-type sigma model
The structure of the parent theory BRST differential (2.15) is very similar to that defining
AKSZ sigma models [34]. More precisely, the BRST differential of the non-Lagrangian
version of an AKSZ sigma model is defined by
sAKSZΨa(x, θ) = dΨa(x, θ) +Qa(Ψ(x, θ)) , (2.20)
where Qa are the components of an odd nilpotent vector field on the space with coordi-
nates Ψa.
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It is then straightforward to see that an AKSZ sigma model corresponds to a parent
theory for which all fields with λ indices related to yλ derivatives vanish and σF is absent.
Furthermore, s¯ is required not to involve the space-time coordinates explicitly. In other
words, s¯Ψa is restricted to be a function of Ψb alone.
Whereas one can freely change coordinates xµ of the base space of an AKSZ sigma
model without affecting the differential provided the θ prolongations of the fields Ψa
transform tensorially, this is no longer true for a generic parent differential due to the σF
term. Note however that a parent differential, for which this term is absent and there is
no explicit xµ dependence, is of AKSZ-type if one takes the indices a to be given by the
collection A(λ). As we will show below, this is the case for diffeomorphism invariant
theories, after a suitable field redefinition. It thus follows that changes of coordinates in
the base space together with the associated tensorial transformation laws for the fields, do
not affect this type of parent differentials either.
2.5 Linear theories and first quantized description
Let us illustrate the construction for linear theories and connect to the formulation given
in [13]. As a first step, one introduces an auxiliary superspace H whose basis elements
eA are associated to the fields ΨA and defines gh(eA) = −gh(ΨA), |eA| = −|ΨA|. The
space of H-valued space-time functions can be then regarded as the space of states of a
BRST first-quantized system. Indeed, using the string field Ψ(x) = ΨA(x)eA, one can
define the first quantized BRST operator acting from the right according to
sΨ = ΨΩ , (φAeA)Ω = φ
A(x)ΩBA(
←
∂
∂x
, x)eB . (2.21)
The nilpotency of s then implies the nilpotency of the operator Ω and vice-versa. In
addition Ω carries a unit ghost number and hence determines a first quantized BRST
system. The starting point field theory then appears as the gauge field theory associated
to this first-quantized system [54].
In first quantized terms, the parent theory is obtained by extending H to HT through
tensoring with the Grassmann algebra generated by variables θµ and formal power se-
ries in yµ. On the HT -valued functions, the BRST operator that gives rise to the parent
differential sP through (2.21) is defined by
Ω
T = d− σ + Ω¯ , (2.22)
where Ω¯ denotes the starting point BRST operator Ω extended to act on HT and with ∂
∂xµ
replaced with ∂
∂yµ
and xµ with xµ + yµ.
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2.6 Reductions
The usefulness of the parent theory has to do with the possibility to arrive at other equiv-
alent formulations just by eliminating one or another set of generalized auxiliary fields.
A practical way to identify such fields is obtained by relating them to a part of the parent
differential sP using standard homological techniques.
2.6.1 Generalized auxiliary fields and algebraically trivial pairs
Let us briefly recall the notion of generalized auxiliary fields at the level of equations of
motion. Suppose that, after an invertible change of coordinates possibly involving deriva-
tives, the set of fields zα splits into ϕi, wa, va such that the equations swa|wa=0 = 0,
understood as algebraic equations in the space of fields and their derivatives, are equiva-
lent to va = V a[ϕ] in the sense that they can be algebraically solved for fields va. Fields
w, v are then called generalized auxiliary fields. In the Lagrangian framework, fields w, v
are in addition required to be second-class constraints in the antibracket sense. In this
context, generalized auxiliary fields were originally proposed in [55]. Generalized auxil-
iary fields comprise both standard auxiliary fields and pure gauge degrees of freedom as
well as their associated ghosts and antifields.
As explained in section 3.2 of [13], there is a reduced differential associated to the
surface defined by the equations
wa = 0, va − V a[ϕ] = 0 . (2.23)
This reduced differential is defined on the space of fields ϕi and their derivatives through
sRϕ
i = sϕi|wa=0, va=V a[ϕ].
By following the reasoning in the proof of proposition 3.1 of [13], it can then be
shown that there exists an invertible change of fields from zα to wa, swa, ϕiR such that
sϕiR = S
i
R[ϕR]. If in addition this change of variables is local, the fields wa, swa are
called algebraically trivial pairs. Conversely, it follows directly from the form of the
differential in these variables that wa and swa are generalized auxiliary fields. Finally,
it can easily be shown that ϕiR and ϕi differ only by terms that vanish when wa, swa
vanish and then that sϕiR and sRϕi agree when wa and swa vanish. In other words, in this
case the reduced theories are identical and the concepts of algebraically trivial pairs and
generalized auxiliary fields are the same.
If we restrict to local generalized auxiliary fields, the BRST cohomology, both the
standard and the one modulo the horizontal differential dH , of s involving all the fields
zα is isomorphic to the one involving the fields ϕiR alone, or, what is the same, to the
one of sR involving ϕi alone. Since these cohomology classes contain relevant physical
information (see e.g. [45] for details and references), it is natural to consider as equivalent
the original and the reduced theories.
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In many cases the new variables ϕiR are indeed local functions. This includes for
instance all linear systems but it does not need to be so in general. Indeed, the ϕiR are
constructed as power series in the variables wa, va which do not necessarily terminate or
sum up to local functions. The elimination of generalized auxiliary fields is then not a
strictly local procedure and can in principle affect the local BRST cohomology groups.
Except for the case of parametrized theories discussed in Section 2.8, we only consider lo-
cal generalized auxiliary fields. The generalized auxiliary fields relating the parametrized
and non-parametrized formulations of the same theory are manifestly nonlocal. This is
so because through parametrization, one reformulates the theory in terms of constants
of motion which are by construction nonlocal expressions of the original variables (see
e.g. [28]).
2.6.2 Degrees
By using appropriate degrees, generalized auxiliary fields can be identified by focusing
on only a part of the BRST differential.
A technical assumption satisfied in all models of interest is that the original BRST
differential and thus also the parent differential sP does not contain constant terms, or in
other words, that there is no term of degree −1 in an expansion in terms of homogeneity
in the fields.
Let us more generally assume that the space of fields carries a suitable degree such that
the degree of the independent fields is bounded from above and that the decomposition
of the BRST differential has a lowest degree sp, which we take for definiteness to be
p = −1,
s = s−1 + s0 + . . . deg sk = k, (2.24)
where s−1 commutes with the total derivative ∂µ. Note that the considerations below
remain true for different values of p. We then have:
Proposition 2.1. Algebraically trivial pairs for s−1 are generalized auxiliary fields of the
theory determined by s.
Proof. Indeed, by assumption there is a coordinate system (wa, va, ϕiR), such that s−1wa =
va and s−1ϕiR = SiR[ϕR]. It follows that
swa = va +
∑
k=0
skw
a. (2.25)
Equations swa|wa=0 = 0 can be uniquely solved with respect to va. To see this, suppose
that vam are the variable(s) having the maximal degree m among va-variables. Variables
wam have degree m + 1 while the terms
∑
k=0 skw
am have degree m + 1 or higher and
hence the linear part of these terms cannot involve v-variables. Repeating the argument
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for degree m− 1 and lower shows that swa|wa=0 = 0 can be solved to linear order. In the
space of formal series in variables w, v the equation swa|wa=0 = 0 can be then uniquely
solved with respect to va order by order.
The theory determined by s can thus be reduced to the one involving the fields ϕiR
alone by eliminating generalized auxiliary fields. Suppose now that s−1 takes the form
s−1 = v
a ∂
∂wa
. If in addition the cohomology of s−1 is concentrated in degree 0, the BRST
differential of the reduced theory has the particularly simple form
sRϕ
i
R = (sϕ
i
R)|v=0 = (s0ϕiR)|v=0. (2.26)
Indeed, in this case, the equation swa|wa=0 = 0 is solved by va = 0. This is so because
its solution, which has the form va = V a[ϕR] for some local functions V a, implies that
those va that have nonvanishing degree vanish as the degree of all the ϕiR is zero. Let now
va0 denote those va that have vanishing degree. Equation swa0|w=0 = 0 gives −va0 =
(s0w
a0 + s1w
a0 + . . .)|wa=0. But all the terms on the right hand side have positive degree
and hence cannot be local functions of ϕiR unless they vanish.
Note that it can be useful not to identify and eliminate the variables va0 with vanishing
degree explicitly and to keep them in the reduced theory. Indeed, s0va0 can only depend
on variables ϕiR and va0 . By eliminating all variables w, v but va0 , the reduced theory is
determined by the BRST differential s0 and the constraints va0 = 0.
2.6.3 Target space reductions
For the case of the parent theory, consider the negative of the target-space ghost number,
i.e., the prolongation to the parent theory of the original ghost number that does not take
into account the number of ν indices. It follows that sP = sP−1 + sP0 , where sP−1 = s¯ and
sP0 = d
F − σF . Using this degree which is bounded from below, it follows in particular
that:
Proposition 2.2. Algebraically trivial pairs for the original BRST differential s give rise
in the parent formulation to a family of generalized auxiliary fields comprising all their
descendants obtained through ∂
F
∂θν
and ∂
F
∂yλ
derivatives.
In this case, the reduction of the fields ΨA(µ)(λ)[ν] thus involves only the A indices and
the reduced theory is simply the parent extension of the reduction sR for the original
BRST differential s.
Furthermore, consider trivial pairs for the BRST differential s that are not necessarily
algebraic. In other words, the separation of the jet-coordinates into trivial pairs and the
remaining coordinates does not respect the differential structure encoded in ∂µ. In terms
of the parent theory, the same trivial pairs for s¯ in terms of yλ derivatives are now algebraic
as they do not involve the xµ derivatives at all. Of course, the separation now does not
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respect the differential structure with respect to the yλ derivatives, but still does for the θν
derivatives. We thus also have:
Proposition 2.3. Trivial pairs for s that are not necessarily algebraic give rise to a family
of generalized auxiliary fields of the parent theory which comprises all their descendants
obtained through ∂F
∂θν
-derivatives.
2.6.4 Going on-shell
Consider now a gauge theory described by an antifield dependent BRST differential that
is expanded according to the antifield number,
s = δ + γ + s1 + . . . , (2.27)
where δ denotes the Koszul-Tate differential [56] which satisfies standard regularity as-
sumptions (see [57] for the case of local field theories). In this case, δ = va ∂
∂wa
but the
point is that the trivial pairs for δ are not algebraic. The contracting homotopy ρ = wa ∂
∂va
does not commute with the total derivative ∂µ [58]. If one concentrates on the BRST co-
homology in the space of local functions or horizontal forms, this is not an issue and the
cohomology of δ is indeed concentrated in degree 0. Not eliminating va0 explicitly cor-
responds to the case of considering the weak cohomology of γ, i.e., the cohomology of γ
modulo the relations imposed by the equations of motions. Note however that in the case
of local functionals there generically is non-trivial cohomology of δ in strictly negative
degree because the trivial pairs are not algebraic, see e.g. [45, 59] for the relation between
the cohomology of s and γ in this case.
For the parent theory, using the degree given by minus the target-space ghost number
in a first stage, and then the extension of the antifield number to the parent theory in a
second stage, the piece δ¯ of s¯ that corresponds to the prolongation of δ is in lowest degree.
Moreover the degree of fields is bounded from above. In terms of a local field theory in
x-space, the elimination of the trivial pairs for its cohomology is now algebraic, but of
course does not respect the λ indices in the sense that it does not commute with ∂
F
∂yλ
in
the case of non trivial equations.
Since the cohomology of δ¯ is concentrated in antifield number zero, neither the µ nor
the ν indices are affected, and the reduced theory has a differential whose part involving
space-time derivatives ∂
F
∂xµ
is still dF alone, the remainder of the differential is of antifield
number 0 and no fields of antifield number different from zero remain. The theory is
reduced to the prolongation of the stationary surface and the variables va0 are precisely
the lhs of the equations of motion expressed in terms of yλ derivatives. Keeping them
in the formulation allows one not to choose explicitly independent coordinates on the
stationary surface. Moreover, with these variables kept, the reduced differential becomes
simply dF − σF + γ¯.
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2.6.5 Equivalence of parent and original theory
The main statement that justifies the introduction of the parent theory is:
Proposition 2.4. The parent theory determined by sP can be reduced to the starting point
theory through the elimination of the generalized auxiliary fields.
Proof. The proof very closely follows the one for linear systems in [13]. Let N∂x be the
operator that counts the number of xµ derivatives on the fields in the original theory,
N∂x =
∑
k=0
kΨAµ1...µk
∂
∂ΨAµ1...µk
. (2.28)
By assumption, the original differential s is local in the sense that s involves a finite
total number of derivatives, or in other words, the decomposition of s into homogeneous
components of −N∂x is bounded from below, say by −T . It then follows that the same
is true for s¯ in the parent theory in terms of yλ derivatives on the fields counted by the
operator
N∂y =
∑
k=0
kΨA(µ)λ1...λk[ν]
∂
∂ΨA(µ)λ1...λk[ν]
. (2.29)
The grading is then choosen as −N∂y+ T× (target-space ghost number). It follows that
the lowest part of sP is −σF in degree −1, while dF is in degree 0 and s¯ contains terms
that are of degree greater or equal to zero. For the lowest part, all additional fields of
the parent formulation form algebraically trivial pairs. Indeed, if ρ =
←
∂
∂θµ
yµ and Ny,θ =
←
∂
∂yµ
yµ +
←
∂
∂θµ
θµ, we have [σ, ρ] = Ny,θ which implies the corresponding relation for the
prolongation of these operators acting on the space of fields due to (2.11). The result then
follows by using the standard homotopy formula.
According to subsection 2.6.2, the additional fields of the parent theory are thus gen-
eralized auxiliary fields. We still have to show that the reduced differential coincides with
the starting point differential s. In order to do so, the fields ΨA(λ)[ν](x) are split as follows:
ϕi(x) = ΨA()[](x) ≡ ΨA(x), the fields wa(x) which form a basis of the image of ρF acting
on the space of fields, and the fields va = σFwa which by construction form a basis of
the image of σF . The fields wa(x), va(x) can be expressed in terms of suitable Young
tableaux involving the λ and ν indices, but explicit expressions are not needed for the
proof.
To compute the reduced differential, we have in a first step to solve the equations
sPwa
∣∣
w=0
= 0 (2.30)
with respect to va. Consider the degree which counts the number of skew-symmetric ν
indices,
N∂θ =
∑
l=0
lΨA(µ)(λ)ν1 ...νl
∂
∂ΨA(µ)(λ)ν1...νl
. (2.31)
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and split the wa, va according to their degree. In particular, σF and dF lower the degree
by 1, ρF raises it by 1, while s¯ is of degree 0, as can be seen from (2.12). It also fol-
lows that the va’s have non-negative degree, while the wa’s have strictly positive degree.
When acting on wa’s of lowest degree 1, ΨA()|ν1 , Ψ
A
(λ1|ν1)
, . . . , (2.30) gives the sequence of
equations (
∂λ1Ψ
A −ΨAλ1|[] + (−1)|A|s¯ΨA()|λ1
)∣∣
w=0
= 0 ,(
∂(λ1Ψ
A
λ2)|[] −ΨAλ1λ2|[] + (−1)|A|s¯ΨA(λ1|λ2)
)∣∣
w=0
= 0 ,
. . . .
(2.32)
Since s¯ is of degree 0, in each of these equations, the last term on the left hand side is
necessarily proportional to va’s of degree 1 which implies that the above equations can
successively be solved for the va of degree 0 as ΨAλ1...λk|[] = ∂λ1...λkΨ
A + O(1), where
O(k) denotes terms that are proportional to va’s of degree k.
Let us split the variables va, wa with respect to both degrees N∂y and N∂θ such that
N∂yvak,l = kvak,l andN∂θvak,l = lvak,l and analogously forw. Note that there are neitherwak,0
nor va0,l, v
a
k,n, where n is the space-time dimension. Working in the space of polynomials
in vak,l with l > 0, let us consider the equations(
(dF − σF + s¯)wak,m
)|w=0 = 0. (2.33)
For m = n, at linear order in vak,l, the last term necessarily involves var,n with r> k
and hence vanishes. The equation then expresses vak+1,n−1 through the derivatives of
vak,n−1. Because there are no va0,l induction in k shows that vak,n−1 all vanish at linear
order. Repeating the argument for m = n − 1 and so on shows that all vak,l with l > 0
vanish at the linear order. Higher order corrections are necessarily proportional to vak,l
with l > 0 this remains true to all orders. This shows that ΨAλ1...λk|[] = ∂λ1...λkΨ
A
.
In the second and last step, we compute the reduced differential,
sRΨ
A = (sPΨA)|wa=0,va=va[ΨA] = (s¯ΨA)|wa=0,va=va[ΨA] , (2.34)
which reduces to the original differential s because s¯ΨA is by definition sΨA where the
xµ derivatives of ΨA are replaced with the corresponding yλ derivatives, but the latter are
precisely the va’s of degree 0.
Remark 1: Instead of assuming polynomials in vak,l, i.e., in some of the fields that
carry ν indices, one can repeat the proof assuming polynomials in fields with nonvanish-
ing ghost degree. This assumption can be more natural from the point of view of BRST
theory and would allow for nonpolynomial expressions in form-fields.
Remark 2: From the above proof, it appears that it is possible to eliminate only a part
of the contractible pairs w, v for σF . Namely, one can eliminate only wk,l and vk,l with
k+l>M for someM . Of course in this case, some vk,l with l > 0 do not vanish anymore
but are expressed through derivatives of the remaining fields. For M = 0, one recovers
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the original theory while for M sufficiently large, lower order equations are unaffected
and remain first order. By such a consistent truncation, one can arrive at a first order
formulation with a finite number of fields. This is just the parent theory counterpart of the
usual truncation of the infinite jet space to a finite one in the case of equations involving
a finite number of derivatives.
2.6.6 Contractible pairs for s˜
Consider now as a starting point the extended BRST differential s˜ = θµ∂µ + s that acts
in the space of local functions with an explicit dependence in θµ. When constructing the
associated parent differential, one first has to replace the x derivatives of the fields in s˜ΨA
by y derivatives. This gives a differential s˜ = θµ( ∂
∂xµ
+ ∂
F
∂yµ
) + s¯ acting on the space of
y-derivatives ΨA()(λ)[] of ΨA.
Treating x, θ as independent variables and the y-derivatives of ΨA as dependent vari-
ables, the prolongation of s˜ΨA to the entire jet space (i.e., to the x and θ derivatives of
ΨA()(λ)[]) is obtained by using the total x and θ-derivatives, ∂µ, ∂θν = ∂∂θν + ∂
F
∂θν
(see e.g. [47]
for details on prolongations): 1
(s˜)P = θµ(
∂
∂xµ
+
∂F
∂yµ
) + dF − σF + s¯ . (2.35)
It follows that the standard parent differential for s is related to ¯˜s through
sP = (s˜)P
∣∣
θ=0
. (2.36)
In other words, the dF−σF term of the parent differential is automatically generated from
the parent prolongation of the term θµ∂µ in s˜. This property can be used as follows:
Proposition 2.5. Trivial pairs for s˜ give rise to a family of generalized auxiliary fields
comprising all descendants obtained through total θ derivatives at θ = 0.
Proof. By assumption, in the original theory there are new independent variables w =
w(x, θ,Ψ), v = v(x, θ,Ψ) such that s˜w = v. In the expression for w, v we replace x-
derivatives by y-derivatives so that (s˜)Pw = v. It then follows from (2.36) that sPw|θ=0 =
v|θ=0. Let wν1...νk = (∂θν1 . . . ∂θνkw)|θ=0 and vν1...νk = (−1)k(∂θν1 . . . ∂θνkv)|θ=0. Using
[∂θµ, s˜
P ] = ∂
∂xµ
+ ∂
F
∂xµ
one finds
(dF − σF + s¯)wν = vν + ( ∂∂xν +
∂F
∂xν
)w , (2.37)
1Strictly speaking the prolongation should be done using ∂
∂θµ
− ∂F
∂θµ
as a total derivative. We use here
the prolongation modified by a change of signs for the θ-derivatives in order to fit the convention for the
parent differential used in the rest of the paper. Alternatively, consistent signs can be achieved by starting
with s˜ = −dH + s or by exchanging the sign of the dF − σF term in the parent differential.
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and similar formulas for higher wν1...νk and vν1...νk . Using as a degree N∂θ , one observes
that the equations (dF −σF + s¯)wν1...νk = 0 can be algebraically solved for vν1...νk , so that
wν1...νk and vν1...νk are indeed generalized auxiliary fields for the parent theory. Note in
particular that, for x-independent w’s, equation (2.37) implies that the wν1...νk and vν1...νk
are simply contractible pairs for −σF + s¯.
2.7 Diffeomorphism invariant theories
Suppose that the starting point theory is diffeomorphism invariant and that diffeomor-
phisms are among the generating set of gauge transformations. By this we mean that
there is no explicit xµ dependence in the starting point BRST differential, and thus also
none in the parent differential. Furthermore, the starting point theory has diffeomorphism
ghost fields ξµ (replacing the vector fields parametrizing infinitesimal diffeomeorphisms)
among the fields ΨA and the part of sΨA that involves the undifferentiated ξµ is given by
s′ΨA = ξµ∂µΨ
A for all ΨA. When suitably prolonged to all derivatives of the fields, this
means that s = s′ + s′′ where s′′ does not depend on the undifferentiated ξµ.
At the level of the parent theory, this implies in particular that s¯ contains ξλ ∂
F
∂yλ
as
the only piece which depends on the undifferentiated diffeomorphism ghosts ξλ. From
the prolongation formulas (2.12), it also follows that, when acting on ΨA(µ)λ1...λl|ν1...νk , the
piece originating from s′ and containing no derivatives of the diffeomorphism ghosts but
one of type θν is given by (−1)Akξλ()()[ν1|ΨA(µ)λλ1...λl|ν2...νk]. Note also that this is the only
term in the parent differential that depends on ξλ()()ν .
The piece −σF in the parent differential sP can then be absorbed through the field
redefinition
ξλ()()ν → ξλ()()ν + δλν . (2.38)
Since all other terms of the parent differential are unaffected, the parent differential in
terms of the new fields takes the form
sP = dF + s¯ , (2.39)
where s¯ = s¯′ + s¯′′ is precisely the prolongation of the original BRST differential. If one
regroups the λ indices corresponding to the yλ derivatives together with the A indices and
considers the ΨA(λ) as coordinates of a Q-manifold, we have:
Proposition 2.6. The parent formulation of a diffeomorphism invariant theory is of AKSZ-
type with an infinite-dimensional target space that contains all derivatives of the original
fields and a Q-structure that coincides with the starting point BRST differential
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2.8 Parametrized theories
As we have seen, the parent formulation is simpler if the starting point theory is dif-
feomorphism invariant. Of course, any theory can be made diffeomorphism invariant
through parametrization. This means that the independent variables, the coordinates of
space-time, become fields on the same level as the other fields, while new arbitrary pa-
rameters are introduced instead of the original independent variables. In this section, we
analyze the parent formulation for parametrized theories.
One way to construct the parametrized parent formulation is to first make the theory
diffeomorphism invariant and then to construct its parent formulation following the gen-
eral procedure explained in the previous sections. Another possibility is to parametrize
directly in the parent formulation by adding extra fields and gauge symmetries. It turns
out to be more economical and instructive to directly build the parametrized parent for-
mulation from scratch.
Suppose that the original gauge theory involves a space-time with coordinates ya,
fields ΨA, and a BRST differential s defined by sΨA = sA[Ψ, y] and [∂a, s] = 0, where
∂a denotes total derivative with respect to ya. As before, we introduce Grassmann odd
variables ξa, gh(ξa) = 1 standing for dya so that horizontal forms become functions of
ΨA(a), y
a, ξa. The space of horizontal forms is equipped with the total BRST differential
s˜ = s + ξa∂a. Note that we have changed notations with respect to the considerations
in 2.1 because we reserve xµ, θµ to denote the space-time coordinates and their differen-
tials after parametrization.
Let us then consider the AKSZ-type sigma model with target space the extended jet
space with coordinates ΨA(a), ya, ξa equipped with the differential s˜ and source space the
extended space-time manifold with coordinates xµ, θµ. We call the resulting theory the
parametrized parent formulation.
Proposition 2.7. The parent formulation as defined in Section 2.3 can be obtained through
the elimination of the following generalized auxiliary fields from the parametrized parent
formulation:
ya − Y a(x), yaν1...νk , k > 0 ξa, ξaν +
∂Y a
∂xν
, ξaν1...νk , k > 1 . (2.40)
Here Y a(x) define an invertible change of space-time coordinates. To obtain both formu-
lations in the same coordinates, one takes Y a(x) = δaµxµ.
Proof. It is straightforward to check that fields (2.40) can be eliminated by imposing the
following constraints
∂F
∂θν1
. . .
∂F
∂θνk
(ya − Y a(x)) = 0 , (dF + ¯˜s) ∂
F
∂θν1
. . .
∂F
∂θνk
(ya − Y a(x)) = 0 , (2.41)
NONLINEAR PARENT THEORY 19
so that they are indeed generalized auxiliary fields. After the reduction, the terms in
the reduced differential originating from ξa ∂
∂ya
in s˜ give rise to precisely −σF if one in
addition takes Y a = δaµxµ. Finally, the terms dF and s¯ remain intact.
It is important to stress that in contrast to other reductions considered in this paper,
the elimination of variables (2.40) is not a strictly local operation. In addition to the ex-
plicit space-time dependence of the gauge condition ya = Y a(x), the elimination breaks
locality in the sense described in Section 2.6. Namely, in the space of local functions, it
is impossible to decouple variables (2.40) and the remaining variables ΨA and their θ, y-
descendants. Indeed, looking for a completion Ψ˜A such that (dF + ¯˜s)Ψ˜A is a function of
Ψ˜A and their descendants, one finds that Ψ˜A necessarily involves derivatives of arbitrarily
high order (see [32] for an algebraically similar example in the context of local BRST
cohomology) and hence such Ψ˜A do not exist in the space of local functions.
In spite of this nonlocality, the local BRST cohomology of the parametrized parent
formulation is isomorphic to that of the starting point theory. Indeed, the local BRST
cohomology of the AKSZ-type sigma model with the target space differential being s˜ is
isomorphic to s˜-cohomology of the target space local functions [44] and hence coincides
with that of the starting point theory.
The parametrized parent formulation can be also used as a shortcut to parent formula-
tion for diffeomorphism invariant theories. If the starting point theory is diffeomorphism
invariant s˜ can be brought to the form ξa ∂
∂ya
+ s by redefining the diffeomorphism ghosts
by ξa (see e.g. [58, 30]). In this case ξa and ya are algebraically trivial pairs and can be
eliminated so that the parametrized parent formulation reduces to that of Proposition (2.6).
To complete the discussion of parametrization and to make contact with the literature,
let us show how the parametrized parent formulation can be seen as a systematic way
to obtain a manifestly diffeomorphism invariant form for theories invariant under some
space-time symmetries. Without trying to be exhaustive, let us for simplicity assume that
the starting point theory is translation invariant so that the BRST differential is ya inde-
pendent for a suitable choice of space-time coordinates. One can then consistently drop
the ya-fields in the parametrized parent formulation as these variable are completely de-
coupled from the rest. In this case, the reduction to the usual parent formulation can be
seen as imposing the gauge condition ξa = 0, ξaν = −∂Y
a
∂xν
, ξaν1...νk = 0 so that the theory
itself and its reduction to the usual description can be defined without any reference to
fields originating from y. The roˆle of the ξa variables can also be given another interpre-
tation: for a translation invariant theory the starting point s˜ can be considered as acting
on the truncated jet space that does not involve the ya-variables. Variables ξa can then
be interpreted as constant ghosts that take the translation symmetry into account in the
BRST differential.
This has a straightforward generalization to the case where translations are part of a
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larger global space-time symmetry algebra such as the Poincare´, AdS or conformal alge-
bras for instance and results in the formulation where this symmetry algebra is realized
in a manifest way. Formulations of this type are extensively used in the context of the
unfolded approach (see. [8, 9] and references therein) and were also used in [14, 60, 16]
in the context of parent-like formulations.
2.9 Local BRST cohomology
It is instructive to see how the BRST and the local BRST cohomology, which are by con-
struction isomorphic to the ones of the original theory, appear in the parent formulation.
Let us begin with the cohomology in the space of local functions. In the case of the parent
formulation it is natural to consider functions that are local in the sense that they depend
on both x and y-derivatives of the fields only up to some finite order. The isomorphism
of BRST cohomologies in the space of local function can be seen as follows: take as a
degree N∂θ + N∂y . The lowest order terms in sP is sP−1 = dF . Its cohomology is given
by local functions that do not depend on both x and θ derivatives of fields. The reduced
differential is simply s¯ restricted to act on the space of local functions in x and ΨA()(λ)[].
Exchanging the role of x and y derivatives this complex can be identified with the starting
point BRST complex.
As briefly explained at the end of section 2.1, in order to compute the local BRST
cohomology, one has to compute the cohomology of s˜P = sP + dH in the space of hor-
izontal forms. When identifying θν ≡ dxν , this simply amounts to including an explicit
θν dependence in the space of local functions. To explicitly verify the isomorphism, let
us again take as a degree N∂θ +N∂y so that the lowest term in s˜P is again dF . Identifying
its cohomology with functions in ΨA()(λ)[], xµ, θν and repeating the steps of the proof of
equivalence in section 2.6.5 with the roˆle of xµ and yλ derivatives exchanged, one finds
that the term θµ ∂F
∂xµ
entering dH acts in the cohomology as θµ ∂
F
∂yµ
, σF acts trivially, while
the action of θµ ∂
∂xµ
is unchanged. Finally the reduced differential is just s˜ with the role
of x and y-derivatives exchanged. In order to make sure that this indeed gives an isomor-
phism of cohomologies, let us note that a complete coordinate system can be chosen to
contain besides the trivial pairs for dF and θµ, xµ, the coordinates
Ψ˜A(λ) =
∑
l=0
1
l!
ΨA(λ)ν1...νlθ
νl . . . θν1 , (2.42)
which are local functions satisfying s˜P Ψ˜A = (s¯+ θµ ∂F
∂yµ
)Ψ˜A and s˜Pxµ = θµ. In this way
one confirms that the reduced differential is indeed s˜ with the role of x and y derivatives
of the fields exchanged. In terms of representatives, the isomorphism sends functions in
x, θ, ∂(µ)Ψ
A to the same functions with ∂(µ)ΨA replaced by Ψ˜A(µ).
From the above argument, it follows that if one replaces θµ ∂F
∂xµ
with θµ ∂F
∂yµ
in the
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expression for s˜P , the reduced differential obviously remains intact. Moreover, after this
replacement, the extended differential coincides with (s˜)P from (2.35) and can be seen
as the prolongation of s˜ with the role of x and y derivatives exchanged, up to the sign
conventions discussed in footnote 1.
It appears more natural to consider such a modified differential as the extended BRST
differential associated to the parent theory because then the only term that involves x-
derivatives of the fields is still dF .
In the context of the extended parent theory, there are now bona fide θ dependent com-
binations of variables and field redefinitions. For instance, when taking as a degree−N∂θ
which is bounded from above, the term s˜ (with the role of x, y derivatives exchanged) is
in lowest degree. It follows that
Proposition 2.8. Algebraically trivial pairs for s˜ give rise to a family of generalized
auxiliary fields for the extended parent theory involving all descendants obtained trough
∂θν and
∂F
∂yλ
derivatives. Trivial pairs for s˜ that are not necessarily algebraic give rise to
a family of generalized auxiliary fields comprising all descendants obtained through ∂θν
derivatives.
For instance, for diffeomorphism invariant theories as discussed in subsection 2.7, but
now considered in the context of the extended parent formulation, it is most useful to
consider the θ dependent change of variables
ξλ → ξλ − θλ, (2.43)
from the very beginning. Indeed, on the level of s˜, it allows one to absorb the field
dependent part of dH into the starting point BRST differential. It follows that no σF
appears in the prolongation. This is consistent with the fact that, on the level of the
standard parent theory, the prolongation of (2.43) gives rise to the redefinition (2.38)
needed to absorb σF . In terms of the new variables, the extended parent differential
simply becomes (s˜)P = dF + s¯ + θµ ∂
∂xµ
. The only term that involves xµ, θµ is the
last one. As a consequence, these variables are trivial pairs that can be eliminated. The
extended parent theory is then simply described by
(s˜)PR = d
F + s¯ , (2.44)
acting in the space of xµ, θµ independent local functions.
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3 Examples
3.1 Theory without gauge freedom
Suppose we have a theory without gauge freedom. Let φk denote the fields of the theory.
In the BV description, there are in addition antifields φ∗a and the BRST differential is
determined by
sφk = 0 , sφ∗a = La , [s, ∂µ] = 0 , (3.1)
where La[x, φk(µ)] = 0 and their prolongations ∂(µ)La = 0 are the original dynamical
equations determining the so-called stationary surface in the space of fields and their x-
derivatives.
In the parent theory, the only fields of ghost number zero are the y-derivatives of
the original fields φk(λ) as all antifields carry negative ghost number. The parent theory
equations of motion are
(∂µ − ∂
F
∂yµ
)φk(λ) = 0 , (3.2)
∂F
∂yλ1
. . .
∂F
∂yλl
L¯a = 0 , (3.3)
where the equations in the second line determine the equivalent of the stationary surface
in the space of xµ, the fields and their y-derivatives. Note that ∂F
∂yλ
is a vector field on this
space which does not affect xµ. Equations (3.3) are obviously preserved under the action
of ∂F
∂yλ
so that the vector field ∂F
∂yλ
restricts to this stationary surface. We use σλ to denote
this restriction.
Let xµ, Qα, vi denote a new coordinate system replacing xµ, φk(λ) such that Qα can be
used as coordinates on the stationary surface, while vi are complementary coordinates
that replace the left hand side of the equations in (3.3). In the Qα coordinate system one
has
σλ = σ
α
λ (Q)
∂
∂Qα
, σαλ (Q) =
[
∂F
∂yλ
Qα
] ∣∣∣
vi=0
. (3.4)
In terms of the new coordinates, Equations (3.3) simply put vi to zero, while Equa-
tion (3.2) take the form of a covariant constancy condition
∂µQ
α − σαµ (Q) = 0 . (3.5)
As a simple illustration, let us consider a scalar field on Minkowski space with a
cubic interaction. We refer to [7] for a detailed discussion of the unfolded formulation for
a scalar field (see also [9] for an off-shell description).
If yφ = ηλ1λ2φλ1λ2 , constraints (3.3) are given by
yφ+ gφ2 = 0 , (3.6)
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and its prolongations through y-derivatives. As coordinates Qα one can take the traceless
parts φT(λ) of φ(λ) while the
∂F
∂y(λ)
(φ+ gφ2) are the coordinates vi. In order to write down
explicitly how σλ acts on some of the Qα, we have to use for instance
φλ1λ2 = φ
T
λ1λ2
+
1
n
ηλ1λ2
yφ = φTλ1λ2 +
1
n
ηλ1λ2
[
(yφ+ gφ2)− gφ2] , (3.7)
where n is a space time dimension. One then finds
σλφ
T = (
∂F
∂yλ
φ)|vi=0 = φTλ , σλ1φTλ2 = φTλ1λ2 −
g
d
ηλ1λ2φ
2 , . . . , (3.8)
so that already for φTλ , the coefficients of σλ become nonlinear.
3.2 Geodesic motion of point particle
Let us illustrate the construction on the example of a point particle moving along a
geodesic in a (pseudo)-Riemannian space-(time). Since the model is diffeomorphism
invariant in one dimension, its equations of motion can be brought into an AKSZ form
according to our general discussion in section 2.7. In fact, this holds at the level of the
master action as well. Indeed by going on-shell, we will show that the target space of
the AKSZ parent theory can be reduced to the extended BFV phase space of the model
on which the target space differential is induced by the BRST charge. Furthermore, it
is known that the BV master action associated to canonical BFV gauge theories with
vanishing Hamiltonians are of AKSZ form [36].
Using an auxiliary field λ playing the roˆle of an einbein and the notation ∂ = ∂
∂τ
, the
action for geodesic motion of a point partice is given by
S[X, λ] =
1
2
∫
dτ
[
λ−1gµν(X)∂X
µ∂Xν + λm2
]
=
∫
dτL . (3.9)
The gauge symmetry corresponding to infinitesimal reparametrizations of τ acts as
δXµ = ∂Xµǫ , δλ = ∂(λǫ) , (3.10)
where ǫ is the gauge parameter.
Promoting the gauge paramater ǫ to a Grassmann odd ghost ξ and introducing the
antifields X∗µ, λ∗, ξ∗, the complete starting point BRST differential is given by
sXµ = ξ∂Xµ , sλ = ∂(ξλ) , sξ = ξ∂ξ ,
sX∗µ =
δL
δXµ
+ ∂(ξX∗µ) , sλ
∗ =
δL
δλ
+ ξ∂λ∗ ,
sξ∗ = ξ∂ξ∗ + x∗µ∂X
µ − λ∂λ∗ + 2ξ∗∂ξ .
(3.11)
Since the model is diffeomorphism invariant and the BRST transformation of each vari-
able contains the time derivative of this variable, the considerations of the section 2.7
apply and the parent theory can be expressed in AKSZ form.
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Let us recall the results of [30]. They state that the variables {∂qλ, ∂qX∗µ, ∂qξ∗, q =
0, 1, . . .}, where ∂ denotes the τ derivatives along with their s variations, which can be
used to replace the variables {∂q+2Xµ, ∂q+1ξ, ∂q+1λ∗}, form trivial pairs for the extended
BRST differential s˜. The remaining coordinates are chosen as
τ , θ , Xµ , P µ = λ−1X˙µ − (ξ + θ)gµνX∗ν ,
η = −λ(ξ + θ) , P = −λ∗ + λ−1(ξ + θ)ξ∗ . (3.12)
Note that no τ derivatives of the remaining variables appear. Besides s˜τ = θ, the reduced
BRST differential reads
s˜Xµ = −ηP µ , s˜P µ = ηΓµρνP ρP ν , s˜η = 0 , s˜P = 12 (P
µPµ −m2) . (3.13)
When using the results of Section 2.6.6, it follows that the parent differential reduces to
dF plus the prolongation of the differential defined by (3.13). Before describing the latter
prolongation more explicitly, let us note that s˜ is the BFV Hamiltonian BRST differential
of the model. Indeed, introducing the Poisson bracket by {Xµ, Pν} = δµν and {η,P} = 1,
s˜ = {Ω, · } , Ω = 1
2
η(P µPµ −m2) , (3.14)
For the prolongation, one introduces for each of the remaining coordinates zA ≡
(Xµ, Pµ, η,P) a coordinate of opposite Grassmann parity and ghost number differing by
−1 according to
X˜µ = Xµ + P µ∗ θ , P˜µ = Pµ −X∗µθ , η˜ = η + P∗θ , P˜ = P + η∗θ . (3.15)
The notations here are chosen such that zA and z∗A are conjugated with respect to the
antibracket induced by the above Poisson bracket (see [34, 36] for the details on relation
of the target space and the field space bracket structures).
It turns out that the parent differential sP = (dF + ¯˜s)|θ=0 coincides with the BV
differential associated to the first order master action
S =
∫
dτ
[
PµX˙
µ + P η˙ − {Ω, zAz∗A}
]
=
∫
dτdθ
[
dX˜µP˜µ − dη˜P˜ − Ω(z˜)
]
. (3.16)
The associated classical action can be obtained from S by putting to zero all the variables
with nonvanishing ghost degree and is given by:
S0 =
∫
dτ
[
PµX˙
µ − 1
2
P∗(P µPµ −m2)
]
, (3.17)
where P∗ is to be identified with the Lagrange multiplier of the Hamiltonian formalism.
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3.3 Parametrized mechanics
Consider a system of ordinary differential equations
ψ˙A = V A(ψ, t) . (3.18)
In the parametrized version, one considers new fields e, t and introduces a new indepen-
dent variable τ . The equations of motion and gauge symmetries take the form
∂
∂τ
ψA = eV A(ψ, t) ,
∂
∂τ
t = e , δǫψ
A = ǫV A , δǫt = ǫ , δǫe =
∂
∂τ
ǫ . (3.19)
In the gauge, t = τ , they indeed coincides with the starting point system.
Let us now show how (3.19) can be arrived at through the parametrized parent formu-
lation. As a byproduct, this also shows that (3.19) in fact defines an AKSZ-type sigma
model in 1 dimension. The BRST description of the dynamics (3.18) is achieved by intro-
ducing a ghost ξ and antifields PA. Variables on the extended jet space are nψA, nPA, t, ξ
where the superscript n denotes the order of derivatives, i.e.,
1
ψA = ψ˙A. The BRST
differential is determined by
s˜t = ξ , s˜ξ = 0 , s˜PA =
1
ψA − V A(ψ, t) + ξ
1
PA , s˜ψA = ξ
1
ψA , (3.20)
and the condition that it commutes with the total time derivative. According to the general
prescription of Section 2.8, the parametrized parent formulation is a 1d AKSZ-type sigma
model whose extended space-time has coordinates τ, θ while the target space coordinates
are
n
ψA,
n
PA, t, ξ.
It is easy to see that
n
PA and
n+1
ψ A − ∂nV A for n> 0 enter trivial pairs for s˜ and can
be eliminated. In the reduced theory one stays with just the coordinates t, ξ, ψA. The
reduced differential is given by
sred = dF + Q¯ , Q = ξ(V A
∂
∂ψA
+
∂
∂t
) . (3.21)
Identifying ∂F
∂θ
ξ with the field e of the starting point formulation, it is straightforward to
check that sred precisely determines the parametrized system (3.19).
The fact that parametrized mechanics can be represented as a 1d AKSZ sigma model
is not surprising and seems to be known. 2 Indeed, as it was already shown in the case of
Hamiltonian/Lagrangian systems that any theory with vanishing Hamiltonian, and thus in
particular a parametrized system, can be reformulated as a 1d AKSZ sigma model [36]
(see also the discussion in [53]). The above example provides the non-Lagrangian/non-
Hamiltonian version of this result and can of course easily be generalized to include
systems with a gauge freedom.
2In particular, it was independently arrived at by A. Sharapov whom we wish to thank for a related
discussion.
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3.4 Yang-Mills theory
The set of fields for Yang-Mills theory are the components of a Lie algebra valued 1-form
Hµ and ghost C along with their conjugate antifields H∗µi and C∗i , where i is the Lie
algebra index. The BRST differential is given by s = γ + δ,
γHµ = ∂µC + [Hµ, C] , γC = −12 [C,C] .
γH∗µi = f
j
ikH
∗µ
j C
k , γC∗i = f
k
jiC
∗
kC
j ,
δH∗µi =
δ
δHµ
L[H ] , δC∗i = −∂µH∗µi + fkjiH∗µk Hjµ
(3.22)
where L[H ] = Tr FµνF µν is the Lagrangian in terms of the associated curvatures Fµν =
∂µHν−∂νHµ+[Hµ, Hν ] and fkij are the structure constants. Note that all of the discussion
below that does not involve the precise form of the original equations of motion and their
parent implementation applies to any regular Lagrangian that is gauge invariant up to a
total derivative.
By reducing to the cohomology of δ, the antifields can be eliminated from the parent
theory as explained at the end of subsection 2.6.4. The parent theory is then determined
by γ¯
sP = dF − σF + γ¯ , (3.23)
and the algebraic constraints coming from the equations of motions
δL[H ]
δHµ
= 0 , (3.24)
with x-derivatives replaced by y-derivatives, together with all prolongations of these
equations obtained by acting multiple times with ∂F
∂yλ
and ∂F
∂θν
.
Let us identify explicitly the field content and the equations of motion of this reduced
parent theory. At ghost number zero we have the fields (Hµ)(λ)|[ ](x) and C(λ)|µ(x). It is
useful to keep the y variables and to work in terms of the following generating functions
A(x, y, θ) = C(λ)|µ(x)y
(λ)θµ , Bµ(x, y, θ) = (Hµ)(λ)|[ ](x)y
(λ) . (3.25)
The equations of motion for these fields are given by sPΨA = 0 after having put to zero
all fields except for those at ghost number 0. One thus has to act with sP on C(λ)|µνy(λ)(x)
and (Hµ)(λ)|νy(λ) to find
dA = σA +
1
2
[A,A] , dBµ = − ∂∂yµ A+ σBµ + [A,Bµ] . (3.26)
Along with the above algebraic constraints, these equations are equivalent to the ones of
the original Yang-Mills theory. In the abelian case, Equations (3.26), reduce to the spin
1 sector of the equations proposed in [13]. In the non-abelian case, they were proposed
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in [9]. Let us also mention a closely related formulation in terms of bi-local fields [61,
62, 63].
The above parent formulation can be reduced further by eliminating from the very
start contractible pairs for γ˜ as discussed in [30, 31, 32]. For Yang-Mills theories, these
pairs are given for k> 1 by the variables ∂(µ1 . . . ∂µk−1Hµk) and γ˜∂(µ1 . . . ∂µk−1Hµk) which
substitute for ∂µ1 . . . ∂µkC. At the same time, as remaining variables one uses C˜ = C +
H , where H = Hµθµ and the algebraically independent components of the covariant
derivatives of the curvatures, Dµ1 . . . Dµk−1Fµkν , which are given by D(µ1 . . .Dµk−1Fµk)ν
on account of the Bianchi identities. In the approach of [30, 31, 32], the former are
known as generalized connections and the latter as generalized tensor fields. By direct
computation, it follows that
γ˜C˜ = −1
2
[C˜, C˜] + F , F =
1
2
Fµνθ
µθν , (3.27)
which is the celebrated “Russian formula” [33]. Furthermore,
γ˜(Dµ1 . . .Dµk−1Fµkν) = θ
µ0Dµ0Dµ1 . . .Dµk−1Fµkν + [Dµ1 . . .Dµk−1Fµkν , C˜] , (3.28)
so that the reduced differential is simply given by (3.27) and (3.28) in terms of the
over-complete coordinates Dµ1 . . .Dµk−1Fµkν . The standard equations of motion are im-
posed by extracting all traces from the independent covariant derivatives of the curva-
tures [64] : the independent jet-coordinates parametrizing solution space are given by
[D(µ1 . . .Dµk−1Fµk)ν ]
T
, where the superscript T indicates the trace-free part. Note that in
case one does not want to take out these traces, one has to keep the Koszul-Tate differen-
tial acting on the antifields and their covariant derivatives.
The field content of the fully reduced parent theory is given by the θ prolongation of
the Lie algebra valued fields C˜, C˜ + C˜νθν + 12 C˜µνθ
νθµ, of which only Aiν ≡ −C˜ iν are in
ghost number 0. Note that there are no more y derivatives of these variables. In addition
there are the θ prolongations of the over-complete set of fields given by the covariant
derivatives of the curvatures, Dyλ1 . . .D
y
λk−1
F yλkν +Gλ1...λkνρθ
ρ+ . . . , of which only the θ
independent terms are of ghost number 0.
Applying ∂θν∂θµ to both sides of the Russian formula (3.27) and using Equation (2.37)
and its generalizations, one directly gets (−σF + γ¯)C˜µν = [Aµ, Aν ] − F yµν + . . ., where
. . . denote terms involving fields with nonvanishing ghost numbers and the curvature
involves y derivatives of H . Using this in (dF −σF + s¯)C˜µν = 0 and putting all the fields
of nonvanishing ghost degree to zero gives the first part of the equations of motion. When
contracting indices with θ’s, they can be compactly written as
dA+
1
2
[A,A] = F y , (3.29)
and express the equality of the parent form of the H curvature with the A curvature in
terms of x derivatives as dynamical equations.
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In terms of the over-complete set of fields, the derivation of the remaining equations
of motion is straightforward. Applying ∂θρ to both sides of Equation (3.28) and using
Equation (2.37) and its generalizations, one gets
(−σF + s¯)Gλ1...λkνρ = −DyρDyλ1 . . .Dyλk−1Fλkν − [D
y
λ1
. . .Dyλk−1Fλkν , Aρ] ,
and the corresponding equation of motion reads
(∂ρ + [Aρ, ·])Dyλ1 . . .Dyλk−1Fλkν = DyρD
y
λ1
. . .Dyλk−1Fλkν . (3.30)
These equations merely equate covariant derivatives of the tensor fields with respect to
xµ using Aµ with such derivatives with respect to yµ using Hµ.
After an algebraic projection of the latter equations on the independent coordinates
Dy(λ1 . . .D
y
λk−1
F y
λk)ν
, the reduced theory is known as the unfolded form of the theory
at the off-shell level and has been constructed in [9]. In the unfolded approach, the
ghost number zero fields originating from C are known as the gauge module, while the
Dy(λ1 . . .D
y
λk−1
F y
λk)ν
form the so-called Weyl module. The completely reduced on-shell
system can be arrived at by projecting out the traces of Dy(λ1 . . .Dyλk−1F yλk)ν (see [64] for
the explicit structure of the projection). For instance, requiringDy(µF yν)ρ to be totally trace-
less obviously imposes the Yang-Mills equations on Aµ through (3.29), (3.30), and the
Bianchi identity. Note however that for higher tensors, this projection brings in further
nonlinear terms.
3.5 Metric gravity
The BV description of metric gravity involves as fields the inverse metric gab and a ghost
field ξa that replaces the vector field parametrizing an infinitesimal diffeomorphism, along
with their antifields g∗ab and ξ∗a. The BRST differential decomposes as s = δ + γ where
δg∗ab =
δ
δgab
L[g] , δξ∗c = g
∗
ab∂cg
ab + 2∂a(g
abg∗bc) , (3.31)
and
γgab = Lξg
ab = ξc∂cg
ab − gcb∂cξa − gac∂cξb ,
γξc =
1
2
[ξ, ξ]c = ξa∂aξ
c ,
γg∗ab = −∂c(g∗abξc)− g∗ac∂bξc − g∗cb∂aξc ,
γξ∗c = ∂a(ξ
∗
c ξ
a) + ξ∗a∂cξ
a .
(3.32)
We leave open the precise choice of the diffeomeorphism covariant equations of motion
determined by L and only require standard regularity conditions together with γL = ∂aja
for some ja. In this way, we allow for gravitational theories with higher curvature and/or
gravitational Chern-Simons terms.
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For metric gravity, γX contains ξa∂aX for any field X , so that the general discussion
of Section 2.7 applies. After the field redefinition, the theory is thus of AKSZ type with
target space coordinates gab, ξa, g∗ab, ξ∗a along with their y-derivatives. The parent BRST
differential takes the form sP = dF + s¯. It also follows from the discussion in Section 2.4
that one can use generic coordinates xµ and θµ in the source space without affecting the
target space. As we are going to see, this gives to the fields of the parent theory a natural
geometrical interpretation in terms of vielbeins, connections and their higher analogs.
Equivalent reduced formulations are obtained by eliminating various sets of general-
ized auxiliary fields. For instance, following Section 2.6.4, the elimination of the anti-
fields g∗ab, ξ∗a gives rise to the differential
sP = dF + γ¯ , (3.33)
together with the algebraic constraints((
∂
∂ya1
)F
. . .
(
∂
∂θb1
)F
. . .
( δ
δgab
L[g]
))
= 0 . (3.34)
These constraints can also be understood as constraints in the target space of the AKSZ
sigma model. In this case, the θ-derivatives are to be dropped and the target space be-
comes the stationary surface in the jet-space approach in terms of y derivatives. In other
words, the reduced theory is again an AKSZ-type sigma model with a target space that
is the submanifold defined by the constraints (3.34) (with θ-derivatives dropped) in the
supermanifold with coordinates gab(c) and ξa(c). The associated odd nilpotent vector field is
given by γ. That γ restricts to the submanifold is a consequence of the covariance of the
equations of motion expressed through [δ, γ] = 0.
In ghost number zero, one finds the 0-form fields gab(c) and the 1-form fields Aaµ(c)
coming from the component linear in θµ in the expansion of ξa(c). In order to write the
equations of motion in terms of generating functions, let us introduce besides ya addi-
tional formal variables pb and consider the algebra of polynomials in y, p equipped with
the standard Poisson bracket {pa, yb} = δba. The target space coordinates gabc1...cl and ξac1...cl
can then be encoded in
G =
1
2
gab(c)y
(c)papb , Ξ = ξ
a
(c)y
(c)pa , (3.35)
and the action of γ˜ on these coordinates can be compactly written as
γΞ =
1
2
{Ξ,Ξ} , γG = {Ξ, G} . (3.36)
Indeed, to lowest order in y these are just formulas (3.32) and then one uses an in-
duction in homogeneity in y. In these terms, the nilpotency of γ is a consequence of
the graded Jacobi identity for the even Poisson bracket. It then follows that γ is the
Chevalley-Eilenberg differential associated to the Lie algebra of formal vector fields in
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the y-variables with coefficients in formal symmetric bi-vectors. In terms of the parent
theory fields, Ξ + A + . . . with A = Aa(c)µy(c)paθµ and G + . . . , the equations for the
ghost-number-zero fields determined by the parent differential sP = dF + γ¯ take the
familiar form
dA+
1
2
{A,A} = 0 , dG+ {A,G} = 0 , (3.37)
which should be supplemented by the algebraic constraints (3.34). In this reformulation,
metric gravity has turned into a gauge theory for the diffeomorphism group since the
gauge field Aµ takes values in the Lie algebra of vector fields.
The associated linearized equation for spin 2 gauge fields were derived in [13] from
the parent theory perspective. Note that the Poisson bracket can be replaced by the as-
sociated ∗-commutator in (3.36) and (3.37) if one allows for a p-independent component
in G. This corresponds to coupling to an extra scalar field. With this replacement, equa-
tions (3.37) are known in the context of Fedosov quantization and were shown in [9] to
describe gravity at the off-shell level. More generally, in [9] it was shown that by allow-
ing for all powers in p, one describe the entire set of symmetric higher spin fields at the
off-shell level. Let us also mention that understanding gravity as a gauge theory of the
diffeomorphism group dates back to [65]. A closely related formulation of gravity was
considered in [66].
Finally, let us eliminate additional generalized auxiliary fields originating from con-
tractible pairs for γ. In metric gravity, these are all the derivatives of the ghosts of degree
2 or higher and all the symmetrized derivatives of the Christoffel symbol [30] . After this
elimination, one stays with the following variables: ξa, Cab = ξab +Γabcξc at ghost degree 1
and gab, Rdabc, . . . where dots denote independent components of covariant derivatives of
the Riemann tensor in terms of y derivatives, Dyc1 . . .D
y
ck
Rba1a2a3 . The action of γ on the
ghost variables is given by3
γξa = ξbCab , γC
b
a = C
c
aC
b
c +
1
2
ξcξdRbacd , (3.38)
while
γDyc1 . . .D
y
ck
Rba1a2a3 = ξ
c0Dyc0D
y
c1
. . .DyckR
b
a1a2a3
− CbdDyc1 . . .DyckRda1a2a3+
+ Cdc1D
y
d . . .D
y
ck
Rba1a2a3 + · · ·+ Cda3Dyc1 . . .DyckRba1a2d . (3.39)
If one performs the change of variables gab = ηab+hab where ηab is the inverse Minkowski
metric and considers formal power series in hab, one can further eliminate hab and the
symmetric part of Cab, where the index has been raised with ηab. The antisymmetric part
C [ab] are the ghosts associated with the Lorentz algebra.
3When reasoning in terms of γ˜, the absorption of the σF term in the parent differential comes from the
redefinition ξ˜a = ξa + θa and (3.38) with γ, ξa replaced by γ˜, ξ˜a is the gravitational Russian formula.
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The ghost number zero fields of the completely reduced theory are then given by
eaµ =
∂F
∂θµ
Ca and ωaµb = ∂
F
∂θµ
Cab and by Dyc1 . . . D
y
ck
Rba1a2a3 . In terms of e
a = eaµθ
µ and
ω[ab] = ω
[ab]
µ θµ, the equations of motion of the completely reduced theory take the form
dea + ωab e
b = 0 , dωab + ω
a
cω
c
b =
1
2
ecedRbcda , (3.40)
d(Dyc1 . . .D
y
ck
Rba1a2a3) = e
c0Dyc0D
y
c1
. . . DyckR
b
a1a2a3
− ωbdDyc1 . . .DyckRda1a2a3+
+ ωdc1D
y
d . . .D
y
ck
Rba1a2a3 + · · ·+ ωda3Dyc1 . . .DyckRba1a2d , (3.41)
to be supplemented by the algebraic constraints coming from taking into account the
Bianchi identities to select independent variables among the Dyc1 . . . D
y
ck
Rba1a2a3 and the
algebraic constraints (3.34) (without θ derivatives). This completes the systematic deriva-
tion starting from the parent formulation of the completely reduced first order gravita-
tional equations. When reformulated in terms of the independent fields, the above equa-
tions are known as off-shell unfolded equations and were proposed in [9]. Note that
the explicit elimination of the dependent fields and the implementation of the algebraic
constraints (3.34) brings in further nonlinear terms.
In the same spirit, one can construct the parent formulation for conformal gravity,
for which the relevant tensor calculus has been constructed in [67]. The same applies
to gravity with nonvanishing cosmological constants formulated as a gauge theory of the
(A)dS group. In the later case the formulation at the off-shell level can be inferred from
the spin-2 sector of the off-shell theory proposed in [60] (see also a somewhat related
construction in [68]).
3.6 2d sigma model
As a final example, let us consider a two dimensional sigma model invariant with respect
to both diffeomorphisms and Weyl transformations. The field content of the BRST for-
mulation is given by the two-dimensional metric gµν , scalar fields ϕi, diffeomorphism
ghosts ξµ and the Weyl ghost C. The BRST differential in the sector of these variables is
given by
γgµν = ξ
ρ∂ρgµν + ∂µξ
ρgρν + ∂νξ
ρgµρ + Cgµν ,
γϕi = ξρ∂ρϕ
i , γξν = ξρ∂ρξ
ν , γC = ξρ∂ρC .
(3.42)
The action can for instance be taken as
S0 =
∫
d2x
[1
2
√
|g|gαβGij(ϕ)∂αϕi∂βϕj + 12B[ij](ϕ)ǫ
αβ∂αϕ
i∂βϕ
j
]
. (3.43)
As before, implementing the corresponding equations with their Noether identities is done
through the antifields and the Koszul-Tate part of the BRST differential. We will not
discuss this part explicitly below.
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Just like in the case of gravity, γ contains the ξµ∂µ term so that after the redefinition
ξ˜µ = ξµ + θµ, the parent theory is determined by
sP = dF + γ¯ , (3.44)
to be supplemented by the parent implementation of the original equations of motion.
We are now going to work locally both in the base and in the target space and eliminate
the generalized auxiliary fields related to the contractible pairs identified in [69, 30] to
construct the reduced off-shell parent theory. One first uses the Beltrami parametrization
of the 2d metric and changes the basis for ghosts accordingly:
h =
g11
g12 +
√
g
, h¯ =
g22
g12 +
√
g
, e =
√
g
η = ξ1 + h¯ξ2 , η¯ = ξ2 + hξ1 .
(3.45)
We will use the notation ∂ = ∂1, ∂¯ = ∂2 below. As a next step one observes that the
metric components and all their derivatives along with C, ∂η¯, ∂¯η and all their derivatives
form contractible pairs and hence can be eliminated. The remaining variables in the ghost
sector are
ηp =
1
(p+ 1)!
∂p+1η , η¯p¯ =
1
(p¯+ 1)!
∂¯p¯+1η¯ , p, p¯ = −1, 0, 1, . . . , (3.46)
while the scalar fields and their derivatives ∂p∂¯p¯ϕi are replaced by the tensor fields
T ip,p¯ = (L−1)
p(L¯−1)
p¯ϕi , p, p¯ = 0, 1, . . . , (3.47)
which satisfy
LqT
i
pp¯ =
p!
(p− q − 1)!T
i
p−q,p¯ for q < p , LqT ipp¯ = 0 for q> p , (3.48)
with analogous formulae for L¯q¯T ipp¯ and where Lp, L¯p¯ for p, p¯ = −1, 0, 1, . . . satisfy
[Lp, Lq] = (p− q)Lp+q , [L¯p¯, L¯q¯] = (p¯− q¯)L¯p¯+q¯ , [Lp, L¯q¯] = 0 . (3.49)
Furthermore,
L−1 =
1
1− hh¯
(
∂ − h∂¯ −
∑
p¯> 0
H¯ p¯L¯p¯ + h
∑
p> 0
HpLp
)
. (3.50)
Here Hp = 1
(p+1)!
∂p+1h¯ and the corresponding expressions obtained through formal com-
plex conjugation hold for L¯−1 and H¯ p¯. The explicit expressions for the tensor fields are
determined by the requirement that the set of variables (3.46)-(3.47) is closed under γ
(see [69, 30] for details):
γηp =
1
2
p+1∑
q=−1
(p− 2q)ηqηp−q , γη¯p = 1
2
p¯+1∑
q¯=−1
(p¯− 2q¯)η¯q¯η¯p¯−q¯ , (3.51)
γT ipp¯ =
p∑
q=−1
ηqLqT
i
pp¯ +
p¯∑
q¯=−1
η¯q¯L¯q¯T
i
pp¯ . (3.52)
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The above relations can be compactly written using extra variables z, z¯, the regular vector
fields lp =
←
∂
∂z
zp+1, l¯p¯ =
←
∂
∂z¯
z¯p¯+1, p, p¯ = −1, 0, 1, . . . satisfying the same algebra as in
(3.49) and the generating functions
Ξ =
∑
p=−1
ηplp , Ξ¯ =
∑
p¯=−1
η¯p¯l¯p¯ , T
i =
∑
p=0
∑
p¯=0
1
p!p¯!
T ipp¯z
pzp¯ , (3.53)
so that LpT i = T ilp. In these terms, Equations (3.51) and (3.52) take the form
γΞ = −1
2
[Ξ,Ξ] , γT i = T iΞ + T iΞ¯ . (3.54)
In the reduced parent theory, the ghost number zero fields come from the ghost fields
ηp(x), η¯p¯(x) which give rise to 1-form gauge fields, Ap = Apµ(x)θµ, A¯p¯ = A¯p¯µ(x)θµ,
with Apν ≡ −ηpν , A¯pν ≡ −η¯pν , and the T ipp¯(x) fields which are 0 form fields. In terms of
generating functions, A(x, z) =
∑
p=−1A
plp and A¯(x, z¯) =
∑
p¯=−1 A¯
p¯ l¯p¯ and T i(x, z, z¯),
the equations of motion of the reduced theory take the form
dA+
1
2
[A,A] = 0 , dA¯+
1
2
[A¯, A¯] = 0 , dT i + T iA+ T iA¯ = 0 , (3.55)
with d = θµ ∂
∂xµ
. These equations can be considered as defining the off-shell system. The
on-shell version requires in addition to impose the analog in terms of y derivatives of the
original equations of motion and their prolongations on the T i(x, z, z¯) fields.
4 Conclusions
In this paper, we have shown how to systematically construct a first order parent theory as-
sociated with a generic interacting gauge field theory described by an antifield dependent
BRST differential. We have then discussed how to obtain various equivalent formula-
tions through the elimination of generalized auxiliary fields. Our emphasis here has been
the case where the various equivalent formulations are local field theories in the sense
that all functions depend on the fields and a finite number of their derivatives. Relaxing
the locality requirement is crucial for other types of questions, such as for instance the
reduction to the light-cone description where physical degrees of freedom are isolated
(see e.g. [70] and references therein for a discussion in BRST theoretic terms), or the
understanding of the relation of the proper BV master action for BRST first quantized
Hamiltonian system and the 〈ψ, Q̂ψ〉 master action [54] used in the context of string field
theories [71, 72, 73, 74].
Related to this issue, the variables yλ have been auxiliary in our construction and
merely a bookkeeping device for additional fields in the theory. At the same time, all
fields were considered as fields on the original space-time with coordinates xµ. But as
34 BARNICH, GRIGORIEV
suggested by the superfield notation used in Section 2.2, one could also consider these
fields as fields on a doubled space-time with coordinates xµ, yλ, or even more generally as
fields on the superspace with coordinates xµ, yλ, θν . In this context, it would be interesting
to try to connect the parent formulation with the recently constructed double field theory
[75] or the bi-local fields used for the dual formulation of interacting higher spins on
AdS4 in [76].
Possible applications of the proposed formalism involve higher spin theories at the
interacting level. In this context, the most striking results have been obtained using the
unfolded formalism [6, 8] (see also [77, 78, 79, 80, 81, 82] and [83] for a review). We
hope to gain a somewhat better control over the theory and to make geometrical structures
manifest by phrasing it in parent form. This is supported by a concise formulation of
nonlinear higher spin theory at the off-shell level [60] (see also [9]) that can be understood
as an appropriate AKSZ-type sigma model.
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A Conventions
Let H be a graded superspace with basis eα. Consider the associative superalgbera A of
linear operators acting on H from the right, i.e.
φ(AB) = (φA)B , A,B ∈ A . (A.1)
The components are introduced according to
eαA = A
β
αeβ (A.2)
so that A is a matrix superalgbera with the following multiplication law
(AB)βα = A
γ
αB
β
γ . (A.3)
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Let H∗ be the dual space to H and ψα a dual basis so that
〈eβ, ψα〉 = δαβ . (A.4)
H∗ is naturally a left module over A with the module structure defined by
〈φA, f〉 = 〈φ,AFf〉 , ∀ φ ∈ H, f ∈ H∗ . (A.5)
The space H can be identified with the space of linear functions in ψα considered as
supercommuting variables with parity and grading defined by that of eα, |ψα| = |eα| and
gh(ψα) = gh(eα). Under this identification AF is a linear vector field on the space with
coordinates ψα. In components, it reads as
AF = ψαAβα
∂
∂ψβ
. (A.6)
It can be then extended to the algebra of polynomials in ψα through the Leinbnitz rule
AF (fg) = (AFf)g + (−1)|A||f |fAF g . (A.7)
The above relations can be compactly written by using a distinguished element Ψ of
H∗ ⊗H, the latter being understood as a A-bimodule such that A acts on the first factor
from the left and on second from the right. This element corresponds to the identity if
one identifies H∗ ⊗H with A and is given in components by
Ψ = ψα ⊗ eα. (A.8)
In what follows we omit the tensor product sign. This is consistent with identifying Ψ as
the identity element in the space of functions on H with values in H.
Finally, the relation between left and right actions can be compactly written as
AFΨ = ΨA , AFBFΨ = ΨAB . (A.9)
To make contact with the main text, let us suppose that instead of H we started with
Ĥ = H⊗ V , for some graded vector space V with basis eA.The distinguished element is
Ψ = ΨAα(eα ⊗ eA) , (A.10)
and in terms of components ΨA = ΨAαeα, the action of an element of A satisfies
BFΨA = (−1)|B||ΨA|ΨAB (A.11)
if one consistently applies the usual sign rule. If eα stands for a basis in polynomials in
y, θ, x, this gives the definitions used in the main text.
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