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1. INTRODUCTION 
To distributed control systems of some class we associate dual control 
systems and discuss relationships between their optimal values. In [ 1 ] such 
relationships are obtained by making use of conjugate functions. Our 
approach is different from that of [l], for we use Hamiltonians instead of 
conjugate functions in deriving the dual control systems. The dual control 
systems presented here take on a similar form as in [Z]. However, we deal 
with far more general distributed control systems than those in [2]. In fact, 
we consider distributed control systems with time varying control 
constraints and with convex (not necessarily quadratic) cost functionals. 
Our approach is based on an infinite-dimensional version of the duality 
theorem obtained in [6]. The main objective is to prove a duality theorem 
under general conditions within an infinite-dimensional framework. To 
this end, we invoke necessary and sufficient conditions of optimality for 
distributed control systems given in [4]. An example of its application is 
also given. 
2. DISTRIBUTED CONTROL SYSTEMS 
As for the mathematical setting for describing the problems, we mainly 
refer to [3, Chapt. II]. Let X and H be two separable Hilbert spaces. The 
norm on X will be denoted by 11.11. The norm on H will be denoted by 1.1 
and the corresponding inner product by ( ., . ). We assume that XG H and 
the injection of X into H is continuous, and that X is dense in H. We 
denote the dual space of X by X* and the norm on it by 11 . /I *. Identifying 
H with its dual space, we have XG HG X*, where X is dense in H and H 
is dense in X* and the corresponding injections are continuous. The usual 
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bilinear form on the dual pair (X, X*) is denoted by ( ., . ). When 
x E XC H and h E HE X*, the equality (s, fz) = (x, h) will be frequently 
used. Let T be a fixed positive number. Following [3, Chapt. III], we 
define a function space W(0, T) by 
W(0, T)= (x(.)Ix( .)EL’(O. T; X), .t( .)eL2(0, T; X*)}. 
This becomes a Hilbert space with norm 
12 
11.~11 If’(O, T‘) = llx(t)l12dt + i’ Il.~(t)ll*2dr , 
‘0 > 
and the elements of W(0, T) are continuous functions with values in H. 
eventually after changing each function on a set of measure zero (see [3. 
p. 1023). 
We consider the following optimal control problem (P): 
s ~(F(r,~(t))+G(r.~(r)))~f + inf 0 
subject to 
.t(t)=A(f).Y(f)+B(f,u(f)) a.e., 
(1) 
s(0) E c, u(f) E U(f) a.e. 
We assume that the control variable u takes its values in another separable 
Banach space Y, the norm of whose element is denoted by I/. /I y. We 
denote by S( Y) the set of nonempty closed, convex subsets of Y. The set 
of admissible controls is given by 
+xad = (u(.)Iu(.)EL’(O, T; Y),u(f) l U(f)a.e.). 
We will describe the assumptions which are imposed on the optimal 
control problem (P ). 
(Al) A(t): X -+ X* is a linear operator for each t E [0, T] such that 
for every X, ,r E X, the function 
a(t;x,y)= (y, .4(t).u) 
of t is measurable and /a([; X, J)I < MII-li-ll /I.tII for some M> 0, and there 
exists a real number J and a positive number CI satisfying 
a(t; .Y, x)+ ll.ul’bail?rl/2, .Y E X, t E [0, T]. 
(A2) B: [0, T] x Y + X* is a measurable mapping such that B(r, ) 
is continuous for each t. 
(A3) F: [O. T] x H-t R is a function such that F( ., x) is a 
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measurable function of t for each s E H and F(t, .) is a convex and 
continuously Gateaux differentiable function of x for each t. 
(A4) G: [0, T] x Y + R is a measurable function such that G( t, ) is 
continuous for each t. 
(A5) U( .) is a multifunction [0, T] + S( Y) such that the function 
t + sup{llull ,JUE U(t)} belongs to L2(0, T) and such that its graph is a 
measurable subset of the product measurable space generated by the Bore1 
o-field of [0, T] and the Bore1 a-field of Y. 
(A6) C E H is a closed and convex set with nonempty interior. 
We associate another optimal control problem to (P), which is called 
the dual problem of (P). In order to describe it, we need a function 
K: [0, T] x H + R defined by 
{G(t, u)+ (p. B(t, u,) i-3 if pEX 
if peH\X. 
We make the following assumption on the function K. 
(A7) K( ., p( .)) E L’(0, T) for all p( .) E W(0, T). 
We call the following optimal control problem the dual problem (D): 
s 
~{K(t,p(t))-(p(t),.~(t)-A(t).~(t))+F(t,.1-(t))}dt~sup 
0 
subject to 
-P(tj=A*(tjp(t)+F,(t,.~(t)) a.e., p( T) = 0, 
(2) 
XE W(0, T), (p(O), c--do))20 for all c E C. 
Here A*(t) is the adjoint operator of A(t) and F,( t, s) the derivative of 
F( t, X) with respect to X. It should be noted that the control variable of this 
problem is X. 
By making use of Lemma 5.5.1 of [S] and (2), we have 
kor (P(f), 4t)) dt i 
= (p(t), .W)l;- joT (.~(t), d(t)> dt 
= -(~~~~,~~(O~~+~~~<Jo;A*(r)p(r)+F.,(t..~(tj~)dt 
= - (p(O), -\-CO)) + joT (p(t), A(t) x(t)) dt 
+ j’ C-Y(~), F,(t,-u(t))) dt 
0 
since, as will be stated explicity below, p, x E W(0, T). 
280 SHINJI TANIMOTO 
Thus the dual problem can be equivalently rewritten as follows (D): 
(P(O), 40)) + -[Or (K(f,p(f)) - <x(r), F,(r, s(r))) + F(t, -x(r))) dr + sup 
subject to 
-~(r)=A*(r)p(t)+F,(t,x(t)) a.e., p(T) = 0, 
SE W(0, T), (p(O), c-do))20 for all c E C. 
As for the differential equation in (2), we restrict ourselves to only 
solutions which belong to W(0, T). Hence, if there exists no solution 
(p, X) E W(0, T) x IV(O, T) in (2) we define the supremum of problem (D) 
to be -xc. 
3. DUALITY 
We first prove a weak duality theorem saying that the inlimum of (P) is 
equal to or greater than the supremum of (D). 
THEOREM 1. Under rhe assumptions (Al)-(A7), if F( ., x( .))sf.‘(O, T) 
and F,( ., x( .)) E L’(0, T; X*) for all ?I E W(0, T), and G( ., u(. )) E L’(0, T), 
B(~,u(~))ELZ(O, F,X*) for all uEJ&,, then the inlimum of (P) is equal to 
or greater than the supremum of (D). 
Proof: Let u( .) E J& be any admissible control and fix it for a moment. 
Due to Theorem 2.1 of [3, Chapt. III], there exists a solution XE W(0, T) 
of (1) with any initial condition x(0) =,Y~E C by the assumption 
B( ., u( .)) E L’(O, T; X*). Let .U be any one of such solutions corresponding 
to U. That is, 
.~(f)=A(f).qf)+B(f,zc(f)) a.e., S( 0) E c. 
To this u we associate the following problem (D,,): 
(3) 
-7 
i {Of, dt)) + G(f, u(f)) 0 
subject to 
-fi(r)=A*(r) P(f)+F,(f,-4f)) a.e., p( T) = 0, 
(4) 
.K E W(0, T), (p(O), c-.\-(O))30 for all c E C. 
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If there is no solution (p, s) E W(0, T) x W(0, T) satisfying (4), we define 
the supremum of (D,) to be - x). If (p”(.), ?(.))E W(0, T)x W(0, T) is 
an arbitrary solution of (4), then we can show that the value 
ir {~(t, .U(f))+G(r, u(t))} df- iT (FW(r))+G(f, rl(t)) 
‘0 ‘0 
(5) 
-(p’(t),?=(f)-A(f)x”(f)-B(f,u(f)))]df 
is nonnegative. To do this, note that 
B(f, U(f))=.:(f)--A(f).u(f) a.e., 
and observe that 
F(f, .C(f))-F(r, SO(f))> (i(f)-x”(t), F.,(f, .u’(r ))), 
since F is a convex and differentiable function with respect to s. Sub- 
stituting these into (5) we see that the value (5) is equal to or greater than 
s nr {(s(t)-x”(f), F,(f,x”(t))) 
+ (p”(t),.~i-“(r)-A(r)s’(r)-.~(t)+A(r)~~(t))J df 
= 
J 
b’(.U(t)-Y(f), F,(f,x”(r))+A*(r) PC(t)) df 
+ ir (f(f), i”(f)-i(f)) df. 
- 0 
Using Lemma 5.5.1 of [S] and noting that p‘(T) =0 and (p’(O), 
F(O)-x’(O))>O, we have 
5 nr (p”(r), i”(t)-.<(t)) df 
Therefore, the value (5) is equal to or greater than 
-7 
J n (~U(f)-.~~(f),F~,(t,.u”(f))+A*(f)p”(t)+~’~(t))df=O, 
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since (p”, Y) is a solution of (4). Let us denote by p(X, u) the value 
.r 
{F(t, F(t))+G(t, U(I))) dt, 
-0 
and by d(u) the supremum of problem (D,,). Then the above argument 
shows that 
p(-u. 21) 3 d(u) (6) 
holds for every II E ?&, and every ?r satisfying (3) together with u. If we 
denote by J(p, X, U) the objective function of (D,,), that is, if we put 
~~~,-~,~)=jr(F(f,~~(r))+G(r,u(t))+(p(r),B(r,u(r))) 
0 
- (p(r), i(t)-A(r) x(t))) dt. 
it follows from (6) and a well-known inequality of game theory that 
inf p( .‘i, u) 2 inf d(u) = inf sup J( p, X, U) 
.r. 1, I, 1, ,‘. .r 
(7) 
2 sup inf .I( p, .Y, u). 
p. u I, 
For a given z4(. ) E Sadad we have 
j’{G(h dr))+ (df,, Bit, 4r)))) dr~joTKkpWf, 0 
since G(r, u(t))+ (p(t), B(& u(t))) >/K(r,p(t)) a.e. by definition of the 
function K. Hence, it follows that 
infJ(p,-y,u)>, ir {K(t,p(t))-(p(r),.~(r)-A(r).~(t)) u -0 
+ F(t, x(t))) dr 
for every solution (p, X) of (4). If we denote by inf(P) the infimum of 
(P) and by sup(D) the supremum of (D), it is obvious that inf,, .p(~, U) = 
inf(P) and sup, I inf, J(p, I, U) B sup(D) by the above inequality. There- 
fore, we conclude from (7) that inf(P) B sup(D). This completes the 
proof. 
We prove next the duality theorem saying that under certain conditions 
the infimum of (P) coincides with the supremum of (D). The problem 
considered here is (P’): 
I ‘(F(I,x(t))+G(t,u(t))}dr~inf 0 
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subject to 
i(t)=A(t)s(t)+B(t)u(t) a.e., 
s(0) E c, U(f)E U(t) a.e. 
The corresponding dual problem takes the same form as (D) except that 
the function K: [0, T] x H -+ R is replaced by 
r,Ec,,l, {G(t, u) + <P. B(f) u> ).. if pEX 
if p E H ‘,,, X. 
For convenience sake we state its dual problem (D’): 
.r 
I f K(t,p(t))-(p(t)..t(t)-A(t).u(t))+F(t..u(t))) dt+sup -0 
subject to 
-d(t)=A*(t)p(t)+F,(t,.u(t)) a.e., p(T) = 0, 
(8) 
s E W(0, T), (p(O), c-s(O))>0 for all c E C. 
Alternatively, we may rewrite this as (D’): 
(P(O), .40)) + jnT (K(r,p(t))-(.u(t),F,(t,~~(t)))+F(t.s(t))) d +sup 
subject to (8). 
We make the following assumptions. 
(A2’) B(t): Y+X* is a continuous linear operator for each 
tE [0, T] such that B( .) u is a continuous mapping of t and 
Ile(r)uli*QIB(t)+~(t)llzclI~a.e. with ~~EL?(O, T), ;‘EL”(O, T). 
(A4’) G: [0, T] x Y + R is a measurable function such that G(t,. ) is 
convex and continuously Gateaux differentiable with respect to II for each 
fE [O. T]. 
(A8) The interior of ‘2/ad is nonempty. 
THEOREM 2. Assume (Al), (A2’), (A3), (A4’), (A5)-(A8). and that 
F( ., .u(. ))EL’(O, T) and F,( ., .u( .))E L’(O, T; H) for all .YE W(0, T), 
and G(.,~(.))EL’(O, T) for all u@&,,. [f a triple (~‘(O),.Y’, L~“)E 
C x W(0, T) x 4Ya,, attains the iqfimum of (P’), then there exists pb E W(0. T) 
such that (p”, x’) attains the supremum qf (D’). Furthermore, the i@mum 
of ( P’ ) is equal to the supremum of (D’ ). 
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ProoJ: If (.u”(O), x‘, u”) E C x W(0, T) x,/l/ad attains the infimum of (P’), 
it is easily seen from Theorem 3. t of [4] that there exists p’ E W(0, T) 
satisfying 
-JY(t)=A*(f 
(G,,(t. uL 
)p’-‘(r)+F,(f,rYL(f)) a.e., p( T) = 0, (9) 
(t))+B*(t)pyt), L'-uc(t))v, y.30, (10) 
for all LIE U(r) a.e.. and 
(p’(O), C-XL(O))20 for all c E C, (11) 
where B*(t) denotes the adjoint operator of B(t), ( .,.) y, Ye the bilinear 
form on the dual pair (Y, Y*), and G,, the derivative of G(f, U) with 
respect to U. By convexity of G, (10) implies G(t, a) + (p”(r), B(r) CT) 2 
G(r, am) + (p”(t), B(t) u”(t)) for all u E U(t) a.e., from which we have 
K(f, p”(f)) = G(f, u”(f)) + <p”(f), B(f) u’(f)) a.e. (12) 
From (9) and (11) we see that (p’, so) is a solution of (8) and from (12) 
that we obtain 
K(f,p7(f))- (p’(f),.~‘(f)-A(f).u;(t))+F(f,s’(f)) 
= G(r. u’(t)) + (p’(t), B(t) u’(r)) 
- (p”(f),.t”(f)-A(f)x~(f))+F(f.r’~(f)) 
=G(r,u”(r))+(p”(r).A(t)s”(r)+B(t)u“(t)-.~’(t)) 
+ F(t, -Y”(f)) 
=G(t,u”(r))+F(t,~~“‘(r)) a.e., 
since (xO, p’) satisfies -t’(t) = A(t) -u”(r) + B(t) u’(t) a.e. Therefore, we 
conclude that 
s 
T 
1’F(r,.\-‘(t))+G(r,u”(t))),dt 
0 
*r 
=J 
~K(r,p”(t))-(p”(t),.i-“(r)-A(r).\-’~(r))+F(t,.u’(t)))dr. 
0 
Thus Theorem 1 implies that the infimum of (P’) is equal to the supremum 
of (D’) and that (p”, ?) attains the supremum of (D’). This completes the 
proof. 
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4. APPLICATION 
In this section we apply Theorem 2 (duality theorem) to a parabolic 
distributed parameter system which is treated in Section 4 of [4]. 
Let T > 0 and V be a bounded domain in R” with a smooth boundary 
?V = f. On [0, T] x V we consider the control problem (P,): *T ! s jf’(r,~,.u(t,=))+g(t,--,u(t.-))) dtdz-tinf 0 ,. 
subject to 
&Y( t, 1) 
-=A(t).u(f,,)+u(t,,) 
iit 
on [0, T] x V, 
.u(t, ;)=O on [0, r] x f, x(0, . ) E cc f.‘( V), 
(c > 
12 
lu(r, :)I2 dz 6 r(t). ,, 
Here A(t) is the formal second order elliptic partial differential operator in 
divergence form defined by 
We assume that aq( ., .)EL.~([O, T] x V) and that they satisfy the strong 
ellipticity condition 
f u,j(t, z) <,(.,>tl i <; 
1. /=I r= I 
for all (t, 2) E [0, r] x C’, (ti)yZ, E R” and for some tI >O. Taking 
X= HA (V), H= L’( V), X* = HP’( V), the triple (X, H, X*) enjoys the 
properties mentioned in Section 2. The bilinear form 
act; I, y) = J,, f a,(4 2) - 
ax(=) d&) d- 
L/-l sz; (72, - 
on Xx X gives rise to a continuous linear operator A(f) : X= 
HA( V) + X* = H- ‘( V) characterized by 
u(t;s, y)= (y, A(f)X). .Y, .1’ E H;( V). 
The strong ellipticity condition and the assumption imposed on a,( . . .) 
ensure that A(t) satisfies (A 1) of Section 2. 
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The control space is Y = L’( V) and U(r) is defined by U(t) = 
ju~L~(G’)l Ilul12<r(t)} for tE [0, r], where I~u~~~=(S~.IU(=)(~~--)‘~ and 
r( .)E L’(0, T). We assume the existence of 6 >O satisfying r(t) 2 6 for 
every t. Then (A8) is fulfilled. Let Cc L,‘( k’) be a closed, convex subset 
with nonempty interior. Moreover, we assume that the functionsf and g in 
(PO) satisfy 
(i) f(.. ., .): [0, T]x VxR+R. IS a measurable function such that 
f‘(t, =, .I is convex and continuously differentiable with respect to X. 
jli.L.f(t , 2, ,u(t, z)) dtdz is finite for every XE L’(0, T; L’( V)). 
(ii) g(., ., .):[O,T]xVxR+R’ IS a measurable function such that 
g(r, :, ) is convex and continuously differentiable with respect to II. 
J& dh =, u(t, I)) dtdz is finite for every u E L’( [0, T] x V). 
If F: [0, T] x L’( V) -+ R is given by F( t, X) = j&.f(t, 2, X(Z)) dz and 
G : [0, 7J x L*( V) + R by G( t, U) = j b.g( t. z, u(z)) dz, our optimal control 
problem (P,) reduces to the abstract form 
! 
.T 
{F(t,x(t))+G(t,u(t))idt-+inf 
0 
subject to 
i(t)=A(t)x(t)+u(t) a.e., x(0) E c, u(t)E U(t) a.e. 
The dual problem of (PO) can be formulated via the dual problem of this 
abstract one. In order to obtain it, we need to evaluate K( t, p), which is 
given by 
{G(b u)+ (P, zO), if peX 
if p E H\X 
In this case it is calculated as 
i 
inf 
I {g(t, z, u(z))+ P(L) u(z)) dz, lllrl12~r~IJ I’ 
K(t,p)= 
if PEHA(V) 
(0, otherwise. 
Hence the dual problem written in the alternative form becomes (Do): 
i‘,. ~(0, z) x(0, z) d= + i;: K(t, p(t)) dt - JOT j, {.k(t, z, -x(t, z)) x(t, =) 
-.f(t ,z,.~(t,z))}dtdz+sup 
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subject to 
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Jp(t, 2) 
-p=A^*(t)p(t, z)+f,(t, 2, x(t, 2)) 
St 
on [0, r] x V, 
p(t, z)=O on [0, T] x r, p(T,z)=O for ZE V, 
s~U’(0, T,=(.u(.)l seL’(O, T;H;(V)),.+L’(O, T;HYl(V))) 
i‘ p(0, I)(C(l) -x(0, I)) ci= 2 0 for all c( . ) E C, I’ 
where p(t) in K(t,p(t)) means p(t)=p(t, .)E W(0, T), A*(t) is the formal 
adjoint of A(t). Thus the following duality theorem is immediate from 
Theorem 2. 
COROLLARY 3. Assume that (t, z) +f,(r, 2, s( t, z)) E L2( [0, T] x V) for 
ever?’ XE W(0, T). Under the abooe assumptions, if (x”(O), xi, &)E 
C x W(0, T) x dBad attains the infmum of (P,), then there exists p@ E W(0, T) 
such that (p”, x”) attains the supremum of (D,). Furthermore, the infimum 
of (P,) is equal to the supremum of (D,). 
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