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a b s t r a c t
Two new classes of quadrature formulas associated to the BS Boundary Value Methods
are discussed. The first is of Lagrange type and is obtained by directly applying the BS
methods to the integration problem formulated as a (special) Cauchy problem. The second
descends from the related BS Hermite quasi-interpolation approach which produces a
spline approximant from Hermite data assigned onmeshes with general distributions. The
second class formulas is also combined with suitable finite difference approximations of
the necessary derivative values in order to define corresponding Lagrange type formulas
with the same accuracy.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
BS methods introduced by the authors together with Donato Trigiante in [1,2] are a class of Boundary Value Methods [3]
for 1D Boundary Value Problems which are related to B-Splines [4] and have the specific feature of admitting a spline
continuous extension with knots coincident with the mesh points. Such a spline collocates the differential equation at the
knots and shares the approximation order with the numerical solution. The interest for studying BSmethods wasmotivated
actually from this attractive feature and, on this concern, we are pleased to report the following sentence taken from
Trigiante’s homepage which highlights its origin. ‘‘The recently introduced BS methods also allow to get continuous extensions
with high converging order on the entire interval of integration. I have a beautiful souvenir related to the latter methods. In 1975
I met in Rome I.J. Schoenberg. Any one who has had the fortune to meet him knows that he was not only one of the greatest
mathematicians in the last century, but also a very pleasant person. At that time I was changing my research activity and his
seminars on splines were very precious for me. Very soon we started to discuss about my activity and when he realized that my
interests were on numerical methods for ODEs, he started to introduceme to the relation among the latter and the spline functions.
In particular he showedme the results of Loscalzo where the methods derived from the spline approach were unstable. At that time
I was unable to give an explanation of this. Now I know that such methods become stable as BVMs. There are many intersections
between spline functions and BVMs theory’’ [1,2,5,6].
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In [7] a related new class of Hermite spline quasi-interpolants has been introduced. Clearly, Hermite quasi-interpolation
is of particular interest in applicationswhere the derivative values at themeshpoints are available togetherwith the function
values (for example in the numerical solution of differential problems).
In this paper we are interested in applications of the BS methods to numerical quadrature for the approximation of the
integral,
I[y] =
 b
a
y(x) dx, (1.1)
where the interval [a, b] is assumed bounded and the function y(x) at least C1 smooth in such interval. More precisely, we
first show that a first family of related quadrature formulas (which will be below identified by the upper symbol (BS)) can
be obtained directly by applying such methods to the special differential problem
I ′(x) = y(x), I(a) = 0, (1.2)
whose solution is obviously such that
I(b) = I[y].
In this case, given a mesh a = x0 < · · · < xN = b in the integration interval [a, b], I[y] is approximated by using the
approximation of I(b) computed by a BS method. The possibility of choosing the number of steps of the BS method allows
us to define a class of (variablemesh) quadrature formulas. Observe that the (BS) formulas are of Lagrange type because they
require the evaluation at the mesh points only of y(x) (and not of its derivative) and that, when used on uniform meshes,
they can be actually considered generalizations of the trapezoidal or of the Simpson rule, respectively when the number of
steps of the underlying BS method is odd or even.
The other class of quadrature formulas we consider (which will be below identified by the upper symbol (BSQ)) is
obtained by integrating the Hermite spline quasi-interpolant introduced in [7] with knots at the mesh points and degree
arbitrarily chosen. Again the possibility to choose the spline degree allows us to generate a class of (variablemesh) formulas.
We observe that, being of Hermite type, for general meshes with N + 1 points such formulas require 2(N + 1) function
evaluations. However, it is relevant to observe that in the uniform case the derivative values of y(x) are required only at
few mesh points (their number does not depend on N but only on the specific formula selected in the family) located near
the two extremes of the integration interval. In this case the formulas can be considered a generalization of the Hermite’s
rule introduced in [8] which, on its turn, is a generalization of the composite trapezoidal rule. Finally, in order to avoid
any derivative computation, we also test in the paper the combination of the above approach with a general variable mesh
symmetric finite difference scheme for the approximation of the derivatives of y(x) at the mesh points. In this way another
class of Lagrange type quadrature formulas (identified by the upper symbol (BSQa)) is obtained.
Concerning the numerical experiments, we have decided to focus only on the (BSQ) class and on its variant (BSQa) and
not on the (BS) class because the last one becomes interesting from a computational point of view only if it is necessary to
approximate all the integrals of the same function on a sequence of intervals of type [a, xi], i = 1, . . . ,N , like in integro
and integro-differential Volterra type equations. Application of this type of quadrature formulas to these problems could be
found in [9–12].
Comparing uniform (BSQ) and (BSQa) formulas with other uniform quadrature formulas of the same order also recently
introduced in the literature [13,14], the presented numerical experiments show the particular accuracy of the introduced
uniform odd degree formulas. Furthermore, some tests show that it can be useful to implement the (BSQa) formulas on non
uniform meshes suitably selected.
The paper is organized as follows. In the next section a brief introduction to BS methods for univariate Boundary Value
Problems is given and their direct application to numerical quadrature is discussed. Then, in Section 3 the Hermite spline
Quasi-Interpolation scheme introduced in [7] is summarized and in Section 4 the (BSQ) family of relatedHermite quadrature
formulas is introduced. Section 5 presents the finite difference approximations allowing us to associate to the (BSQ) formulas
another class of quadrature formulas (BSQa) which preserve their accuracy but are of Lagrange type. Finally, in Section 6
some numerical experiments are given.
2. Summary of BS methods and a possible application to quadrature
BS methods [1,2,6] can be interpreted as spline collocation methods as well as a class of Boundary Value Methods [3]
based on B-splines for the numerical solution of a 1D Boundary Value Problem which can be mathematically formulated as
follows,
y′(x) = f(x, y(x)), x ∈ [a, b]
g(y(a), y(b)) = 0, (2.1)
where y : [a, b] → Rm is the unknown state vector to be determined and f : [a, b] × Rm → Rm, g : Rm × Rm → Rm
are given functions respectively characterizing the instantaneous variation of the state vector and specifying an associated
m-dimensional boundary condition. For notation simplicity in the following we refer to the scalar casem = 1 which is here
of interest.
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The BS method of degree d is a (d − 1)-step linear method which has convergence order p = d and is combined with
k1 − 1 left and k2 auxiliary methods (suitably selected), where
k1 :=

k
2

, k2 := k− k1 k := d− 1, (2.2)
in order to get good stability properties of the scheme [1]. Thus, given a mesh a = x0 < · · · < xN = b in the integration
interval [a, b], the associated (d − 1)-step BS numerical solution {yi, i = 0, . . . ,N} of (2.1) is determined by imposing the
following N conditions, besides the boundary condition,
k−i
j=−i
α
(i)
j+i+1 yi+j = hi
k−i
j=−i
β
(i)
j+i+1 fi+j, 1 ≤ i ≤ k1 − 1,
k2
j=−k1
α
(i)
j+k1+1 yi+j = hi
k2
j=−k1
β
(i)
j+k1+1 fi+j, k1 ≤ i ≤ N − k2,
N−i
j=N−i−k
α
(i)
j−Nˆ+i yi+j = hi
N−i
j=N−i−k
β
(i)
j−Nˆ+i fi+j, N − k2 + 1 ≤ i ≤ N,
(2.3)
where Nˆ := N − d is used for brevity,
hi := xi − xi−1, fl := f (xl, yl)
and where α(i) := (α(i)1 , . . . , α(i)d )T and β(i) := (β(i)1 , . . . , β(i)d )T , i = 1, . . . ,N , are the coefficient vectors characterizing the
main method if i = k1, . . . ,N − k2 and the additional methods otherwise. In particular the following local linear systems
have to be solved for the computation of the coefficient vectors characterizing the main method,
G(i)(α(i)T ,β(i)T )T = e2d, i = k1, . . . ,N − k2, (2.4)
where e2d is the last term of the canonical basis of R2d and
G(i) :=

A(i−k1)T1 −hi A(i−k1)T2
0T eT

2d×2d
, (2.5)
with e := (1, . . . , 1)T ∈ Rd, and A(j)1 , A(j)2 , j ∈ N, defined as,
A(j)1 :=
 Bj−d(xj), · · · , Bj+d−2(xj)... ... ...
Bj−d(xj+d−1), · · · , Bj+d−2(xj+d−1)

d×(2d−1)
,
A(j)2 :=
 B
′
j−d(xj), · · · , B′j+d−2(xj)
...
...
...
B′j−d(xj+d−1), · · · , B′j+d−2(xj+d−1)

d×(2d−1)
,
(2.6)
with B−d(x), . . . , BN−1(x) denoting the B-spline basis of degree d, with knots at the mesh points and coincident auxiliary
knots [4]. For details about the local linear system (2.4) and about a suitable strategy for choosing the vector coefficients
related to the additionalmethodswhich complete (2.3), we refer to [2]. In the followingwe always suppose to use coincident
auxiliary knots and the additional methods defined by the not-a-knot conditions as defined in [2]. Observe that, for uniform
meshes, the matrix G(i) doesn’t depend on i and so the same is true for the vector coefficients of the main methods. In this
special case, by using a symbolic specific implementation of any of the linear systems in (2.4) and also of the local linear
systems associated to the additional methods, all the coefficients appearing in (2.3) can be computed a priori [1,2].
Clearly, when nonlinear problems are dealt with, the N conditions in (2.3) plus the boundary condition correspond to
a global nonlinear system in the vector unknown y := (y0, . . . , yN)T , which can be difficult and expensive to be solved
in particular if N is large. Thus, a quasi-linearization strategy has been combined to these methods in order to deal with a
sequence of linear problems, (see [6] for details). In the linear case, that is when it is assumed that
f (x, y(x)) = λ(x)y(x)+ w(x),
g(y(a), y(b)) = g1y(a)+ g2y(b)− g3, (2.7)
with λ(x), w(x) assigned functions and, g1, g2 and g3 assigned coefficients, such system becomes linear. In particular one
(e.g. the first) of its equations expresses the boundary condition and all the others can be shortly represented inmatrix form
as follows,
(A(d) − HB(d)Λ) y = HB(d)w, (2.8)
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where Λ := diag(λ(x0), . . . , λ(xN)),H := diag(h1, . . . , hN) and w := (w(x0), . . . , w(xN))T . The matrix A(d) is a d-banded
matrix of size N × (N + 1), with the following structure (the matrix B(d) has the same structure and it is defined by using
the coefficient vectors β instead of α),
A(d) :=
C
(d)
L
A(d)C
C (d)R
 ,
where C (d)L = [A(d)L 0], C (d)R = [0 A(d)R ], with,
A(d)L :=
 α
(1)
1 · · · α(1)d
...
...
...
α
(k1−1)
1 · · · α(k1−1)d

(k1−1)×d
,
A(d)R :=
α
(N−k2+1)
1 · · · α(N−k2+1)d
...
...
...
α
(N)
1 · · · α(N)d

k2×d
,
A(d)C :=

α
(k1)
1 · · · α(k1)d 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 · · · 0 α(N−k2)1 · · · α(N−k2)d

(Nˆ+2)×(N+1)
.
Thus, let us here see a natural direct application of BS methods to numerical quadrature. In fact a first class of quadrature
formulas of Lagrange type can be obtained by applying BS methods to problem (1.2) obtaining for uniform meshes a
generalization of the composite trapezoidal rule when d is even and of the composite Simpson rule otherwise.
Observing that (1.2) is a linear differential problem which can be formally represented as in (2.1) by replacing y(x)with
I(x) and assuming in (2.7) λ(x) ≡ 0, w(x) = y(x), g1 = 1, g2 = g3 = 0, we obtain that the linear system (2.8) simplifies as
follows,
A(d) I = HB(d) y, (2.9)
where I := (I0, . . . , IN)T , with Ij ≈ I(xj). Thus, considering the specific form of the boundary condition, we define the
(BS) quadrature formula by putting I(BS)[y] = IN , that is,
I(BS)[y] := (φ(d,ode))Ty (2.10)
where
φ(d,ode) :=

(A(d):,2:N)
−1 H B(d)
T
eN , (2.11)
with eN := (0, . . . , 0, 1)T and the subscript :,2:N means that only the column from the second to the last are considered,
thus obtaining a square matrix.
The convergence results for this type of quadrature formula are easily derived by the convergence results of the BS
methods for ODEs.
Theorem 1. The quadrature rule (2.10) is convergent of order p = d when y ∈ Cd+1[a, b].
Proof. In [1,2] it has been proved that the BS methods for approximating the solution of the general BVP in (2.1) using
uniform and non uniform smoothly varying meshes are convergent of order p = d. As I(BS)[y] is obtained applying BS
methods to the special ODE problem (1.2), this implies that if y ∈ Cd+1[a, b], it is also
|I(BS)[y] − I[y]| ≤ Chp,
with h = max1≤i≤N hi. 
In the special case of uniform meshes, the central blocks of both matrices A(d) and B(d) are Toeplitz matrices and so the
theory of such matrices can be helpful for the analysis of the associated (BS) formulas and it can be proved that, if d is odd
the order rises to d + 1 [1]. In particular when d = 2 we recover the composite trapezoidal rule and when d = 3 and N is
even we obtain the composite Simpson rule.
The introduced formulas are then at least of theoretical interest in particular when d is even because in such case they
come from multistep methods with good stability features [1]. Anyway we realize that they have a significant drawback
F. Mazzia, A. Sestini / Journal of Computational and Applied Mathematics 236 (2012) 4105–4118 4109
consisting in requiring the solution of the linear system which can be expensive from a computational point of view,
compared with the cost of standard quadrature formulas. In fact, even if the coefficient matrix A(d) in (2.9) is banded,
(A(d):,2:N)−1 is not and, as a consequence, the entries of φ
(d,ode) depend on the mesh distribution and on the size of the matrix.
3. BS Hermite quasi-interpolation schemes
The BS Hermite quasi-interpolation scheme has been introduced in [7] for defining a spline approximation of a given
function y(x). In such scheme the assumed data are the values yi and y′i, i = 0, . . . ,N , of both y(x) and y′(x) at some mesh
points xi, i = 0, . . . ,N , with a = x0 < · · · < xN = b and the spline approximation is defined as follows,
Q (BSQ)d (·) :=
N−1
j=−d
µj(y) Bj(·), (3.1)
where, as assumed in the previous section, Bj(·), j = −d, . . . ,N−1, is the B-spline basis of degree dwith knots at the mesh
points and coincident auxiliary knots. The functionals µj(y) depend locally on the pairs of values (yi, y′i), i = 0, . . . ,N ,
where here yi and y′i denote exact function values, that is yi = y(xi) and y′i = y′(xi). The µj(y) definition was introduced in
formula (13) of [7] and is here reported in a more compact form by using for this aim a diagonal matrix Hˆ and two banded
matrices Aˆ(d) and Bˆ(d) both with size (N + d)× (N + 1),
µ(d) = Aˆ(d)y− HˆBˆ(d)y′, (3.2)
where
y := (y0, . . . , yN)T , y′ := (y′0, . . . , y′N)T , µ(d) := (µ−d(y), . . . , µN−1(y))T .
The matrix Hˆ = diag(hˆ1, . . . , hˆN+d) has non-vanishing entries defined as follows,
hˆi :=
hk1 , if i ≤ d,
hk1+i−d, if d+ 1 ≤ i ≤ N,
hN−k2 , if i ≥ N + 1,
(3.3)
with k1 and k2 defined in (2.2). The two matrices Aˆ(d) and Bˆ(d) have analogous structure and, in conformity to the notation
used in [7], their non-vanishing entries are denoted respectively as αˆ and βˆ . More specifically, we precise that Aˆ(d) (the
expression of Bˆ(d) can be derived just formally replacing each αˆ coefficient with the corresponding βˆ coefficient in the
expression of Aˆ(d)) has the following block representation,
Aˆ(d) :=
Cˆ
(d)
L
Aˆ(d)C
Cˆ (d)R
 ,
where Cˆ (d)L := [Aˆ(d)L 0], Cˆ (d)R := [0 Aˆ(d)R ], with,
Aˆ(d)L :=
αˆ
(−1,1)
1 · · · αˆ(−1,1)d
...
...
...
αˆ
(−1,d)
1 · · · αˆ(−1,d)d

d×d
, Aˆ(d)R :=

αˆ
(Nˆ,d)
1 · · · αˆ(Nˆ,d)d
...
...
...
αˆ
(Nˆ,2d−1)
1 · · · αˆ(Nˆ,2d−1)d

d×d
,
and
Aˆ(d)C :=

0 αˆ(0,d)1 · · · αˆ(0,d)d 0 · · · 0 0
... 0
. . .
. . .
. . .
. . .
...
...
...
...
. . .
. . .
. . .
. . . 0
...
0 0 · · · 0 αˆ(Nˆ−1,d)1 · · · αˆ(Nˆ−1,d)d 0

Nˆ×(N+1)
.
The approximation scheme introduced in [7] is completely described (refer to that paper for an extended introduction)
observing that the vector coefficients αˆ(j,r) = (α(j,r)1 , . . . , α(j,r)d )T and βˆ
(j,r) = (β(j,r)1 , . . . , β(j,r)d )T are defined as the solution
of the following local linear system,
G(j+k1+1)(αˆ(j,r)T , βˆ
(j,r)T
)T = er , 1 ≤ r < 2d (3.4)
where er is the r-th term of the canonical basis of R2d and the matrix G(i) is already defined in (2.5).
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We can observe in particular that the last equation of (3.4) implies the following homogeneous condition for the βˆ
(j,r)
vector,
d
i=1
βˆ
(j,r)
i = 0 (r < 2d). (3.5)
As the unity partition property of B-splines implies that the sum of the columns of the matrices A(j) T1 and A
(j) T
2 defined in
(2.6) is respectively equal to the vector e ∈ Rd and to the vector 0 ∈ Rd, summing up the first 2d− 1 rows in (3.4), we can
also deduce the following normalization condition on the vector αˆ(j,r),
d
i=1
αˆ
(j,r)
i = 1 (r < 2d). (3.6)
4. BSQ quadrature formulas
If y(x) and its derivative are known on a certain mesh, the integral of the quasi-interpolant spline defined in (3.1) can be
used to approximate I[y] as follows,
I(BSQ)d [y] :=
N−1
j=−d
Kj µj(y),
where
Kj := 1d+ 1 (xj+d+1 − xj) (4.1)
because, assuming coincident auxiliary knots, it is known that Kj as defined in (4.1) is equal to
 b
a Bj(x) dx [4]. More shortly,
we can also write
I(BSQ)d [y] = K(d)T µ(d),
where K(d) = (K−d, . . . , KN−1)T is the vector whose components are defined in (4.1). Finally, by using (3.2) such formula
can be also written collecting y and y′ as
I(BSQ)d [y] =

ρ(d)Ty− σ(d)Ty′ (4.2)
where ρ(d) = (ρ(d)0 , . . . , ρ(d)N )T and σ(d) = (σ (d)0 , . . . , σ (d)N )T are defined as follows,
ρ(d) := Aˆ(d)TK(d), σ(d) := Bˆ(d)T HˆK(d). (4.3)
For example, when d = 2 the analytic expression of the coefficients necessary for defining I(BSQ)2 [y] is the following,
ρ
(2)
0 = (3h1 + h2)/6,
ρ
(2)
1 = (2h1 + 2h2 + h3)/6,
ρ
(2)
i = (hi−1 + 2hi + 2hi+1 + hi+2)/6, i = 2, . . . ,N − 2,
ρ
(2)
N−1 = (hN−2 + 2hN−1 + 2hN)/6,
ρ
(2)
N = (hN−1 + 3hN)/6,
σ
(2)
0 = −(h1h2 + h21)/12,
σ
(2)
1 = −(h2h3 + h22 − h21)/12,
σ
(2)
i = (hi+1hi+2 + h2i+1 − h2i − hi−1hi)/12, i = 2, . . . ,N − 2,
σ
(2)
N−1 = (hN−1hN−2 + h2N−1 − h2N)/12,
σ
(2)
N = (h2N + hN−1hN)/12.
Clearly, being of Hermite type, the quadrature formula (4.2) has the drawback that the number of function evaluations it
requires in the general case is 2(N+1). In order to define related Lagrange quadrature formulas which do not use y′(x) (and
so have a halved computational cost), in the following section we consider the possibility of replacing the derivative values
y′i required in (4.2) by suitable finite difference approximation.
Wenow introduce the definition of (m,M)-admissiblemesh because, for (m,M)-admissiblemeshes, referring to previous
results stated in [7], we can easily get some upper bounds for ρ(d)i and σ
(d)
i coefficients and we can also easily deduce the
convergence of the (BSQ) class of quadrature formulas.
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Definition 1. Letm ≤ 1 ≤ M be two positive constants. A mesh π = {x0, . . . , xN} is (m,M)-admissible if
m ≤ hi
hi+1
≤ M, i = 1, . . . ,N, (4.4)
where hi = xi − xi−1.
Observe that (see Lemma 2 in [7]), if the mesh is (m,M)-admissible, it is possible to prove that there exist two positive
quantities Am,M,d and Bm,M,d such that
|αˆ(j,r)i | ≤ Am,M,d, |βˆ(j,r)i | ≤ Bm,M,d, ∀r, ∀j, ∀i. (4.5)
This fact has important consequences which are summarized in the following propositions.
Proposition 1. If the mesh is (m,M)-admissible, the absolute value of each coefficient ρ(d)i and σ
(d)
i is respectively bounded by
an O(h) and an O(h2) quantity, where
h := max
j=1,...,N
hj. (4.6)
Proof. Observe that (4.5), (4.3) and the definition of thematrices Aˆ(d) and Bˆ(d) imply the following bounds for the coefficients
of the quadrature formulas,
|ρ(d)i | ≤ Am,M,d
i−1
r=−d
Kr , i = 0, . . . , d− 1,
|σ (d)i | ≤ Bm,M,d maxj=1,...,i+d hˆj
i−1
r=−d
Kr , i = 0, . . . , d− 1,
|ρ(d)i | ≤ Am,M,d
i−1
r=i−d
Kr , i = d, . . . , Nˆ,
|σ (d)i | ≤ Bm,M,d maxj=i+1,...,i+d hˆj
i−1
r=i−d
Kr , i = d, . . . , Nˆ,
|ρ(d)i | ≤ Am,M,d
N−1
r=i−d
Kr , i = Nˆ + 1, . . . ,N,
|σ (d)i | ≤ Bm,M,d maxj=i+1,...,N+d hˆj
N−1
r=i−d
Kr , i = Nˆ + 1, . . . ,N.
(4.7)
Now, considering the definition in (4.1) the definition of the diagonal entries hˆi of the diagonal matrix Hˆ and the hypothesis
of coincident auxiliary knots, it can be seen that
0 < Kr ≤ (d+ r + 1)hd+ 1 < h, r = −d, . . . ,−1,
0 < Kr ≤ h, r = 0, . . . , Nˆ − 1,
0 < Kr ≤ (N − r)hd+ 1 < h, r = Nˆ, . . . ,N − 1.
Thus, we can easily obtain,
|ρ(d)i | ≤ 2dAm,M,d h, |σ (d)i | ≤ 2dBm,M,d h2, ∀i,
which completes the proof. 
The following convergence result can also be proved,
Proposition 2. If the mesh is (m,M)-admissible, there exists a constant L > 0 (depending on m,M and d) such that for all
y ∈ Cd+1[a, b] it is,
|I[y] − I(BSQ)d [y]| ≤ L(b− a)hd+1 ∥Dd+1y∥∞,
where h is the maximum step size defined in (4.6) and Dky denotes the k-th derivative of y.
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Proof. In [7] it was proved that, if y ∈ Cd+1[a, b] and the hypotheses in (4.4) are assumed, then there exists a positive
constant L (depending on d,m andM) such that
∥Dr(y− Q (BSQ)d (y))∥∞ ≤ L hd+1−r ∥Dd+1y∥∞.
As a consequence, we can deduce that it is also
|I[y] − I(BSQ)d [y]| ≤ L(b− a)hd+1 ∥Dd+1y∥∞,
which implies that our quadrature formula has in the general case approximation order d+ 1. 
Finally we can also state the following result concerning the conditioning of the (BSQ) formulas,
Proposition 3. If the mesh is (m,M)-admissible and y˜(x) is a perturbation of y(x) such that
|y˜i − yi| ≤ ϵ, i = 0, . . . ,N, |y˜′i − y′i| ≤
ϵ
h˜i
, i = 0, . . . ,N,
with
h˜i :=

max
j=1,...,i+d
hˆj, if i < d,
max
j=i+1,...,i+d
hˆj, if d ≤ i ≤ Nˆ,
max
j=i+1,...,N+d
hˆj, if i > Nˆ,
then
|I(BSQ)d [y˜] − I(BSQ)d [y]| ≤ d (Am,M,d + Bm,M,d) (b− a) ϵ. (4.8)
Proof. Considering (4.2), (4.3) and the bounds obtained in (4.7) for the absolute values of the ρ(d)i and σ
(d)
i coefficients, from
the assumed hypotheses on the perturbation y˜(x), it can be seen that the left hand side in (4.8) can be upper bounded by the
following quantity,d−1
i=0
i−1
r=−d
Kr +
Nˆ
i=d
i−1
r=i−d
Kr +
N
i=Nˆ+1
N−1
r=i−d
Kr
 (Am,M,d + Bm,M,d) ϵ.
Now we can observe that in such bound the term between square brackets is just d
N−1
j=−d Kj and that the assumption of
coincident auxiliary knots implies that it is equal to d(b− a)which completes the proof. 
4.1. Symmetric meshes
An interesting special case is obtained when d is even and the mesh is symmetric, that is
xN−i + xi = a+ b, i = 0, . . . ,N.
In fact in such case, recalling that we are assuming coincident auxiliary knots, the B-spline basis is such that Bj(x) =
BN−1−d−j(a+ b− x), ∀x ∈ [a, b], j = −d, . . . ,N − 1 and with some algebra it can be verified that this implies that
αˆ
(Nˆ−1−j,d) = Jαˆ(j,d) βˆ(Nˆ−1−j,d) = −Jβˆ(j,d), j = −1, . . . , Nˆ,
where J is the skew identity matrix (with Ji,d−i+1 = 1, i = 1, . . . , d and with all other entries vanishing). Such symmetry in
the αˆ and βˆ coefficients implies on its turn a corresponding symmetry in the vectors ρ(d) and σ(d), that is
ρ
(d)
N−i = ρ(d)i , σ (d)N−i = −σ (d)i symmetric mesh, d even. (4.9)
A specific convergence result can be stated in this case.
Proposition 4. When the mesh is symmetric and d is even the approximation order of the (BSQ) quadrature formulas becomes
d+ 2.
Proof. When themesh is symmetric and d is even, (4.9) implies that the polynomial (x−(a+b)/2)d+1 is exactly integrated,
and the thesis easily follows. 
The further special case of uniform meshes is considered in the next subsection.
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Table 1
Values of ρ(d)i and σ
(d)
i for i = 0, . . . , d− 1, d = 2, . . . , 5. Uniform knot distribution.
d (ρ(d)0 , . . . , ρ
(d)
d−1) (σ
(d)
0 , . . . , σ
(d)
d−1)
2 h6 (4, 5)
h2
12 (−2,−1)
3 h24 (7, 24, 29)
h2
72 (−1, 20, 5)
4 h120 (77, 193, 53, 97)
h2
480 (−53,−233,−251,−23)
5 h2304 (707, 230, 2544, 4378, 2509)
h2
11 520 (−323, 6890, 14154, 5354, 205)
4.2. BSQ formulas on uniform meshes
If we assume to use a uniform knot distribution, there are a lot of facilities which also imply a significant reduction of
the computational cost of the evaluation of (4.2). In fact in the uniform case the matrix G(i) defined in (2.5) does not depend
on the upper index i and so also the solution of the local linear system (3.4) (αˆ(j,r)T , βˆ
(j,r)T
)T does not depend on j. So in this
case the notation can be simplified and we can use αˆ and βˆ for referring to any of the vectors αˆ(j,d) and βˆ
(j,d)
,−1 ≤ j ≤ Nˆ .
As a consequence, both the central blocks Aˆ(d)C and Bˆ
(d)
C of the matrices Aˆ
(d) and Bˆ(d) are of Toeplitz type and we can observe
that in this case (3.6) and (3.5) respectively imply the following two conditions,
N
i=d+1
Aˆ(d)i,j = 1,
N
i=d+1
Bˆ(d)i,j = 0, j = d+ 1, . . . ,N − d+ 1.
Then, observing that in the uniform case H = hI where h is the constant mesh size and I the identity matrix and that
K (d)j = h, j = 0, . . . ,N − d− 1, (4.3) implies that
ρ
(d)
i = h, σ (d)i = 0, i = d, . . . ,N − d, (uniform mesh) (4.10)
that is only the first and last d derivative values y′i, i = 0, . . . , d − 1, i = N − d + 1, . . . ,N are used by the quadrature
formula (4.2) and theweights associated to the inner values yi, i = d, . . . ,N−d are all equal. So, in this case, the quadrature
formula can be considered a generalization of the Hermite’s rule introduced in [8]. Observe that in this case the peculiarity
of the approximation obtained by using a certain degree d depends only on the weights ρ(d)i and σ
(d)
i , i = 0, . . . , d− 1, i =
N − d+ 1, . . . ,N which still satisfy (4.9) and respectively are O(h) and O(h2). We can also observe that in the uniform case,
the above extreme coefficients can be a priori symbolically computed and that the number of function evaluations required
to compute (4.2) reduces to N + 2d+ 1. In Table 1 such coefficients are listed for d = 2, . . . , 5.
5. Symmetric derivatives approximations
The approximation of the derivative on the grid x0 < x1 < · · · < xN of a sufficiently smooth vector function y ∈
C r(I,Rm), [x0, xN ] ⊂ I, is made using the following l-step finite difference scheme defined with a nonuniform mesh as:
l
i=0
γ
(n)
i yi = y′(xn)+ O(hl), n = 0, . . . , l1 − 1,
l
i=0
γ
(n)
i yn−l1+i = y′(xn)+ O(hl), n = l1, . . . ,N − l2,
l
i=0
γ
(n)
i yN−l+i = y′(xn)+ O(hl), n = N − l2 + 1, . . . ,N,
(5.1)
where l1 = ⌊l/2⌋, l2 = l − l1, hi = xi − xi−1, i = 1, . . . ,N , and h = max1≤i≤N hi. The coefficients γ (n)i , n = 0, . . . ,N and
i = 0, . . . , l are computed by imposing that the local truncation error of the method is O(hl), solving the following linear
systems:
W lν(n)γ
n = W lν(n)

γ n0
γ n1
...
γ nl
 =

0
1
0
...
0

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Table 2
Number r and values of left (right) entries of φ(d,QI)i = φ(d,QI)N−i i = 0, . . . , r, d = 2, . . . , 5, not equal to h.
Uniform knot distribution and N ≥ 2r .
d r (φ(d,QI)0 , . . . ,φ
(d,QI)
r )
2 5 h (43, 206, 90, 170, 139)/144
3 5 h (47, 192, 108, 160, 141)/144
4 7 h (4419, 20821, 7000, 20630, 11015, 15461, 14254)/14400
5 8 h (42113, 201505, 63765, 201701, 103843, 148707, 136967, 138199)/138240
where
W lν(n) =

1 · · · 1
ξ−ν,n · · · ξl−ν,n
... · · · ...
ξ l−ν,n · · · ξ ll−ν,n
 , ξr,n = sign(r) max(r,0)
i=1+min(r,0)
hn+i. (5.2)
and ν = 0, . . . , l1− 1, for n = 0, . . . , l1− 1, ν = l1, for n = l1, . . . ,N − l2 and ν = l1+ 1, . . . , l, for n = N − l2+ 1, . . . ,N .
This approximation of the derivative is related to the GBDF methods introduced in [3, p. 127], the only difference is in
the value of l1 used in the algorithm described in [3, Sec. 5.2]. The value of l1 has been changed in order to have a symmetric
global approximation of the derivative when the mesh is symmetric. We note in fact that the elements of the matrixW lν(n)
depends only on the stepsizes and, if themesh is symmetric and l2 = l1, we have that the linear systems satisfy the following
relations (J is the skew identity matrix).:
• W ln(n)γn = −W ll−n(N − n)Jγn = W ll−n(N − n)γN−n, for n = 0, . . . , l1 − 1;
• W ll1(n)γn = −W ll1(N − n)Jγn = W ll1(N − n)γN−n, for n = l1, . . . ,N − l2;
thus implying that γ nj = −γ N−nl−j for n = 1, . . . ,N .
In matrix form we can then write,
(Γ (l))y =
y
′(x0)
...
y′(xN)
+ O(hl),
where y := (y0, . . . , yN)T and Γ (l) ∈ R(N+1)×(N+1) is the matrix containing the γ (n)i coefficients. We will denote such an
approximation of the derivative by
[y]′ := (Γ (l))y. (5.3)
If the mesh is symmetric, in order to respect the convergence order of the quadrature formula we use l = d + 2 if d is
even and l = d+ 1 if d is odd. Thus, we have that l is always even and the matrix Γ (l) satisfies the following relation:
JΓ (l)J = −Γ (l).
Combining this derivative approximation with the (BSQ) quadrature formulas, we obtain another class of quadrature
formulas, defined as follows,
I(BSQa)d [y] :=

ρ(d)Ty− σ(d)T [y]′ (5.4)
which can be further simplified by considering only the linear combination of the function values
I(BSQa)d [y] = φ(d,QI)Ty, (5.5)
where φ(d,QI) is defined as follows,
φ(d,QI) :=

Aˆ(d)T − (HˆBˆ(d)Γ (l))T

K(d). (5.6)
We note that now we do not need to evaluate the derivative so the number of function evaluation is halved. Moreover,
when the mesh is symmetric, the vector φ(d,QI) is such that φ(d,QI) = Jφ(d,QI) and the approximation order remains d+ 2 as
well as for (BSQ) formulas on symmetric meshes if d is even. The left weights different from h for uniformmeshes are listed
in Table 2 for d = 2, . . . , 5.
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Table 3
Comparison of the quadrature errors of different all fourth
order uniform formulas for Test 1.
N 64 128 256 512
E(BSQ)2 6.9e−6 4.1e−7 2.5e−8 1.6e−09
E(BSQ)3 5.3e−7 3.5e−8 2.2e−9 1.4e−10
EH 5.8e−7 3.6e−8 2.3e−9 1.4e−10
ES −2.3e−6 −1.4e−7 −9.0e−9 −5.6e−10
EQ 1.9e−6 1.1e−7 6.7e−9 4.1e−10
E(BSQa)2 6.3e−6 4.1e−7 2.5e−8 1.6e−09
E(BSQa)3 2.1e−7 3.1e−8 2.2e−9 1.4e−10
Table 4
Comparison of the quadrature errors of different all fourth order
uniform formulas for Test 2.
N 256 512 1024 2048
E(BSQ)2 1.2e−10 7.9e−12 4.9e−13 3.0e−14
E(BSQ)3 1.1e−11 7.1e−13 4.5e−14 2.3e−15
EH 1.1e−11 7.1e−13 4.5e−14 2.3e−15
ES −4.6e−11 −2.8e−12 −1.8e−13 −1.1e−14
EQ 3.3e−11 2.1e−12 1.3e−13 8.0e−15
E(BSQa)2 1.3e−10 7.9e−12 4.9e−13 3.1e−14
E(BSQa)3 1.1e−11 7.1e−13 4.5e−14 3.3e−15
6. Numerical results
In this section, first of all we give numerical evidence that the use of the derivative values of the function y(x) at a fixed
number of mesh points (not depending on their full number) can guarantee to the uniform (BSQ) formulas, as well as to
the similar Hermite rule [8], a better accuracy than that of other same order Lagrange type quadrature formulas. Observe
that the need to evaluate the function derivative at a fixed number of mesh points implies a negligible increase of the
computational cost in terms of function evaluations. Furthermore, we show that the symmetric derivative approximation
strategy introduced in the previous section mostly guarantees to the Lagrange type quadrature rules I(BSQa)d [y] the same
accuracy of the corresponding formulas I(BSQ)d [y]. The results, aimed to show such general considerations, are presented
in three subsections, the first related to experiments with quadrature formulas all of approximation order 4, the second
to analogous experiments with 6-th order formulas and the third reporting results with higher order (BSQ) and (BSQa)
formulas. Moreover, the implementations of some (BSQa) formulas on Chebyshev–Gauss–Lobatto [15] meshes are tested.
We make clear that the reported signed errors are always the difference between the estimated and the exact integral.
6.1. Experiments with fourth order formulas
Tables 3 and 4 report the quadrature errors of all fourth order quadrature formulas respectively for the following three
tests also considered in [13],
Test 1 : [a, b] = [0, 1], I[y1] = 35.880612010038328566,
y1(x) := 1
(x− 0.3)2 + 0.01 +
0.8
(x− 0.7)2 + 0.04 ,
Test 2 : [a, b] = [−1, 1], I[y2] = 0.662908831834016232596195,
y2(x) := 11+ 16x2 ,
Test 3 : [a, b] = [0, 1], I[y6] = 3.2523064663781227544,
y6(x) := 16
√
x3 sin(x2).
In more detail, the quadrature errors E(BSQ)d and E
(BSQa)
d with d = 2, 3 and the error of the Hermite rule (EH ) (which uses
the derivative values at x = a and x = b) introduced in [8] are compared with those related to the classical composite
Simpson rule (ES) and to the quadrature formula introduced in [13] which is obtained by integrating a Lagrange quadratic
spline quasi-interpolant. The error related to the last mentioned formula is denoted as EQ and all its values reported in the
tables are directly taken from [13] (reversing the reported sign because of the here considered error definition). Observe
that all the formulas considered in Tables 3–5 have order 4 for smooth functions and are defined on a uniform mesh
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Table 5
Comparison of the quadrature errors for Test 3.
N 64 128 256 512
E(BSQ)2 3.3e−7 2.1e−8 1.3e−09 8.1e−11
E(BSQ)3 3.2e−8 2.1e−9 1.2e−10 7.5e−12
EH 3.0e−8 1.9e−9 1.2e−10 7.3e−12
ES −1.2e−7 −7.6e−9 −4.7e−10 −3.0e−11
EQ 8.6e−8 5.4e−9 3.4e−10 2.1e−11
E(BSQa)2 3.4e−7 2.1e−8 1.3e−09 8.2e−11
E(BSQa)3 3.4e−8 2.1e−9 1.3e−10 7.7e−12
Table 6
Comparison of the quadrature errors of different all sixth order
uniform formulas for Test 4.
N 16 32 64 128
E(BSQ)4 −6.9e−11 −1.2e−12 −2.0e−14 −3.7e−16
E(BSQ)5 −2.0e−12 −3.2e−14 −5.0e−16 −5.6e−17
EB −1.3e−10 −2.1e−12 −3.2e−14 −4.7e−16
EQ 5.0e−11 8.8e−13 1.5e−14 2.8e−16
E(BSQa)4 −7.1e−11 −1.2e−12 −2.0e−14 −3.2e−16
E(BSQa)5 −3.6e−12 −4.0e−14 −5.6e−16 −4.2e−17
Table 7
Comparison of the quadrature errors of different all sixth order
uniform formulas for Test 5.
N 16 32 64 128
E(BSQ)4 −7.6e−09 −1.2e−10 −1.9e−12 −3.0e−14
E(BSQ)5 −2.9e−10 −3.2e−12 −4.5e−14 −6.7e−16
EB −1.2e−08 −1.8e−10 −2.8e−12 −4.4e−14
EQ 5.3e−09 8.5e−11 1.3e−12 2.1e−14
E(BSQa)4 −5.7e−09 −1.1e−10 −1.9e−12 −2.9e−14
E(BSQa)5 1.9e−09 5.8e−12 −9.3e−15 0
xi = a + i (b − a)/N, i = 0, . . . ,N . Note also that the Hermite rule and our quadrature formulas I(BSQ)d [y] respectively
need always additional 2 and 2d derivative evaluations while no additional functional evaluation is required by I(BSQa)d [y].
Looking at the tables, we can firstly see that I(BSQ)3 [y] is always more accurate than I(BSQ)2 [y]. Actually I(BSQ)3 , shares with the
Hermite rule the best approximation in all the considered examples, even if it requires 6 additional derivative evaluations
instead of 2. Furthermore, comparing the last two rows in the tables with the first two ones, we can note that the derivative
approximations used for defining I(BSQa)d [y] allow us to preserve the accuracy of the corresponding rules I(BSQ)d [y] for both
the cases d = 2 and d = 3. Thus, we can conclude that the use of the odd degree is preferable in both the considered tests
and that I(BSQa)3 [y], with no additional functional evaluations, gets the best accuracy.
6.2. Experiments with sixth order formulas
Tables 6 and 7 report the quadrature errors of all sixth order quadrature formulas respectively for the following two tests
also considered in [14],
Test 4 : [a, b] = [−1, 1], I[y3] = −0.042190610987494723245,
y3(x) := −0.5

exp
 x
2

− 1

,
Test 5 : [a, b] = [0, 1], I[y4] = 1.06288441222670586460,
y4(x) := (x+ 1) exp(−x2).
In this case the quadrature errors E(BSQ)d and E
(BSQa)
d with d = 4, 5 are comparedwith those related to Boole’s rule (EB) [15] and
to the quadrature formula introduced in [14] which is obtained by integrating a Lagrange quartic spline quasi-interpolant
(EQ ). The reported values of EQ are all taken from [14]. The comments given in the previous subsection are true also in this
case.
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Table 8
Comparison of the quadrature errors for Test 3. The horizontal line sepa-
rates tests on uniformmeshes from tests on Chebyshev–Gauss–Lobatto
ones (CGL).
N 64 128 256 512
E(BSQ)4 −1.8e−10 −5.8e−12 −2.3e−13 −9.8e−15
E(BSQ)5 −7.9e−11 −3.4e−12 −1.5e−13 −7.1e−15
E(BSQa)4 1.1e−09 5.1e−11 2.3e−12 1.0e−13
E(BSQa)5 9.8e−10 4.3e−11 1.9e−12 8.6e−14
E(BSQa)(CGL)4 −3.1e−10 −4.3e−12 −6.5e−14 8.9e−16
E(BSQa)(CGL)5 6.4e−11 6.8e−14 −4.0e−15 −4.4e−16
Table 9
Quadrature errors of the eighth order uniform formulas of the classes (BSQ) and
(BSQa) for both Tests 4 (T4) and 5 (T5).
N 16 (T4) 32 (T4) 16 (T5) 32 (T5) 64 (T5)
E(BSQ)6 2.9e−14 1.2e−16 −4.1e−11 −1.7e−13 −6.7e−16
E(BSQ)7 1.9e−16 1.2e−16 −1.2e−12 −2.0e−15 0
E(BSQa)6 2.5e−14 1.3e−16 −1.1e−10 −2.5e−13 −8.9e−16
E(BSQa)7 −2.8e−15 2.7e−17 −6.0e−11 −7.0e−14 −1.3e−15
In Table 8 we report the errors related to the uniform sixth order formulas (BSQ) and (BSQa) for Test 3. In this case the
sixth order (BSQa) formulas have a worse accuracy than the same order (BSQ). For this aim, in the lower part of the table, we
have also reported the errors obtained with the (BSQa) formulas implemented on Chebyshev–Gauss–Lobatto meshes (CGL)
which allow us to improve their performances.
6.3. Higher order formulas
In order to confirm the benefit obtainable using higher order formulas in both the classes (BSQ) and (BSQa) when regular
functions are dealt with, in Table 9 the results obtained for both Tests 4 and 5 with the eighth order uniform formulas
I(BSQ)d [y] and I(BSQa)d [y], d = 6, 7, are shown. We observe that, as expected, they need a lower number of mesh points to
reach the same accuracy of the formulas with d = 4, 5, thus confirming the efficiency of the higher order methods for
regular functions.
7. Conclusions
We have shown that from BS methods for BVPs two families (respectively denoted with the upper symbols (BS) and
(BSQ)) of variable order quadrature formulas on general meshes can be derived, the first of Lagrange type and the second of
Hermite type. Convergence results are given for both of them. As theweights determination for formulas of the first class has
a higher computational cost, only the analysis of the second class has been deepen, discussing also the conditioning of the
(BSQ) formulas and showing that for uniform meshes they use only a fixed number of derivative values not depending on
themesh size and that actually they can be considered a generalization of the accurate fourth order Hermite rule introduced
in [8]. Furthermore, by using suitable symmetric finite difference approximations of the required derivative values, we have
also derived from (BSQ) formulas another class of Lagrange type formulas denoted with the upper symbol (BSQa). The pre-
sented numerical experiments confirm the high accuracy in particular of the odd degree (BSQ) and (BSQa) formulas which
in the uniform case have been compared with same order Lagrange formulas. We would like to remark on the versatility
of our approach, ensured by the possibility of selecting the order and the nodes of the (BSQ) or (BSQa) quadrature formulas
bearing in mind the characteristics of the considered test.
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