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a b s t r a c t
A block graph is a graph whose blocks are cliques. For each edge e = uv of a graph G, let
Ne(u) denote the set of all vertices in Gwhich are closer to u than v. In this paper we prove
that a graph G is a block graph if and only if it satisfies two conditions: (a) The shortest path
between any two vertices of G is unique; and (b) For each edge e = uv ∈ E(G), if x ∈ Ne(u)
and y ∈ Ne(v), then, and only then, the shortest path between x and y contains the edge e.
This confirms a conjecture of Dobrynin and Gutman [A.A. Dobrynin, I. Gutman, On a graph
invariant related to the sum of all distances in a graph, Publ. Inst. Math., Beograd. 56 (1994)
18–22].
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
All graphs in this paper are simple, finite, and undirected. Also all of the graphs considered in this paper are supposed to
be connected. Our notations are standard. Let G = (V , E) be a graph with vertex set V = V (G) and edge set E = E(G). We
denote by d(x, y) and N(x) the distance between vertices x and y and vertices in distance one with vertex x, respectively.
Also for each e = uv ∈ E(G)we use the notations Ne(v) and ne(v) for the set of vertices t ∈ V (G)with d(v, t) < d(u, t) and
|Ne(v)|, respectively.
A graph invariant is a number related to a graph which is structurally invariant, that is to say it is fixed under graph
automorphisms. In chemistry and for molecular graphs, these invariant numbers are known as the topological indices. The
Wiener index, denoted by W , is perhaps the most studied topological index from application and theoretical viewpoints.
This index is defined as the sum of all distances between the vertices of a graph [5], i.e
W (G) =
∑
{u,v}⊆V (G)
d(u, v).
The Wiener index is a distance based graph invariant. The Szeged index which was introduced by Gutman [3], is another
topological index which is closely related to the Wiener index and is a vertex multiplicative type index. The Szeged index
sz(G) of a graph G is defined as
Sz(G) =
∑
e=uv∈E(G)
ne(u)ne(v).
Wiener [5] proved that in the case of trees, the Szeged and Wiener indices are the same. More generally, Dobrynin and
Gutman [2] proved that
Theorem 1 (Dobrynin and Gutman [2, Corollary 1]). For a graph G we haveW (G) = Sz(G) if and only if G satisfies the following
two conditions simultaneously
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(a) The shortest path between any two vertices of G is unique;
(b) For each edge e = uv ∈ E(G), if x ∈ Ne(u) and y ∈ Ne(v), then, and only then, the shortest path between x and y contains
the edge e.
They also proved [2, Theorem 2] that if G is a block graph, thenW (G) = Sz(G), that is G satisfies the conditions (a) and
(b) in Theorem 1. They conjectured that the converse of Theorem 1 is true. In this paper we prove this conjecture:
Theorem A. Let G be a graph. If W (G) = Sz(G), then G is a block graph.
Recall that if G is a connected graph on n vertices, which is not a complete graph, then the vertex-connectivity (or simply
the connectivity) of G is equal to k if all subgraphs of G, obtained by deleting from G fewer than k vertices are connected, and
there is a disconnected subgraph obtained by deleting exactly k vertices from G. In this case we say that the connectivity
of G is k. The vertex-connectivity of the complete graph Kn, on n vertices is defined n − 1. If k is the connectivity of G, then
1 ≤ k ≤ n − 1, with k = n − 1 if and only if G = Kn. Also, in this case G is called i-connected for each 1 ≤ i ≤ k. In 1932
Whitney characterized 2-connected graphs which is known as an elementary result in graph theory textbooks.
Theorem 2 (See Whitney [4] or [1, Theorem 3.2]). A graph G having at least three vertices is 2-connected if and only if for each
pair u, v ∈ V (G) there exists a cycle in G through u and v.
Recall that a maximal connected subgraph without a cut-vertex is called a block. Thus, every block of a graph G is either
a maximal 2-connected subgraph, or a cut-edge with its ends, or an isolated vertex. Conversely, every such subgraph is a
block. By their maximality, different blocks of G overlap in at most one vertex, which is then a cut-vertex of G. Hence, every
edge of G lies in a unique block, and G is the union of its blocks. A block graph is a graph whose blocks are cliques.
2. Main result
Let Ω denotes the class of all (connected, simple and finite) graphs which satisfy the conditions (a) and (b) asserted in
Theorem 1. In order to prove Theorem A, we prove that G ∈ Ω if and only if G is a block graph. Note that Ω contains all
of the trees and more generally all of the block graphs. If G ∈ Ω , then the shortest path between each pair of its vertices
x, y is unique. In this case we denote the shortest path between x and y by P(x, y). For the more readability, the proof of the
Theorem A, is divided into several steps. We begin with the following lemma.
Lemma 3. If G ∈ Ω is a 2-connected graph, then the induced subgraph obtained by the vertices of each 4-cycle in G is a complete
graph.
Proof. Let C = x1x2x3x4x1 be any 4-cycle in G. We have d(x1, x3) ≤ 2. If d(x1, x3) = 2, then there are at least two (shortest)
paths P1 = x1x2x3 and P2 = x1x4x3 between x1 and x3 which contradicts the condition (a). Therefore d(x1, x3) = 1 and so
x1x3 ∈ E(G). Similarly we have x2x4 ∈ E(G) and so the vertices of the cycle C induce a complete subgraph of G. 
If a cycle in G is induced, then it is impossible to find a chord for dividing it into two smaller cycles. But next lemma is useful
for dividing a cycle into two smaller cycles for suitable graphs.
Lemma 4. If G ∈ Ω is a 2-connected graph, then each n-cycle C in G, n > 3, has two distinct vertices x, y such that xy 6∈ E(C)
and V (P(x, y))
⋂
V (C) = {x, y}.
Proof. We divide the proof into two cases with respect to the parity of n.
Case 1. n is even. Let n = 2k and let C = x1x2 . . . xkxk+1 . . . x2kx1 be an n-cycle in G, and so d(x1, xk+1) ≤ k. If d(x1, xk+1) = k,
then there are at least two (shortest) paths P1 = x1x2 . . . xkxk+1 and P2 = x1x2k . . . xk+2xk+1 between x1 and xk+1, which
contradicts the condition (a). Thus d(x1, xk+1) < k.
Let P(x1, xk+1) = y1y2 . . . yt−1yt be the shortest path between x1 and xk+1, where t ≤ k, y1 = x1 and yt = xk+1. Note that
P(x1, xk+1) is not a subgraph of C . Let
i := min{s | 1 ≤ s < t, ysys+1 6∈ E(C)},
and
j := min{s | i < s ≤ t, ys ∈ V (C)}.
Since P(y1, yt) is the shortest path between y1 and yt , so P := yiyi+1 . . . yj−1yj is the shortest path between yi and yj. Therefore
if we let x := yi and y := yj, then xy 6∈ E(C) and V (P(x, y))⋂ V (C) = {x, y}, which completes the proof of lemma in this
case.
Case 2. n is odd. Let n = 2k+ 1 and let C = x1x2 . . . xk+1xk+2xk+3 . . . x2k+1x1 be an n-cycle in G. Obviously P := xk+1xk+2xk+3
is a path of size 2 in G between xk+1 and xk+3 and so d(xk+1, xk+3) ≤ 2. This implies that e = x1x2 does not belong to the
shortest path between vertices xk+1 and xk+3, since n 6= 3. If xk+3 ∈ Ne(x1) and xk+1 ∈ Ne(x2), then by condition (b) the edge
emust belong to P(xk+1, xk+3)which is a contradiction. Similarly, the case of xk+3 ∈ Ne(x2) and xk+1 ∈ Ne(x1) is impossible.
So the only remaining cases are
(1) There is A ∈ {Ne(x1),Ne(x2)} such that {xk+1, xk+3} ⊆ A.
(2) There is x ∈ {xk+1, xk+3} such that d(x, x1) = d(x, x2).
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If {xk+1, xk+3} ⊆ Ne(x1), then
d(x1, xk+1) < d(x2, xk+1) ≤ k− 1
and so P(x1, xk+1) is not a subgraph of C . Similarly if {xk+1, xk+3} ⊆ Ne(x2), then P(x2, xk+3) is not a subgraph of C . If
d(xk+1, x1) = d(xk+1, x2), then d(xk+1, x1) ≤ k − 1 and so P(x1, xk+1) is not a subgraph of C . Similarly if d(xk+3, x1) =
d(xk+3, x2), then P(x2, xk+3) is not a subgraph of C .
Therefore in each of the above cases, we find vertices y1, yt ∈ V (C) such that P(y1, yt) is not a subgraph of C . Now by
defining i, j as in the Case 1 we can find vertices x, y ∈ V (C) such that xy 6∈ E(C) and V (P(x, y))⋂ V (C) = {x, y}, which
completes the proof. 
Lemma 5. If G ∈ Ω is a 2-connected graph, then the induced subgraph obtained by the vertices of each cycle in G is a complete
graph.
Proof. Let C be an n-cycle in G. We use the induction on n. The case n = 3 is clear and the case n = 4 is precisely Lemma 3.
Suppose that the assertion is true for cycles of size smaller than n, n > 4, and we prove the assertion for n-cycle C . By
Lemma 4, there exist x, y ∈ V (C) such that xy 6∈ E(C) and V (P(x, y))⋂ V (C) = {x, y}. Since the initial vertex in the cycle is
not important, without loss of generality, suppose that C = x1x2 . . . xn−1xnx1 where x1 = x and xi = y for some 2 < i < n.
Let P1 := x1x2 . . . xi and P2 := xixi+1 . . . xnx1. By condition (a), the shortest path between x1 and xi is unique and so we have
|E(P(x, y))| < min{|E(P1)|, |E(P2)|}.
Thus if we let Ci := P(x, y)⋃ Pi for i = 1, 2, then C1 and C2 are two cycles in G and smaller than C such that E(C1⋃ C2) =
E(C)
⋃
E(P(x, y)) and C1
⋂
C2 = P(x, y). Now by induction hypothesis, the induced subgraph obtained by vertices of each
Ci, 1 ≤ i ≤ 2, is a complete graph. Let u1 ∈ V (C1) \ V (P(x, y)), u2 ∈ V (C2) \ V (P(x, y)) and e = u3u4 ∈ E(P(x, y)). Since
each Ci is complete, so u1u3, u1u4 ∈ E(C1) and u2u3, u2u4 ∈ E(C2). Thus u1u3u2u4u1 form a 4-cycle, and hence it is a clique
by Lemma 3. So each vertex of C1 is adjacent with each vertex of C2 which means the induced subgraph obtained by the
vertices of C is a complete graph. 
Lemma 6. If G ∈ Ω is a 2-connected graph, then G is a complete graph.
Proof. Let K be a maximal complete subgraph of G. We want to show that G = K . Suppose on the contrary that G 6= K and
so there exists x ∈ V (G) \ V (K). Since G is a 2-connected graph, so Theorem 2 implies that for each y ∈ V (K) there is a cycle
Cy containing both of the vertices x and y. By Lemma 5, the induced subgraph obtained by each cycle Cy is a complete graph
and so xy ∈ E(G) for every y ∈ V (K). This means that the vertex x is adjacent with all of the vertices in K and so the induced
subgraph obtained by the vertex set V (K)
⋃{x} is a complete subgraph of G bigger than K , which is a contradiction. Thus G
itself is a complete graph. 
Now we are in the position to prove the main result of the paper.
Proof of Theorem A. Suppose thatW (G) = Sz(G), that is G ∈ Ω , and let B be a block of Gwith at least three vertices. Since
B is connected with the other blocks of G just by the cut-vertices, it also satisfies the conditions (a) and (b) and so B ∈ Ω .
Now Lemma 6 implies that B is a complete graph. Thus every block of G is complete and so G is a block graph. 
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