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Abstract 
Robinson, E., Parametricity as isomorphism, Theoretical Computer Science 136 (1994) 163-181. 
We investigate a simple form of parametricity, based on adding "abstract" copies of pre-existing 
types. Connections are made with the Reynolds-Ma theory of parametricity b  logical relations, 
with the theory of parametricity via dinaturality, and with the categorical notion of equivalence. 
O. Introduction 
In his fundamental paper on the notion of parametricity in connection with type 
theories [14], John Reynolds links the notion of parametricity firmly to the notion of 
data abstraction. This, unlike Strachey's earlier characterization via algorithm reuse, 
is a need-driven analysis. We need things to be parametric because otherwise our data 
abstractions will no longer be abstract. In his subsequent paper with Ma I-9], two 
further points are made. One is that the problems reside more at the level of 
parametrised types than at the level of the quantified polymorphic types, and the other 
is that the notion of parametricity is not absolute, but relative, The Ma-Reynolds  
work produces a notion of parametricity defined relative to some category from which 
logical relations are taken. The larger that category, the stronger the constraints 
imposed by parametricity. 
This notion of relativity also makes some sense in the type abstraction setting. The 
stronger our mechanisms for abstraction, the stronger the form of parametricity we 
will require. 
Our  purpose in this paper is to investigate more or less thoroughly a very simple 
form of parametricity, and to link it to a form of data abstraction. We shall also link it 
Correspondence to: E. Robinson, School of Cognitive and Computing Science, University of Sussex, 
Brighton BN1 9QH, UK. Email: edmundr@cogs.sussex.ac.uk. 
* The preparation of this paper was partially supported by a grant from the ESPRIT programme ofthe 
EU, (ESPRIT-BRA no 6811, CL1CS-II) and an advanced fellowship from the SERC. 
0304-3975/94/$07.00 © 1994--Elsevier Science B.V. All rights reserved 
SSDI 0304-3975~94~001 26-4 
164 E. Robinson 
to certain other forms of parametricity proposed in the literature. The form of 
parametricity we shall be looking at can be expressed by saying that we wish to 
have the freedom to declare "abstract" copies of preexisting types. The abstraction lies 
in our not caring which type we use to implement our copy, so long as it has the 
correct number of elements in a constructive sense, i.e. it is isomorphic to the target 
type. 
Since this is such a restricted notion, we cannot, of course, claim to produce 
a general theory of parametricity. Rather, what we are trying to do is map out at 
a simple level features which such a general theory should possess. Since a general 
theory ought to be able to encompass differing degrees of abstraction (and hence 
parametricity), what we are doing is, as it were, to present a particular horizontal slice. 
We shall frequently use set-theoretic language to talk about types. This apparently 
contradicts the nonexistence of models for the second-order lambda calculus in 
classical set theory [15]. The contradiction is resolved by working constructively, for 
example in the internal ogic of a topos (cf. [7, 6, 13]). 
I. Functoriality 
The categorical analysis of notions of parametricity is deeply embedded in the 
concepts of functoriality and naturality (this, in a sense, is precisely what these 
notions, and hence the whole of category theory, were invented to embody). So when, 
as a category theorist, one hears that a type is supposed to behave parametrically, one 
immediately tries to formalise this by requiring that the type be interpreted as 
a functor. It is obvious what to take as the codomain of this functor: the category of 
(closed) types. The domain is less obvious, and in any case clearly depends on what 
one is parametrising over. In the case of the second-order lambda calculus, and where 
the type in question has one free variable, one's first attempt is most likely to be to try 
to use the category of closed types again. However, even at this early stage of playing 
with definitions, one should also be conscious that there is always a degenerate form, 
in which no parametricity constraints are imposed. This is modelled by taking 
a discrete category as domain (this has no nonidentity morphisms, o functoriality and 
naturality constraints are satisfied trivially). 
Now, at least in the case of the second-order lambda calculus, it is well known that 
the first approach fails, but the second succeeds (and gives us the so-called 
Moggi-Hyland interpretation i which universal types are interpreted as products 
over Type). We were, however, quite surprised to realise that we had no clear picture 
why the first approach failed. 
Let us be a little more specific. We are trying to interpret the category of C- 
parametrised types by the category Cat(C, Type) of functors and natural transforma- 
tions. Now, limits in a functor category are calculated pointwise. So the functor 
category inherits them from Type. This means that if Type has products, then so does 
Cat(C, Type). (Note: this remains true for monoidal structures). 
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However, the analysis above breaks down for function spaces. This is not because of 
the natural contravariance of the function space in its first argument (at least not 
directly), but has more to do with the way function spaces in functor categories are 
calculated. 
We recall that Cat(C, T) need not be a cartesian closed category simply because T is. 
However, if C is small, and the codomain is Set, then it is well known that the functor 
category is cartesian closed (it is a topos of presheaves). The reason is that we can use 
the Yoneda lemma to calculate the function spaces. We shall use arrow notation, 
[X~ Y], to represent he internal horn. If F and G are functors C~T,  then their 
internal horn, [F--,G], is also a functor. Its value at the object C of C can be calculated 
as 
[F ~G](C)"~-SetC(c( , - ) ,  [F-- ,G]) 
SetC(c(c,--) x F, G) 
the set of natural transformations. Now, this set of natural transformations can be 




[I [(C(C, dom f )xF (dom f)--.G(cod f)], 
f~mor (C) 
where the two arrows correspond to the different ways of going round the naturality 
square for an archetypical f. 
We have put the argument like this in order to make it obvious that it extends to the 
case when C is T-enriched. In the type-theoretic setting with which we are chiefly 
concerned, we can think of enrichment as meaning that the "hom-sets" in C are types. 
This gives us a number of examples at the expense of a restriction on the paramet- 
rising category, albeit one we shall be seeing again later. However if T is sufficiently 
complete, we can sometimes get function spaces in its functor categories by what 
amounts to brute force (viz. Freyd's adjoint functor theorem). 
We are often concerned with the case that T is a small complete category (in some 
locally cartesian closed category cg). In such a case we have a simple form of the 
adjoint functor theorem: If D is a small category, then any Jimctor T--*D which 
preserves all small colimits, has a right adjoint. 
As usual, we have to be a little careful about how we interpret he internal versions 
of traditional external concepts. In this case we really need a strong form of complete- 
ness. This can be variously expressed as completeness in the sense of (g-indexed 
category theory, or, using the internal ogic as the possession of arbitrary families of 
limits (see [16])), or as the existence of right Kan extensions to any functor into 
T (recall from say [8], that right Kan extensions are calculated pointwise as limits). 
Now a small category is complete in this sense if and only if it is cocomplete (in the 
same sensek 
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If T is complete and cocomplete, then so is any functor category Cat(D,l-) ([3 
a small category), and the limits and colimits are both calculated point-wise. Now if 
T is cartesian closed, then all functors T x (-):T--*T preserve colimits (since they are 
left adjoints). Hence in Cat(D,T), all functors F x (-): Cat(D,T)--,Cat(D,T) preserve 
colimits (since everything is calculated pointwise). It follows that they have right 
adjoints. Hence Cat(D,T) is cartesian closed. Full details of this are in [3]. 
Thus, the problem is not primarily the existence of function spaces in the functor 
categories. The problem turns out to be the fact that these function spaces are almost 
never calculated pointwise. This is disastrous. 
2. Pointwise function spaces 
If we are modelling parametrised types functorially, then we need function spaces to 
be calculated pointwise. Suppose F and G are C-parametrised types. In type-theoretic 
terms they are given to us by judgements "X: Ct-F: Type" and "X: CF-G: Type". Thus 
we can form "X: Ct- [ F--*G]: Type". If F and G are modelled by functors, and values 
by arbitrary natural transformations, then [F--*G] is modelled by the exponential in 
the functor category. This is forced by the same argument that for the theory of simple 
types tells us that the interpretation of a function type must be the exponential in the 
category. Instantiation at a particular object in C is modelled by evaluation at that 
object. Thus, given that C is an object of C, we can form "~-F(C): Type". We want our 
type formation rules to commute with instantiation, so that [F--,G)(C)~-[F(C)--* 
G(C)]. In other words the value of the functor [F--,G] at C must be canonically 
isomorphic to [F(C)--*G(C)]. 
This certainly holds true when C is a discrete category. It also holds more generally, 
when C is a groupoid (i.e. every morphism in C is an isomorphism). 
Somewhat surprisingly there is a partial converse. 
Proposition Z1. I f  C is a T-enriched category, and Y is sufficiently complete for 
Cat(C,T) to have exponentials then these are calculated pointwise if and only if C is 
a 9roupoid. 
Here we again meet the condition that C be T-enriched. Note that under these 
circumstances a sufficient condition for Cat(C,T) to have exponentials i  that T has 
(binary) equalizers, binary products, (so all nonempty finite limits), and products 
indexed by ob(C) and mor(C). 
A full proof of this is once again given in our [3]. 
Note that the converse fails in the absence of the condition that C be T-enriched. 
Although it is not strictly relevant to the rest of the paper, it is worth taking some time 
to give a counterexample, particularly since this makes use of Per. 
To exhibit our counterexample, note that in many toposes it is possible to find 
objects A and B such that the only maps from A to B are constant, i.e. the map 
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A : B-*B A, mapping an element b to the constant function Kb, is an isomorphism. In 
such a case we say that A is orthogonal to B. An instance of this occurs in the effective 
topos, when A is any uniform object (these are the quotients o f~-sheaves)  with at 
least two distinct global sections (A could be ~, or VS for any set S with two elements 
or more), and when B can be any Per. For a detailed discussion see [5]. 
We can construct a one-object category out of A, by picking a global section, and 
taking the free monoid generated by the object A subject o the given global section 
being the identity. Let us call this A. Let T be the internal category of Pet's (or, indeed, 
any subcategory). A functor from A to T is given by the choice of an object X in T, and 
a homomorphism of monoids A~T(X,  X). Now, since X is a Per, so is the horn-set 
T(X,X). Moreover, the map from A is determined by its restriction to A (since it is 
a homomorphism of monoids). Since A is orthogonal to T(X, X), this restriction must 
be a constant map, and since A contains the identity of the monoid, must map onto 
the identity of X. It follows that the whole of A is mapped onto the identity of X. In 
other words, Cat(A, T))~-T, and hence function spaces are calculated pointwise. 
3. Functoriality with respect to isomorphisms 
Since T is always enriched over itself, Proposition 2.1 tells us that we cannot use 
functors T--,T to model a theory of parametrised types, unless T is a groupoid. Now, if 
T is a groupoid, then any type with a global element is isomorphic to the unit type 
(and consequently has only one element). So this is not particularly useful! However, 
as we remarked above, we have a degenerate form of parametricity, which corres- 
ponds to using the discrete category on the objects of T (a groupoid since the only 
morphisms are identities). If we want to push the paradigm as far as we can, we have to 
find some groupoid canonically associated with T. 
There are two possible ways to go. One is to force every morphism in T to be an 
isomorphism. This is useless. It amounts to taking only those functors for which the 
image of any morphism is an isomorphism. This does not even include the identity 
functor on T, the interpretation of a single type variable. 
The other possibility is to take the largest subcategory of T all of whose maps are 
isomorphisms. We shall call this Tiso. This, in contrast, does turn out to give models of 
the second-order lambda calculus. The same definition has also been proposed by 
Phoa [12], under the name of "the invariant interpretation". 
In this interpretation, types with n free type variables are interpreted as functors 
T~o--*T, and values by using arbitrary natural transformations. So if 
X1 , . . . ,X , ;  x l :Ax , . . . , x , , :Am~e:B ,  
where the Xi are type variables, and the xj are individual variables in the context 
relative to which e (and B) are defined, then B and A t are interpreted as functors 
T~o--,T 
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and e is interpreted as a natural transformation from the functor Ax x ... × A., to the 
functor B. Note that the objects of this category, the types, can also be regarded as 
functors 
T~o---~Ti~o, 
but that this gives a different and unsound definition of the natural transformations. 
Substitution at the type level is handled by composition of functors. So, for 
example, if
X, Y1 . . . . .  Y, , i -A :Yype 
is interpreted by the functor d (X ,  Y1,..., Y,,), and the type 
X1 . . . . .  X,, f-B:Type 
is interpreted by the functor ~(X 1,. . . ,  X , ) ,  then the type 
X I . . . . .  X . ,  Y1 . . . . .  Y,.F-A[Xv-~B]:Type, 
given by substituting B for X in A, is interpreted by the functor 
F(Xa . . . . .  X , ,  Y,  . . . . .  Yn~)=d(~(X  1 . . . . .  X . ) ,  Y1, . . . ,  I'm). 
At the value level, substitution is handled by composition of natural transforma- 
tions. So, for example if 
X ~ . . . . .  X . ;  x:BF-e:C, 
and 
then 
X~, ..., X,; y:AF-e':B, 
X1 ..... X,; y:A~-e[x~-+e']:C, 
is interpreted by e o e': d--+c,g. 
The constant maps are handled by composition again, this time with projections. 
So if, again X~ ..... X,~-B:Type then Y, X1 . . . . .  X.F-B:Type is interpreted by the 
functor 
F(Y ,X~ . . . . .  X,)=/~'(X1 ..... X,). 
As always, the definition of this amount of structure determines the interpretation 
of the quantified types up to isomorphism, because quantification is adjoint to 
weakening. In this case they are given by limits. If, as before, X, II1 ..... Ym>A:Type, 
then Y~ . . . . .  Y,,F-VX. A:Type is interpreted by the functor 
F(Y~ ..... Y,,) = li+_m V,~o ~' ( - ,  r I . . . . .  Y,.). 
If T has these limits, then the sole remaining requirement, he Beck-Chevalley 
conditions, certainly hold, at least up to isomorphism. If we take the limit to be the 
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one given by a functor 
Cat(Tiso, T)~'l- 
right adjoint to the diagonal, then the Beck-Chevalley conditions hold on the nose. 
4. Categorical equivalence 
This definition turns out to have an interesting link with the categorical notion of 
equivalence. 
Let us concentrate for the moment on the case that T is a small category in a topos 
(we recall that Pitts has proved a completeness theorem for such models of the 
second-order lambda calculus [-13]. 
Now, if we interpret types with free type variables in the Moggi-Hyland-Pitts style, 
simply as families of types indexed by ob(T), then quantification is interpreted as 
product over the objects of T. 
If we replace T by an equivalent T', then a couple of things might happen. First, 
although, since it is equivalent to T, T' has ob(T)-indexed products, it may not have 
ob(T')-indexed products. Hence T' may not furnish a model for polymorphism in this 
sense. Second, even if T' does have ob(T')-indexed products, they are most unlikely to 
be isomorphic to ob(T)-indexed products. Thus, although T' furnishes a model for 
polymorphism, it is not equivalent to that provided by T. 
Both of these possibilities eem undesirable, and it is easy to cook up Per-related 
examples in which they actually happen. 
However, if we insist on functoriality of types, and naturality of values with respect 
to isomorphisms, then neither of these possibilities arises. If T furnishes amodel of this 
interpretation of parametric polymorphism, then so does any equivalent T', and the 
equivalence preserves the interpretation of the quantified types. This is essentially 
because if G :C~ D is an equivalence, and F: D ~T is a diagram in T of shape D, then 
lim F--- lim F o G. Hence Tj'so-limits can be calculated as Ti~o-limits. (This fact has also 
4--- 
been observed by Phoa [12].) 
Moreover, there is also a form of converse to this. This form of parametricity we are 
using is, in a certain sense, as weak as possible subject o the requirement that model 
structure is preserved by categorical equivalence. 
o ,C is an equivalence. Then part of the data for this equivalence isSuppose T ~ I
a natural isomorphism ~:g o f~ Idx. If F(X) is a type expression, then ~ generates an 
endomorphism of the product I] X" F(X), by 
[1 x .  t:(x) ' ]1 x .  v{x) 
F(go f(A)) F~,A) ,F(A) 
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If we do this for all equivalences, and take the fixed points, then we are left with li_m F, 
where the limit is taken for F as a functor "l'iso--,T. 
We can, however, tell a somewhat more convincing story. We shall begin by 
observing that we can argue that the interpretation of VX.F (X)  should be as 
a subobject of the product [I X . F(X). It should consist of those tuples which are, in 
a suitable sense, "parametric". 
Now, Reynolds has proposed that the notion of parametricity is linked to 
type abstraction. What is parametrised over, or abstracted from, is a set of 
allowed implementations. In his 1983 paper, [14], Reynolds proposes first a form 
of abstract type in which one is allowed to declare an abstract type, with no 
constructors or destructors, or anything to link it to preexisting types. This can be 
implemented by giving any (concrete) type. He then goes on to extend this to types 
with access functions, but no equations between these functions. These can be 
implemented by giving a type, together with random functions of the appropriate 
types. 
What we are doing in this paper, is, in effect, looking at a different, and rather trivial 
form of type abstraction. We are allowed to introduce an abstract type together with 
access functions which set up an isomorphism between our new type and a given 
preexisting type. In other words we can take abstract copies of types we have already 
got. An allowable implementation for an abstract copy of type A consists of a type B, 
together with inverse isomorphism A '  ,B. 
We shall discuss this from a linguistic point of view later, but semantically, we shall 
model it by saying that we are allowed to extend our category of types T, to a larger 
category C. So we have an inclusion i:T--*C. This is full and faithful, and since 
everything in C is supposed to be a copy of something in "1", it is also essentially 
surjective. In other words it is part of an equivalence. Now, the process of implementa- 
tion involves choosing an implementation in 1" for each type in C (with types coming 
from T being implemented by themselves). Thus we shall think of an equivalence 
i 
T '  ,C such that 0 o i= Id+ as an implementation of C. Our abstraction principle is 
0 
that it is impossible to distinguish between different implementations. 
Now, i fe:VX. F(X), we must interpret e in C. In -[', e is given by a tuple (eA)A~v. We 
must find a tuple (e~)8~e. The obvious way to do this is to use the implementation f 
C, and define eB to be the unique element of F(B) mapped onto e0~8) by the 
implementation. More formally, we obtain a map i(I]a~T F(A))~[-[8~c F(B), (assum- 
ing these exist) by requiring that 
AeT BeC 
i(F(OB)) , F(B) 
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commute, where the lower horizontal map is that obtained canonically from the 
equivalence. 
Our parametricity requirement is that this interpretation be independent of the 
choice of implementation. 
Lemma 4.1. Suppose T is a category, and that ( e A ) A ~ob ( Y ) is a cone over  (F(A))A~ob(T), 
with vertex I. Then the lifting of e to a cone over (F(B))B~ob~C~ with vertex i(l) is 
independent of the choice of  implementation f C, fi~r any essentially surjective inclusion 
i : T~C,  if and only if e is a cone over F:Yi~o~Y. 
Proof. One direction is obvious. For the other we in fact need only consider the 
category C, whose objects are isomorphisms in T, and whose morphisms are com- 
mutative squares. The inclusion i:T-~C sends A to ( IdA :A~A) .  e must be stable 
under the two implementations C--*T given by domain and codomain. 
Thus, functoriality with respect o isomorphism gives the weakest form of para- 
metricity which respects this form of abstraction. 
We can view this as an "external" way of expressing parametricity. We use a family 
of possible xtensions of our collection of types by a new "abstract" type to define our 
notion of parametricity. We believe that it must be possible to extend this approach to 
other forms of abstraction worthy of the name. Doing this, of course, involves looking 
at some other relation between categories than equivalence. 
5. Logical relations and dinaturality 
In this section we shall explore the connection between logical relations and 
dinaturality, and then go on to investigate how they both relate to our present 
framework. 
The use of some form of logical relations to formalise the notion of parametricity 
has been proposed several times, and with varying degrees of abstraction, most 
notably in the work of Reynolds and his student Ma, [14, 9]. 
The use of dinaturality has been proposed by Bainbridge t al. [3] and Girard et al. 
[4]. 
On an abstract level, the idea behind the use of logical relations is that given an 
interpretation of the second-order lambda calculus, it is possible to form a category 
whose objects are (say) n-ary relations, and in which the morphisms come from 
morphisms between the types on which the relations are defined. Under not too 
ferocious conditions, analogous to the kind of completeness condition we have not 
thought twice about using already in this paper, it is possible to define a way of 
parametrising types so that this category also carries structure which turns it into 
a model of the second-order lambda calculus, for details see [9]. If the interpretation 
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of polymorphism in this model is suitably related to that in the original one, then the 
model is said to be parametric. Concretely, this comes down to saying that the 
interpretations of parametrised terms at n different ypes have to satisfy certain n-ray 
relations. 
The abstract form of the dinaturality approach is to represent a type with m free 
type variables as a functor 
(T x T°r)'--*T, 
and an element as a dinatural transformation. Thus, the contravariance of the 
function space in its first argument is dealt with by decoupling covariant and 
contravariant occurrences of the type variables. There are, however, problems with 
this approach in general caused by the fact that dinaturals do not compose. 
These approaches are sufficiently different for it to seem very difficult to relate them 
in their most abstract form. We can however ask whether they are related for the types 
of the pure second-order lambda calculus. 
Suppose T(X)  is a type of the pure second-order lambda calculus (with constant 
ground types), and that we are dealing with binary logical relations. Then from 
a relation R~_AxB,  we get a relation T(R)~_T(A)x  T(B). This is defined by 
induction on the structure of T, as follows: 
• T (X)=X - then T(R) is the relation R. 
• T (X)=A - then T(R) is the identity relation on A. 
• T(X) = F(X)  x G(X) - then the pair {x, y } is related by T(R) to the pair (x', y '} if 
and only if {x, x '}eF(R)  and {y, y'}eG(R) .  
• T (x )=[F(X) -~G(X) ]  - then (f ,  g)eT(R) if and only if for all {x, y}~F(R) ,  
( fx ,  gy}eG(R).  
• T (X)=VY.  F(X, Y) - then (x, y}eT(R)  if and only if for all relations Sc_C x D, 
(x [  Y~-*C], y[ Y~D]  )eF(R,  S). 
Similarly we can define a functor T(X, Y): T °p x T--*T associated to T(X). 
• T(X)= X - then T is projection onto the second coordinate. 
• T(X)= A - then T is the constant functor with value A 
• T (X)=F(X)xG(X)  - then T is the product of F and G:T(X,  Y )=F(X ,  Y)x 
G (X, r). 
• T(X)= [F(X)- - ,G(X])  - then T(X, Y)= [F(Y, X)--,G(X, Y)]. 
• T (X)=VZ.F (X ,Z) -  then T(X, Y) is the "end" (cf. [Mac71, section IX.S]), with 
respect o variation in Z of the functor (T °p x T)2--,T obtained from F. 
Note the contravariant "F (Y, X)" in the definition of the interpretation of the function 
space. 
Now suppose we are given such a T, and a morphismf:  A--*B in T. We shall say that 
two elements eA and eu of T(A) and T(B) are parametric with respect to f if 
@A,eB)~T(R),  where the relation R is the graph off .  We shall say that they are 
dinatural (again with respect to f )  if Y(A, f ) (eA)= T(f,B)(e~). Note that this is 
equivalent to demanding that the following collapsed hexagon commute. 
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1 e~ ) T(A,A) 
f 
T(A, B) 
1 ~" ) T(B, B) 
It is natural to ask whether dinaturality with respect o a funct ionfand relational 
parametricity with respect o the graph of fa re  equivalent. Plotkin and Abadi [11] 
have recently shown that the second implies the first, but, for what it is worth, the 
converse still seems to be open. 
We now turn our attention to the case whenfis an isomorphism. The situation here 
is even happier, as regards the relationship between the different paradigms of 
parametricity, and to some extent in the behaviour of the paradigms themselves 
(transformations which are dinatural with respect o isomorphisms compose, unlike 
those which are dinatural with respect o arbitrary maps). Suppose G:Y°Vx T--*T 
is an arbitrary functor. Then we can restrict to a functor G': Ti~o--,T by defining 
G'(f)  =- G( f -  1, f )  (i.e. composing with a "diagonal" Tiso~T °p x T). 
If F and G are two such functors then, making use of the fact that the vertical arrows 
are isomorphisms, and so can be reversed, we can read 
F(A,A) eA , G(A,A) 
F(f,A) I IG(A'f) 
F(B,A) G(A,B) 
F(B,f) I l G(f'B) 
F(B,B) ~" , G(B, B) 
either as a dinaturality hexagon for F and G, or as a naturality square for F'  and G'. 
Thus, the notions of naturality with respect o isomorphisms, and dinaturality with 
respect o isomorphisms coincide, and do so in full generality. (Note that extending 
this equivalence to polymorphic types entails a small change in their interpretation; 
instead of taking the end with respect o all maps, we only take it with respect o 
isomorphisms)'. 
We cannot get quite this generality when it comes to logical relations, but we can 
follow through the inductive definition of the logical relation T(R), to discover that if 
R is the graph of an isomorphism f, then T(R) is the graph of the isomorphism T(f). 
Thus, again, the two concepts coincide. 
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6. Abstract types by copying 
In his 1983 paper Reynolds introduces abstract ypes by means of a "lettype" 
construct. However, linguistic constructs to support modularity have moved on from 
abstract ypes. So it seems that we should make an effort to deal more directly with 
something like interface specifications as in Extended ML [17]. What we need is 
a kind of abstract structure mechanism. 
A full detailed solution to this problem is beyond the scope of this paper, so we shall 
merely make a nod in its direction. We adopt a simple one-level approach. The basic 
idea is to use the context o allow us to declare (and implement) structures. 
First of all, as far as we are concerned a structure specification will consist of 
• a list of names for types, 
• a list of names for operations, with types, 
• a collection of axioms which the structure must satisfy. 
A convenient way of setting up the second-order lambda calculus is to use judgements 
of the form 
X 1 . . . .  ,Xn ;  x 1 :o '1 ,  . . . ,Xm:~m}~e:  (7,
where "X 1 ..... X," is a list of type variables, "x 1 : o- 1 . . . . .  Xm : am" is a list of bindings of 
individual variables to types, e is an expression, and a is its type. We add a third 
component to the context: a list of structure declarations. So our judgements will now 
take the form 
F;A;XHe:a, 
where 2; is a list of structure declarations. 
It is useful to assume that as well as being given sets of type and individual 
variables, we are given sets of type and individual identifiers to use in structures 
(though the structures themselves will be anonymous). This removes one source of 
name clashes, and avoids some problems with weakening rules. 
So, if we have a valid context "F; A; X", then we can enlarge it by adding the new 
structure 
{ A(X,,~ ..... X,,D type .... " t  
f l  :0"1,  . - .  ; 
axioms ... 
where the A and f are taken from the new identifiers, excluding those already used in 
£, the Xi are type variables listed in F, and the ai are types constructible from the type 
variables listed in F, and the types listed in the other structures in N. We place no 
restriction on the possible form of the axioms that these structures are to be required 
to satisfy. The intention behind allowing A(X,~ ..... X,k), and not just A, is that A be 
allowed to depend on types "Xal ..... Xak". 
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We must also add rules to say that if A is a type declared in a structure, then A is 
a usable type 
F; 2; HA : 2~jpe, 
and if f is a value declared in a structure to have type a then f is a usable value 
F; A; XF-I: or. 
So far, this allows us to use types and values from structures without commiting 
ourselves to implementations of the structures. In other words, the structures 
are treated abstractly. However, in order to get working code we need to supply 
implementations of the structures used. We do this by attaching them to the 
declarations. 
F; A; Z; S=lHe:a, 
where "S = I "  is of the form tAt e} } 
Of course we require that the types of the expressions used to implement the values 
f are compatible with the types used to implement the sorts A. We also require that the 
implementation satisfy the axioms listed in the declaration of the structure. 
So if F; A : 2; Fe : ~, then the semantics of e is defined only relative to implementa- 
tions of the structures in X. Once these implementations are given, the semantics of e is 
given by the obvious concretion. That is, we use 
e[A  H-  OA . . . . .  fiF-*ei . . . .  ] : O" [A  I-~ O'A]. 
In this paper, we shall only be interested in a special case, even of this grossly 
oversimplified view of the use of structures. This is the case in which we are only 
allowed to introduce structures containing one new type, and an isomorphism 
between that and some specified type. 
"A(2) type; } 
in" [B--,A], out: [A~B] ;  
axioms 2x'B.  out(in(x))=2x'B, x, 2y'A. in(out(y))=2y:A.y 
We insist, moreover that all type variables appearing free in B be listed in ~', in order 
to make sure that this does not place an implicit constraint on the interpretation of 
B for different values of its type variables. We shall call this extension, "second-order 
lambda calculus with abstract copies". 
So an interpretation of this structure consists of a type isomorphic to B together 
with a designated pair of inverse isomorphisms. 
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Suppose we write S for the structure given above. If we have two different 
implementations of S, say 
l=  {A= A; in =f  out=g} 
and 
I '={A=A' ;  in=i f ,  out=g '} ,  
then there is a canonical isomorphism A~A' ,  viz. f '  og, with inverse fog' .  
Now, any model of the second-order lambda calculus extends to the calculus with 
abstract copies. Moreover, if we have 
F; A; SHe(A): a(A), 
then a is functorial with respect to isomorphisms in the interpretation ofA. Let's write 
el and er  for the interpretation of e relative to implementations I and l'. We shall say 
that the model satisfies the "abstraction criterion" if the interpretation of any expres- 
sion e is natural with respect o isomorphisms in the interpretation of A, i.e. if the 
value el is functorially related to et,: 
e~,=a(f '°g)(el) .  
Note that if e and a do not depend on A, then this becomes 
e l ,=e I. 
In other words, the intepretation of e is independent of the implementation of A, 
which is to say that as far as e is concerned, A is abstractly interpreted. 
We can now state the analogue of the "abstraction theorem" proved by Reynolds in 
[143. 
Proposition 6.1. / f  F; A; Zt-e(A):~(A) in the second-order lambda calculus with 
abstract copies, then e is abstractly interpreted in any model. 
Proof. As in Reynolds' result, the proof is by structural induction on e. Note that this 
result, in contrast o the full abstraction result in the next section, refers only to terms 
of the pure calculus. 
7. A full abstraction theorem 
Suppose we start with a model for the second-order lambda calculus, which we 
extend to carry an interpretation of the syntax of the calculus with abstract copies. 
Part of the extension process involves extending the interpretation of p01ymorphic 
values to the new abstract types. If we demand that all the resulting model satisfies our 
abstraction criterion, then this places a constraint on the interpretation of the 
polymorphic types in the original model. The purpose of this section is to investigate 
this constraint. What we aim to do is to prove a kind of full abstraction theorem for 
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the interpretation of polymorphic values as transformations which are natural with 
respect o isomorphisms. 
Suppose we have a value v in our model, of type VX. F IX] ,  where F IX ]  is a type in 
the pure second-order lambda calculus, then we will explore the constraints imposed 
by demanding that the interpretation of v not lead to a violation of the abstraction 
criterion. Note that by Proposition 6.1, this will only be interesting when v is not 
denotable by an expression in the calculus. 
Specifically, we consider contexts C [ ] in the calculus with abstract copies, in which 
the "hole" takes type VX. F IX]  (and so is suitable for v), and where the whole context 
takes concrete type (i.e. one from the pure second-order lambda calculus). We shall 
show that if for any such context C Iv] is interpreted abstractly, then v is natural with 
respect o isomorphisms. 
This is a kind of full abstraction theorem. We are using facts about one interpreta- 
tion to characterise the kind of element allowed in a denotational model. It is usual in 
this kind of result to have to use contexts which produce some "observable". In this 
case, we are using any element of a concrete type as an observable. We believe this 
makes sense because what we are trying to do is take a model of"concrete" types, load 
a notion of "abstract" type on top of that, demand that the "abstract" types behave 
abstractly, and investigate what constraints this places on the original model. We are 
not trying to investigate xtensionality properties of the original model compared to 
some collection of ground types. 
Proposition 7.1. Suppose v is an element of the pure second-order type VX. F IX] ,  then 
the interpretation ofC Iv] is independent ofthe implementation f any structures used in 
C[ ], Jot all contexts C[ ] in the calculus with abstract copies, such that C[v] is 
well-typed, and represents an element of a pure second-order type, if and only if v is 
natural with respect o isomorphisms. 
Proof. The "if" direction is obvious. In the "only if" direction, suppose we want to 
show that v is natural with respect o the isomorphism f: B-*A. We consider the 
structure 
S = {A type; in : [B -*A] ,  out:  [A-  *B] ;  axioms ... }. 
We use in and out as inverse isomorphisms to create a context which instantiates v at 
A, to give v[A], and then applies the function F lout ]  to give an element of FIB]. 
Now interpret his relative to the implementations 
l={A=B; in=lds ,  out=ldn} 
and 
I = {A = A; in =f, out =f -  1 } 
The former gives exactly r iB]  and the latter F[f -1](v[B]) .  These are equal if and 
only if v is natural with respect o f [] 
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Thus functoriality with respect o isomorphism is the least constraint we can 
impose on parametrised types which ensures that our copies are indeed treated 
abstractly. 
8. On not using Per 
In this section we investigate the pros and cons of using Per-like models to 
investigate forms of parametricity. This is a digression from the general account of 
parametricity, but it is worth pointing out that some forms of parametricity coincide 
for this widely used class of models. Whether Per models are intrinsically parametric 
in the strongest possible sense, however, is still unknown. 
We have known for some time that the interpretations of some of the algebraic 
types in the classical Per model of the natural numbers were the initial algebras (see 
[5, 2]). This has been proposed as a test of the degree of parametricity of a model. 
However, the proofs at least seem to depend on the particular ealizability algebra on 
which the model is based (natural numbers with Kleene application). This raises the 
unpleasant possibility that the degree of parametricity of these models may depend on 
the underlying realizability algebra. 
We do not known whether uniform families of maps are always dinatural. (This is 
exactly equivalent o the coincidence of the dinaturality interpretation and the 
Moggi-Hyland interpretation). However, it is not hard to see that a family of maps 
which is natural with respect o isomorphisms i dinatural with respect o all maps 
(and thus the naturality with respect o isomorphism and dinaturality interpretations 
coincide). 
Lemma 8.1. Suppose F and G are internal functors Per°PxPer~Per, and 
(tTA: F(A, A ) -*G(A,A )) A~oblPer ) is an internal.family of maps which is (di)natural with 
respect to isomorphisms, then it is dinatural with respect to all maps. 
ProoL We recall that naturality and dinaturality coincide for isomorphisms. We also 
recall that the set of maps with respect o which a given family is dinatural is closed 
under composition. The proof is now immediate from Freyd's observation that maps 
in Per factor as an isomorphism, followed by a map realised by the identity, followed 
by a second isomorphism. [~ 
Note that this does not depend on the underlying realizability algebra. 
A similar, but slightly more complex, proof shows that if a transformation between 
internal functors is natural with respect o isomorphisms, then it is natural with 
respect o all maps. For details see Freyd et al. [3]. 
Also, we should note that although we do not know whether families in Per are 
automatically dinatural, the main result in [2] is that there are large and well-behaved 
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subcategories of Per for which this is so. For these categories, three of the four 
interpretations of polymorphism we have been considering coincide, the exception 
being the Reynolds logical relations form. 
Finally, we note that we know next to nothing about the Reynolds or 
Ma-Reynolds approaches in this context. 
9. Towards a morc general theory 
The theory we have proposed has some features which we expect will generalise to 
a full-blown theory, and some which we expect would not. As we stated above, we 
would like to see some external form of semantics for type abstraction in which the 
abstract types are interpreted as elements of an enlarged universe of types. We would 
also like to see a relationship between a linguistic theory and rules for reasoning about 
abstract types, and the parametric semantics. On the other hand, it is fairly clear that 
the extraordinary coincidence of different definitions we have seen here will not extend 
to a more general setting. 
One point that we have tried to stress throughout this paper is that a general theory 
which tries to relate parametricity o a form of type abstraction must be able to cope 
with differing degrees of abstraction. This should include a trivial form in which 
everything is concrete. In our opinion this is well modelled by the Moggi-Hyland 
approach of taking products. We would also, of course, like to see it encompass our 
form of type abstraction by copying. Finally, it should encompass more general and 
more practical forms. 
Most of the approaches to parametricity fall down by attempting to find a single 
correct definition. One which does not fall into this trap is the recent work of Reynolds 
and Ma [9]. A relative notion of parametricity emerges in this paper almost as a side 
effect. The authors are interested in carrying out a logical relations approach for 
a general PL-category. Now, it is most unlikely that the PL-category itself will contain 
"enough" relations (it will only contain the ones which are themselves representable as
types, but once again this includes the graphs of isomorphisms). The obvious thing to 
do to get round this is to embed the category of types in some larger category (of sets, 
say) in which it is possible to find enough relations. This is what Reynolds and Ma do. 
Thus they arrive at a notion of parametricity which is defined relative to a category 
from which relations are taken. For a strong theory, this may be much larger than the 
category of types. However, their formalism does not enforce a strict embedding of the 
category of types in the "larger" relational homeland, but also allows for some 
collapse. Taken to extreme, they allow one to take relations from the terminal 
category. This gives a vacuous notion of parametricity, with respect o which every 
PL-category is parametric. 
However, one way in which this approach fails to be as general as possible is to take 
all relations from a particular category. This prevents Ma and Reynolds from 
modelling our approach. 
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Quite recently, the work of Reynolds and Ma has been generalised by O'Hearn and 
Tennent, attempting to find a semantics for local variables [-10]. O'Hearn and 
Tennent suggest decoupling the operation of type constructors on relations from their 
functoriality. Technically this involves using a double category. Their approach can 
certainly be applied in our setting, where it gives the most general formalism yet. 
We should also refer the reader to the work of Plotkin and Abadi [11], previously 
mentioned in Section 5. Their approach is to define a logic in which formulae can be 
built up from equations and expressions involving relation symbols of some given 
arity (which we take here to include the types of each component). In the formulae, it is 
possible to quantify over relations of a given arity as well as over individual and type 
variables. This allows the expression of an axiom scheme for parametricity, and allows 
much of the theory usually developed semantically to be derived syntactically. 
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