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a b s t r a c t
We propose a new combination of the bivariate Shepard operators (Coman and Trîmbiţaş,
2001 [2]) by the three point Lidstone polynomials introduced in Costabile and Dell’Accio
(2005) [7]. The new combination inherits both degree of exactness and Lidstone
interpolation conditions at each node, which characterize the interpolation polynomial.
These new operators find application to the scattered data interpolation problem when
supplementary second order derivative data are given (Kraaijpoel and van Leeuwen,
2010 [13]). Numerical comparison with other well known combinations is presented.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and position of the problem
Let N = {x1, . . . , xN} be a set of N distinct points of R2, in the following called nodes or sample points, and let f be a
function defined on a domain D ⊂ R2 containingN . The classical Shepard operators, first introduced in [1], are defined by
SN,µ[f ](x) :=
N−
i=1
Aµ,i(x)f (xi), µ > 0, (1)
where the weight functions Aµ,i(x) in the barycentric form are
Aµ,i(x) := |x− xi|
−µ
N∑
k=1
|x− xk|−µ
(2)
and | · | denotes the Euclidean norm. The Shepard operators interpolate at each sample point. An important characteristic
of interpolation operators is the algebraic degree of exactness, below abbreviated to ‘‘dex’’. By denoting with P nx the space
of all polynomials in x of degree at most n, we recall that, for a generic interpolation operator I, dex(I) = n if I[p] = p for all
p ∈ P nx and there exists q ∈ P n+1x such that I[q] ≠ q. It is well known that dex(SN,µ[·]) = 0 in virtue of the property
N−
i=1
Aµ,i(x) = 1 (3)
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and therefore SN,µ[·] reproduces only constants. To increase the algebraic degree of exactness of the Shepard operators, one
replaces the constant values f (xi) in (1) with the values Pi[f ](x) of interpolation polynomials at xi
SP(x) :=
N−
i=1
Aµ,i(x)Pi[f ](x),
and therefore, by the same property (3), dex(SP) = mini=1,...,N dex(Pi). The resulting operator is called the combined Shepard
operator [2].
Moreover, as
Aµ,i(xk) = δik =

1, if i = k,
0, if i ≠ k, i, k = 1, . . . ,N
and [3]
∂ r+s
∂xr∂ys
Aµ,i(xk) = 0 i, k = 1, . . . ,N, r, s ∈ N, 1 ≤ r + s ≤ 2
µ
2

the combined Shepard operator is at least a Cµ−1 interpolant if we supposeµ ∈ N (see [4] for some results on the continuity
class of the Shepard operators for a generic µ > 0) and
∂ r+s
∂xr∂ys
SP(xi) = ∂
r+s
∂xr∂ys
Pi[f ](xi) i = 1, . . . ,N, r, s ∈ N, 1 ≤ r + s ≤ µ− 1. (4)
Several combinations have been studied, both in univariate and bivariate cases (see f. e. [2,5] or [6] and references therein).
The goal of this paper is to extend, by combination with three point Lidstone polynomials introduced in [7], the classic
bivariate Shepard operators to interpolation operators SLn [f ] = SLn,µ[f ](x), n ∈ N, n ≤

µ+1
2

, which satisfy bivariate
Lidstone interpolation conditions
∂2r
∂x2r−s∂ys
SLn [f ](xi) =
∂2r
∂x2r−s∂ys
f (xi) r = 0, 1, . . . , n− 1, s = 0, 1, . . . , 2r, (5)
at each node xi ∈ N , i = 1, . . . ,N . Combinations of the bivariate Shepard operators with the tensor product Lidstone
interpolation polynomial [8] have been studied by Catinas in [9]. In the situation depicted in [9], the setN ofN interpolation
nodes is a proper subset of the setN ′ ofN+2(N−1) points which are necessary for the definition of the combined operator.
In fact each point of N is the vertex of a rectangle with vertices in N ′, for the tensor product nature of the polynomial
interpolant [10, Ch. 7]. The resulting combination, denoted by SLi, has separated degree of exactness 2m− 1 with respect to
x and 2n− 1 with respect to y, when applied to functions f (x, y) sufficiently smooth in the convex hull ofN ′ and satisfies,
at each sample point xi ofN , tensor product Lidstone interpolation conditions [8]
∂2r+2s
∂x2r∂y2s
SLi(xi) = ∂
2r+2s
∂x2r∂y2s
f (xi) r = 0, 1, . . . ,m− 1, s = 0, 1, . . . , n− 1,
µ
2

≥ m+ n− 2.
The new definition of bivariate Shepard–Lidstone operators proposed here avoids the drawbacks of the Catinas extension.
In fact when applied to functions of class C2n−2 in the convex hull of N , the resulting combination has degree of exactness
2n−1 and interpolates on all data required for its definition. Moreover as the interpolant satisfies conditions (5), by (4), the
notion of Lidstone interpolation is extended here to scattered datasets in the two-dimensional space and, in particular, in
any polygonal domain of the plane as asked in [11].
All the abovementioned properties are preserved [12] if wemultiply the Euclidean distances |x−xj|, j = 1, . . . ,N in (2)
by Franke–Little weights [4]
1− |x− xj|
Rj
µ
+
, Rj > 0 for each j = 1, . . . ,N
where
(x)+ :=

x, if x ≥ 0,
0, if x < 0.
These changes make the Shepard methods local and very useful to the interpolation of scattered data. In the following, we
refer these operators as modified Shepard operators. Moreover, if the dataset provides additional even order derivative data
at each node (see [13] and the references therein), we can incorporate this information to improve the algebraic degree
of exactness of the modified Shepard operators; for example, by combining it with the three point Lidstone polynomial
L2 we raise the initial algebraic degree of exactness 0 to 3 and we interpolate all used data at each node. We test the
accuracy of approximations obtained with SL2 and, in line with the numerical results given in [14,2], we notice that they
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are comparable with the ones obtained by the famous Shepard–Taylor operator ST3 [5] (with the same degree of exactness 3
as SL2 ) opportunely modified by using Franke–Little weights.
The paper is organized as follows: in Section 2, we briefly recall the definition of univariate Lidstone polynomials and
Lidstone expansion giving someuseful properties.We get also a useful representation for the error in the Lidstone expansion.
In Section 3, we denote by L12(V1,V2,V3;V1)n [f ](x, y) the three point extension to a generic simplex 12(V1,V2, V3) ⊂ R2 of
vertices V1, V2, V3 of the Lidstone polynomial interpolation [7]. We provide new results concerning limit behavior and the
error of approximation of the given extensionwhich form the basis for the definition of bivariate Shepard–Lidstone operators
in the modified form and for the study of their remainder terms and rates of convergence. In Section 4, we introduce the
modified Shepard–Lidstone operators as a combination of Shepard operators with polynomial L12(V1,V2,V3;V1)n [f ](x, y) by
the technique recently proposed in [6] and we highlight some of its properties such as interpolation conditions, degree of
exactness, class of differentiability and rate of convergence. Finally, in Section 5, we apply the modified Shepard–Lidstone
operators to the scattered data interpolation problem and we test the accuracy of the proposed combination on generally
used test functions for scattered data approximation [15,16].
2. Some remarks on the univariate Lidstone interpolation polynomial
Lidstone [17] in 1929 and independently Poritsky [18] in 1932 introduced a generalization of the Taylor series that
approximates a given function in the neighborhood of two points instead of one:
f (x) = Ln[f , 0, 1](x)+ RLn[f , 0, 1](x), x ∈ [0, 1]. (6)
Ln[f , 0, 1](x) is the polynomial of degree not greater than 2n− 1 defined by
Ln[f , 0, 1](x) =
n−1
k=0
[Λk(1− x)f (2k)(0)+Λk(x)f (2k)(1)] (7)
where the polynomialsΛk(x), k = 0, 1, . . . , are Lidstone polynomials [8] defined recursively by
Λ0(x) = x,
Λ′′k (x) = Λk−1(x), k ≥ 1,
Λk(0) = Λk(1) = 0, k ≥ 1.
(8)
The error RLn[f , 0, 1](x) in the expansion formula (6) has the following Cauchy representation [8]
RLn[f , 0, 1](x) = E2n(x)f (2n)(ξ), ξ ∈ (0, 1),
where
E2n(x) = Λn(x)+Λn(1− x) (9)
are the Euler polynomials [8]. The algebraic degree of exactness of the operator Ln[·, 0, 1](x) is therefore 2n− 1.
For f ∈ C2n−2[a, b], n = 1, 2, . . . and a, b ∈ R, a < b, the Lidstone interpolation problem
L(2i)n [f , a, b](a) = f (2i)(a), i = 0, . . . , n− 1,
L(2i)n [f , a, b](b) = f (2i)(b), i = 0, . . . , n− 1,
has a unique solution in the space of polynomials of degree not greater than 2n− 1 that is
Ln[f , a, b](x) =
n−1
k=0
h2k
[
Λk

b− x
h

f (2k)(a)+Λk

x− a
h

f (2k)(b)
]
, (10)
where we set h = b− a. As remarked in [19], by the continuity of the Birkhoff interpolation [20]
lim
h→0 Ln[f , a, b](x) = T2n−1[f , a](x) for each f ∈ C
2n−1[a, b] (11)
where T2n−1[f , a](x) is the Taylor polynomial for f centered at a, i.e.
T2n−1[f , a](x) =
2n−1−
k=0
f (k)(a)
k! (x− a)
k.
A first consequence of Eq. (11) is that
Ln[f , a, b](x) = T2n−1[f , a](x)+ δn[f , a, b](x), x ∈ [a, b]
where
lim
h→0 δn[f , a, b](x) = 0.
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Wecan get some expressions of the difference δn[f , a, b](x) in terms of Lidstone polynomials (8) and higher order derivatives
of f . Each of these expressions provides an associated representation of the error in the Lidstone interpolation by the equality
RLn[f , a, b](x) = RT2n−1[f , a](x)− δn[f , a, b](x)
where
RLn[f , a, b](x) = f (x)− Ln[f , a, b](x)
RT2n−1[f , a](x) = f (x)− T2n−1[f , a](x).
In particular, if f ∈ C2n−1[0, 1] and f (2n−1) is Lipschitz continuous in [0, 1], the derivative f (2n) exists almost everywhere in
[0, 1] and the integral form of the remainder in Taylor expansion holds [21, Section 7.5]
RT2n−1(f , x) =
∫ x
0
f (2n)(t)(x− t)2n−1
(2n− 1)! dt (12)
provided that the integral involved is understood as Lebesgue integral. By using the representation (12) we get the following
theorem.
Theorem 1. If f ∈ C2n−1[0, 1] and f (2n−1) is Lipschitz continuous in [0, 1], n = 1, 2, . . . we have
Ln[f , 0, 1](x) = T2n−1[f , 0](x)+ δn[f , 0, 1](x)
where T2n−1[f , 0](x) is the Taylor polynomial of order 2n− 1 for f at 0 and
δn[f , 0, 1](x) =
n−1
k=0
∫ 1
0
f (2n)(t)(1− t)2n−2k−1
(2n− 2k− 1)! dt

Λk(x). (13)
Proof. By the Taylor theorem with integral remainder we get, for each k = 0, . . . , n− 1
f (2k)(1) =
2n−2k−1
j=0
f (2k+j)(0)
j! +
∫ 1
0
f (2n)(t)(1− t)2n−2k−1
(2n− 2k− 1)! dt. (14)
By using relations (14) in the polynomial (7), we find
Ln[f , 0, 1](x) =
n−1
k=0
f (2k)(0)Λk(1− x)+
n−1
k=0

2n−2k−1
j=0
f (2k+j)(0)
j!

Λk(x)
+
n−1
k=0
∫ 1
0
f (2n)(t)(1− t)2n−2k−1
(2n− 2k− 1)! dt

Λk(x)
=
n−1
k=0
f (2k)(0)Λk(1− x)+
n−1
k=0

n−k−1
j=0
f (2(k+j))(0)
(2j)!

Λk(x)
+
n−1
k=0

n−k−1
j=0
f (2(k+j)+1)(0)
(2j+ 1)!

Λk(x)+
n−1
k=0
∫ 1
0
f (2n)(t)(1− t)2n−2k−1
(2n− 2k− 1)! dt

Λk(x).
We set
T2n−1[f , 0](x) =
n−1
k=0
f (2k)(0)Λk(1− x)+
n−1
k=0

n−k−1
j=0
f (2(k+j))(0)
(2j)!

Λk(x)+
n−1
k=0

n−k−1
j=0
f (2(k+j)+1)(0)
(2j+ 1)!

Λk(x) (15)
and δn[f , 0, 1](x) as in (13). By the change of dummy index j+ k = r , we get
T2n−1[f , 0](x) =
n−1
k=0
f (2k)(0)Λk(1− x)+
n−1
k=0

n−1
r=k
f (2r)(0)
(2(r − k))!

Λk(x)+
n−1
k=0

n−1
r=k
f (2r+1)(0)
(2(r − k)+ 1)!

Λk(x)
=
n−1
k=0
f (2k)(0)

Λk(1− x)+
k−
j=0
Λj(x)
(2(k− j))!

+
n−1
k=0

k−
j=0
Λj(x)
(2(k− j)+ 1)!

f (2k+1)(0).
Finally, as the Lidstone interpolating polynomial (10) has algebraic degree of exactness equal to 2n − 1 [8,22] we have for
each k = 0, 1, . . . , n− 1
Λk(1− x)+
k−
j=0
Λj(x)
(2(k− j))! =
x2k
(2k)! (16)
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and
k−
j=0
Λj(x)
(2(k− j)+ 1)! =
x2k+1
(2k+ 1)! . (17)
Therefore T2n−1[f , 0](x) is the Taylor polynomial and the thesis follows from Eqs. (13) and (15). 
Corollary 2. If f ∈ C2n−1[a, b] and f (2n−1) is Lipschitz continuous in [a, b], n = 1, 2, . . . we have
Ln[f , a, b](x) = T2n−1[f , a](x)+ δn[f , a, b](x)
where Ln[f , a, b](x) is the Lidstone interpolating polynomial (10), T2n−1[f , a](x) is the Taylor polynomial for f at a, and
δn[f , a, b](x) = h2n
n−1
k=0
Λk

x− a
h
∫ 1
0
f (2n)(a+ th)(1− t)2n−2k−1
(2n− 2k− 1)! dt

.
Corollary 3. If f ∈ C2n−1[a, b] and f (2n−1) is Lipschitz continuous in [a, b], n = 1, 2, . . . we have
RLn[f , a, b](x) =
∫ x
a
f (2n)(t)(x− t)2n−1
(2n− 1)! dt − h
2n
n−1
k=0
Λk

x− a
h
∫ 1
0
f (2n)(a+ th)(1− t)2n−2k−1
(2n− 2k− 1)! dt

.
Corollary 4. If f ∈ C2n−1[a, b] and f (2n−1) is Lipschitz continuous in [a, b], n = 1, 2, . . . we set
|f |2n−1,1 = sup
 |f (2n−1)(x)− f (2n−1)(y)|
|x− y| : x, y ∈ [a, b], x ≠ y

.
Then we have
|RLn[f , a, b](x)| ≤ |f |2n−1,1

(x− a)2n
(2n)! + h
2n
n−1
k=0
(−1)k Λk
 x−a
h

(2(n− k))!

.
Proof. We use [8, Remark 1.2.1]
|Λk(x)| = (−1)kΛk(x), x ∈ [a, b]. 
3. Some remarks on the three point Lidstone interpolating polynomial in R2
In [7], the univariate expansion (6) has been extended to a bivariate polynomial expansion
f (x, y) = L12n [f ](x, y)+ RL,12n [f ](x, y) (18)
for functions of class C2n−2 on12 = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0, x+ y ≤ 1} (the standard simplex) by setting
L12n [f ](x, y) =
n−1
k=0
n−k−1
j=0

∂2j+2kf
∂x2j∂ν2k
(0, 0)

2k(x+ y)2kΛj(1− x− y)Λk

x
x+ y

+
n−1
k=0
n−k−1
j=0

∂2j+2kf
∂x2j∂ν2k
(1, 0)

2k(x+ y)2kΛj(x+ y)Λk

x
x+ y

+
n−1
k=0
n−k−1
j=0

∂2j+2kf
∂y2j∂ν2k
(0, 0)

2k(x+ y)2kΛj(1− x− y)Λk

y
x+ y

+
n−1
k=0
n−k−1
j=0

∂2j+2kf
∂y2j∂ν2k
(0, 1)

2k(x+ y)2kΛj(x+ y)Λk

y
x+ y

(19)
where ∂
∂ν
= 1√
2

∂
∂y − ∂∂x

is the derivative in the direction of the slanted side of the simplex. In the space P 2n−1x,y of
polynomials in x, y of total degree not greater than 2n − 1, the polynomial L12n [f ](x, y) is the unique solution of the
interpolation problem
∂2iL12n [f ]
∂x2i−j∂yj
(0, 0) = ∂
2if
∂x2i−j∂yj
(0, 0) (20)
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for each i = 0, 1, . . . , n− 1, j = 0, 1, . . . , 2i and
∂2iL12n [f ]
∂x2i−j∂ν j
(1, 0) = ∂
2if
∂x2i−j∂ν j
(1, 0)
∂2iL12n [f ]
∂y2i−j∂ν j
(0, 1) = ∂
2if
∂y2i−j∂ν j
(0, 1)
for each i = 0, 1, . . . , n − 1, j = 0, 2, 4, . . . , 2i. As a consequence L12n [p] = p for each p ∈ P 2n−1x,y and the approximation
formula (18) is the univariate Lidstone expansion when restricted on each side of the boundary ∂12. We emphasize the
asymmetry of the interpolation conditions: we count 1 + 3 + · · · + (2n − 1) = n2 interpolation conditions at (0, 0) but
only 1+ 2+ · · · + n = n(n+1)2 interpolation conditions at each of the remaining vertices; this asymmetry is a consequence
of the extension technique introduced in [23] which requires first to expand f in the direction of the opposite side to (0, 0)
and then in the direction of axes x and y by the univariate Lidstone expansion respectively. Nevertheless, the symmetry of
the univariate Lidstone interpolating polynomial (10) with respect to the midpoint of interval [a, b] causes a symmetry of
the bivariate polynomial (19) with respect to the line y = x. We note that the polynomial L12n [f ] requires only even order
derivatives at the vertices for its definition, up to the order 2n− 2.
Let Vi = (ai, bi) ∈ R2, i = 1, 2, 3 be not collinear points; our purpose is to write the generalization of the univariate
expansion (6) to the triangle 12(V1, V2, V3) with vertices V1, V2, V3 obtainable by (18) in combination with the linear
isomorphism which maps (0, 0) in V1 and (1, 0), (0, 1) in V2, V3 respectively. We use barycentric coordinates (λ1, λ2, λ3)
of a generic point V = (x, y) ∈ R2 with respect to {V1, V2, V3}, defined as follows:
λ1 = detM1detM , λ2 =
detM2
detM
, λ3 = detM3detM (21)
where we set
detM =
 1 1 1a1 a2 a3b1 b2 b3
 , detM1 =
1 1 1x a2 a3y b2 b3
 , detM2 =
 1 1 1a1 x a3b1 y b3
 , detM3 =
 1 1 1a1 a2 xb1 b2 y
 .
We set also
h1 = a2 − a3, k1 = b2 − b3, v1 = (h1, k1), ν1 = (h1, k1)|v1| ,
h2 = a3 − a1, k2 = b3 − b1, v2 = (h2, k2), ν2 = (h2, k2)|v2| ,
h3 = a2 − a1, k3 = b2 − b1, v3 = (h3, k3), ν3 = (h3, k3)|v3| .
Wedenote by12(V1, V2, V3; V1) the simplex12(V1, V2, V3)with fixed vertex V1. In analogywith [7, Theorem 2] we state
the following theorem.
Theorem 5. Let f be a function of class C2n in a convex domain D ⊃ 12(V1, V2, V3). Then for each (x, y) ∈ D, we have
f (x, y) = L12(V1,V2,V3;V1)n [f ](x, y)+ RL,12(V1,V2,V3;V1)n [f ](x, y)
where
L12(V1,V2,V3;V1)n [f ](x, y) =
n−1
k=0

n−1−k
j=0
|v2|2j

∂2k+2jf
∂ν
2j
2 ∂ν
2k
1
(V1)Λj(1− λ2 − λ3)+ ∂
2k+2jf
∂ν
2j
2 ∂ν
2k
1
(V3)Λj(λ2 + λ3)

×Λk

λ3
λ2 + λ3

+
n−1−k
j=0
|v3|2j

∂2k+2jf
∂ν
2j
3 ∂ν
2k
1
(V1)Λj(1− λ2 − λ3)
+ ∂
2k+2jf
∂ν
2j
3 ∂ν
2k
1
(V2)Λj(λ2 + λ3)

×Λk

λ2
λ2 + λ3

× |v1|2k(λ2 + λ3)2k (22)
and the global error is given by summing all the partial errors:
RL,12(V1,V2,V3;V1)n [f ] = RLn[f , ν1](x, y)+
n−1
k=0

RLn−k
[
∂2kf
∂ν2k1
, ν2
]
Λk

λ3
λ2 + λ3

+ RLn−k
[
∂2kf
∂ν2k1
, ν3
]
Λk

λ2
λ2 + λ3

|v1|2k(λ2 + λ3)2k
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where
RLn[f , ν1](x, y) = |v1|2n(λ2 + λ3)2n
∫ 1
0
∂2nf
∂ν2n1
(x(s), y(s))gn(λ, s)ds,
RLn−k
[
∂2k
∂ν2k1
f , ν2
]
(x, y) = |v2|2(n−k)
∫ 1
0
∂2nf
∂ν
2(n−k)
2 ∂ν
2k
1
(x(s), y(s))gn−k(λ, s)ds
and
RLn−k
[
∂2k
∂ν2k1
f , ν3
]
(x, y) = |v3|2(n−k)
∫ 1
0
∂2nf
∂ν
2(n−k)
3 ∂ν
2k
1
(x(s), y(s))gn−k(λ, s)ds.
The expression ∂
∂νk
denotes the derivative in the direction νk, k = 1, 2, 3, respectively, i.e.
∂n
∂νnk
= 1|vk|n
n−
l=0
n
l

hn−lk k
l
k
∂n
∂xn−l∂yl
. (23)
Proof. We get the thesis by applying the same technique used in [7] to the case of a generic simplex, as already done
in [6]. 
To extend Theorem 1 to the bivariate case, we consider the class C2n−1,1(D) of functions f ∈ C2n−1(D) with partial
derivatives ∂
2n−1f
∂x2n−1−i∂yi Lipschitz-continuous in D for each i = 0, . . . , 2n− 1 and we set [5]
|f |2n−1,1 = sup
i=0,...,2n−1

 ∂2n−1f
∂x2n−1−i∂yi (x1, y1)− ∂
2n−1f
∂x2n−1−i∂yi (x2, y2)

|(x1 − x2, y1 − y2)| , (x1, y1) ≠ (x2, y2) in D
 . (24)
We have the following theorem.
Theorem 6. Let D ⊃ 12 and let f be a function of class C2n−1,1(D). Then for each (x, y) ∈ D, we have
L12n [f ](x, y) = T2n−1[f , (0, 0)](x, y)+ δ12n [f ](x, y)
where T2n−1[f , (0, 0)](x, y) is the bivariate Taylor polynomial of order 2n− 1 for f at (0, 0)
T2n−1[f , (0, 0)](x, y) =
2n−1−
i=0
1
i!
i−
j=0

i
j

∂ i
∂xi−j∂yj
f (0, 0)xi−jyj, (x, y) ∈ R2 (25)
and
δ12n [f ](x, y) =
n−1
k=0
n−k−1
j=0
∫ 1
0
∂2nf (t,0)
∂x2(n−k)∂ν2k (1− t)2(n−k−j)−1
(2(n− k− j)− 1)! dt
 2k(x+ y)2kΛj(x+ y)Λk  xx+ y

+
n−1
k=0
n−k−1
j=0
∫ 1
0
∂2nf (0,t)
∂y2(n−k)∂ν2k (1− t)2(n−k−j)−1
(2(n− k− j)− 1)! dt
 2k(x+ y)2kΛj(x+ y)Λk  yx+ y

. (26)
Proof. By the Taylor theorem with integral remainder we get for each k = 0, . . . , n− 1, j = 0, . . . , n− k− 1
∂2(k+j)f
∂x2j∂ν2k
(1, 0) =
2n−1−2(k+j)
i=0
∂2(k+j)+if
∂x2j+i∂ν2k (0, 0)
i! +
∫ 1
0
∂2nf (t,0)
∂x2(n−k)∂ν2k (1− t)2(n−k−j)−1
(2(n− k− j)− 1)! dt,
∂2(k+j)f
∂y2j∂ν2k
(0, 1) =
2n−1−2(k+j)
i=0
∂2(k+j)+if
∂y2j+i∂ν2k (0, 0)
i! +
∫ 1
0
∂2nf (0,t)
∂y2(n−k)∂ν2k (1− t)2(n−k−j)−1
(2(n− k− j)− 1)! dt.
By substituting these expressions in (19), we have
L12n [f ](x, y) = T2n−1[f , (0, 0)](x, y)+ δ12n [f ](x, y)
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where δ12n [f ](x, y) is defined in (26) and
T2n−1[f , (0, 0)](x, y) :=
n−1
k=0
n−k−1
j=0

∂2(k+j)f
∂x2j∂ν2k
(0, 0)

2k(x+ y)2kΛj(1− x− y)Λk

x
x+ y

+
n−1
k=0
n−k−1
j=0

∂2(k+j)f
∂y2j∂ν2k
(0, 0)

2k(x+ y)2kΛj(1− x− y)Λk

y
x+ y

+
n−1
k=0
n−k−1
j=0
2(n−k−j)−1
i=0
∂2(k+j)+if
∂x2j+i∂ν2k (0, 0)
i! 2
k(x+ y)2kΛj(x+ y)Λk

x
x+ y

+
n−1
k=0
n−k−1
j=0
2(n−k−j)−1
i=0
∂2(k+j)+if
∂y2j+i∂ν2k (0, 0)
i! 2
k(x+ y)2kΛj(x+ y)Λk

y
x+ y

. (27)
It remains to be proved that T2n−1[f , (0, 0)](x, y) is the polynomial (25). Following the proof line of the Theorem 1, we
change the dummy index k+ j = r in the first two sequences of sums of (27) and in the second two sequences of sums we
separate odd derivatives from even ones and then we change the dummy index j+ i = r in all resulting four sequences of
sums. After a rearrangement of the order of summation it results
T2n−1[f , (0, 0)](x, y) =
n−1
r=0
r−
k=0
∂2r f
∂x2(r−k)∂ν2k
(0, 0)2k(x+ y)2kΛr−k(1− x− y)Λk

x
x+ y

+
n−1
r=0
r−
k=0
∂2r f
∂y2(r−k)∂ν2k
(0, 0)2k(x+ y)2kΛr−k(1− x− y)Λk

y
x+ y

+
n−1
k=0
n−k−1
r=0

r−
j=0
Λj(x+ y)
(2(r − j))!

∂2(k+r)f
∂x2r∂ν2k
(0, 0)2k(x+ y)2kΛk

x
x+ y

+
n−1
k=0
n−k−1
r=0

r−
j=0
Λj(x+ y)
(2(r − j))!

∂2(k+r)f
∂y2r∂ν2k
(0, 0)2k(x+ y)2kΛk

y
x+ y

+
n−1
k=0
n−k−1
r=0

r−
j=0
Λj(x+ y)
(2(r − j)+ 1)!

∂2(k+r)+1f
∂x2r+1∂ν2k
(0, 0)2k(x+ y)2kΛk

x
x+ y

+
n−1
k=0
n−k−1
r=0

r−
j=0
Λj(x+ y)
(2(r − j)+ 1)!

∂2(k+r)+1f
∂y2r+1∂ν2k
(0, 0)2k(x+ y)2kΛk

y
x+ y

.
In the internal sums of the dummy index j, we use Eqs. (16) and (17) to get
T2n−1[f , (0, 0)](x, y) =
n−1
r=0
r−
k=0
∂2r
∂x2(r−k)∂ν2k
f (0, 0)2k(x+ y)2kΛr−k(1− x− y)Λk

x
x+ y

+
n−1
r=0
r−
k=0
∂2r
∂y2(r−k)∂ν2k
f (0, 0)2k(x+ y)2kΛr−k(1− x− y)Λk

y
x+ y

+
n−1
k=0
n−k−1
r=0
∂2(k+r)
∂x2r∂ν2k
f (0, 0)

2k
(x+ y)2(k+r)
(2r)! Λk

x
x+ y

− 2k(x+ y)2kΛk

x
x+ y

Λr(1− x− y)

+
n−1
k=0
n−k−1
r=0
∂2(k+r)
∂y2r∂ν2k
f (0, 0)
×

2k
(x+ y)2(k+r)
(2r)! Λk

y
x+ y

− 2k(x+ y)2kΛk

y
x+ y

Λr(1− x− y)

+
n−1
k=0
n−k−1
r=0
∂2(k+r)+1
∂x2r+1∂ν2k
f (0, 0)2k
(x+ y)2(k+r)+1
(2r + 1)! Λk

x
x+ y

+
n−1
k=0
n−k−1
r=0
∂2(k+r)+1
∂y2r+1∂ν2k
f (0, 0)2k
(x+ y)2(k+r)+1
(2r + 1)! Λk

y
x+ y

.
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Now we change the dummy index k+ r = s and after some rearrangement and some simplification, we get
T2n−1[f , (0, 0)](x, y) =
n−1
s=0
s−
k=0
(x+ y)2s
(2(s− k))!Λk

x
x+ y

2k
∂2s
∂x2(s−k)∂ν2k
f (0, 0)
+
n−1
s=0
s−
k=0
(x+ y)2s
(2(s− k))!Λk

y
x+ y

2k
∂2s
∂y2(s−k)∂ν2k
f (0, 0)
+
n−1
s=0
s−
k=0
(x+ y)2s+1
(2(s− k)+ 1)!Λk

x
x+ y

2k
∂2s+1
∂x2(s−k)+1∂ν2k
f (0, 0)
+
n−1
s=0
s−
k=0
(x+ y)2s+1
(2(s− k)+ 1)!Λk

x
x+ y

2k
∂2s+1
∂x2(s−k)+1∂ν2k
f (0, 0). (28)
Nowwe substitute in (28) directional derivatives ∂
2k
∂ν2k
with their expressions in terms of ∂
2k
∂x2k−l∂yl k = 0, . . . , s, l = 0, . . . , 2k
according to (23). Then we get
T2n−1[f , (0, 0)](x, y) =
n−1
s=0
s−
k=0
2k−
l=0
Λk

x
x+y

(2(s− k))! (−1)
2k−l

2k
l

(x+ y)2s ∂
2s
∂x2s−l∂yl
f (0, 0)
+
n−1
s=0
s−
k=0
2k−
l=0
Λk

y
x+y

(2(s− k))! (−1)
2k−l

2k
l

(x+ y)2s ∂
2s
∂x2k−l∂y2(s−k)+l
f (0, 0)
+
n−1
s=0
s−
k=0
2k−
l=0
Λk

x
x+y

(2(s− k)+ 1)! (−1)
2k−l

2k
l

(x+ y)2s+1 ∂
2s+1
∂x2s−l+1∂yl
f (0, 0)
+
n−1
s=0
s−
k=0
2k−
l=0
Λk

y
x+y

(2(s− k)+ 1)! (−1)
2k−l

2k
l

(x+ y)2s+1 ∂
2s+1
∂x2k−l∂y2(s−k)+l+1
f (0, 0). (29)
We focus our attention on all terms in (29) involving derivatives with respect to x only; we use again Eqs. (16) and (17) to
get
n−1
s=0
 s−
k=0
Λk

x
x+y

(2(s− k))!
 (x+ y)2s ∂2s
∂x2s
f (0, 0)+
n−1
s=0
 s−
k=0
Λk

x
x+y

(2(s− k)+ 1)!
 (x+ y)2s+1 ∂2s+1
∂x2s+1
f (0, 0)
+
n−1
s=0
Λs

y
x+ y

(x+ y)2s ∂
2s
∂x2s
f (0, 0) =
n−1
s=0
x2s
(2s)!
∂2s
∂x2s
f (0, 0)+
n−1
s=0
x2s+1
(2s+ 1)!
∂2s+1
∂x2s+1
f (0, 0).
The terms in (29) involving derivatives with respect to y only can be treated in the same manner. In order to recover (25)
completely, we denote by Σmixed the sum of all the terms in (29) involving even mixed derivatives ∂
2s
∂x2s−l∂yl only. By the
change of dummy indices 2α − β = 2k− l and 2(s− k)+ l = β we get fromΣmixed
n−1
s=1
2s−1−
l=1
Λs

x
x+ y

(−1)2s−l

2s
l

(x+ y)2s ∂
2s
∂x2s−l∂yl
f (0, 0)+
n−1
s=1
s−1
k=1
2k−
l=1
Λk

x
x+y

(2(s− k))! (−1)
2k−l

2k
l

(x+ y)2s
× ∂
2s
∂x2s−l∂yl
f (0, 0)+
n−1
α=1
2α−1−
β=1
Λα

y
x+ y

(−1)2α−β

2α
β

(x+ y)2α ∂
2α
∂x2α−β∂yβ
f (0, 0)
+
n−1
α=1
α−1−
k=1
2α−1−
β=2(α−k)
Λk

y
x+y

(2(α − k))! (−1)
2α−β

2k
2k− (2α − β)

(x+ y)2α ∂
2α
∂x2α−β∂yβ
f (0, 0)
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and by rearranging the order of summation (we use dummy indices s, l instead of α, β) after some simplifications we have
n−1
s=1
2s−1−
l=1

Λs

x
x+ y

+Λs

y
x+ y

(−1)2s−l

2s
l

(x+ y)2s ∂
2s
∂x2s−l∂yl
f (0, 0)
+
n−1
s=1
2(s−1)−
l=1
s−1
k=

l+1
2

Λk

x
x+y

(2(s− k))! (−1)
2k−l

2k
l

(x+ y)2s ∂
2s
∂x2s−l∂yl
f (0, 0)
+
n−1
s=1
2s−1−
l=2
s−1
k=s−

l
2

Λk

y
x+y

(2(s− k))! (−1)
2s−l

2k
2k− (2s− l)

(x+ y)2s ∂
2s
∂x2s−l∂yl
f (0, 0)
=
n−1
s=1
−2sE2s  xx+ y

−
s−1
k=1
2k
Λk

y
x+y

(2(s− k))!
 (x+ y)2s ∂2s
∂x∂y2s−1
f (0, 0)
+
n−1
s=2
−2sE2s  xx+ y

−
s−1
k=1
2k
Λk

x
x+y

(2(s− k))!
 (x+ y)2s ∂2s
∂x2s−1∂y
f (0, 0)
+
n−1
s=2
2s−2−
l=2

(−1)2s−l

2s
l

E2s

x
x+ y

+
s−1
k=

l+1
2
(−1)2k−l

2k
l
 Λk  xx+y
(2(s− k))!
+
s−1
k=s−

l
2
(−1)2s−l

2k
2k− (2s− l)
 Λk  yx+y
(2(s− k))!

(x+ y)2s ∂
2s
∂x2s−l∂yl
f (0, 0)
where we used Eq. (9). By the algebraic degree of exactness of the three point Lidstone interpolating polynomial (19) we get−2sE2s  xx+ y

−
s−1
k=1
2k
Λk

y
x+y

(2(s− k))!
 (x+ y)2s = xy2s−1
(2s− 1)! , s = 1, . . . , n− 1,−2sE2s  xx+ y

−
s−1
k=1
2k
Λk

x
x+y

(2(s− k))!
 (x+ y)2s = x2s−1y
(2s− 1)! , s = 2, . . . , n− 1,(−1)2s−l 2s
l

E2s

x
x+ y

+
s−1
k=

l+1
2
(−1)2k−l

2k
l
 Λk  xx+y
(2(s− k))!
+
s−1
k=s−

l
2
(−1)2s−l

2k
2k− (2s− l)
 Λk  yx+y
(2(s− k))!
 (x+ y)2s
= x
2s−lyl
(2s− l)!l! , s = 2, . . . , n− 1; l = 2, . . . , 2(s− 1).
It remains to consider all terms in (29) involving odd mixed derivatives ∂
2s+1
∂x2s−l+1∂yl only and proceed in an analogous
manner. 
Corollary 7. Let D ⊃ 12(V1, V2, V3) and let f be a function of class C2n−1,1(D). Then for each (x, y) ∈ D, we have
L12(V1,V2,V3;V1)n [f ](x, y) = T2n−1[f , V1](x, y)+ δ12(V1,V2,V3;V1)n [f ](x, y)
with
T2n−1[f , V1](x, y) =
2n−1−
i=0
1
i!
i−
j=0

i
j

∂ i
∂xi−j∂yj
f (V1)(x− a1)i−j(y− b1)j, (x, y) ∈ R2 (30)
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and
δ12(V1,V2,V3;V1)n [f ](x, y)
=
n−1
k=0

n−1−k
j=0
|v2|2(n−k)
∫ 1
0
∂2nf
∂ν
2(n−k)
2 ∂ν
2k
1
(V1 + t(V3 − V1))(1− t)2(n−k−j)−1
(2(n− k− j)− 1)! dt
Λj(λ2 + λ3)×Λk  λ3
λ2 + λ3

+
n−1−k
j=0
|v3|2(n−k)
∫ 1
0
∂2nf
∂ν
2(n−k)
3 ∂ν
2k
1
(V1 + t(V2 − V1))(1− t)2(n−k−j)−1
(2(n− k− j)− 1)! dt
Λj(λ2 + λ3)×Λk  λ2
λ2 + λ3

× |v1|2k(λ2 + λ3)2k. (31)
As in the univariate case (11) the three point Lidstone interpolating polynomial becomes the Taylor polynomial when
the nodes V2, V3 tend to the node V1:
Corollary 8. Let D ⊃ 12(V1, V2, V3) and let f be a function of class C2n−1,1(D). Then we have
lim
V2→V1
V3→V1
L12(V1,V2,V3;V1)n [f ](x, y) = T2n−1[f , V1](x, y), (x, y) ∈ R2.
The following representation for the remainder term RL,12(V1,V2,V3;V1)n [f ](x, y)will be useful.
Corollary 9. Let D ⊃ 12(V1, V2, V3) and let f be a function of class C2n−1,1(D). Then for each (x, y) ∈ D, we have
RL,12(V1,V2,V3;V1)n [f ](x, y) = |(x− a1, y− b1)|2n
∫ 1
0
∂2nf
∂ν2n
(a1 + t (x− a1) , b1 + t (y− b1)) (1− t)2n−1
(2n− 1)! dt
− δ12(V1,V2,V3;V1)n [f ](x, y) (32)
where ∂
∂ν
denotes the directional derivative along v = (x− a1, y− b1).
In the following we set r = max{|v1|, |v2|, |v3|} and S−1 = |v⊥1 · v2| = |v⊥1 · v3| = |v⊥2 · v3| = | detM|. By the
Cauchy–Bunyakovsky–Schwarz inequality, we have
| detM2| = |υ⊥2 · (x− a1, y− b1)|
≤ r|(x− a1, y− b1)|,
| detM3| = |υ⊥3 · (x− a1, y− b1)|
≤ r|(x− a1, y− b1)|,
| detM2 + detM3| = |υ⊥1 · (x− a1, y− b1)|
≤ r|(x− a1, y− b1)|.
(33)
Further we have the following theorem.
Theorem 10. Let D ⊃ 12(V1, V2, V3) and let f be a function of class C2n−1,1(D). Then for each (x, y) ∈ D, we have
|RL,12(V1,V2,V3;V1)n [f ] (x, y)| ≤ |f |2n−1,1 r

r2S
2n−1
C (n)max

r2n−1, |(x− a1, y− b1)|2n−1

(34)
where
C(n) = 1
(2n)!
2n−
i=0

2n
i

+ 2
n−1
k=0
n−1−k
j=0
1
(2(n− k− j))!
2j+1−
i=0
2i

2j+1
i
 Bi  12 
(2j+ 1)!
2k+1−
t=0
2t

2k+1
t
 Bt  12 
(2k+ 1)!
 . (35)
Proof. By taking the modulus of both sides of (31) and by relations (24), we have
|δ12(V1,V2,V3;V1)n [f ](x, y)| ≤ |f |2n−1,1r2n
n−1
k=0

n−1−k
j=0
1
(2(n− k− j))! |Λj(λ2 + λ3)| ×
Λk  λ3λ2 + λ3

+
n−1−k
j=0
1
(2(n− k− j))! |Λj(λ2 + λ3)| ×
Λk  λ2λ2 + λ3


× |λ2 + λ3|2k.
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By the Whittaker identities [24] using relations [25], we get
Λn(x) = 2
2n+1
(2n+ 1)!B2n+1

1+ x
2

= 2
2n+1
(2n+ 1)!B2n+1

1
2
+ x
2

= 2
2n+1
(2n+ 1)!
2n+1−
i=0

2n+ 1
i

Bi

1
2
 x
2
2n+1−i
, n = 0, 1, 2, . . .
and by (21), we have
Λj detM2 + detM3detM
 ≤ 22j+1(2j+ 1)!
2j+1−
i=0

2j+ 1
i
 Bi 12
  | detM2 + detM3|2 |detM|
2j+1−i
= 1
(2j+ 1)!
2j+1−
i=0
2i

2j+ 1
i
 Bi 12
 S2j+1−i|υ⊥1 · (x− a1, y− b1)|2j+1−i
j = 0, . . . , n− 1, (36)Λk  detM2detM2 + detM3
 ≤ 22k+1(2k+ 1)!
2k+1−
t=0

2k+ 1
t
 Bt 12

 | detM2|
| detM2+detM3|
2
2k+1−t
= 1
(2k+ 1)!
2k+1−
t=0
2t

2k+ 1
t
 Bt 12
  |υ⊥2 · (x− a1, y− b1)||υ⊥1 · (x− a1, y− b1)|
2k+1−t
k = 0, . . . , n− 1, (37)Λk  detM3detM2 + detM3
 ≤ 22k+1(2k+ 1)!
2k+1−
t=0

2k+ 1
t
 Bt 12

 | detM3|
|detM2+detM3|
2
2k+1−t
= 1
(2k+ 1)!
2k+1−
t=0
2t

2k+ 1
t
 Bt 12
  |υ⊥3 · (x− a1, y− b1)||υ⊥1 · (x− a1, y− b1)|
2k+1−t
k = 0, . . . , n− 1. (38)
Using relations (33) and (36)–(38) after some simplification, we obtain
|δ12(V1,V2,V3;V1)n [f ](x, y)| ≤ |f |2n−1,1r2n
n−1
k=0

n−1−k
j=0
1
(2(n− k− j))!
2j+1−
i=0
2i

2j+1
i
 Bi  12 
(2j+ 1)! S
2j+1−i+2k
×
2k+1−
t=0
2t

2k+1
t
 Bt  12 
(2k+ 1)! |υ
⊥
3 · (x− a1, y− b1)|2k+1−t
+
n−1−k
j=0
1
(2(n− k− j))!
2j+1−
i=0
2i

2j+1
i
 Bi  12 
(2j+ 1)! S
2j+1−i+2k
×
2k+1−
t=0
2t

2k+1
t
 Bt  12 
(2k+ 1)! |υ
⊥
2 · (x− a1, y− b1)|2k+1−t

|υ⊥1 · (x− a1, y− b1)|2j−i+t
≤ |f |2n−1,1r2n2
n−1
k=0

n−1−k
j=0
1
(2(n− k− j))!
2j+1−
i=0
2i

2j+1
i
 Bi  12 
(2j+ 1)! (r
2S)2k+2j−i+1
×
 |(x− a1, y− b1)|
r
2k+2j−i+1 2k+1−
t=0
2t

2k+1
t
 Bt  12 
(2k+ 1)!

.
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The thesis follows from (32) by the triangular inequality with the Taylor remainder bounded in the classic way, by
distinguishing the cases |(x− a1, y− b1)| ≤ r and |(x− a1, y− b1)| > r . 
Remark 11. By the above settings, r2S depends only on the fixed triangle12(V1, V2, V3): if α, β denote the adjacent angles
to the side of length r , then r2S = sin(α+β)sinα sinβ depends only on the form of the triangle 12(V1, V2, V3). The term r2n(r2S)2n−1
however depends on the form and the size of12(V1, V2, V3).
4. The bivariate Shepard–Lidstone operator
Let Vi = (xi, yi), i = 1, . . . ,N be fixed points of the convex domain D and let N = {Vi, i = 1, . . . ,N}. In defining
the Shepard–Lidstone operators, we replace the weight functions Aµ,i(x, y) (2) of classical Shepard operators with compact
support functions Wµ,i(x, y)i = 1, . . . ,N defined as follows:
Wµ,i(x, y) := Wµ,i(x, y)N∑
k=1
Wµ,k(x, y)
where
Wµ,i(x, y) :=

1
di(x, y)
− 1
Rwi
µ
+
,
Rwi is the radius of influence about node Vi and di(x, y) is the Euclidean distance between (x, y) and (xi, yi). As a consequence,
the value of themodified Shepard operators at a point (x, y) ∈ D depends only on the dataN(x,y) = {Vi ∈ N : di(x, y) < Rwi}.
We set also I(x,y) = {i ∈ {1, . . . ,N} : di(x, y) < Rwi}. The radius Rwi is computed to have Nw points in B(Vi, Rwi) [16]. For
each i = 1, . . . ,N we associate to Vi the simplex 12(i) with fixed vertex Vi and vertices in B(Vi, Rwi) which minimize the
quantity r2ni (r
2
i Si)
2n−1 according to Remark 11.
Definition 12. For each fixed µ > 0 and n = 1, 2, . . . the bivariate Shepard–Lidstone operators are defined by
SLn [f ](x, y)
N−
i=1
Wµ,i(x, y)L12(i)n [f ](x, y), (x, y) ∈ D (39)
where L12(i)n [f ](x, y), i = 1, . . . ,N is defined in (22) over the whole domain D. The remainder term is
RLn [f ](x, y) = f (x, y)− SLn [f ](x, y), (x, y) ∈ D.
Theorem 13. Let (x, y) ∈ D. The following bound holds:
|RLn [f ](x, y)| ≤ C(n)|f |2n−1,1♯(I(x,y)) maxi∈I(x,y)(r
2
i Si)
2n−1 max
i∈I(x,y)
(Rwi)
2n
where C(n) is defined in (35). (See Table 1.)
Proof. By property (3), we easily get
RLn [f ](x, y) = f (x, y)− SLn [f ](x, y)
=
−
i∈I(x,y)
Wµ,i(x, y)(f (x, y)− L12(i)n [f ](x, y))
and therefore from (34) and (3)
|RLn [f ](x, y)| ≤
−
i∈I(x,y)
Wµ,i(x, y)|f (x, y)− L12(i)n [f ](x, y)|
≤ C(n)|f |2n−1,1♯(I(x,y)) max
i∈I(x,y)
(r2i Si)
2n−1 max
i∈I(x,y)
(Rwi)
2n. 
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Table 1
First values of C(n).
n 1 2 3 4 5 6 7 8
C(n) 3.0000 1.5000 0.4145 0.0884 0.0156 0.0023 0.0003 3.7114e−005
The following statements can be easily checked.
Theorem 14. The operator SLn [·] is an interpolation operator in Vi, i = 1, . . . ,N.
Proof. L12(i)n [f ](x, y) interpolates at Vi, i = 1, . . . ,N (20) and the modified Shepard basis is cardinal:Wµ,i(xk, yk) = δik, i, k = 1, . . . ,N.  (40)
Theorem 15. The algebraic degree of exactness of the operator SLn [·] is 2n − 1, i.e. SLn [p] = p for each bivariate polynomial
p ∈ P 2n−1x,y .
Proof. The algebraic degree of exactness of L12(i)n [f ] is 2n− 1 for i = 1, . . . ,N and the modified Shepard basis is a partition
of unity:
N−
i=1
Wµ,i(x, y) ≡ 1.  (41)
In [4] is given the continuity class of the Shepard operators, and consequently we can deduce the continuity class of the
Shepard–Lidstone operators.
Theorem 16. If µ ∈ N, µ > 0 the continuity class of the operator (39) is µ− 1.
Theorem 17. For each r, s ∈ N with 1 ≤ r + s < µ, we have
∂ r+s
∂xr∂ys
SLn [f ](x, y)

(x,y)=(xi,yi)
= ∂
r+s
∂xr∂ys
L12(i)n [f ](x, y)

(x,y)=(xi,yi)
, i = 1, . . . ,N.
Proof. It follows from the known relation [3]
∂ r+s
∂xr∂ys
Wµ,i(x, y)
(x,y)=(xk,yk)
= 0
which holds for i, k = 1, . . . ,N, 1 ≤ r + s < µ by applying the Leibniz rule and by using relations (40) and (41). 
5. Numerical results
To test the bivariate Shepard–Lidstone approximation operator in themultivariate interpolation of large sets of scattered
data, we use a set of well known test functions on the rectangle R = [0, 1] × [0, 1] [15,16]:
Exponential: F1 = 0.75 exp

− (9x− 2)
2 + (9y− 2)2
4

+ 0.50 exp

− (9x− 7)
2 + (9y− 3)2
4

+ 0.75 exp

− (9x+ 1)
2
49
− (9y+ 1)
2
10

− 0.20 exp(−(9x− 4)2 − (9y− 7)2),
Gentle: F2 = exp
− 8116 ((x− 0.5)2 + (y− 0.5)2)
3
,
Sphere: F3 =

64− 81((x− 0.5)2 + (y− 0.5)2)
9
− 0.5,
Saddle: F4 = 1.25+ cos(5.4y)6+ 6(3x− 1)2 ,
Cliff: F5 = tanh(9y− 9x)+ 19 ,
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Table 2
Exponential.
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 0.04033900 1.3135e−003 1.6680e−005
LSHEP2D 0.06483400 3.5337e−003 4.7561e−005
33× 33 TAYSHEP2D 0.00035042 9.3810e−006 5.0407e−010
LSHEP2D 0.00083286 2.4379e−005 2.9009e−009
Table 3
Gentle.
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 8.3915e−004 4.0194e−005 6.6020e−009
LSHEP2D 1.3573e−003 1.5357e−004 6.0280e−008
33× 33 TAYSHEP2D 6.8035e−006 3.5833e−007 4.1783e−013
LSHEP2D 9.5601e−006 7.9628e−007 1.5096e−012
Table 4
Sphere.
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 1.2033e−003 9.9298e−005 2.9827e−008
LSHEP2D 3.5112e−003 8.3413e−005 4.1683e−008
33× 33 TAYSHEP2D 1.4028e−005 3.2881e−007 6.3369e−013
LSHEP2D 2.1516e−005 4.3407e−007 1.0852e−012
Steep: F6 = exp
− 814 ((x− 0.5)2 + (y− 0.5)2)
3
,
F7 = 2 cos(10x) sin(10y)+ sin(10xy),
F8 = exp

− (5− 10x)
2
2

+ 0.75 exp

− (5− 10y)
2
2

+ 0.75 exp

− (5− 10x)
2
2

exp

− (5− 10y)
2
2

,
F9 =

20
3
3
exp

10− 20x
3

exp

10− 20y
3
2 
1
1+ exp  10−20x3 

1
1+ exp  10−20y3 
5
×

exp

10− 20x
3

− 2
1+ exp  10−20x3 

,
F10 = exp(−0.04

(80x− 40)2 + (90y− 45)2) cos(0.15

(80x− 40)2 + (90y− 45)2).
For each function of the set, we compare the numerical results obtained by applying the approximation operator SLn [f ]with
those obtained by applying the famous Shepard–Taylor operator ST2n−1 [f ] [5] (with the same algebraic degree of exactness
2n− 1 as SLn ) opportunely modified by using Franke–Little weights:
ST2n−1 [f ](x, y) =
N−
i=1
Wµ,i(x, y)T2n−1[f , Vi](x, y), (x, y) ∈ D, (42)
where T2n−1[f , Vi](x, y) is defined as in (30). In the following, we set n = 2 and µ = 3 and denote the operators (39)
and (42) by LSHEP2D and TAYSHEP2D respectively. According to Theorem 15, both operators TAYSHEP2D and LSHEP2D
have algebraic degree of exactness 3 and class of differentiability 2 in virtue of Theorem 16. In achieving the numerical
comparisons between the two operators we compute maximum, mean and mean square interpolation errors for the
parameter value Nw = 30 [16]. We compute numerical approximations using the Franke dataset [26] and a 33× 33 sparse
set of uniformly distributed interpolation nodes in the unit square R. We compute the resulting approximations at the points
of a regular grid of 101 × 101 points of R. The results are given in Tables 2–11. We note that the obtained approximations
are comparable even if SL2 uses lacunary data (functional evaluation and only second order derivatives at each node).
6. Conclusion
We introduced the modified Shepard–Lidstone operators as a combination of Shepard operators with the three point
Lidstone polynomial introduced in [7] by the technique recently proposed in [6] and highlighted some of its properties. The
new definition of bivariate Shepard–Lidstone operators avoids the drawbacks of previous extensions in [9], uses lacunary
data (functional evaluation and even order derivatives at each node, up to a fixed order), has degree of exactness 2n − 1
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Table 5
Saddle.
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 1.2656e−003 7.946e−005 2.9404e−008
LSHEP2D 5.0334e−003 2.9275e−004 3.7208e−007
33× 33 TAYSHEP2D 3.1448e−005 7.1375e−007 2.8568e−012
LSHEP2D 3.9161e−005 1.6097e−006 1.0031e−011
Table 6
Cliff.
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 0.01964900 8.0844e−004 3.7100e−006
LSHEP2D 0.05275100 2.3984e−003 3.4878e−005
33× 33 TAYSHEP2D 0.00042217 6.4636e−006 3.1700e−010
LSHEP2D 0.00081874 1.6116e−005 2.3641e−009
Table 7
Steep.
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 2.3282e−003 1.3767e−004 7.8304e−008
LSHEP2D 1.3207e−002 8.139e−004 2.4625e−006
33× 33 TAYSHEP2D 7.2469e−005 1.8453e−006 2.0884e−011
LSHEP2D 1.4031e−004 4.6384e−006 9.0227e−011
Table 8
F7 .
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 0.1812600 0.01007100 4.9617e−004
LSHEP2D 0.5576100 0.06011000 8.5325e−003
33× 33 TAYSHEP2D 0.0029341 0.00016595 8.4227e−008
LSHEP2D 0.0051027 0.00036032 3.3554e−007
Table 9
F8 .
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 0.1634900 6.8341e−003 2.4535e−004
LSHEP2D 0.2076200 1.7347e−002 1.0825e−003
33× 33 TAYSHEP2D 0.0015033 5.0036e−005 1.0389e−008
LSHEP2D 0.0028807 1.1786e−004 5.2478e−008
Table 10
F9 .
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 4.45110 0.1925800 0.19424
LSHEP2D 13.0888 0.8524600 3.1676
33× 33 TAYSHEP2D 0.12329 0.0024910 4.9654e−005
LSHEP2D 0.17076 0.0065257 2.0721e−004
Table 11
F10 .
Dataset Method Max error Mean error Mean square error
Franke TAYSHEP2D 0.244940 3.8344e−003 2.4872e−004
LSHEP2D 0.311700 1.6719e−002 9.9289e−004
33× 33 TAYSHEP2D 0.036808 5.1101e−005 2.5394e−007
LSHEP2D 0.036340 1.1679e−004 3.7976e−007
when applied to a function of class C2n−2 in a convex domain containing the data and interpolates on all data required for its
definition. In such away, the notion of Lidstone interpolation is extended to scattered datasets in the two-dimensional space
and, in particular, in any polygonal domain of the plane as asked in [11]. We applied these operators to the scattered data
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interpolation problem when supplementary second order derivative data are given. Numerical results on generally used
test functions for scattered data approximation show that operators SLn and ST2n−1 are comparable, even if SLn uses lacunary
data. Further research can be carried out to extend the notion of Complementary Lidstone Interpolation [27–29] to scattered
datasets.
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