Abstract. For ν > −1/2 and x real we shall establish explicit bounds for the Bessel function Jν (x) which are uniform in x and ν. This work and the recent result of L. J. Landau [7] provide relatively sharp inequalities for all real x.
Introduction
Although asymptotic results for the Bessel function J ν (x) have a long history, not much is known about explicit bounds. Only recently L. J. Landau [7] gave in a sense best possible upper bounds for real x and ν ≥ 0,
where b = 0.674885 . . . , and c = 0.7857468704 . . . . In fact these inequalities are sharp only in the transition region, i.e. for x around j ν,1 , the least positive zero of J ν (x). Here, using an approach developed in [3] , [4] , [6] , we will establish pointwise inequalities for the monotonicity and the oscillatory regions, provided ν > −1/2. Together with (1) they yield a rather precise set of bounds on the whole real axis. It will be convenient to introduce the parameter µ = (2ν + 1)(2ν + 3) > 0. We shall prove the following Theorem 1. Let ν > −1/2, then
(ii) for 0 ≤ x ≤ ν + 1 2 ,
Theorem 2.
Moreover, the estimate is sharp in the sense that
at all the roots of the equation:
that is at a point between every two consecutive zeros of J ν (x).
Comparing (2)- (4) with the well-known asymptotic formulae one can see that upper bound (2) is essentially more precise than (3), (4) . Concerning Theorem 2 it is worth noticing that [9, 10] . Thus, (5) provides bounds for the envelope of |J ν (x)| in the whole oscillatory region with an error of order O ν/(4x 2 − ν 2 ) for sufficiently large ν and x. However in the transition region both theorems become very poor and should be replaced by (1) . Nevertheless, since our approach is applicable in more general situations, it is worth noticing that there is a way to interpolate between the regions of Theorems 1 and 2. We shall provide some details in the sequel.
Our main tools are the following inequalities
which are special cases of a more general result (
where c, β, x k are real, α ≥ 0, n is a nonnegative integer and x −2 k < ∞, [5] , [11] . The significance of this class of functions stems from the fact that it consists of these and only these functions which are uniform limits, on compact subsets of the complex plain, of polynomials with only real zeros, see e.g. [8] . The following well-known product representation
is an entire function having exclusively real zeros and moreover u ∈ L − P. Exponential factors in the product are canceled due to the symmetry of the zeros with respect to the origin. It is worth also noticing that expression (9) arises from the expansion
and thus, at least in principle, the knowledge of U 2m f (x) for all m would yield bounds on |f (x)| in the whole complex plane.
Proofs
Clearly, we may restrict our considerations to x ≥ 0. In what follows we will assume ν > −1/2, as fixed and omit it in the notation when it does not lead to confusion. We refer to [12] for all basic formulae concerning Bessel functions. It will be convenient to define the following two functions
It can be shown directly that
Using (10) to eliminate u from (7) and (8), we get
It will be convenient to view both expressions as quadratics in u and v. Notice also that the following proof yields a relatively tight bound on j ν,1 , namely
Proof of Theorem 1.
ν,1 . Moreover, using the power series representation of the Bessel functions, 
The inequality here means that for 0 ≤ x ≤ ν + 1/2, the function t(x) lies beyond the region bounded by the roots t * 1,2 = t * 1,2 (x), of the corresponding quadratic equation t 2 + (2ν + 1)/x t + 1 = 0,
Comparing the graph of t(x) with the graphs of t * 1,2 (x), one readily finds that this is possible only if u(x) has no zeros in the interval (0, ν + 1/2], and
. Thus, we obtain
which is equivalent to (3). Now we establish (2) and (4) by using similar arguments applied to (12) . We shall prove the case ν > 1/2 in detail, the case −1/2 < ν ≤ 1/2 is similar. As in the above proof of (3), the function t(x) cannot intersect the solutions in t of the quadratic equation
corresponding to (12) . Multiplying this by x 3 one finds that the discriminant of the obtained quadratic is ∆ = (µ − 4x 2 ) 3 + µ 2 , and ∆ ≥ 0 for x ≤ µ + µ 2/3 /2. The solutions are (t * 1 (x) corresponds to the + sign)
An elementary investigation of t * 1,2 (x) yields that for ν > 1/2, t * 2 (x) is a continuous function on (0, C), changing from the value −∞ at x = 0 to the value
, whereas t * 1 (x) consists of two branches with the asymptote at x = B.
. A quick inspection of the graphs of t * 1 (x), t * 2 (x) and t(x) reveals that t(x) cannot have an asymptote in (0, C], since t(0) = 0 and t(j − ν,1 ) = −∞, and hence j ν,1 > C. Moreover, the only possibility is that
where the lower bound holds on [0, C) and the upper one on [0, B). It can be checked that t(x) is negative on (0, C). Hence t * 1 (x) yields only a trivial upper bound for x > A. Now the inequalities (13) are equivalent to (2) and (4) and the result follows.
Remark. Sharper results can be achieved on using U 2m for m > 2, but they include polynomials of higher degree. For instance, U 4 gives the value of J ν (ν)/J ν (ν) with an order of precision O(ν −1/2 ).
To prove Theorem 2 we need the following lemma.
Proof. First we shall prove the following claim: the function
where
,
Hence for y ≥ 0, Φ (x)/Φ(x) ≥ z 0 , and for y > 1, Φ (x)/Φ(x) ≤ z 1 . Integrating in x the inequalities
and getting rid of the logarithm we get
This justifies the claim. Finally, using the well-known asymptotic formula
Now (14) follows on letting x 2 → ∞, in Φ 1 (x), Φ 2 (x) and noticing that for
the left hand side of (14) trivially holds by Φ(x) ≥ 0.
Proof of Theorem 2. The proof readily follows by rewriting (12) as
for x > µ + µ 2/3 /2. Combining this with the upper bound of the previous lemma which gives
we obtain (5). To establish (6) it is left to consider the case of equality in (15) and apply the lower bound of the lemma.
Since asymptotics in the transition region include the transcendental Airy function one could not expect that our approach would yield precise results in this case. But the following idea appearing in a similar context in [2] looks promising and leads to another interesting relation between f (x) and U 2m f (x) . An explicit expression for U 2m f (x) in the polynomial case, immediately implying positivity, is known [1] , Applying this to the denominators of each term of (16) yields
for c < x < 2x 1 − c. Simple limiting arguments applied to a truncated infinite product of J ν (x) show that this inequality is valid for f (x) = u(x). Thus (17) enables one to extrapolate the values of f (x) from the monotonicity to the transition region, provided f (c) and U 2m (x) are known. In this connection notice that analogously to Lemma 1 one gets 2x − 2ν − 1 π ≤ U 2 (u)x 2ν+2 ≤ 2x + 2ν − 1 π , yielding bounds for all x.
