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ial Issue on Wavelet Methods2001, Volume 63, Series A, Pt. x, pp. xxx-xxxBAMS METHOD: THEORY AND SIMULATIONSBy BRANI VIDAKOVICDuke University, DurhamandFABRIZIO RUGGERICNR-IAMI, MilanoSUMMARY. In this paper we address the problem of model-indued wavelet shrinkage.Assuming the independene model aording to whih the wavelet oeÆients are treatedindividually, we disuss a level-adaptive Bayesian model in the wavelet domain that has twoimportant properties: (i) it realistially desribes empirial properties of signals and imagesin the wavelet domain, and (ii) it results in simple optimal shrinkage rules to be used in fastwavelet denoising. The proposed denoising paradigm BAMS (short for Bayesian AdaptiveMultiresolution Smoother) is illustrated on an array of Donoho and Johnstone's standard testfuntions and is ompared to some standard wavelet-based smoothing methods.1. IntrodutionWavelet based statistial shrinkage proedures proposed by Donoho, John-stone, and their o-authors in the early 1990's (Donoho and Johnstone (1994),Donoho et al. (1995), and referenes in Donoho (1997)) have proven to bean exellent data analyti tool in funtion/density estimation problems. Theshrinkage was performed by thresholding-type rules and the optimal thresholdshad been established either by an asymptoti minimax, exat risk, or penalizedmean square error alulation.Subsequent vibrant researh foussed on several generalizations of the origi-nal Donoho-Johnstone paradigm; see Vidakovi (1999) for a general overview.A variety of methods, based on Bayes estimators of the \signal part" in anobserved wavelet oeÆient, have shown to be apable of inorporating prior in-formation about the unknown signal (smoothness, periodiity, and self-similarity,for instane). Many aspets regarding this Bayesian approah to wavelet shrink-age an be found in ontributed hapters in the volume by Muller and Vidakovi(1999).AMS (2000) subjet lassiation. Primary 65T60; seondary 62F15.Key words and phrases. Wavelet regression, shrinkage, adaptivity, denoising.
2 brani vidakovi and fabrizio ruggeriIn this paper we propose a shrinkage method, based on a Bayesian modelin the wavelet domain, that addresses some of the shortomings of the ounter-part Bayesian methods previously proposed. We disuss these shortomingsand present our new model in Setion 2. Setion 2 also addresses the im-portant issue of tuning the model hyperparameters with the goal of generalusability of the proposed method. Setion 3 ontains the simulational studyperformed on the standard array of test-funtions and omparisons with someother methods. The proposed BAMS (Bayesian Adaptive MultiresolutionSmoother) method is implemented in MATLAB and made available to the pub-li. All program odes, images, and simulations an be found at the web-sitewww.stat.duke.edu/~brani/wavelet.html. This is in the spirit of Donoho'sinitiative for reproduible researh; see Bukheit and Donoho (1995).2. The ModelNext we desribe the statistial model, the rationale behind it, and the re-sulting optimal shrinkage rules.Suppose the observed data y represent the sum of an unknown signal s andrandom noise . Coordinate-wise,yi = si + 0i; i = 1; : : : ; n: (1)In the wavelet domain (after applying a linear and orthogonal wavelet transfor-mation W to the observed data), expression (1) beomes djk = jk + jk; i =1; : : : ; n; where djk ; jk ; and jk are the j; k-th oordinates in the traditionalsale/shift wavelet-enumeration of vetors Wy;W s and W0, respetively. Ourassumption is that the oeÆients djk an be onsidered independently, sinethe wavelet transformations are deorrelating. When modeling in pratie, suhassumption prove to be very reasonable. In the exposition that follows, we omitthe double index jk and work with a \typial" wavelet oeÆient, d.It is now standard pratie in wavelet shrinkage to speify a loation modelon the wavelet oeÆients, eliit the prior on their loations (the signal partin wavelet oeÆients), exhibit the Bayes estimator for the loations and, ifthe resulting Bayes rules are shrinkage estimators, apply the inverse wavelettransformation to the estimators.In onsidering this model-indued shrinkage, the main onern was, of ourse,performane of the indued shrinkage rules, measured by the realized meansquare error, while no attention was paid to the math between models anddata in the wavelet domain. It is ertainly desirable for seleted models to well-desribe our empirial observations, for the majority of signals and images. Atthe same time, the alulation of shrinkage rules should remain inexpensive. Ourexperiene is that the realisti but ompliated models, for whih the rules are
BAMS method 3obtained by extensive MCMC simulations, are seldom aepted by pratitioners,despite their reportedly good performane.We demonstrate that two desirable goals, simpliity and reality, an beahieved simultaneously. We adopt a pragmati loation model in whih thewavelet oeÆients d are modeled by f(d   ) where  is the signal part. Thesame model an be used for all oeÆients, or, with slight modiations, tobe loalized with respet to sale and/or time, depending on the nature of ourobservations.We disuss the model building in stages: the likelihood, the priors, the al-ulation of the Bayes rule and seletion of the hyperparameters.2.1 The Likelihood.We assume, as is ommonly done, that the errors are normal, and thus[dj; 2℄ is distributed as N (; 2):Many researhers have disussed their ndings about the empirial distri-bution of the wavelet oeÆients; see, for example, Buigrossi and Simonelli(1999), Leporini et al. (1999), Mallat (1989), Simonelli (1999) and Ruggeri(1999). Their opinions an be summarized in the following statement:\For most of the signals and images enountered in pratie, theempirial distribution of a typial detail wavelet oeÆient is notablyentered about zero and peaked at it."Mallat (1989) used the exponential power distribution family EPD 1 as amodel to t empirial distributions of wavelet oeÆients. After estimating theparameters of the EPD from the oeÆients, quantile based thresholding rulesould be established, whih originally was the reason for onsidering the EPDmodel.A Bayesian model is realisti if the marginal (preditive) distribution of theobservations \agrees" with the observations. In our approah, we require themarginal distribution of the wavelet oeÆients to be lose to the model inMallat (1989).Suh marginal \mathing" modeling is impossible if plug-in estimators of 2are used. The argument is as follows:Suppose that in the normal N (; 2) model on [dj; 2℄ one replaes 2 withan estimator ̂2: Then, the marginal likelihood for the loation remains normal,and the orresponding overall marginal is a loation mixture of normals. Itis a well-known fat that loation mixtures of normals (onvolutions) result in1The EPD(; ) family has density given byf(d) = C  e (jdj=) ; ;  > 0:The normalizing onstant is C = 2 (1=) : SineEjDj =  (2=) (1=) and ED2 = 2  (3=) (1=) ;the parameters  and  an be estimated from the data.
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Figure 1: Empirial distribution of oeÆients from 10th detail level (15th levelis the nest, n = 216) of a noisy doppler signal.densities whih are atter than the normal distribution itself. Sine the familyEPD is a sale mixture of normals and the exponential mixing distributionis supported on [0;1); it follows that the EPD annot possibly be a normalonvolution beause of the following result due to DasGupta (1992).Theorem 1 Let the density f be a sale mixture of normals, given byf(x) = Z 1p2 e  x22 (d2);for some sale-mixing measure : Then f is a normal onvolution (loation mix-ture of normals) i ([0; 1℄) = 0; i.e., i the mixing measure  does not havesupport in [0; 1℄:In light of the previous fats, it is advisable to assume the EPD marginalf(dj) is a sale mixture of normals. We propose the double exponential dis-tribution DE (i.e.  = 1 in EPD) as a realisti, Bayesian-justied, and math-ematially manageable hoie. Note that we will be using DE to denote boththe double exponential law and its density funtion; it will be lear from ontextwhih one is being onsidered.2.2 Prior Seletion.In the previous disussion we suggested the hoie of a double exponentialdistribution as a partially integrated likelihood (marginal likelihood on loation).The double exponential an be obtained by marginalizing a normal likelihoodby adopting exponential prior on its variane.
BAMS method 5It is well-known that the exponential distribution is an entropy maximizerin the lass of all distributions supported on (0;1) with a xed rst moment.Thus our hoie is a maxent prior. That is, it is the noninformative one in theabove lass.Our hoie of prior on the signal part is based on inspeting the empirialrealizations of oeÆients of pure signals (noiseless data). It is worth mentioningthat the hoie of a normal model for d and a double exponential on  wasreommended by Ruggeri and Vidakovi (1999) in a dierent ontext { whenlooking for pairs (model/prior) ensuring the existene of an optimal thresholdingrule aording to the Bayesian deision theoreti paradigm.The sale in () is assumed xed, although it ould depend on level j in thedeomposition, as was suggested by Clyde et al. (1998) in a dierent modelingsetup.In the wavelet ontext, Muller (1994) rst suggested the priors on  thatontain a point mass at zero; that is, the {ontamination() = Æ(0) + (1  )(): (2)This additional point mass at zero ensures the enhaned shrinkage in theresulting Bayes rule, as shown in Vidakovi and Ruggeri (1999). The pointmass at zero, Æ0, is the shrinkage induer whereas () (in our ase DE) is aspread distribution that models wavelet oeÆients with large energies (squaredmagnitudes).Besides, adequate hanges in  make it possible to adapt the shrinkage ruleslevel-wise. In addition, when  inreases, the full marginal on d will look inreas-ingly like the \spiky" marginal likelihood. Several funtions (j) have alreadybeen proposed (Clyde et al., 1998). We will disuss our proposal in one of thenext subsetions.2.3 Derivation of the Shrinkage Rule.In this setion, we give a summary of our model and the analyti form of theBayesian shrinkage rule, postponing its omputation to the Appendix.Starting with [dj; 2℄  N(; 2) and the prior 2  E();  > 0; withdensity f(2j) = e 2 ; we obtain the marginal likelihooddj  DE ; 1p2 ; with density f(dj) = 12p2e p2jd j:If the prior on  is [℄  DE(0; );then the preditive distribution of d is[d℄  m(d) = e jdj=   1p2e p2jdj22   1= ;
6 brani vidakovi and fabrizio ruggeriand the orresponding Bayes rule with respet to the squared error loss isÆ(d) = (2   1=(2))de jdj= + 2(e jdjp2   e jdj=)=(2   1=(2))(e jdj=   (1=p2)e jdjp2) : (3)Figure 2(a) depits the rule in (3). Notie that this is a shrinkage rule, but itis lose to a linear shrinkage rule, known to be under-performing in wavelet-basedmethods.










(a) (b)Figure 2: Bayes rules: (a) No point mass,  = 2;  = 1=2: (b)  = 0:9;  =2;  = 1=2:Rules with a more desirable shape result from the {ontaminated priors (2).When [j℄  Æ0 + (1  )DE(0; ); (4)the marginal is d  m(d) = DE(0; 1p2 ) + (1  )m(d)and the Bayes rule is:Æ(d) = (1  ) m(d) Æ(d)(1  ) m(d) +  DE 0; 1p2 : (5)Figure 2(b) depits the rule in (5). Notie that this rule is lose to a thresh-olding rule: it heavily shrinks small-in-magnitude arguments while the large
BAMS method 7ones are shrunk slightly. As presented in Figure 3(a), the Bayes rule (5) fallsbetween omparable hard and soft thresholding rules. For omparison purposes,the exat risk of the three rules is shown in Figure 3 (b). Notie that the risk(R(; Æ) = Edj(   Æ(d))2) for the Bayes rule is smaller than the risk for thethresholding rules for small values of argument :













(a) (b)Figure 3: (a) Bayes rule (3) and omparable hard and soft thresholding rules.(b) Exat risk plots for the rules from (a). Notie that the risk for the Bayesrule generally falls between risks for the thresholding rules. For small values of, the risk of the Bayes rule is smaller than the risk of the thresholding rules.2.4 Tuning the Model Parameters.One of the main issues in any Bayesian analysis is the eliitation of thehyperparameters speifying the statistial model. Often the hyperparametersmay have their own priors, leading to hierarhial models.The desribed model depends on 3 hyperparameters that have to be spe-ied. Purely subjetive eliitations of priors is diÆult sine, in general, usersmay lak intuition and interpretation of wavelet-domain priors. Subjetive pri-ors an be easily eliited only when the prior information onerns smoothnessor self-similarity. A variety of default solutions are available (see Yang andBerger (1997)), but default hoies do not seem to be very suitable in fun-tion estimation, sine observations an vary tremendously and some degree ofinformativeness and/or data dependene should be exploited.We propose an empirial (moment mathing) parameter speiation thatworks well for standard test ases and emphasizes that the nature of the datamay all for dierent parameter values.Data dependent speiations of the three parameters via ML-II may providealternative proedures.1.  is the reiproal of the mean for the prior on 2, or, equivalently, the
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 and fabrizio ruggerisquare root of the preision for 2:We rst estimate  by a robust Tukey'spseudos = jQ1   Q3j=C; where Q1 and Q3 are the rst and the thirdquartile of the nest level of details in the deomposition and 1:3  C 1:5: We propose 1pseudos as a default value for ; aording to the Lawof Large Numbers, this ratio should be lose to the \true" :2.  is the weight of the point mass at zero in the prior on  and shoulddepend on level j. Depending on our prior information about smoothness, should be lose to 1 at the nest level of detail and lose to 0 at theoarsest levels. We propose a hyperboli deay in j,(j) = 1  1(j   oarsest+ 1) ; oarsest j  log2 n;where oarsest is the oarsest level subjeted to shrinkage. For the stan-dard test funtions, various sample sizes, and various signal-to-noise ratios,values oarsest= 3 and  = 1:5 worked the best.3.  is the sale of the \spread part" in the prior (4). In the ase of adouble exponential prior, the variane of the signal part is 22: Beauseof the independene between the error and the signal parts, we have 2d =2(1 (j))22+1=; where 2d is the variane of the observations d: Takinginto aount that  depends on j, we adopted 2(1   (j))2  1 as a mid-point of range of . Suh a hoie yields =rmaxf(2d   1 ); 0g :Note when  = 0, the prior (also the posterior) put all their mass at 0,whih results in Æ(d) = 0:The simulations provided in the next setion are performed with these defaultvalues for model hyperparameters.3. SimulationsTo assess the performane of the proedure we onsidered the standard testfuntions and ompared the MSE, variane and squared bias of BAMS estima-tors to those listed in Chipman et al. (1997) [Table 1, page 1420; VisuShrink,SureShrink and ABWS methods℄. If N is the number of simulations, the MSEof the estimator ŷ = (ŷ1; : : : ; ŷn) is alulated as1Nn NXj=1 nXi=1(ŷij   yi)2;
BAMS method 9where yi are the noisy observations and ŷij are orresponding estimates in jthsimulational run.VisuShrink (Donoho and Johnstone (1994)) is a proedure whih, althoughnot intended to minimize overall MSE, minimizes variane, retains asymptotiminimax optimality, and results in visually pleasing reonstrutions. SureShrink(Donoho and Johnstone (1995)) is an adaptive proedure that uses dierentthresholding strategies levelwise depending on the energies of the oeÆientsin the levels. ABWS (Adaptive Bayesian Wavelet Shrinkage; Chipman et al.(1997)) is an eetive, level-dependent Bayesian proedure in whih the prior onthe signal part is a mixture of two normals with dierent sales.Four standard test funtions (bloks, bumps, doppler and heavisine) areresaled so that an added standard normal noise produes a signal-to-noise ratio(SNR) of 7. The sample size is n = 1024 and the wavelets we used are: Symmlet8 for doppler and heavisine (8 stands of number of taps in the wavelet lter),Haar for bloks and Daubehies 6 for bumps. The MSE is split into the varianeand squared bias parts for omparison purpose. N = 1000 simulations aresummarized in Table 1. Sine the shrinkage rule (5) is given in a losed formand it is fast to implement, the simulation of N = 1000 runs usingMatlab andWaveLab takes about a minute on an AlphaStation 500.

















(a) (b)Figure 4: (a) Level-wise marginal distributions for the wavelet oeÆients su-perimposed; (b) Shrinkage Bayes rules orresponding to marginals in panel (a).We repeated the simulation withN = 100; 000 and reported the results in Ta-ble 1; we found only minor dierenes from the numbers obtained in N = 1; 000simulations. Levelwise marginal distributions for the oeÆients are superim-
10 brani vidakovi and fabrizio ruggeriposed at the panel (a) in Fig 4. Fig 4 (b) shows the shrinkage rules orrespondingto marginals in Fig 4 (a). Note that the marginals support Mallat's ndings andthat the shrinkage rules an be thought as a ontinuous ompromise betweenhard and soft tresholding rules. bloks bumpsVisuShrink 0.6840 (0.0719 + 0.6122) 1.5707 (0.1165 + 1.4543)SureShrink 0.2225 (0.1369 + 0.0856) 0.6827 (0.2660 + 0.4167)ABWS 0.0995 (0.0874 + 0.0121) 0.3495 (0.2228 + 0.1267)BAMS 0.1107 (0.0965 + 0.0142) 0.3404 (0.1976 + 0.1428)BAMS (100,000 runs) 0.1108 (0.0962 + 0.0146) 0.3378 (0.1967 + 0.1411)doppler heavisineVisuShrink 0.4850 (0.0523 + 0.4327) 0.1204 (0.0339 + 0.0864)SureShrink 0.2285 (0.0946 + 0.1340) 0.0949 (0.0416 + 0.0534)ABWS 0.1646 (0.1006 + 0.0640) 0.0874 (0.0442 + 0.0433)BAMS 0.1482 (0.0899 + 0.0584) 0.0815 (0.0511 + 0.0304)BAMS (100,000 runs) 0.1474 (0.0883 + 0.0591) 0.0805 (0.0504 + 0.0301)Table 1: MSE (Variane+Bias2) for VisuShrink, SureShrink, ABWS, and BAMSon standard test funtions. Test signals are resaled so that the noise variane2 equals 1.Table 2 gives an extensive simulational study of the BAMS method only. ForN = 1000 runs, we were interested in MSE for four dierent SNR's (3, 5, 7, 10)and ve sample sizes n (256, 512, 1024, 2048, 4096).4. ConlusionsThe shrinkage proedure in the BAMS method is adaptive in sale, and withminor modiations an also be made adaptive in time. This additional time-adaptivity an be introdued by taking into aount loal energies from someoarse level of detail. This \energy adjusting" aets  - the amount of thepoint mass at zero; see Vidakovi and Bielza (1998) for an implementation ofsuh time-adaptivity.At the expense of losing the losed-form of the shrinkage rule, it is possibleto build additional levels of hierarhy in the model; for example,[j; ℄  Beta(; )where  and  are hyperparameters.
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(a) (b)Figure 5: (a) A noisy doppler signal [SNR=7, n=1024, noise variane 2 = 1℄.(b) Signal reonstruted by BAMS.The hyperparameters ould be found by an ML-II proedure; the produt ofpreditive distributions [from a partiular level℄ is maximized:argmax Ydi2level j m(; ;  jdi):The issues of identiability of parameters and eÆieny of the optimizationproedure are yet to be resolved. AppendixIn this Appendix we present the derivation of the shrinkage rule (3). Considerdj  DE ; 1p2,   DE(0; ). It follows that the (prior) preditive densityis m(d) = e jdj=   1p2e p2jdj22   1=and the Bayes rule isÆ(d) = (2   1=(2))de jdj= + 2(e jdjp2   e jdj=)=(2   1=(2))(e jdj=   (1=p2)e jdjp2) :
12 brani vidakovi and fabrizio ruggerifuntion n SNR=3 SNR=5 SNR=7 SNR=10bloks 256 0.3343 0.2835 0.2412 0.2080512 0.2101 0.1943 0.1763 0.15671024 0.1583 0.1311 0.1107 0.09422048 0.0921 0.0788 0.0665 0.05494096 0.0560 0.0458 0.0390 0.0343bumps 256 0.6419 0.6996 0.7554 0.8607512 0.4834 0.5132 0.5573 0.60931024 0.2969 0.3263 0.3404 0.35082048 0.1823 0.1978 0.2049 0.21444096 0.1009 0.1070 0.1114 0.1176doppler 256 0.3378 0.3821 0.3887 0.4114512 0.1954 0.2131 0.2264 0.23911024 0.1180 0.1350 0.1482 0.15902048 0.0687 0.0783 0.0868 0.09394096 0.0484 0.0497 0.0487 0.0460heavisine 256 0.1462 0.1754 0.1985 0.2245512 0.0957 0.1185 0.1374 0.15841024 0.0607 0.0707 0.0815 0.09582048 0.0402 0.0471 0.0531 0.06114096 0.0332 0.0351 0.0363 0.0382Table 2: MSE for BAMS: a variety of sample sizes and SNR's.Proof. Assume d > 0.m(d) = p2=(4)(e dp2 Z 0 1 ep2+=d + e dp2 Z d0 ep2 =d ++ edp2 Z 1d e p2 =d= p2=(4)( e dp2p2+ 1= + e dp2p2  1= edp2 d=   1)+ e d=p2+ 1== e d=   1p2e p2d22   1= :The Bayes rule an be expressed as Æ(d) = N0=m(d), whereN0 = p2=(4)(e dp2 Z 0 1 ep2+=d + e dp2 Z d0 ep2 =d +
BAMS method 13+ edp2 Z 1d e p2 =d= p2=(4)(  e dp2(1= +p2)2 + de d=p2  1= + e dp2(1=  p2)2    e d=(1=  p2)2 + de d=p2+ 1= + e d=(1= +p2)2= (2   1=(2))de d= + 2(e dp2   e d=)=2   1=(2) ;so expressions for Æ(d) and Æ(d) follow immediately.Referen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