More than 1,600 centimeter-accurate differential GPS measurements show that elevation errors in a 10-m digital elevation model (DEM) covering an 18-km 2 portion of Seattle can have significant effects on calculated values of slope angle, static factor of safety, Newmark acceleration, and slope displacement. Declustered error data from the study area have a mean of À0.92 m and a standard deviation of 62.36 m, comparable to results reported by others. Conditional Gaussian simulation and normal score back-transformation were used to create 25 error realizations with the same statistical distribution and spatial correlation as the measured errors, and the error realizations were subsequently used to create elevation, slope angle, static factor of safety, Newmark acceleration, and displacement realizations. The maximum slope angle uncertainty magnitude decreases from more than 108 to about 48 as slope angle increases, but the minimum slope angle uncertainty varies between 618 and 628 regardless of slope angle. Typical slope angle standard deviations arising from DEM errors are in the range of 638 to 648. The resulting uncertainties in calculated Newmark displacements as the consequence of a hypothetical large earthquake affecting the study area (Arias intensity of 4 m/s) are in most cases less than 63 cm, but some values are greater than 610 cm. If the acceptable maximum probability of misclassifying a potentially unstable area as stable is decreased from 50 to 5 percent, incorporation of displacement uncertainty into the calculus of hazard increases from 0.6 to 4.1 percent the portion of the study area that may be susceptible to landsliding as a result of the hypothetical earthquake.
INTRODUCTION
Spatially distributed applications of Newmark's (1965) sliding-block method using grids of slope angles calculated from digital elevation models (DEMs) are becoming the de facto standard for thin earthquaketriggered landslide assessment over broad areas (McCalpin; Mankelow and Murphy, 1998; Miles and Ho, 1999; Miles and Keefer, 2000; Jibson et al., 2000; and Refice and Capolongo, 2002) . The accuracy and reliability of hazard maps produced using this approach depends in part on the accuracy of slope angles that are calculated from the DEMs and subsequently enter into the equations for both the static factor of safety against sliding and the Newmark critical acceleration. Bolstad and Stowe (1994) , Fisher (1998) , Wise (1998) , and Holmes et al. (2000) , however, concluded that typical DEMs contain elevation errors large enough to have significant effects on slope angle calculations. Despite this knowledge, the possible effects of DEM elevation and slope angle errors are generally not considered even in cases where the variability of properties such as soil shear strength is formally incorporated into models of earthquake-triggered landslides (e.g., van Westen and Terlien, 1996; Mankelow and Murphy, 1998; and Refice and Capolongo, 2002) . This is most likely a result of the difficulty and expense of adequately characterizing DEM elevation errors and assessing their effects on derivative calculations. This paper describes the results of a field-based study of elevation errors in a U.S. Geological Survey 10-m DEM and their effects on a hypothetical Newmark slope stability model for an 18-km 2 portion of Seattle contained within the Duwamish Head 1:24,000 quadrangle ( Figure  1 ). It builds on previous research such as that by Holmes et al. (2000) and Fisher (1998) by a) measuring elevation errors in a network of closely spaced points in order to better understand the statistical behavior of DEM elevation errors at length scales as short as tens of meters, b) using a 10-m rather than a 30-m (or coarser) DEM, and c) explicitly evaluating the effect of slope angle errors on Newmark seismic slope stability calculations. The work described in this paper does not, however, take into account the effects of slope angle errors that arise from the existence of small-scale, or subraster, topography that cannot be depicted on a discretely sampled DEM.
Although LiDAR DEMs gridded at intervals less than 10 m are becoming increasingly common, and one is available for the area described in this paper (Haneberg, submitted) , their availability remains far from universal. Conventional 10-m DEMs are far more common, and, in many parts of the United States where DEM-based landslide hazard models might be useful, 30-m DEMs remain the best available (e.g., Ohlmacher and Davis, 2003; Haneberg, 2004b) .
DATA COLLECTION
Differential elevation and horizontal position data were collected using a pair of Ashtech Promark 2 singlefrequency (L1) GPS receivers. Both static and stop-andgo kinematic survey methods were used.
Static surveying involves placement of a GPS receiver and antenna on a tripod over an unknown point for long periods of time (tens of minutes in this study) and then post-processing the results to achieve the greatest possible accuracy for the system being used. Stop-andgo kinematic surveying uses an antenna and receiver attached to a rover rod so that, after an initialization period, locations can be determined by collecting GPS data for a short time (15 seconds in this study) before moving on to the next point, hence the name stop-and-go. Kinematic methods are generally less accurate than static methods but have the advantage of being orders of magnitude faster. Survey times were chosen so as to minimize the positional dilution of precision (PDOP), which reflects the quality of the GPS signals and varies throughout the day as the number and locations of available GPS satellites changes.
The manufacturer's specifications for Promark 2 survey accuracy are 0.005 m þ 1 ppm baseline length (horizontal) and 0.010 m þ 2 ppm baseline length (vertical) for static surveys (Thales Navigation, 2002) . For stop-and-go kinematic surveys, the corresponding accuracies are 0.012 m þ 2.5 ppm baseline length (horizontal) and 0.015 m þ 2.5 ppm baseline length (vertical). Repeated observations of benchmarks and other known points suggest that both the accuracy and the precision of the GPS data are in many cases on the order of millimeters and rarely more than a centimeter or two, making them accurate enough for comparison with DEM elevation values given to the nearest decimeter.
The static data were recorded over intervals ranging from 18 minutes to 1 hour, depending on baseline length and PDOP at the time. About two-thirds of the static data were collected using one of the GPS receivers as a rover and the other as a base station occupying a known control point at a secure location within the study area, which produced baseline distances of 1-10 km. The control point was established using repeated observations of an hour or more with one of the GPS receivers and data from the nearby continuously operating reference stations (CORS) RPT1 and SEAW. The remaining one-third of the static points were established using one of the GPS receivers with the RPT1 and SEAW CORS as control points, producing baselines of 10-20 km. These static points were then used as initialization points for stopand-go kinematic data collection using the second GPS receiver. All the GPS data were processed using the manufacturer's proprietary Ashtech Solutions software, yielding 1,660 data points consisting of NAD 83 UTM easting and northing along with an orthometric elevation calculated using the GEOID03 model.
It is difficult to survey randomly chosen points, as Holmes et al. (2000) did in their study in a nature preserve, or specific points corresponding to DEM values when working in a city. Data for this study were therefore collected where possible in publicly accessible areas, such as streets, rights-of-ways, parks, and undeveloped parcels of land, rather than in random locations. Insofar as possible, GPS measurement points were also chosen so as to avoid multi-path interference from overhead utility lines. Successful collection of the stop-and-go kinematic data required that both the rover and the base units maintain a continuous lock on at least five satellites, which made it impossible to use that method beneath trees. Locations of the static and kinematic data points are shown in Figure 2 .
RESULTS

Spatial Distribution of Errors
Elevation errors were calculated using the raster GIS program MFworks using the following procedure. First, the DEM horizontal datum was transformed from NAD27 to NAD83 by using the U.S. Army Corps of Engineers conversion program Corpscon to calculate new coordinates for each of the four DEM corners. Second, the new corner coordinates were used to establish new DEM coordinates within MFworks. The overall accuracy of the datum transformation was checked visually by overlaying a 1-m-resolution orthophoto of the study area (NAD83), a shaded relief map produced from the transformed DEM, and the control points. Third, the GPS elevation data were imported into MFworks and placed on the same 1-m grid, so that each GPS value coincided with the nearest interpolated DEM point. Fourth, the GPS values were subtracted from the coincident 1-m DEM values to calculate the error at each GPS point.
The calculated DEM elevation errors ranged from À11.70 m to þ10.91 m, with a mean of À1.16 m and a standard deviation of 61.87 m. This standard deviation and range are about half of that reported by Holmes et al. (2000) in their study of errors in a U.S. Geological Survey 30-m DEM, and the standard deviation is similar to that reported by Fisher (1998) is his study of errors in a British Ordnance Survey 10-m DEM (see Table 1 for a more detailed comparison of results).
The bias introduced by spatially clustered GPS measurements was reduced by cell declustering (Isaaks and Srivastava, 1989; Goovaerts, 1997) , a geostatistical technique that assigns weights inversely proportional to the number of data falling within cells of specified size. This reduces the influence of clustered data points, which are likely to be similar in value, and increases the influence of isolated data points. In this study, cell declustering was performed using two in-house programs written using the computer program Mathematica. The first program evaluated different cell sizes, allowing the cell size that produced the maximum variance to be identified (because many of the isolated points tended to be in steep areas and near the extremes of the data range).
The second program calculated a declustering weight for each point using the specified cell size, repeating the process 100 times and averaging the results to compensate for the use of an arbitrary cell coordinate origin. The result was a declustered mean of À0.92 m and declustered standard deviation of 62.36 m at a cell size of 1,600 m. Figure 3 shows histograms of the clustered and declustered data. There are weak correlations between the absolute value of the elevation error and both slope angle and elevation on the DEM (Figure 4 ). In both cases the regression lines are significant at the 0.001 level (ANOVA p , 2 3 10 À16 ), but r 2 ¼ 0.12 for error versus slope angle and r 2 ¼ 0.07 for error versus elevation (as calculated using the statistics software R). The r 2 value is the coefficient of determination, which can range from 0 to 1, and gives the proportion of the variance of one variable that can be explained by the variance of another variable. Thus, the value of r 2 ¼ 0.12 signifies that variation of the slope angle can account for only 12 percent of the observed variation of the elevation error. The p-value gives the probability that randomly selected values would produce a value as high as the calculated r-value and therefore reflects the statistical significance of the regression line. Very low p-values mean that it is unlikely that the calculated r-values could have been produced by randomly sampled values. The combination of small p-and r-values suggests that while there are statistically significant relationship between elevation and error and between slope angle elevation error, those relationships are capable of explaining only 7 and 12 percent, respectively, of the observed error. Geologic variables are in many cases spatially correlated, meaning that data points located close to each other are more likely to be similar in value than those located at large distances from each other. The degree of spatial correlation within a data set is often quantified using the semi-variance, which is one-half of the variance of the differences between all pairs of data points separated by a specified distance known as the lag (e.g., Isaaks and Srivastava, 1989; Goovaerts, 1997) . As the lag increases to a value known as the range, the semivariance approaches a plateau known as the sill (and which approximates the variance of the data). The yintercept is known as the nugget, which is ideally equal to zero. A non-zero nugget implies that points infinitesimally close to each other have different values, for example, because of analytical or instrumental uncertainty in the measurements. Semi-variances for a range of lags are plotted on a semi-variogram such as the one shown schematically in Figure 5 , which shows both empirical points and a continuous theoretical semivariogram.
The semi-variogram in Figure 6 , which shows the spatial correlation of elevation errors measured in this study, was calculated using the Cressie and Hawkins (1980) robust estimator rather than the classical variogram estimator given in geostatistics textbooks (e.g., Isaaks and Srivastava, 1989; Goovaerts, 1997) because the robust estimator handles the non-normality of the error data and the effects of outliers better than the traditional estimator. Although the errors shown in Figure  3 exhibit some central tendency and symmetry, they are not, strictly speaking, normally distributed. Visual comparison showed that in this case the robust estimator produced a smoother semi-variogram than did the classical estimator.
Attempts to fit a simple single component model semivariogram using least-squares methods all yielded a physically unrealistic nugget (y-intercept) of approximately 1 m 2 . The empirical semi-variance at a distance approaching zero should be equal to the instrumental accuracy, which is much less than 1 m, so a twocomponent semi-variogram with no nugget was fitted by eye to the points separated by distances of 3,000 m or less. The resulting model semi-variogram, which is plotted along with the empirical variogram in Figure 6 , is
in which c (h) is the semivariance (m 2 ) and h is the lag, or distance between points (m). The sill of the theoretical semi-variogram is 3.2 m 2 , slightly less than the variance of the errors (1.87 2 ¼ 3.5). In order for the semivariogram to vanish at zero lag and simultaneously honor the empirical data at lags of tens to hundreds of meters, it was necessary to include a small-scale local component (in this case with a range of 20 m) as well as a large-scale component with a range of 1,250 m to reflect the overall trend of the empirical semi-variogram. Fluctuations of the empirical data above and below the theoretical variogram at lags greater than 1,500 m were not considered significant because that portion of the semi-variogram was not used in the stochastic simulations described below. Fisher (1998) and Holmes et al. (2000) also found it necessary to use multi-component model semi-variograms to adequately represent empirical DEM elevation error variograms, suggesting that multi-scale variability of DEM errors may be a common occurrence. 
Conditional Simulation of Errors
The spatial distribution of elevation errors was modeled using sequential Gaussian simulation (e.g., Goovaerts, 1997; Holmes et al., 2000) based on the declustered mean and the model variogram given in Eq. 1. The method is conditional because it honors the location and value of known elevation error data points and simulates normally distributed, or Gaussian, error values elsewhere. A normal score back-transformation was then applied to each set of simulation results, known as a realization, to produce a simulated error distribution with the same statistical distribution as the measured errors. On the basis of the weak correlations described above, elevation error was assumed to be independent of elevation and slope angle. To obtain the results presented in this paper, each new simulated elevation error value was calculated using the nearest 20 known or previously simulated values. The gstat package for the statistics software R (Pebesma and Wesseling, 1998; Pebesma, 2004) was used to obtain the error simulation results described in this paper.
A total of 25 elevation error realizations were calculated on a 1,063-by-343 grid of points, of which 182,787 were on land, corresponding to the 10-m DEM grid in the study area. Four of the elevation error realizations are shown in Figure 7 . All the realizations show patterns of elevation error that are similar on a gross scale but differ in detail from map to map. The large-scale similarities reflect the spatial distribution of measured errors, which persist from simulation to simulation, whereas the smallscale differences reflect the randomness added by Gaussian simulation of values between the points at which elevation error was measured. Each error realization was subtracted from the DEM, which is assumed to consist of the true elevation at that point plus an unknown amount Figure 7 . Four of the 25 elevation error realizations generated using sequential Gaussian simulation followed by a normal score back-transform. Each realization is equally probable and has the same statistical properties as the measured errors.
of error, to produce 25 different but equally probable realizations of the topography in the study area. Because the topographic realizations take into account measured elevation errors, each different but equally probable realization is in theory a more accurate representation of the real topography than the original DEM. Figure 8 shows shaded relief images of the original 10-m DEM, the 10 m-DEM with one elevation error realization subtracted, and the average of 25 topographic realizations (DEM minus simulated errors). The most apparent effect of subtracting a single error realization from the DEM is an increase in noise, which obscures some geomorphic details visible in the original DEM. When many realizations are averaged, however, much of the random component of the noise disappears, and the averaged DEM resembles (an is perhaps slightly more detailed than) the original DEM.
Effects on Derivative Maps
The 25 topographic realizations were subsequently used to create 25 slope angle maps, 25 static factor of safety maps, 25 Newmark critical acceleration maps, and 25 slope displacement maps, from which sample mean and sample standard deviation maps were calculated for each map type. Slopes angles were calculated using the vertical and horizontal differences between each DEM grid point and its eight immediate neighbors, and the maximum value was retained to represent the slope angle at each point (this is known as the maximum slope in MFworks). The static factor of safety against sliding was then calculated for grid each point using the simplified infinite slope approximation
in which FS is the static factor of safety (dimensionless), c T is the total cohesion consisting of both soil cohesion and root strength (Pa), c M is the moist soil unit weight (N/m 3 ), / is the angle of internal friction, T is the soil thickness (m), and b is the slope angle (degrees).
In order to evaluate the effects of elevation and slope angle errors, all the variables except slope angle were held constant across the study area, and the effects of pore-water pressure were not considered. The following values were chosen on the basis of a tabulation in McCalpin (1997) and a requirement of static stability throughout the study area: c T ¼ 10 kPa, c M ¼ 19 kN/m 3 , T ¼ 2 m, and / ¼ 358. Allowing the values to fluctuate randomly or to vary according to location would have complicated the results and masked the effects of elevation errors, which enter into only the calculation of slope angle and Newmark acceleration (and, indirectly, displacement). Haneberg (2000 Haneberg ( , 2004a Haneberg ( , 2004b ) discusses the additional uncertainty that is added by allowing the geotechnical parameters to behave as random variables.
Once slope angle and factor of safety maps were calculated for each of the 25 topographic realizations, 25 Newmark critical acceleration realizations were created using (Newmark, 1965) 
in which a N is the Newmark critical acceleration (m/s 2 ), FS is the static factor of safety, g is gravitational acceleration (m/s 2 ), and b is the thrust angle (in degrees and equal to the slope angle for infinite slopes). The Newmark critical acceleration is the threshold above which small increments of slope movement occur during an earthquake, and the displacement of the slope is estimated rigorously by twice integrating over time the portions of an accelerogram that lie above the threshold (Newmark, 1965; Jibson, 1993) or approximately by using empirical relationships incorporating variables such as a N and Arias intensity (e.g., Jibson et al., 2000) . The approximation used in this paper, obtained by fitting a curve to data from 555 accelerograms from 13 earthquakes, is (Jibson et al., 2000) logD N ¼ 1:521 log I A À 1:993 log a N À 1:546 ð4Þ
in which D N is the displacement (cm) of an unstable slope as the result of seismic shaking, I A is the observed or predicted Arias intensity (m/s), and a N is the Newmark critical acceleration with units of g. Additional uncertainties introduced by the use of Eq. 4, which has a coefficient of determination of r 2 ¼ 0.83, were not considered. The results shown in this paper were calculated by assuming that I A ¼ 4 m/s uniformly across the study area. McCalpin (1997) assumed that landslides would occur in locations where D N ! 5 cm for sands and D N ! 20 cm for clays in Seattle. Jibson et al. (2000) found that 57 percent of the landslides in the 1994 Northridge, California, earthquake occurred at locations with calculated D N 5 cm and that 90 percent occurred at locations with D N 10 cm. Figure 9 shows the mean and standard deviation maps for slope angle, static factor of safety, Newmark critical acceleration, and displacement produced as output from the Monte Carlo simulations. The standard deviations of the calculated slope angles range from nearly zero to 6118, with values most commonly in the range of 638 to 648. Almost all the values are 668 or less.
As shown in Figure 10 , the slope angle standard deviations show a wide range of variability when plotted against the mean slope angle. The minimum standard deviations fall consistently within the range of 618 to 628, but the maximum calculated slope angle standard deviation values decreased nearly linearly as a function of the mean slope angle. The slope angle errors propagate into static factor of safety and Newmark critical acceleration errors, the former as high as 62.2 g (with most values less than 60.75) and the latter as high as 60.52 g (with most values less than 60.05 g). The final product of the Newmark analysis, the estimated displacement, ranges over 0.1 ! D N . 25 cm, with most values calculated to be D N 2 cm or so. Most of the displacement standard deviations are 65 cm or less, although some exceed 10 cm, with the values generally proportional to the mean slope angle at each grid point. Previous work has shown that factors of safety at a point tend to be better approximated by lognormal distributions than normal distributions, whereas Newmark critical acceleration values calculated using the factors of safety tend to be better approximated by symmetric normal distributions (Haneberg 2004a (Haneberg , 2004b . In order to determine whether the D N values are better represented by a symmetric normal distribution or a positively skewed lognormal distribution, skewness values were Figure 9 . Results of Monte Carlo simulations performed using the 25 elevation error realizations. The top row shows mean value maps, and the bottom row shows standard deviation maps. FS is the static factor of safety against sliding, a N is the Newmark critical acceleration, and D N is the Newmark displacement calculated using the empirical relationship of Jibson et al. (2000) . Displacement was calculated using an assumed Arias intensity of I A ¼ 4 m/s across the study area.
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Environmental & Engineering Geoscience, Vol. XII, No. 3, August 2006, pp. 247-260 calculated for each of the Monte Carlo output grid points. As shown in Figure 11 , the distributions of results at the overwhelming majority of grid points are positively skewed. Skewness was negative at only 3,596 of the 182,787 grid points, or less than 2 percent of the study area. Therefore, it is assumed that the D N values at most grid points follow lognormal, or at least some kind of positively skewed, distributions.
Hazard Zonation under Uncertainty
The incorporation of probabilistic results into hazard zonation schemes is complicated by the fact that the results are probability distributions (in this paper characterized by means and standard deviations) rather than single deterministic values that can be easily compared with a threshold. Consider the comparison of calculated probabilistic displacement values with a displacement threshold to determine whether the land represented by a particular DEM grid point should be classified as being susceptible to earthquake-triggered landsliding. For a lognormally distributed variable x with arithmetic mean x and standard deviation s, the value of x for which the probability of being exceeded equals p is (Appendix)
in which erf À1 is the inverse error function. The probability that D N is actually greater than its calculated mean, D N , at a grid point is found by setting Eq. 5 equal to the mean and solving for p to yield
For a normal distribution, the probability that a random variable takes on a value greater than its mean is always p ¼ 50 percent. For a lognormal distribution, however, p ! 0 asymptotically as s/ x ! ' and p ! 50% asymptotically as s/ x ! 0 (Figure 12) . Therefore, the probability of misclassifying a potentially unstable grid point as stable can be as large as that given by Eq. 6 if the hazard is determined by comparing the average displacement for each grid point to a threshold. Calculated s/ x ratios in the study area range over 0.00007 s/ x 10, with values , 1 tending to occur on steep slopes and values . 1 tending to occur on gentle slopes. This corresponds to maximum probabilities of misclassification ranging from 14 to 50 percent, which is unacceptable for two reasons. First, the maximum possible misclassification probability of 50 percent calls into question the utility of the hazard assessment that in the limit may not perform any better than the flip of a coin. Second, if the displacements at each point are lognormally distributed, or nearly so, the probability of misclassification will depend on the mean and standard deviation of the calculated displacements at each grid point and vary from point to point across the study area. Therefore, it is difficult to gauge the reliability of the results across the study area. A more consistent approach is to use Eq. 5 to set the probability of misclassification at an acceptably low level, say 5 percent, for each grid point. Similar procedures can be followed if the results are more faithfully replicated by a different probability distribution. Figure 13 compares maps of the predicted earthquaketriggered landslide hazard for the study area subjected to the same hypothetical I A ¼ 4 m/s earthquake used to produce Figure 9 , with a threshold displacement of 10 cm used to delineate areas susceptible to landsliding. The left map, which is based on a comparison of the calculated mean displacement with a 10-cm threshold, predicts that 0.6 percent of the study area is susceptible to earthquaketriggered landsliding. The right map, which is based on a comparison of displacements that allow for no more than a 5 percent probability of misclassification with the threshold, predicts that 4.1 percent of the study area is susceptible to landslides during the hypothetical earthquake.
Most of the area added when the maximum permissible misclassification probability was reduced to 5 percent has gentle to moderately steep mean slope angles because, as discussed previously, gentle slopes are characterized by high uncertainty, whereas steep slopes are characterized by low uncertainty (Figure 14) . Thus, most steep slopes susceptible to sliding were classified as unstable using the less conservative approach, and areas of low to moderate slope were much more susceptible to reclassification when the threshold was made more conservative. This is not to say that the model predicts landslides on gentle slopes because it clearly does not. Based on the observed DEM errors, the model predicts that low mean slope angles are highly uncertain and that the true slope angles may be greater than the calculated mean values. This distinction is critical. These results also suggest that much of the added area might not be predicted to be susceptible based on a traditional qualitative geologic evaluation, even though it must be considered susceptible if one adopts the maximum possible misclassification criterion used in this paper.
DISCUSSION
The results described in this paper show that DEM elevation errors propagate through each successive generation of derivative maps, although the magnitudes of the uncertainties arising as a consequence of elevation error vary both within and among maps. In general, comparison of the derivative maps with the original DEM or shaded relief map shows that the uncertainty tends to decrease as the mean slope angle increases. Haneberg (2004b) used an analytical approximation of the slope angle variance to show that the decrease occurs because the elevation difference enters into the denominator of the approximation. Thus, there is a rational basis for the observation that any particular magnitude of elevation error will have a greater effect on the calculated angle of a gentle slope than a steep slope. The same general relationship holds for calculated displacements, which tend to have smaller standard deviations in areas of steep slopes than in areas of gentle slopes. It is also notable that, with very few exceptions and regardless of the slope angle, there is a minimum slope angle standard deviation of 618 to 628 in the study area.
Based on the results in this paper as well as those of Bolstad and Stowe (1994) , Fisher (1998) , and Holmes et al. (2000) , elevation error standard deviations of plus or minus several meters and slope angle standard deviations of plus or minus several degrees should not be surprising in other areas. In practical applications of any GIS-based models in which slope angle enters into the calculations, standard deviations on the order of at least 638 to 648 should be assumed to exist unless fieldwork proves otherwise. It is likely that the same magnitudes of uncertainties propagate into slope aspect and curvature calculations, which are widely used measures of quantitative geomorphology, although they were not evaluated as part of this study because they do not enter into seismic slope stability calculations.
Slope angle standard deviations of several degrees can, as shown by a sensitivity analysis in Haneberg (2000) , have an effect on static slope stability calculations that is on par with that caused by pore-water pressure variations and angle of internal friction uncertainty. The observed degree of slope angle uncertainty also calls into question the practice of calibrating landslide hazard models to match inventory maps or physical expectations (e.g., no landslides predicted for dry and static conditions) by adjusting variables such as shear strength parameters while ignoring slope angle uncertainties because without a detailed site investigation it is impossible to know how much each of the variables contributes to the mismatch. This is to say not that models should not be calibrated but rather that they should not be calibrated to only some of the variables known to be important.
Another practical implication of this work is that estimates of slope-related quantities will tend to be least reliable in marginal areas adjacent to steep and obviously landslide-prone hillsides. Therefore, engineering geologic and geotechnical characterization efforts may yield the greatest benefits if they are directed toward the reduction of uncertainty in marginal areas rather than confirming that steep slopes are indeed the most likely to move during a strong earthquake. Identification of marginal areas that merit further investigation is likely to be one of the most important applications of GIS-based slope stability models regardless of whether the triggering mechanism is an earthquake, heavy precipitation, or human activity.
The results described in this paper do not take into account the element of time, which can be an important consideration in hazard assessments. Incorporation of earthquake recurrence intervals is beyond the scope of Figure 13 . Maps showing predicted landslides (black dots) (A) if the mean displacement exceeds 10 cm and (B) if the probability of that D N ! 10 cm is 5 percent or more (i.e., !5 percent probability of misclassification). Map A predicts that 1,020 of the grid points will be unstable, whereas Map B predicts that 7,572 grid points will be unstable. Dots are shown larger than actual DEM grid size for visibility. this paper, but for the sake of discussion it is reasonable to assume that the annual probability of an I A ¼ 4 m/s earthquake is on the order of 10 À2 /yr or 10 À3 /yr. Use of the conservative 5 percent criterion described above will reduce the probability of misclassification from, at most, 0.50 to 0.05. Thus, the annual probability of an earthquake-triggered landslide in any location modeled as stable is reduced at most from 0.005/yr to 0.0005/yr. Depending on the client's tolerance of risk, the time over which the annual probability is integrated, and the consequences of landsliding in areas predicted to be stable, this may or may not be excessively conservative. Similar arguments can be used with regard to timedependent pore-water pressure changes. Finally, the work described in this paper emphasizes the fact that the results of any hazard assessmentregardless of whether they are based on qualitative geologic maps or quantitative computer simulationshave the potential to be wrong. Therefore, it is imperative to clearly consider the likelihoods and consequences of being wrong, to continue developing methods that allow practitioners to explicitly incorporate those likelihoods into their analyses, and to communicate the likelihoods to end users who are ultimately responsible for the acceptance of risks. 
