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Abstract. Fuzzy inference systems have been successfully applied to many real-world applications. Traditional fuzzy inference
systems are only applicable to problems with dense rule bases covering the entire problem domains, whilst fuzzy rule interpola-
tion (FRI) works with sparse rule bases that do not cover certain inputs. Thanks to its ability to work with a rule base with less
number of rules, FRI approaches have been utilised as a means to reduce system complexity for complex fuzzy models. This is
implemented by removing the rules that can be approximated by their neighbours. Most of the existing fuzzy rule base generation
and simplification approaches only target dense rule bases for traditional fuzzy inference systems. This paper proposes a new
sparse fuzzy rule base generation method to support FRI. In particular, this approach uses curvature values to identify important
rules that cannot be accurately approximated by their neighbouring ones for initialising a compact rule base. The initialised
rule base is then optimised using an optimisation algorithm by fine-tuning the membership functions of the involved fuzzy sets.
Experiments with a simulation model and a real-world application demonstrate the working principle and the actual performance
of the proposed system, with results comparable to the traditional methods using rule bases with more rules.
Keywords: Fuzzy Inference, Fuzzy Interpolation, Sparse Rule Base Generation, Curvature
1. Introduction
Fuzzy sets and fuzzy logic theory provide an effi-
cient way of handling vague information that arises
due to the lack of sharp distinctions or boundaries
between pieces of information. With the ability to
effectively represent and reason human natural lan-
guage, fuzzy logic theory is considered as an advanced
methodology in the field of control systems. The most
common fuzzy model is the rule-based fuzzy inference
systems, which is mainly composed of two parts: a rule
base (or knowledge base) and an inference engine. The
inference engines have been defined by different infer-
ence approaches, such as the Mamdani model [1] and
the TSK model [2]. Although the TSK model is able to
generate crisp output, the Mamdani model is more in-
tuitive and suitable for dealing with human natural lan-
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guage. A common feature of all these classical fuzzy
inference systems is that they are only applicable to
problems with dense rule bases, by which the entire
input domain must be fully covered.
Fuzzy rule interpolation (FRI) [3] was initially pro-
posed to address such a limitation due to its abil-
ity to work with a spare rule base. When system in-
puts or observations do not overlap with any rule an-
tecedent values, traditional fuzzy inference systems
are not applicable as no rule can be fired. However,
fuzzy rule interpolation can still generate a conclu-
sion through a sparse rule base, thereby improving the
applicability of fuzzy models. FRI can also be em-
ployed to reduce the complexity of complex fuzzy
models by excluding those rules that can be approxi-
mated by their neighbouring ones. A number of impor-
tant fuzzy rule interpolation methods have been pro-
posed in the literature, such as [4,5,6,7], which have
been successfully applied to deal with real-world prob-
lems [8,9,10,11,12,13,14].
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Fuzzy rule base generation has been intensively
studied in the literature. It is usually implemented in
one of two ways: data-driven (extracting rules from
data) [15] and knowledge-driven (generating rules
from human expert knowledge) [16]. Both approaches
may suffer from the ‘curse of dimensionality’. In ad-
dition, the knowledge-driven method may be further
negatively affected by the limited availability of ex-
pert knowledge. Data-driven rule base generation was
proposed to minimise the involvement of human ex-
pertise. The success of data-driven approaches is built
upon a large quantity of training data. These ap-
proaches usually only target dense rule bases that are
used for traditional fuzzy inference approaches. How-
ever, redundancy often exists in fuzzy rule-based mod-
els that are acquired from numerical data. This re-
sults in unnecessary structural complexity and reduces
the interpretability of the system. In order to reduce
the complexity of such rule bases, various rule base
reduction approaches have been developed to min-
imise the redundancy [17,18,19,20]. Most of such ap-
proaches are based on certain similarity measures;
therefore, they are likely to cause performance deteri-
oration along with the size reduction of the rule base.
This paper presents a data-driven rule base gener-
ation approach for FRI based on the initial work re-
ported in [21], which directly generates sparse rule
bases from data sets by effectively using curvature
values traditionally utilised in geography. Different
to the conventional fuzzy rule base generation ap-
proaches, the proposed approach discriminates rules
by calculating their curvature values. Note that cur-
vature values are only workable in three-dimensional
spaces (or a rule with two antecedents and one conse-
quence) and thus cannot be directly used for higher-
order problems. As a solution, for any given higher-
order problem, the proposed approach firstly decom-
poses the higher-order space into a number of three-
dimensional spaces, and then approximates the im-
portance of the higher-order spaces by aggregating
the curvature values of the corresponding decomposed
three-dimensional ones. From this, the most important
rules are selected to form a raw rule base, which is then
optimised using a general optimisation approach, such
as the genetic algorithm. The proposed approach is val-
idated and evaluated by two experiments; the results
demonstrate that the proposed approach is promising.
The rest of the paper is structured as follows. Sec-
tion 2 introduces the theoretical underpinnings of rule
base generation, fuzzy rule interpolation, and curva-
ture calculation methods, upon which this work is
built. Section 3 presents the proposed approach firstly
for a basic case with two inputs and then for a general
case with multiple inputs. Section 4 details the experi-
mentation for the purpose of demonstration and valida-
tion. Section 5 concludes the paper and suggests prob-
able future developments.
2. Background
2.1. Rule Base Generation and Reduction
Fuzzy modelling describes systems by establish-
ing relations between the relevant variables in the
form of if-then rules. There are mainly two types
of fuzzy rule base generations for fuzzy modelling.
One is knowledge-driven and the other is data-driven.
Although early-stage fuzzy models were built by
knowledge-driven methods, recently there has been
an increasing interest in data-driven methods that can
obtain fuzzy models from measured data. According
to the different forms of the consequent parts in the
if-then rules, there are two types of fuzzy models,
Madamni [1] and TSK [2]. A multi-input and single-
output (MISO) fuzzy model is represented as a collec-
tion of fuzzy rules in the following form:
Ri : IF x1 = Ai1 and x2 = Ai2 and xn = Ain,
THEN yi = zi(x),
(1)
where zi(x) takes different forms depending on the
fuzzy models. In the Mamdani model, it is a linguis-
tic label represented by fuzzy sets: zi(x) = Bi; or in
the TSK model, it is often a linear function: zi(x) =
bi0 +
∑s
j=1 bijxj .
Most fuzzy rule base generation methods are based
on grid-type fuzzy partition. They divide a given prob-
lem space into a number of fuzzy regions, each repre-
senting a fuzzy rule that is used to construct the final
rule base. From this, the raw rule base is optimised by a
general optimisation approach, such as the genetic al-
gorithm. As an important benchmark, the method pro-
posed in [15] provides a fast and non-iterative way to
learn linguistic rules from data and has been proven
with many successful applications [22]. Another suc-
cessful method is the ‘cooperative rules’ (COR) strat-
egy as reported in [23], which creates a large pool of
possible rule-bases using search heuristics.
All these approaches may suffer from the redun-
dancy problem and the ‘curse of dimensionality’.
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These issues can be addressed by reducing the con-
structed fuzzy rules through feature selection and in-
stance selection. Empirical studies show that some
variables or features are not sufficiently important to
be included in the realisation of the fuzzy model dur-
ing the fuzzy rule base generation process, as some
features may be redundant or barely relevant. Thus,
the application of feature selection before fuzzy model
construction may reduce the fuzzy rule search space
and increase the accuracy of the model [24].
2.2. Fuzzy Rule Interpolation
Fuzzy rule interpolation approaches can be mainly
categorised into two classes. The first class directly in-
terpolates rules whose antecedent variables are identi-
cal to those observed, with the first FRI technique (re-
ferred to as the KH approach) being a typical exam-
ple [3]. This method is based on the decomposition and
resolution principles [25]. According to these princi-
ples, each fuzzy set can be represented by a series of
α-cuts (α ∈ [0, 1]). Given a certain α, the α-cut of the
consequent fuzzy set is calculated from the α-cuts of
the observation and from all the fuzzy sets involved in
the rules used for interpolation. Knowing the α-cuts of
the consequent fuzzy set for all α ∈ [0, 1], the con-
sequent fuzzy set can be assembled by applying the
resolution principle. The closed form fuzzy interpola-
tion is another example of this class [6], which can not
only be represented in a closed form but also guaran-
tees that the interpolated results are valid fuzzy sets.
The stabilised-KH approach extends the original KH
approach, which is based on a certain interpolation of
a family of distances between fuzzy sets in the rules
and in the observation [26]. Unlike the original KH ap-
proach, it does not consider the two closest neighbour-
ing rules. Instead, it takes all the rules and computes
the conclusion based on the consequent parts weighted
by the distances.
The second class of the FRI approaches is based
on shape discernibility and an analogical reasoning
mechanism, known as ‘analogy-based fuzzy interpo-
lation’ [27]. Instead of directly inferring conclusions,
this class works by first creating an intermediate rule
such that its antecedent is as ‘close’ to the given ob-
servation as possible, given a fuzzy distance metric or
other measures based on certain similarity principles.
Then, a conclusion is derived from the given observa-
tion by firing the generated intermediate rule through
an analogical reasoning mechanism. That is, the shape
differentiation between the resultant fuzzy set and the
consequence of the intermediate rule is analogous to
the shape differentiation between the observation and
the antecedent of the generated intermediate rule. A
number of ways to create an intermediate rule and then
to infer a conclusion from the given observation by that
rule have been developed, such as the weighted fuzzy
interpolative reasoning [7], and the HS approach based
on scale and move transformation [4] and its exten-
sions [28,29]. The HS approaches not only guarantee
the uniqueness, normality, and convexity of the inter-
polated fuzzy sets, but can also handle the interpolation
of multiple antecedent variables with different types of
fuzzy membership function. They have been extended
from different directions, such as adaptive fuzzy rule
interpolation [5,30,31], and dynamic fuzzy rule inter-
polation [32,33].
2.3. Curvature
There are two types of methods for curvature calcu-
lation. The first type is based on the directional deriva-
tive with meshes or curve fitting [34], such as the pro-
file curvature, the streamline curvature, and the plan-
form curvature. The second type is based on a moving
least-squares (MLS) surface [35], such as the Gaussian
curvature, the mean curvature, the maximum principal
curvature, and the minimum principal curvature. The
maximum and minimum principal curvatures can be
derived from the Gaussian curvature and the mean cur-
vature. The first type is relatively simple and is usually
used in meshes or curve fitting situations with more
regular data, such as 2D images or maps, and 3D digi-
tal elevation models. In comparison, the second type is
more complex and is usually used in graphical and en-
gineering applications that contain more irregular dis-
crete data, such as feature recognition, segmentation,
and rendering [36].
The first type of curvature calculation methods is
based on a directional derivative. A directional deriva-
tive represents the steepest downward gradient for a
given direction. It refers to the rate at which any given
scalar field F(x,y), changes as it moves in the direction
of some unit vector, n̂:
D(n̂)(F) = 5F · n̂, (2)
where F is a scalar field, n̂ is a unit vector. This ex-
pression can be used to define several different kinds
of curvature calculation, among which the profile cur-
vature is a typical one. It is the rate at which the sur-
face slope, S, changes as it moves in the direction of
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the unit vector −(5f/S), i.e., in Eq. 2, the scalar field
F being S, the unit vector n̂ being −(5f/S). Note S
is the slope defined as the magnitude of the gradient
vector:
S(x, y) = |5| =
√
f2x + f
2
y , (3)
where the subscripts x and y indicate the partial deriva-
tives of the surface f(x, y), and 5f is the gradient of
this surface.
The second type of curvature calculation methods is
based on a MLS surface. It defines a MLS surface S
as the stationary set of a projection operator ψp , i.e.,
S = {(x ∈ R3∣∣ ψp(x) = x}. This type of methods ex-
plicitly defines the MLS surface as the local minimal
of an energy function e(y,a) along the directions given
by a vector field n(x). Here, y is a position vector and
a is a direction vector. Following this, the MLS sur-
face S can be implied or implemented by determining
the vector field n and the energy function e. Suppose a
normal vector vi is assigned to each point of qi ∈ R3
of an input-point set Q, then the vector field n is:
n(x) =
∑
qi∈Q viθ(x, qi)
||∑qi∈Q viθ(x, qi)|| , (4)
where the Gaussian weighting function is defined as:
θ(x, qi) = e
−||x−qi||2
h2 , (5)
where h is a Gaussian scale parameter that determines
the width of the Gaussian kernel. If the normal vector
vi is not readily available, as can be the case in some
applications, it can easily compute a normal vector for
any point with the normalised weighted average of the
normals of its nearby sample points. The energy func-
tion e : R3 ×R3 → R can be defined as:
e(y,n(xj)) =
∑
qi∈Q
(
(y− qi)Tn(xj)
)2
θ(y, qi). (6)
It has been proven that the MLS surface is actually an
implicit surface function, and the Gaussian or mean
curvature can be readily obtained for such implicitly
defined MLS surface [37].
3. Curvature-Based Sparse Rule Base Generation
Curvature is an important concept in the field of ge-
ography, which is conventionally used to investigate
the water flow over a landscape. Therefore, the curva-
ture values are only workable with three-dimensional
spaces. For this reason, the inference problems with
two inputs and one output (referred to as the basic
case) is considered first, followed by the general case
with multiple inputs (referred to as the general case).
3.1. The Basic Case with Two Inputs
By artificially viewing an inference problem (such
as classification, diagnosis or prediction) with two in-
puts and one output as a geometry object, the curva-
ture values as introduced in Section 2.3 can be used to
represent the linearity of the object surface. This then
reveals the extents to which the geometric object de-
viates from being ‘flat’ or ‘straight’. Considering that
most of the existing FRI approaches are essentially
fuzzy extensions of crisp linear interpolation [31], the
‘flat’ or ‘straight’ parts of the geometry object can be
easily approximated by its surroundings, and therefore
can be omitted. Given a training dataset with two in-
put features and one output feature, the data instances
that represent higher curvature values are more impor-
tant in summarising and generalising the pattern en-
tailed by the dataset. Therefore, they can be used to
construct a sparse rule base or to simplify an existing
complex rule base. A sparse rule base generation ap-
proach based on this motivation for a problem with two
inputs and one output is presented below.
3.1.1. Problem Domain Partition
The partition approaches used in conventional fuzzy
rule base generation methods, such as the partition-
ing and clustering approaches reported in [38], can
also be used in this work. Specifically, if the train-
ing dataset is sparse, non-grid partition is applied; oth-
erwise, grid partition is used. Given a dataset with
two input features (x1, x2) and one output feature (y),
denote the universe of discourse of the inputs to be
[x1, x1], [x2, x2], and that of the output to be [y, y].
If the dataset is very sparse, each data instance in the
dataset is used to represent a region. Therefore, the
number of regions is equivalent to the number of the
data instances in the dataset. If the dataset is dense, the
domain is evenly divided into n1 ∗n2 regions. The val-
ues of n1 and n2 for a given problem are usually em-
pirically determined. Large values of n1 and n2 lead
to a large rule base, which requires more memory and
greater computation efforts. Smaller values of n1 and
n2 lead to a more compact rule base, which may only
offer a poorer performance.
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3.1.2. Curvature-based Region Selection
Curvature values represent the ‘straightness’ or ‘flat-
ness’ of a surface, which serves as an important de-
scription of intrinsic surface characteristics. Therefore,
curvature is intuitively employed as the criterion to se-
lect the most important regions and hence to generate
the most important rules in the implementation of FRI
systems. The curvature value of a region is positively
proportional to the importance of the region. A pre-
defined curvature threshold leads to a certain number
of rules. Reversely, a predefined rule base size implies
a certain curvature threshold. The curvature threshold
or the number of rules is problem-specific and usually
determined through empirical study.
As discussed in Section 3.1.1, if the dataset is very
sparse, a non-grid partition is applied. The curvature
of each partitioned space representing a data instance
can be directly calculated using the MLS-based curva-
ture calculation approach as introduced in Section 2.3.
Important data instances can then be selected using ei-
ther a rule size threshold or curvature value threshold,
and the selected important data instances can be di-
rectly used for rule base initialisation as introduced in
the next subsection.
If a given dataset is dense, grid-partition is used.
In order to balance cost and performance, a hierarchi-
cal partition and region selection approach is proposed
herein to support the rule base generation. The ap-
proach is implemented in a recursive manner, and the
pseudo-code of the approach is shown in Algorithm 1.
In this algorithm, if the curvature value of a region is
greater than the activating threshold θ and is less than
the ceiling threshold θ ∗ (1+ p), this region will be se-
lected to generate a rule. If the curvature value of the
region is less than the threshold θ, the region will be
discarded. However, if the curvature value of the re-
gion is very large (i.e., larger than θ ∗ (1 + p)), the re-
gion cannot accurately be represented by one rule. In
this case, this region is further partitioned with the acti-
vating threshold θ being updated as θ∗(1+p). Follow-
ing this, the procedure is recursively applied to each of
the further partitioned regions until no region needs to
be further partitioned. Note that the curvature thresh-
old is used in this algorithm; the rule size threshold can
be applied in a similar and straightforward way, which
is thus omitted here.
3.1.3. Rule Base Initialisation
Each selected region is expressed as a fuzzy rule. If
the region is led by the non-grid approach, the corre-
sponding data instance is used to represent the region.
Algorithm 1 Hierarchical partition & region selection
Inputs: T , the training dataset
n1, the partition number for input variable x1
n2, the partition number for input variable x2
θ, the curvature threshold
p, a threshold increasing ratio
RR = ∅, a set hosts the selected region but ini-
tialised as empty
Outputs: RR, the selected regions
1: procedure Selection(T, n1, n2, θ, p)
2: RR’=GridPartition (T, n1, n2)
3: for each R′ in RR′ do
4: if θ ≤ cR′ ≤ θ ∗ (1 + p) then
5: RR = RR ∪R′
6: end if
7: if cR′ ≥ θ ∗ (1 + p) then
8: Selection(R′, n1, n2, θ ∗ (1 + p), p)
9: end if
10: end for
11: return RR
12: end procedure
Denote the fuzzified value of the representative of each
region as (A1, A2, B); the generated corresponding
rule for the region can be expressed as:
If x1 = A1 and x2 = A2, then y = B. (7)
For simplicity, only isosceles triangular membership
functions are utilised in this work. In other words, each
fuzzy set A1, A2, or B can be defined by a pair (c, s)
with c representing the normal point and s represent-
ing the support of the fuzzy set, as commonly used in
the literature [39]. In this work, the data instance that
represents the region is intuitively used to represent the
normal point of the triangular membership function,
while a fixed support is initially applied to every fuzzy
values of a data instance.
If the dataset is dense (and accordingly grid-
partition is employed), each region usually covers mul-
tiple data instances, and a representative data point is
required to represent the region for fuzzy rule genera-
tion. This is implemented by firstly aggregating all the
data instances into one artificially made data instance,
and then such an artificially made data instance is
fuzzified using the same approach as discussed above.
A number of ways are available in the implemen-
tation of the aggregation operator, such as arithmetic
averaging and weighted arithmetic averaging (WAA).
The most commonly used approach is WAA, which is
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also applied in this work. This approach first weights
all the given arguments, and then aggregates all these
weighted arguments into a collective one. For simplic-
ity, as the curvature values of the data instances already
imply their importance, the curvature values are intu-
itively employed as a means to rank their weights in
the WAA method. Suppose a given region is formed
by n data instances, the artificially made data instance
representing the selected region can be calculated as
follows:
c =WAA(a1, a2, ..., an) =
n∑
i=1
wiai, (8)
where ai (1 ≤ i ≤ n) represents the ith data instance
included in the selected region, and wi indicates the
weight of ai:
wi =
Ci
n∑
i=1
Ci
, (9)
where Ci represents the curvature value of data in-
stance ai.
3.2. General Case with Multiple Inputs
The majority of real-world applications consists of
more than two inputs. Thus, the approach proposed
in the last section needs to be extended. Given that
traditional curvature values only work with three-
dimensional data, the most challenging part to evalu-
ate the importance of a high-dimensional instance is
that there is no exiting approach to be directly ap-
plied for calculating the ‘curvature’ value of a high-
dimensional instance. However, a higher-dimensional
complex problem can be regarded as a collection of
three dimensional problems with two inputs and one
output (i.e., multiple basic cases). With the curvature-
based approach discussed in Section 3.1, any high-
dimensional problems can thus be addressed by apply-
ing the basic case solutions multiple times.
3.2.1. Problem Domain Partition
Suppose that a complex problem Pn+1 (n > 2)
contains n input features X = {x1, x2, · · · , xn} and
one output feature y, and that the universe of discourse
of the input features is [x1, x1], [x2, x2], ..., [xn, xn],
whilst that of the output is [y, y]. Similar to the prob-
lem domain partition for the basic cases, each data
instance in the dataset represents a hypercube in the
problem domain. Therefore, the number of hypercubes
will be equivalent to the number of the data instances
in the dataset if the dataset is very sparse. In this case,
each hypercube is represented as a fuzzy rule.
If the dataset is dense, grid partition is applied. In
this situation, the input domain is evenly partitioned
into m1 ∗ m2 ∗ ... ∗ mn hypercubes, where mi, 1 ≤
i ≤ n, represents the number of partitions in the vari-
able domain of xi. The values of mi are usually em-
pirically determined by experts or statistically calcu-
lated by clustering methods such as k-means. Tradi-
tional fuzzy partition methods represent each hyper-
cube as a fuzzy rule. Hence, any given complex prob-
lem Pn+1 will lead to a rule base withm1∗m2∗...∗mn
fuzzy rules [40].
For simplicity, let h be the number of data instances
if the given dataset is sparse, and h = m1∗m2∗...∗mn
if the given dataset is dense. Accordingly, the gen-
erated hypercubes can be collectively represented as
H = {H1, H2, · · · , Hh}. Note that some of these
rules may not be necessary or can be represented by
their neighbouring ones. Therefore, the importance of
the hypercubes needs to be discriminated such that a
sparse rule base can be generated based on the most
significant hypercubes.
3.2.2. Representing Hypercube in Cubes
The traditional curvature value is only applicable
in a geometric space with three dimensions. Hence,
there is no equation to directly calculate a ‘curvature’
value for a high-dimensional instance, and thus to di-
rectly use the value for representing its importance.
However, based on the curvature values of its decom-
posed cubes, the importance of a high dimensional hy-
percube can still, to some extent, be identified. In or-
der to distinguish important hypercubes, every high-
dimensional hypercubeHi, 1 ≤ i ≤ h, is broken down
into c = C2n =
n!
2!(n−2)! cubes. This is done by con-
sidering all the combination of two input features and
the output feature. Therefore, the collection of hyper-
cubes and the corresponding decomposed cubes can be
represented as:
H =
(
H1, H2, · · · , Hh
)
=

C11 C21 C31 · · · Ch1
C12 C22 C32 · · · Ch2
...
...
...
...
...
C1c C2c C3c · · · Chc
 ,
(10)
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where Cij represents the jth cube of the ith hypercube
Hi, 1 ≤ i ≤ h and 1 ≤ j ≤ c. Note that cubes C1j ,
C2j , · · · ,Chj share the same two input features for any
1 ≤ j ≤ c.
The importance of a hypercube can be collectively
determined by its decomposed cubes. That is, the im-
portance of hypercube Hi can be determined by the
curvature values of Ci1, Ci2, · · · , Cic. The curvature
value vij of each artificially created cube Cij can be
calculated using the approach detailed in Section 2.3.
Collectively denoting the values of all cubes as V , the
calculated results of all cubes can then be represented
as follows:
V =

v11 v21 v31 · · · vh1
v12 v22 v32 · · · vh2
...
...
...
...
...
v1c v2c v3c · · · vhc
 . (11)
3.2.3. Hypercube Selection
The importance of each hypercube can be repre-
sented by the summation of the curvature values of its
decomposed cubes. In particular, given a set of hyper-
cubes H and the required number of rules m in the
to-be-generated rule base or an accumulated curvature
threshold θ, the algorithm selects a set of the signif-
icant hypercubes as the output H′, using a way sim-
ilar to the approach presented in Section 3.1.2. Note
that if the parameter θ is given, the algorithm works on
the same principle as Algorithm 1; thus, the details are
omitted here.
If the parameter m is given instead of using θ, the
hypercube selection process is summarised in Algo-
rithm 2. The most significant m instances or hyper-
cubes can be selected simply by taking the first m hy-
percubes with the highest accumulated curvature val-
ues after ranking them in descending order, as ex-
pressed in Line 8. The accumulated curvature value re-
garding a hyper cube Hi, represented as Hi.weight,
can be calculated as the summation of all its related
decomposed cubes (as expressed in Line 5).
3.2.4. Feature Discrimination
In addition to the fact that some hypercubes are
more important than the others, some dimensions in
a selected hypercube may also be more significant
than the others. Therefore, selective dimensionally re-
duced hypercubes can be used to generate a more
compact rule base with fewer rule antecedents. This
is summarised in Algorithm 3. It takes the output of
HypercubeSelection() as its input, in addition to the
Algorithm 2 Hypercube Selection
Inputs: H: the given set of hypercubes.
m: the required number of rules in the to-be-
generated rule base, ie., the number of selected data
instances.
Outputs: H′: the selected important hypercubes.
1: procedure HypercubeSelection(H, m)
2: for each Hi ∈ H do
3: Hi.weight = 0
4: for each Cij ∈ Hi do
5: Hi.weight← Hi.weight+ vij
6: end for
7: end for
8: H′′ = Sortdescending(H)
9: H′ = first m instances in H′′
10: end procedure
number of selected features b and the training data T .
The output of the algorithm is a subset of input features
X′, which represent the most significant input features
from the entire set of input features X.
The algorithm artificially generates c set of two-
input and one-output fuzzy rule bases to evaluate the
importance of the pair of associated features. Recall
that since C1j , C2j , · · ·Chj share the same input fea-
tures in Eq. 10, they jointly form the jth artificial rule
base. Every pair of input features is then evaluated by
its corresponding rule bases by applying the training
dataset to perform FRI with the rule bases. From this,
all the artificial rule bases, representing every pair of
features, can be ranked. A weight function is designed
to convert the ranking to a weight for the pair of fea-
tures. Note that each input feature appears in |X − 1|
artificial rule bases. Therefore, the importance of the
feature is calculated as the summation of the weights
of all the rule bases that consider such feature.
3.2.5. Rule Base Initialisation
Similar to the basic case, each hypercube with se-
lected features is expressed as a fuzzy rule. Denote
the fuzzified values of a data instance or a hypercube
with b selected input features and the output feature as
(Ak1, Ak2, ...Akb, Bk); the corresponding fuzzy rule
can be expressed as:
If x1 = Ak1, x2 = Ak2, · · · , and xb = Akb,
then y = Bk.
(12)
Note that the above rule base is a Mamdani-style
rule base, as the consequence of each rule is a fuzzy
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Algorithm 3 Feature Discrimination
Inputs: H′: the selected set of hypercubes.
b: the number of selected input features.
T : the training dataset.
Outputs: X′: a set of the significant features.
1: procedure FeatureDiscrimination(H′, b, T )
2: R = ∅
3: for j = 1→ c do
4: Generate an artificial rule base Rj
using all cubes Cij
5: R = R ∪Rj
6: pj=FRI(T,Rj)
7: end for
8: R′ = SortAscending(R, pj)
9: for Rj ∈ R′ do
10: Rj .weight← CalculateWeight(R′, Rj)
11: end for
12: for each input dimension xk ∈ X do
13: xk.weight← 0
14: for each Rj ∈ R′ do
15: if xk is used by Rj then
16: xk.weight← xk.weight+Rj .weight
17: end if
18: end for
19: end for
20: SortAscending(X)
21: X′ = first b features in X
22: end procedure
set [41]. However, depending on the real-world appli-
cation, a TSK-style rule base may also readily be gen-
erated using the existing TSK rule base generation ap-
proaches [42]. Note that the resultant rule base has
only b antecedents, which is a subset of the input fea-
tures. In an extreme situation, the resultant rule base
may only have two input features, which backtracks to
the basic case as discussed in Section 3.1.
3.3. Rule Base Optimisation
The initialised rule base can be improved by fine-
tuning the involved fuzzy sets, given that the initialised
fuzzy sets are specified based on empirical knowledge.
This can be implemented using any general optimisa-
tion approaches; the genetic algorithm (GA) is partic-
ularly employed in this work due to its effectiveness
in rule base optimisation [43]. Specifically, a chro-
mosome is designed to represent all the fuzzy sets in
the initialised rule base. Given the fixed representative
value and isosceles shape of a fuzzy set A, its mem-
bership function can be readily constructed from the
support of A (denoted as S(A)). Then, each rule with
b antecedents and one consequent can be represented
by b + 1 parameters: S(Ai1), S(Ai2), ..., S(Aib), and
S(Bi). Thus, a chromosome representing all the rules
in the rule base has (b+1) ∗m genes, where m repre-
sents the number of rules in the rule base.
Following this, the initial population can then be
generated by creating a number of individuals, i.e.,
P = {I1, I2, ..., I|P|}. Each individual Ii is a chro-
mosome representing a potential solution to the given
problem, where 1 ≤ i ≤ |P|. Two genetic operations
(crossover and mutation) are used to produce the next
generation of the population. An objective function is
designed to measure the fitness or quality of the indi-
viduals, with the root mean squire error (RMSE) used
in this work. After this, a number of the best individu-
als in the next generation are selected and used to re-
place the worst-ranked individuals in the initial pop-
ulation. In this way, one iteration of the GA process
is completed. This process is iterated until the pre-
specified maximum number of iterations is reached or
the objective value of an individual is less than a pre-
defined threshold. When the GA terminates, the fittest
individual in the current population is the optimal so-
lution.
4. Experimentation
The proposed method was evaluated using a syn-
thetic dataset and a real-world application, i.e., an in-
door environment localisation problem. The first ex-
periment demonstrates the working procedure of the
proposed approach, whilst the second one shows the
power of the proposed approach in solving real-world
problems. The program was developed using Matlab
(R2017b) and was run on a laptop with the Intel i7-
4810MQ CPU 2.8 GHz and 16 GB of RAM, on Win-
dows 7.
4.1. Experiment 1: An Illustrative Example
The problem presented in [17] is reconsidered here
for a comparative study, which models the non-linear
function as defined as:
f(x, y) = sin
(x
pi
)
sin
( y
pi
)
,
where the domains of the two inputs are x ∈ [−10, 10]
and y ∈ [−10, 10], and the domain of the output is
z ∈ [−1, 1].
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In order to reveal such a mathematical model, the
approach first uniformly partitions the problem space
into 20 × 20 grid areas, resulting in 400 sub-regions,
as illustrated in Fig. 1. The input domain of the vari-
able x is divided into 20 equal intervals, with each
represented as a fuzzy set. This is also the case for
the variable y. Then the degree of flatness or sharp-
ness of each sub-region can be represented by its cur-
vature value. The curvature values of all sub-regions
are calculated using the profile curvature from the di-
rectional derivative method. For example, regarding
the first sub-region (where x is around −9.5 and y is
around −9.5), the curvature value is 0.099. This value
is relatively high, which means that the sub-region is
relatively sharp and cannot be easily approximated by
neighbouring sub-regions. This selected sub-region is
represented as a fuzzy rule for initialising the rule base,
which is optimised using the GA.
Fig. 1. Problem space partition for the illustrative example
By employing the traditional similarity-based
method in [17], if the number of rules is smaller than
23, the sum error of the testing instances is too high to
be discussed. However, the proposed curvature-based
method can still generate acceptable results, with the
optimised sparse rule base using 23 or less rules, as
listed in Table 1. This initialised rule base was opti-
mised using GA. In this experiment, the population
size was set to 100, the maximum number of gen-
erations was set to 1,000, and the probabilities of
crossover and mutation were set to 0.8 and 0.01, re-
spectively. The optimised rule base with 23 rules is
summarised in Table 2.
To enable a comparative study, the summed errors
from 36 random testing data points produced by dif-
ferent approaches based on various sizes of rule bases
are illustrated in Fig. 2. The black line represents the
results generated by the nearest neighbour interpola-
tion approach and the blue line represents the results
produced by the piecewise polynomial cubic spline in-
terpolation approach as reported in [17], whilst the red
line represents the results generated by the proposed
curvature-based sparse rule base generation approach.
Fig. 2. Sum error led by rule bases with different sizes
From Fig. 2, it is clear that rule bases with fewer
rules generally lead to larger summed error and poorer
system performance, whilst rule bases with more rules
generally result in smaller summed error and better
performance. However, it should be noted that this is
not always the case. For instance, the sum error pro-
duced by the rule base with 12 rules is smaller than
that produced by the rule base with 17 rules. In fact, as
shown in the figure, the rule bases with 12, 10, 8, and 4
rules in this experiment have demonstrated better per-
formance. This is partly because these selected rules
more efficiently represent the intrinsic characteristics
of the data.
4.2. Experiment 2: Indoor Environment Localisation
Detecting users in an indoor environment based on
the strength of Wi-Fi signals has a wide application
domain. Deployable models have been developed in
monitoring and tracking users based on the Wi-Fi sig-
nal strength of their personal devices. The applications
of such models include locating users in smart-home
systems, locating criminals in bounded regions, and
obtaining the number of users on an access point. An
indoor environment localisation dataset was employed
in this experiment to validate and evaluate the pro-
posed approach [44]. The dataset was collected in an
indoor space by observing the signal strengths of seven
Wi-Fi signals visible on a smart-phone. The dataset in-
cludes 2,000 instances, each with seven inputs and one
output. Each input attribute is a Wi-Fi signal strength
observed on the smart-phone, whilst the output deci-
sion class is one of the four locations.
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Table 1
The initialised rule base for Experiment 1
IF THEN IF THEN
i x y z i x y z
1 (−5,−4.5,−4) (−5,−4.5,−4) (0.881, 0.981, 1.081) 13 (0, 0.5, 1) (−1,−0.5, 0) (−0.125,−0.025, 0.075)
2 (−5,−4.5,−4) (4, 4.5, 5) (−1.081,−0.981,−0.881) 14 (−1,−0.5, 0) (0, 0.5, 1) (−0.125,−0.025, 0.075)
3 (4, 4.5, 5) (−5,−4.5,−4) (−1.081,−0.981,−0.881) 15 (0, 0.5, 1) (0, 0.5, 1) (−0.075, 0.025, 0.125)
4 (4, 4.5, 5) (4, 4.5, 5) (0.881, 0.981, 1.081) 16 (−1,−0.5, 0) (−1,−0.5, 0) (−0.075, 0.025, 0.125)
5 (4, 4.5, 5) (5, 5.5, 6) (0.874, 0.974, 1.074) 17 (5, 5.5, 6) (−6,−5.5,−5) (−1.068,−0.968,−0.868)
6 (4, 4.5, 5) (−6,−5.5,−5) (−1.074,−0.974,−0.874) 18 (−6,−5.5,−5) (−6,−5.5,−5) (0.868, 0.968, 1.068)
7 (−6,−5.5,−5) (4, 4.5, 5) (−1.074,−0.974,−0.874) 19 (−6,−5.5,−5) (5, 5.5, 6) (−1.068,−0.968,−0.868)
8 (−5,−4.5,−4) (4, 4.5, 5) (0.874, 0.974, 1.074) 20 (5, 5.5, 6) (5, 5.5, 6) (0.868, 0.968, 1.068)
9 (5, 5.5, 6) (4, 4.5, 5) (0.874, 0.974, 1.074) 21 (−5,−4.5,−4) (−4,−3.5,−3) (0.789, 0.889, 0.989)
10 (−5,−4.5,−4) (5, 5.5, 6) (−1.074,−0.974,−0.874) 22 (4, 4.5, 5) (−4,−3.5,−3) (−0.989,−0.889,−0.789)
11 (5, 5.5, 6) (−5,−4.5,−4) (−1.074,−0.974,−0.874) 23 (−4,−3.5,−3) (4, 4.5, 5) (−0.989,−0.889,−0.789)
12 (−6,−5.5,−5) (−5,−4.5,−4) (0.874, 0.974, 1.074)
Table 2
The optimised rule base for Experiment 1
IF THEN IF THEN
i x y z i x y z
1 (−4.999,−4.5,−4.001) (−4.999,−4.5,−4.001) (0.962, 0.981, 1) 13 (−2.192, 0.5, 3.192) (−2.456,−0.5, 1.456) (−0.303,−0.025, 0.253)
2 (−4.999,−4.5,−4.001) (3.998, 4.5, 5.002) (−1,−0.981,−0.962) 14 (−2.149,−0.5, 1.149) (−2.275, 0.5, 3.275) (−0.273, 0.025, 0.323)
3 (4.483, 4.5, 4.517) (−4.504,−4.5,−4.496) (−1,−0.981,−0.962) 15 (−1.22, 0.5, 2.22) (−2.352, 0.5, 3.352) (0.003, 0.025, 0.047)
4 (3.992, 4.5, 5.008) (4.002, 4.5, 4.998) (0.962, 0.981, 1) 16 (−2.475,−0.5, 1.475) (−2.191,−0.5, 1.191) (−0.075, 0.025, 0.125)
5 (2.006, 4.5, 6.994) (2.986, 5.5, 8.014) (0.948, 0.974, 1) 17 (5.433, 5.5, 5.567) (−5.628,−5.5,−5.372) (−0.969,−0.968,−0.967)
6 (4.005, 4.5, 4.995) (−6.999,−5.5,−4.001) (−1,−0.974,−0.948) 18 (−5.998,−5.5,−5.002) (−6.002,−5.5,−4.998) (0.936, 0.968, 1)
7 (−6.008,−5.5,−4.992) (4.003, 4.5, 4.997) (−0.983,−0.974,−0.965) 19 (−5.528,−5.5,−5.472) (5.475, 5.5, 5.525) (−1,−0.968,−0.936)
8 (−4.964,−4.5,−4.036) (−5.998,−5.5,−5.002) (0.971, 0.974, 0.977) 20 (4.989, 5.5, 6.011) (4.991, 5.5, 6.009) (0.936, 0.968, 1)
9 (3.004, 5.5, 7.996) (4.001, 4.5, 4.999) (0.948, 0.974, 1) 21 (−7.002,−4.5,−1.998) (−3.997,−3.5,−3.003) (0.886, 0.889, 0.892)
10 (−4.997,−4.5,−4.003) (4.997, 5.5, 6.003) (−1,−0.974,−0.948) 22 (3.001, 4.5, 5.999) (−4.001,−3.5,−2.999) (−1,−0.889,−0.778)
11 (5.004, 5.5, 5.996) (−4.995,−4.5,−4.005) (0.948, 0.974, 1) 23 (−3.999,−3.5,−3.001) (2.997, 4.5, 6.003) (−1,−0.889,−0.778)
12 (−5.514,−5.5,−5.486) (−4.593,−4.5,−4.407) (−0.243,−0.025, 0.193)
In comparison to the synthetic dataset (where the
required data can be obtained from anywhere in the
space, thus resulting in a very dense dataset), the col-
lected small dataset is irregular and sparse. In this case,
due to the sparseness of the dataset, each data instance
in the dataset is regarded as a high-dimensional hyper-
cube and represented as a fuzzy rule if it is selected. In
order to distinguish the data instances and to select the
important instances, all high-dimensional hypercubes
are broken down into C27 =
7!
2!(7−2)! = 21 cubes. Fol-
lowing this, the curvature values of all these 21 cubes
from each hypercube are calculated, using the mean
curvature from the moving least-squares (MLS) sur-
face method as introduced in Section 2.3. The Gaus-
sian scale parameter h in Eq. 5 (which determines the
width of the Gaussian kernel) was set to 0.35 in this
experiment, and the number-of-neighbours parameter
was set to 38. For simplicity, only the curvature values
of the decomposed 21 cubes from the first instance are
listed in Table 3, whilst all the other 1999 instances are
omitted here due to the space limit. Following this, the
accumulated virtual ‘curvature value’ of each hyper-
cube was calculated, as the summation of all its corre-
sponding decomposed 21 cubes.
Note that in the rule base generation process for
classification problems, each output class should be
Table 3
Curvature values of the decomposed cubes from the first instance
Cube Index 1 2 3 4 5 6 7 8 9 10 11
Curvature value 0.0494 0.0149 0.1472 0.0069 0.1189 0.0204 0.0496 0.0568 0.2812 0.2004 0.0558
Cube Index 12 13 14 15 16 17 18 19 20 21
Curvature value 0.0145 0.0305 0.0247 0.0732 0.0734 0.1314 0.0046 0.049 0.0264 0.0211
covered in order to avoid misclassification. Therefore,
when selecting instances or hypercubes, the candidates
should be considered in tandem with the local higher
curvature values, instead of the global higher ones.
Otherwise, the candidates with higher curvature values
may just belong to one or two output classes in this
particular experiment. This dataset has 500 instances
in each output class, with a total of 2,000 instances
in all four output classes. Thus, in each class, m im-
portant instances are chosen to guarantee that all the
output classes are covered. In other situations that in-
volve an uneven distribution, the number of selected
instances in each class can be adjusted accordingly.
Based on their accumulated curvature values, for each
output class, the most significant m instances or hy-
percubes within the output class were selected, simply
by taking the firstm hypercubes with the highest accu-
mulated curvature values. Finally, the most important
4 ∗m hypercubes or instances were selected to jointly
initialise the rule base.
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Empirical study shows that, in this example, m = 7
produces the best performance. The result shows that
although there are 2,000 instances, only 4 ∗ 7 = 28
important instances were needed to construct a sparse
rule base, as summarised in Table 4. The initial rule
base was optimised by applying the GA over the train-
ing dataset in fine-tuning the membership functions of
the fuzzy sets which are involved in the 28 rules. The
results produced by the proposed method using two to
seven features and other approaches using seven fea-
tures were compared, as shown in Table 5. The clas-
sification accuracy of the proposed method is 99.25%,
which outperforms all the existing methods. Further-
more, using the FRI performance of the constructed in-
termediate rule bases, important features can also be
identified; these appear in descending order as [5, 1, 4,
7, 6, 3, 2]. If all the seven input features are used, the
accuracy is 99.25%. Instead, if only the most impor-
tant two to six input features are used, the accuracy still
remains good as 96.75%, 98.15%, 98.6%, 98.8%, and
99.15%, respectively. This clearly demonstrates the su-
perior advantage of the proposed approach.
Table 4
The indexes of selected important instances
input 1 input 2 input 3 input 4 input 5 input 6 input 7 output index
63 59 60 65 69 81 84 1 384
59 57 59 64 73 79 84 1 261
60 53 60 62 73 81 82 1 162
63 59 57 65 69 80 86 1 361
60 59 61 62 68 81 85 1 300
60 56 56 63 65 80 83 1 334
63 57 63 64 67 81 83 1 377
48 58 58 44 71 77 79 2 644
43 56 59 37 64 74 77 2 885
44 57 53 46 67 78 79 2 678
41 55 53 37 64 79 76 2 827
50 55 58 43 73 75 80 2 645
42 54 56 39 63 76 78 2 904
38 55 54 42 63 78 71 2 547
45 56 55 46 68 79 78 3 446
48 54 54 49 67 77 89 3 1187
48 57 49 53 62 79 87 3 1203
45 54 54 48 63 78 82 3 1028
51 57 54 55 62 87 81 3 1462
51 52 49 50 63 79 79 3 1090
51 52 52 56 68 79 87 3 1175
58 57 55 66 51 88 87 4 1734
56 53 51 59 50 84 84 4 1964
57 56 49 58 50 87 85 4 1810
64 54 52 58 52 89 88 4 1694
59 51 57 59 52 87 86 4 1545
58 51 56 58 50 88 88 4 1542
66 56 56 66 49 89 87 4 1635
5. Conclusion
This paper proposes a curvature-based sparse rule
base generation method to support fuzzy rule interpo-
lation. The approach first either partitions the problem
Table 5
Experimentation results for comparison in Experiment 2 (two to
seven features used by the proposed approach and seven features
used by other compared approaches)
Previous Methods PSO-NN GSA-NN PSOGSA-NN FPSOGSA-NN SVM NAIVE BAYES
Accuracy (%) 64.66 77.53 83.28 95.16 92.68 90.47
Proposed Approach 7 features 6 features 5 features 4 features 3 features 2 features
Accuracy (%) 99.2 99.15 98.8 98.6 98.15 96.75
domain into a number of hypercubes for problems with
dense datasets, or represents each data point as a hy-
percube if only a small dataset is available. From this,
the hypercubes are discriminated by effectively utilis-
ing the curvature values, and each important hypercube
is represented as a fuzzy rule. The proposed method
has led to very comparative results in the experiments,
which demonstrates its potential for a wider range of
real-world applications. One possible future direction
of improvement is to mathematically extend the tradi-
tional curvature value calculation in a more effective
way for higher dimensional problems, given that the
current approach is combinational and thus requires
high computational power. In addition, the approach
needs to be further evaluated by large-scale real-world
applications.
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