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摘要：信息传递是网络具有的基本特征，基于此提出了一种基于信息传递和峰值聚类的自适应
社区发现算法。首先，定义了节点与邻居之间的信任度函数，每个节点基于信任度独立的向网络中
扩散信息量。扩散结束后，节点总信息量即为峰值聚类中的密度；网络中节点之间的距离通过所含
节点信息量的倒数替代。然后，提出一种自动选取核心节点方法并为核心节点分配不同社区，把剩
余节点分配到与它距离最短的核心节点所在社区，完成社区划分。本算法的优点在于无需额外参
数并且能够发现社区内部结构。实验结果表明本算法发现的社区结构更加接近网络真实社区
结构。
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社交网络中存在关系不均匀的现象，形成了社交网络中的社区结构［１－３］。网络中的社区结构有助于理解
网络的拓扑结构，揭示复杂系统内部的规律，能够为信息推荐和信息传播控制提供有力支撑。目前学者们提出
了很多社区发现算法，如谱平分法，模块度优化算法，标签传播算法［４］（ＬＰＡ，ｌａｂｅｌ　ｐｒｏｐａｇａｔｉｏｎ　ａｌｇｏｒｉｔｈｍ），基于
信息编码的算法［５］（Ｉｎｆｏｍａｐ），基于随机游走的算法［６］（Ｗａｌｋｔｒａｐ）。但是上述算法并不能够发现社区内部结构。
Ｒｏｄｒｉｇｕｅｚ等［７］于２０１４年提出密度峰值聚类算法，能够得到稳定的聚类结果和聚类内部结构。该算法
的核心思想在聚类中心的描述上，作者认为聚类中心同时具有２个特点：本身密度大，即被密度不超过它的
邻居包围；与其它密度更大的数据点之间的“距离”相对较大。由于社区发现本质上是对网络节点进行聚类，
因此该算法能够应用于社区发现中，并且在发现社区的基础上，确定每个社区内部的核心节点。但是在确定
数据点的密度时需要给定截断距离，截断距离的选取会直接影响聚类效果。
黄岚等［８］通过相似度定义网络中各节点之间的距离，将密度峰值聚类算法应用于社区发现中，提出一种
基于点距离和密度峰值的社区发现算法（ＶＤＤＰＣ，ｖｅｒｔｅｘ　ｄｉｓｔａｎｃｅ　ａｎｄ　ｄｅｎｓｉｔｙ　ｐｅａｋｓ　ｄｕｓｔｅｒｉｎｇ）；Ｗａｎｇ［９］等
引入了箱线图选取核心节点，将密度峰值聚类算法应用于重叠社区发现算法中；Ｗａｎｇ［１０］等基于密度峰值聚
类算法，提出一种局部扩展的社区发现算法（ＬＣＣＤ，ｌｏｃａｌ　ｅｘｐａｎｄｉｎｇ　ａｌｇｏｒｉｔｈｍ）。上述３种算法中截断距离
是人为给定的，该参数的选取对社区发现的结果影响很大。Ｃｈｅｎ［１１］等基于密度峰值聚类提出一种线性复杂
度的社区发现算法，但是并未提出一种自动的核心节点获取方法。
为了避免参数选取不当对算法性能的影响，笔者提出一种基于信息传递和峰值聚类的自适应社区发现
算法（ＡＩＤ，ａｄａｐｔｉｖｅ　ｃｏｍｍｕｎｉｔｙ　ｄｅｔｅｃｔｉｏｎ　ｍｅｔｈｏｄ　ｂａｓｅｄ　ｏｎ　ｉｎｆｏｒｍａｔｉｏｎ　ｔｒａｎｓｆｅｒ　ａｎｄ　ｄｅｎｓｉｔｙ　ｐｅａｋｓ）。首先，
引入信息量来度量节点密度与节点间距离。节点信息量通过节点间的信息传递过程获取。定义信息传递过
程基于节点间的信任度，信任度越高的目的节点获取的信息量越大。用信息量来代替峰值聚类中密度，可避
免截断距离的参数选取，且节点传播信息是独立的，易实现并行化。然后，提出一种自动选取核心节点的方
法，从而完成整个网络的社区划分。
本算法主要优势：１）无需参数选取；２）能够发现社区内部结构；３）易实现并行化。
１　密度峰值聚类算法思想
Ｒｏｄｒｉｇｕｅｚ等人提出的密度峰值聚类算法［７］认为每一个聚类都有一个聚类中心。聚类中心的特点包括：
１）核心节点本身密度大，即被密度不超过它的邻居包围；２）与其它密度更大的数据点之间的“距离”相对
较大。
设数据集中总的数据点数为Ｎ，对于数据集中的每一个数据点ｉ，用局部密度ρｉ 和距离δｉ 标记。
其中局部密度ρｉ 定义为
ρｉ＝
ｊ
Ｘ（ｄｉｊ－ｄｃ）， （１）
式中：当时ｄｉｊ＜ｄｃ 时，Ｘ（ｄｉｊ－ｄｃ）＝１；否则Ｘ（ｄｉｊ－ｄｃ）＝０，ｄｉｊ是数据点ｉ和数据点ｊ之间的距离，ｄｃ 是截
断距离。数据点ｉ的密度等于距该点距离小于ｄｃ 的数据点个数。因此ｄｃ 是否选取适当，对聚类结果影响
很大。
设｛ｑｉ｝Ｎｉ＝１表示｛ρｉ｝
Ｎ
ｉ＝１的一个降序排列的下标序，即ρｑ１≥ρｑ２≥…≥ρｑ　Ｎ，则距离δｉ 定义为
δｑｊ ＝
ｍｉｎ
ｑｊ，ｊ＜ｉ
｛ｄｑｉ　ｑｊ｝，ｉ≥２；
ｍａｘ
ｊ≥２
｛δｑｊ｝，ｉ＝１；
烅
烄
烆
（２）
　　由公式（２）可知，数据点ｉ的距离δｉ 表示比其密度大的数据点距离的最小值。
对于数据集中的每一个数据点ｉ，计算得（ρｉ，δｉ），以ρ为横轴，为δ纵轴画出该数据集的散点图，即决策
图。选取同时具有较大的ρ值和δ值作为核心节点。对于剩余数据点，把其划分到距离其最近的核心节点
所在的类簇中，完成整个数据集的聚类。
２　基于信息传递和峰值聚类的自适应社区发现算法
研究提出了一种基于信息传递和峰值聚类的自适应社区发现算法（ＡＩＤ）。该算法包含４个部分：１）信
７７第１１期 赵建军，等：基于信息传递和峰值聚类的自适应社区发现算法
息传递，２）距离矩阵计算，３）核心节点获取，４）社区划分。
２．１　信息传递
社交网络可表示为图Ｇ＝（Ｖ，Ｅ），其中Ｖ＝｛ｖ１，ｖ２，…，ｖｎ｝表示网络中节点集，Ｅ＝｛ｅ１，ｅ２，…，ｅｍ｝表示
网络中边集，ｎ表示网络中节点的个数，ｍ 表示网络中边的条数。
定义网络信息量矩阵Ｓｎ×ｎ，其中Ｓｉｉ表示节点ｉ的初始信息量，Ｓｉｊ表示源节点ｉ传递到节点ｊ的信息量。
节点间信息传递遵循如下假设：
信息传递过程中，节点对于信任度不同的邻居节点所传信息量不同，信任度越大，所传递的信息量越大。
基于此定义了源节点ｉ与邻居节点Ｃ（ｉ，ｊ）＝｜Ｎｉ∩Ｎｊ｜的信任度，由公式（３）至公式（６）获得信任度
函数。
Ｃ（ｉ，ｊ）＝｜Ｎｉ ∩Ｎｊ｜， （３）
α（ｉ，ｊ）＝
｜Ｃ（ｉ，ｊ）｜＋１
Ｎｉ
， （４）
β（ｉ，ｊ）＝
２×｜Ｅ（Ｃ（ｉ，ｊ））｜
（｜Ｃ（ｉ，ｊ）｜）（｜Ｃ（ｉ，ｊ）｜－１）
，｜Ｃ（ｉ，ｊ）｜≥２
０，｜Ｃ（ｉ，ｊ）｜＜２
烅
烄
烆
（５）
Ｔ（ｉ，ｊ）＝α（ｉ，ｊ）×（β（ｉ，ｊ）＋１）， （６）
式中：｜Ｃ（ｉ，ｊ）｜表示节点ｉ与节点ｊ的公共邻居个数，Ｎｉ 表示与节点ｉ相邻的邻居节点，Ｎｊ 表示与节点ｊ相
邻的邻居节点，｜Ｅ（Ｃ（ｉ，ｊ））｜表示节点ｉ与节点ｊ公共邻居间的连边总数。公式（４）中，分母为源节点的邻居
个数，使得Ｔ（ｉ，ｊ）≠Ｔ（ｊ，ｉ），信息量的传递不对称，度数大的节点获得的信息量大。公式（５）表示２节点公
共邻居间连边总数与其最大可能的连边总数的比值。由于β（ｉ，ｊ）是建立在α（ｉ，ｊ）的基础上，因此总的信任
度定义为公式（６）。
信息传递步骤如下：
１）初始化所有节点的信息量为１，即信息量矩阵Ｓｎ×ｎ为单位矩阵。
２）遍历网络中的节点，将每个节点依次作为源节点，对其初始信息量１进行扩散传递，此时并不考虑其
余节点的信息量。
３）源节点在扩散传递信息量时，采用广度优先算法。以ｉ为源节点，其传递到邻居节点ｊ的信息量Ｓｉｊ＝
１×Ｔ（ｉ，ｊ），邻居节点ｊ要把源节点ｉ传递的信息量Ｓｉｊ继续扩散到ｊ的邻居节点ｋ，ｋ节点获得信息量Ｓｉｋ＝
Ｓｉｊ×Ｔ（ｊ，ｋ）＝１×Ｔ（ｉ，ｊ）×Ｔ（ｊ，ｋ），直到网络中所有节点都含有节点ｉ的信息量时，节点ｉ的信息传递
完成。
信息传递结束后，Ｓｉｉ＝１表示节点ｉ的原始信息量，Ｓｉｊ（ｊ＝１，２，…，ｎ；ｊ≠ｉ）表示源节点ｉ传递到网络上
其它节点的信息量。Ｍｊ＝
ｎ
ｉ＝１
Ｓｉｊ 表示节点ｊ的信息总量。利用节点总信息量代替密度峰值聚类中各个节点
的密度，从而避开了截断距离ｄｃ 的选取。
２．２　距离矩阵计算
本算法中，每一个节点需要局部密度ρ和距离δ标记。因此需要计算不同节点之间的距离，即距离矩
阵。可通过信息量矩阵Ｓｎ×ｎ获得距离矩阵Ｄｎ×ｎ，具体步骤如下
１）将Ｄｎ×ｎ对角线元素置为０，即节点到自身的距离为０；
２）令Ｄｉｊ＝Ｓｉｊ（ｉ≠ｊ）；
３）依次求出Ｄｎ×ｎ每行的最大值Ｍｉ（ｉ＝１，２，…，ｎ）；
４）Ｄｉｊ＝
Ｍｉ
Ｄｉｊ
（ｉ≠ｊ），即得到归一化距离矩阵。
距离矩阵Ｄｎ×ｎ中，Ｄｉｊ表示节点ｉ到节点ｊ的距离。节点ｉ的距离δｉ 表示节点ｉ到比它密度大的节点的
最短距离，当节点ｉ的密度最大时，令δｉ＝ｍａｘ｛δｉ（ｊ＝１，２，…，ｎ；ｊ≠ｉ）｝。这样网络中的每一个节点都可以
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用密度ρ和距离δ去标记，即（ρ，δ）。
２．３　核心节点获取
对于任意节点ｉ，用（ρｉ，δｉ）进行标记，并定义了混合参数
［７］γｉ＝ρｉ×δｉ，ｉ＝１，２，…，ｎ。γｉ 的值越大，越有
可能是核心节点。
为了使得整个算法达到自适应的目的，提出一种自动选取核心节点方法：
首先把网络中的节点分为３类，即非核心节点集，核心节点集和未确定节点集。分类依据为：非核心节
点集为δ＝１的节点构成的集合；核心节点集为δ≥Ｅ（δｉ）＋σ（δｉ），ｉ＝１，２，…ｎ的节点构成的集合，其中
Ｅ（δｉ）和σ（δｉ）为节点距离δ的均值和方差；剩余节点构成的集合即为未确定节点集。
然后进一步确定未确定节点集中的节点是否属于核心节点，采用如下算法
１）计算核心节点集中混合参数γ 的最小值γｃｍｉｎ和非核心节点集中混合参数γ 的最大值γｎｃｍａｘ和最小
值γｎｃｍａｘ；
２）把未确定节点集中γ≤γｎｃｍａｘ的节点划分到非核心节点集中，被划分的节点总数记为Ｎ；
３）把未确定节点集中的γ≥γｃｍｉｎ节点划分到核心节点集中；
４）对于未确定节点集中剩余的节点，依据γ值的大小进行升序排序。按序遍历节点，如果公式（７）成立
则该节点属于非核心节点集，并令γｎｃｍａｘ＝γｉ；如果公式（７）不成立，则计算终止，把本节点和剩余节点划分到
核心节点集中。
γｉ ≤γｎｃｍａｘ＋
γｎｃｍａｘ－γｎｃｍａｘ
Ｎ ×
λｃｍｉｎ－γｉ
γｉ－γｎｃｍａｘ
。 （７）
通过上述方法，确定了网络的核心节点，即核心节点集中的元素。
２．４　社区划分
首先，为每一个核心节点分配唯一的且不同于其他核心节点的社区号。
对于非核心节点ｉ，距离矩阵Ｄｎ×ｎ中Ｄｊｉ表示节点ｊ到节点ｉ的距离，所有核心节点距节点ｉ的距离可通
过距离矩阵Ｄ 确定。把节点ｉ划分到与它距离最小的核心节点所在的社区内。依次遍历所有非核心节点，
即可完成整个网络的社区发现。
完成社区发现后，可通过节点总的信息量，确定节点在社区内的重要程度，即社区内部结构。
２．５　时间复杂度分析
本算法由４个步骤组成，第一步信息传递中，单个节点信息传递复杂度为Ｏ（ｎ－１），因为网络中节点都
要作为源节点进行信息扩散传递，因此总的复杂度为Ｏ（ｎ２－ｎ），其中ｎ为网络的节点数；第二步中，获得距
离矩阵每行最大值的时间复杂度为Ｏ（ｎ２），对距离矩阵归一化处理的复杂度为Ｏ（ｎ２），总的复杂度为
Ｏ（２ｎ２）；第三步核心节点选取中只需对网络中的每个节点遍历即可，因此复杂度为Ｏ（ｎ）；第四步社区划分
中，需依次遍历普通节点，其复杂度为Ｏ（ｎ－ｎｃ），ｎｃ 为核心节点的个数。综上，总的算法复杂度为Ｏ（ｎ２）。
由于各个节点的信息传递是相互独立的，因此本算法易实现并行化。
３　实验与分析
在真实网络数据集和人工网络数据集上与经典社区发现算法 ＬＰＡ［４］、Ｉｎｆｏｍａｐ［５］、Ｆａｓｔｇｒｅｅｄｙ［１２］、
Ｗａｌｋｔｒａｐ［６］和基于峰值聚类的ＶＤＤＰＣ［８］、ＬＣＣＤ［１０］社区算法进行比较，实验结果验证了本算法的可行性和
有效性。
３．１　真实网络数据集
表１中列出了４个真实数据集都具有已知的社区结构，包括 Ｋａｒａｔｅ数据集［１３］、Ｄｏｌｐｈｉｎｓ数据集［１４］、
Ｆｏｏｔｂａｌ数据集［１５］和Ｐｏｌｂｏｏｋｓ数据集。
Ｋａｒａｔｅ网络数据反映了某大学空手道俱乐部成员之间的关系，节点之间的连边表示成员之间的好友关
系，由于校长与俱乐部主管的矛盾，该网络分裂成为２个社区。
９７第１１期 赵建军，等：基于信息传递和峰值聚类的自适应社区发现算法
Ｄｏｌｐｈｉｎｓ网络数据中每个节点代表了一只宽吻海豚，节点之间的连边表示２只海豚之间接触频繁。经
过长期观察，该网络被分为２个社区。
Ｆｏｏｔｂａｌ网络数据集中每一个节点代表一支球队，节点之间的连边表示球队之间存在一场或多长比赛。
由于球队属于不同的州，每个州内的比赛场次多，因此该网络被分为１２个社区。
Ｐｏｌｂｏｏｋｓ网络数据集中每一个节点代表一本在亚马逊销售的政治类书籍，节点之间的连边表示２本书
被同时购买的频率高。由于政治类书籍代表的政治立场不同，所以该网络被划分为３个社区，分别代表“自
由”、“保守”和“中立”。
表１　真实网络数据
Ｔａｂｌｅ　１　Ｒｅａｌ－ｗｏｒｌｄ　ｎｅｔｗｏｒｋｓ
数据集 节点数 边数
Ｋａｒａｔｅ　 ３４　 ７８
Ｄｏｌｐｈｉｎｓ　 ６２　 １５８
Ｆｏｏｔｂａｌ　 １１５　 ６１２
Ｐｏｌｂｏｏｋｓ　 １０５　 ４４１
３．２　人工网络数据集
Ａｎｄｒｅａ　Ｌａｎｃｉｃｈｉｎｅｔｔｉ等人提出了著名的ＬＦＲ［１６］人工基准网络构造模型。该模型的优势在于可以通过
参数控制整个网络和各个社区的规模、节点度分布等拓扑性质，使其更加符合真实社交网络的拓扑结构。
该模型中Ｎ 为网络节点数，〈ｋ〉为平均节点度数，ｋｍａｘ为最大节点度数，Ｃｍｉｎ为网络最小社区所含的节点
数，Ｃｍａｘ为网络最大社区所含的节点数，ｔ１ 和ｔ２ 分别为度分布和社区大小分布的幂指数，μ为模糊参数，表示
网络社区的模糊程度，μ值越大，网络的社区结构越难发现，其取值范围为（０，１）。为了验证本算法的有效
性，生成３组网络，分别为ＬＦＲ１（Ｎ＝１　０００），ＬＦＲ２（Ｎ＝５　０００），ＬＦＲ３（Ｎ＝１０　０００），网络其它参数设置如
下：平均度数〈ｋ〉＝２０，最大度数ｋｍａｘ＝５０，ｔ１＝２，ｔ２＝１，社区大小（［Ｃｍｉｎ，Ｃｍａｘ］）取值为［１０，５０］。
３．３　评价指标
模块度Ｑ［１７］被广泛的应用于社区划分结果的评价中。其定义如公式（８）所示。
Ｑ＝
１
２ｍｉｊ
［Ａｉｊ－
ｋｉｋｊ
２ｍ
］δｃｉ，ｃｊ， （８）
Ｑ 表示网络中社区内部节点之间的连边所占的比例和另一个随机网络中社区内部节点连边所占比例的期望
相减得到的差值，其取值范围为０到１。数值越接近１表示社区划分的结果越好。
标准化互信息ＮＭＩ（ｎｏｒｍａｌｉｚｅｄ　ｍｕｔｕａｌ　ｉｎｆｏｒｍａｔｉｏｎ）［１８］是由Ｄａｎｏｎ等人提出的一种衡量检测社区与真
实社区接近度的指标，其定义如公式（９）所示
ＮＭＩ（Ｒ｜Ｐ）＝１－［Ｈ（Ｒ｜Ｐ）＋Ｈ（Ｐ｜Ｒ）］／２。 （９）
　　ＮＭＩ的取值范围为０到１，其值越高表明所划分的社区结构与已知的社区结构越接近。当其取值为１
时，所划分的社区结构与已知社区结构相同。
３．４　实验结果与分析
将本算法与Ｉｎｆｏｍａｐ、ＬＰＡ、Ｆａｓｔｇｒｅｅｄ、Ｗａｌｋｔｒａｐ、ＶＤＤＰＣ、ＬＣＣＤ等算法进行对比。ＶＤＤＰＣ和ＬＣＣＤ
算法需要确定截断距离，依照作者研究选取最优的参数。ＬＰＡ为随机算法，表２中的实验结果是独立运行
５０次的平均值。
３．４．１　真实网络数据集结果分析
图１为本算法在４个真实网络上的决策图，表２列出了不同算法在真实数据集上所划分社区的评价
结果。
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图１　真实网络决策图
Ｆｉｇ．１　Ｄｅｃｉｓｉｏｎ　ｇｒａｐｈ　ｏｆ　ｒｅａｌ－ｗｏｒｌｄ　ｎｅｔｗｏｒｋｓ
表２　在已知社区结构的真实网络下的算法分析
Ｔａｂｌｅ　２　Ａｌｇｏｒｉｔｈｍ　ａｎａｌｙｓｉｓ　ｏｆ　ｒｅａｌ－ｗｏｒｌｄ　ｎｅｔｗｏｒｋｓ　ｗｉｔｈ　ｃｏｍｍｕｎｉｔｙ　ｓｔｒｕｃｔｕｒｅ
网络
ＡＩＤ　 Ｆａｓｔｇｒｅｅｄ　 Ｉｎｆｏｍａｐ　 Ｗａｌｋｔｒａｐ　 ＬＰＡ　 ＶＤＤＰＣ　 ＬＣＣＤ
Ｑ　 ＮＭＩ　 Ｑ　 ＮＭＩ　 Ｑ　 ＮＭＩ　 Ｑ　 ＮＭＩ　 Ｑ　 ＮＭＩ　 Ｑ　 ＮＭＩ　 Ｑ　 ＮＭＩ
Ｋａｒａｔｅ　 ０．３７１　１．０００　０．３８１　０．６９２　０．４０２　０．６９９　０．３５３　０．５０４　０．４１６　０．６０２　０．３７１　１．０００　０．４２０　０．６９９
Ｄｏｌｐｈｉｎｓ　 ０．３８５　０．８１４　０．４８２　０．６０４　０．５１９　０．４８１　０．４８７　０．４１８　０．４２７　０．７４５　０．３１５　０．６９７　０．５２６　０．５８９
Ｆｏｏｔｂａｌ　 ０．５８３　０．８９５　０．５５０　０．６９８　０．６０１　０．９２４　０．６０３　０．８８７　０．５９３　０．８６０　０．６０３　０．８８７　０．６０７　０．８８４
Ｐｏｌｂｏｏｋｓ　 ０．５０２　０．５６３　０．５０２　０．５３１　０．５２３　０．４９３　０．５０７　０．５４３　０．５０４　０．５４４　０．４７６　０．５１３　０．５２６　０．５３３
图１所示决策图中，红色节点为核心节点，本算法利用节点总信息量代替节点密度，使得核心节点与非
核心节点产生明显的区别，提高网络社区划分的准确性。
表２所示，在Ｋａｒａｔｅ、Ｄｏｌｐｈｉｎｓ和Ｐｏｌｂｏｏｋｓ　３个真实网络数据集上，相较其它６个算法本算法所划分的
社区结构具有最高的ＮＭＩ值，即与网络已有的社区划分最接近。而在Ｆｏｏｔｂａｌ数据集上，本算法所划分社
区的ＮＭＩ值为０．８９５，只比Ｉｎｆｏｍａｐ算法低，并且２者相差不大，本算法所划分的社区结构依然有较高的水
平。而本算法在Ｑ 值上，并未优于其它算法，这主要与Ｑ 与ＮＭＩ的定义有关。模块度Ｑ 是从理论上定义社
区，其仅仅考虑社区内外节点之间连边数量的比值。而ＮＭＩ评估的是算法所划分社区与网络真实社区的相
似度。以Ｋａｒａｔｅ网络为例，本算法所划分的社区与网络原有社区相同（ＮＭＩ＝１），相应的Ｑ 值仅为０．３７１。
１８第１１期 赵建军，等：基于信息传递和峰值聚类的自适应社区发现算法
对于已有社区结构的网络来说，越接近真实值，算法越有意义，ＮＭＩ比Ｑ 具有更大的指导意义。因此与其
它算法相比，本算法所划分的社区结构更加准确。
在真实网络数据集上，与前４种经典社区发现算法相比本算法不仅在准确度上优于上述４种算法，同时
本算法还能发现社区内部结构。与后２种基于峰值聚类的社区发现算法相比，本算法无需确定截断距离等
额外参数，同时ＮＭＩ值也优于上述２种算法。
３．４．２　人工网络数据集结果分析
图２，图３和图４分别是７种算法在ＬＦＲ１，ＬＦＲ２，ＬＦＲ人工数据集上的实验结果，其横轴为模糊参数μ，
纵轴为ＮＭＩ。
由３图可知，随着μ的增加，７种算法的ＮＭＩ值都呈现下降趋势。图２中，当μ＜０．５时，除Ｆａｓｔｇｒｅｅｄ算
法，其它算法都能准确的发现网络社区，这是因为Ｆａｓｔｇｒｅｅｄ算法是针对模块度优化的。当μ＞０．５，各算法的
ＮＭＩ值出现明显下降，ＬＰＡ与Ｉｎｆｏｍａｐ算法分别在μ≥０．６，μ＞０．７时，ＮＭＩ变为０，即整个网络被划分为一
个社区。其它４种算法，在μ＞０．７，仍能够发现社区，但明显本算法（ＡＩＤ）与 Ｗａｌｋｔｒａｐ算法的ＮＭＩ值要高
于其它２种算法。在μ≥０．８时，本算法的ＮＭＩ值大于其他６种算法。
图２　各算法在ＬＦＲ１上的ＮＭＩ值
Ｆｉｇ．２　ＮＭＩ　ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｖａｒｉｏｕｓ　ａｌｇｏｒｉｔｈｍｓ　ｏｎ　ＬＦＲ１
图３　各算法在ＬＦＲ２上的ＮＭＩ值
Ｆｉｇ．３　ＮＭＩ　ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｖａｒｉｏｕｓ　ａｌｇｏｒｉｔｈｍｓ　ｏｎ　ＬＦＲ２
对３图作横向对比，随着网络节点数增加时，各算法的ＮＭＩ值的下降趋势减缓。在图３，图４中，当μ＝
０．７，本算法的ＮＭＩ值低于Ｉｎｆｏｍａｐ和ＬＰＡ算法，但是本算法的 ＮＭＩ随着μ的增加，下降缓慢，当μ＝０．９
时，ＮＭＩ值是７种算法中最高。
图４　各算法在ＬＦＲ３上的ＮＭＩ值
Ｆｉｇ．４　ＮＭＩ　ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｖａｒｉｏｕｓ　ａｌｇｏｒｉｔｈｍｓ　ｏｎ　ＬＦＲ３
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综上，本算法在人工数据集上，能够稳定的发现网络的社区结构。当社区结构明显时，能够准确的发现
网络社区；当社区结构模糊时，相对于其它算法，依然有较高的社区发现能力。
４　结　论
笔者提出一种基于信息传递与峰值聚类的自适应的社区发现算法。利用节点间基于信任度的信息传递
确定峰值聚类中的节点密度和节点距离，其能够很好的区分核心节与非核心节点；然后通过核心节点完成社
区划分。
本算法在整个社区划分过程中，无需额外参数，能够自适应的应用于各种网络中。同时，当节点作为源
节点进行信息传递时，与其他节点的信息量无关，因此本算法易实现并行化。实验结果验证了本算法的可行
性和有效性。
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３８第１１期 赵建军，等：基于信息传递和峰值聚类的自适应社区发现算法
