This paper proposes an approach to distill knowledge from an ensemble of models to a single deep neural network (DNN) student model for punctuation prediction. This approach makes the DNN student model mimic the behavior of the ensemble. The ensemble consists of three single models. Kullback-Leibler (KL) divergence is used to minimize the difference between the output distribution of the DNN student model and the behavior of the ensemble. Experimental results on English IWSLT2011 dataset show that the ensemble outperforms the previous state-of-the-art model by up to 4.0% absolute in overall F 1 -score. The DNN student model also achieves up to 13.4% absolute overall F 1 -score improvement over the conventionally-trained baseline models.
Introduction
The output word sequences of most automatic speech recognition (ASR) systems don't contain punctuation marks. Thus it degrades the readability of the generated word sequences and causes poor user experience in real-world ASR systems. Therefore, it is important to predict punctuation marks for the speech transcripts.
Many efforts have been made to predict punctuation automatically for speech transcripts. These approaches can be roughly divided into three categories in terms of the applied features: acoustic features, lexical features and the combination of the previous two features. Although the acoustic features are effective [1, 2, 3] , it doesn't work well when users make pauses in unnatural places in real ASR systems [4, 5] . The combination of the acoustic and lexical features [6, 7, 8] can alleviate this problem. However, many of these works [8, 9, 10] need utilize the lexical data with the corresponding audio data for training. Thus there is a limitation to use any kind of textual data. To overcome this problem, this paper focuses on the lexical features based approach. There are many literatures [11, 12, 13, 14] that predict punctuation marks only with lexical features.
Previously, punctuation marks are treated as hidden interword events [15] . The n-gram language model (LM) is used to train on texts with punctuation marks [11] . Some researchers find that conditional random fields (CRFs) are well-suited to predict punctuation marks. Lu and Wang et al. [12, 16] use CRF with only token features. Ueffing et al. [13] propose to combine syntactic features with LM scores, token features and sentence length. These approaches obtain improvement only with lexical features.
More recently, neural networks are used to predict punctuation marks in speech transcriptions. Che et al. [14] propose to use deep neural network (DNN) and convolution neural network (CNN) to predict punctuation marks. This method outperforms the CRF based method over purely lexical features. The work in [6] describes a punctuation prediction model based long short-term memory (LSTM). Most recently, the bidirectional recurrent neural network with attention mechanism (T-BRNN) is proposed by Tilk et al. [17] to improve the performance of punctuation prediction. The overall F 1 -score of this model on English IWSLT2011 dataset [14] is 64.4%. Although it has achieved the state-of-the-art performance on this dataset only using lexical features, there is still much room for improvement.
Previous studies [18, 19] show that an ensemble of models outperforms the single models obviously. However, it is cumbersome to deploy the ensemble to make predictions in real-world systems. Therefore, knowledge distillation has been proposed by Caruana et al. [20, 21] to address this problem. Hinton et al. [22] propose a more general framework to distill knowledge efficiently using high temperature. A new model is trained to imitate the behavior of a strong ensemble of models. Meanwhile, there are also some works use knowledge distillation to compress acoustic models or perform model adaptation in ASR tasks. Li et al. [23] utilize Kullback-Leibler (KL) divergence to train a small DNN model guided by a large DNN model. Chan et al. [24] propose to transfer knowledge from a recurrent neural network (RNN) model to a small DNN model using KL divergence. Most recently, Chebotar et al. [25] propose to distill ensembles of models into a single model by KL divergence. In [26] , Asami et al. use knowledge distillation to perform domain adaptation. Experimental results show that these approaches are effective.
Inspired by these approaches, this paper proposes to distill knowledge from an ensemble of models to a single DNN model for punctuation prediction. The single DNN model is called the student model. The ensemble is called the teacher model. The teacher model consists of three single models: DNN, T-BRNN and bidirectional LSTM with a CRF layer (BLSTM-CRF). The BLSTM-CRF model is proposed to perform named entity recognition tasks [27] . KL divergence is used to minimize the difference between the output distribution of the student model and the behavior of the teacher model.
Experimental results on English IWSLT2011 dataset show that the ensemble outperforms the previous state-of-theart model by up to 4.0% absolute in overall F 1 -score. The DNN student model also achieves up to 13.4% absolute overall F 1 -score improvement over the conventionally-trained baseline models.
The rest of this paper is organized as follows. Section 2 describes ensembles of models. Section 3 introduces knowledge distillation from an ensemble. Section 4 presents the experiments. The results are discussed in Section 5. This paper is concluded in Section 6.
Ensembles of models
This section explains how ensembles of models can be used to improve the performance of punctuation prediction.
The ensemble consists of three single models: DNN, T-BRNN [17] and BLSTM-CRF [27] . Given M models that have already been trained on available data, the word-level predictions are combined by taking weighted average of their output probabilities over punctuation marks . That is, for each word of a sentence, the ensemble replaces a vector of output probabilities over computed as
( 1) where denotes the index of a single model, are the output probabilities of computed from the j-th single model given , ∈ [0, 1] is the weight of the j-th single model,
are the output probabilities of computed from the ensemble given . This method requires that all the single models have identical punctuation marks.
Equation (1) can be viewed as a simplified version of linear regression (LR) where the bias is just set to 0. Therefore, LR is used to choose the weight combination that makes the ensemble obtain the best performance of punctuation prediction on a given dataset.
Distilling knowledge from an ensemble
In this section, the distillation is described in detail. Then the framework of knowledge distillation for punctuation prediction is introduced.
Distillation
The distillation is to make the student model mimic the behavior of the teacher model. Thus the output distribution of the student model is forced to be close to the behavior of the teacher model. This can be achieved by minimizing the KL divergence [28] between the output distribution of the student model and the behavior of the teacher model. Letting denotes the behavior of the teacher model, denotes the output distribution of the student model, we wish to minimize
where denotes the index of punctuation marks, denotes the i-th punctuation mark, denotes a given word, | is referred as the posterior probability of computed from the student model given , | is referred as the behavior of computed from the teacher model given .
The behavior of the teacher model contains the posterior probabilities of the teacher model and the correct probabilities of the training data. The posterior probabilities of the teacher model are called soft labels. The correct probabilities of the training data are called hard labels. Thus, | can be viewed as a linear interpolation of the hard labels and the soft labels, which can be defined
where ∈ [0, 1] is the interpolation weight, is the hard label of given , is the soft label of computed from the teacher model given .
|| is also defined as follow
where is only related to the teacher model but has no influence on the training of the student model. So || can be defined || ≜ − | | (7) By Equation (7), we can see that minimizing the KL divergence is equivalent to minimize the Cross Entropy (CE) loss. Thus, the Equation (7) can be viewed as the standard CE loss function. We only need to replace the hard labels with | .
| is computed by Equation (3). is a hyper parameter which can be adjusted using a development set. When = 1, the student model is trained only using the soft labels. When = 0, the student model is trained only using the hard labels.
Framework of knowledge distillation
The teacher model has the same training data with the student model. Moreover, the punctuation marks of the teacher model are identical to the student model. The framework of knowledge distillation for punctuation prediction is shown in Fig. 1 .
The distillation procedure has four stages. The first stage is to generate hard labels from the training data. The hard labels are one-hot vectors, such as [0 1 0 0] is referred as the hard labels of one word. The probability of this word belonging to label 2 is 1. The probability of this word belonging to other labels is 0. The second stage is to train the teacher model using the hard labels. The teacher model is an ensemble of DNN, T-BRNN and BLSTM-CRF models. The third stage is to compute soft labels from the teacher model. The soft labels are computed using forward algorithm, such as [0.01 0.87 0.02 0.1] denotes the soft labels of one word. The probability of this word belonging to label 2 is 0.87. The probability of this word belonging to label 1 is 0.01. Finally, the student model is trained to mimic the behavior of the teacher model. The behavior of the teacher model is realized by a linear interpolation of the hard labels and the soft labels using Equation (3) .
The student model has the same architecture with the DNN model of the ensemble models. Before the training, the student model is initialized with a copy of the parameters from the DNN model of the ensemble. This will make the student model to converge faster.
Experiments
In this section, a series of experiments are conducted to evaluate the proposed approach for punctuation prediction.
Dataset
Our experiments are conducted on an English IWSLT dataset which contains TED talks. This dataset is reorganized by Che et al. [14] . It contains three datasets: training set, development set and test set. The training set and development set are from the training data of IWSLT2012 machine translation track. The training set contains 2.1 M words. The development set has 296K words. The test set is from the IWSLT2011 reference (Ref.) and ASR test set, which contains 14K words respectively. More details of this dataset can be found in [14] . The state-of-the-art performance on this dataset is achieved by 64.4% in overall F 1 -score [17] .
The output vocabulary of this dataset contains three kinds of punctuation marks (Comma, Period and Question mark) and a non-punctuation mark "O". "Overall" denotes three kinds of punctuation marks.
Metrics
In our experiments, all models are evaluated using precision (P), recall (R), F 1 -score(F 1 ). We evaluate the performance for comma, period and question marks on two test sets (Ref. and ASR) respectively. More details of metrics can be found in [14] .
Features
The input features of all the models are word embedding features. In order to compare with other works in [6, 14, 17] , we choose pre-trained word vectors from the Glove 1 to obtain input features. The GloVe.6B.50d vector has 50 dimensions.
Ensemble teacher model
The teacher model is an ensemble of three single models. The combination of the models is performed at word-level. 1 http://nlp.stanford.edu/projects/glove The single DNN model has 3 hidden layers. Each hidden layer has 2048 nodes. These parameters are set motivated by the work in [14] . The DNN model is implemented using Theano [29] and trained on GPUs. The initial learning rate is set to 2× 10 -3 for the DNN model. The T-BRNN model is trained using the public available source code 2 . We also use the same hyper parameters for the T-BRNN-pre model that are used in [17] . The T-BRNN-pre model denotes that the T-BRNN model is trained with pre-trained Glove word vectors. The BLSTM-CRF model is trained using the public available source code 3 . The teacher model is trained by linear combination of the above three single models. The teacher model is referred as Teacher-Ensemble. The best weight combination is listed in Table 1 . Table 2 .
From Table 2 , we can see that the single model BLSTM-CRF obtains the highest overall F 1 -score among all the single models. The main reason is that the BLSTM-CRF model not only uses past and future information, but also utilizes the sentence-level label knowledge. Furthermore, the TeacherEnsemble achieves the best performance on both Ref. and ASR test sets. The overall F 1 -score improves absolutely by 4.0% on Ref. test set and by 2.7% on ASR test set when comparing the Teacher-Ensemble model with the previous state-of-the-art model T-BRNN-pre in [17] . The Teacher-Ensemble model also outperforms the best single model BLSTM-CRF on Ref. test set by 3.3% absolute in overall F 1 -score and on ASR test set by 2.6% absolute in overall F 1 -score.
The student model has the same architecture with the DNN model from the ensemble models. So we select the DNN model as our baseline model to compare the performance with the student model. The DNN model in Table 2 is also referred as Baseline-DNN in Table 3 .
Single student model
The student model has the same architecture and identical number of the parameters with the Baseline-DNN model. The student model is denoted as Student-DNN. The initial learning rate is set to 1×10 -5 for the training of the Student-DNN model. The interpolation weight β is adjusted on the development set. When β is set to 0.3, we can obtain the best Student-DNN model. The performance of the student model and the other best models on Ref. and ASR test sets are listed in Table 3 .
From Table 3 , we can find that the Student-DNN model obtains obvious improvement when compared with the Baseline-DNN model and the other best models in [14, 6] . The overall F 1 -score improves absolutely by 10.3% on Ref. test set and by 9.4% on ASR test set when comparing the Student-DNN model with the Baseline-DNN model. 
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Ref. [14] , T-LSTM is the first stage model in [6] , and Baseline-DNN and Student-DNN are our models.
Ref.
DNN [14] 58 We also find that the prediction of comma mark is more challenging when compared with the prediction of period and question mark in English. It is more difficult to predict punctuation marks on ASR test set than on Ref. test set. The reason is that the texts in ASR test set have some errors. These conclusions are consistent with the conclusions in [6, 14, 17] .
Discussion
We can make some interesting observations from the experimental results.
The ensemble of DNN, T-BRNN and BLSTM-CRF models outperforms any of the single models. The ensemble can utilize the strengths of different model architectures to improve performance. The DNN model can learn high-level representation. The T-BRNN model can use past and future context information. In addition, BLSTM-CRF can utilize sentence-level label information. Therefore, the ensemble can obtain improvement over the single models.
The DNN student model achieves obvious improvement when compared with the conventionally-trained baseline models. The reason is that the student model is trained to imitate the teacher model with a linear interpolation of hard labels and soft labels. The soft labels have more additional rank information about the non-target labels than the hard labels. The knowledge from the strong teacher model can be transferred to the student model. Thus the student model can learn better using more rank information and more accurate knowledge.
Conclusions
This paper proposes to distill knowledge from an ensemble of models to a DNN student model for punctuation prediction. The ensemble consists of DNN, T-BRNN and BLSTM-CRF models. Experimental results on English IWSLT2011 dataset show that the ensemble outperforms the previous state-of-theart model by up to 4.0% absolute in overall F 1 -score. The DNN student model also achieves up to 13.4% absolute overall F 1 -score improvement over the conventionally-trained baseline models. In addition, Although the ensemble outperforms the student model, the student model is more suitable to deploy than the ensemble. Future work includes training on a large dataset, comparing with Chinese models and using acoustic features.
