ABSTRACT Graph matching problem has been widely used in many fields. Due to the discrete property of graph matching problem, the continuous relaxation will result in a bad influence on the solution. Thus, we propose a hypergraph matching model with an entropy barrier function considering the discrete property of the assignment matrix. The model is solved by a nonmonotone active set projected Newton method whose nonmonotone line search technique has a good ability to accept the projected Newton stepsize. We evaluate our method through several experiments, which indicates that our method has better matching results than others.
I. INTRODUCTION
With prosperous use of mobile devices, especially smart phones, location based service (LBS) draws much attention from researchers as a result of that it improves existing service. A big challenge of LBS is to obtain the accurate location of mobile device. Due to the complex environment of interior scene, indoor localization still remains to be researched.
Wi-Fi fingerprint based method has gradually become more and more popular because of its meter-level localization accuracy in interior scene. Liu et al. [35] proposed a peer assisted method to locate smart device in interior scene, in which they used the addition location information provided by other devices around the smart device to be located, then jointly mapped the locations against the Wi-Fi signature. Yang et al. [36] proposed an indoor localization method operating in fingerprint space, in which they first constructed the mapping between fingerprint and floor plan (location), then used a search technique to implement localization. Nandakumar et al. [31] proposed an indoor location method based on both Radio Frequency (Wi-Fi fingerprint) and Acoustic Ranging (AR), in which they used Perl's algorithm to partition a Bayesian graph constructed by the inforThe associate editor coordinating the review of this manuscript and approving it for publication was Md Zakirul Alam Bhuiyan. mation of fingerprint and AR. They get the location by a Genetic Algorithm. Jiang et al. [37] proposed a Wi-Fi indoor localization method base on speed estimation in which they use a graph matching method in core process such as fingerprint extraction, construction of mapping between fingerprint and location, tracking. We can see that mapping fingerprint to location is an important step in indoor localization. However, the continuous relaxation of graph matching used in it just neglects the discrete property of the graph matching problem, which may has a bad influence in tracking. Graph matching has also been used in many research topics such as shape matching [20] , [21] , object recognition [18] , [19] , surface registration [22] , [23] and network alignment [24] .
According to the different features used to measure the similarity between points in two graphs, we can divide the graph matching methods into three categories: single-pointto-single-point based methods, edge-to-edge based methods and hyperedge-to-hyperedge based methods.
Medasani et al. [1] proposed a single-point-to-singe-point based matching method which capitalized on the comparability of the geometric relationship between the potential matched pair and their adjacent points, and then they utilized the fuzzy relaxation technique to change the discrete constraint of assignment matrix to a continuous one to solve the model. Lee and Won [4] proposed a method which preserved the topology relationship also based on the single-point-tosingle-point relationship. They constructed the comparability coefficient by the distances between points to be matched and their adjacent points, the polar angle between points to be matched and their adjacent points using the mass point as a reference, and a spatial smoothness part. Then the corresponding relationship of two point sets could be obtained by increasing the matching probability iteratively when the topology information of the potential matched pair was similar.
Leordeanu and Hebert [2] proposed an edge-to-edge based method in which they used the Euclidean distance between two points in one graph, aka the length of an edge in a graph to measure the comparability of the potential matched edge pair and computed the eigenvector associated with the principle eigenvalue to solve the model. Egozi et al. [3] proposed a graph matching model by looking the comparability matrix in a probabilistic way. They decomposed each entries of the comparability matrix as two independent probabilities of two pairs of points to be matched respectively. The model was handled by the gradual assignment method and the iteration was refined by the result of the spectral matching method.
Duchenne et al. [5] proposed a hyperegde-to-hyperedge relationship graph matching method based on the tensor technique which was also used in big data [32] , [33] , [38] , cloud computing [34] , etc. They handled model by calculating the eigenvector associated with the extreme Z-eigenvalue of the comparability tensor. Park et al. [6] proposed their matching model based on the tensor model in [5] by utilizing a partitioning technique. The comparability tensor was partitioned into many subtensors which could cut down a lot of storage demand. They solved the model by solving the eigenvector problem of the subtensors successively to obtain the final matching result. Yan et al. [14] proposed a hypergraph matching method whose assignment matrix at each iteration was always discrete. At each iteration, they treated the subproblem as a first-order linear problem by fixing all the previous variables as constants, since the whole algorithm was processed in a discrete way, it had no needs to take a discrete post-process to obtain final result, which was different from those continuous relaxation solver. Shi et al. [7] proposed a multi-graph matching model based on hyperedge-to-hyperedge relationship. They extended the assignment matrix into an assignment tensor and decomposed it into the production of assignment matrix of two graphs to reduce the high order tensor problem into the sum of lower order problem. Their model was handled by their modified tensor power iteration method. Gong et al. [25] proposed a discrete particle swarm optimization algorithm for the highorder graph matching problem, they redefined the position and velocity of the particle to satisfy the hypergraph matching constraint. They used the tensor power iteration method to generate an approximation of the assignment matrix as the heuristic information, then they solved the problem by their method with a local search when the leader of a swarm failed to improve over a period of time.
Hyperedge-to-hyperedge relationship between two graphs carries more geometric information which can describe the graph much more concrete and decrease the ambiguity compared with the edge-to-edge based method. Therefore, at latter sections, we present a hypergraph matching model and solve it with a nonmonotone projected Newton method. The contributions of this paper can be summarized as follows:
A. We present a hypergraph matching model which takes the discrete property of the assignment matrix into account by adding an entropy barrier function term into the original score function and split in into subproblems by a quadratic penalty framework.
B. We propose a nonmonotone active set projected Newton method by modifying the origin's line search technique with a nonmonotone one which has a better capacity to accept the projected Newton stepsize.
C. Our method is employed on both real world data and synthetic data, and the experiment result indicates that our method has a better performance than others.
II. PROBLEM STATEMENT A. SYMBOLS AND NOTATIONS
Since a lot of symbols used in this paper, we firstly give some symbols descriptions here. O and R denote two point sets to be matched with N R and N O points in them respectively. i, j, k andī,j,k are three different points in O and R. A denotes the assignment matrix, A is the set of all assignment matrix and a is the column replica of A. U denotes the comparability matrix and C denotes the comparability tensor. In Section IV, subscript n is the iteration number of nonmonotone Newton method, x denotes the solution to be found, d denotes the search direction, δ is the stepsize, g denotes the gradient vector, H denotes a dialog matrix containing Hessian information, R denotes the partial Hessian, S denotes the active set, q and p are the inactive and active gradient respectively, d and d are inactive search direction and active search direction respectively, λ is a shrink parameter for nonmonotone linesearh, γ guarantee the sufficient decrease of linesearch, l is the stopping criterion for the framework and t f , t x are stopping criterion for subproblems.
B. GRAPH MATCHING PROBLEM
We begin with considering to determinate the matching relationship between two sets of points, the objective point set O and the reference point set R, and the numbers of their entries are N R and N O respectively, which has no request to be equivalent with each other. At this section, we use a bar hat to distinguish points in R from points in O. For example, i, j, k, which vary from from 1 to N R respectively, are three points in R and i, j, k, which vary from 1 to N O respectively are the potential matched tuple in O.
The description of the correspondence relationship between the points in R and O can be presented by a binary matrix A ∈ {0, 1} N R ×N O which is usually named as assignment matrix. If the point i in R correspond with the VOLUME 7, 2019 point i in O, the entry A i,i is set to be 1, otherwise, is set to be 0. Since there is no need that N R and N O should be equivalent with each other, we only constrain that all entries of each row of the assignment matrix are added up to be 1 which indicates that a point in R has only 1 correspondence point in the O but a point in O can have several correspondence points in R. Thus, we write the set of all assignment matrices as
At the edge-to-edge based graph matching method like [2] , they usually calculate the eigenvector associated with the maximum eigenvalue of the comparability matrix aka maximize the following function:
where U is a comparability matrix to measure the similarity between edges of R and O. The similarity between edge (i, j) and i, j is calculated by a Gaussian kernel function
where v i,j and v i,j are the feature vectors associated to edges, which are the lengths of the edge (i, j) in R and the edge i, j in O respectively, ξ > 0 is a parameter to control the value distribution of entries of the comparability matrix and a is the column-wise replica of the assignment matrix A, in other words, the index of a is calculated as iN R + i. U is the comparability matrix unfolded from U with the same index transformation for (i, j) and i, j .
III. HYPERGRAPH MATCHING MODEL WHTI ENTROPY FUNCTION
In this paper, we use hyperedge-to-hyperedge relationship to measure the similarity between the points in R and O instead of using the edge-to-edge relationship. Fig. 1 shows an example of correspondences between two pairs of hyperedges which is a triangle consisting of three different points in a point set. It can be found that the triangles with the same color in two sets are much more similar. Thus, the comparability matrix in Eq. (2) is extended to a 6-th order symmetric comparability tensor presented by a truncated Gaussian-kernel function as:
v i,j,k and v i,j,k are two feature vectors respectively associated with these two hyperedges, and σ v > 0 is a small parameter to change the sparsity of the comparability tensor C. In other words, we think the two hyperedges have no request of consideration to be matched with each other if the difference between v i,j,k and v i,j,k are larger than σ v . The size of comparability tensor can be up to (N R N O ) 3 , so that the storage requirement will be a burden of the common equipment if the whole comparability tensor is calculated. Then if we use the truncated Gaussian-kernel function to calculate the comparability tensor, the storage requirement will be reduced since we just need to store nonzero entries. Further, it will also improve the matching accuracy of our method since the potential matched pair with lower comparability will have no effects on the matching process. Using the comparability tensor, the hypergraph matching score function can be formulated as
We can use the tensor vector product to rewrite Eq.(5) as
C is a 3-th order tensor unfolded by C with the same index transformation for i, i , j, j and k, k . Since the discrete property of the assignment matrix, problem (6) is an NP-hard problem whose optimal solution is hard to determine. Therefore, we utilize a continuous relaxation technique to relax the binary assignment matrix to a continuous one whose entries are varying from 0 to1. Then Problem (6) can be reformulated as
where A i,: denotes the i-th row of the assignment matrix, and × i denotes the i-th mode product of a tensor, We can see that the relaxed assignment matrix with the L 1 norm constraint just ignore the discrete property of the original assignment matrix. Considering about the entropy barrier function has capacities to penalize the variable lying between 0 and 1 to be discrete, we add an entropy function into Eq. (7). Then, our matching model is formulated as
where β ≥ 0 controls the tradeoff between the continuous degree and the discrete property of the assignment matrix. α > 0 controls the smoothness of the entropy function term, and Fig. 2 shows how it works. From Fig. 2 , we can see that when the value of variable lies between 0 and 1, the barrier function will give a penalty to the objective function, and with the smoothness parameter, the values of barrier function at 0 and 1 all tend to become almost 0, otherwise the barrier function will has a discontinuous point at 0. Problems like Eq. (6) belonging to the best rank 1 problem of tensors [8] are usually worked out by power iteration method [5] , [7] . However, since it lacks ability to search the optimal solution [5] . We prepare to utilize the quadratic penalty method to decompose problem (8) into some sequential subproblems and solve them with a nonmonotone active set projected Newton method iteratively.
With the quadratic penalty method, our model can be rewritten as,
where µ > 0 is the parameter to control the penalty degree. During the optimization process, the penalty parameter µ becomes greater and greater, and the subproblem will be solved with a fixed µ. Finally we will obtain the matching result. It is worth to be mentioned that subscript k used in the following section denotes the iteration number of quadratic penalty method, the quadratic method is described in Algorithm 1.
IV. OPTIMIZATION
The convexity of Eq (9) usually cannot be guaranteed, methods like power iteration may trap in a local minimizer and has
Algorithm 1 Quadratic Penalty Method
Step 0. Initialization Given the initial point x 0 , the number of reference function values, and the line search parameters δ and η.
Step 1. Check the stopping criterions by Eq. (20) , if satisfied or the iteration number is larger than the max iteration number, output result x k . Step 2. Solve subproblems by Algorithm 2 to get x k+1 .
Step 3. Update l k , tol no capacity to deal with the entropy function term. Therefore we replace the line search technique of the active set projected Newton method (ASPN) [9] with a nonmonotone one to solve the subproblem generated by the quadratic penalty method. The projected Newton search direction contains the information of the hessian of the objective function. As a result, in some wild circumstance, the convergence rate is super-linear. As mentioned in the section II, the size of the whole comparability tensor is (N R N O ) 3 , in other words, problem (9) has the dimension of N R N O . Thus, the dimension of problem (9) will be quite high even there are only dozen of points in two graphs to be matched. The active set technique is quite suitable for the large dimensional problem because the increase of the index number of active set reducing the dimension of subproblem at every iteration. The modification of the line search technique of ASPN is more flexible to accept the projected Newton stepsize [10] , [26] , [27] .
At this section, we use x to denote the vector which is a column replica of the assignment matrix. At iteration n, the next iterative point of our nonmonotone active set projected Newton method (NASPN) is updated by
where we calculate the search direction d n as
δ n ≥ 0 is obtained by the nonmonotone line search tech-
is a diagonal matrix containing the information of hessian of the objective function, g n ∈ R N R N O ×1 denotes the gradient vector of f (x) at x n , and P r (·) denotes the box constraint projection which projects the trail point into the box constraint
where x i denote the i-th entry in the vector, and ε ≥ 0 is a small value. Thus the inverse of the reduced partial hessian R ij n ∈ R (N R −|S n |)×(N O −|S n |) matrix can be presented as
where the superscript (i, j) denotes the position of entry in R n , |S n | denotes the number of entries in the active set, and two reduced partial gradients, inactive gradient and active gradient q n , p n ∈ R (N R −|S n |)×1 of f (x) at x n can be presented respectively as
Then, the inactive search direction can be calculated as
n q n , ∀i / ∈ S n (15) and the active search direction is determined by
Combining Eq (15) with Eq (16), the search direction d i n is determined by
When obtaining the search direction, we take a nonmonotone search along the search direction d n , and the stepsize δ n = λ m j of this iteration is determined by m j which is the first nonnegative integer m satisfying
where λ ∈ [0, 1] is a shrink parameter for the nonmonotone line search, M is the number of the reference function values chose from the previous function values, γ ∈ [0, 1] is a parameter that guarantee the objective function has a sufficient decrease after the line search, and x n is given by x i n = x i n , i ∈ S n . NASPN method is described in Algorithm 2.
Algorithm 2 NASPN Method for Sequential Subproblems
Step 0. Initialization Given the initial point x 0 , the number of reference function values, and the line search parameters λ and γ .
Step 1. Check the stopping criterions by (22) , if satisfied or the iteration number is larger than the max iteration number, output result x n , and set x k+1 = x n .
Step 2. Solve subproblems by NASPN.
Step 2.1 : Determined the active set A n by (12).
Step 2.2 : Calculated the partial hessian matrix by Eq. (13) to obtain the search direction consisting of the inactive search direction and the active search direction.
Step 2.3 : Calculate the stepsize α n satisfying the nonmonotone line search rule (18) .
Step 2.4 : Obtain x n+1 = P r (x n + αd n ), update t f n , t x n , set n = n + 1, and go to Step 1. Now, we turn to the stopping criterion of our method. For the quadratic penalty method, the output result x is at least the local minimizer of Eq. (9), in other words, satisfies the KKT condition [30] 
which is equivalent to
Thus, the first stopping criterion at each iteration k of our framework is that
where, l k ∈ R N R N O is constructed as
and tol > 0 is a small value, when the output satisfies this stopping criterion, it is obvious that the output also satisfies the KKT condition (19) . The second stopping criterion of the method is that |S k | is equal to N R N O , which indicates that the final result is a row permutation matrix as an element in A, in this case, we accept the result. The third stopping criterion is that if the indices of entries in the active set do not change between two successive iterations, the result is also accepted.
For the subproblem solver, we utilize the stopping criterion in [15] ,
where
N R , and the tolerances are updated by tol 
V. EXPERIMENT RESULTS
We employ our method on both synthetic data and real data. In R we sample 50N R triangles as hyperedges by picking three different points randomly and guarantee that all sampled triangles are different with each other. In O, we select all triangles to construct the comparability tensor by the truncated Gaussian kernel. Our NASPN method is compared with other 5 different methods such as Max-Pooling Matching method (MPM) proposed by Cho et al. [11] , the spectral Method (SM) proposed by Leordeanu and Hebert [2] , hypergraph matching method (HGM) proposed by Zass and Shashua [12] , reweighted random walks method (RRWM) proposed by Cho et al. [16] , and the integer projected fixed point method (IPFG) proposed by Leordeanu et al. [17] , which are also be compared with in all next experiments. 
A. SYNTHETIC DATA
We use synthetic data to evaluate the performance of our method under the artificial environment and the comparison of our method with other methods is also performed. For noise test, we choose a point set with 30 points extracted from a car data as R and first add a 5 degrees rotation to it, then add random noise with different standard deviations varying from 1 to 10 to construct O. For deformation test, we directly add deformation with 10 different degrees on O. Results of noise test and deformation test are shown in Fig.3 and Fig. 4 . From Fig.3 and Fig.4 , we can draw two conclusion. First, our proposed method has a better performance in all tests with 10 different degrees of noise which shows that the reasonability of our model and the framework of our solution. Second, our method has a good ability to suppress the noise and the deformation effects, while other 5 methods have bad performances when noise or deformation is relative large. The assignment matrix obtained by our method is almost binary since the process of the algorithm will normally be able to satisfy the stopping criterion, and it means that all entries in the assignment matrix will almost become entries in the active set.
B. HOUSE DATA
House data is used widely such as in [13] , [28] , and [29] to test the performance of a graph matching method. Hence we evaluate our method through the house data with the comparison of other 5 different methods mentioned at the previous section. The house data consist of 111 frames shot from different imaginative angles and the differences between two frames are proportional to the gap of two frame index. For example, the difference between the Frame 0 and 111 is larger than the difference between Frame 0 and 90, in this experiment, we choose 11 frames ranging from 0 to 111 taking gap 10 and extracted 30 points from each frame to calculate the accuracy of matching. We take all 30 points in P R to match the 30 points in P O in the first place, then we only take the first 20 points in P R to match the 30 points in P O . The other 10 points in P O are considered as the outliers. The matching results are shown in Fig. 5 .
From Fig. 5 , we can see that our method has the higher matching accuracy than other 5 methods, especially when we take only 20 points in P R to match with the 30 points in P O . From Fig. 5(b) , we can see that the outliers in P O do have a bad effect on the accuracy because the other 5 methods' accuracies have decreases. A question which will be answered later also occurs that the performance of our method in the outlier case is even better than the 30 vs 30 points case. Fig. 6 shows that when the shooting angles are quite different between 2 frames, which results in the bigger geometric differences between two set of points, our method can still maintain a relatively high accuracy showing that our modified optimization algorithm has a good capacity to avoid from matching the target triangle to some wrong triangle ambiguously. Here blue lines indicate right matching pairs while red lines indicate wrong matching pairs. Compare  Fig. 6 (b) with Fig. 7 (b) , it can be found that in the outlier test, some points of wrong match pairs in the 30 vs 30 points test are become the outliers in P O , thus the accuracies are higher in this case. However, it can still prove that our method has a good capacity to resist the outliers.
C. NATURAL IMAGE
We employ our method on the duck, wine bottle and motor data sets consisting of 55 frames, 66 frames and 20 frames of real photographs respectively. We use several frames of each data set and extract 10 or 15 key points from each frames as the feature points. Some examples of matching results are shown in Fig. 8-10 .
From Fig. 8-10 , we can see that our method also performs well when it processes the point sets to be matched extracted from the real photographs. From Fig. 8 , we can see that although thegeometric relationship between the points in O set is quite different from the relationship between the points in R, our method has a high accuracy to match them. In Fig. 9(a) and (b) , for two sets of figures, points in the left wine bottle can be looked as R while points in the right wine bottle can be looked as O. The left group can be seen as adding deformation to the reference set and the right group can be seen as adding some rotation to the reference set. From  Fig. 10 , the right groups show that the shot angles of two motor bikes are quite different which means the geometric relationship between two extracted points are very different. Our method has a good performance on both of them. The accuracy results of our method compared with other 5 methods results are list in Table1-3. In Table 1 , our method has 13 higher matching accuracies among the sampled 16 frames. In Table 2 , our method has 8 higher matching results among the 16 sampled frames. It seems that in this experiment, our method does not have a relatively good performance compared to the previous experiments, and the matching results are either 0 or 1. We check the assignment matrices of our method, and find that in this experiment, the points are matched to the symmetric points in O since the wine bottle is an axial symmetric object. That is the reason why our method has a relatively bad performance. From Table 3 , we can see that the matching results of our method does not have an extreme result like the wine bottle data set test and still has higher accuracies than other 5 methods among the tests.
D. ENTROPY FUNCTION
In this experiment, we find that the barrier function in our model indeed has a good ability to discretize the matching result. Fig. 11(a) is the matching result associating to the penalty parameter, and we can see that all entries in the assignment matrix have relatively uniform values which are all less than 0.2 and the matching accuracy is 80%. In Fig. 11(b) , the matching result is relatively discrete and the matching accuracy is 100% and the penalty parameter β in this case is set to be 2.51.
VI. CONCLUSION
In this paper, we propose a hypergraph matching model with an entropy barrier function, and decompose it into sequential subproblems by the quadratic penalty method. The subproblems are solved by a nonmonotone active set projected Newton method which is more flexible to accept the projected Newton stepsize. We employ our method on both synthetic data and real data. The experiment results show that our method has a relatively matching result than other 5 methods.
