This paper studies the behavior under iteration of the maps T ab (x, y) = (F ab (x)−y, x) of the plane R 2 , in which F ab (x) = ax if x ≥ 0 and bx if x < 0. The orbits under iteration correspond to solutions of the nonlinear difference equation
Introduction
We study the behavior under iteration of the two parameter family of piecewise-linear homeomorphisms of R 2 given by The parameter space is (a, b) ∈ R 2 . This map can be written
we view elements of (x, y) ∈ R 2 as column vectors. The formula (1.2) shows that T ab (x, y) is a homeomorphism, since
It preserves the area form dω = dx ∧ dy, and it also maps rays from the origin into rays from the origin. The maps T ab have some claim to being the simplest family of nonlinear area-preserving maps of the plane, which gives one reason to study their dynamics under iteration. A second reason to consider the dynamics of T ab (in terms of the parameters (a, b)), is that iteration of a fixed map T ab encodes the solutions of the second-order nonlinear recurrence x n+2 = µ|x n+1 | + νx n+1 − x n (1.5) via T ab (x n+1 , x n ) = (x n+2 , x n+1 ) (1.6) in which µ = 1 2 (a − b), ν = 1 2 (a + b).
This recurrence can be interpreted as a solution to the one-dimensional nonlinear difference equation of Schrödinger type
in which the "potential" V µ (x) is
( 1.8) and the energy value E is E := 2 − ν .
(1.9) (Strictly speaking, the potential is V µ (x)x.) Holding the potential V µ fixed and letting the parameter ν vary amounts to studying the set of solutions for all real energy values E = 2 − ν.
In this paper and its sequels we study the orbits of T ab for all parameter values, viewing the results as giving information about the set Ω bdd of parameter values having at least one bounded orbit (not identically zero), as well as the smaller set Ω tot of parameter values having all orbits bounded. The set Ω bdd can be viewed as an analogue of the fractal "butterfly" structure of bound state energies appearing in a model of Hofstadter [8] for conduction of electrons in a metal with a stong magnetic field, as explained below. Our parameters (µ, 2 − ν) = ( 1 2 (a − b), 2 − 1 2 (a + b)) play the role of (α, E) in Hofstadter's model. In this paper we get information about the set Ω per of purely periodic maps, and in part II we obtain information about the set Ωcirc of maps having an invariant circle.
Here
We defer a detailed study of Ω bdd to part III, where we show that Ω bdd is a closed set which has certain properties like those ascribed to the Hofstadter "butterfly". This paper establishes basic results about the dynamics of T ab under iteration. This dynamics includes the induced dynamics on rays, which is described by a circle map S ab (defined in §2), as well as a stretching/shrinking motion within rays. As is usual for circle maps, there is a dichotomy in the dynamics between the cases of rational rotation number and irrational rotation number. Here we classify the dynamics in the rational rotation number case, and characterize all parameter values where the motion is purely periodic. We also establish a few facts about the irrational rotation number case, which is considered in more detail in part II.
Our interest in purely periodic maps T ab was stimulated by the observation of Morton Brown [5] in 1983 that the recurrence x n+1 = |x n | − x n−1 has all solutions periodic of period 9; this is the case µ = 1, ν = 0 of (1.5). We show that this example belongs to a discrete infinite family (µ, ν) = (2 cos π n , 0), whose n-th member is periodic with period n 2 for n ≥ 3, see Example 3.2. We show that the parameter values having purely periodic maps consist of a countable number of isolated points and one-parameter families. We explicitly exhibit some one-parameter families in which all members T ab are purely periodic with a fixed period. (Example 3.3).
In §2 we summarize the main results, and then establish them in §3- §5. We conclude the introduction with two remarks. First, we note that another extensively studied two-parameter family of plane maps which are piecewise-affine with two pieces are the Lozi maps, introduced by Lozi [13] . These maps have the form
where a, b are real and b < 0. These maps are homeomorphisms of R 2 , but do not preserve area (except for b = −1), nor do they take rays through the origin to rays through the origin. Lozi maps are known to exhibit a wide range of chaotic behavior, including strange attractors, see Misiurewicz [14] and Collet and Levy [6] . The maps we consider in this paper are much simpler than the Lozi maps, but our results show they have nontrivial behavior under iteration.
Second, we note that the difference equation (1.7) may be compared with two much-studied classes of operators.
(i) The nonlinear Schrödinger operator with a general (real-valued) potential V takes the form
where the function u(t, x) is complex-valued. For stationary phase solutions u(t, x) = e iEt z(x) the phase component factors out and leads to
The discretized version of this equation involves the discrete nonlinear Schrödinger operator
in the eigenvalue equation
for z n ∈ C, see [22] . The special case of solutions to this operator with constant phase z n = e ıφ x n (with 0 ≤ φ < π, x n real), reduces to the general form (1.7) with a symmetric potential V (x) = V (−x) (by cancelling out all phases). The recurrence (1.7) that we consider has a similar form to (1.10), with the difference that the potential V (x) is antisymmetric, i.e.
(ii) Discrete linear Schrödinger operators on the line have been extensively studied, as simple models for conduction/insulation transitions of elections in metals, and more recently in quasicrystals, see [2] , [7] , [8] , [10] , [19] , [20] , [21] . The linear difference operator
with a potential V (n) depending only on position is often called the "tight-binding" approximation to the Schrödinger operator on the line. Here one is interested in characterizing the values of E which have extended states these are bounded orbits, that is, real-valued orbits in l ∞ (Z). (Extended states are required in the physics literature to not belong to l 2 but we do not impose this condition; states belonging to l 2 are called localized states.) We define the l ∞ -spectrum for a fixed potential V to be Spec ∞ [V ] := {E : The discrete Schrödinger equation (1.11) has a bounded orbit}.
In 1976 Hofstadter [8] computed numerically the l ∞ -spectrum Σ λ,α for the discrete Schrödinger operator with a quasiperiodic potential V (n) = λ cos(2παn), holding λ = 2 fixed, and letting α vary. (This equation models allowable conduction energies of an electron moving in a twodimensional cubic crystal with a strong magnetic field applied perpendicularly.) He observed that the spectrum formed a two dimensional picture in the (α, E) plane resembling a fractal "butterfly". He gave a a conjectural explanation for the fractal structure using a kind of renormalization. For fixed irrational α the l ∞ -spectrum appeared to be a Cantor set of measure zero. Hofstadter's model has been extensively studied, with one goal being to give a rigorous justification of this "butterfly" structure; see Bellissard [3] and Sjöstrand [18] . This spectrum for fixed parameters (λ, α) has a "band" structure when α is rational. A slightly more general problem almost Mathieu equation, which considers the potential V (n) = 2λ cos(2π((nα + θ)) where (λ, α, θ) are parameters. Much recent progress has been made on the l 2 -spectrum of this equation as a function of the parameters, see Jitomirskaya [9] and Puig [17] . A solution to longstanding problem of Cantor set spectrum when α is irrational has apparantly been achieved by Avila and Jitomirskaya [1] . For general results on discrete Schrödinger operators see Bougerol and Lacroix [4] and Pastur and Figotin [16] .
Notation. We write v = (v x , v y ) ∈ R 2 , to be viewed as a column vector. An interval [v 1 , v 2 ) of the unit circle, or corresponding sector R + [v 1 , v 2 ) of the plane R 2 , is the one specified by going counterclockwise from v 1 to v 2 .
Summary of Results
The parameter space of the map can be taken to be either (a, b) or (µ, ν), as these are equivalent by
Both coordinate systems have their advantages, and we write the map (1.1) as T ab , T µν accordingly. It is convenient to represent the action of T ab , acting on column vectors v n = (x n+1 , x n ) as 
5)
see Theorem 3.4. Thus, the dynamics of running the iteration backwards is essentially the same as running it forwards. The map T ab is homogeneous, so sends rays [v] := {λv : λ ≥ 0} to rays T ab ([v]). Therefore we obtain a well-defined circle map S ab : S 1 → S 1 , for 0 ≤ θ ≤ 2π, given by
where T ab (e iθ ) is the Euclidean norm on R 2 , and we identity e iθ = x+yi ∈ C with (x, y) ∈ R 2 . By abuse of language we shall also sometimes treat the circle map as S ab (θ) having domain R/2πZ. Understanding the dynamics of the map T ab subdivides into two problems: study of the dynamics of the circle map S ab , and study of the motion of points inside the individual rays.
In §3 we study the circle map S ab . It has a well-defined rotation number r(S ab ), and we determine the allowed range of the rotation number, as follows.
Theorem 2.1 For fixed real a, and −∞ < b < ∞, the rotation number r(S ab ) is continuous and nonincreasing in b, and completely fills out the following intervals.
(i) For a < 0,
Then for each integer n ≥ 2, on the interval 2 cos π n ≤ a < 2 cos π n+1 , r(S ab ) ∈ 0, 1 n + 1
.
We next determine the range of the rotation number in (µ, ν)-space, for fixed µ. 
In §4 we study maps T ab for which r(S ab ) is rational. The maps S ab exhibit a "modelocking" behavior so that there are open sets in the parameter space for which r(S ab ) takes a fixed rational value (for certain rationals), as in Theorem 2.1(iii) above. We first characterize those values of (a, b) where T ab is periodic. This result implies that the parameter values at which T ab is a periodic map fall in a countable number of one-parameter families, plus a countable number of isolated values, described by the period and possible symbolic dynamics of the orbits, as explained in §4.
The main result of §4 characterizes all cases of rational rotation number, as follows.
Theorem 2.4 If the rotation number r(S ab ) is rational, then S ab has a periodic orbit, and one of the following three possibilities occurs. (i) S ab has exactly one periodic orbit. Then T ab has exactly one periodic orbit (up to scaling) and all other orbits diverge to +∞ as n → ±∞.
(ii) S ab has exactly two periodic orbits. Then T ab has no periodic orbits. All orbits of T ab diverge in modulus to +∞ as n → ±∞, with the exception of orbits lying over the two periodic orbits of S ab . These exceptional orbits have modulus diverging to +∞ in one direction and to 0 in the other direction, with forward divergence for one, and backward divergence for the other.
(iii) S ab has at least three periodic orbits. Then T ab is of finite order, i.e. T k ab = I for some k ≥ 1, and all its orbits are periodic.
In §5 we begin the study of maps T ab for which the rotation number r(S ab ) is irrational. We show the existence of an orbit with elements of modulus bounded away from 0 and ∞ implies that there exists an invariant circle (Theorem 5.2). Then we prove that an invariant circle is necessarily preserved under the reflection symmetry R(x, y) = (y, x) (Theorem 5.3). Part II makes a further study of maps with irrational rotation number and invariant circles.
Associated Circle Map
We study the circle map S µν (θ) in the (µ, ν)-coordinates.
) is continuous and of bounded variation.
Proof. Coordinatizing S 1 as (cos(θ), sin(θ)), we have
This is clearly continuous, mod 2π; the only cause for concern is when cos(θ) = 0, where it can be easily verified that the pieces match up. Similarly, if we look at the derivative of S µν , we get:
with + when cos(θ) > 0 and − when cos(θ) < 0. This is piecewise continuous, and again, the pieces match up. Finally, the second derivative of S µν exists except when cos(θ) = 0, and is bounded. We have
and the numerator is bounded by
and the denominator by
Thus, we can conclude that d dθ S µν (θ) is continuous and of bounded variation. Finally, S µν is orientation-preserving, since d dθ S µν (θ) is always positive, and is a homeomorphism, since S −1 µν obtained by conjugating S µν by reflection through the line x = y.
The dynamics of iteration of maps on the circle is well understood. A basic result ([15, p.33]) is that every orientation-preserving homeomorphism S : S 1 → S 1 has a well-defined rotation number, defined by
whereS is any lift of S to R (2π lifts to 1); here r(S) is independent of the initial value x (mod 1) and of the choice of lift. In particular, if S has a periodic point, then r(S) is rational (and conversely, as well). This section gives general results on the rotation number r(S ab ); the following two sections cover the case r(S ab ) rational and r(S ab ) irrational, respectively. Theorem 3.2 (i) For fixed b, the rotation number r(S ab ) is nonincreasing in a, and for fixed a it is nonincreasing in b.
(ii) For fixed µ, the rotation number r(S µν ) is nonincreasing in ν.
Proof. (i). It suffices to show that r(S ab ) is nonincreasing in a, the result for b follows from the relation r(S ab ) = r(S ba ). Now, consider the behavior of S ab (θ) as a increases. If we can show that it moves clockwise as a increases, for every θ, then we are done, by inspection of equation (3.1). To show that S ab (θ) moves clockwise with a, we need only show that
. As ν increases, both a and b increase, so the result essentially follows from (i). More precisely, for fixed θ the point S µν (θ) moves clockwise as ν increases.
The fact that the rotation number is monotonic in b allows us to give fairly strong bounds on the rotation number, for a given a. (i) For a < 0, the rotation number satisfies
For each n ≥ 2 on the interval 2 cos π n ≤ a < 2 cos π n+1 , the rotation number satisfies
Proof. We first consider the lower bounds in (i)-(iii). Now r(S ab ) is nonincreasing in b, and S ab has a fixed point whenever b ≥ 2; the existence of a fixed point implies r(S ab ) = 0. This establishes the lower bound and shows it is attained for all real a.
For the upper bound in case (iii), if a ≥ 2 then r(S ab ) = 0 since r(S ab ) = r(S ba ) by the conjugacy (2.4), and r(S ba ) = 0.
For the upper bound in the other cases, these will follow if we show they are attained for all sufficiently large negative b. Suppose first that −2 ≤ a ≤ 2, and define θ so that a = 2 cos θ,
ab v) x . Then we claim that, for b sufficiently small, there is a periodic point v of S ab such that v x < 0, x i (v) > 0, 1 ≤ i ≤ n, and S (n+1) ab (v) = (v), where n is as in the hypothesis (n = 1 for a < 0). Note that n = ⌊ π θ ⌋. Now, note that a periodic point of S ab satisfying the constraints must be a real eigenvector of the matrix M = a 1 −1 0 n b 1 −1 0 . Since this matrix has determinant 1, a necessary condition is that its trace be at least 2 (if the trace were negative, the sign condition would necessarily be violated). This gives a polynomial inequality in a and b; in terms of θ, this is sin((n + 1)θ)b ≥ 2 sin(nθ) + 2 sin(θ).
Note that the choice of n forces sin((n + 1)θ) ≤ 0, so we have: 
).
It remains only to verify that v satisfies the sign conditions. Now, v x ≤ 0 by inspection, so we need consider only x i , 1 ≤ i ≤ n. By explicitly performing the appropriate matrix multiplication, we get: 4) ). This is clearly positive for all 1 ≤ m ≤ n, so the result is shown.
The remaining upper bound case for a < −2 is handled by rewriting the proof above explicitly in terms of a for the n = 1 case; we omit the details.
Proof of Theorem 2.1. By Theorem 3.2(i) the rotation number r(S ab ) is nonincreasing in b, and by Theorem 3.2 it has rotation number attaining the endpoint values of the given intervals, in cases (i)-(iii). It remains only to show that for each a, r(S ab ) is continuous in b, for it must then fill out the whole interval.
We first show that for varying b, r(S ab ) assumes every rational value in the given interval. The proof of Theorem 3.2 shows that S ab (0) moves clockwise continuously in a as a increases. It follows that S (n) ab (0) has the same behavior for each n. If r = p q is interior to the interval, then examining S To establish continuity of r(S µν ) in ν, it suffices to show that S µν has periodic points with rotation number p q for all rational values 0 < p q < 1 2 . This follows similarly to the proof of Theorem 2.1. (We will later prove a stronger result in Lemma 4.1.)
In the special cases where S The rotation number r(S ab ) can be irrational or rational.
Proof. We check that the involution R(x, y) = (y, x) has If λ > 0 then rescaling these by a factor λ −1 gives (i), e.g.
If λ < 0, then we obtain:
(−λ, 0) = T If λ > 0 rescaling these equalities by λ gives (i). The case λ < 0 giving the second case in (ii). is done similarly to the first case. If λ > 0 in the first or second relation then S (n) ab (0, 1) = (0, 1) (resp. S (n) ab (0, −1) = (0, −1)) so the rotation number r(S ab ) is rational.
If λ < 0 in these relations there is no constraint on the rationality of the rotation number r(S ab ). In part II we give a case (ii) example having with irrational rotation number ([11, Example 4.1]), and also a case (ii) example with rational rotation number ([11, Example 4.3]).
There are several special cases in which we can give explicit formulae for the rotation number r(S ab ). These are of interest in part because we have no formulae for generic a and b and in part because they also provide several examples of parameter values for which T ab is periodic. Proof. Note that T ab is a linear map, since a = b. If we conjugate T ab by the matrix M = 1 cos(θ) 0 sin(θ) , then we get the matrix cos(θ) sin(θ) − sin(θ) cos(θ) , which is rotation by θ. Since M is orientation-preserving for 0 < θ < π, conjugation by M preserves the rotation number of S ab ; rotation by θ has rotation number θ 2π , thus the formula given. Note that when θ 2π is rational, T 0ν is periodic, and the period is computed from the rotation number. Example 3.2 If a = 2 cos( π n ), for n ≥ 2, and b = 2 cos(θ) with 0 < θ < π, then r(S ab ) = θ π+nθ . When θ 2π = p q is rational, then T ab is periodic with period 2np + q, for q odd, and half this if q is even.
Proof. Here, we have a slightly more complicated situation, in that the map T ab is not linear. Again, we conjugate by M = 1 cos(θ) 0 sin(θ) , to get
The important thing to note is that the second case will always occur exactly n times in a row, and that the nth power of that matrix is −1. If, in formula (3.1), we consider only the subsequence of iterates not in the middle of such a block, we get the following:
In the limit, we can ignore the floors, to get θ π+nθ , as claimed. Here, again, when θ 2π is rational, T ab is periodic.
As a special case of Example 3.2, in (µ, ν) parameters, taking ν = 0, µ = 2 cos π n , for n ≥ 3, yields a T µν which is periodic with period n 2 . This corresponds to the parameters a = 2 cos π n , b = 2 cos (n−1)π n in Example 3.2. Example 3.3 For each integer n ≥ 2, if both a, b ≤ 0, and ab = 4 cos 2 ( π 2n ), then r(S ab ) = 2n−1 4n , and T ab is periodic.
Proof. For this case, the simplest approach is to explicitly calculate T (m) ab (v), for 1 ≤ m ≤ 4n, and plug that information into equation (3.1). It is most convenient to take v x , v y < 0. We can now calculate:
av y ≤ 0,
for 0 ≤ i ≤ (n − 1). One can now calculate that T (2n) ab (v) = −v; since, by symmetry, we could as easily have started with v x , v y > 0, we can conclude that T (4n) ab = 1. By inspecting the sequence of quadrants we pass through in a period, we conclude that in 4n steps, we wrap around the origin 2n − 1 times; r(S ab ) is thus 2n−1 4n . Example 3.3 gives a countable collection of one-parameter families, on which T ab is a periodic map ; the question of whether other any other continuous families of periodic parameter values exist is still open. Example 4.1 in part II gives a countable number of periodic maps with isolated periodic paramter values. It gives a one-parameter family with fixed symbolic dynamics, where the rotation number changes in the family. The fixing of the symbolic dynamics bt T (8) ab (0, −1) = (0, 1) yields a one-parameter family and since the rotation number varies in the family, the rational rotation number points, which give periodic maps, must have isolated parameter values.
Rational Rotation Number
We first characterize those cases when T ab is a periodic map.
Proof of Theorem 2.3. If T ab is periodic, then (0, 1) is a periodic point.
Suppose, conversely, that (0, 1) is a periodic point of T ab of minimal period p. Then so is (1, 0), with the same period p, because T −1 ab is obtained from T ab by interchanging x and y coordinates, cf. Theorem 3.4. Next T ab ((0, −1)) = (1, 0) hence (0, −1) is a periodic point. We use the piecewise linear nature of T ab to prove that T ab is periodic. An iterate of T (n) ab is linear on a sector Σ as long as the x-axis never intersects the interior of T ab is the identity map on each sector. Since these sectors partition the entire plane, T ab is periodic with period p.
The parameter values giving periodic maps T ab can be classified by the period length p, and by the symbolic dynamics of the iterates, in which the symbolic dynamics describes the x-coordinate signs of each iterate as belonging to {+, −, 0}. There are a countable collection of such data. In each case, either one gets (one or two) isolated parameter values, or else a one-parameter family of values (a, b); the family is determined by the requirement that T (p) ab (0, 1) = (0, 1), cf. Theorem 3.4. Example 3.3 exhibited a countable number of oneparameter families of periodic maps. There are a countable number of parameter values that are isolated in the sense that they are the unique point in some open neighborhood in the parameter space for a periodic map with the given period and symbolic dynamics. Examples appear in part II, as described at the end of §3.
We also note that the parameter values for periodic points can be subdivided into two types. Type (i). (0, 1) and (0, −1) are in the same periodic orbit of T ab , necessarily of even period. Type (ii). (0, 1) and (0, −1) are in separate periodic orbits of T ab , having the same (even or odd) period.
Examples show that both types of periodic orbit occur.
To prove Theorem 2.4, which characterizes the possible dynamics of T ab when the rotation number is rational, we use the (µ, ν)-parameter space. The following auxiliary lemma is a main tool in proving Theorem 2.4. Lemma 4.1 For every rational r = p q with 0 < r < 1 2 and each fixed µ ∈ R, the following holds. For each v ∈ e iθ ∈ S 1 there is a unique parameter value ν ∈ R such that v is a periodic point of S µν of rotation number r.
Proof. Let µ be fixed. We first show that for fixed θ, the second iterate S (2) µν (v) = 0 it is necessary that x 0 = x 1 = 0. But if x 0 = 0, then x 1 = −v y which is impossible for v ∈ S 1 . By the same argument, for each n ≥ 2, and fixed θ, S Proof of Theorem 2.4. We use the (µ, ν)-parameter space. We fix µ, and allow ν to vary; we can use the monotonicity in ν to deduce the behavior for every ν (for that rotation number) from the behavior from one special ν. In particular, let ν 0 be the unique ν such that (0, 1) is a periodic point of S µν 0 of rotation number r(S µν ) = p q . Now, if (0, 1) is a periodic point of T µν 0 , then T µν 0 is periodic, by Theorem 2.3; since rational rotation number implies existence of a periodic point, the uniqueness part of Lemma 4.1 then tells us that ν = ν 0 is the only value of ν for which r(S µν ) = p q . Thus, in what follows we assume that (0, 1) is not a periodic point of T µν 0 , so the map is not a periodic map. Then there must be some positive real λ = 1 such that T (q) µν 0 (0, 1) = (0, λ). We can, without loss of generality, assume that λ > 1; the proof for λ < 1 is analogous. For the orbit of (0, −1), we also have by Theorem 3.4(i) that T (q) µν 0 (0, −1) = (0, −λ −1 ). Note first that if we plot the orbits of (0, 1) and (0, −1) under S µν 0 , then the two orbits are alternating as we move around the circle. Also, the sector bounded by a point of one orbit and a neighboring point from the other orbit is linear under the action of T µν moves the point counterclockwise (fixed points will receive no label). Now, at ν = ν 0 , the points between v −1 and v 0 will be labelled clockwise, and the points between v 0 and v 1 will be labelled counterclockwise, since v 0 is an attracting fixed point of S µν can have at most two fixed points in the interval. As long as there are points labelled clockwise in the interval, S (q) µν must have exactly two fixed points; these must move continuously toward each other; when the two fixed points coincide, we are left with one fixed point; after that point, there can be no fixed points in the interval. Thus, we can conclude that the interval from v −1 to v 1 always has either two, one, or zero fixed points of S (q) µν , in the range of ν ≤ ν 0 such that r(S µν ) = p q ; the proof for ν ≥ ν 0 is analogous. Now, the proof applies for any v 0 ; there are exactly q possible choices of v 0 , and the intervals from v −1 to v 1 around these choices of v 0 exhaust S 1 ; therefore, we can conclude that the number of distinct periodic orbits of S µν must equal the number of distinct fixed points of S (q) µν between v −1 and v 1 , which is at most two. There are then three cases:
Case 1: S µν has no periodic orbit.
Then r(S µν ) is irrational (a contradiction); this case cannot occur.
Case 2: S µν has exactly two periodic orbits.
Let w be a fixed point corresponding to one of the orbits, and w ′ a fixed point corresponding to the other orbit. Then there must be some λ such that T µν has an eigenvector of eigenvalue > 1; it is easy to see that every point must diverge exponentially except for the eigenvector of eigenvalue < 1, which converges exponentially to 0. Similarly, in the other direction, every point diverges exponentially except for the eigenvector of eigenvalue > 1, which converges exponentially to 0.
Case 3: S µν has exactly one periodic orbit.
If we reflect a periodic orbit of S µν around the line x = y, we must get a periodic orbit; thus, in this case, the periodic orbit must be symmetrical around x = y. It follows, then, that the orbit lifts to a periodic orbit of T µν (T (q) µν and T (−q) µν must multiply the vectors in the orbit by the same amount). In a sufficiently small neighborhood of a point of the orbit, T (q) µν is linear; it has exactly one eigenvector of eigenvalue one, but has eigenvalue one with multiplicity two; it follows that every point in that neighborhood diverges linearly.
Every point on the circle has a value of ν associated to it by the above reasoning such that it is a periodic point of S µν . By Lemma 4.1, there can be no other ν such that S µν has a periodic point of rotation number p q . The result then follows.
Irrational Rotation Number
When the rotation number is irrational, the analysis of the dynamics becomes significantly more complicated. On the level of the circle maps S ab , their smoothness properties lead to the following result. l Theorem 5.1 If the rotation number r(S ab ) = r is irrational, then there exists a homeomorphism h :
Proof. By Theorem 3.1 d dθ S ab (θ) is continuous and of bounded variation. The topological conjugacy result then follows from Denjoy's Theorem, see Nitecki [15, p. 41 and Theorem, p. 45 ].
This effectively characterizes the possible behavior of S ab , but it still leaves several possibilities open for the dynamical behavior of T ab . In particular, it does not rule out the possibility of a localized orbit (one that converges to 0 as n → ±∞) or of a divergent orbit (one that becomes unbounded as n → ±∞). We are unable to rule out these possibilities. One major problem is that of establishing conditions under which T ab has an invariant circle not containing 0. When this holds, scale invariance implies there is an invariant circle through every point, and the dynamics is bounded. We give the following weaker condition for an invariant circle. T (v) be its associated circle map, and suppose that S is topologically conjugate to an irrational rotation. If T has a forward orbit O + (v 0 ) = {v n : n ≥ 0} such that 1 C
≤ v n ≤ C, all n ≥ 0 , for some positive constant C > 1, then T has an invariant circle, and all orbits are bounded.
Proof. For each n ≥ 0, let L n be the line segment from 0 to T (n) (v), and let I m = n≥m L n , and I ′ = m≥0 I m .
Now, T (I m ) = I m+1 , so T (I m ) = I m+1 , and I m is a decreasing sequence of sets. Therefore, we can conclude that I ′ is an invariant set of T . Furthermore, I m contains a ball of radius 1/C around 0 for each m, since S (n) (v) is dense in S 1 , so I ′ contains a ball of radius 1/C. Now, consider the set B := ∂I ′ , the boundary of I ′ . B is also an invariant set of T which does not contain 0, and it contains at least one point in every direction from 0. If we can show that B is homeomorphic to S 1 , we will be done. It suffices to show that B is connected, and contains at most one point in every direction from 0; projection onto the unit circle then provides a homeomorphism to S 1 . Connectedness of B follows from the fact that I ′ is closed, bounded, and star-convex, so we have left only to show that every ray from the origin hits B in exactly one point.
Suppose that v 1 , v 2 ∈ B, with v 2 = kv 1 , k > 1. Then, for all n ≥ 0,
and |T (n) (v 2 )| = k|T (n) (v 1 )|. Now, B contains the line segment from v 1 to v 2 , and thus contains the line segment from T (n) (v 1 ) to T (n) (v 2 ) for all n ≥ 0. These line segments have length bounded from below, all lie within the closed ball of radius C around 0, and lie on a dense set of rays. It thus follows thatB has non-empty interior. But, B is a boundary, so this is impossible. Therefore, every ray must hit B in at most one point, so B is an invariant circle.
Theorem 5.2 applies to T ab , and characterizes when it has invariant circles. We conclude by establishing the reflection symmetry of invariant circles about the line x = y (when they exist); this symmetry is manifest in plots of invariant circles given in part II. Proof. Let C denote an invariant circle. The conjugacy (2.5) by R shows that the set R(C) = R −1 (C) is invariant under T −1 ab = R −1 •T ab •R and hence under T ab , so that it too is an invariant circle of T ab . The invariant circle C intersects the line x = y, and points on this line are left fixed by R, so that C and R(C) have at least one common point. For irrational rotation number, any two invariant circles having a common point must be identical, because they have a dense orbit in common; thus C = R(C).
