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ABSTRACT 
Humans can recognize different types of written languages 
by their grammars and vocabularies. However, computers 
see everything as numbers. We present a computational 
algorithm for machine classification of written languages 
using the method of vector quantization. For a language 
document, each word is converted to a sequence of num- 
bers and forms as a vector of numerical values according 
to its characters. This collection of vectors is then repre- 
sented by a codebook that contains a number of template 
vectors for classification. The proposed method is more ef- 
fective for machine learning than the n-gram based method, 
which has been widely used for written language identifica- 
tion. Experimental results of classifying a set of five closely 
roman-typed scripts show the promising application of the 
proposed method. 
1. INTRODUCTION 
Language identification from text is one of important re- 
search areas in multimedia information processing that pro- 
vides computer methods for handling large volumes of elec- 
tronic data automatically [5]. The sources oftext documents 
may come from email messages, web pages. and other elec- 
tronic archives. It can he difficult for a human to sort out 
electronic documents of several different languages so that 
they can be placed in 
appropriate categories for further action and analysis. 
For instances, an optical character recognition system needs 
to know the language of the document before performing 
the decoding process or conversions [ I  I]; an employee can 
be greatly assisted by knowing the types ofthe languages of 
the documents in order to transfer them to appropriate peo- 
ple who understand the languages for further processing. 
Therefore work performance can be much effective when 
one has to deal with thousands of electronic documents. 
on the n-gram approach [4, 14, I I]. In  general, the II- 
Most methods for written language identificationare based 
rived from the text with a database of n-gram sets gener- 
ated for each language. Given an unknown document, the 
match for each language is obtained by comparing the 71- 
gram frequency profile of the unknown document against 
the profile of each language using a distance measure. The 
unknown document is then classified to the language that 
has the smallest distance. In [12], a written language iden- 
tification using a trigram-based method is developed and 
patented. However, no results are presented in this work. 
A language classification using an ,?-gram based approach 
is also presented in [4], and best results are obtained when 
using the 71-gram frequency of400. It is also indicated that 
documents of longer in length work a little better than those 
of shorter in length, and in some cases, the use of more n- 
gram frequencies decreases the classification performance. 
Other related works can also be found in references [ I ,  6,8]. 
The main principles for a language identification system 
is that it must be fast for real-time processing, efficient, re- 
quires minimum storage, and robust against textual errors. 
Based on these principles, the method of vector quantiza- 
tion (VQ) is applied herein because it is an effective method 
for data compression in speech [IO] and image signal pro- 
cessing [3]. VQ can be efficient for language identification 
because it can process large volumes of training data. and 
its solution is based on the optimality criteria of the near- 
est neighbor and centroid conditions. VQ-based methods 
can speed up classification tasks based on reduced template 
matching, by which noisy signal can also be tolerable. 
2. VQ-BASED IDENTIFICATION 
Given a training set 7 = {XI, x2, . . . , XJ,), where each 
source vector x”, is of I; dimensions. Let N be a given 
number of codewords and G = { c1,  c? ~ . . . ~ C N )  respre- 
sents the codebook of size rV, where each codeword cy = 
(cy,. cy?. . . . ~ c y e ) ,  y = 1 ,2 :  . . . , X. Each codeword cy 
is assigned to an encoding region 12, in the partition R = 
gram based method compares the successive 11-grams de- { R I .  H?. . . , I ~ N ) .  Then the source vector x,,& can be rep- 
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resented by the encoding region R ,  and expressed by 
V(x,) = c y ,  ifx, E R, 
In general, the VQ design can be stated as follows. Given 
a training set 7, the size iV of the codebook, we seek to 
find the codebook B, and the partition Cl such that the av- 
erage distortion D is minimized. Using the Lz norm for a 
squared-error measure, D is delined by 
where llemllz isthe LZ normorEuclideannorm 
2.1. LBG algorithm 
The LBG algorithm [9] requires an initial codebook, and 
iteratively bi-partitions the codevectors based on the opti- 
mality criteria of nearest-neighbor and centroid conditions 
untilthe number of codevectors is reached. It is summarized 
as follows. 
1. Given a training data set X = {x, ~ xl,. . . , xnf}, 
wherex, = (xml ,  xmz, .  . . ,xmk),  m = 1 , 2 , .  . ., M; 
and a small real number E > 0 
2. Set N = 1, compute initial cluster center and average 
distortion 
3. Splitting: calculate c j l ,  ciz then set hr = 2iV 
c;1 = (1 + c)cT, 1 5 i 5 N (3) 
ciz = (1 - c)c:, 1 5 i 5 N (4) 
4. Iteration: Set j = 0 and let DJ = D' 
(a) Assign vector to closest codeword 
~ ( x , )  = c; = argmin(llx, - .",11z)2 ( 5 )  
Y 
(b) Update cluster centers 
IV(x,)IisthenumberofV(x,,)= c;. 
(c) Set j = j + 1, and compute 
(d) Go to step (a) if 
(e) Set D' = Dj, relabel c; = c;, I 5 y 5 N 
5 .  Repeat steps 4 and 5 until the desired number of code. 
words is obtained. 
2.2. Algorithm for VQ-based language identification 
Given a language document Lq, we first preprocess the doc- 
ument by removing all common characters, and punctuation 
marks such as commas, columns, semi-columns, quotes, 
stops, exclaimation marks, question marks, signs, etc. The 
next step is to convert all the characters into lower cases. 
These lower-case characters are translated into the corre- 
sponding ASClI values. For example, (a, 6 , .  . . , z) = (97, 
98,. . . , 122). Based on the LBG-VQ approach, the code- 
book is designed for La given N using this training set. The 
identity of this template codebook is then used for identi- 
fying an unknown pattem. The training and classification 
procedures are summarized as follows. 
2.2.1. Training 
I .  Given a textual document L of language 9 :  Lq E C ,  
where C is the universe of languages. 
2. Remove all common characters from L9 to obtain a 
set of word W9 = {w?, w ; , .  . . , w z ] ,  where w; = 
(wi,, . . . , W ~ J ,  1 5 b 5 B.  
3. Map each word of b characters, to a vector of numbers 
of fixed size M:  
b 5 M,Vb,  I f b  < A t ,  w k l , .  . . , wi, = 0. 
p : lwql - b,w% E c --t lW%l = M , w %  E z, 
9 7  
4. Build a codehook 8 9  of N codewords (cy, c4, . . . , ca)  
for Wq E Z 
2.2.2. Classification 
1. Given a textual document of an unknown language L.  
2. Do steps 2 and 3 for L as described in the training 
phase to obtain a set of vectors W E Z. 
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Table 1 .  Classification rates (%) -validations Ifil = 128 Table 3. Classification rates (%-validations \RI = 256 
#words English French Spanish 
I 88.4 51.4 66.0 
2 
3 
4 
5 
6 
7 
8 
9 
10 
IO0 
I00 
I00 
100 
IO0 
IO0 
IO0 
100 
LOO 
64.6 69.3 
74.1 74.2 
77.5 80.3 
86.7 86.0 
87.0 88.7 
89.6 89.1 
86.9 94.1 
91.9 95.5 
92.2 93.7 
Italian German 
63.5 63.4 
75.8 76.4 
79.7 85.4 
85.2 89.8 
89.1 92.5 
89.5 96.6 
92.1 99.0 
96.3 97.6 
95.8 98.6 
96.5 98.5 
Table 2. Classification rates (%) - tests (IBI = 128) 
#words English French Spanish Italian German 
50 LOO 100 100 100 95.0 
60 100 100 100 100 85.0 
70 100 100 100 100 100 
80 100 100 IO0 100 100 
90 100 100 100 100 100 
IO0 100 100 100 100 100 
3. Calculate the average minimum distance between W 
and t ? Y ,  C, = 1 ~ . . . , Q, where Q is the number of lan- 
guages: 
, :v 
d, = ~ ~ l n i n [ d ( W . c ; ) ]  (9) 
Y=l 
where d (  .) is defined in (2). 
4. Assign L to the language q that has the minimum dis- 
tance: 
3. EXPERIMENTS 
We test the proposed algorithm using a set of selected five 
most closely roman-typed languages: English, French, Ital- 
ian, Spanish, and German. Afier removing the special char- 
acters, the data sets for English, French, Italian, Spanish, 
and German consist of6l8,  795. 869, 815, and 690 words 
respectively. We extract the first 518, 695, 769, 715, and 
590 words as the training sets for English, French, Italian, 
Spanish, and German respectively. Each word is translated 
to a vector of 25 ASCII values ( d 1 = 2 5 )  as an estimate to 
#words 
I 
2 
3 
4 
5 
6 
7 
8 
9 
10 
~ 
English French Spanish Italian German 
99.4 86.6 66.3 72.2 85.1 
IO0 
I00 
100 
IO0 
100 
IO0 
I00 
100 
100 
90.4 
95.7 
96.5 
97.7 
98.6 
98.3 
97.9 
98.8 
I00 
87.0 
91.9 
96.7 
98.3 
99.3 
100 
100 
IO0 
IO0 
~ 
91.3 
94.3 
96.1 
97.4 
98.0 
98.4 
98.2 
98.9 
98.8 
94.4 
98.0 
99.5 
98.6 
100 
100 
100 
100 
100 
~ 
Table 4. Classification rates (%)-tests (/Bl x 2%) 
#words English French Spanish Italian German 
50 100 100 100 100 95.0 ~ 
60 100 100 100 100 85.0 
70 100 100 100 100 100 
80 100 100 100 100 100 
90 100 100 100 100 100 
100 100 100 100 100 100 
Table 5. Confusion matrix for five-word validation 
4 English French Spanish Italian German 
English 129 0 0 0 0 - 
French I 169 1 2 0 
Spanish 0 2 175 1 0 
Italian 2 0 2 187 1 
German 0 I I 0 145 
Table 6. Confusion matrix for fifty-word test 
+ English French Spanish Italian German 
English 20 0 0 0 0 
French 0 20 0 0 0 
Spainish 0 0 20 0 0 
Italian 0 0 0 20 0 
German 0 0 I 0 19 
Table 7. Average classification rates (%) 
Method English French Spanish Italian German 
n-eram 98.5 90.0 81.5 88.2 100 ~~ 
VQyl28) 100 ~100 100 100 96.7 
v o m 6 )  100 IO0 100 100 96.7 
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accomodate the longest word. If the number of characters 
in a word is less than 25, then it is padded with zero val- 
ues to ensure a k e d  size iM. The last 100 words of each 
document are used as  test sets. A codebook size of 128 
codevectors is designed for each language using the LBG- 
VQ algorithm. Validations are carried out by classifying the 
languages with small numbers of words ranging from I to 
10. The validation results for the five languages are given in 
Table I ,  where the recognition rates for English is found to 
be the highest. To get a good balance between the amount 
of data for training and testing, we select 20 sets for each 
50, 60, 70, 80 words; 1 I sets for each 90 words, and 1 set 
for each 100 words among the test sets of the five languages 
to carry out the testing. The recognition rates for test sets 
are given in Table 2 where the percentage average rates for 
English, French, Spanish, Italian, and German are 100, 100, 
100, 100, and 96.7 respectively. 
Another codebook size of 256 codewords is also built 
for each language. Similar validations are carried out by 
classifying the languages with small numbers ofwords rang- 
ing from 1 to IO. The validation results for the five lan- 
guages are given in Table 3, Classification rates for French, 
Spanish, Italian, and German are 96.0%, 93.9%, 94.4%, and 
97.6% respectively. As in the case of the German text, an 
anomaly can be seen in the recognition rates for tesing the 
sets of 50 and 60 words in which the performance of the 
later set (ten more words) is lower than the first set having 
less words. This anomaly has also been pointed out in [4]. 
The recognition rates for these test sets are given in Table 4, 
which are the same as  for the codebook size of 128. Typi- 
cal confusion matrices for 5-word validations, and 50-word 
tests are given in Table 5, and Table 6 respectively. The av- 
erage results from testing the n-gram based method using 
100 n-gram frequencies are 98.5%, 90.0%, 81.5%, 88.2%, 
and 100.0% for English, French, Spanish, Italian, and Ger- 
man respectively. The average recognition rates of the m.- 
gram, and VQ-based methods for less than and equal to 100 
words are shown in Table 7. The VQ-based method using 
both codebook of sizes 128 and 256 gives the same results 
when the input sizes are reasonably sufficient. 
4. CONCLUSIONS 
We have presented a new approach for written language 
identification based on the designs of vector quantization. 
Unlike the conventional n-gram based methods that use fre- 
quency statistics, the proposed approach models the lan- 
guage problem with multidimensional template matching 
which is more convenient for machine learning and clas- 
sification. The experimental results have shown the useful 
application of the VQ-based method. It is worth investigat- 
ing other classification methods for written language identi- 
fication such as neural networks [6] and support vector ma- 
chines [2,7] using the VQ codebooks for training 
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