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Abstract 
With the booming of PC game market, Game AI has attracted more and more researches. The interesting and 
difficulty of a game are relative with the map used in game scenarios. Besides, the path-finding efficiency in a game 
is also impacted by the complexity of the used map. In this paper, a novel complexity measure based on Hamming 
distance, called the Hamming complexity, is introduced. This measure is able to estimate the complexity of binary 
tileworld. We experimentally demonstrated that Hamming complexity is highly relative with the efficiency of A* 
algorithm, and therefore it is a useful reference to the designer when developing a game map. 
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1  Introduction 
Computer game has become an important part of the IT industry. As the computing speed of hardware has 
greatly increased, an excellent commercial PC game is no longer simply judged by visual effect, memory 
usage, and other “hardware-related” criterion. The degree of humanness and players’ game experience are 
gained more attention [1, 2]. Therefore, the interaction and the control of difficulty play an important role 
in game design. 
 Game map is the platform where players interact with non-player-controlled characters (NPCs). In 
the classic game “PAC-MAN” (as shown in Fig. 1), for example, a game player controls the pac-man 
moving through a maze to collect the “beans” on the roadway. At the same time, 4 ghosts are searching 
the map to catch it. The player fails if the pac-man has a collision with anyone of the ghosts. In such a 
game with seemingly simple rules, the complexity of the map mainly influences the difficulty of the game. 
In addition, both the pac-man and the ghosts need to continuously find paths to hide and chase.  
 In computer memory, a map used in “PAC-MAN” game can be represented by a binary matrix 
whose element is either 0 or 1, where 0 means the corresponding place in the map is free to walk through 
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while 1 means it is blocked. For example, the map of Fig. 1 can be represented by the matrix shown in 
Fig. 2.  
 In this paper, we proposed a complexity measure to calculate how complex a game map is. And 
experimentally demonstrated that Hamming Complexity is highly relative with the A* algorithm 
efficiency. In other words, the higher Hamming complexity a map has, the more difficult to find a path on 
it. 
 This paper is structured as follows: Section 2 outlines the relative works. Section 3 introduces the 
definition of Hamming Complexity. Section 4 experimentally shows that the proposed complexity 
measure is correlated with the efficiency of A*. 
2  Related Work 
As a classic heuristic path-finding algorithm, A* has been applied in a large number of commercial games. 
Since using A* to do path-finding on large-scale map is time-consuming, many algorithms prefer to use 
abstract structure to improve it. Such as: HPA* [3], quadtree [4], probabilistic roadmap [5], and so on. 
However, the size of a map does not fully represent its complexity. An extreme example is a 10000 × 
10000 game map without any obstacle in it. Obviously, creating an abstract structure for such a map is 
unwanted. Therefore, the complexity of the map measure is not only related with the feeling of the game 
players (such as interesting, difficulty, etc.), but also helpful to game designers to choose appropriate 
path-finding algorithms. 
 A game map can be seen as a topographic map or a graph containing nodes and edges. From the 
perspective of geography, Alan M. MacEachren proposed complexity measures for topographic map and 
contour map. The measures he defined evaluate that how difficult a particular map is for human to 
understand [6]. In addition, some scholars defined indexes to qualify the complexity of raster images and 
graphs, such as: The Landscape Shape Index, The Fractal Dimension and so on [7]. Entropy is a classic 
measure of disorder in information theory. A.Mowshowitz has used entropy to qualify the relative 
complexity of a graph [8].  
 
Fig. 1 The screenshot of PAC-MAN. 
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Fig. 2 The binary matrix of a game map. 
 
 Since these measures are designed for topographic maps which contain many regions with winding 
boundary or graphs consist of points and edges, most of the definitions are based on surface, point, edge 
and other geometrical concepts. Though game maps can be transformed into raster images or graphs, it is 
inconvenient to use them in computer games to do path-finding. Therefore, we proposed a complexity 
measure based on binary data calculation. 
3  Hamming Complexity of Game Map 
In game programming, maps are usually stored as a 2-dimensional array. Each variable in the array stores 
terrain states of the corresponding coordinates. Given that the game terrain has only two states: 
traversable and blocked, then each variable is a binary one and occupies a bit in memory. There are many 
types of definition to measure the distance between two bit-strings, of which two are commonly used. 
Hamming distance is widely used in information theory. It is applied in telecommunication to estimate 
error, therefore is sometimes called the signal distance. The Jaccard index [9] (also known as the Jaccard 
Similarity Coefficient) is a statistic used for comparing the similarity and diversity of sample sets. It is 
also used in comparison of chromosomes.  
 Given that A and B are two bit-strings with same number of variables. pp is number of variables that 
are “1” for both bit-strings; pn is number of variables that “1” for A and “0” for B; np is number of 
variables that “0” for A and “1” for B; nn is number of variables that “0” for both A and B. The Hamming 
Distance and Jaccard Index are defined as follows respectively. 
 1) Hamming Distance: 
( , )HammingDist A B pn np                          (1) 
 2) Jaccard Index: 
nppnpp
pp
BAexJaccardInd

 ),(                        (2) 
 For example: A=00101, B=11100, then pp=1, pn=1, np=2, nn=1, HammingDist(A, B)=3, 
JaccardIndex(A, B) =0.25. Jaccard Index does not cover the situation where both of the bit-strings are all 
“0”. But sometimes in computer game maps, two adjacent rows (columns) do not contain any blocks. 
Therefore, the proposed complexity measure is based on Hamming distance. 
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 As Fig. 2 shows, a game map can be expressed as a matrix, denoted by M. M=(a1, a2, …,am), where 
m is the number of rows, a1 is a bit-string consist of all variables in the i-th column of M. n is the number 
of variables in ai. The definition of x-Hamming Complexity is:  
1
2
( ) ( , )
m
i i
i
x_HC HammingDist a a 
 
 ¦M                                (3) 
e.g. the sum of Hamming Distance between any two adjacent columns. In the game scenario, if a 
character moves from a place in a1 to a place in am, it passes through all the columns between a1 and am. If 
the blocks in the adjacent columns are distributed similarly, the characters are easy to move from a1 to am. 
 Similarly, if a character moves from the top of a map to the bottom, it passes through all the rows. 
The definition of y-Hamming Complexity is: 
( ) ( )y_HC x_HC TM M                                              (4) 
e.g. the matrix M is transposed, and each row in M is deemed to be a bit-string.  
As shown in Fig. 3, it is easier for the pac-man to move horizontally than move vertically. Considered 
that the characters’ move direction is unpredictable, we use the  
 
Fig. 3 A game map of low x-HC and high y-HC. 
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Fig. 4 The selection of start points and end points. 
average value of x-Hamming Complexity and y-Hamming Complexity to measure the general complexity 
of a game map.  
( ) ( )( )
2
x_HC y_HC
HC
 M MM                                       (5) 
 It can be seen from the definition that the value of Hamming Complexity is not directly dependent 
on the size of the map or the number of blocks. It depends on the distribution of blocks. The computation 
of Hamming Complexity is simple. It can be calculated by one traversal of the map and its time 
complexity is O(mn). 
4  Experiments and results 
In the experiment, A* algorithm [10] is selected as the benchmark path-finding algorithm. When searching 
a path, the candidate points are placed in a priority queue, e.g. the open list. In each iteration, A* picks up 
the optimal point from the open list and places it in closed list, then, add its neighbor points in the open 
list. If the target point is placed in the close list, the search process is finished. Therefore, for a particular 
path-finding task, the more candidate points were placed in the open list and closed list, the more points 
are searched to find a path. We use the quotient of total number of searched nodes divided by the length 
of the shortest path to represent the efficiency of A* algorithm. E.g.: 
  Number of nodes in CloseList and OpenList
the length of the shortest path
A*E                                   (6) 
 In real games, since the movements of game characters are massive and in most of the time the 
move direction is unpredictable, a particular path-finding task does not reflect the efficiency of A* on the 
map. Therefore, we use the average efficiency of 2×(m2+n2) or less path-finding tasks on each map. The 
selection of start points and end points is shown in Fig. 4. 
 While using point (1, 1) as the start point, (m, 1), (m, 2), …, (m, n) are selected as target points. Then 
we reverse the start and the end. So, 2n pairs of start and end are selected. There are a total of n points in 
the very left column; therefore 2n2 path-finding tasks are horizontal. Similarly, 2m2 path-finding tasks are 
vertical. If there is no path between a pair of those points, the result from that path-finding task is 
discarded. 
 We also generated 2500 game maps, and the size ranges from 31×31 to 50×50. Each group of size 
has 125 samples. The blocked points are randomly placed in each map. And the complex maps and simple 
ones are studied together. 
 For the convenience of observation, we sorted those maps by their Hamming Complexity. As it is 
shown in Fig. 5, about 3/5 of the experimental maps have Hamming Complexity between 34 and 100. Fig. 
6 indicates the average A* efficiency observed on these maps.  
 By contrasting the two figures, there is a significant linear relation between Hamming Complexity 
and average A* efficiency (correlation coefficient > 0.97), and they have the same changing tendency. 
This demonstrated that Hamming Complexity can well predict the difficulty of path-finding on a game 
map. As the Hamming Complexity becomes higher, the observed average A* efficiency fluctuates more 
drastically. This is because some maps are divided into isolated parts by the blocks. In that case, the A* 
efficiency value cannot be calculated. And the observed average value rests with a small number of 
path-finding tasks, which makes the result unstable. 
 In additionˈwe generated 100 maps which satisfy |x_HC–y_HC|>25, and studied their x-Hamming 
Complexity and y-Hamming Complexity respectively. The results are shown in Table 1. 
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Fig. 5 The distribution of Hamming Complexity. 
 
Fig. 6 The distribution of average A* efficiency. 
 
TABLE I CORRELATION COEFFICIENTS BETWEEN HAMMING DISTANCE AND A* EFFICIENCY 
Move Direction x_HC y_HC HC
Left-Right 
Up-Down 
All 
0.96 0.63 0.83 
0.67 0.95 0.85 
0.94 0.94 0.96 
 
 The results in Table 1 validate the assumption in Section 3, e.g. if the characters often move 
horizontally (vertically), then x_HC (y_HC) is more accurate. Accordingly, if the movements of 
characters can be predicted, we suggest using a generalized form of Hamming Complexity:  
( ) ( ) (1 ) ( )HC x_HC y_HCO O u   uM M M                                  (7) 
where Ȝ [0,1], can be given by game designers.ę  
5  Conclusion 
In this paper, we defined a game map complexity measure based on the Hamming Distance between two 
adjacent columns (rows) in a binary matrix. The value of Hamming Complexity can be obtained by O(mn) 
time. Experimental results show that it is highly correlated with the efficiency of A* path-finding. It can 
be used by game designers to analysis the interesting, difficulty, and path-finding efficiency of a game. 
 It should be noted that Hamming Complexity makes sense only when evaluating average A* 
efficiency. It should not be used to predict the difficulty of a particular path-finding task. 
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