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RINGKASAN 
Pada tanaman cengkeh, salah satu bagian tanaman yang dimanfaatkan yaitu 
bunga cengkeh. Proses pemanenan bunga cengkeh dengan cara memetik bunga 
cengkih yang masih kuncup. Bunga cengkeh akan dikeringkan sampai berwarna 
kecloklatan sesuai dengan standart mutunya. Standart mutu cengkeh kering yaitu 
SNI 01-3392-1994 dan ISO 2254-2004. Kualitas dari bunga cengkeh kering 
mempengaruhi harga jual untuk ekspor dan untuk dalam negeri. Kondisi saat ini 
pada petani dan di PTPN 12, proses klasifikasi mutu cengkeh dilakukan secara 
manual dengan tenaga manusia. Hal ini membuat permasalahan yaitu kualitas 
mutu bunga cengkeh kering yang tercampur dengan mutu lain. Karena hanya 
mengandalkan keterampilan dan ketelitian dari tenaga manusia. Kajian ilmu yang 
membahas tentang klasifikasi mutu cengkeh sudah banyak dilakukan, namun 
masih memiliki kekurangan berupa jumlah sampel yang digunakan masih sedikit 
dan proses klasifikasi yang membutuhkan waktu yang lama. Oleh karena itu, pada 
penelitian ini akan mengklasifikasi cengkeh dengan menggunakan metode Deep 
Convolutional Neural Network (DCNN) yang dapat mengolah data berjumlah besar 
serta proses klasifikasi yang lebih cepat tanpa melakukan ekstraksi data gambar. 
Penelitian ini bertujuan untuk membuat model CNN untuk klasifikasi mutu cengkeh 
produk dari PTPN 12 Kabupaten Malang, menganalisis parameter dalam 
pembuatan model CNN dan menguji performansi model CNN dalam 
mengklasifikasi mutu cengkeh. 
Pada penelitian ini menggunakan 4 klasifikasi mutu produk PTPN 12 yaitu 
kuncup 1, kuncup 2, biji mati dan polong. Dengan jumlah keseluruhan data gambar 
yang digunakan sebanyak 1600 gambar yang dibagi menjadi 900 data training, 
300 data validasi dan 400 data testing. Data training dan data validasi digunakan 
untuk membuat model CNN, sedangkan data testing digunakan untuk menguji 
akurasi model CNN. Dalam pembuatan arsitektur CNN dilakukan analisis yaitu 
hyperparameter CNN atau analisa sensitivitas. Parameter arsitektur CNN yang 
dianalisis yaitu epoch, jumlah layer, ukuran gambar, ukuran kernel, strides, 
padding, dropout dan learning rate. Nilai terbaik pada setiap parameter akan 
digunakan dalam membuat arsitektur CNN. Kemudian dilakukan pengujian model 
CNN menggunakan data testing. 
Berdasarkan hasil penelitian didapatkan nilai parameter arsitektur CNN. Pada 
pengujian nilai epoch mencapai konvergen yaitu epoch 1300. Pengujian jumlah 
layer didapatkan akurasi terbaik dimiliki oleh penggunaan 2 layer dengan 32 dan 
64 feature maps. Pengujian ukuran input gambar didapatkan nilai akurasi terbaik 
pada ukuran gambar 128×128 pixel. Pengujian ukuran kernel diperoleh akurasi 
terbaik pada ukuran 5×5 pixel. Pengujian nilai stride atau langkah, didapatkan nilai 
akurasi terbaik pada nilai 1×1 pixel. Pengujian pengaruh penggunaan padding, 
didapatkan akurasi terbaik pada penggunaan padding. Pengujian nilai dropout, 
didaptkan pada nilai dropout 0,4 yang memiliki akurasi terbaik. Pengujian learning 
rate, akurasi terbaik pada learning rate sebesar 0,0001. Parameter tersebut 
kemudian diujikan menggunakan data testing yang menghasilkan akurasi sebesar 
87,75%. 
 
Kata Kunci: Klasifikasi Mutu Cengkeh, DCNN, Hyperparameter CNN   
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In clove plants, one part of the plant that is used is clove flowers. The process 
of harvesting clove flowers by picking clove flowers that are still buds. Clove flowers 
will be dried until they are colored in accordance with their quality standards. The 
quality standards of dried cloves are SNI 01-3392-1994 and ISO 2254-2004. The 
quality of dried clove flowers affects the selling price for export and for domestic. 
Current conditions in farmers and in PTPN 12, the process of classification of clove 
quality is done manually with human power. This makes the problem is the quality 
of dried clove flowers mixed with other qualities. Because it only relies on the skills 
and thoroughness of human power. Science studies that discuss the classification 
of the quality of cloves have been widely done, but still have a shortage in the form 
of the number of samples used is still small and the classification process that 
takes a long time. 
In this study used 4 quality classifications of PTPN 12 products, namely 
kuncup 1, kuncup 2, biji mati and polong. With the total number of image data used 
as many as 1600 images divided into 900 training data, 300 validation data and 
400 data testing. Training data and validation data are used to create CNN models, 
while data testing is used to test the accuracy of CNN models. In the creation of 
the CNN architecture, analysis is done, namely CNN hyperparameter or sensitivity 
analysis. The parameters of the CNN architecture analyzed were epoch, number 
of layers, image size, kernel size, strides, padding, dropout and learning rate. The 
best value on each parameter will be used in creating the CNN architecture. Then 
tested the CNN model using data testing. 
Based on the results of the study obtained the value of CNN architectural 
parameters. In testing epoch values reached a convergence of epoch 1300. 
Testing the number of layers obtained the best accuracy is owned by the use of 2 
layers with 32 and 64 feature maps. Test image input size obtained the best 
accuracy value at the image size of 128×128 pixels. Kernel size testing obtained 
the best accuracy at 5×5 pixel sizes. Test stride or step values, get the best 
accuracy value at a value of 1×1 pixel. Testing the effect of padding use, obtained 
the best accuracy in the use of padding. Dropout value test, attached to the dropout 
value of 0.4 which has the best accuracy. Learning rate testing, the best accuracy 
at learning rate of 0.0001. The parameters were then tested using data testing 
which resulted in an accuracy of 87.75%. 
 
Keyword : Classification of Clove, Deep Convolutional Neural Network (DCNN),  
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BAB I PENDAHULUAN 
 
1.1 Latar Belakang 
Tanaman cengkeh adalah salah satu tanaman tropis yang saat ini banyak 
ditanam di Indonesia. Pada tanaman cengkeh, salah satu bagian yang 
dimanfaatkan yaitu bunga cengkeh. Bunga cengkeh akan dikeringkan sesuai 
dengan standart mutunya. Kualitas bunga cengkeh akan mempengaruhi dari 
sektor harga jual untuk ekspor dan untuk dalam negeri (Setiawan et al., 2015). 
Menurut ITPC Hamburg (2015), Indonesia menduduki peringkat 5 pada sektor 
ekspor cengkeh ke Jerman. Namun pada tahun 2014 ke tahun 2015, Indonesia 
mengalami penurunan nilai ekspor ke pasar Jerman. Hal ini dikarenakan, cengkeh 
kering dari Indonesia terjadi penurunan kualitas yang tidak sesuai dengan regulasi 
yang sudah ditetapkan. Salah satu regulasinya yaitu ISO 2254-2004, yang 
menjelaskan tentang spesifikasi produk yang harus dipenuhi untuk ekspor secara 
fisik dan kimia. Oleh karena itu diperlukannya klasifikasi berdasarkan standar mutu 
yang sudah ditentukan untuk meningkatkan kualitas nilai ekspor. 
Bunga cengkeh dipanen dengan cara memetik bunga cengkeh dari pohonnya. 
Jarak waktu pemanenan bunga cengkeh yaitu selama 6 bulan. Bunga cengkeh 
yang sudah dipetik selanjutnya akan dikeringkan oleh petani cengkeh, hingga 
memiliki tekstur warna kecoklatan (Nurdjannah, 2004). Para petani menyortir 
bunga cengkeh kering dengan membedakan cengkeh yang berkualitas dengan 
yang tidak berkualitas. Spesifikasi mutu cengkeh secara fisik dapat dinilai secara 
visual ukuran dan warna (Sutriyono, 2017).  
Kondisi saat ini yang dilakukan petani dan pedagang dalam menentukan mutu 
yaitu berdasarkan dengan membedakan warna dan bentuk secara manual. Proses 
klasifikasi secara manual ini mempunyai kelemahan yaitu, dimana setiap orang 
mempunyai persepsi yang berbeda pada bahan yang sama dengan jumlah besar, 
tergantung situasi atau titik kelelahan dari seseorang. Oleh karena itu banyak 
penelitian yang telah mengatasi permasalahan ini. Seperti penggunaan kamera 
digital yang digunakan untuk prediksi mutu hasil pertanian. Salah satunya yang 
dilakukan oleh Pesik et al (2018) yaitu mengklasifikasi mutu cengkeh dengan 
menggunakan citra digital memiliki akurasi sebesara 92,5%. Metode yang 
digunakan dengan merubah warna citra dari cengkeh kering warna RGB akan 
diubah menjadi warna HSV. Perbedaan mutu pada penelitian ini berdasarkan 
bentuk dan warna dari sampel. Sehingga nilai dari HSV citra sampel dengan HSV 
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citra test dari hasil gambar cengkeh yang diambil. Namun kekurangan disini yaitu, 
diperlukannya proses pengolahan gambar dari setiap citra untuk mendapatkan 
hasil. Sehingga, sampel yang digunakan cukup sedikit yaitu 40 sampel karena 
membutuhkan waktu yang lama jika dilakukan pada jumlah sampel yang besar. 
Penelitian lain juga sudah dilakukan oleh, Yaspin et al (2020) yaitu 
mengklasifikasi kualitas bunga cengkeh kering berdasarkan ukuran dan warna 
cengkeh menggunakan metode GLCM (Gray Level Co-Occurence Matrix) 
menghasilkan akurasi sebesar 92,5%. Pada penelitian ini membedakan mutu baik 
dan buruk dengan jumlah total sampel sebanyak 32 sampel bunga cengkeh kering. 
Untuk mendapatkan hasil pengujian dilakukan pengolahan gambar dengan 
mengubah citra setiap sampel dari warna RGB diubah menjadi nilai Grayscale. 
Namun, metode seperti ini membutuhkan waktu cukup lama jika dilakukan pada 
jumlah sampel yang besar. Mengingat pada proses sortasi bunga cengkeh kering 
pada setiap panen memiliki jumlah yang besar. 
Untuk mempermudah dalam membedakan klasifikasi mutu dari cengkeh 
kering dapat dilakukan dengan menggunakan image analysis secara objektif. 
Karena menurut, Al-Rousan et al (2007) image analysis dapat membedakan suatu 
gambar dengan menganalisa karakteristik, bentuk, sudut dan tekstur dari suatu 
bahan. Warna dan bentuk suatu bahan dapat ditangkap dengan menggunakan 
kamera. Warna bahan yang dihasilkan kamera relatif sama meskipun pada waktu 
yang berbeda. 
Selain itu diperlukannya metode dalam proses pengolahan gambar yang 
dapat mengolah gambar secara cepat. Sehingga dalam mengklasifikasi mutu 
cengkeh yang dapat dilakukan dengan jumlah yang banyak dan waktu yang lebih 
cepat. Salah satu metode yang dapat digunakan yaitu machine learning, salah 
satu cabang ilmu kecerdasan buatan yang dibangun berdasarkan database yang 
dibuat (Zailani et al., 2020). Penggunaan machine learning  bertujuan untuk 
menyelesaikan problematika yang rumit dan besar dengan waktu yang lebih 
singkat. Seperti yang dilakukan oleh Liang et al (2016), pada penelitiannya 
menggunakan metode deep learning, yaitu bidang keilmuan baru dalam machine 
learning menggunakan CNN (Convolutional Neural Network) dengan tahapan 
feedforward dan backpropagation. 
Penelitian lain yang dilakukan oleh Saputra et al. (2020) yaitu melakukan 
identifikasi mutu pada biji kopi arabika berdasarkan cacat fisiknya. Dengan jumlah 
data 850 gambar yang terdiri dari 430 gambar kualitas ekspor dan 445 gambar biji 
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kopi tidak memenuhi kualitas ekspor. Dan akurasi nilai terbaik sebesar 82,46% 
dengan tingkat pembelajaran 0,0001, konvolusi lapisan tunggal, jumlah filter 5 dan 
jumlah neuron 100 lapisan. Penelitian lain tentang CNN dalam melakukan 
klasifikasi gambar yaitu oleh Rivalto et al (2020) yaitu mengklasifikasi 4 jenis kopi 
menggunakan metode deep learning dengan model arsitektur CNN yang 
menghasikan akurasi sebesar 74,26%. Menurut Zhou et al (2019) penggunaan 
metode deep learning ini memiliki keuntungan yaitu pengolahan data secara 
otomatis dan lebih efektif bila dibandingkan dengan metode pemodelan Partial 
Least Square (PLS), Artificial Neural Network (ANN), Support Vector Machine 
(SVM) dan K-Nearest Neighbor (KNN). 
Pada penelitian ini sudah membuat sistem dalam komputer atau software 
untuk dapat mengklasifikasi mutu cengkeh. Pemilihan penggunaan software ini 
digunakan sebagai user interface. Desain pada software akan dibuat lebih 
sederhana agar mudah untuk digunakan. Pada software ini terdapat modul kamera 
yaitu Cam-Ms-01 atau camera microscope usb sebagai input pada software. 
Penggunaan kamera ini dikarenakan kamera ini dinilai memiliki hasil kualitas 
pengambilan gambar yang cukup baik, serta memiliki ukuran dan bentuk yang 
cukup kecil. Modul kamera ini sudah terdapat lampu LED berwarna putih sebagai 
penerangan pada objek. Sedangkan objek yang digunakan yaitu bunga cengkeh 
kering. Dimana referensi tersebut berdasarkan penelitian yang dilakukan oleh, 
Liang et al (2016) yang menggunakan digital microscope sebagai data input dalam 
penggunaan metode CNN (Convolutional Neural Network). Digital microsscope 
tersebut digunakan pada sampel darah manusia yang dibedakan menjadi darah 
manusia yang terjangkit virus malaria dan darah manusia yang sehat, dapat 
menghasilkan model CNN dengan akurasi sebesar 97,37 %. 
Dari masalah diatas, penulis sudah melakukan penelitian terkait klasifikasi 
mutu cengkeh dengan metode yang lebih cepat dalam prosesnya dengan jumlah 
sampel yang lebih besar. 
1.2 Rumusan Masalah 
a. Bagaimana memodelkan algoritma untuk klasifikasi mutu cengkeh di PT. 
Perkebunan Nusantara XII dengan menggunakan CNN (Convolutional 
Neural Network)? 
b. Bagaimana menganalisis model CNN (Convolutional Neural Network) yang 
terbaik untuk digunakan dalam klasifikasi mutu cengkeh di PT. Perkebunan 
Nusantara XII ? 
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c. Bagaimana menguji performansi dari model CNN menggunakan data 
testing? 
1.3 Tujuan Penelitian 
a. Memodelkan algoritma untuk klasifikasi mutu cengkeh di PT. Perkebunan 
Nusantara XII dengan menggunakan CNN (Convolutional Neural 
Network)? 
b. Menganalisis model CNN (Convolutional Neural Network) yang terbaik 
untuk digunakan dalam klasifikasi mutu cengkeh di PT. Perkebunan 
Nusantara XII. 





BAB II KAJIAN PUSTAKA 
 
2.1 Tanaman Cengkeh 
Tanaman Cengkeh (Syzygium Aromaticum) adalah salah satu tanaman 
rempah asli Indonesia yang saat ini banyak dibudidayakan sebagai tanaman 
perkebunan. Tanaman cengkeh termasuk dalam famili Myrtaceae yang dapat 
tumbuh dengan tinggi 10 sampai 20 meter. Tanaman cengkeh dapat tumbuh 
secara optimal pada ketinggian 300 sampai 600 di atas permukaan air laut dengan 
suhu 22 oC sampai 33 oC, curah hujan yang dikehendaki 1500 sampai 4500 mm 
per tahun. Tanaman cengkeh memiliki ciri daun berbentuk lonjong dan memiliki 
bunga pada ujung tangkainya. Bunga ini pada awalnya berwarna hijau dan 
berwarna kemerahan saat sudah mulai tua (Sutriyono, 2017). Salah satu daerah 
di Jawa Timur yang terdapat perkebunan cengkeh yaitu di Kecamatan 
Sumbermanjing, Kabupaten Malang.  Dimana lokasi tersebut memenuhi sebagai 
syarat tumbuh pada tanaman cengkeh, seperti ketinggian daerah, kemiringan 
kelerengan, serta curah hujan (Halil, 2018). 
Tanaman cengkeh yang dibudidayakan dibagi menjadi tiga jenis yaitu jenis 
Zanzibar, Siputih, Sikotok, dan Ambon (Tresniawati et al., 2011). Saat ini budidaya 
tanaman cengkeh di Indonesia, sebesar 5% dikelolah oleh perkebunan rakyat 
serta sisanya dikelolah oleh swasta dan negara. Produksi cengkeh di Indonesia 
pada tahun 2018 tercatat mencapai sekitar 125 ribu ton per tahun dengan nilai 
ekspor mencapai 20 ribu ton (Bappenas, 2017).  
Bagian tanaman cengkeh yang dapat dimanfaatkan yaitu bunga, tangkai dan 
daun cengkeh. Salah satu produk hasil pengolahan bagian tanaman cengkeh 
tersebut yaitu minyak cengkeh. Dimana untuk mendapatkan produk minyak 
cengkeh diperlukan proses distilasi uap atau penyulingan (Bustaman, 2011). 
Selain itu, bagian tanaman cengkeh yang yaitu bunga cengkeh dikeringkan dan 
untuk digunakan sebagai salah satu bahan baku rokok, bahan tambahan 
masakan, bahan baku kosmetik dan sebagai penghasil minyak atsiri. Penanganan 
pasca panen bunga cengkeh yaitu dengan cara memetik bunga cengkeh yang 
masih belum mekar. Bunga tersebut kemudian dikeringkan menggunakan sinar 
matahari secara langsung, hingga berwarna coklat (Pesik et al., 2018). 
2.1.1 Klasifikasi Mutu Cengkeh 
Klasifikasi mutu cengkeh bertujuan untuk menentukan kualitas dari bunga 
cengkeh kering sebelum dijual. Dimana kalsifikasi cengkeh sudah ditetapkan oleh 
Standar Nasional Indonesia dengan kode SNI 01-3392-1994. Standar mutu 
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cengkeh dibagi menjadi tiga jenis mutu yaitu mutu I, mutu II dan mutu III. Setiap 
jenis mutu terdapat karakteristik tertentu sebagai pembeda, dapat dilihat pada 
Tabel 2.1. 
Tabel 2.1 Klasifikasi Mutu Cengkeh berdasarkan SNI 01-3392-1994. 
Karakteristik 
Mutu Cara 










Coklat Coklat Organoleptik 







Bahan asing  maksimal 
(bobot/bobot) % * 





Gagang cengkeh  maksimal 
(bobot/bobot) % 





Cengkeh inferior  maksimal 
(bobot/bobot) % ** 





Cengkeh rusak *** 





Kadar air maksimal 
(bobot/bobot) % 











Kadar Minyak Atsiri minimal 
(Vol/bobot) % kering mutlak 
20 18 16 
SP-SMP-37-
1975 
Sumber : Badan Standardisasi Nasional 
Keterangan: 
*  Bahan asing = Semua bahan yang bukan berasal dari bungan cengkeh 
**  Cengkeh inferior = cengkeh keriput, patah dan telah terbuahi 
***  Cengkeh rusak = cengkeh jamuran dan sudah telah di ektrasi 
Untuk mendukung penjualan ekspor dari cengkeh kering terdapat standar 
internasional yang perlu di penuhi. Menurut ITPC Hamburg (2015) dalam pasar 
ekspor cengkeh Indonesia dengan negara tujuan Jerman terdapat beberapa 
persyaratan yang harus dipenuhi. Dimana aturan ini sesuai dengan yang 
dikeluarkan oleh European Spice Assocoation (ESA) mengenai Quality Minima 
Document dan ISO standard 2254-2004 yang berisi mengenai kualitas, 
penanganan serta pengemasan cengkeh. Tabel 2.2 adalah isi dari ISO standard 
2254-2004. 
Tabel 2.2 Klasifikasi Mutu Cengkeh berdasarkan ISO 2254-2004 
Bau dan Rasa Cengkeh harus memiliki karakteristik bau dan rasa, 
sangat aromatik, pedas. Cengkeh harus 
bebas dari rasa asing, termasuk bau apek. 
Warna Warna cengkeh utuh bervariasi dari coklat kemerahan 
sampai hitam kecoklatan. 
Serbuk cengkeh harus berwarna coklat, 
naungan ungu. 
Tidak adanya jamur, 
serangga, bahan 
asing 
Cengkeh harus bebas dari serangga hidup, 
jamur, serangga mati, pecahan serangga dan 
kontaminasi hewan pengerat. 
Spesifikasi zat kimia Kadar air maksimal (%) …………………….… 12 
Kandungan minyak esensial minimum (ml / 100g) 
 Kategori 1 dan 2 …………………………… ...… 17 
 Kategori 3 …………………. ………………… .15  
Lain-lain Informasi berikut harus ditulis di masing-masing 
wadah: 
 Nama produk dan nama dagang (merek) 
 Nama alamat produsen atau pengemas 
 Kode atau nomor batch 
 Berat bersih 
 Kategori produk 
 Negara produksi 
 Informasi lain yang diminta oleh pembeli (tahun 
panen, tanggal pengemasan, ...) 
Sumber : ISO standard 2254-2004. 
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2.2 Deep Learning 
Deep learning  adalah jenis machine learning yang dapat mengidentifikasi 
suatu gambar, mengubah suara menjadi teks, serta digunakan dalam search 
engine untuk mencari berita atau gambar yang relevan. Aspek yang digunakan 
dalam penggunaan deep learning yaitu berupa basis data yang berjumlah besar 
(LeCun et al., 2015). Deep learning adalah cabang machine learning yang 
terinspirasi dari kortex manusia dengan menerapkan jaringan syaraf tiruan yang 
memiliki banyak hidden layer (Santoso et al., 2018). Adanya pendekatan dalam 
menyelesaikan masalah pada sistem pembelajaran komputer yang menggunakan 
konsep hierarki. Konsep hierarki membuat komputer mampu mempelajari konsep 
yang kompleks dengan menggabungkan beberapa konsep yang lebih sederhana. 
Sehingga akan membuat banyak layer yang digunakan untuk mencapai hasil yang 
maksimal (Saputra et al., 2020). 
Deep learning dapat melakukan analisa gambar dalam jumlah data yang 
besar dan tingkat akurasi yang tinggi. Semakin banyak dataset yang digunakan 
akan menghasilkan tingkat akurasi lebih baik dan semakin banyak penambahan 
kelas akan membuat hasil penelitian yang bervariatif. Seperti pada penelitian dari 
Rivalto et al. (2020) yang menggunakan jumlah data sebesar 617 gambar biji kopi. 
Dimana data tersebut digunakan untuk mengklasifikasikan jenis kopi. Nilai akurasi 
validasi dari percobaan tersebut mendapatkan nilai sebesar  74,26%.  Penelitian 
ini menggunakan arsitektur Convolutional Neural Network (CNN) yaitu bagian dari 
metode deep learning.  
2.3 Convolutional Neural Network (CNN) 
CNN merupakan sebuah bagian dari teknik penggunaan deep learning yang 
terinspirasi oleh mekanisme visual mahluk hidup, dimana CNN banyak digunakan 
dan sangat efektif dalam menganalisa suatu gambar (Han et al., 2018). CNN 
terdapat beberapa tahapan proses untuk melakukan analisa suatu gambar (input) 
seperti pada Gambar 2.1. Tahapan tersebut yaitu convolutional layer, pooling 
layer, fully connected layer. Dimana tahapan convolutional layer dibangun dari 
jumlah layer, ukuran kernel, strides, padding dan aktifasi ReLu yang harus diatur 
dan dioptimalkan. Kemudian keluaran dari hasil convolutioan layer akan 
disubsampling oleh pooling dengan tujuan mengseleksi informasi gambar yang 
mewakili inputnya. Tahap terakhir yaitu fully connected network yang 






Gambar 2.1 Arsitektur CNN Pada Umumnya 
2.3.1 Convolutional Layer  
Sebuah input berupa gambar yang melewati convolution akan mengalami 
proses konvolusi. Lapisan ini akan mengkonversi seluruh bagian pixel gambar dan 
menghasilkan activation map atau feature map 2D. Convolutional layer memiliki 
panjang (pixel) dan tebal sesuai dengan data inputnya. Setiap filter akan 
mengalami pergeseran (Sliding Window) dan langkah “dot” antara data masukan 
dan nilai dari “filter” seperti pada Gambar 2.2 (Santoso et al., 2018).  
 
Gambar 2.2 Proses Ekstrak Feature Map dari CNN 
2.3.2 Pooling Layer 
Pooling layer adalah tahapan setelah convolutional layer yang berfungsi untuk 
mereprentasikan gambar (input) atau dari lapisan sebelumnya untuk menjadi 
revolusi yang lebih rendah melalui sub-sampling. Sehingga hasil dari pooling layer 
adalah berupa nilai yang menciri-cirikan sama seperti gambar inputnya. Serta 
pooling layer selalu dilakukan pada setelah tahapan convolutional layer dan dapat 
dilakukan berulang kali lebih (Abdel-Hamid et al., 2013). Gambar 2.3 menunjukan 
tahapan dari proses pooling. Terdapat dua jenis pooling yang dapat digunakan 
yaitu MaxPooling dan AveragePooling. MaxPooling adalah mengambil nilai 
maksimal dari setiap grid untuk menyusun citra yang direduksi. Average Pooling 




Gambar 2.3 Proses MaxPooling pada Feature Map 
2.3.3 Fully Connected Layer 
Tahapan fully connected layer (FC Layer) adalah tahapan terakhir dari proses 
CNN. Pada tahapan ini merupakan hasil akhir dari tahapan konvolusi yang 
menunjukan sebagai nilai inputnya. Sedangkan prosesnya disebut dengan hidden 
layer. FC Layer berupa nilai parameter yang berasal dari tahapan konvolusi. 
Sehingga, semakin panjang lapisan yang dilewati akan menghasilkan semakin 
besar jumlah parameternya (Basha et al., 2020). Gambar 2.4 merupakan bentuk 
proses dari FC Layer Dengan jumlah parameter yang cukup besar dapat 
memungkinkan akan terjadinya overfitting dalam proses klasifikasinya. Sehingga 
diperlukannya beberapa perubahan nilai atau hyperparameter pada arsitektur 
CNN (Xu et al., 2019). 
 
Gambar 2.4 Fully Connected Layer 
2.3.4 Dropout 
Penggunaan dropout dilakukan untuk mencegah terjadinya overfitting dan 
underfitting serta meningkatkan kinerja generalisasi. Cara kerja dari dropout yaitu 
menghilangkan sebagian dari sejumlah bobot saat dilakukan proses pelatihan.  
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Sehingga pada proses learning akan berjalan dengan cepat (Poernomo et al., 
2018). Istilah overfitting adalah suatu keadaan dimana sebuah sistem telah bekerja 
baik dalam melakukan data training namun tidak bisa menggeneralisasi pada data 
tes. Sedangkan underfitting yaitu ketika model tidak mampu untuk mengenali 
suatu variabel dari data, hal ini diakibatkan oleh pembuatan model yang terlalu 
sederhana (Jabbar et al., 2015). Gambar 2.5  menunjukan grafik yang terbentuk 
dari overfitting dan underfitting. Sehingga hubungan antara grafik hasil training 
tidak sinkron dengan grafik hasil validasi 
 
Gambar 2.5 Perbedaan Bentuk Grafik Model Machine Learning 
2.4 Bahasa Pemrogaman Python 
Python adalah salah satu bahasa pemrogaman yang bersifat open source. 
Open source adalah suatu sistem yang berkembang secara terbuka, artinya 
semua orang dapat menggunakan dan mengakses sumber yang tersebar. 
Penggunaan bahasa python ini dapat digunakan sebagai internet scripting, system 
programming, user interface, product customization, dan numberic programming. 
Terdapat beberapa jenis bahsa python  yang digunakan yaitu Cpython, Jpython, 
Python for.Net, Iron Python dan PyPy (Van Rossum et al., 2014) 
 Bahasa pemrogaman python dapat dioperasikan diberbagai platform seperti 
Mac, Linux dan Windows. Python termasuk jenis bahasa pemrogaman yang 
mudah digunakan dan dipahami karena sintaks yang jelas, dapat mudah 
dikombinasikan dengan modul siap pakai dan struktur data tingkat tinggi yang 
efisien (Prasetya et al., 2012). 
2.5 Modul Kamera Cam-Ms-01 
Kamera dengan kode Cam-MS-01 adalah sebuah kamera microskop digital. 
Dimensi dari kamera Cam-Ms-01 (Gambar 2.6) yaitu panjang 17,5 cm, lebar 13,5 
cm dan tinggi 5,5 cm. Kamera ini biasanya digunakan oleh beberapa industri 
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seperti dalam inspeksi PCB pada industri elektronika, inspeksi tekstil pada industri 
tekstil, dan pada penelitian dibidang microbiologial observation. Spesifikasi 
kamera Cam-Ms-01 yaitu memiliki USB 2.0, kecepatan pengambilan gambar yaitu 
30 FPS pada kecerahan cahaya 300 Lux, resolusi gambar 0,3 Mpixel, tingkat 
pembesaran gambar 50x sampai 500x, mempunyai lampu LED yang dapat diatur 
tingkat kecerahannya sebanyak 8 buah LED, tingkat kecerahan maksimal 30000 
Lux dan manual focus 0 sampai 4 cm. Pada penelitian dari Henukh et al (2019), 
kamera ini digunakan dalam sistem pembelajaran dalam praktikum fisika. Dimana 
hasil pembacaan kamera ini bekerja dengan baik sama seperti microscope yang 
sebelumnya digunakan. 
 





BAB III KERANGKA KONSEP PENELITIAN 
 
3.1 Kerangka Konseptual Penelitian 
Saat ini dalam proses klasifikasi mutu bunga cengkeh kering, masih dilakukan 
secara visual atau manual. Dimana setiap mutu cengkeh dibedakan berdasarkan 
bentuk, ukuran dan warnanya. Sedangkan jumlah bunga cengkeh dalam satu kali 
panen dapat mencapai sekitar 350 kg/ha. Kemudian cengkeh akan dikeringkan 
sampai kadar air 11 sampai 14%. Permasalahannya yaitu karena proses klasifikasi 
dilakukan secara manual atau visual, sedangkan manusia sendiri memiliki batasan 
atau titik lelah. Dimana ketelitian dalam klasifikasi mutu cengkeh ini akan menurun. 
Mengingat jumlah cengkeh yang diklasifikasikan berjumlah besar. 
Pada penelitian yang dilakukan oleh Pesik et al (2018) yang melakukan 
klasifikasi mutu cengkeh menggunakan image processing dengan mengolah citra 
dan membandingkan nilai HSV citra sampel dengan HSV citra testing. Dimana 
penentuan kualitas cengkeh ditentukan dari ukuran dan warna. Dengan 
pengelompokan kualitas hanya pada dua kelas yaitu baik dan buruk. Hasil yang 
didapat yaitu tingkat akurasi mencapai 92,50% dengan jumlah benar 37 sampel 
dari total sampel 40. Sehingga mutu cengkeh dapat dibedakan secara bentuk dan 
warnanya dengan menggunakan HSV citra cengkeh. 
Perbedaan bentuk dan warna dari setiap mutu cengkeh juga dibuktikan dalam 
penelitian lain yang dilakukan oleh (Yaspin et al., 2020) mengklasifikasi bunga 
cengkeh dengan memanfaatkan ciri Gray Level Co-Occurence Matrix (GLCM) 
pada citra bunga cengkeh kering. Pembeda dalam klasifikasi mutu berdasarkan 
warna dan bentuk dari bunga cengkeh kering. Dalam pengambilan citra sampel 
menggunakan background berwarna biru. Dimensi gambar di setting pada ukuran 
1000×1000 pixel dengan resolusi 180 dpi menggunakan kamera digital. 
Selanjutnya dilakukan proses pengolahan gambar berupa mengubah citra sampel 
cengkeh dari warna RGB ke Grayscale. Hasil tersebut kemudian dilakukan 
pencocokan dengan warna sampel cengkeh. Selanjutnya dilakukan pengubahan 
citra kedalam citra biner. Dari citra biner tersebut dapat diketahui perbedaan dari 
setiap mutu dari cengkeh. Jumlah sampel yang digunakan sebanyak 32 sampel 
yang terdiri dari 2 klasifikasi mutu cengkeh yaitu mutu bagus dan tidak. Nilai 




Dalam penelitian klasifikasi lainnya yaitu yang dilakukan oleh Rivalto et al 
(2020) dengan mengklasifikasikan 4 jenis kopi yaitu kopi garut, kopi gayo, kopi 
temanggung dan kopi kerinci. Proses klasifikasi ini menggunakan model aristektur 
CNN yaitu salah satu model dari metode deep learning untuk menganalisis gambar 
(image analysis). Jumlah data yang digunakan yaitu 481 gambar untuk training 
dan 136 gambar untuk validasi. Pada penelitian tersebut menggunakan 760 epoch 
yang membutuhkan waktu proses selama 3 jam 27 menit. Hasil yang diperoleh 
dengan nilai akurasi sebesar 74,26%. 
Pada penelitian tentang CNN juga dilakukan oleh Saputra et al (2020) yang 
melakukan identifikasi mutu biji kopi berkualitas ekspor dengan menggunakan 
algoritma CNN. Dimana data base yang digunakan sebanyak 850 gambar sebagai 
input dari CNN. Pada penelitian tesebut, dilakukan dua kali pengujian model CNN 
dengan perlakuan pembuatan model 2 kelas dan model 4 kelas. Hasil terbaik yang 
diperoleh yaitu pada penggunaakn model 2 kelas sebesar 82,46% dengan input 
gambar sebsar 32×32 pixel, hidden layer atau epoch 100, learning rate sebesar 
0,0001 dan ukuran filter 3×3×3. Sedangkan pada model 4 kelas memperoleh 
akurasi sebesar 70,73% dengan perlakuan menggunakan 2 lapisan konvolusional 
yaitu lapisan pertama menggunakan 6 filter dengan ukuran 2×5×5 dan lapisan 
kedua 18 filter dengan ukuran 6×3×3.  
Dalam penggunaan machine learning, semakin banyak data training yang 
dilakukan maka akan membuat sistem yang dihasilkan semakin pintar dan 
memiliki akurasi yang lebih baik (Dewi et al, 2018). Salah satu jenis machine 
learning yaitu metode deep learning. Metode deep learning adalah salah satu 
machine learning yang memiliki banyak hidden layer dalam penerapan jaringan 
syaraf tiruan untuk mendapatkan hasil yang maksimal. Deep learning dapat 
mengolah gambar (input) dengan jumlah yang besar dan mudah untuk dilakukan 
modifikasi seperti jumlah epoch, jumlah filter, nilai Dropout, ukuran filter dan batch 
size yang digunakan. 
Dalam penelitian ini, image analysis dapat menjadikan solusi yang tepat untuk 
mengklasifikasi mutu dari bunga cengkeh kering. Perbedaan mutu cengkeh bisa 
dinilai dari bentuk dan warnanya, dimana untuk perbedaan warnanya diperlukan 
ketelitian untuk membedakannya. Oleh karena itu penulis memanfaatkan bidang 
studi jaringan saraf tiruan. Dimana jaringan saraf tiruan ini, meniru pengetahuan 
manusia yang diubah kedalam model matematika. Salah satu model terbaru yaitu 
metode deep learning. Metode deep learning yang digunakan yaitu CNN. CNN ini 
15 
 
berupa metode untuk image anlysis, yang dapat mengenali suatu objek dengan 
cara mengambil patten atau bagian gambar yang dianggap sebagai identifikasi 
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Gambar 3.1 Konsep dari Penelitian 
Pada Gambar 3.1 menunjukan konseptual dari kerangka penelitian ini. Pada 
kondisi lapang bertempat di PT. Perkebunan Nusantara 12 Perkebunan Pancusari 
Kabupaten Malang salah satu proses pasca panen berupa proses grading bunga 
cengkeh kering masih dilakukan secara manual. Dimana para pekerja melakukan 
pemilahan mutu cegkeh dengan mengandalkan peralatan sederhana dan tingkat 
ketelitian pekerja. Pekerja pabrik bagian grading adalah pekerja dengan sistem 
harian yang sudah memiliki pengalaman bekerja dibidang tersebut. PTPN 12 juga 
memperkejakan warga sekitar lingkungan pabrik untuk melakukan proses pasca 
panen sekala rumahan, yang kemudian hasil akhirnya akan diambil oleh pabrik. 
Semua pekerja grading dan warga sudah diberikan bekal pengetahuan oleh 
supervisor pabrik dalam menentukan mutu cengkeh kering sesuai standart pabrik 
PTPN 12. Mutu yang ditentukan oleh PTPN 12 yaitu kuncup 1 (mutu 1), kuncup 2 
(mutu 2), biji mati (mutu 3) dan polong (mutu 4). 
Dalam penelitian ini mencoba untuk mempermudah dalam proses grading 
mutu cengkeh dengan menggunakan peralatan kamera USB sebagai 
visualisasinya. Jenis kamera yang digunakan yaitu kamera microscope USB 500x 
(Cam-MS-01). Penggunaan kamera microscope dalam metode CNN juga 
dilakukan oleh Liang et al (2016), penelitian tersebut bertujuan untuk 
mengidentifikasi sampel darah manusia yang terjangkit virus Malaria dengan input 
gambar microscope digital dengan hasil akhir akurasi sebesar 97,37%. Data 
gambar yang digunakan yaitu sebanyak 27,000 gambar yang dibagi menjadi dua 
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(sampel darah terinfeksi virus malaria dan sampel darah yang tidak terinfeksi). 
Dalam penelitian tersebut hasil dari penggunaan microscope digital dapat mampu 
digunakan sebagai input dalam penggunaan CNN. Sedangkan output dari 
penelitian ini yaitu klasifikasi mutu cengkeh, model CNN untuk klasifikasi mutu 
cengkeh dan user interface sebagai pengaplikasian model CNN yang sudah 
dibuat. Untuk mendapatkan model dari deep learning yaitu dengan input gambar 
sebanyak 1200 gambar yang dibagi menjadi 4 klasifikasi mutu. 
 Keunggulan dari penelitian ini yaitu pada pengujian model menggunakan 
metode hyperparameter CNN untuk mendapatkan model CNN dengan akurasi 
terbaik. Menurut, Zhang et al (2017) penggunaan hyperparameter dapat 
membantu untuk menemukan model CNN dengan nilai akurasi terbaik. 
Penggunaan hyperparameter dengan cara merubah dan menganalisa beberapa 
parameter pada arsitektur CNN untuk mendapatkan nilai terbaik dari setiap 
parameternya. Parameter yang di analisa yaitu epoch, jumlah layer, ukuran 
gambar, ukuran kernel, strides, padding, Dropout, dan Learning Rate. Hasil terbaik 
dari setiap parameter dibuat menjadi sebuah arsitektur CNN yang menghasilkan 
model CNN.  Hasil model tersebut kemudian digunakan sebagai model dasar 
dalam pembuatan aplikasi dekstop. Tujuannya yaitu sebagai user interface 
pengaplikasian penggunaan metode deep learning dalam klasifikasi mutu cengkeh 
yang mudah. 
3.2 Hipotesis 
Berdasarkan kerangka konseptual yang telah dibuat, hipotesis yang diajukan 
dalam penelitian ini adalah sebagai berikut: 
1. Setiap mutu cengkeh di PTPN 12 dapat diklasifikasikan perbedaan 
mutunya dari bentuk dan warna menggunakan pemodelan CNN dengan 
menggunakan microscope USB sebagai input gambarnya. 
2. Penggunaan metode analisa sensifitas atau hyperparameter CNN dapat 
membantu mendapatkan hasil model yang lebih akurat dalam 
mengklasifikasi mutu cengkeh. 
3. Hasil akhir model CNN dapat mengklasifikasi mutu cengkeh pada 
datatesting, serta dapat digunakan sebagai input dalam aplikasi yang 




BAB IV METODE PENELITIAN 
 
4.1 Lokasi dan Waktu Penelitian 
Penelitian dilakukan pada bulan Januari 2021 hingga April 2021. Pembuatan 
alat, perakitan sistem elektronika, pengambilan data dan pengujian dilakukan di 
Jalan Kembang Kertas No.28A Lowokwaru, Kota Malang. Sedangkan untuk 
pengambilan data dilakukan di PT. Perkebunan Nusantara XII, Perkebunan 
Pancusari, Desa Wringin Kembar, Kecamatan Sumbermanjing, Kabupaten 
Malang. 
4.2 Alat dan Bahan 
4.2.1 Alat 
Alat yang digunakan dalam penelitian ini adalah: 
a. Digital microscope USB 500× : untuk mengambil gambar pada setiap mutu  
     bunga cengkeh kering sebagai database.  
     Alat ini sudah dilengkapi dengan lampu LED  
     dengan format penyimpanan gambar yaitu  
     .bmp 
b. Black-Box   : sebagai tempat sampel dan pengambilan gambar  
    sampel. Black-Box dibuat sederhana dengan  
    menggunakan bahan baku triplex dengan ukuran  
    panjang 10 cm, lebar 10 cm dan tinggi 15 cm 
c. Anaconda Jupyter Notebook : sebagai software open source untuk   
    membuat sebuah dokumen berbahasa python (library  
    installed: Tensor Flow, OpenCV dan Keras) dan (modul  
    installed: numpy dan utils). 
d. Python 3.8.5 : sebagai bahasa pemrogaman dalam pembuatan  
    arsitektur CNN 
e. PyQt   : sebagai pembuatan grapich user interface (GUI) dari   
    model CNN yang dibuat 
f. Komputer   : untuk menginstall software dan mengolah data.  
    Spesifikasi komputer yang digunakan yaitu Intel(R)  
    Core i3 4150, CPU 3.50 GHz, GPU HD Grapichs 4400,  
    DDR3 10 GB dan O.S Windows 10 64 bit. 





Bahan yang digunakan dalam penelitian adalah: 
a. Bunga cengkeh kering : sebagai bahan perlakuan. Bahan perlakuan yang 
digunakan sebanyak 1 kg yang berasal dari PT. Perkebunan Nusantara XII 
Perkebunan Pancusari Kabupaten Malang. Dengan kualitas mutu yang 
sudah ditentukan PTPN 12 yaitu kuncup 1 (mutu I), kuncup 2 (mutu II), biji 
mati (mutu III) dan polong (mutu IV). Jenis cengkeh yang digunakan yaitu 
zanzibar, yang dikeringkan dengan menjemur langsung sampai kadar air 
mencapai 11% - 12%.  
4.3 Metode Penelitian 
Penelitian ini menggunakan bahan baku berupa cengkeh yang berasal dari 
PT. Perkebunan Nusantara XII. PTPN 12 Pancusari memiliki istilah sendiri dalam 
menentukan standart mutu cengkehnya. Dimana mutu cengkeh dibagi menjadi 5 
mutu berurutan yaitu kuncup 1, kuncup 2, biji mati, polong dan tangkai yang 
merupakan standar mutu dari PTPN 12. Untuk kadar air sudah ditentukan oleh 
standart mutu dari PTPN 12 Pancusari yaitu berikisaran antara 11% – 12 %. 
Pada penelitian ini akan mengklasifikasi mutu cengkeh kering menggunakan 
metode deep learning yaitu dengan arsitektur CNN. Klasifikasi yang digunakan 
dalam penelitian ini yaitu kuncup 1, kuncup 2, biji mati dan polong. Klasifikasi jenis 
tangkai tidak dimasukkan dalam penelitian karena dari bentuk fisik sudah memiliki 
perbedaan yang signifikan. Hal ini dikarenakan dalam pemilahan mutu tangkai 
yang dilakukan oleh PTPN 12 yaitu dengan melakukan metode pengayakan. 
Sehingga tangkai bunga, daun dan ranting dapat terpisahkan dengan bunga 
cengkehnya. 
Mutu cengkeh yang sudah ditentukan yaitu kuncup 1, kuncup 2, biji mati dan 
polong kemudian dilakukan pengambilan data berupa gambar. Pengambilan 
gambar menggunakan modul kamera Cam-MS-01 yang dihubungkan dengan 
laptop. Untuk tempat pengambilan gambar menggunakan black-box berwarna 
hitam gelap dengan latar belakang gambar berwarna putih. Pengambilan gambar 
dilakukan satu-satu pada setiap bunga cengkeh kering. Setiap mutu bunga 
cengkeh kering akan dilakukan pengambilan gambar sebanyak 400 gambar, 
dilanjutkan dengan mutu lainnya dengan jumlah yang sama. Sehingga total data 
yang diperoleh yaitu 1600 gambar. Ukuran gambar cengkeh yang digunakan 
sebagai database yaitu 300x300 pixel. Data base ini kemudian digunakan sebagai 
data training, data validasi dan data testing. Dalam proses penggunaan CNN ini 
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dataset akan dibagi menjadi 3 yaitu data training, data validasi dan data test (Tabel 
4.1). Data training digunakan untuk proses training untuk mengenali suatu gambar. 
Data training yang digunakan setiap mutu cengkeh sebanyak 225 data training, 
sehingga total data train yaitu 900 data training. Data validasi digunakan untuk 
menguji hasil dari proses training yang sudah dilakukan, sehingga menghasilkan 
nilai akurasi dari model CNN yang dibuat. Data validasi yang digunakan pada 
setiap mutu cengkeh sebanyak 75 data validasi, sehingga total data validasi yaitu 
300 data validasi. Data testing digunakan untuk menguji model CNN dengan data 
baru, tujuannya agar mengetahui tingkat ketepatan model CNN dalam 
mengklasifikasi. Data test yang digunakan pada setiap mutu yaitu 100 data testing, 
sehingga total datanya yaitu 400 data testing. 
Tabel 4.1 Jenis dan Jumlah Data yang Diambil sebagai Database 
Klasifikasi Mutu Data Training Data Validasi Data Test 
Mutu 1 225 75 100 
Mutu 2 225 75 100 
Mutu 3 225 75 100 
Mutu 4 225 75 100 
Subtotal 900 300 400 
Total 1600 
 
Pada penelitian ini menggunaan metode deep learning pada CNN 
menggunakan bahasa pemrogaman python. Dimana terdapat 2 tahapan penting 
dalam CNN yaitu feature learning dan classification. Pada proses feature larning 
terdapat proses convolution dan pooling. Data training sebanyak 900 data gambar 
cengkeh digunakan sebagai input yang akan di proses pada tahapan convolution 
layer  dan  pooling layer. Pada tahapan ini hasil dari feature learning akan 
dikelompokan sesuai dengan klasifikasi yang ditentukan melalui hidden layer. 
Sedangkan pada proses classification terdapat proses flatten, fully connected layer 
dan softmax. Pada tahapan ini, data validasi sebanyak 300 data digunakan untuk 
dilakukan tahap classification. Hasil akhir yang didapat yaitu berupa besar akurasi 
training dan akurasi validasi model CNN. Model CNN ini perlu dilakukan pengujian 
dengan menggunakan data data testing sebanyak 400 data yang sudah 
didapatkan, untuk menguji akurasi aktual dari model CNN. 
Untuk mendapatkan nilai optimum, maka dilakukan analisa sensifitas atau 
hyperparameter CNN pada model CNN yang didapat. Analisa sensifitas bertujuan 
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untuk melakukan pengujian lebih dari satu percobaan. Sehingga hasil yang 
didapat memiliki tingkat akurasi yang tinggi. Analisa sensifitas dilakukan secara 
bertahap yaitu pertama dengan menemukan nilai epoch optimum, jumlah filter 
yang memiliki akurasi optimum, nilai Dropout dengan nilai optimum, dan ukuran 
filter yang paling optimum.  
 Setelah didapatkan model CNN optimum, langkah selanjutnya yaitu tahapan 
membuat desain aplikasi dekstop sebagai interface penggunaan sistem ini. 
Pembuatan aplikasi menggunakan software PyQt. Model CNN akan di input pada 
aplikasi yang sudah dibuat dan dihubungkan dengan modul kamera Cam-Ms-01 
sebagai input gambar baru. 
4.4 Rancangan Alat 
Rancangan alat ini dibuat dengan bentuk yang sederhana dan mudah 
digunakan. Rancangan alat terdiri dari 3 bagian yaitu black-box, modul kamera 
Cam-Ms-01 dan komputer. Bahan baku yang digunakan dalam pembentukan 
black-box yaitu menggunakan bahan tripleks dengan warna dinding dalam dibuat 
berwarna hitam gelap. Ukuran black-box yang digunakan yaitu panjang 10 cm, 
lebar 10 cm dan tinggi 15 cm. Pada bagian atas black-box akan dipasang modul 
kamera Cam-Ms-01 yang sudah memiliki lampu LED untuk mengambil gambar 
pada sampel. Jarak antara lensa dengan objek yaitu 8 cm. Namun kelebihan dari 
modul kamera Cam-Ms-01 ini dapat dilakukan pembesaran secara manual untuk 
menangkap gambar. Modul kamera Cam-Ms-01 ini dihubungkan dengan komputer 
yang sudah terpasang software kamera Cam-Ms-01. Pengaturan kamera untuk 
pengambilan gambar yaitu dengan mengatur pencahayaan maksimal pada LED 
kamera, serta mengatur fokus kamera pada sampel dan hasil gambar dibuat 
menjadi format .bmp. Sedangkan Spesifikasi komputer yang digunakan yaitu 
Intel(R) Core i3 4150, CPU 3.50 GHz, GPU HD Grapichs 4400, DDR3 10 GB dan 
O.S Windows 10 (64 bit). Berikut ini Gambar 4.1 adalah gambar desain alat 
menggunakan software AutoCAD. 







Pada Gambar 4.1 menunjukan tahapan dalam melakukan pengambilan 
gambar cengkeh yang digunakan sebagai database. Dimana tahap pertama yang 
dilakukan yaitu bunga cengkeh kering dikelompokan menjadi 4 sesuai dengan 
klasifikasi mutu oleh PTPN 12. Selanjutnya dilakukan pengkondisian pada black-
box yaitu memastikan tidak adanya cahaya luar yang masuk kedalam black-box. 
Selanjutnya, menghubungkan microscope USB dengan laptop yang sudah 
terinstall aplikasi microsscope USB untuk dapat menggunakannya. Setelah 
pengkondisian telah selesai, maka dapat dilakukan proses pengambilan gambar 
bunga cengkeh kering. Pengambilan gambar bunga cengkeh kering dilakukan 
pada setiap satuan bunga cengkeh kering yang diletakkan kedalam black-box dan 
diposisikan tepat dibawah lensa microscope USB. Jarak pengambilan gambar 
antara objek dengan lensa yaitu 10 cm. Sedangkan pengaturan cahaya pada lensa 
dibuat maksimum dimana spesifikasi yang dimiliki oleh microscope USB 
maksimum pencahayaan sebesar 600 lux. Berikut ini pada Tabel 4.2 adalah 
contoh dari hasil pengambilan gambar objek satuan bunga cengkeh kering 
menggunakan microscope USB. 
Tabel 4.2 Contoh Hasil Pengambilan Gambar yang Digunakan Sebagai Database 
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Pengambilan gambar setiap mutu 





























Gambar 4.2 Diagram Perancangan Alat 
Pada Gambar 4.2  merupakan langkah-langkah yang dilakukan pada 
penelitian ini. Pada tahap pertama yaitu dimulai dengan mengambil bahan sampel 
penelitian yaitu bunga cengkeh kering yang berasal dari PTPN 12 Perkebunan 
Pancusari Kabupaten Malang. Bahan ini sudah dibedakan dan memiliki 4 jenis 
mutu yaitu mutu I, mutu II, mutu III dan mutu IV. Dimana standart mutu cengkeh 
dari PTPN 12 yaitu 11% - 12%. Langkah selanjutnya yaitu pengambilan gambar 
cengkeh menggunakan microscope USB (Cam-Ms-01) sebanyak 400 data 
gambar di setiap mutu cengkeh. Kemudian data akan dibagi menjadi data training 
untuk melatih dan membuat model CNN, data validasi untuk mengukur tingkat 
akurasi hasil dari pelatihan dan data testing untuk mengukur tingkat akurasi model 
CNN dengan gambar input baru. Terdapat beberapa faktor yang mempengaruhi 
hasil model yaitu epoch, kernel, input size, kernel, strides, padding, dropout dan 
learning rate. Setelah dilakukan analisa hasil pengujian model CNN, maka 
didapatkan model CNN dengan akurasi terbaik.  
Langkah berikutnya yaitu perancangan desain untuk aplikasi yang kemudian 
direalisasikan menjadi aplikasi sebagai user interface model CNN. Pembuatan 
aplikasi ini menggunakan software PyQt. Model CNN yang didapat dimasukkan 
kedalam program pembuatan aplikasi. Setelah itu, dilakukan pengujian 
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performansi dari aplikasi dalam melakukan klasifikasi mutu cengkeh dan dilakukan 
analisa hasil pengujian. 
4.6 Diagram Blok 
Sistem kerja dari sistem klasifikasi mutu cengkeh ini dapat dilihat pada 
Gambar 4.3. Dalam menentukan klasifikasi mutu cengkeh, sistem akan membaca 
objek menggunakan kamera Cam-Ms-01. Hasil pembacaan kamera akan 
diteruskan dan diolah oleh model CNN. Dimana model CNN ini didapatkan dari 
proses pengujian oleh data tes dan data train, sehingga model dapat menganalisa 
gambar tersebut untuk diklasifikasikan sesuai kelasnya. Kelas dalam klasifikasi 
model CNN terbagi menjadi 4 kelas  yaitu mutu I, mutu II, mutu III, dan mutu IV. 
Hasil dari proses ini akan ditampilkan pada aplikasi yang sudah dibuat berupa 
informasi klasifikasi mutu cengkeh dari sampel. Jika terjadi error atau ketidak 
sesuaian dari 4 kelas tersebut, maka model CNN akan kembali terus mengolah 












Gambar 4.3 Diagram Blok Klasifikasi Mutu Cengkeh 
4.7 Klasifikasi Mutu Cengkeh yang Digunakan sebagai Dataset 
Pada penelitian ini sampel yang digunakan berupa bunga cengkeh kering 
yang didapat dari salah satu perusahaan perkebunan BUMN yaitu PT. Perkebunan 
Nusantara XII yang berlokasi di Desa Pancusari, Kecamatan Sumber Manjing, 
Kabupaten Malang. Proses pengeringan bunga cengkeh pada PTPN 12 yaitu 
dengan pengeringan sistem jemur matahari. Sedangkan varietas cengkeh yang 
digunakan yaitu varietas unggul zanzibar. Bunga cengkeh kering yang digunakan 
dibagi menjadi 5 berdasarkan mutunya (Tabel 4.3) yaitu kuncup 1 (mutu I), kuncup 
2 (mutu II), biji mati (mutu III), polong (mutu IV) dan tangkai (mutu V). Penentuan 















mutu ini berdasarkan standar mutu yang sudah ada pada PTPN 12 Pancusari. 
Dimana mutu yang ditetapkan oleh PTPN 12 yang berpedoman pada standart 
mutu cengkeh SNI 01-3392-1994. Bunga cengkeh kering yang sudah didapat akan 
dibagi berdasarkan klasifikasi mutu yang ditentukan. Untuk menambah sebagai 
informasi maka diperlukan pengujian kadar air pada setiap mutu bunga cengkeh 
kering. Penambahan informasi kadar air ini akan digunakan sebagai informasi dari 
hasil klasifikasi pada sistem aplikasi yang dibuat. Standart mutu kadar air cengkeh 
pada PTPN 12 Pancusari yaitu 11 – 12 %. 
Tabel 4.3 Klasifikasi Mutu Cengkeh Berdasarkan Standart Mutu PT. Perkebunan 








Bentuk: Memiliki bagian 
bunga yang lengkap 
dari mahkota dan 
kelopak bunga. 






Bentuk : Hanya terdapat 
kelopak bunga. 





Biji Mati (Mutu 
III) 
 
Bentuk: Terdapat bunga 
yang utuh dan 






Warna: terdapat bagian 





Bentuk: Hanya terdapat 
bagian kelopak 
bunga dan ukuran 
kelopak yang lebih 
besar (bengkak). 
Warna: warna dasar coklat 






Bentuk: Tangkai bunga 
yang dilepas dari 
bagian kelopak dan 
mahkota bunga. 
Warna: coklat pucat 
Namun dalam penelitian ini, mutu 5 yaitu tangkai tidak digunakan dalam 
penelitian ini. Hal ini dikarenakan bentuk dari mutu 5 sudah mudah dapat 
diklasifikasikan atau memiliki bentuk lain yang berbeda dengan bentuk dari mutu 
yang lain. Mutu 5 dapat diklasifikasikan secara mekanis yaitu dengan proses 
pembersihan. Pembersihan yang dimaksud yaitu dengan memanfaatkan ayakan 
yang memiliki ukuran mesh tertentu. Hal ini telah dilakukan oleh PTPN 12 dalam 
mengklasifikasi mutu 5, karena hal itu dinilai lebih cepat dan efisien dalam proses 
pembersihan bunga cengkeh kering (mutu 1, mutu 2, mutu 3 dan mutu 4) agar 
terpisahkan dengan tangkai dan kotoran lain seperti daun. 
4.8 Rancangan Pemodelan Deep Learning menggunakan Convolutional 
Neural Network (CNN) 
Pada alat klasifikasi mutu cengkeh ini menggunakan pemodelan deep 
learning, yaitu sebagai sistem pintar yang dapat menganalisa gambar. Hasil 
pemodelan ini kemudian ditampilkan dalam aplikasi dekstop. Dimana aplikasi ini 
akan terhubung dengan kamera Cam-Ms-01 sebagai input gambarnya dan hasil 
pembacaan klasifikasi akan ditampilkan pada aplikasi dekstop yang dibuat. 
Sebelum program dimasukkan kedalam sistem, program akan dibuat terlebih 
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dahulu menggunakan library keras dan tensorflow dengan bahasa pemrogaman 
python sebagai framework dari deep learning. Program yang dibuat ini akan dilatih 
menggunakan data tes dan data train hingga mencapai titik konvergen. 
4.8.1  Pengumpulan Data 
Pada penelitian ini, pengambilan data yaitu berupa data gambar. Pengambilan 
data gambar menggunakan kamera Cam-Ms-01 yang telah dihubungkan dengan 
komputer. Proses pengambilan gambar dilakukan pada tempat yang tertutup. 
Wadah atau tempat pengambilan gambar terbuat dari bahan kayu dengan ukuran 
panjang 10 cm, lebar 10 cm dan tinggi 15 cm. Pada bagian dinding kayu bagian 
dalam dicat warna hitam gelap. Jarak pengambilan gambar dari kamera yaitu 8 
cm. Background yang digunakan yaitu berwarna putih. Hal ini dikarenakan untuk 
memperjelas bentuk dan warna dari objek. Sedangkan untuk pengaturan pada 
kamera Cam-MS-01 yaitu dengan mengatur pencahayaan pada lensa level paling 
tinggi, pengambilan gambar dengan format .bmp,  sedangkan ukuran gambar yang 
diambil yaitu 300x300 pixel. 
Pengambilan data dilakukan secara bertahap, yaitu dengan mengambil 
gambar setiap mutu bunga cengkeh kering. Kemudian gambar akan disimpan dan 
dibagi menjadi 4 folder sesuai mutu dengan penamaan mutu I, mutu II, mutu III 
dan mutu IV. Sebelum dilakukannya pengambilan gambar, bunga cengkeh kering 
dilakukan pemisahan berdasarkan mutu sesuai standart mutu dari PTPN 12. 
Pengambilan gambar untuk setiap mutu bunga cengkeh  dilakukan sebanyak 400 
data gambar, sehingga total yang didapat sebanyak 1600 gambar. Dimana setiap 
mutu cengkeh mendapatkan 225 data training, 75 data validasi dan 100 data 
testing. 
4.8.2  Rancangan Arsitektur CNN 
Pada penelitian ini proses pembentukan arsitektur CNN menggunakan 
bahasa pemrogaman python, serta menggunakan library yaitu tensorflow, keras 
dan numpy. Sedangkan platform yang digunakan yaitu menggunakan software 
Jupyter Notebook. Setelah dilakukan pembagian dataset, data train akan 
digunakan sebagai data input pada proses Convolutional Neural Network (CNN). 
Dalam penggunaan CNN diperlukannya pembentukan arsitektur untuk 
mendapatkan hasil model CNN. Nilai dalam pembentukan arsitektur CNN 




Gambar 4.4 Tahapan CNN Klasifikasi Mutu Cengkeh 
Gambar 4.4  Adalah bentuk arsitektur yang digunakan dalam proses training 
menggunakan data train dan data validasi untuk mendapatkan hasil berupa model 
CNN. Arsitektur CNN dibagi menjadi 3 tahapan proses yaitu proses convolution 
2D, Proses Pooling dan Fully Connected. Input yang digunakan dalam penelitian 
ini yaitu sebesar 128x128x3 dengan format gambar .bmp. Angka 128 menunjukan 
ukuran pixel dari suatu gambar, sedangkan angka 3 menunjukan RGB dari 






























from keras.datasets import mnist 
from keras.models import Sequential 
from keras.layers import Dense, Dropout, Flatten 
from keras.layers import Conv2D, MaxPooling2D 
from keras import backend as K 
from keras.optimizers import SGD  
 
# create model 
model = Sequential() 
 
model.add(Conv2D(32, kernel_size=(3, 3), strides=(1, 1), 
padding='same', 
                 activation='relu', 
                 input_shape=input_shape)) 
model.add(MaxPooling2D(pool_size=(2, 2))) 









model.compile(loss = 'categorical_crossentropy', 
              optimizer = SGD(0.0001), 







Berikut ini adalah penjelasan dari arsitektur CNN yang dibuat pada penilitian 
in. 
1. Tahapan Convolutional 2D pertama, yaitu menggunakan jumlah filter 
sebanyak 32 layer. Sedangkan ukuran kernel yang digunakan yaitu 3x3. 
Untuk nilai strides yang digunakan yaitu 1x1. Dan pada tahap ini 
ditambahkan padding ‘same’ yang bernilai 0. Setelah dilakukannya proses 
convolutional 2D dilakukan aktivasi menggunakan perintah aktivasi fungsi 
RELU (Retrified Linier Unit). Tujuannya agar menghilangkan nilai negatif 
pada nilai matrik, sehingga didapatkan matriks bernilai positif. Dari tahap 
ini, ukuran gambar akan tetap yaitu 128x128, hal ini karena penggunaan 
fungsi padding, yang bertujuan untuk mempertahankan ukuran gambar. 
2. Tahap kedua yaitu proses pooling, tujuan proses pooling ini yaitu untuk 
mengubah ukuran dari hasil convolutional 2D menjadi lebih kecil. Ukuran 
pooling yang digunakan yaitu 2x2. Sedangkan jenis pooling yang 
digunakan yaitu berupa perintah MaxPooling. Terdapat dua jenis perintah 
pooling  yang ada yaitu MaxPooling  dan AveragePooling. Menurut, Li et 
al  (2019) penggunaan MaxPooling memiliki tingkat akurasi yang lebih baik 
bila dibandingkan menggunakan AveragePooling. Dari hasil proses 
pooling tahap pertama ukuran gambar akan menjadi 64x64. 
3. Tahap ketiga yaitu convolutional 2D kedua, pada tahap ini ukuran filter 
yang digunakan yaitu 64 layer. Dengan ukuran kernel 3x3, ukuran strides 
1x1, dan menggunakan padding ‘same’ yang bernilai 0. Selanjutnya 
dilakukan aktivasi fungsi RELU. Hasil yang diperoleh yaitu ukuran gambar 
tetap menjadi 64x64. 
4. Tahap keempat yaitu proses pooling kedua, pada tahap ini sama dengan 
tahap pooling pertama. Dengan menggunakan perintah MaxPooling 
dengan ukuran 2x2. Hasil yang diperoleh yaitu ukuran gambar menjadi 
32x32. 
5. Tahap kelima yaitu proses fully connected, pertama akan dilakukan proses 
flatten. Tujuannya yaitu mengubah nilai matrik dari gambar menjadi 
sebuah nilai vektor. Proses flatten dilakukan pada setiap gambar yang 
kemudian akan dihubungkan pada output yang diinginkan. Saat proses 
flatten mencocokan dengan output, akan dibantu dengan perintah 
Dropout. Fungsi dari Dropout ini yaitu untuk mengurangi terjadinya proses 
overfitting pada proses pembelajaran data train. Sehingga data train yang 
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sudah digunakan ternyata tidak sesuai, maka tidak akan digunakan lagi 
dalam satu kali proses pembelajaran. Nilai Dropout yang digunakan yaitu 
sebesar 0,5.  
6. Tahap keenam yaitu aktifasi fungsi softmax. Sebelum dilakukan aktifasi 
fungsi softmax, akan dilakukan pengurangan jumlah parameter yaitu 
dengan perintah dense. Perintah dense ini akan membagi parameter hasil 
dari proses flatten untuk menjadi nilai output yang diinginkan. Dalam 
penelitian ini perintah dense dilakukan sebanyak 2 kali yaitu pertama 
dengan nilai 256 dan kedua dengan nilai 4 sesuai dengan output yang 
diinginkan. Setelah itu, maka dilakukan aktifasi funggsi softmax untuk 
menggiring nilai parameter sesuai dengan output yang diinginkan yaitu 4 
output. Tabel 4.4  adalah hasil akhir parameter yang didapatkan. 
Tabel 4.4 Jumlah Hasil Parameter yang Didapatkan 
Layer (type) Output Shape Parameter 
Conv2d_1 (Conv2D) (None, 128, 128, 32) 896 
Max_pooling2d_1 (MaxPooling2D) (None, 64, 64,32) 0 
Conv2d_2 (Conv2D) (None, 64, 64, 64) 18496 
Max_pooling2d_2 (MaxPooling2D) (None, 32, 32, 64) 0 
Dropout_1 (Mome, 32, 32, 64) 0 
Flatten_1 (None, 65536) 0 
Dense_1 (None, 256) 16777472 
Dropout_2 (None, 256) 0 
Dense_2 (None, 4) 1028 
Total parameters        : 16.797.892 
Trainable parameters : 16.797.892 
Non-trainable parameters : 0 
 
4.8.3  Proses Convolution 2D 
Tahapan proses convolution 2D  adalah sebuah proses yang digunakan untuk 
mengekstrak suatu gambar dari input menjadi beberapa bagian atau layer. Dimana 
dalam penelitian ini input gambar yaitu sebesar 128x128x3. Angka 128 adalah 
menunjukan nilai dari ukuran suatu gambar yaitu 128 pixel dan angka 3 




Dalam proses convolution 2D terdapat beberapa bagian yaitu penentuan 
jumlah filter, penentuan ukuran kernel, penentuan nilai strides dan jenis padding 
yang digunakan. Pada penelitian ini menggunakan 2 lapis proses convolution 2D, 
yaitu tahap pertama dengan jumlah filter 32 layer dan 64 layer. Jumlah dari filter 
menunjukan jumlah lapisan gambar hasil dari proses convolution 2D. Sedangkan 
ukuran kernel yang digunakan yaitu 3x3. Fungsi dari kernel sendiri yaitu sebuah 
subwindows yang akan mengekstrak suatu gambar secara sliding window. Kernel 
akan memulai proses dari bagian pojok kiri atas gambar dan akan terus bergerak 
kearah kanan dan dilanjutkan pada bagian bawahnya hingga seluruh bagian pixel 
gambar terlewati. Menurut, Rajasegaran et al (2019) dalam proses convolution 2D 
juga terdapat perintah strides dan padding yang digunakan untuk mengatur 
pergerakan kernel dan meningkatkan kualitas outputnya. 
Perintah strides yang digunakan yaitu memiliki ukuran 1x1. Sedangkan nilai 
maksimum dalam strides yang biasanya digunakan yaitu 2x2. Nilai – nilai tersebut 
menunjukan ukuran dari setiap perpindahan dari suatu kernel untuk berpindah 
posisi melakukan sliding window. Semakin besar nilai strides akan mempercepat 
pergerakan dari suatu kernel. 
Perintah padding memiliki dua jenis yaitu ‘padding = same’ dan ‘padding = 
valid’. Fungsi dari sebuah perintah padding yaitu untuk mempertahankan ukuran 
dari suatu gambar agar outputnya sama dengan inputnya. Sehingga tidak terjadi 
pengurangan informasi-informasi dari suatu gambar untuk selanjutnya diolah. 
Pada jenis ‘padding = same’ memiliki nilai yaitu 0, sedangkan pada perintah 
‘padding = valid’ memiliki nilai yaitu 1. 
4.8.4  Proses Pooling 
Pengertian dari proses pooling yaitu pengurangan ukuran matrik hasil dari 
proses convolution 2D menjadi ukuran baru. Pengurangan yang dilakukan 
terdapat dua cara yaitu dengan MaxPooling dan AveragePooling. Sesuai dengan 
namanya, MaxPooling yaitu proses penggabungan untuk mengurangi ukuran 
matriks gambar dengan mengambil nilai maksimumnya. Sedangkan 
AveragePooling yaitu mengurangi ukuran matriks gambar dengan mengambil nilai 
rata-rata nilai suatu matrik gambar. Menurut, Scherer et al. (2010) penggunaan 
MaxPooling lebih banyak digunakan oleh beberpa pengguna dari metode deep 
learning karena hanya mengambil nilai terbesar matriks, sehingga hasil akurasi 




Pada penelitian ini menggunakan perintah MaxPooling dengan ukuran pooling  
sebesar 2x2. Sehingga output dari hasil proses pooling ini akan dibagi menjadi 
ukuran dari pooling. Maka pada penelitian ini, hasil dari proses pooling yaitu 
sebesar 64x64 pada tahap pertama dan 32x32 pada tahap kedua. 
4.8.5  Proses Fully Connected 
Proses fully connected adalah proses terakhir dari tahapan pembuatan model 
CNN. Pada tahapan ini bertujuan untuk menghubungkan antara hasil dari tahap 
sebelumnya berbentuk multidimensional array untuk dihubungkan dengan output. 
Sebelum dilakukannya proses fully connected diperlukannya perintah flatten untuk 
mengubah nilai matriks menjadi bentuk vektor karena bentuk dari output yaitu 
berupa vektor. 
Saat proses fully connected akan dibantu dengan perintah Dropout. Pada 
penelitian ini menggunakan nilai Dropout sebesar 0,5. Fungsi dari perintah 
Dropout ini yaitu untuk mempermudah saat proses menghubungkan dengan 
output dengan cara menhindari terjadinya Overfitting. Overfitting biasanya terjadi 
pada proses pembelajaran suatu model aritmatika, sehingga data input yang tidak 
sesuai akan selalu tetap dilakukan pembelajaran (Mentari et al., 2016). Overfitting 
juga dapat dihindari dengan menggunakan learning rate pada pembuatan suatu 
model machine learning (Yaqub et al., 2020). 
Sedangkan perintah dense dalam penentuan model CNN berfungsi untuk 
mempermudah proses pembelajaran. Dengan cara menambah nilai output terlebih 
dahulu. Hal ini dikarenakan hasil dari tahap feature learning menghasilkan 
parameter yang berjumlah besar, sedangkan output yang diinginkan yaitu 4 
parameter output (Mutu I, Mutu II, Mutu III, dan Mutu IV). Untuk menghindari 
terjadinya penyempitan nilai parameter yang terlalu besar, maka diperlukan 
perintah dense. Pada penelitian ini perintah dense berukuran 256 pada tahap 
pertama dan berukuran 4 pada tahap terakhir.  
4.8.6  Akurasi Pada Model Training 
Parameter hasil dari proses feature learning dan fully connected layer akan 
dilakukan pengujian untuk mendapatkan akurasi dari model CNN yang dibuat. 
Pada tahap ini akan didapatkan nilai akurasi dan loss dari arsitektur CNN yang 
sudah dibuat. Dalam menentukan akurasi model terdapat hal yang perlu 
ditentukan yaitu besar learning rate, nilai epoch dan ukuran batch. 
Pada penelitian ini akan menggunakan nilai learning rate sebesar 0,0001. 
Learning rate berfungsi sebagai tingkat ketelitian dalam suatu metode 
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pembelajaran model aritmatika serta menghindari terjadinya overfitting (Yaqub et 
al., 2020). Semakin kecil nilai learning rate maka akan semakin tinggi tingkat 
ketelitiannya. 
Nilai epoch yang digunnakan dalam penelitiani ini yaitu sebesar 150. Nilai 
epoch ini menunjukan besaran putaran atau banyak pengulangan yang dilakukan 
dari proses pembelajarannya. Sedangkan ukuran batch dibuat menjadi sebesar 
32. Ukuran batch adalah banyaknya jumlah data yang diambil dalam satu kali 
langkah pada satu pengulangan. Sehingga berarti setiap 32 data akan diambil dan 
dilakukan pembelajaran pada langkah pertama, berlanjut pada 32 data berikutnya 
pada langkah kedua sampai seluruh jumlah data terpenuhi. Dan hal yang sama 
juga dilakukan pada pengulangan pembelajaran kedua dan seterusnya. Pada 
Gambar 4.5 adalah langkah-langkah dalam pembuatan model CNN dari tahap 
awal berupa input data sampai tahap akhir mendapatkan model CNN. Dan berikut 
ini adalah pseudo code yang digunakan untuk mrnjalankan training dan validasi, 














batch_size = 32 
epochs = 150 
 
history = model.fit(x_train, 
                    y_train, 
                    batch_size = batch_size, 
                    epochs = epochs, 
                    verbose = 1, 
                    validation_data = (x_test, y_test)) 
 
score = model.evaluate(x_test, y_test, verbose=0) 
print('Test loss:', score[0]) 






Input Mutu cengkeh (300x300 
pixel) 1200 gambar
Convolution_1+RELU + kernel  
(3x3)+ filter (32)











Convolution_2 + RELU + 
kernel (3x3) + filter  (64)
MaxPooling Layer_2 (2x2) 











 4.9  Sensitivity Analysis atau Hyperparameter CNN 
Dalam pembuatan model menggunakan machine learning memerlukan 
pengujian lebih dari satu percobaan. Hal ini dikarenakan machine learning 
membutuhkan proses pembelajaran untuk mendapatkan hasil model yang akurat. 
Terdapat beberapa cara untuk menganalisa sensivitas pada model CNN. Salah 
satunya yaitu penelitian dari Zhang et al (2017), analisa sensivitas ini disebut 
dengan CNN Hyperparameter. Pengujian CNN Hyperparameter ini bertujuan 
untuk menentukan titik optimal dalam akurasi model CNN yang dibuat. Tabel 4.5 
adalah nilai CNN Hyperparameter yang digunakan sebagai analisa sensivitas. 
Analisa sensivitas digunakan dalam menentukan nilai terbaik pada setiap tahapan 
dalam pembentukan aristektur dari CNN. Seperti pada penelitian yang telah 
dilakukan oleh Bergado et al. (2016), pada penelitiannya menguji model CNN yang 
sudah didapat dengan cara mengubah beberapa nilai parameter, sehingga 
mendapatkan hasil model CNN yang akurat. 
Tabel 4.5 Bentuk Hyperparameter CNN pada penelitian Zhang et al (2017). 
No. Hyperparameter Value 
1 Filter Size (2,4,6), (3,5,7), (4,6,8) 
2 Number of Feature Maps 100, 200, 400 
3 Dropout 0.5 
4 Epoch 30, 45, 60 
5 Batch Size 50 
6 Learning Rate 0.01 
 Proses pengujian dilakukan secara bertahap, dimana setiap tahapan akan 
menggunakan konfigurasi nilai terbaik dari pengujian sebelumnya. Tingkat akurasi 
didapatkan dari hasil data train dengan data test. Proses pengujian menganut 
pada penelitian yang telah dilakukan oleh Adi.D et al. (2020). Hal ini dikarenakan 
nilai akurasinya lebih baik bila dibandingkan dengan struktur model yang 
direferensikan oleh Zhang et al (2017).  
Untuk konfigurasi awal proses training yang dilakukan yaitu, pertama memilih 
jumlah Epoch dengan memilih tingkat accuracy epoch dan loss epoch yang 
optimal pada data test dan data train. Epoch adalah jumlah putaran yang dilakukan 
machine learning untuk mendapatkan hasil yang optimal. Nilai epoch yang 
digunakan yaitu 150, 225, 300, 500, 700, 1000, 1300 dan 1600 hingga mencapai 
nilai akurasi yang konvergen. Dalam penelitiannya Sun et al (2020) proses 
pemilihan epoch dipilih saat nilai akurasi yang dihasilkan sudah mencapai 
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konvergen yang artinya nilai akurasi antar epoch tidak terjadi perubahan yang 
signifikan. Tahap kedua yaitu menentukan jumlah feature maps yang digunakan 
dalam data training. Jumlah feature maps ini akan digunakan pada tahapan 
konvolusi 2D dengan variasi 2 lapis konvolusi (32, 64 feature maps), 3 lapis 
konvolusi (32, 64, 128 feature maps), 4 lapis konvolusi (32, 64, 128, 256 feature 
maps) dan 5 lapis konvolusi (32, 54, 128, 256, 512 feature maps). Nilai akurasi 
tertinggi akan digunakan dalam tahap berikutnya. Pada penelitian Sun et al (2020) 
yang menggunakan lapisan feature map hingga sampai 3 lapisan yaitu 64, 128, 
256. Tahap ketiga yaitu menentukan ukuran size input terbaik. Dengan menguji 
beberapa variasi ukuran input gambar yaitu 32×32, 64×64, 128×128, dan 
300×300. Pengujian varian dilakukan oleh Xiong et al (2019) dengan membagi 
kategori input menjadi tiga  yaitu ukuran kecil (51×51), sedang (101×101) dan 
besar (151×151) untuk menentukan model terbaik. Tahap keempat yaitu menguji 
ukuran kernel dengan variasi ukuran sebesar 1×1, 3×3, 5×5, dan 7×7. Varian 
ukuran kernel tersebut, juga dilakukan pada penelitian Lee et al (2017) dimana 
penelitian tersebut menganalisa ukuran kernel yang hasil akhirnya bahwa 
penggunaan ukuran kernel 5×5 mendapatkan nilai akurasi tertinggi. Tahap kelima 
yaitu menguji ukuran stride yang digunakan dengan variasi ukuran sebesar 1×1 
dan 2×2. Stride berfungsi sebagai langkah dari perpindahan setiap kernel. Menurut 
Coates et al (2011) dalam penelitiannya nilai akurasi semakin menurun secara 
signifikan saat penggunaan nilai stride lebih dari 2×2 dan ukuran stride yang sering 
digunakan yaitu 1×1. Tahap keenam yaitu menguji penggunaan nilai padding. 
Padding berfungsi untuk mempertahankan nilai ukuran gambar hasil dari proses 
konvolusi 2D dan pooling. Terdapat dua pengujian yaitu dengan perintah “padding 
same” artinya menggunakan padding dan perintah “padding valid” yang artinya 
tanpa menggunakan padding. Pengujian padding tersebut, juga dilakukan oleh 
Nam et al (2019) dimana pada penelitiannya menganalisa hasil akurasi dari model 
pembelajaran yang menggunakan padding disetiap layer dan tanpa menggunakan 
padding. Tahap ketujuh yaitu menentukan nilai Dropout. Nilai Dropout yang diuji 
yaitu dengan konfigurasi nilai 0.5, 0.4, 0.3, 0.2 dan 0.1. Pengujian nilai dropout 
berpacu pada penelitian dari Srivastava et al (2014) yang melakukan analisa efek 
dari nilai dropout terhadap nilai akurasi dari nilai dropout 0,1 sampai 1. Tahap 
kedelapan yaitu yaitu menentukan nilai learning rate terbaik dimulai dengan ukuran 
0,00005; 0,0001; 0,001, dan  0,01. Nilai learning rate tersebut berpacu pada 
penelitian dari Georgakopoulos et al (2017) dimana penelitian tersebut 
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menganalisa adaptive learning rate dari nilai 10-2 sampai 10-5. Sedangkan batch 
size yang digunakan dalam penelitian ini yaitu 32. Hal ini dikarenakan menurut 
Bengio (2012) bahwa ukuran batch size 32 adalah nilai default yang terbaik karena 
jika ukuran batch size yang terlalu besar dapat mengurangi proses konvergerensi 
dan mempengaruhi pembaruan yang diperlukan dalam jaringan pembuatan 
model. Model dengan nilai terbaik akan dipilih sebagai model arsitektur dalam 
penelitian ini yang tahapan selanjutnya akan dilakukan pengujian model 
menggunakan data lain. Berikut ini adalah sensitivity analysis yang digunakan 
dalam penelitian ini Tabel 4.6. 
Tabel 4.6 Sensitivity Analysis yang digunakan 
Parameter Nilai Literatur 
Input Image (32×32), (64x64), (128x128), 
(300x300) 
Xiong et al  (2019) 
Epoch 150, 225, 300, 500, 700, 1000, 
1300, 1600 
Sun et al (2020) 
Ukuran Kernel (1×1, (3x3), (5x5), (7x7) Lee et al (2017) 
Ukuran strides (1x1), (2x2) Coates et al (2011) 
Padding “same”(0) dan “valid”(1) Nam et al (2019) 
Dropout 0.5, 0.4, 0.3, 0.2, 0.1 Srivastava et al (2014) 
Jumlah layer 
Conv.2D 
2 Layer, 3 Layer, 4 Layer, 5 Layer 
Sun et al (2020) 
Learning Rate (0,00005), (0,0001), (0,001), 
(0,01) 
Georgakopoulos et al 
(2017) 
Batch Size 32 Bengio (2012) 
Output Class 4  
 
4.10  Rancangan Pengujian Model CNN 
Pengujian model CNN dilakukan untuk melakukan evaluasi terhadap model. 
Pengujian model CNN dibagi menjadi 2 tahapan yaitu Training dan Testing. Pada 
tahap training digunakan untuk mengolah gambar dan menemukan model CNN. 
Data yang digunakan dalam tahap training yaitu sebanyak 1200 data yang dibagi 
menjadi 4 kelas. Pada tahap training dibagi menjadi dua data gambar yaitu data 
gambar training dan data gambar validasi. Data training dengan jumlah 225 data 
gambar dan data validasi 75 gambar.  
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Model CNN yang sudah di dapat dengan akurasi paling tinggi akan dipilih 
dan kemudian akan dilakukan pengujian model CNN yaitu tahap testing. Tahapan 
pengujian model CNN menggunakan data testing sebanyak 400 data gambar yang 
dibagi menjadi 4 kelas. Sehingga setiap kelas akan mendapatkan data sebesar 
100 data gambar. Data testing merupakan data lain yang berbeda dengan data 
training. Tujuan dari tahapan testing ini yaitu untuk melihat performa dari model 
yang sudah dibuat dalam mengklasifikasikan mutu cengkeh pada sebuah gambar. 
4.11  Rancangan Pembuatan Aplikasi Pada Desktop 
Pembuatan aplikasi pada desktop menggunakan software PyQt. Software ini 
didukung oleh bahasa pemrogaman Python untuk penggunaannya. Tampilan 
aplikasi yang dirancang yaitu dibuat secara sederhana dan menarik. Dengan 
menampilkan menu yang tidak terlalu banyak didalamnya. Sehingga membuat 
penggunaan aplikasi ini dapat dilakukan secara mudah. Berikut ini adalah 
rancangan desain aplikasi yang akan dibuat. Gambar 4.9 merupakan hasil desain 
untuk user interface dari model CNN klasifikasi mutu cengkeh. Dalam user 
interface ini dibagi menjadi dua bagian. Bagian pertama sebelah kiri, terdapat 
kolom live camera yang berasal dari kamera microscope USB. Pada bagian kedua 
sebelah kanan, terdapat kolom yang berisi hasil dari pembacaan klasifikasi mutu 
cengkeh. Serta dalam kolom “Spesification” berisikan informasi dari ciri-ciri mutu 
cengkeh yang berhasil dibaca oleh aplikasi. 
 
Gambar 4.6 Desain Aplikasi Dekstop Klasifikasi Mutu Cengkeh 
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Aplikasi ini akan terhubung dengan modul kamera Cam-Ms-01 sebagai input 
pengambilan gambarnya. Sehingga untuk mengambil gambar sampel hanya perlu 
menekan tombol “Take Picture” pada menu aplikasi untuk pengambilan gambar 
sampel. Setelah itu terdapat tombol “Process” untuk menentukan hasil klasifikasi. 
Kemudian aplikasi akan mengolah gambar tersebut untuk mengklasifikasikan jenis 
mutu cengkeh yang sesuai dari sampel tersebut. Hasil klasifikasi akan muncul 
pada kolom hasil pada aplikasi. Informasi dalam kolom hasil yaitu berupa jenis 
mutu, kategori mutu, dan kadar air. Dan untuk mengklasifikasi sampel lain maka 
tekan tombol “Reset”. Kemudian sampel pada black-box diganti dengan sampel 
cengkeh kering lainnya. 
4.12  Rancangan Pengujian Performa Software 
Jika model sudah menunjukan hasil yang optimal yaitu model dapat 
mengklasifikasikan setiap mutu cengkeh dengan tepat dan model CNN memiliki 
nilai precision yang tinggi. Maka model CNN tersebut akan diaplikasikan kedalam 
aplikasi dekstop yang sudah dibuat. Aplikasi ini akan terhubung dengan kamera 
Cam-Ms-01 sebagai input gambar dan bahan perlakuan diletakkan kedalam black-
box. Pengujian pada alat akan dilakukan pada sampel yang bunga cengkeh kering 
sebanyak 120 sampel yang memiliki 4 klasifikasi mutu cengkeh. Hasil akurasi 
keberhasilan dapat dihitung menggunakan persamaan 1, sebagai berikut. 
𝐾𝑒𝑏𝑒𝑟ℎ𝑎𝑠𝑖𝑙𝑎𝑛 % =
   
  




BAB V  HASIL DAN PEMBAHASAN 
 
5.1 Hasil Model Deep Learning Menggunakan Convolutional Neural Network 
(CNN) 
Dari hasil pengujian didapatkan nilai akurasi training sebesar 61,19% dan 
Loss training sebesar 0,9329. Sedangkan untuk nilai akurasi validasi sebesar 
54,6% dan Loss validasi sebesar 1,064. Dari hasil nilai tersebut masih belum 
mencapai hasil yang diinginkan. Oleh karena itu dilakukannya pengujian 
sensivitas, dengan  melakukan analisa nilai terbaik dalam menentukan arsitektur 
CNN untuk klasifikasi mutu cengkeh. 
 
Gambar 5.1 Hasil Perbandingan Nilai Epoch dengan Validasi Loss dan Training 
Loss 
 
Gambar 5.2 Hasil Perbandingan Nilai Epoch dengan Accuracy Validasi dan 
Accuracy Training  
Dari Gambar 5.1 dan 5.2 menunjukan pergerakan dari nilai akurasi dan loss 
dari epoch terendah hingga epoch 150. Dari grafik tersebut juga terlihat bahwa 
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masih adanya potensi untuk meningkatkan nilai epoch. Karena bentuk trend dari 
grafik yang terus naik mengikuti besarnya nilai epoch. Menurut, Nurfita et al. (2018) 
meningkatkan nilai epoch dapat memungkinkan dalam meningkatkan nilai akurasi 
pada pembuatan model CNN. Serta dapat merubah beberapa parameter 
didalamnya, hal ini bisa disebut dengan hyperparameter CNN, seperti yang 
dilakukan dalam penelitian Bergado et al. (2016). 
5.2  Pengujian Model CNN 
Pengujian model CNN menggunakan data test yang merupaka data baru dan 
sudah dibuat pada tahap persiapan data sebelumnya. Data test terdiri dari 4 
klasifikasi mutu cengkeh, masing-masing memiliki jumlah data sebesar 100 data 
test. Fungsi pengujian model ini bertujuan untuk menganalisa apakah model CNN 
yang sudah dibuat dapat mengklasifikasi data baru. 




















Mutu 1 50 18 0 17 
Mutu 2 32 67 28 6 
Mutu 3 12 15 72 5 
Mutu 4 6 0 0 72 
Total 100 100 100 100 
Pada Tabel 5.1 adalah hasil pembacaan data testing menggunakan model 
CNN yang sudah dibuat. Hasil yang didapat yaitu dari total data test sebanyak 400 
data, yang dapat diklasifikasikan dengan tepat dan sesuai dengan klasifikasi 
mutunya oleh model CNN tersebut yaitu sebanyak 261 data. Dari data tersebut 
dilakukan perhitungan presentase keberhasilan, sehingga didapatkan presentase 
akurasi pembacaan model terhadap data test yaitu sebesar 65,25%. Terjadinya 
kesalahan pembacaan gambar dalam mengklasifikasi mutu cengkeh tersebut 
dikarenakan hasil akurasi training dan akurasi validasi yang dimiliki pada model 
CNN yang dibuat masih bernilai kecil. Sehingga pada pengujian data testing model 
CNN kurang optimal dalam mengidentifikasi suatu gambar. Sehingga diperlukan 
perbaikan pada arsitektur CNN dengan mengubah nilai dari setiap tahapannya. 
Hal yang sama dilakukan Bergado et al. (2016), pada penelitiannya menguji model 
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CNN yang sudah didapat dengan cara mengubah beberapa nilai parameter, 
sehingga mendapatkan hasil model CNN yang akurat. 
5.3 Analisa Sensivitas Model CNN atau Hyperparameter CNN 
5.3.1 Epoch 
Perintah epoch  adalah data train yang akan melakukan suatu pembelajaran 
dalam training data dari tahap awal hingga akhir yang disebut dengan satu kali 
putaran. Semakin besar epoch yang digunakan dalam metode pembelajaran, 
maka akan membutuhkan waktu training yang lebih lama. Hal ini dibuktikan pada 
hasil penelitian ini, yaitu menguji nilai epoch dari 150, 225, 300, 500, 700, 1000, 
1300 dan 1600. 
Tabel 5.2 Hasil Pengujian Jumlah Epoch 
Jumlah Epoch Akurasi Loss Waktu 
150 54,33% 0,9820 35 Menit 
225 61,67% 0,8115 53 Menit 
300 65,67% 0,7854 1 Jam 10 Menit 
500 80,33% 0,5572 1 Jam 57 Menit 
700 86,67% 0,4387 2 Jam 44 Menit 
1000 87,99% 0,3556 3 Jam 54 Menit 
1300 89,66% 0,3451 5 Jam 03 Menit 
1600 89,33% 0,3292 6 Jam 14 Menit 
Dari hasil percobaan tersebut pada Tabel 5.2 membuktikan semakin tingginya 
nilai epoch maka waktu yang dibutuhkan untuk proses training dan validasi. 
Namun jika dilihat dari hasil tingkat akurasinya, semakin besar nilai epoch akan 
memiliki nilai akurasi yang baik. Menurut, Khamparia et al (2020) semakin 
meningkatnya nilai epoch akan membuat akurasi semakin tingi atau semakin 
stabil. Hal ini dikarenakan proses pengulangan berlangsung lebih banyak, 
sehingga model akan menjadi lebih pintar dalam mengklasifikasikan gambar. Dari 
penelitian yang dilakukan oleh Sun et al (2020) yaitu dari total 350 epoch nilai 
akurasi sudah konvergen pada 249 epoch yang artimya perhitungan nilai epoch 
akan dihentikan saat nilai nilai epoch yang dihasilkan telah konvergem, dimana 
nilai akurasi antar epoch sudah tidak memiliki perbedaan yang signifikan. Dari hasil 
analisa epoch pada penelitian ini, dimana akurasi terbaik dimiliki oleh epoch 1300 
dengan tingkat akurasi mencapai 89,66% dan diantara epoch tersebut perbedaan 
akurasi diantaranya tidak terlalu signifikan (konvergen). Nilai epoch ini yang akan 
digunakan pada tahapan selanjutnya sebagai tahapan hyperparameter CNN. 
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5.3.2 Jumlah Layer 
Jumlah layer convolution 2D merupakan bagian terpenting dalam pembuatan 
arsitektur model CNN. Karena fungsi dari convolution 2D ini sebagai pengekstrak 
gambar input untuk menjadi matrik bernilai. Semakin banyak jumlah layer yang 
digunakan, akan membuat jumlah parameter semakin sedikit. Hal ini dikarenakan 
proses convolution 2D diikuti dengan proses pooling. Sehingga ukuran gambar 
pada setiap layer convolution 2D berikutnya akan semakin kecil. Hal ini dapat 
dibuktikan pada Tabel 5.3 yang menguji beberapa macam jumlah layer yang 
digunakan yaitu 2 layer, 3 layer, 4 layer, dan 5 layer. 
Tabel 5.3 Hasil Pengujian Jumlah Layer Convolutional 2D 
Jumlah Layer Conv.2D Akurasi Loss Waktu 
2 layer (32, 64) 89,66% 0,3451 5 Jam 03 Menit 
3 layer (32, 64, 128) 87,00% 0,3721 5 Jam 47 Menit 
4 layer (32, 64, 128, 256) 81,33% 0,4533 6 Jam 30 Menit 
5 layer (32, 64, 128, 256, 512) 78,55% 0,4815 7 Jam 14 Menit 
Dari tabel tersebut, menunjukan bahwa ukuran layer yang memiliki tingkat 
akurasi terbaik yaitu pada penggunaan 2 layer dengan jumlah filter sebesar 32 dan 
64. Nilai akurasi yang dimiliki yaitu sebesar 89,66% dan besar loss yang dimiliki 
sebesar 0,3451. Model yang memiliki nilai akurasi terbaik ini akan digunakan dan 
diteruskan pada tahapan selanjutnya. Menurut Zhou et al. (2018), semakin banyak 
layer yang digunakan maka akan membuat perjalanan model semakin panjang 
dalam melakukan tahapan pembelajaran pada suatu gambar. Dalam hasil 
penelitiannya penggunaan jumlah layer yang semakin banyak akan membuat nilai 
spesifitas atau ketepan model dalam membaca data tes akan semakin menurun. 
5.3.3 Ukuran Input Gambar 
Dalam penelitian ini akan menguji beberapa ukuran gambar pada dataset. Hal 
ini untuk mendapatkan ukuran gambar yang sesuai dan memiliki akurasi yang baik 
dalam klasifikasi cengkeh. Seperti pada penelitian yang dilakuakn Adi et al. (2019) 
yang menggunakan ukuran input gambar sebesar 96x96 pixel. Sedangkan 
penelitian lain yang dilakukan Santoso et al. (2018) menggunakan data input 
gambar berukuran 28x28 pixel. Penelitian lain yang dilakukan oleh, Rivalto et al. 




Dalam penelitian ini, akan melakukan pengujian dalam menentukan ukuran 
gambar yang memiliki nilai akurasi optimum yang sesuai dengan model CNN 
klasifikasi mutu cengkeh ini. Dimana variasi ukuran yang digunakan yaitu ukuran 
300×300 pixel, 128×128 pixel, 64×64 pixel dan 32×32 pixel. Ukuran yang memiliki 
hasil akurasi yang paling tinggi akan digunakan pada tahap pengujian selanjutnya. 
Tabel 5.4 Hasil Pengujian Ukuran Gambar 
Ukuran Gambar Akurasi  Loss  Waktu 
32 × 32 pixel 72,00%% 0,9245 21 menit 40 Detik 
64 × 64 pixel 82,99% 0,5130 1 jam 27 menit 
128 × 128 pixel 89,66% 0,3451 5 Jam 03 Menit 
300 × 300 pixel 87,00% 0,4572 28 Jam 32 Menit 
Dapat dilihat pada Tabel 5.4 akurasi tertinggi dimiliki pada ukuran gambar 
128x128 pixel sebesar 89,66% dengan nilai loss sebesar 0,3451 yang akan 
dilanjutkan pada analisa berikutnya. Dari hasil analisa input gambar menunjukan 
bahwa semakin besar ukuran gambar akan membuat nilai akurasi semakin besar 
dan ukuran input gambar yang lebih besar akan membuat jumlah parameter 
semakin besar, sehingga waktu saat proses training akan membutuhkan waktu 
yang lama.. Menurut, Xiong et al. (2019) bahwa ukuran gambar dapat 
mempengaruhi performansi dan waktu dari tahapan pembuatan suatu model 
machine learning dalam pengolahan citra. 
5.3.4 Ukuran Kernel 
Pengujian selanjutnya yaitu dengan melakukan percobaan pada beberapa 
ukuran kernel  yang digunakan. Kernel berfungsi sebagai sliding window berupa 
pixel pada input gambar untuk mengidentifikasi suatu gambar. Nilai kernel identik 
dengan nilai yang ganjil. Ukuran kernel secara umum yang digunakan adalah 1×1, 
3×3, 5×5 dan 7×7. 
Tabel 5.5 Hasil Pengujian Ukuran Kernel 
Ukuran Kernel Akurasi Loss Waktu 
1 × 1 85,33% 0,4275 3 Jam 59 Menit 
3 × 3 89,66% 0,3451 5 Jam 03 Menit 
5 × 5 90,33% 0,3083 8 Jam 19 Menit 
7 × 7 84,33% 0,4803 14 Jam 27 Menit 
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Pada Tabel 5.5 menunjukan bahwa nilai akurasi tertinggi dimiliki oleh ukuran 
kernel 5×5 dengan nilai akurasi sebesar 90,33%, sedangkan nilai terendah dimiliki 
oleh ukuran kernel 1×1 dengan akurasi 85,33%. Menurut, Agustian et al. (2019) 
melalui penelitiannya menyatakan bahwa ukuran kernel sangat mempengaruhi 
jumlah matrik dari hasil convolutional 2D dan semakin besar ukuran kernel yang 
digunakan akan membuat semakin besar komputasi yang dilakukan. Sehingga 
waktu yang dibutuhkan akan semakin lama.  
Hasil penelitian ini memiliki hasil yang sama dilakukan oleh Lee et al (2017) 
hasil akurasi dari kernel 1×1 hingga kernel 5×5 terjadi peningkatan, namun pada 
kernel 7×7 mengalami penurunan performansi akurasi.  Hal tersebut menurutnya 
dikarenakan pada kernel 7×7 terjadi peristiwa spillover yang artinya adanya 
informasi dari data yang sebenarnya tidak memiliki dampak yang ikut masuk 
kedalam tahapan pembelajaran. 
5.3.5 Strides 
Analisa tahap selanjutnya yaitu menguji nilai strides. Nilai strides berfungsi 
untuk mengatur jumlah gerakan dari kernel setiap pixelnya. Strides dapat 
membantu suatu program dalam deep learning untuk mempercepat dalam proses 
pembelajarannya. Dimana semakin tinggi nilai strides yang digunakan maka waktu 
proses training akan semakin cepat. Pada penelitian ini akan menguji nilai strides 
dengan nilai 1×1 yang artinya kernel akan bergerak dari kernel 1 menuju kernel 2 
dengan jarak satu pixel. Dan nilai strides 2×2 yang artinya jarak setiap kernel yaitu 
dua pixel. Berikut ini Tabel 5.6  Adalah hasil dari penggunaan strides dengan 
ukuran 1×1 dan 2×2. 
Tabel 5.6 Hasil Pengujian Nilai Strides 
Nilai Strides Akurasi Loss Waktu 
1 ×1  90,33% 0,3083 8 Jam 19 Menit 
2 × 2 77,66% 0,5449 1 jam 05 menit 
Pada Tabel 5.6 menunjukan hasil pengujian besar nilai strides yang 
digunakan, dimana hasil akurasi terbaik diperoleh pada penggunaan strides 
ukuran 1×1 dengan nilai akurasi sebesar 90,33%. Dengan melihat fungsi 
penggunaan strides sebagai suatu langkah, maka semakin besar nilai strides yang 
digunakan akan mengurangi jumlah parameter. Sehingga juga melewatkan 
beberapa pixel yang hal tersebut justru sebenarnya bernilai penting sebagai bahan 
mengklasifikasi gambar tersebut (Albawi et al., 2017).  Hal tersebut diperkuat 
47 
 
dengan pernyataan oleh Coates et al (2011) dalam penelitiannya, dimana 
penggunaan bidang reseptif yang kecil (stride) akan juga meningkatkan jumlah 
sampel pada tahapan pooling sehingga akan memiliki efek kehilangan yang kecil 
juga. 
5.3.6 Padding 
Tahapan berikutnya yaitu penentuan penggunaan padding. Fungsi dari 
penggunaan padding adalah untuk mempertahankan ukuran atau mengubah 
gambar input saat setelah proses convolution 2D. Dimana untuk mempertahankan 
ukuran gambar input perintah padding yang digunakan yaitu ‘same’ dengan nilai 
0. Sedangkan untuk mengubah ukuran input gambar perintah padding yang 
digunakan yaitu ‘valid’. Nilai 0 yang dimaksud dalam hal ini yaitu dalam proses 
convolution 2D pasti akan terjadi penyusutan ukuran gambar, maka pixel yang 
hilang akan di isi dengan nilai angka 0 pada perhitungan nilai matriknya. 
Tabel 5.7 Hasil Pengujian dengan Penggunaan Padding 
Padding Akurasi Loss Waktu 
‘Same’ 90,33% 0,3083 8 Jam 19 Menit 
‘Valid’ 88,99% 0,3248 7 Jam 57 Menit 
Pada Tabel 5.10 adalah hasil dari pengaruh penggunaan padding. Dimana 
hasil tersebut menunjukan bahwa penggunaan padding dapat menghasilkan 
akurasi yang lebih baik sebesar 90,33%, bila dibandingkan tidak menggunakan 
padding sebesar 88,99%. Sesuai dengan tujuan penggunaan dari padding yaitu 
untuk mempertahankan ukuran gambar, sehingga mencegah beberapa informasi 
yang hilang. Menurut, Nam et al. (2019) melalui penelitiannya menghasilkan 
perbedaan nilai akurasi lebih baik menggunakan padding pada pembuatan model 
CNN atau RNN. Dan juga menyarankan penggunaan padding dilakukan pada 
input gambar yang sudah memiliki ukuran yang sama semua karena lebih efektif. 
5.3.7 Dropout 
Tahap selanjutnya yaitu penentuan nilai Dropout. Fungsi dari perintah Dropout 
yaitu untuk mencegah terjadinya overfitting. Dimana hal ini akan membuat 
terjadinya ketidak stabilan program dalam melakukan proses pembelajaran. 
Sehingga akan membuat nilai hasil dari setiap putaran proses training akan 















0,5 90,33% 0,3083 91,22% 0,2334 
0,4 91,00% 0,2953 91,15% 0,2270 
0,3 85,66% 0,4328 83,45% 0,4173 
0,2 81,33% 0,5201 87,64% 0,3142 
0,1 77,6% 0,6233 93,18% 0,2131 
Pada Tabel 5.8 merupakan hasil dari pengujian beberapa nilai dropout yang 
digunakan. Nilai dropout yang memiliki nilai akurasi terbaik yaitu sebesar 0,4 
dengan nilai akurasi validasi sebesar 91,00% dan Loss validasi sebesar 0,2953. 
Menurut, Poernomo et al. (2018) penggunaan dropout pada pelatihan neural 
network mampu mengurangi terjadinya overfitting yang selalu terjadi pada 
pembuatan model neural network. Selain itu penggunaan dropout juga mampu 
untuk meningkatkan hasil akurasi dari pembuatan model machine learning 
(Ramadhani et al., 2021). Hasil analisa dari penelitian ini telah sesuai dengan yang 
dilakukan oleh Srivastava et al (2014) dimana dalam penelitiannya melakukan 
analisa nilai dropout dari 0,1 hingga 1 yang menghasilkan bahwa terjadi penurunan 
nilai error atau meningkatnya akurasi pada training dan testing yang didapatkan 
nilai optimum pada nilai dropout 0,5. 
5.3.8 Learning Rate 
Tahap akhir yaitu pengujian nilai learning rate. Fungsi dari perintah learning 
rate yaitu untuk mengatur tingkat ketelitian pada saat proses training dalam proses 
pembelajaran. Dimana semakin kecil nilai learning rate akan menghasilkan tingkat 
ketelitian yang semakin tinggi. Penggunaan nilai learning rate yang kecil bertujuan 
untuk menghindari terjadinya overfitting. Dalam penggunaan metode deep 
learning dianjurkan untuk menguji nilai learning rate dari nilai terkecil terlebih 
dahulu kemudian dilanjutkan dengan nilai besar (Yaqub et al., 2020). Pada 
penelitian ini, nilai learning rate yang digunakan menggunakan perintah SGD 
(Stochastic Gradient Descent) yaitu dari 0,00005, 0,0001, 0,001, dan 0,01. Berikut 

















0,00005 88,66% 0,3708 86,37% 0,3393 
0,0001  91,00% 0,2953 91,15% 0,2270 
0,001 64,33% 2,9846 99,73% 0,0258 
0,01 81,99% 1,1490 99,69% 0,0004 
Pada Tabel 5.9 adalah hasil pengujian pada beberapa nilai learning rate yang 
digunakan. Nilai learning rate yang memiliki hasil akurasi terbaik yaitu sebesar 
0,0001 dengan nilai akurasi sebesar 91,00% dan nilai loss sebesar 0,4178. Fungsi 
penggunaan learning rate salah satunya yaitu sebagai index ketelitian dari suatu 
proses pembuatan model machine learning. Hal ini dapat dibuktikan dalam 
penelitian ini, bahwa penggunaan learning rate yang semakin besar akan 
menghasilkan nilai loss yang semakin besar. Hal ini sesuai dengan penelitian yang 
dilakukan oleh Yaqub et al. (2020) dimana menguji suatu model dengan 
mengggunakan beberapa nilai learning rate untuk mengetahui nilai error atau loss 
paling kecil. Hasil penelitian telah sesuai dengan penelitian Georgakopoulos et al 
(2017) penelitian tersebut menguji beberapa penggunaan learning rate model 
CNN terhadap akurasinya dari nilai 0,01 hingga 0,00001. Hasil yang didapatkan 
yaitu nilai akurasi terbaik terdapat pada learning rate sebesar 0,0001. 
5.3.9 Hasil Analisa Sensivitas atau Hyperparameter CNN 
Setelah dilakukannya pengujian dan anailsa sensivitas atau hyperparameter 
CNN, maka telah didapatkan hasi kesimpulan dari arsitektur CNN yang terbaik 
dalam mengklasifikasi mutu cengkeh. Analisa sensivitas yang terdiri dari epoch, 
jumlah layer, ukuran input gambar, ukuran kernel, strides, padding, dropout dan 
learning rate. Untuk penjelasan dari setiap parameter tersebut dapat dilihat pada 
Lampiran 2. Hasil akhir arsitektur model CNN setelah dilakukan analisa sensivitas 
atau hyperparameter CNN dapat dilihat pada Tabel 5.10. Dimana total jumlah 
parameter yang diperoleh yaitu sebesar 16.832.196 parameter. Dengan 
menghasilkan akurasi validasi sebesar 91% dan loss validasi sebesar 0,2953. 
Sedangkan akurasi training sebesar 91,15% dan loss training sebesar 0,2270. 
Gambar 5.3 dan 5.4 merupakan hasil dari tahapan training dan validasi untuk 




Gambar 5.3 Hasil Akhir Loss Validasi dan Loss Training Pada Model CNN yang 
Menggunakan Hyperparameter CNN 
 
Gambar 5.4 Hasil Akhir Akurasi Validasi dan Akurasi Training Pada Model CNN 
yang Menggunakan Hyperparameter CNN 
Tabel 5.10 Arsitektur CNN setelah menggunakan Hyperparameter CNN atau 
Analisa Sensivitas. 
No. Parameter Nilai 
1 Epoch 1300 
2 Jumlah Layer 2 Layer (32, 64 feature maps) 
3 Ukuran Input Gambar 128×128 pixel 
4 Ukuran Kernel 5×5 pixel 
5 Strides 1×1 (1 langkah pixel) 
6 Padding ‘Same’ (menggunakan padding) 
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7 Dropout 0,4 
8 Learning Rate 0,0001 
 
Pada gambar 5.3 dan 5.4 adalah grafik akurasi dan loss dari hasil training dan 
validasi dengan menggunakan arsitektur CNN. Dimana parameter arsitektur CNN 
yang digunakan yaitu pada tabel 5.10 yang merupakan hasil dari analisa 
sensitivitas CNN yang sudah dilakukan. Pada kedua grafik akurasi dan loss terlihat 
bahwa, pergerakan dari nilai training dan validasi memiliki keselarasan atau arah 
grafik yang sama. Hal ini menandakan bahwa model CNN yang dibuat tidak terjadi 
adanya overfitting dan underfitting. Karena penggunaan parameter arsitektur CNN 
yang tepat, seperti penggunaan nilai learning rate dan dropout. Kedua parameter 
tersebut yang mempengaruhi terjadinya hasil grafik underfitting dan overfitting 
(Ramadhani et al., 2021). Selain itu, terlihat pada grafik bahwa pada epoch 1300 
adalah pencapaian nilai akurasi dan loss yang sudah konvergen antara epoch 
sebelum 1300 dan setelah 1300. 
5.4 Pengujian Akhir Model CNN yang Menggunakan Hyperparameter CNN 
Setelah dilakukannnya tahapan pengujian dengan menerapkan tahapan 
hyperparameter CNN, maka didapatkan sebuah arsitektur CNN untuk klasifikasi 
mutu cengkeh secara optimal.  
Kemudian dilakukan pengujian model tersebut dengan menggunakan data 
test sebanyak 400 data citra cengkeh yang dibagi menjadi 4 mutu cengkeh. Tujuan 
dari pengujian ini untuk mengetahui bahwa model tersebut dapat mengklasifikasi 
menggunakan data lain. Berikut ini adalah hasil pengujian model CNN klasifikasi 
mutu cengkeh menggunakan tahapan hyperparameter CNN 



















Mutu 1 85 10 1 1 
Mutu 2 15 83 8 7 
Mutu 3 0 7 91 0 
Mutu 4 0 0 0 92 




Pada Tabel 5.11 dari total 400 data dilakukan pengujian, dan didapatkan 
bahwa hanya 351 data saja yang dapat diklasifikasi dengan benar oleh model CNN 
tersebut. Sehingga dapat dihitung, bahwa akurasi aktual yang diperoleh yaitu 
sebesar 87,75%.  
Hal ini menunjukan bahwa penggunaan tahapan analisa sensivitas atau 
hyperparameter CNN dapat memberikan hasil model dengan nilai akurasi yang 
lebih baik, bila dibandingkan dengan tidak menggunakan analisa sensivitas. Hasil 
ini telah sesuai dengan literatur penelitian dari oleh Bergado et al. (2016), dan Adi 
et al. (2020). Gambar 5.5 menunjukan perbandingan dari hasil akurasi aktual dari 
model pertama dengan model kedua yang menggunakan hyperparameter CNN. 
 
 
Gambar 5.5 Perbandingan Akurasi Aktual Model 1 dengan Model 2  
(model 1: tanpa hyperparameter, dan model 2: dengan hyperparameter)  
5.5 Pembuatan Aplikasi Untuk Model CNN Cengkeh 
Pembuatan aplikasi ini bertujuan sebagai user interface dari hasil pembuatan 
model klasifikasi mutu bunga cengkeh kering. Tahap pertama aplikasi dibuat 
secara sederhana dan mudah untuk digunakan. Sehingga terdapat manfaat yang 
dapat dinikmati oleh pengguna dari hasil penelitian ini. Dimana aplikasi ini 
dihubungkan dengan kamera Cam-Ms-01 sebagai input dari aplikasi ini. 
Pembuatan aplikasi menggunakan bantuan software PyQt untuk membuat desain 
dan pemrogaman apliasinya. Software ini dapat mendukung bahasa pemrogaman 
python, yang dimana bahasa pemrogaman ini adalah juga digunakan dalam 




















Gambar 5.6 Folder dari Aplikasi yang Sudah Dibuat 
Dari hasil pengujian hyperparameter CNN telah didapatkan sebuah model 
CNN untuk klasifikasi mutu cengkeh. Model CNN ini berupa file dengan format file 
yaitu .H5. File ini digunakan sebagai dasar dari aplikasi untuk melakukan klasifikasi 
pada cengkeh. Hasil pembuatan aplikasi dinamai dengan file main.py. Untuk 
menjalankan aplikasi tersebut dibutuhkan software Annaconda sebagai 
pendukung bahasa pemrograman python (Gambar 5.5).  
 
Gambar 5.7 Tahapan Membuka Aplikasi CNN Cengkeh 
Tahap pertama yaitu mengarahkan program untuk masuk kedalam lokasi 
folder dari aplikasi, yaitu dengan perintah CD E:\yogi_cnn_camera_updated. 
Langkah kedua yaitu mengaktifkan lingkungan dari software Annaconda agar 
dapat melakukan tugasnya dengan perintah conda activate. Langkah ketiga yaitu 
menjalankan aplikasi yang sudah dibuat dengan nama folder main.py, cara 
menjalankannya yaitu dengan perintah python main.py. Maka aplikasi akan 




Gambar 5.8 User Interface dari Klasifikasi Mutu Cengkeh Menggunakan CNN 
5.8 Pengujian Aplikasi  
Setelah dilakukan proses pembuatan aplikasi klasifikasi mutu cengkeh 
menggunakan model CNN. Aplikasi ini akan dilakukan pengujian performansi 
terlebih dahulu. Pengujian dilakukan menggunakan bahan bunga cengkeh kering 
yang memiliki 4 mutu klasifikasi. Dimana setiap mutu memiliki jumlah sampel 
sebanyak 30 bunga cengkeh kering. Hal ini bertujuan untuk menguji apakah 
aplikasi yang dibuat dapat melakukan klasifikasi sesuai dengan hasil model CNN 
klasifikasi mutu cengkeh yang sudah dibuat. Sampel cangkeh diperoleh dari PT. 
Perkebunan Nusantara XII, Perkebunan Pancusari, Kabupaten Malang. 
Hasil pengujian dapat dilihat pada Tabel 5.11, dimana dari total 120 sampel 
yang dilakukan pengujian yaitu hanya sebanyak 107 sampel yang dapat 
diklasifikasikan dengan benar oleh aplikasi yang dibuat. Sehingga akurasi 
performa dari aplikasi CNN untuk Klasifikasi mutu cengkeh yaitu sebesar 89,17%. 





















Mutu 1 25 3 0 0 
Mutu 2 5 25 2 1 
Mutu 3 0 2 28 0 
Mutu 4 0 0 0 29 
Total 30 30 30 30 
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BAB VI  KESIMPULAN 
 
6.1 Kesimpulan 
Kesimpulan dari penelitian ini adalah sebagai berikut. 
1. Dari mutu cengkeh yang dimiliki oleh PT. Perkebunan Nusantara XII yang 
memiliki bentuk dan warna yang berbeda-beda di setiap mutu cengkehnya. 
Sehingga perbedaan tersebut dapat diklasifikasikan dengan membuat model 
algoritma pemodelan Convolutional Neural Network (CNN) dengan 
menggunakan microscope USB sebagai input gambarnya. 
2. Penggunaan metode hyperparameter CNN atau analisa sensifitas yang 
digunakan dalam membangun arsitektur CNN yaitu epoch 1300, 2 layer (32 
dan 64 feature maps), ukuran input gambar 128×128 pixel, ukuran kernel 
5×5, strides 1×1, menggunakan padding, dropout 0,4, dan learning rate 
0,0001. Faktor-faktor tersebut dapat mempengaruhi hasil akurasi training 
dan akurasi validasi dari model CNN, serta mempengaruhi lama waktu 
proses pembuatan model CNN. 
3. Pengujian performansi menggunakan data testing pada model CNN yang 
menggunakan metode hyperparameter CNN telah menghasilkan nilai 
akurasi  ketepatan dalam mengklasifikasi gambar sebesar 87,75%. 
6.2 Saran 
Setelah dilakukan seluruh kegiatan, berikut ini adalah saran dari penelitian. 
1. Pada penelitian ini dapat digunakan dan dikembangkan dengan membuat 
rancang bangun klasifikasi mutu cengkeh. Sehingga diharapkan dapat 
diaplikasikan dan mempermudah pekerjaan dalam proses sortasi dan 
grading mutu cengkeh.  
2. Dalam pembuatan model CNN untuk proses klasifikasi, disarankan agar 
melakukan analisa sensivitas atau hyperparameter CNN untuk 
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Lampiran 1. Tahapan Pembuatan Model CNN 
a. Pertama, memasukan database kedalam program 
 

















Lampiran 2. Penjelasan Istilah –Istilah dalam CNN 
1. Kernel 
Kernel adalah bagian dari proses konvolusi yang berfungsi sebagai 
bobot dalam mengambil sampel dari suatu gambar untuk dilakukan 
komputasi berupa nilai matrik. Dimana nilai bobot ini dapat ditentukan 
dalam membuat arsitektur CNN. Nilai kernel identik dengan nilai yang 
ganjil, seperti 1×1, 3×3, 5×5, 7×7 (Lee et al., 2017). Nilai kernel dapat 
mempengaruhi nilai matrik keluaran dari proses konvolusi. Semakin besar 
ukuran kernel yang digunakan akan membuat komputasi yang semakin 
besar, sehingga akan mempengaruhi waktu dalam mendapatkan model 
CNN. Serta, tidak menjamin nilai kernel yang lebih besar dapat 
menghasilkan nilai akurasi yang lebih baik (Agustian et al., 2019). 
Sehingga diperlukan analisa kernel terhadap nilai akurasi untuk 
mendapatkan arsitektur CNN yang baik. 
2. Strides 
Strides adalah untuk mengatur langkah dari suatu kernel dalam proses 
konvolusi. Penggunaan stride dapat membatu dalam proses pembeljaran 
suatu data yaitu untuk mempercepat waktu pembelajaran. Dimana ketika 
parameter CNN yang banyak, dapat membuat waktu pembelajaran yang 
juga semakin lama. Oleh karena itu diperlukannya stride atau langkah 
dalam mengatur kernel (Albawi et al., 2017). Penggunaan nilai strides yang 
tinggi dapat mempercepat proses konvolusi, namun tidak menjamin 
memiliki akurasi yang lebih baik. Karena terdapat beberapa informasi dari 
suatu gambar input yang tidak ikut dalam komputasi karena terlewat oleh 
langkah yang besar (Coates et al., 2011). 
3. Padding 
Padding adalah parameter yang dapat mengatur hasil keluaran dari 
hasil tahapan konvolusi. Terdapat dua pilihan padding yang digunakan 
yaitu padding untuk mempertahankan ukuran gambar sama dengan input 
pada proses konvolusi dan padding untuk tidak mempertahankan ukuran 
gambar untuk memperkecil parameter. Karena dalam proses konvolusi 
akan terjadi penyusutan ukuran, sehingga untuk mempertahankan 
ukurannya maka padding akan mengisi pixel yang kosong dengan nilai 0 





Pooling adalah tahapan setelah proses konvolusi dalam feature 
learning. Fungsi dari pooling yaitu melakukan pengurangan dalam ukuran 
matrik hasil dari proses konvolusi menjadi sebuah matrik ukuran baru. Hasil 
dari proses pooling yaitu menciri-cirikan sebuah gambar input dari proses 
konvolusi. Terdapat dua jenis pooling yaitu MaxPooling dan 
AveragePooling. MaxPooling hanya mengambil nilai terbesar dari matrik 
konvolusi. AveragePooling mengambil nilai rata-rata dari nilai matrik  
(Abdel-Hamid et al., 2013).  Ukuran dari pooling digunakan untuk 
mengambil sampel dari matrik yang kemudian dilakukan proses pooling 
sesuai dengan perintah MaxPooling atau AveragePooling (Scherer et al., 
2010). Sebagai contoh jika hasil konvolusi sebesar 64×64 dengan 
pengaturan pooling sebesar 2×2. Maka hasil akhir setelah prose pooling 




Lampiran 3. Dokumentasi 
a. Sampel bunga cengkeh kering, yang sudah melewati uji mutu oleh PTPN 12 
 
b. Macam-macam produk cengkeh yang dimiliki oleh PTPN12 Perkebunan 
Pancusari Kabupaten Malang 
 








d. Kegiatan dalam pengambilan data gambar di Kantor Induk Perkebunan 
Pancusari
 
e. Sampel dari mutu cengkeh yang digunakan sebagai database penelitian
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