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Abstract
A conductivity inclusion, inserted in a homogeneous background, induces a perturbation
in the background potential. This perturbation admits a multipole expansion whose coeffi-
cients are the so-called generalized polarization tensors (GPTs). GPTs can be obtained from
multistatic measurements. As a modification of GPTs, the Faber polynomial polarization
tensors (FPTs) were recently introduced in two dimensions. In this study, we design two
novel analytical non-iterative methods for recovering the shape of a simply connected inclu-
sion from GPTs by employing the concept of FPTs. First, we derive an explicit expression
for the coefficients of the exterior conformal mapping associated with an inclusion in a simple
form in terms of GPTs, which allows us to accurately reconstruct the shape of an inclusion
with extreme or near-extreme conductivity. Secondly, we provide an explicit asymptotic
formula in terms of GPTs for the shape of an inclusion with arbitrary conductivity by con-
sidering the inclusion as a perturbation of its equivalent ellipse. With this formula, one
can non-iteratively approximate an inclusion of general shape with arbitrary conductivity,
including a straight or asymmetric shape. Numerical experiments demonstrate the validity
of the proposed analytical approaches.
AMS subject classifications. 30C35; 35J05; 45P05
Key words. Conductivity transmission problem; Shape recovery; Exterior conformal mapping; Faber polynomial
polarization tensor
1 Introduction
We consider the imaging problem of an elastic or electrical inclusion in two dimensions. Let
Ω be a simply connected domain containing the origin with C2-boundary. We assume that the
background R2\Ω and the inclusion Ω have constant isotropic conductivities 1 and σ, respectively,
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†Department of Mathematical Sciences, Korea Advanced Institute of Science and Technology, Daejeon 34141,
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with 0 < σ 6= 1 <∞. We consider the conductivity transmission problem:
∆u = 0 in R2 \ ∂Ω,
u
∣∣+ = u∣∣− on ∂Ω,
∂u
∂ν
∣∣∣+ = σ∂u
∂ν
∣∣∣− on ∂Ω,
u(x) = H(x) +O(|x|−1) as |x| → ∞,
(1.1)
where H is a given entire harmonic function, ν is the outward unit normal vector to ∂Ω, and
the symbols + and − indicate the limit from the exterior and interior of Ω, respectively. The
inclusion Ω induces a change in the background potential, and this perturbation, u−H, admits a
multipole expansion whose coefficients are the so-called generalized polarization tensors (GPTs).
The purpose of this paper is to design two novel analytical approaches to reconstruct the shape
of an inclusion from GPTs.
GPTs are complex-valued tensors which generalize the classical polarization tensors (PTs)
[6, 40]. One can acquire the values of GPTs from multistatic measurements [9], where a high
signal-to-noise ratio is required to get high-order terms [2]. The concept of GPTs has been a
fundamental building block in imaging problems; see, for example, [6, 7, 9, 18]. The uniqueness
of the inverse problem of determining inclusions from GPTs is known [8]. The concept of GPTs
has also been used in a variety of interesting contexts, such as invisible cloaking [11, 19] and
plasmonic resonance [5, 28]. Furthermore, a recent series of studies reported the super-resolution
of a nanoscale object that overcomes diffraction limits using GPTs [3, 15]. The spectrum of
the NP operator has recently drawn significant attention in relation to plasmonic resonances
[4, 35, 45].
A powerful approach for recovering the shape of a simply connected conductivity inclusion in
two dimensions has been to use a complex analytic formulation for the conductivity transmission
problem; for example, see [3, 9, 18, 34]. The Riemann mapping theorem ensures that there exists
uniquely a conformal mapping from a region outside a disk to the region outside the inclusion.
Analytic expressions for the coefficients of this exterior conformal mapping were obtained in terms
of GPTs and applied to accurate shape recovery [18, 34], given that the inclusion is insulating.
For such a case, the multipole expansion of u −H admits an extension up to ∂Ω on which the
flux of u is prescribed to be zero. Using this extension, one can directly express the coefficients
of the conformal mapping in terms of those of the multipole expansion (i.e., GPTs), and the
conformal mapping determines the shape of the inclusion. One can also expect similar results
for the perfectly conducting case by considering a harmonic conjugate of u. However, for an
inclusion with arbitrary conductivity, the boundary value of u is then not explicit anymore and
it is a challenging question to generalize the analytical formulas in [18, 34] to the arbitrary
conductivity case. In this paper, we provide two asymptotic answers to this question and, as
direct applications, design non-iterative methods to recover the shape of an inclusion.
First, we modify the expression of the conformal mapping obtained in [18, 34] to be applicable
to both insulating and perfectly conducting cases. We then validate that this improved formula
approximately holds also for the near-extreme conductivity case. It allows us to accurately
reconstruct the shape of an inclusion with extreme or near-extreme conductivity, as shown in
numerical examples in section 6.
Secondly, we derive an explicit asymptotic formula for the shape of an inclusion which allows
us to approximate an inclusion of arbitrary conductivity with general shape, including a straight
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or asymmetric shape. This result is strongly related to the approach of asymptotic analysis
on the boundary integral formulation for the conductivity transmission problem, which holds
independently of the value of the conductivity, to capture the shape of a conductivity anomaly
[7, 12, 13, 14, 37]. For a target given by a small perturbation of a disk, the shape perturbation
was asymptotically expressed in terms of GPTs [12]. For an inclusion of general shape, one can
alternatively find an equivalent ellipse that admits the same values of PTs. Iterative optimization
methods have been further developed to capture shape details by using higher-order GPTs as
well as first-order terms [7, 13, 14]. Our result in this paper significantly improves the result
obtained in [12] by regarding an inclusion as a perturbation of its equivalent ellipse instead of a
perturbation of a disk; a straight or asymmetric shape can now be well recovered, as shown in
numerical examples in section 6. In the derivation, we use the asymptotic integral representation
of the shape derivative of GPTs in [12]. While this integral formula is too complicated in
Cartesian coordinates to be expressed as an explicit analytic form for a perturbation of an
ellipse, we overcome this difficulty by using the curvilinear orthogonal coordinates associated
with the exterior conformal mapping and the related series solution method introduced in [32].
As a result, we design an analytic shape recovery method (see Theorem 5.3 in section 5) that is
non-iterative, differently from those in the previous literature [7, 13, 14].
As the main tool, we employ the concept of Faber polynomial polarization tensors (FPTs),
recently introduced in [19], which are linear combinations of GPTs with the coefficients deter-
mined by Faber polynomials (see section 3 for the definition and properties of FPTs). The Faber
polynomials were first introduced by G. Faber [27] and have been successfully applied in vari-
ous areas, including numerical approximation [22, 24], interpolation theory [20, 21] and material
science [29, 39]. For any simply connected region in the complex plane, the Faber polynomials
are defined in association with the exterior conformal mapping and they form a basis for ana-
lytic functions [23]. A series solution method for the two-dimensional conductivity transmission
problem was developed using the Faber polynomials [32], and this result was successfully applied
to estimate the decay rate of eigenvalues of the Neumann-Poincaré operator [33]. The authors
of the present paper recently introduced FPTs in [19]. We analyze the relations among GPTs,
FPTs, and the exterior conformal mapping to derive the main results in this paper.
The remainder of this paper is organized as follows. Section 2 describes the layer potential
technique, GPTs, and the shape recovery formula for a perturbed disk. Section 3 is devoted to the
Faber polynomials, FPTs, and the matrix formulation for the transmission problem. We provide
analytic shape recovery methods in section 4 and section 5. Numerical results are presented in
section 6. The paper ends with a conclusion in section 7.
2 Generalized Polarization Tensors (GPTs)
We first review the boundary integral formulation for the conductivity transmission problem and
describe the definition and some essential properties of GPTs. We also review an asymptotic for-
mula for the shape derivative of GPTs and its application to recovering the shape of a perturbed
disk.
3
2.1 Boundary integral formulation for the transmission problem
For a density function ϕ ∈ L2(∂Ω), we define the single- and double-layer potentials associated
with ∂Ω as
S∂Ω[ϕ](x) = 1
2π
∫
∂Ω
ln |x− y|ϕ(y) dσ(y), x ∈ R2,
D∂Ω[ϕ](x) = 1
2π
∫
∂Ω
∂
∂νy
ln |x− y|ϕ(y) dσ(y), x ∈ R2 \ ∂Ω.
They satisfy the jump relations [44]:
∂
∂ν
S∂Ω[ϕ]
∣∣∣± = (±1
2
I +K∗∂Ω
)
[ϕ] on ∂Ω,
D∂Ω[ϕ]
∣∣∣± = (∓1
2
I +K∂Ω
)
[ϕ] on ∂Ω
with
K∂Ω[ϕ](x) = 1
2π
p.v.
∫
∂Ω
〈y − x, νy〉
|x− y|2 ϕ(y) dσ(y), x ∈ ∂Ω,
and its L2-adjoint
K∗∂Ω[ϕ](x) =
1
2π
p.v.
∫
∂Ω
〈x− y, νx〉
|x− y|2 ϕ(y) dσ(y), x ∈ ∂Ω.
The symbol p.v. stands for the Cauchy principal value. We call K∂Ω and K∗∂Ω the Neumann–
Poincaré (NP) operators associated with Ω.
One can express the solution to (1.1) as
u(x) = H(x) + S∂Ω[ϕ](x), x ∈ R2, (2.1)
with
ϕ = (λI −K∗∂Ω)−1 [ν · ∇H] , λ =
σ + 1
2(σ − 1) . (2.2)
The operator λI −K∗∂Ω is invertible on L20(∂Ω) for |λ| ≥ 1/2 [25, 26, 36, 44]. We refer to [9] for
more properties of the NP operator and to [30, 31] for numerical computation of (2.2).
2.2 Definition and properties of GPTs
We identify x = (x1, x2) ∈ R2 with z = x1 + ix2 ∈ C. Following [6], we define the (complex
contracted) GPTs:
Definition 1 (GPTs). For each natural number k, we set Pk(z) = zk. For m,n ∈ N, we define
N
(1)
mn(Ω, λ) =
∫
∂Ω
Pn(z)(λI −K∗∂Ω)−1
[
∂Pm
∂ν
]
(z) dσ(z), (2.3)
N
(2)
mn(Ω, λ) =
∫
∂Ω
Pn(z)(λI −K∗∂Ω)−1
[
∂Pm
∂ν
]
(z) dσ(z). (2.4)
If not specified otherwise, we set λ = σ+12(σ−1) .
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The background potential H is a real-valued entire harmonic function so that it satisfies the
expansion
H(z) =
∞∑
m=1
(αmz
m + αmzm) (2.5)
for some complex coefficients αm. One can then derive from (2.1) and the definition of GPTs
that the solution to (1.1) admits the multipole expansion (see [6])
u(z)−H(z) =−
∞∑
n=1
∞∑
m=1
1
4πn
(
αmN
(1)
mn + αmN
(2)
mn
)
z−n
−
∞∑
n=1
∞∑
m=1
1
4πn
(
αmN
(1)
mn + αmN
(2)
mn
)
z−n, |z| ≫ 1. (2.6)
Hence, GPTs quantitatively express the perturbation of a background potential function due to
the presence of an inclusion. As the following theorem asserts, the full information of GPTs
uniquely determine the geometry and conductivity of an inclusion.
Theorem 2.1 ([8]). Let Ω1 and Ω2 be inclusions with conductivities σ1 and σ2, respectively. Set
λ1 =
σ1+1
2(σ1−1)
and λ2 =
σ2+1
2(σ2−1)
. If N
(j)
mn(Ω1, λ1) = N
(j)
mn(Ω2, λ2) for all m,n ∈ N, j = 1, 2, then
Ω1 = Ω2 and σ1 = σ2.
One of the essential properties of GPTs is symmetricity (for the derivation see [6, Proposition
11.2]):
Lemma 2.2. For all m,n ∈ N, it holds that
N
(1)
mn = N
(1)
nm, N
(2)
mn = N
(2)
nm. (2.7)
In other words, N(1) is symmetric and N(2) is Hermitian.
2.3 Shape derivative of GPTs
For a multi-index α = (α1, α2) ∈ N2, we set xα = xα11 xα22 and |α| = |α1|+ |α2|. We consider an
alternative real-valued form of GPTs for multi-indices α and β:
Mαβ(Ω, λ) =
∫
∂Ω
yβ (λI −K∗∂Ω)−1
[
∂xα
∂ν
]
(y) dσ(y).
One can easily find that N(1)mn and N
(2)
mn are linear combinations ofMαβ with |α| = m and |β| = n.
More precisely,
N
(1)
mn(Ω, λ) =
∑
α,β
a(1)α b
(1)
β Mαβ(Ω, λ),
N
(2)
mn(Ω, λ) =
∑
α,β
a(2)α b
(2)
β Mαβ(Ω, λ)
with the multi-indexed coefficients a(1)α , b
(1)
β , a
(2)
α , b
(2)
β satisfying
∑
α a
(1)
α xα = zm,
∑
β b
(1)
β x
β = zn,∑
α a
(2)
α xα = zm and
∑
β b
(2)
β x
β = zn, respectively.
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We have the following lemma assuming that Ω is a simply connected domain with C2-boundary
given by a small perturbation of Ω0, i.e.,
∂Ω = {z + εf(z)ν0(z) : z ∈ ∂Ω0} (2.8)
with a real-valued function f ∈ C1(∂Ω0), where ν0 is outward unit normal to ∂Ω0.
Lemma 2.3 ([13]). Let aα and bβ be two multi-indexed sequences such that H =
∑
α aαx
α and
F =
∑
β bβx
β are harmonic polynomials. For Ω satisfying (2.8) and λ = σ+12(σ−1) , it holds that∑
α,β
aαbβMαβ(Ω, λ)−
∑
α,β
aαbβMαβ(Ω0, λ)
= ε(σ − 1)
∫
∂Ω0
f(x)
(
∂u
∂ν
∣∣∣− ∂v
∂ν
∣∣∣− + 1
σ
∂u
∂T
∣∣∣− ∂v
∂T
∣∣∣−) (x) dσ(x) +O(ε2), (2.9)
where T is the positively oriented unit tangent vector on ∂Ω and u, v are the solutions to
∆u = 0 in R2 \ ∂Ω0,
u
∣∣+ = u∣∣− on ∂Ω0,
∂u
∂ν
∣∣∣+ = σ∂u
∂ν
∣∣∣− on ∂Ω0,
(u−H)(x) = O(|x|−1) as |x| → ∞
(2.10)
and 
∆v = 0 in R2 \ ∂Ω0,
σv
∣∣+ = v∣∣− on ∂Ω0,
∂v
∂ν
∣∣∣+ = ∂v
∂ν
∣∣∣− on ∂Ω0,
(v − F )(x) = O(|x|−1) as |x| → ∞.
(2.11)
2.4 Recovering the shape of a perturbed disk
We can asymptotically solve (2.9) for f given that Ω0 is a disk; it gives the same formula obtained
in [12]. Let Ω0 be a disk, namely D, centered at the origin with radius γD for some γD > 0.
Again, we identify R2 with C. Then, the solutions u and v corresponding to the harmonic
functions H(z) = zm and F (z) = zn are
u(z) =

2
σ + 1
zm, z ∈ D,
zm − σ − 1
σ + 1
γ2mD z
−m, z ∈ C \D
(2.12)
and
v(z) =

2σ
σ + 1
zn, z ∈ D,
zn − σ − 1
σ + 1
γ2nD z
−n, z ∈ C \D.
(2.13)
From Lemma 2.3, we arrive the following theorem.
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Theorem 2.4 ([12]). Suppose D is a disk centered at the origin with radius γD > 0. Let Ω be a
small perturbation of D in the form of (2.8). For each m,n ∈ N, we have
εf̂m−n =
λ2(σ − 1)
2πmnγm+n−2D (σ + γ
2
D)
(
N
(2)
mn(Ω, λ)− N(2)mn(D,λ)
)
+O(ǫ2), (2.14)
εf̂m+n =
λ2(σ − 1)
2πmnγm+n−2D (σ − γ2D)
(
N
(1)
mn(Ω, λ)− N(1)mn(D,λ)
)
+O(ǫ2), (2.15)
where f̂k denotes the Fourier coefficient of f , i.e., f̂k =
1
2pi
∫ 2pi
0 f(γDe
iθ)e−ikθdθ for each k ≥ 0.
For a disk D centered at a0 ∈ C with radius γD, it holds that N(2)11 (D,λ) = 2πγ2D/λ and
N
(2)
21 (D,λ) = 2a0N
(2)
11 (D,λ). In the numerical simulation in section 6, we first find a disk D
satisfying
N
(2)
11 (Ω, λ) = N
(2)
11 (D,λ)
and
N
(2)
21 (Ω, λ) = N
(2)
21 (D,λ).
In other words, we set D to be a disk centered at a0 with radius γD with
γ2D =
λN
(2)
11 (Ω, λ)
2π
, a0 =
N
(2)
12 (Ω, λ)
2N
(2)
11 (Ω, λ)
. (2.16)
Here, we use symmetricity (2.2) to obtain the second relation. We then apply the formula (2.14)
to obtain the Fourier coefficient of f ; (2.15) works given that |σ − γ2D| is not small.
Remark 1. In all examples in section 6, the center a0 is zero. In general, we can apply Theorem
2.4 after shifting the coordinate frame by a0 (see [7] for the dependence of GPTs on the coordinate
frame translation).
3 Faber polynomial Polarization Tensors (FPTs)
As stated earlier, Ω is assumed to be a simply connected planar domain. According to the
Riemann mapping theorem, there uniquely exist a positive number γ and a conformal mapping
Ψ from {w ∈ C : |w| > γ} onto C \ Ω satisfying Ψ(∞) = ∞ and Ψ′(∞) = 1. This mapping
admits a Laurent series expansion
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · · (3.1)
with some complex coefficients a0, a1, a2, . . . ; see [41, Chapter 1.2] for the derivation. Note that
∂Ω can be specified by the image of {z ∈ C : |w| = γ} under Ψ.
3.1 Faber polynomials and Grunsky coefficients
The exterior conformal mapping Ψ defines a sequence of the so-called Faber polynomials {Fm}∞m=1
via the relation (see [23, 27])
wΨ′(w)
Ψ(w)− z =
∞∑
m=0
Fm(z)
wm
, z ∈ Ω, |w| > γ.
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For each m, Fm is a monic polynomial of degree m uniquely determined by a0, a1, . . . , am−1 via
the recursive relation
Fm+1(z) = zFm(z)−mam −
m∑
k=0
akFm−k(z), m ≥ 0. (3.2)
For example, the first three Faber polynomials are
F0(z) = 1, F1(z) = z − a0, F2(z) = z2 − 2a0z + a20 − 2a1. (3.3)
An essential property of the Faber polynomial is that Fm(Ψ(w)) has a single positive-order
term wm. In other words, it satisfies
Fm(Ψ(w)) = w
m +
∞∑
k=1
cmkw
−k, |w| > γ.
The quantities cmk are called the Grunsky coefficients and can be uniquely determined by Ψ via
the recursive relation
c1m = am, cm1 = mam,
cm,k+1 = cm+1,k − am+k +
m−1∑
s=1
am−scsk −
k−1∑
s=1
ak−scms, m, k ≥ 1.
For example, we have
c11 = a1, c12 = a2, c13 = a3,
c21 = 2a1, c22 = 2a3 + a
2
1, c23 = 2a4 + 2a1a2,
c31 = 3a1, c32 = 3a4 + 3a1a2, c33 = 3a5 + 3a1a3 + 3a
2
2 + a
3
1.
The Grunsky coefficients satisfy
kcmk = mckm for all m,k ∈ N. (3.4)
It also holds that
∞∑
k=1
∣∣∣∣∣
∞∑
m=1
√
k
m
cmk
γm+k
xm
∣∣∣∣∣
2
≤
∞∑
m=1
|xm|2 (3.5)
for all complex sequences (xm), where the equality holds if and only if Ω has a measure of zero.
See [23] for the derivation and further details. We can symmetrize the Grunsky coefficients as
gmk =
√
k
m
cmk
γm+k
.
From (3.4), it holds that
gmk = gkm for all m,k ∈ N. (3.6)
8
3.2 Series expansion of the layer potential operators
Set ρ0 = ln γ. We can define a curvilinear orthogonal coordinate system (ρ, θ) ∈ [ρ0,∞)× [0, 2π)
on the exterior of Ω via the relation
z = Ψ(eρ+iθ) for z ∈ C \ Ω.
We denote the scale factor as h(ρ, θ) =
∣∣∣∂Ψ∂ρ ∣∣∣ = ∣∣∂Ψ∂θ ∣∣ . The length element on ∂Ω is dσ(z) =
h(ρ0, θ)dθ. For a function g(z) = (g ◦Ψ)(eρ+iθ), it holds that
∂g
∂ν
∣∣∣+
∂Ω
(z) =
1
h(ρ0, θ)
∂
∂ρ
g(Ψ(eρ+iθ))
∣∣∣
ρ→ρ+
0
. (3.7)
We also define density basis functions on ∂Ω as
ηm(z) = |m|−
1
2 eimθ,
ζm(z) = |m| 12 e
imθ
h(ρ0, θ)
for m ∈ N.
For m = 0, we set η0(z) = 1 and ζ0(z) = 1h(ρ0,θ) .
Lemma 3.1 ([32]). Let Ω be a simply connected planar domain with C2-boundary. For each
m ∈ N, the layer potential operators associated with Ω satisfy
S∂Ω[ζm](z) =

− 1
2
√
mγm
Fm(z), z ∈ Ω,
− 1
2
√
mγm
(
∞∑
k=1
cmke
−k(ρ+iθ) + γ2me−ρ+iθ
)
, z ∈ C \ Ω.
D∂Ω[ηm](z) =

1
2
√
mγm
Fm(z), z ∈ Ω,
1
2
√
mγm
(
∞∑
k=1
cmke
−k(ρ+iθ) − γ2me−ρ+iθ
)
, z ∈ C \ Ω.
Furthermore, K∂Ω and K∗∂Ω admit the series expansion:
K∗∂Ω [ζ0] =
1
2
ζ0, K∗∂Ω[ζm] =
1
2
∞∑
k=1
√
k
m
cmk
γm+k
ζk,
K∂Ω[1] = 1
2
, K∂Ω[ηm] = 1
2
∞∑
k=1
√
k
m
cmk
γm+k
ηk.
Using the jump relations of the layer potential operators and Lemma 3.1, one can easily find
that the solutions u(z) and v(z) to (2.10) and (2.11) with H(z) = Fm(z) and F (z) = Fn(z)
satisfy
u(z) =
√
mγm(1− 2λ)S∂Ω
[
(λI −K∗∂Ω)−1[ζm]
]
(z), z ∈ Ω, (3.8)
v(z) =
√
nγn(1 + 2λ)D∂Ω
[
(λI −K∂Ω)−1[ηn]
]
(z), z ∈ Ω. (3.9)
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3.3 Definition and properties of FPTs
The Faber polynomials corresponding to Ω form a basis for analytic functions in a region con-
taining Ω [23]. We note that zm are the Faber polynomials corresponding to a disk centered at
the origin. Following [19], we define the Faber polynomial polarization tensors by replacing zn
with Fn in (2.3) and (2.4).
Definition 2 (FPTs). For m,n ∈ N, we define
F
(1)
mn(Ω, λ) =
∫
∂Ω
Fn(z) (λI −K∗∂Ω)−1
[
∂Fm
∂ν
]
(z) dσ(z),
F
(2)
mn(Ω, λ) =
∫
∂Ω
Fn(z) (λI −K∗∂Ω)−1
[
∂Fm
∂ν
]
(z) dσ(z).
If not specified otherwise, we set λ = σ+12(σ−1) .
The background potential H is real-valued and harmonic so that it satisfies
H(z) =
∞∑
m=1
(
βmFm(z) + βmFm(z)
)
(3.10)
for some complex coefficients βm. The solution u corresponding to H then admits an expansion
in terms of FPTs and Ψ (see [19] for the derivation):
u(z)−H(z) =−
∞∑
n=1
∞∑
m=1
1
4πn
(
βmF
(1)
mn + βm F
(2)
mn
)
w−n
−
∞∑
n=1
∞∑
m=1
1
4πn
(
βm F
(1)
mn + βmF
(2)
mn
)
w−n, z = Ψ(w) ∈ C \ Ω. (3.11)
We call it the geometric multipole expansion of u. We highlight that it holds in the entire exterior
region C \ Ω while the classical multipole expansion (2.6) holds for sufficiently large z.
Recall that for each m ∈ N, Fm is uniquely determined by {aj}0≤j≤m−1. From the definition
of GPTs and FPTs, we have the following:
Lemma 3.2. For each m ∈ N, the Faber polynomial Fm(z) can be written as Fm(z) =
∑m
n=0 pmnz
n
with some coefficients pmn depending only on {aj}0≤j≤m−1. For all m,k ∈ N, we have
F
(1)
mk =
k∑
l=1
m∑
n=1
pkl pmnN
(1)
nl , F
(2)
mk =
k∑
l=1
m∑
n=1
pkl pmnN
(2)
nl .
From this lemma with m,n = 1, 2, we obtain
F
(1)
11 = N
(1)
11 , F
(2)
11 = N
(2)
11 , F
(1)
21 = N
(1)
21 − 2a0N(1)11 , F(2)21 = N(2)21 − 2a0N(2)11 , (3.12)
F
(1)
22 = N
(1)
22 − 4a0N(1)21 + 4a20N(1)11 , F(2)22 = N(2)22 − 4Re
(
a0N
(2)
21
)
+ 4|a0|2N(2)11 . (3.13)
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3.4 Matrix formulation for the transmission problem
We consider a semi-infinite matrix given by the Grunsky coefficients,
C :=
[
cmk
]∞
m,k=1
=

c11 c12 c13 · · ·
c21 c22 c23 · · ·
c31 c32 c33 · · ·
...
...
...
. . .
 ,
and its symmetrization,
G :=
[
gmk
]∞
m,k=1
=

g11 g12 g13 · · ·
g21 g22 g23 · · ·
g31 g32 g33 · · ·
...
...
...
. . .
 .
We denote by I the identity matrix and define
γ±N :=

γ±1 0 0 · · ·
0 γ±2 0 · · ·
0 0 γ±3 · · ·
...
...
...
. . .
 , N±
1
2 :=

1 0 0 · · ·
0
√
2
±1
0 · · ·
0 0
√
3
±1 · · ·
...
...
...
. . .
 . (3.14)
Similarly, the matrix γ±2N denotes the diagonal matrix whose (n, n)-entries are γ±2n.
From equation (3.6) and the definition of gmk, G is symmetric and satisfies
G = N−
1
2γ−NCγ−NN
1
2 . (3.15)
We can interpret the matrix G as a linear operator from l2(C) to l2(C) given by
(xm) 7−→ (ym) with ym =
∞∑
k=1
gmkxk. (3.16)
Here, l2(C) is the vector space consisting of all complex sequences (xm) satisfying
∑∞
m=1 |xm|2 <
∞. The inequality (3.5) and the symmetricity of G imply
‖G‖2 = sup
‖(xk)‖=1
∞∑
m=1
∣∣∣∣∣
∞∑
k=1
gmkxk
∣∣∣∣∣
2
= sup
‖(xm)‖=1
∞∑
k=1
∣∣∣∣∣
∞∑
m=1
gmkxm
∣∣∣∣∣
2
≤ 1.
In fact, the above inequality is strict. A quasiconformal curve (or quasicircle) is the image of the
unit circle under a quasi-conformal mapping of the complex plane. It is known, by Ahlfors [1]
in 1963, that a closed Jordan curve Γ ⊂ C is a quasiconformal curve if and only if there exists a
finite number K such that
min (diam(Γ1), diam(Γ2)) ≤ K|z1 − z2| for any z1, z2 ∈ Γ,
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where Γ1 and Γ2 are two arcs of which Γ \ {z1, z2} consists. The symbol diam(L) stands for
the diameter of a curve L, i.e., diam(L) = sup {|z′ − z′′| : z′, z′′ ∈ L} . Hence, a Lipschitz curve
is quasiconformal. According to [42, Theorems 9.12-13], it holds that ‖G‖l2→l2 ≤ κ for some
κ ∈ [0, 1) if and only if ∂Ω is quasiconformal; we recommend [1, 16, 38, 43] for more properties
of quasiconformality and the Grunsky coefficients. Therefore, we have the following lemma.
Lemma 3.3. The operator G given by (3.16) satisfies
‖G‖ < 1.
The operator 4λ2I − γ−2NCγ−2NC is related to the transmission problem (1.1) as shown in
Lemma 3.5. The following lemma shows its invertibility.
Lemma 3.4. For |λ| ≥ 12 , the semi-infinite matrix 4λ2I−γ−2NCγ−2NC is invertible in the sense
of a linear operator on l2(C) and each entry of its inverse is bounded independently of λ.
Proof. It is straightforward to see from (3.15) that
4λ2I − γ−2NCγ−2NC = N 12γ−N (4λ2I −GG) γNN− 12 . (3.17)
The diagonal matrices γ±N and N±
1
2 are invertible. From Lemma 3.3, the operator 4λ2I −GG
is invertible and satisfies∥∥∥(4λ2I −GG)−1∥∥∥ = ∥∥∥∥∥ 14λ2
∞∑
n=0
(
1
4λ2
GG
)n∥∥∥∥∥ ≤ (4λ2 − ‖G‖2)−1 ≤ (1− ‖G‖2)−1 .
Since each entry of a matrix is bounded by the operator norm of the matrix, we have the uniform
boundedness ∣∣∣((4λ2I −GG)−1)
mk
∣∣∣ ≤ (1− ‖G‖2)−1 for all m,k.
Hence, we have from (3.17) that∣∣∣∣((4λ2I − γ−2NCγ−2NC)−1)
mk
∣∣∣∣ ≤√mk γk−m (1− ‖G‖2)−1 .
Note that the right side is independent of λ. ✷
Lemma 3.5 ([19]). For each m, it holds that
(λI −K∗∂Ω)−1 [ζm] =
1
2
∞∑
k=1
√
k
m
1
γm+k
(
amkζk + bmkζk
)
,
(λI −K∂Ω)−1 [ηm] = 1
2
∞∑
k=1
√
k
m
1
γm+k
(amkηk + bmkηk) ,
where amk and bmk are given by
A = [amk]
∞
m,k=1 = 8λγ
2N
(
4λ2I − γ−2NCγ−2NC
)−1
,
B = [bmk]
∞
m,k=1 = 4C
(
4λ2I − γ−2NCγ−2NC
)−1
.
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We can express FPTs in matrix form as follows:
Theorem 3.6 ([19]). For each m,k, it holds that
F
(1)
mk(Ω, λ) = 4πkcmk + 4πk
(
1− 4λ2)(C (4λ2I − γ−2NCγ−2NC)−1)
mk
,
F
(2)
mk(Ω, λ) = 8πkλγ
2mδmk + 8πkλγ
2m
(
1− 4λ2)((4λ2I − γ−2NCγ−2NC)−1)
mk
.
Here, δmk is the Kronecker delta function.
For an ellipse given by
Ψ(w) = w + a0 +
a1
w
, (3.18)
it holds that (see, for example, [32] for the derivation)
Fm(z) =
(
z˜ +
√
z˜2 − a1
)m
+
(
z˜ −
√
z˜2 − a1
)m
with z˜ =
z − a0
2
(3.19)
and
Fm (Ψ(w)) = w
m +
am1
wm
. (3.20)
Hence, the Grunsky coefficients are
cmk = δmka
m
1
and we obtain the following corollary from Theorem 3.6.
Corollary 3.7. The FPTs for an ellipse, namely E, given by (3.18) are diagonal matrices with
F
(1)
mm(E,λ) = 4πma
m
1
(
4λ2γ4m − |a1|2m
)−1 (
γ4m − |a1|2m
)
,
F
(2)
mm(E,λ) = 8πmλγ
2m
(
4λ2γ4m − |a1|2m
)−1 (
γ4m − |a1|2m
)
.
4 Explicit reconstruction formula for the conformal mapping
In this section we derive an inversion formula for the conformal mapping corresponding to an
inclusion with extreme or near-extreme conductivity by using Theorem 3.6.
We first derive a formula for the conformal mapping corresponding to an inclusion with extreme
conductivity:
Theorem 4.1. Let Ω be a simply connected planar domain with C2-boundary. Assume that Ω
is either insulating or perfectly conducting, i.e., λ = ±12 . Then the coefficients of the exterior
conformal mapping corresponding to Ω satisfy
γ2 =
N
(2)
11 (Ω, λ)
8πλ
, a0 =
N
(2)
12 (Ω, λ)
2N
(2)
11 (Ω, λ)
,
am =
1
4πm
m∑
n=1
pmn N
(1)
n1 (Ω, λ) for m ≥ 1.
Here, pm1, pm2, · · · , pmm denote the coefficients of the Faber polynomials as in Lemma 3.2. Each
am is uniquely determined by N
(2)
11 , N
(2)
12 and {N(1)n1 }1≤n≤m.
13
Proof. From Lemma 3.2 with k = 1 and (3.12), it holds that
F
(1)
m1 (Ω, λ) =
m∑
n=1
pmn N
(1)
n1 (Ω, λ) for m ≥ 1,
F
(2)
11 (Ω, λ) = N
(2)
11 (Ω, λ) ,
F
(2)
21 (Ω, λ) = N
(2)
21 (Ω, λ)− 2a0N(2)11 (Ω, λ) . (4.1)
Since 1− 4λ2 = 0 from the assumption, Theorem 3.6 further implies that
F
(1)
mk(Ω, λ) = 4πkcmk,
F
(2)
mk(Ω, λ) = 8πkλγ
2mδmk for any m,k ∈ N.
In particular, it holds that
F
(1)
m1 (Ω, λ) = 4πcm1 for m ≥ 1,
F
(2)
11 (Ω, λ) = 8πλγ
2, F
(2)
21 (Ω, λ) = 0.
By using Lemma 2.2 and (4.1), we then obtain
γ2 =
F
(2)
11 (Ω, λ)
8πλ
=
N
(2)
11 (Ω, λ)
8πλ
,
a0 =
N
(2)
21 (Ω, λ)− F(2)21 (Ω, λ)
2N
(2)
11 (Ω, λ)
=
N
(2)
21 (Ω, λ)
2N
(2)
11 (Ω, λ)
=
N
(2)
12 (Ω, λ)
2N
(2)
11 (Ω, λ)
,
am =
cm1
m
=
F
(1)
m1 (Ω, λ)
4πm
=
1
4πm
m∑
n=1
pmn N
(1)
n1 (Ω, λ) for m ≥ 1.
Note thatN (2)11 is nonzero since γ is positive. Since p11 = 1, a0 and a1 are determined by N
(2)
11 , N
(2)
12
and N(1)11 . For am withm ≥ 2, {pm1, pm2, · · · , pmm} is uniquely determined by {a0, a1, · · · , am−1}.
By induction, one can obtain am from N
(2)
11 , N
(2)
12 and {N(1)n1 }1≤n≤m. ✷
Remark 2. For an insulating inclusion, a recursive relation similar to Theorem 4.1 was pre-
viously obtained in [18]. In this study, using FPTs, we derive an exact relation that holds for
the perfectly conducting case as well as the perfectly insulating case. We also emphasize that the
formula in Theorem 4.1 is much simpler than that in [18].
We now validate that this generalized formula approximately holds also for the near-extreme
conductivity case as follows.
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Theorem 4.2 (Conformal mapping recovery). The coefficients of the conformal mapping asso-
ciated with Ω satisfy
γ2 =
N
(2)
11 (Ω, λ)
8πλ
+O
(
|λ| − 1
2
)
,
a0 =
N
(2)
12 (Ω, λ)
2N
(2)
11 (Ω, λ)
+O
(
|λ| − 1
2
)
,
am =
1
4πm
m∑
n=1
pmnN
(1)
n1 (Ω, λ) +O
(
|λ| − 1
2
)
for m ≥ 1.
Proof. From Theorem 3.6, we have
F
(2)
11 (Ω, λ) = 8πλγ
2 + 8πλγ2
(
1
4
− λ2
)((
λ2I − γ
−2NCγ−2NC
4
)−1)
11
,
F
(2)
21 (Ω, λ) = 8πλγ
4
(
1
4
− λ2
)((
λ2I − γ
−2NCγ−2NC
4
)−1)
21
,
F
(1)
m1 (Ω, λ) = 4πcm1 + 4π
(
1
4
− λ2
)(
C
(
λ2I − γ
−2NCγ−2NC
4
)−1)
m1
for m ≥ 1.
We complete the proof by applying this relation to (4.1) and by using Lemma 3.4. ✷
5 Recovering the shape of an inclusion with arbitrary conductiv-
ity
In this section we derive an explicit formula that approximates the shape of an inclusion with
arbitrary conductivity by using the concept of FPTs. We regard an inclusion as a perturbation
of its equivalent ellipse and apply the asymptotic integral expression for the shape derivative of
GPTs obtained in [13]. As a result, we obtain an analytic reconstruction formula for the shape
perturbation function. With this formula, one can non-iteratively approximate an inclusion of
arbitrary conductivity with general shape, including a straight or asymmetric shape.
5.1 Equivalent ellipse and modified GPTs
For an inclusion of a general shape, we can find an equivalent ellipse that has the same first-
order GPTs as shown in [10, 17]. The equivalent ellipse provides a good initial guess for the
optimization procedure [13]. In the following, we derive an expression formula for an equivalent
ellipse by employing the concept of FPTs.
An ellipse, say E, has the exterior conformal mapping
ΨE(w) = w + e0 +
e1
w
for |w| > γe (5.1)
15
with some complex coefficients, e0, e1, and γ > 0. From Corollary 3.7 and (3.12), we have
N
(1)
11 (E,λ) = F
(1)
11 (E,λ) = 4πe1
(
4λ2 − |e1|
2
γ4e
)−1(
1− |e1|
2
γ4e
)
,
N
(2)
11 (E,λ) = F
(1)
11 (E,λ) = 8πλγ
2
e
(
4λ2 − |e1|
2
γ4e
)−1(
1− |e1|
2
γ4e
)
.
Also, we have
F
(1)
m1(E,λ) = F
(2)
m1(E,λ) = 0 for m ≥ 2 (5.2)
and
N
(2)
21 (E,λ) − 2e0N(2)11 (E,λ) = F(2)21 (E,λ) = 0.
From these relations and the symmetric properties of GPTs in (2.7), we obtain the following
lemma.
Lemma 5.1 (Equivalent ellipse). Let E be the ellipse whose exterior conformal mapping is given
by (5.1) with
γ2e =
λN
(2)
11
2π
∣∣N(2)11 ∣∣2 − ∣∣N(1)11 ∣∣2∣∣N(2)11 ∣∣2 − 4λ2∣∣N(1)11 ∣∣2 , e0 =
N
(2)
12
2N
(2)
11
, e1 = 2λγ
2
e
N
(1)
11
N
(2)
11
. (5.3)
Then, E satisfies
N
(j)
11 (E,λ) = N
(j)
11 (Ω, λ) for j = 1, 2,
N
(2)
21 (E,λ) = N
(2)
21 (Ω, λ).
Assuming σ (or λ) is known, we set an equivalent ellipse E as in Lemma 5.1. We then denote
by Fm[E](z) the Faber polynomials corresponding to ΨE . We define the curvilinear coordinate
system (ρ, θ) corresponding to ΨE as in subsection 3.2. For z = ΨE(w) ∈ ∂E, it holds that
h(ρe, θ) =
∣∣∣∣∂ΨE∂ρ
∣∣∣∣ = ∣∣∣w − e1w ∣∣∣ , ρe = ln(γe), (5.4)
ν∂E(z) =
w − e1w∣∣w − e1w ∣∣ , (5.5)
where ν∂E is unit outward normal to ∂E.
Recall that GPTs are defined in terms of the solutions to the transmission problem corre-
sponding to the functions zn, which are the Faber polynomials corresponding to a disk. We now
modify GPTs by employing Fm[E](z) instead of zn as follows.
Definition 3 (Modified GPTs using Fm[E](z)). For m,n ∈ N, we define
E
(1)
mn(Ω, λ) =
∫
∂Ω
Fn[E](z) (λI −K∗∂Ω)−1
[
∂
∂ν
Fm[E]
]
(z) dσ(z), (5.6)
E
(2)
mn(Ω, λ) =
∫
∂Ω
Fn[E](z) (λI −K∗∂Ω)−1
[
∂
∂ν
Fm[E]
]
(z) dσ(z). (5.7)
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To recover the shape of an inclusion of arbitrary shape, we will apply the shape derivative
approach in Theorem 2.4, in an analytical way in the following subsection. Unlike Theorem 2.4,
in which the difference of GPTs was used, we now consider the difference of modified GPTs, that
is,
∆(j)mn := E
(j)
mn(Ω, λ)− E(j)mn(E,λ) (5.8)
for m,n ∈ N and j = 1, 2. As we find the equivalent ellipse E from GPTs as shown in Lemma
5.1, E(j)mn(E,λ) and E
(j)
mn(Ω, λ) can be obtained by using only N
(j)
mn(Ω, λ) and so can ∆
(j)
mn. More
precisely, we have the following.
Lemma 5.2. Set pmn[E] to be the coefficients of the Taylor series of Fm[E], i.e., Fm[E](z) =∑m
n=0 pmn[E]z
n. For each m ≥ 2, we have
∆
(1)
m1 = E
(1)
m1(Ω, λ) =
m∑
n=1
pmn[E]N
(1)
n1 (Ω, λ),
∆
(2)
m1 = E
(2)
m1(Ω, λ) =
m∑
n=1
pmn[E]N
(2)
n1 (Ω, λ).
Proof. It is straightforward to see from (5.6) and (5.7) that
E
(j)
mn(E,λ) = F
(j)
mn(E,λ).
From (5.2), we have
E
(1)
m1(E,λ) = E
(2)
m1(E,λ) = 0 for m ≥ 2. (5.9)
By using the fact that F1[E](z) = z − e0, we complete the proof. ✷
5.2 Analytic shape recovery
We now regard an inclusion Ω as a perturbation of its equivalent ellipse E, i.e.,
∂Ω = {z + εf∂E(z)ν∂E(z) : z ∈ ∂E} (5.10)
for some real-valued C1 function f∂E. We set
f(θ) =
1
h(ρe, θ)
(f∂E ◦ΨE) (eρe+iθ).
From (5.4) and (5.5), it holds that
z + εf∂E(z)ν∂E(z) = w + e0 +
e1
w
+ ε
(
w − e1
w
)
f(θ).
As f is real-valued, it admits the Fourier series
f(θ) = f̂0 +
∞∑
k=1
(
f̂ke
ikθ + f̂ke
−ikθ
)
= 2Re
(
∞∑
k=0
f̂ke
ikθ
)
.
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Theorem 5.3 (Perturbed ellipse recovery). Let Ω be a simply connected planar domain with
C2-boundary, whose conductivity σ is assumed to be known. Assume N(j)mn(Ω, λ) for 1 ≤ m,n ≤
M, j = 1, 2 are given for some M ∈ N. Then, ∂Ω can be approximated as the parametrized
curve:
w 7−→ w + e0 + e1
w
+ ε
(
w − e1
w
)
2Re
(
M−1∑
k=0
f̂ke
ikθ
)
, |w| = γe,
where for each m,n ∈ N, the Fourier coefficients of f satisfies
εf̂m−n =
γm+ne
4πλmn
(
sntm∆
(1)
mn + smtn∆
(1)
mn + smsn∆
(2)
mn + tmtn∆
(2)
mn
)
+O(ε2), (5.11)
εf̂m+n =
γm+ne
2πmn
(
tmtn∆
(1)
mn + smsn∆
(1)
mn + smtn∆
(2)
mn + sntm∆
(2)
mn
)
+O(ε2) (5.12)
with
sm =
λγ2me − |e1|
2m
2γ2me
γ4me − |e1|2m
, tm =
em1
(
λ− 12
)
γ4me − |e1|2m
. (5.13)
Proof. Let u and v satisfy (2.10) and (2.11) with H(z) = Fm[E](z) and F (z) = Fn[E](z),
respectively.
At z = ΨE(γeeiθ) ∈ ∂E, we have by applying (3.7) to (3.20) that
∂
∂ν
Fm[E]
∣∣∣− = 1
h(ρe, θ)
∂
∂ρ
Fm[E]
∣∣∣− = m
h(ρe, θ)
(
em(ρe+iθ) − em1 e−m(ρe+iθ)
)
,
∂
∂T
Fm[E]
∣∣∣− = 1
h(ρe, θ)
∂
∂θ
Fm[E]
∣∣∣− = i m
h(ρe, θ)
(
em(ρe+iθ) − em1 e−m(ρe+iθ)
)
.
From Lemma 3.5 and the fact that cmk = δmkem1 , it follows
(λI −K∗∂E)−1 [ζm] =
(
λ2 − |e1|
2m
4γ4me
)−1(
λζm +
em1
2γ2me
ζm
)
,
(λI −K∂E)−1 [ηn] =
(
λ2 − |e1|
2n
4γ4ne
)−1(
ληn +
en1
2γ2ne
ηn
)
.
We then obtain from (3.8), (3.9) and Lemma 3.1 that
u(z) =
(
λ− 1
2
)(
λ2 − |e1|
2m
4γ4me
)−1(
λFm[E](z) +
em1
2γ2me
Fm[E](z)
)
, (5.14)
v(z) =
(
λ+
1
2
)(
λ2 − |e1|
2n
4γ4ne
)−1(
λFn[E](z) +
en1
2γ2ne
Fn[E](z)
)
in Ω. (5.15)
From (3.7), it follows that
∂
∂ν
u(z)
∣∣∣− = mdm
γme h(ρe, θ)
(
λ− 1
2
)(
sme
imθ − tme−imθ
)
,
∂
∂ν
v(z)
∣∣∣− = ndn
γne h(ρe, θ)
(
λ+
1
2
)(
sne
inθ − tne−inθ
)
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with sm, tm given by (5.13) and
dm =
γ4me − |e1|2m
λ2 − |e1|2m
4γ4me
.
In the same manner, it holds that
∂
∂T
u(z)
∣∣∣− = i mdm
γme h(ρe, θ)
(
λ− 1
2
)(
sme
imθ + tme
−imθ
)
,
∂
∂T
v(z)
∣∣∣− = i ndn
γne h(ρe, θ)
(
λ+
1
2
)(
sne
inθ + tne
−inθ
)
.
In view of (5.6) and (5.7), we get the asymptotic integral expressions for the shape derivative
by replacing Ω0 with E in Lemma 2.3:
E
(1)
mn(Ω, λ)− E(1)mn(E,λ)
= ǫ(σ − 1)
∫
∂E
f∂E(z)
(
∂u
∂ν
∣∣∣− ∂v
∂ν
∣∣∣− + 1
σ
∂u
∂T
∣∣∣− ∂v
∂T
∣∣∣−) (z) dσ(z) +O(ǫ2)
and
E
(2)
mn(Ω, λ)− E(2)mn(E,λ)
= ǫ(σ − 1)
∫
∂E
f∂E(z)
(
∂u
∂ν
∣∣∣− ∂v
∂ν
∣∣∣− + 1
σ
∂u
∂T
∣∣∣− ∂v
∂T
∣∣∣−) (z) dσ(z) +O(ǫ2).
Remind that the length element on ∂Ω is dσ(z) = h(ρ0, θ)dθ. From the asymptotic formula for
the tangential and normal derivatives of u and v, we obtain
∆(1)mn = E
(1)
mn(Ω, λ)− E(1)mn(E,λ)
=
2πǫmndmdn
γm+ne
(
smsnf̂m+n + tmtnf̂m+n − 2λ
(
smtnf̂m−n + sntmf̂m−n
))
+O(ǫ2) (5.16)
and
∆(2)mn = E
(2)
mn(Ω, λ)− E(2)mn(E,λ)
=
2πǫmndmdn
γm+ne
(
2λ
(
smsnf̂m−n + tmtnf̂m−n
)
− smtnf̂m+n − sntmf̂m+n
)
+O(ǫ2). (5.17)
We now have four equations about the Fourier coefficients of f : (5.16), (5.17), and their
conjugate systems. It is then straightforward to find explicit formulas for four unknowns,
f̂m+n, f̂m+n, f̂m−n, f̂m−n, which are exactly (5.12) and (5.11).
✷
Let us compute first three terms of the Fourier coefficients of f . From the definition of the
equivalent ellipse, we have
∆
(j)
11 = E
(j)
11 (Ω, λ)− E(j)11 (E,λ) = N(j)11 (Ω, λ)− N(j)11 (E,λ) = 0, j = 1, 2. (5.18)
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From (3.3), we have F2[E](z) = z2 − 2e0z + e20 − 2e1. It then follows from Lemma 5.2 and the
definition of e0 (see (5.3)) that
∆
(1)
21 = F
(1)
21 [E](Ω, λ) = N
(1)
21 (Ω, λ)− 2e0 N(1)11 (Ω, λ),
∆
(2)
21 = F
(2)
21 [E](Ω, λ) = N
(2)
21 (Ω, λ)− 2e0 N(2)11 (Ω, λ) = 0.
By substituting (m,n) = (1, 1) and (m,n) = (2, 1) into (5.11), we obtain
f̂0 = f̂1−1 = O(ǫ),
f̂1 = f̂2−1 =
γ3e
8πǫλ
(
s1t2∆
(1)
21 + s2t1∆
(1)
21
)
+O(ǫ).
We can apply (5.11) or (5.12) to get high-order Fourier coefficients. For example, we obtain f̂2
by substituting (m,n) = (3, 1) or (1, 1) as follows:
f̂2 = f̂3−1 =
γ4e
12πǫλ
(
s1t3∆
(1)
31 + s3t1∆
(1)
31 + s1s3∆
(2)
31 + t1t3∆
(2)
31
)
+O(ǫ),
f̂2 = f̂1+1 =
γ2e
2πǫ
(
t1
2
∆
(1)
11 + s
2
1∆
(1)
11 + s1t1∆
(2)
11 + s1t1∆
(2)
11
)
+O(ǫ) = O(ǫ).
Here, we use equation (5.18) in the last equality.
Remark 3. In numerical examples in section 6, we use (5.11) to compute f̂m−n with n fixed to
be 1.
6 Numerical results
We present numerical results obtained by the two proposed analytic shape recovery methods
(Theorem 4.2 and Theorem 5.3) and compare them with the method proposed in [12] (i.e.,
Theorem 2.4). We call the three methods (Theorem 4.2, Theorem 5.3 and Theorem 2.4) the
conformal mapping recovery, perturbed ellipse recovery, and perturbed disk recovery, respectively.
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Figure 6.1: Simulation geometry of simply connected inclusions.
We show numerical results of four different shapes; Fig. 6.1 illustrates the examples. All
boundaries of the four domains are C2-curves. In each simulation, we use GPTs up to some given
order, namely Ord ∈ N. In other words,
{N(j)mn}j=1,2, 1≤m,n≤Ord. (6.1)
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To acquire the values of GPTs, we use the integral formulation (2.1). More precisely, we solve
(2.2) by employing the Nyström discretization method; see [6, Section 17.1, 17.3] for numerical
codes. We then numerically evaluate the integrals (2.3) and (2.4).
For the perturbed ellipse (or disk) recovery, the conductivity σ is assumed to be known in each
simulation. We compute the coefficients f̂k for order up to k = Ord− 1 by the formula of f̂m−n
with m = k + 1 and n = 1 in Theorem 2.4 (or Theorem 5.3).
For the conformal mapping recovery, we compute the coefficients of the conformal mapping of
order up to a given Ord, following the formulas in Theorem 4.2.
In the remaining figures, the gray curve shows the original shape of an example inclusion
and the black curve shows the reconstructed shape. In each example, the conductivity values
is either all smaller than 1, or all bigger than 1. The conformal mapping recovery shows high
accuracy for all examples when the conductivity has either high or low value. The perturbed
ellipse (or disk) recovery does not rely much on the value of conductivity. The perturbed disk
recovery, in which an inclusion is regarded as a perturbation of a disk, is not applicable to
either an asymmetric or a straight shape (the second and third examples in Fig. 6.1). However,
the perturbed ellipse recovery restores successfully the examples of both straight and asymmetric
shapes (see Fig. 7.3–7.5). Especially for the straight shape, it shows a very good recovery because
the equivalent ellipse reflects the eccentricity of the straight shape; see Fig. 7.5. Nevertheless,
the perturbed ellipse recovery does not show a good result if the inclusion is heavily concave; see
Fig. 7.6.
Example 1 In Fig. 7.1, we consider the inclusion whose boundary is given by a parametrization:
z(θ) = 0.311 + cos θ − 0.7 cos 2θ + i sin θ with θ ∈ [0, 2π).
The perturbed disk recovery (first column) and the perturbed ellipse recovery (second column)
show similar performance since this example has an equivalent ellipse that is quite similar to a
disk. Fig. 7.2 shows the results obtained by using GPTs of various orders.
Example 2 In Fig. 7.4, we consider an asymmetric-shaped inclusion given by the parametriza-
tion:
Ψ(w) = e
pii
5
(
w + 1−2i7 w
−1 + i−16 w
−2 + i20w
−3 + 120w
−4 + i20w
−5 + i50w
−6
)
with |w| = 1.
We show the simulation results obtained by using noisy information of GPTs with SNR =∞
(no noise), 5 and 2, where the signal-to-noise ratio (SNR) is defined to be
SNR = −10 log10(V ar) or V ar = 10−SNR/10.
Here, V ar is the variance of additive white noise compared to the signal power. More precisely,
we generate the noise by using the Gaussian distribution as follows:
GPTnoise = GPTorigial +N (0, V ar)
with the normal distribution N . All three shape recovery methods are fairly stable with noise.
The perturbed ellipse recovery shows much better restoration than the perturbed disk recovery.
The conformal mapping recovery shows good results when the conductivity approaches zero or
infinity, as expected.
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Example 3 In Fig. 7.5, we consider a straight shape whose boundary is the parametrized curve
z(t) = e
pii
9 z0(t), where z0(t) is given by
z0(t) =
√
2 + u2 − v2 + 2
√
2u−
√
2 + u2 − v2 − 2
√
2u
+
i
4
(√
2− u2 + v2 + 2
√
2v −
√
2− u2 + v2 − 2
√
2v
)
with u = cos t, v = sin t, t ∈ [0, 2π). For this example shape, the associated equivalent ellipse
has a small aspect ratio and, thus, the perturbed disk recovery does not show good recovery.
However, the perturbed ellipse recovery works well for all conductivity values.
Example 4 In this example (Fig. 7.6), we consider a crescent shape given by
z(t) =
5z0(t)− 20i
2z0(t) + 40i
,
where z0(t) is given by
z0(t) = 15
(√
2 + u2 − v2 + 2
√
2u−
√
2 + u2 − v2 − 2
√
2u
)
+ i
(√
2− u2 + v2 + 2
√
2v −
√
2− u2 + v2 − 2
√
2v
)
with u = cos t, v = sin t, t ∈ [0, 2π). While the perturbed ellipse (or disk) recovery shows worse
results than in previous examples, the conformal mapping recovery shows a good reconstruction
for the extreme conductivity case.
7 Conclusion
This study presents two analytical methods of recovering a simply connected conductivity in-
clusion in two dimensions from multistatic measurements, based on complex analysis and the
concepts of the generalized polarization tensors (GPTs) and the Faber polynomial polarization
tensors (FPTs). First, we provide an exact, simple expression of the conformal mapping associ-
ated with the inclusion in terms of GPTs given that the inclusion is either insulating or perfectly
conducting. This expression allows us to accurately recover the shape of an inclusion with near-
extreme conductivity. Secondly, we derive an asymptotic formula to approximate an inclusion
with arbitrary conductivity by considering the inclusion as a perturbation of its equivalent ellipse.
This formula provides us a good recovery for inclusions of general shapes, including straight or
asymmetric shapes.
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Perturbed disk
recovery
Perturbed ellipse
recovery
Conformal mapping
recovery
σ = 5
Ord = 6
σ = 50
Ord = 6
σ = ∞
Ord = 6
Figure 7.1: Recovery of a kite-shaped inclusion with various conductivities. For the perturbed
disk (or ellipse) recovery, σ is assumed to be known. The values of GPTs up to Ord = 6 are
used; see Fig. 7.2 for the reconstruction with Ord = 2, 4.
Perturbed disk
recovery
Perturbed ellipse
recovery
Conformal mapping
recovery
σ = 50
Ord = 2
σ = 50
Ord = 4
Figure 7.2: A kite-shaped inclusion with conductivity σ = 50. GPTs up to Ord = 2, 4 are used.
All three shape recovery methods show better results as Ord increases.
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Perturbed disk
recovery
Perturbed ellipse
recovery
Conformal mapping
recovery
σ = 1/5
SNR = ∞
σ = 1/50
SNR = ∞
σ = 0
SNR = ∞
Figure 7.3: Recovery of an asymmetric inclusion with various conductivities. The values of
GPTs up to Ord = 6 are used with SNR=∞ (no noise).
Perturbed disk
recovery
Perturbed ellipse
recovery
Conformal mapping
recovery
σ = 1/50
SNR = 5
σ = 1/50
SNR = 2
Figure 7.4: The figures are numerically computed with noisy GPTs information with SNR=5,
and 2. The GPTs up to Ord = 6 are used.
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Perturbed disk
recovery
Perturbed ellipse
recovery
Conformal mapping
recovery
σ = 1/5
σ = 1/50
σ = 0
Figure 7.5: Recovery of a straight-shaped inclusion with various conductivities. The values
of GPTs up to Ord = 6 are used; see (6.1). The perturbed ellipse recovery works well for all
conductivity values. The conformal mapping recovery shows high accuracy for the extreme or
near-extreme conductivity case.
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