Abstract. In this paper, we will develop a first order and a second order convex splitting, and a first order linear energy stable fully discrete local discontinuous Galerkin (LDG) methods for the modified phase field crystal (MPFC) equation. In which, the first order linear scheme is based on the invariant energy quadratization approach. The MPFC equation is a damped wave equation, and to preserve an energy stability, it is necessary to introduce a pseudo energy, which all increase the difficulty of constructing numerical methods comparing with the phase field crystal (PFC) equation. Due to the severe time step restriction of explicit time marching methods, we introduce the first order and second order semi-implicit schemes, which are proved to be unconditionally energy stable. In order to improve the temporal accuracy, the semi-implicit spectral deferred correction (SDC) method combining with the first order convex splitting scheme is employed. Numerical simulations of the MPFC equation always need long time to reach steady state, and then adaptive time-stepping method is necessary and of paramount importance. The schemes at the implicit time level are linear or nonlinear and we solve them by multigrid solver. Numerical experiments of the accuracy and long time simulations are presented demonstrating the capability and efficiency of the proposed methods, and the effectiveness of the adaptive time-stepping strategy.
Introduction
In this paper, we consider local discontinuous Galerkin (LDG) spatial discretization and high order semi-implicit time marching methods in a bounded domain Ω ∈ R d (d ≤ 2) for by Cockburn and Shu [9] for solving time dependent convection diffusion systems, motivated by the work of Bassi and Rebay [3] for compressible Navier-Stokes equations. Following these pioneering papers, LDG methods have been successfully designed and applied in a number of models involving diffusion and dispersive problems (see for example the review paper [25] ). DG and LDG methods also have several attractive properties, for example: allowing for efficient h, p adaptivity and having excellent parallel efficiency.
The MPFC equation is a sixth-order nonlinear damped wave equation, and explicit time marching methods require extremely small time step to maintain stability. Therefore, it would be desirable to introduce implicit or semi-implicit time discretization techniques to alleviate this problem. In this paper, we will develop the first order and second order semi-implicit schemes for the MPFC equation and prove the corresponding unconditional energy stability. However, the schemes are only first order or second order accurate in time. To improve the temporal accuracy, we employ the semi-implicit SDC method [24] , combining with the proposed first order convex splitting scheme.
The MPFC equation itself always experience long time evolution therefore computational efficiency is essential to map out the whole dynamics from initial state to steady state. The proposed semi-implicit time marching methods allow larger time step and indeed improve the efficiency. To further improve the efficiency of our schemes, we will employ the adaptive time-stepping strategy. We know that the energy is an important quantity in the MPFC equation and here the adaptive time steps are determined based on the time derivative of the energy. In which, when the energy decays rapidly, small time steps are adopted, and when the energy decays slowly, large time steps will be used. Zhang et al. [27] employed this idea for solving the PFC equation and showed that the adaptive time-stepping technique was efficient numerically.
The rest of the paper is organized as follows. In Section 2, we give a brief review on the properties of the MPFC equation and present the first order and second order schemes. In Section 3, we develop LDG methods for the proposed schemes, and prove the corresponding fully discrete schemes are unconditionally energy stable. In Section 4, we combine the semi-implicit SDC method with the first order convex splitting scheme to obtain high order temporal accuracy. We also give a simple description of the adaptive time-stepping strategy. Section 5 contains numerical results, demonstrating the accuracy and effectiveness of the proposed numerical methods. Finally, we give concluding remarks in Section 6.
The MPFC equation and proposed semi-implicit temporal schemes 2.1 The MPFC equation
We consider a dimensionless energy of the form
where Ω ∈ R d , φ : Ω → R is the atomic density field, and ǫ is a constant. We assume here that Ω = (0,L x )×(0,L y ) and that φ and ∆φ are periodic on ∂Ω for simplicity. Then the MPFC equation is the pseudo-gradient flow ∂ tt φ+ β∂ t φ = ∇·(M(φ)∇µ), (2.2) where µ is the chemical potential with respect to E and takes the following form
For simplicity, we take M to be a constant and consider the simpler equation
The presence of the term ∂ tt φ is a nontrivial modification from the mathematical point of view. Indeed, different from the sixth order parabolic type PFC equation, the MPFC equation (2.4) is not a gradient equation, and the energy (2.1) may actually increase in time on some time intervals, we will show the phenomenon numerically in Section 5. However, solutions of the MPFC equation do dissipate a pseudo energy. Therefore, in order to design numerical schemes that preserve an energy stability, it is necessary and of great importance to introduce an appropriate pseudo energy.
To introduce the pseudo energy, and activated by the idea in [12] , we first recast the MPFC equation (2.4) as the following system of equations
Then we define the pseudo energy
The pseudo energy is non-increasing with respect to time t, i.e.
Then, we will devote to constructing numerical schemes that preserve the energy stability.
The discrete time, continuous space schemes
The numerical simulations of the MPFC equation always need long time to reach steady state. And because of the high stiffness of the MPFC equation, explicit time discretization methods will suffer from extremely small time step restriction (∆t= O(∆x 6 )) for stability, but not for accuracy. Therefore, it would be desirable to develop implicit time marching methods to alleviate this problem. Here we describe semi-implicit time-discrete schemes for the MPFC equation (2.5). The first and second order convex splitting schemes are based on convex splitting approaches that have been widely used for phase field problems. The first order linear scheme is based on the invariant energy quadratization approach.
First order convex splitting scheme
In order to develop the convex splitting scheme, we first split the energy (2.1) as E(φ) = E c (φ)−E e (φ), where E c (φ) and E e (φ) represent the contractive term and the expansive term, respectively, and are given as
By treating the contractive term E c (φ) implicitly and the expansive term E e (φ) explicitly, we get the convex splitting scheme as follows
(2.8)
Second order convex splitting scheme
Activated by the work in [1] , we develop a novel second order convex splitting scheme for the MPFC equation (2.5) as follows: 9) where φ −1 := φ 0 , and
First order linear scheme
In the following, we will prove the unconditional energy stability of the convex splitting schemes (2.8) and (2.9). But as for the unique solvability, the proofs are much more elusive in the LDG framework. Therefore, we will then develop a linearly first order, unconditionally energy stable scheme for the MPFC equation inspired by the invariant energy quadratization approach [26] to discrete the nonlinear term. In order to develop the linear scheme, we first introduce an auxiliary function as follows
We recast the energy functional (2.1) as
and the equivalent equation is given as
where U satisfies U t = 2φφ t . Then the corresponding first order linear scheme is
(2.12)
Fully discrete energy stable local discontinuous Galerkin schemes
In this section, we will develop local discontinuous Galerkin (LDG) spatial discretization methods for the first order convex splitting scheme (2.8), the second order scheme (2.9) and the first order linear scheme (2.12), to obtain fully discrete stable LDG schemes for the MPFC equation, and prove the corresponding unconditional energy stabilities.
Notations
We consider a subdivision T h of Ω with shape-regular elements K. Let E h denote the union of the boundary faces of elements K ∈ T h , i.e. E h = K∈T h ∂K, and E 0 = E h \∂Ω. Let P k (K) be the space of polynomials of degree at most k ≥ 0 on K ∈ T h . The discontinuous Galerkin finite element spaces are denoted by
Notice that functions in V h and Σ d h are allowed to be completely discontinuous across element interfaces.
In order to describe the flux functions, we need to introduce some notations. Let e be an interior face shared by the "left" and "right" elements K L and K R and define the normal vectors ν L and ν R on e pointing exterior to K L and K R , respectively. For our purpose, "left" and "right" can be uniquely defined for each face according to any fixed rule. For example, we choose ν 0 as a constant vector. The left element K L to the face e requires that ν L ·ν 0 < 0, and the right one K R requires ν L ·ν 0 ≥ 0. If ψ is a function on K L and K R , but possibly discontinuous across e, let ψ L denote (ψ| K L )| e and ψ R denote (ψ| K R )| e , the left and right trace, respectively.
First order fully discrete LDG scheme
To construct the LDG method for the first order convex splitting scheme (2.8), we first rewrite it as a first order system: 
The "hat" terms in scheme (3.2) in the cell boundary terms from integration by parts are the so-called "numerical fluxes", which are functions defined on the edges and should be designed based on different guiding principles for different PDEs to ensure stability and local solvability of the intermediate variables. It turns out that we can take the simple choices such as
We remark that the choice for the fluxes (3.3) is not unique. Considering the compactness of the stencil and the optimal accuracy, the crucial part is taking s n+1 , p n+1 and u n+1 from opposite sides, s n+1 and r n+1 , q n+1 , q n+1 2 from opposite sides, q n+1 1 , w n+1 and φ n+1 from opposite sides, and q n+1 and w n+1 from opposite sides. It is easy to see that the first order fully discrete LDG scheme (3.2) is mass conservative, by choosing the test function ϕ 1 = 1 in scheme (3.2). Proposition 3.1. The solution to the LDG scheme (3.2) with the periodic boundary condition satisfies the mass conservation
Next, we will prove the energy stability for the fully discrete LDG scheme (3.2) with the choice of the numerical fluxes (3.3).
Proposition 3.2.
(Energy stability for the first order fully discrete LDG scheme). The solution to the LDG scheme (3.2) with the numerical fluxes (3.3) and the periodic boundary condition satisfies the energy stability
where
Proof. Let Dφ denote φ n+1 −φ n . For Eqs. (3.2g) and (3.2h) of the LDG scheme, subtracting the equations at time level t n from the equations at time level t n+1 , respectively, we get
where Dq = q n+1 −q n and Dw = w n+1 −w n . Then taking the test functions
For Eq. (3.2g), choosing the test function ϕ 4 = − 2 ∆t Dφ at time level t n leads to
For other equations in scheme (3.2), we choose the test functions
Let (3.6)+(3.7)+···+(3.14)+(3.15), and after a careful calculation we obtain
with the help of the alternating numerical fluxes (3.3). Notice that
Therefore we have
which implies the energy stability result (3.5).
where ∆ h is the "discrete Laplacian" operator and z h satisfies 
where C > 0 is independent of h.
Proof. From the energy stability result (3.5), we have
where the last inequality is because of the choice of the initial condition q 0 = Pq(x,0),
, where P and Π are the standard L 2 projection.
For Eqs. (3.2g) and (3.2h) of the LDG scheme, choosing the test functions ϕ 4 =φ n , θ 4 =w n at time level t n leads to
Using Lemma 3.1, we have
By the definition of the discrete Laplacian operator, we have
Combining (3.20) and (3.22), we can obtain the result ||φ n || ∞ ≤ C.
Second order fully discrete LDG scheme
To construct the LDG method for the second order convex splitting scheme (2.9), we first rewrite it into the system form:
which contains only first order spatial derivatives, and
The LDG scheme for the system (3.23) is defined as:
The second order fully discrete LDG scheme (3.24) is also mass conservative. Next, we will prove the unconditional energy stability for the second order fully discrete LDG scheme (3.24). Proposition 3.3. (Energy stability for the second order fully discrete LDG scheme). The solution to the LDG scheme (3.24) with the numerical fluxes (3.3) and the periodic boundary condition satisfies the energy stability
Proof. 
respectively, we have 
DφdK. (3.37) Let (3.27)+(3.28)+···+(3.36)+(3.37), with the help of the alternating numerical fluxes (3.3), and after a careful calculation, we obtain
Notice that
Therefore, we have
This completes the proof.
Remark 3.1. The unconditional energy stability of the convex splitting schemes are proved. But as for the unique solvability and the convergence analysis, the proofs are much more elusive in the LDG framework. Even though the auxiliary variables in the LDG method give the easy treatment for nonlinear and high order derivatives terms, the theoretical analysis of solvability for the LDG method is more troublesome because of the auxiliary variables. In addition, the main technical difficulty of convergence analysis is the lack of control on the auxiliary variables in the LDG method which are approximations to the derivatives of the solution, and the lack of control on the interface boundary terms. We will leave them as our future work.
First order linear fully discrete LDG scheme
The LDG method to solve the first order linear scheme (2.12) is similar as (3.2), except replacing (3.2i) by
and adding
In the following, we will prove the energy stability for the fully-discrete LDG scheme to solve (2.12) with the choice of the numerical flux (3.3). 
Proof. For (3.38), choosing the test function ϕ 5 = − 1 ∆t Dφ leads to
Taking the test function ζ = 1 2 U n+1 in (3.39) and using the identity
we can get
Let (3.6)+(3.7)+. . . +(3.14)+(3.41)+(3.42) and use the same technique as the proof of Proposition (3.2), we can get the energy stability result (3.40) immediately.
Remark 3.2.
For the second order convex splitting scheme (2.9) and the first order linear scheme (2.12), we can also obtain the estimation of ||φ n || ∞ similar as Theorem 3.1 based on the corresponding energy stability result. We will omit the proof in this paper. .24) and (2.12) at the implicit time level are nonlinear or linear, we will employ a nonlinear full approximation storage (FAS) multigrid method [4] or linear multigrid solver to solve the equations. The theoretical analysis of the convergence of multigrid solvers is more troublesome. However, numerical experiments are presented to show that the multigrid solver is robust and converges with optimal (or near optimal) complexity.
A high order and adaptive time-stepping strategy
The most important property of LDG methods is high order accurate, which motivates us to develop high order temporal accuracy scheme to get the goal of obtaining high order accuracy in both space and time together with robust stability conditions. The proposed first order and second order schemes are unconditionally energy stable, thus allowing for large time stepping. However, the schemes are only first order or second order accurate in time. In order to improve the temporal accuracy, the semiimplicit SDC method combining with the first order convex splitting scheme (3.2) will be employed to solve the MPFC equation.
Semi-implicit spectral deferred correction method
The SDC method is driven iteratively by the chosen low order method, such as the first order convex splitting scheme (3.2) here. An advantage of the SDC method is that it is a one step method and can be constructed easily and systematically for any order of accuracy. For convenience, the convex splitting scheme (3.2) can be written as
where F(u), L 1 (u) represent the linearly implicit part, L 2 (φ) represents the nonlinearly implicit part and N(φ) represents the linearly explicit part of the scheme, namely
Suppose now the time interval [0,T] is divided into M intervals by the partition 0=t 0 < t 1 < ... < t n < ... < t M = T. Let ∆t n = t n+1 −t n and u n denotes the numerical approximation of u(t n ), with u 0 = u(0). Then divide the time interval [t n ,t n+1 ] into P subintervals by choosing the points t n,m for m=0,1,··· ,P such that t n =t n,0 <t n,1 <···<t n,m <···<t n,P =t n+1 . Let ∆t n,m = t n,m+1 −t n,m and u k n,m denotes the k th order approximation to u(t n,m ). The points {t n,m } P m=0 can be chosen to be the Tchebychev Gauss-Lobatto nodes on [t n ,t n+1 ] to avoid the instability of approximation at equispaced nodes for high order accuracy. We can also choose the Gauss nodes, or Legendre Gauss-Radau nodes or Legendre GaussLobatto nodes. Starting from u n and φ n , we give the algorithm to calculate u n+1 and φ n+1 in the following.
Compute the initial approximation: u 1 n,0 = u n and φ 1 n,0 = φ n . Use the convex splitting scheme (4.1) to compute a first order accurate approximate solution u 1 and φ 1 at the nodes {t n,m } P m=1 , i.e. For m = 0,··· ,P−1, 
where I m+1 m (F(u k )) is the integral of the P-th degree interpolating polynomial on the P+1 points (t n,m ,F(u k n,m )) P m=0 over the subinterval [t n,m ,t n,m+1 ], which is the numerical quadrature approximation of
Finally we have u n+1 = u K+1 n,P and φ n+1 = φ k+1 n,P . Remark 4.1. When M(φ) is degenerate, namely, the stiff and non-stiff components of the MPFC equation can not be well separated, the classical SDC method is not straightforward anymore. In this case, the novel semi-implicit SDC method proposed in our recent work [16] can be employed to achieve high order temporal accuracy. Actually, the SDC method described above is a special case of the method developed in [16] .
Adaptive time-stepping strategy
In the previous subsection, we have proved that the semi-implicit schemes are unconditionally energy stable, which allows us using large time steps during the numerical simulations. However, constant large time steps may cause accuracy loss, except in the time intervals where the solution variation is relatively small. As we know, the energy is an important quantity in the MPFC equation and here the adaptive time steps are determined based on the time derivative of the energy similar to [27] , which takes the following form
where E is the energy functional defined in (2.6). The constant α, which is used to adjust the level of adaptivity, is chosen in experience.
Numerical experiments
In this section, we present some numerical experiments for solving the MPFC equation. Specially, we employ the LDG spatial discretization coupled with the semi-implicit SDC method with adaptive time-stepping technique described in the previous sections. Each time step we solve the resulting algebraic equations by multigrid solver [4] . We first present the accuracy tests, which shows the expected optimal convergence rate and the efficiency of the proposed adaptive time-stepping technique. An energy stability test is then presented to show the pseudo energy (2.6) is indeed non-increasing. Finally, we give two long time simulations to illustrate the efficiency and capability of the proposed approaches. 
The L 2 and L ∞ errors and the numerical orders of accuracy at time T = 0.5 for the first order linear LDG scheme implemented with P 0 elements is presented in Table 1 . It shows that the linear scheme is first order accurate in time. To test the temporal accuracy numerically for the second order convex splitting scheme (3.24), we choose P 1 elements for spatial discretization and present the L 2 and L ∞ errors and the numerical orders of accuracy at time T=0.5 in Table 2 , which shows second order accurate in time.
To demonstrate the near optimal complexity (with respect to the spatial step size ∆x) of the multigrid solver, we provide evidence that the multigrid convergence rate is nearly independent of ∆x. We fix the time step as ∆t=0.001 and the spatial step size varies from ∆x = 2π/32 to ∆x = 2π/128. The number of multigrid smoothing sweeps is fixed as 5. The convergence rates of the multigrid solver at the 10th time step is presented in Fig. 1 , we can see the nearly optimal convergence of the solver for P 1 and P 2 approximations.
To achieve high order accurate in time, we also choose the third order semi-implicit SDC method described in the previous section. Table 3 shows the L 2 and L ∞ errors and the numerical orders of accuracy at time T =0.5, which shows (k+1)-th order of accuracy for P k approximation. In Fig. 2 , we present numerical solutions at the line y = x with different constant time steps, which shows that our numerical scheme with larger constant time step lose accuracy, i.e., the resolution becomes poorer when the time step becomes larger. Then, we employ the adaptive time-stepping strategy and study its efficiency. In Fig. 3  (a) , we present numerical solutions at the line y = x with adaptive time steps ∆t 1 (∆t min = 0.01,∆t max = 0.1,α = 100) and ∆t 2 (∆t min = 0.01,∆t max = 0.25,α = 100). Obviously, we can see that the numerical accuracy is improved comparing with the results obtained with constant time steps. We also show the comparison of CPU times consumed with constant time step and adaptive time step in Fig. 3 (b) . For long time simulation, the adaptive method costs less CPU times, namely, the computational efficiency is improved with adaptive method. The pseudo energy E h curves are presented in Fig. 4 (a) obtained using adaptive time step ∆t 2 (∆t min = 0.01,∆t max = 0.25,α = 100) and constant time step ∆t = 0.01, respectively. We can see that the two curves coincides, hence the solution dynamics can be captured when an adaptive strategy is employed. In Fig. 4 (b) , we also present the corresponding adaptive time steps. To test the energy stability, we use the first order convex splitting scheme (3.2), second order convex splitting scheme (3.24) and the first order linear scheme (2.12) with ∆t=0.1 and advance the evolution to T = 100. The traces of energy E h (φ) defined in (2.1), the pseudo energy E h (φ,u) defined in (2.6), F h defined in (3.26) and the energy E h (φ,u,U) are presented in Fig. 5 . As mentioned above, the energy E h may increase in time on some time intervals, while the pseudo energy E h and F h are non-increasing with respect to time. Hence, it is necessary and meaningful to introduce the pseudo energy. Figure 5 : The computed discrete energies E h (φ) (black), E h (φ,u) (blue), F h (green) and E h (φ,u,U) (red) plotted as functions of time. using different adaptive time steps ∆t 1 (∆t min =0.01,∆t max =0.1), ∆t 2 (∆t min =0.01,∆t max = 1.0) and ∆t 3 (∆t min = 0.01,∆t max = 5.0) are presented in Fig. 6 . It is observed that the solution dynamics can be captured correctly with adaptive time-stepping strategy.
The energy curve is presented in Fig. 7 (a) , it decays quickly at the early stage and then the energy decays rather slowly. The corresponding time step are given in Fig. 7 (b) , which agrees with the energy evolution. To show the energy trace and time step more clearly, we zone them from T = 0 to T = 50 and show the results in Figs. 7 (c) and 7 (d), respectively. where x l and y l define a local system of cartesian coordinates that is oriented with the crystallite lattice. Here, the local coordinates (x l ,y l ) are defined by an affine transformation of the global coordinates (x,y), which produces a rotation given by an angle θ. Also, θ are chosen as − For time discretization, we employ the third order semi-implicit SDC method, and the adaptive time step defined in (4.4) with ∆t min = 0.1, ∆t max = 1.0, α = 100.
In order to study the effect of the damping term, we take β = 0.9 and β = 10, respectively, to simulate our numerical solutions, with the same initial data and parameters. Numerical results at different times obtained with β = 0.9 are presented in Fig. 8 , while for β=10, the numerical result at time T =3000 is shown in Fig. 10 . All these results show statistically similar patterns in the numerical solutions as those in [1] . Fig. 9 (a) shows the discrete energy trace of the numerical solution, We can see that the energy is non-increasing in time, which agrees with the theoretical result. In addition, the energy decays quickly at the early stage and then it decays rather slowly. The corresponding time step is given in Fig. 9 (b) , which agrees with the energy evolution.
Concluding remarks
In this paper, we developed several energy stable local discontinuous Galerkin schemes for the modified phase field crystal equation, and proved the corresponding unconditional energy stabilities and the boundness of the numerical solution. What made it different and difficult comparing with the numerical scheme for phase field crystal equation was the treatment of the second-order time derivative ∂ tt φ and the introduction of pseudo energy. The most important property of LDG methods is high order accurate, and in order to achieve higher order temporal accuracy, the semi-implicit spectral deferred correction method was employed, combining with the first order convex splitting scheme. The numerical simulations of modified phase field crystal model always need long time to reach steady state, and therefore adaptive time-stepping strategy was adopted. Numerical experiments were presented to show that the proposed schemes were indeed high order accurate in time and space. In addition, long time simulations were presented to demonstrate the capability and efficiency of our proposed approaches when solving the modified phase field crystal equation.
