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We develop a flow-based sampling algorithm for SU(N) lattice gauge theories that is gauge-
invariant by construction. Our key contribution is constructing a class of flows on an SU(N) variable
(or on a U(N) variable by a simple alternative) that respect matrix conjugation symmetry. We apply
this technique to sample distributions of single SU(N) variables and to construct flow-based samplers
for SU(2) and SU(3) lattice gauge theory in two dimensions.
I. INTRODUCTION
Gauge theories based on SU(N) or U(N) groups de-
scribe many aspects of nature. For example, the Stan-
dard Model of nuclear and particle physics is a non-
abelian gauge theory with the symmetry group U(1) ×
SU(2)×SU(3), candidate theories for physics beyond the
Standard Model can be defined based on strongly inter-
acting SU(N) gauge theories [1, 2], SU(N) gauge symme-
tries emerge in various condensed matter systems [3–7],
and SU(N) and U(N) gauge symmetries feature in the
low energy limit of certain string-theory vacua [8]. In
the context of the rapidly-developing area of machine-
learning applications to physics problems, the incorpora-
tion of gauge symmetries in machine learning architec-
tures is thus of particular interest [9–14].
Here, we demonstrate how SU(N) gauge symmetries
can be incorporated into flow-based models [15]. These
models use a parametrized invertible transformation (a
“flow”) to construct a variational ansatz for a target
probability distribution that can be optimized via ma-
chine learning techniques to enable efficient sampling.
We detail the application of this approach to lattice
field theory calculations, for which such samplers have
been found to offer potentially significant advantages over
more traditional sampling algorithms [11, 16, 17].
A general approach to incorporating a symmetry in
flow-based sampling models is to construct the models in
terms of invertible transformations that are equivariant
to symmetry operations, meaning that the transforma-
tion and symmetry operations commute. For any gauge
theory with a continuous gauge group, we showed in
Ref. [11] that a gauge equivariant transformation that si-
multaneously remains equivariant under a large subgroup
of spacetime translations can be constructed in terms of
a kernel : a transformation that acts on elements of the
gauge group and is equivariant under matrix conjuga-
∗ boyda@mit.edu
† gurtej@mit.edu
‡ sracaniere@google.com
§ danilor@google.com
tion, U → XUX−1, where U and X are elements of
the gauge group in the fundamental matrix representa-
tion. In Ref. [11], this approach was demonstrated in the
context of U(1) gauge theory. Here, we develop a class of
kernels for SU(N) group elements (and describe a similar
construction for U(N) group elements). We show that if
an invertible transformation acts only on the eigenvalues
of a matrix and is equivariant under permutation of those
eigenvalues, then it is equivariant under matrix conjuga-
tion and may be used as a kernel. Moreover, by making
a connection to the maximal torus within the group and
to the Weyl group of the root system, we show that this
is in fact a universal way to define a kernel for unitary
groups.
The application of flow-based models to lattice field
theory is reviewed briefly in Sec. II A. Methods to im-
pose symmetries in these models are reviewed in Sec. II B,
and Sec. II C describes our particular approach to impos-
ing gauge symmetry in flow-based models using single-
variable kernels. In Sec. III, we construct kernels for
SU(N) variables and investigate sampling from distribu-
tions over such variables, including the marginal distri-
butions relevant for plaquettes in two-dimensional lat-
tice gauge theory. Finally, in Sec. IV we use these ker-
nels to construct gauge-symmetric flow-based samplers
for SU(2) and SU(3) lattice gauge theory in two dimen-
sions, and demonstrate that observables in these theories
are exactly reproduced by the flow-based sampling ap-
proach.
II. FLOW-BASED SAMPLING FOR LATTICE
GAUGE THEORY
Lattice quantum field theory provides a non-
perturbative regularization of the path integral by dis-
cretizing the theory onto a spacetime lattice. In Eu-
clidean spacetime, the regularized expectation value of
an observable O is defined in terms of the discretized
action S(U) by
〈O〉 = 1
Z
∫
DU O(U)e−S(U), Z =
∫
DU e−S(U),
(1)
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2where
∫ DU integrates over all degrees of freedom of the
discretized quantum field U . We denote by Uµ(x) ∈
G the element of U on link (x, x + µˆ), where µ ∈
{1, 2, . . . , D} is the spacetime direction of the link, x ∈
ZD indicates a site on the D-dimensional spacetime lat-
tice, and G is the structure group of the gauge theory; for
many relevant physical theories, the structure groups are
Lie groups. The path integral measure DU for a lattice
gauge theory is a product of the Haar measure of G per
link.
Eq. (1) can be evaluated numerically by sampling
configurations from the probability distribution p(U) =
e−S(U)/Z, which is typically undertaken using Markov
chain methods [18]. In Refs. [11, 16], we developed an
approach to evaluate Eq. (1) for lattice field theories by
sampling independent configurations from a flow-based
model optimized to approximate p(U), where unbiased
estimates of observables can be obtained from this ap-
proximate distribution by either a reweighting technique
or a Metropolis accept/reject step.1 Flow-based methods
can similarly be applied to statistical theories (with con-
tinuous degrees of freedom) by replacing the field configu-
rations U of Eq. (1) with microstates, replacing the action
with the Hamiltonian over temperature, S → H/kBT ,
and interpreting the distribution as the Boltzmann dis-
tribution [21–25].
A. Sampling gauge configurations using flows
A flow-based sampler consists of two components:
1. A prior distribution2 r(V ) that is easily sampled;
2. An invertible function, or flow, f that has a
tractable Jacobian factor.
Here, we restrict discussion to flow-based models target-
ing distributions p(U) on Lie groups G, for which U ∈ G
and f : G → G. The group could be a product of struc-
ture groups G = G ⊗ G ⊗ . . . , as in the case of lattice
gauge theory, or an unfactorizable group such as SU(N)
or U(N). Generating a sample from the model proceeds
by first sampling from the prior distribution r(V ), then
applying f to produce U = f(V ). In general, the invert-
ible function f stretches and concentrates the density of
points over the domain, thus the output samples are dis-
tributed according to a new effective distribution q(U).
The output density can be explicitly computed in terms
of the log-det-Jacobian of f , LDJf ,
q(U) =
r(V )
eLDJf (V )
, eLDJf (V ) :=
∣∣∣∣detij ∂ [f(V )]i∂Vj
∣∣∣∣ . (2)
1 Sampling for lattice field theories based on generative adversarial
networks has also been investigated in related work [19, 20].
2 We specify the distribution using a density function r(V ). Here
and in the following, this is implicitly a density with respect to
the path integral measure DV (or DU).
Here, the indices i and j run over directions in the Lie
algebra of G translated to f(V ) and V , respectively [26].
When f is parametrized3 by a collection of model pa-
rameters ξ, the model output distribution q(U) can be
considered a variational ansatz for the target distribution
p(U). Its free parameters can be optimized to produce an
approximation to the target distribution, q(U) ≈ p(U),
by applying stochastic gradient descent to a loss func-
tion defined to be a measure of the divergence between
q(U) and p(U). For this optimization to be viable with-
out a large body of training data from existing samplers,
we must be able to approximate the divergence and its
gradients using only samples from the model and the
functional form of the action. This may be achieved by
employing the Kullback-Leibler (KL) divergence between
the two distributions as a loss function:
DKL(q||p) :=
∫
DU q(U) [log q(U)− log p(U)] ≥ 0. (3)
For lattice theories, it is convenient to shift the KL diver-
gence to remove the (unknown) constant logZ, defining
a modified KL divergence [21]4
DKL
′(q||p) :=
∫
DU q(U) [log q(U) + S(U)] ≥ − logZ.
(4)
The gradients and location of the minimum are unaf-
fected by this constant shift. The KL divergence can
then be stochastically estimated by drawing samples
U from the model and computing the sample mean of
log q(U) + S(U), from which stochastic gradients with
respect to the model parameters ξ can be computed via
backpropagation.
It is illuminating to consider the variational ansatz as
defining a family of effective actions, any of which we
can directly sample, i.e., the model density can be in-
terpreted as arising from the effective action Seff(U) :=
− log(q(U)). The ability to both compute the effective
action and sample from it enables producing unbiased
estimates of observables under the true distribution. For
example, a reweighting approach can be used [23], in
which the vacuum expectation value of an operator O
can be computed as
〈O〉 =
∫ DU q(U) [O(U)w(U)]∫ DU q(U) [w(U)] = 〈O(U)w(U)〉Seff〈w(U)〉Seff ,
where w(U) = exp (−S(U) + Seff(U)) .
(5)
Since Seff is an approximation of the true action, the
reweighting factors w(U) will vary with U . A measure
3 The prior r(V ) may also be parametrized, though parameters
controlling deterministic transformations of stochastic variables,
as in f , have been shown to be easier to optimize [27–29].
4 This can be considered a special case of the variational lower
bound [30].
3of the quality of the reweighted ensemble is the effective
sample size (ESS),
ESS :=
(
1
n
∑
i w(Ui)
)2
1
n
∑
i w(Ui)
2
, Ui ∼ q(U), (6)
which is normalized relative to the total number of sam-
ples n such that ESS = 1 for a perfect model. This
reweighting approach is computationally efficient when
computing observables is inexpensive relative to draw-
ing samples from the model, because the extra cost of
computing observables on samples which will be severely
down-weighted is small.
When computing observables is instead expensive rela-
tive to drawing samples from the model, producing unbi-
ased estimates of observables by resampling techniques
can be more efficient than reweighting. A flow-based
Markov chain is one such approach [11, 16]. In a flow-
based Markov chain, samples from the model are used
as proposals for each step of the chain, with a Metropo-
lis accept/reject step to guarantee asymptotic exactness.
Each proposal is independent of the previous configura-
tion in the chain, and therefore the appropriate accep-
tance probability is
pacc(U → U ′) = min
(
1,
p(U ′)
q(U ′)
q(U)
p(U)
)
. (7)
When the model closely approximates the target, q(U) ≈
p(U), the acceptance rate will be close to 1. Rejections
duplicate the previous state of the chain, and observables
only need to be computed once on each sequence of dupli-
cated samples in the chain. Essentially, the Markov chain
approach acts as an integer rounding of the reweighting
factors, and thus resources are efficiently allocated to-
wards computing observables only on sufficiently likely
configurations. In the flow-based Markov chain, the ana-
logue of the effective sample size is determined by cor-
relations between sequential configurations; these corre-
lations are introduced entirely through rejections, since
proposals are independently drawn from the model.
The efficiency of the flow-based sampling approach
hinges on implementing a general and well-parametrized
function f , which must be invertible and for which LDJf
must be tractable. A powerful approach to constructing
such functions is through composition of simpler func-
tions gi:
f(V ) := gn(gn−1(. . . g1(V ) . . . )). (8)
When each gi is invertible and has a tractable log-det-
Jacobian, f satisfies these properties as well. In the fol-
lowing sections, we choose the gi to be coupling layers:
functions that act elementwise on a subset of the com-
ponents of the input, conditioned on the complimentary
(“frozen”) subset. This structure guarantees a triangular
Jacobian matrix, allowing LDJf to be efficiently com-
puted from the diagonal elements of the matrix. Cou-
pling layers generally guarantee invertibility by defining
the transformation as an explicitly invertible operation
on the input. For example, a coupling layer could trans-
form a link in a gauge configuration by left-multiplication
with a group element that only depends on nearby frozen
links and model parameters, ξ:
Uµ(x)
e.g.→ U ′µ(x) = Wξ(frozen neighbors)Uµ(x), (9)
where Wξ(frozen neighbors) ∈ G. Regardless of the func-
tion Wξ, this transformation is invertible: to undo it, we
compute [Wξ(frozen neighbors)]
−1
and left-multiply.
In general, coupling layers are written in terms of func-
tions of the frozen links and model parameters (analogous
to Wξ in the example above), which we call context func-
tions. The outputs of these context functions are used to
transform the input in a manifestly invertible way, but
the functions themselves may be arbitrary, up to produc-
ing output in the correct domain (in our example, return-
ing values in G). These functions are therefore typically
implemented in terms of feed-forward neural networks,
with the model parameters ξ specifying the neural net-
work weights.
B. Symmetries in flow models
Symmetries in a lattice gauge theory manifest as trans-
formations of field configurations that leave the action
invariant for all field configurations. We write the trans-
formation t acting on a field configuration U as t · U ; a
group of transformations H is then a symmetry group
when S(U) = S(t · U) for all t ∈ H and all U . Lattice
actions S(U) are commonly constructed to preserve dis-
crete geometric symmetries of the Euclidean spacetime
as well as internal symmetries. In particular, actions are
typically invariant under the:
1. Discrete translational symmetry group, T =
{Tδx,δy}, where δx, δy enumerate all possible lat-
tice offsets;
2. Hypercubic symmetry group R = {Ri}, where i
enumerates all 2D(D!) unique combinations of ro-
tations and reflections of the D-dimensional hyper-
cube;5
3. Gauge symmetry group, where each element Ω can
be defined as a group-valued field over lattice sites,
Ω(x) ∈ G, that transforms links of a field configu-
ration as:
(Ω · U)µ(x) = Ω(x)Uµ(x)Ω†(x+ µˆ). (10)
5 These operations represent the symmetry about a distinguished
point on the lattice. In general, the whole geometric symmetry
group is given by the combination of this group with the trans-
lational symmetry group.
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FIG. 1. Left: distributions that exactly respect gauge sym-
metry factor over the degrees of freedom, such that they have
uniform density in the pure gauge degrees of freedom and
a non-trivial density only in the gauge invariant degrees of
freedom. Right: arbitrary distributions on the space of gauge
configurations do not factor, and uniformity in the pure gauge
direction must be approximately learned by the model.
Any expressive flow-based model should approximately
reproduce the symmetries of the original action after op-
timization, even if these symmetries are not imposed in
the model. Exact symmetries are recovered on average in
the sampled distribution after reweighting or composing
samples into a Markov chain. Nevertheless, any break-
ing of the symmetries in the model reflects differences
between the model and target distribution, and is thus
associated with sampling inefficiencies in the form of in-
creased variance or correlations in the Markov chain. Im-
posing symmetries explicitly in the form of the model
effectively reduces the variational parameter space to in-
clude only symmetry-respecting maps, i.e. those that fac-
torize the distribution. An example of such factorization
is illustrated for gauge symmetry in Fig. 1. In many
machine learning contexts, it has been found that ex-
plicitly preserving the symmetries of interest in models
improves both the optimization costs and ultimate model
quality [22, 31–36]. For example, gauge symmetry is a
large symmetry group with dimension proportional to the
number of lattice sites; in our study of U(1) gauge theory
in Ref. [11], it was shown that imposing this symmetry
exactly was necessary to construct flow-based samplers of
comparable or better efficiency than traditional sampling
approaches.
Interactions between symmetry groups are also an im-
portant consideration. For example, a simple way to
achieve the factorization of the model distribution de-
picted in Fig. 1 would be to employ a gauge fixing pro-
cedure that reduces configurations to gauge invariant de-
grees of freedom only and sample only in the remaining
lower-dimensional space. This could be achieved with
a maximal tree gauge fixing [37, 38]. However, gauge
fixing procedures like the maximal tree procedure that
explicitly factorize the degrees of freedom are not trans-
lationally invariant. On the other hand, gauge fixing
procedures based on implicit differential equation con-
straints instead of an explicit factorization are known
to preserve translational invariance in the path integral
formulation [39], but it is unclear how to restrict flow-
based models to act on configurations satisfying these
constraints. Recent work in the Hamiltonian formulation
has suggested ways to factor out pure gauge degrees of
freedom for U(1) gauge theory, but it is not clear whether
this can be extended to SU(N) gauge theory or the path
integral formulation [40]. Here we develop an approach
to simultaneously impose gauge and translational sym-
metries on models acting on all of the degrees of freedom
of an SU(N) gauge field, without any preemptive factor-
ization along the lines of gauge fixing.
To preserve a symmetry in a flow-based sampling
model, it is sufficient to sample from a prior distribution
that is exactly invariant under the symmetry and trans-
form the samples using an invertible transformation that
is equivariant under the symmetry [41–43], meaning that
symmetry transformations t commute with application of
the function,
f(t · U) = t · f(U). (11)
For lattice gauge theories, a uniform prior distribution
(with respect to the product Haar measure) is easily
sampled and is symmetric under translations, hypercu-
bic symmetries, and gauge symmetry. Equivariance of
the map f can be guaranteed by ensuring that the indi-
vidual coupling layers in the decomposition of f are each
equivariant:
gi(t · U) = t · gi(U)
=⇒ f(t · U) = gn(gn−1(. . . g1(t · U) . . . )) = t · f(U).
(12)
In our approach [11], coupling layers decompose the
components of a field configuration by spacetime loca-
tion, and therefore making coupling layers equivariant
to spacetime symmetries (translational and hypercubic
symmetries) and making coupling layers equivariant to
internal symmetries (such as gauge symmetry) must be
handled in different ways, but can be simultaneously
achieved.
It has been noted that convolutional neural networks
are equivariant to discrete translations, and a similar
approach can extend equivariance to rotations and re-
flections [9, 44]. For lattice gauge theory, using these
equivariant networks acting on the frozen links inside
each coupling layer and choosing symmetric decomposi-
tions into frozen and updated links ensures each coupling
layer is equivariant under (a large subgroup of) transla-
tions. For example, in Sec. IV we construct models for
two-dimensional gauge theory using convolutional neu-
ral networks with a decomposition pattern that repeats
after offsets by 4 sites in both directions on the lattice,
resulting in equivariance under the translational symme-
try group modulo Z4×Z4. Though the full translational
symmetry group is not preserved exactly, the residual
group that must be learned has a fixed size independent
of the lattice volume.
Internal symmetries, on the other hand, do not mix
links at different spacetime locations. The symmetry
transformations acting on the frozen links already com-
mute through the coupling layer. The updated links,
however, must be transformed specifically to guarantee
equivariance. Generally, this can be achieved by making
5the context function (i.e. the analogue of Wξ acting on
frozen links in Eq. (9)) invariant to symmetry transfor-
mations, and defining how the function is applied to the
remaining links such that the operation commutes with
symmetry transformations. This must be done based on
the form of the symmetry group; we review how this can
be achieved for the case of gauge symmetries in the fol-
lowing section.
C. Gauge equivariance
In Ref. [11], we presented a framework for the con-
struction of coupling layers that are equivariant under
gauge symmetries. At a high level, each coupling layer is
constructed to:
1. Change variables to open (untraced) loops of links
that start and end at a common point;
2. Act on these loops in a way that is equivariant un-
der matrix conjugation; we call the function acting
in this way a kernel ;
3. Change variables back to links to compute the re-
sulting action on the gauge configuration.
Under a gauge transformation, each open loop transforms
by matrix conjugation. The kernel acting on open loops
is equivariant under matrix conjugation, thus the whole
coupling layer is gauge equivariant. Matrix conjugation
leaves the set of eigenvalues, i.e. the spectrum, of the
open loop invariant. Arranging the coupling layer in
terms of the spectra of open loops thus allows the flow
to directly manipulate these physical, gauge-invariant,
marginal distributions independently of the pure-gauge
degrees of freedom.
In our implementation, we use 1 × 1 loops, or plaque-
ttes, as the open loops transformed by the kernel. The
plaquette oriented in the µν plane and located at site x
is defined in terms of the links by6
Pµν(x) := Uµ(x)Uν(x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x). (13)
A subset of plaquettes is transformed by the kernel, while
the traces of unmodified plaquettes are used as gauge
invariant input to the context functions in the transfor-
mation.7 After the kernel acts on untraced plaquettes,
Pµν(x)→ P ′µν(x), we change variables back to links and
implement the update on the gauge configuration as
U ′µ(x) = P
′
µν(x)P
†
µν(x)Uµ(x) (14)
6 Note that there is no trace and Pµν(x) is matrix-valued.
7 The use of plaquettes as the open loops and gauge invariant in-
puts is one of many possible choices. For either the open loops
or gauge invariant inputs, plaquettes could be replaced or aug-
mented by other choices of loops.
so that the plaquette is updated as desired,
U ′µ(x)Uν(x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x) = P
′
µν(x). (15)
Equivariance under matrix conjugation ensures that out-
put plaquettes transform appropriately under the gauge
symmetry, (Ω · P ′)µν(x) = Ω(x)P ′µν(x)Ω†(x), and there-
fore the output configuration does as well:
(Ω · U ′)µ(x) =
[
Ω(x)P ′µν(x)Ω
†(x)
] [
Ω(x)P †µν(x)Ω
†(x)
]
× [Ω(x)Uµ(x)Ω†(x+ µˆ)]
= Ω(x)U ′µ(x)Ω
†(x+ µˆ).
(16)
This general construction is schematically depicted in the
outer, gray sections of Fig. 2.
Finally, to ensure invertibility, we require that the term
P †µν(x)Uµ(x) = Uν(x)Uµ(x + νˆ)U
†
ν (x + µˆ) in Eq. (14)
does not contain any links that are updated as a result
of other plaquettes being transformed. In our construc-
tion, we must choose the subsets of loops to transform,
and the corresponding links to update, in such a way that
any loop that is actively transformed is not also modified
passively as a byproduct of another loop being trans-
formed. There are many possible ways to choose subsets
satisfying these constraints; to ensure that all links are
updated, we should also choose different subsets of loops
to update in each coupling layer. For example, in our ap-
plication to two-dimensional gauge theory we choose to
update rows or columns of plaquettes that are spaced 4
sites apart, with a repeating cycle of offsets and rotations
in each successive coupling layer, as depicted in Fig. 3.
Note that the subsets of plaquettes that are actively and
passively updated are disjoint in all coupling layers.
In Ref. [11], we applied this general gauge equivariant
construction to U(1) gauge theory. Our contribution in
the present work is the development of transformations
that are equivariant under matrix conjugation in SU(N)
(with a straightforward adaptation to U(N)) which can
be used as kernels for gauge equivariant coupling layers in
SU(N) or U(N) lattice gauge theory. This novel contri-
bution is depicted in the inner, colored sections of Fig. 2.
We detail these transformations in the next section.
III. FLOW MODELS FOR SINGLE SU(N)
VARIABLES
The key component of a gauge equivariant flow-based
model is a kernel: an invertible map that acts on a sin-
gle group-valued variable and is equivariant under matrix
conjugation. Specifically, an invertible map h : G→ G is
a kernel if h(XUX−1) = Xh(U)X−1 for all U,X ∈ G. In
constructing a gauge equivariant flow-based model, the
kernel is used to transform untraced loops of links start-
ing and ending at a common point (whose spectrum has
physical, gauge-invariant meaning). Here, we specify a
general method to construct such kernels and investigate
6Uµ(x)
FIG. 2. Decomposition of a single gauge equivariant coupling
layer. Outer gray sections depict the general formulation of
gauge equivariant flows detailed in Ref. [11]. Inner colored
sections detail the kernel we construct in Sec. III for a single
SU(N) variable.
Pμν(x˜) I1 I2Pμν(x)
x˜ x
P 0µ⌫ = g(Pµ⌫ |I)
U 0µ = P
0
µ⌫P
†
µ⌫Uµ
P 0µ⌫ = Pµ⌫UµU
0†
µ
FIG. 3. Our choice of plaquettes to update [Pµν(x), yellow],
gauge invariant context for that transformation [I1 and I2,
green], the corresponding updated link [Uµ(x), blue], and the
plaquettes passively modified as a result of the link update
[Pµν(x˜), red] for two-dimensional gauge theory. A repeating
cycle of rotations and translations are applied to the pattern
for successive coupling layers; composition of 8 coupling layers
is sufficient to update every link once for this pattern.
application of these kernels to sampling probability den-
sities on single SU(N) or U(N) variables (representing
marginal distributions on open loops in the full gauge
theory).
In the language of groups, a kernel should move den-
sity between conjugacy classes while preserving struc-
ture within those classes. Each conjugacy class is de-
fined by a set {XUX−1 : X ∈ G}, for some U . It
is useful, however, to think of each conjugacy class in
SU(N) or U(N) as a set of all matrices with some par-
ticular spectrum; for example, all matrices with eigenval-
ues {ei3pi/12, ei5pi/12, e−i8pi/12} form a conjugacy class in
SU(3). Intuitively, a kernel should therefore move density
between possibleN -tuples of eigenvalues while preserving
the eigenvector structure. In Appendix A we prove that
this intuition is exact: a kernel can generally be defined
as an invertible map that acts on the list of eigenvalues
of the input matrix, is equivariant under permutations of
the eigenvalues, and leaves the eigenvectors unchanged.
In our applications, we therefore structure the kernel to
accept a matrix-valued input, diagonalize it to produce
an (arbitrarily ordered) list of eigenvalues and eigenvec-
tors, transform the eigenvalues in a permutation equiv-
ariant fashion, then reconstruct the matrix using the new
eigenvalues. Fig. 2 depicts how this spectral flow is ap-
plied in the context of a gauge equivariant coupling layer.
Permutation equivariance is required to ensure that
the kernel acts only based on the spectrum, not the par-
ticular order of eigenvalues produced during diagonaliza-
tion. Normalizing flows that are permutation equivari-
ant have previously been investigated in the machine-
learning community to learn densities over sets (such as
point-clouds, objects in a 3D scene, particles in molecu-
lar dynamics, and particle tracks in collider events) [41–
43, 45–52]. Such approaches are directly applicable to
kernels for U(N) variables, because the eigenvalues can
be transformed independently. For an SU(N) variable,
however, the constraint detU = 1 must additionally
be satisfied, which prevents these methods from being
straightforwardly applied. As an example, Figure 4 de-
picts the space of eigenvalues of SU(2), SU(3), and SU(4)
variables and illustrates the constrained surface of possi-
ble eigenvalues as well as the cells on this surface that are
related by permutations in each case. To be equivariant,
a spectral flow for SU(N) must transform values within
each cell identically.
In this section, we describe special-case constructions
of permutation equivariant transformations on the eigen-
values of an SU(2) or SU(3) variable, then generalize
the approach to SU(N). In each case, we demonstrate
the expressivity of these transformations by construct-
ing flow-based models in terms of these transformations
and training the models to learn several target families
of densities that are invariant under matrix conjugation.
7FIG. 4. Illustration of the eigenvalue spaces and respective Haar measures in the angular coordinate system θk = arg(λk) for
SU(2) [left], SU(3) [middle], and SU(4) [right]. Eq. (19) describes how the Haar measure is included in these plots over the
space of eigenvalues. The constraint detU = 1 restricts the space of eigenvalues to the surface of codimension 1 defined by∑
k θk = 0 (mod 2pi) depicted in each space. On each surface, permutation of the axes corresponds to permutation among
the N ! cells delineated by green boundaries. A canonical cell used to construct permutation equivariant coupling layers is
highlighted in orange for each surface. For SU(4), we show the surface of eigenvalues projected to an orthonormal basis in the
constraint surface. For clarity in the SU(3) and SU(4) figures, we extend the range of the axes rather than showing the parts
of the eigenvalue surface that would wrap around the periodic boundaries.
A. Target densities
As target distributions to test this approach, we de-
fine densities on SU(N) matrices that are invariant under
matrix conjugation. For an SU(N) variable in the funda-
mental matrix representation, such a class of probability
densities can be defined in terms of traces of powers of
the variable,
p
(i)
toy(U) := e
−Si(U)/Zi, Zi =
∫
dUe−Si(U), (17)
where
Si(U) := − β
N
Re tr
[∑
n
c(i)n U
n
]
(18)
and
∫
dU is integration with respect to the Haar measure
of the group. Any distribution in this family is manifestly
invariant under matrix conjugation, and is therefore a
function of the spectrum only. The coefficients c(i) de-
termine the shape of the density on the group manifold,
while β determines the scale of the density.
The coefficients c(i) defining the target densities for
this study are reported in Table I. The first set of coef-
ficients, c(0), was chosen to exactly match the marginal
distribution on each open plaquette in the case of two-
dimensional lattice gauge theory. To further investigate
densities with similar structure, two additional sets of
coefficients were chosen by randomly drawing values for
c
(i)
1 , c
(i)
2 , and c
(i)
3 , and restricting to coefficients that pro-
duce a single peak in the density across all values of β.
Performance on this set of coefficients is therefore repre-
sentative of the ability of these flows to learn the local
densities relevant to sampling for two-dimensional lattice
gauge theory.
set i c
(i)
1 c
(i)
2 c
(i)
3
0 1 0 0
1 0.17 -0.65 1.22
2 0.98 -0.63 -0.21
TABLE I. Sets of coefficients c
(i)
n used to investigate the SU(2)
and SU(3) matrix conjugation equivariant flow.
To investigate the expressivity of the permutation
equivariant transformations that we define, we construct
flow-based models that combine a uniform prior density
with one kernel defined using the equivariant transfor-
mations under study. This combination of an invariant
prior distribution with application of an equivariant ker-
nel imposes matrix conjugation symmetry on each flow-
based model exactly. As a metric for the expressivity of
the permutation equivariant transformations used in each
kernel, we checked the ability of the flow-based models to
reproduce the target densities. Measurements of the ESS
and plots of the densities are used to investigate model
quality.
When plotting densities in the space of eigenvalues, as
in Fig. 4 above and the density plots below, we always
plot with respect to the Lebesgue measure on the eigen-
values. This is a natural choice, as densities with respect
to this measure are what one expects to reproduce using
histograms in the space of eigenvalues. However, the full
model on SU(N) reports densities with respect to the
Haar measure. When restricting to the space of eigenval-
ues, the resulting measure is absolutely continuous with
respect to the Lebesgue measure with density given by
the volume in SU(N) of conjugacy classes. This volume
8is given by [53]:
Haar(λ1, . . . , λN ) =
∏
i<j
|λi − λj |2 . (19)
See also the Weyl integration formula and the case of
SU(3) in [54].
B. Flows on SU(2)
The eigenvalues of an SU(2) matrix can generically be
written in terms of a single angular coordinate as λ1 =
eiθ and λ2 = e
−iθ. The permutation group S2 on these
eigenvalues is generated by the exchange λ1 ↔ λ2, which
corresponds to θ → −θ. We can therefore define a flow
on θ which is equivariant under this transformation by
separately handling the case of θ ∈ [−pi, 0] and θ ∈ [0, pi]:
1. If θ is in the first interval, negate it (otherwise, do
nothing).
2. Take the result and apply any invertible flow suit-
able for a variable in the finite interval [0, pi]; for
example, a spline flow with fixed endpoints could
be applied [55].
3. If θ was negated in the first step, negate the result
(otherwise, do nothing).
In effect, this extends the action of a flow on one canon-
ical cell, θ ∈ [0, pi], to the entire domain in a permuta-
tion equivariant fashion. The canonical cell for SU(2) is
schematically depicted in the left panel of Fig. 4. This
intuition is useful to extend the method to SU(3) and
generic SU(N) variables in the following subsections.
To investigate the efficacy of this permutation equivari-
ant spectral flow, we constructed SU(2) flow-based mod-
els to sample from each of the families of distributions
defined by Eq. (17), with coefficients listed in Table I, for
each β ∈ {1, 5, 9}. All models were constructed with a
uniform prior distribution (with respect to the Haar mea-
sure of SU(2)) and a single matrix conjugation equivari-
ant coupling layer, defined using the permutation equiv-
ariant spectral flow above. The transformation on the
canonical cell [0, pi] was performed with a spline flow de-
fined using 4 knots. Each model was trained using the
Adam optimizer [56] with gradients of the loss function
in Eq. (4) stochastically evaluated on batches of 1024
samples per step.
The densities learned by the flow-based model are com-
pared against the target densities in Fig. 5. The peaks
of the distribution are very precisely reproduced by the
flow-based model, and the exact symmetry between the
two cells (left and right half of each plot) is apparent for
both the model and target densities. Minor deviations
between the model and target densities appear in the
tails of the distribution, below roughly a density of 10−4.
These are rarely sampled regions, thus these deviations
only have a minor impact on model quality: all models
100
10−2
10−4
β
=
1
c(0) c(1) c(2)
100
10−2
10−4
β
=
5
−pi 0 pi
100
10−2
10−4
β
=
9
−pi 0 pi −pi 0 pi
Flow Target
FIG. 5. Densities on the angular coordinate θ describing the
eigenvalues of an SU(2) variable. The mirror symmetry across
θ = 0 corresponds to invariance of the distribution with re-
spect to permutation of the eigenvalues; this symmetry is ex-
actly enforced in the flow-based distribution using a permu-
tation equivariant coupling layer.
c(0) c(1) c(2)
β 1 5 9 1 5 9 1 5 9
ESS(%) 100 100 100 98 98 97 100 99 100
TABLE II. Final values of the ESS for each model trained for
distributions on an SU(2) variable.
reached an ESS above 97% for all sets of coefficients, as
shown in Table II.
C. Flows on SU(3)
The eigenvalues of an SU(3) matrix can generically be
written in terms of two angular variables as λ1 = e
iθ1 ,
λ2 = e
iθ2 , and λ3 = e
−iθ1−iθ2 . There are six cells related
by the permutation group S3 on these three eigenvalues,
as depicted in the middle panel of Fig. 4. We can define a
permutation equivariant flow on these angular variables
by extending a flow on a canonical cell to the whole space,
as was done for SU(2) in the previous section:
1. Enumerate all possible permutations of [θ1, θ2, θ3],
where θ3 := wrap(−θ1 − θ2) is the phase of λ3 in
the interval [−pi, pi].
2. Choose the order [θ1′ , θ2′ , θ3′ ] satisfying the canon-
ical condition, iscanon(θ1′ , θ2′ , θ3′). This makes
9-pi 0 pi
θ1
-pi
0
pi
θ2
FIG. 6. The cell decomposition of the maximal torus of SU(3),
viewed in the (θ1, θ2) coordinate system. The orange shaded
cell is our choice of canonical cell.
(θ1′ , θ2′) fall in the shaded region in Fig. 6. Record
the permutation required to move from the original
order to the canonical order.
3. Since the shaded domain in Fig. 6 is split in two,
replace θ1′ with (θ1′ − 2pi) if θ1′ > 0 to maintain a
connected domain. Apply any invertible flow suit-
able for the canonical triangular domain of θ1′ and
θ2′ ; our implementation is discussed below.
4. Reconstruct the final angular variable θ′3′ =
wrap(−θ′1′−θ′2′), then apply the inverse of the per-
mutation in step 2 to produce the final eigenvalue
phases [θ′1, θ
′
2, θ
′
3].
For SU(3), we can define the canonical condition on
eigenvalue phases in an ad hoc fashion,
iscanon(θ1, θ2, θ3) =

θ3 ≥ θ2 ≥ θ1
∑
i θi = 0
θ1 ≥ θ3 ≥ θ2
∑
i θi = 2pi
θ2 ≥ θ1 ≥ θ3
∑
i θi = −2pi
.
(20)
Intuitively, this function defines a canonical ordering of
the eigenvalues while smoothly accounting for the fact
that they are circular variables. This intuition is made
more precise in the generalization of this approach to
SU(N) variables in the following subsection. The ad hoc
shift used to move the cell to a contiguous region is also
addressed when generalizing.
We investigated the efficacy of this permutation equiv-
ariant spectral flow by constructing SU(3) flow-based
models to sample from the families of distributions de-
fined by Eq. (17), with coefficients listed in Table I, for
each β ∈ {1, 5, 9}. All models were constructed with a
uniform prior distribution (with respect to the Haar mea-
sure of SU(3)) and a single matrix conjugation equivari-
ant coupling layer, defined using the spectral flow above.
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FIG. 7. Densities on the angular coordinates θ1 and θ2 defin-
ing the eigenvalues of an SU(3) variable. The densities learned
by the flow-based models are compared to the target densities
for three distributions, each with β = 9. The six-fold sym-
metry in each density is due to permutation invariance; this
symmetry is exactly enforced in the flow-based distributions
by using permutation equivariant coupling layers.
The transformation on the triangular canonical cell was
performed using two spline flows with 4 knots each, in-
dependently acting on the height and width coordinates.
Each model was trained using the Adam optimizer with
gradients of the loss function in Eq. (4) stochastically
evaluated on batches of 1024 samples per step.
Fig. 7 compares the distributions learned by the flow-
based models to the target distributions when β = 9. The
structure of the peaks of the distribution are reproduced
accurately, and the exact six-fold symmetry between the
cells is apparent in both the model and target densities.
Minor deviations between the model and target densities
appear in the tails of the distribution, below roughly a
density of 10−3. As with the SU(2) models, these devi-
ations are in rarely sampled regions and therefore only
have a minor impact on model quality. Quantitatively,
our flow-based models achieved ESSs greater than 73%
on all distributions, with the full set of final ESS values
reported in Table III. The leftmost distribution is the
marginal distribution on plaquettes for two-dimensional
SU(3) gauge theory; the high value of the ESS for this
distribution indicates that this spectral flow is well-suited
to learn such distributions in the lattice gauge theory.
D. Flows on SU(N)
To apply the method to SU(N) variables for any N ,
we develop a general version of three of the steps used
above:
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c(0) c(1) c(2)
β 1 5 9 1 5 9 1 5 9
ESS(%) 99 98 99 97 80 82 99 91 73
TABLE III. Final values of the ESS for each model trained
for distributions on an SU(3) variable.
1. Computing the vertices bounding a canonical cell;
2. Mapping eigenvalues into that canonical cell;
3. Applying spline transformations within that cell.
We define cells in SU(N) as subsets of the maximal
torus T , the subgroup of diagonal matrices of SU(N),
as follows. An element of T is called regular if it has
N distinct eigenvalues [54]. The set of regular matrices
in T is an open set with N ! connected components; the
closure of each component is a cell.
To construct a general spectral flow for SU(N), we
first choose a particular cell, which we call the canoni-
cal cell. It is helpful to define the canonical cell in the
Lie algebra t of the maximal torus, rather than on the
maximal torus directly. The Lie algebra t is the (N − 1)-
hyperplane
∑N
k=1 θk = 0 in RN and is related to the
maximal torus by the exponential map exp(θ1, . . . , θN ) =
Diag(e2piiθ1 , . . . , e2piiθN ). In this space, cells are (N − 1)-
simplexes enclosed by (N − 2)-hyperplanes, each defined
by a pair of eigenvalues becoming degenerate, i.e. θj = θk
(mod 2pi) for some j and k.
The N vertices of any of these simplexes are mapped
by the exponential map to the N elements of the cen-
ter of SU(N) (which are also elements of T ). We define
one such simplex Ψ by defining the bounding vertices
y1, . . . , yN inside t,
[yk]j := 2pi
(
k
N
− δk≥j
)
. (21)
A proof that exp(Ψ) is a cell and a derivation of this
formula is given in Appendix B. Thus we choose exp(Ψ)
as our canonical cell.
There are N ! ways of reordering the eigenvalues of a
regular point x = Diag(λ1, . . . , λN ) in T , and exactly one
of those falls in the canonical cell. It is intractable for
large N to find the element that falls in the canonical
cell by checking all permutations, as we did for SU(3).
Instead, we explain in Algorithm 1 an approach to find
the pre-image in Ψ of this canonical element based on
sorting.
Algorithm 1 Map into simplex Ψ
canon(λ1, . . . , λN ):
1. extract angles in range [0, 2pi), θk = arg(λk) mod 2pi
2. set S = 1
2pi
∑
k θk; it is an integer because detU = 1
3. sort the angles in ascending order θsort = sort(θ)
4. snap the angles to the hyperplane t by
θsnap = (θsort1 , . . . , θ
sort
N−S+1 − 2pi, . . . , θsortN − 2pi)
5. set θcanon = sort(θsnap)
6. return θcanon and the combined permutation that was
used to sort in step 3 and 5.
The output of Algorithm 1 is a point in Ψ (see sec-
tion B 3) and a permutation. To invert the map into
the canonical cell after we apply a flow, we permute the
flowed values θ′k using the inverse of the returned permu-
tation, then map them to the torus using the exponential
map. Appendix B 3 proves that this algorithm maps into
the correct simplex. We can then show that applying the
algorithm to any point in some cell returns the same out-
put permutation by checking that the permutation does
not change along any connected path within the cell. No
two eigenvalues become degenerate along such a path,
therefore the order of the eigenvalue phases only changes
when some θk crosses the boundary between 0 and 2pi.
For example, when θk crosses from 0 to 2pi, it will become
the largest angle (instead of the smallest) and S incre-
ments by 1; thus the value of θk after snapping changes
smoothly due to the additional 2pi subtracted in step 4,
all other angles are unaffected, and the final permutation
is unchanged. A similar argument can be made when an-
gles cross from 2pi to 0.
Finally, we describe the implementation of a flow on
Ψ. To be invertible, the flow must preserve the bound-
aries of Ψ. We implement such a flow by first using
a coordinate transformation to map Ψ to an open box
Ω = (0, 1)N−1. On this box, an arbitrary boundary-
preserving flow χ : Ω→ Ω can easily be applied (e.g. by
using transformations suitable for a finite interval along
each axis). Finally, the coordinate transformation can
be undone to map back to Ψ. It is helpful to further
introduce an intermediate (N − 1)-simplex ∆, which
is a right-angled simplex with equal leg lengths. Its
vertices are {κ1, . . . , κN}, where κ1 is the origin and
[κk]j = δ(k−1)j ∀k ∈ {2, . . . , N}. The map φ : Ω → ∆
maps the box Ω to the simplex ∆ by collapsing one end
of the box in each direction,
φi(α) =
{
α1 i = 1
αi
∏j<i
j=1(1− αj) i > 1,
(22)
where α ∈ Ω. The map ζ : ∆ → Ψ then sends the in-
termediate right-angled simplex to the canonical simplex
by
ζ(ρ) = y1 + ρM, (23)
where ρ ∈ ∆ and M is the (N − 1) × N matrix defined
by Mij = [yi+1]j − [y1]j . Both maps are invertible. The
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FIG. 8. Illustration of the steps we use to apply a flow to an
(N − 1)-simplex, shown for N = 3 as an example. Starting
from an initial density on the simplex Ψ, we map it to an
axis-aligned simplex ∆ then to an open box Ω. We apply a
parametric boundary preserving flow χ to the box and finally
invert the chain back to the original coordinate system.
inverse map φ−1 : ∆→ Ω is given by
φ−1i (ρ) =
ρ
1−∑i−1j=1 ρj , (24)
for ρ ∈ ∆, while ζ−1 : Ψ→ ∆ is given by
ζ−1(x) = (x− y1)MT (MMT )−1. (25)
The entire chain of coordinate transformations, flow, and
inverse coordinate transformations is depicted in Fig. 8.
The Jacobian of the entire flow can be computed by
composing the Jacobian factors from each transforma-
tion in the chain. While the Jacobian factors acquired
from the coordinate transformations are fixed, the flow
acting on Ω is parametrized by, and the resulting density
depends on, the action of this inner flow. For example,
the inner flow could be a spline flow [55] constructed to
transform each coordinate of Ω as a function of the model
parameters and possibly the other coordinates of Ω. It
is this inner flow that must be trained in each coupling
layer to reproduce the final density on SU(N). A com-
plete listing of the algorithm to apply the matrix conju-
gation equivariant kernel defined by the above spectral
flow is given in Appendix B.
We implemented this general approach to matrix con-
jugation equivariant flows on SU(N) variables for N ≤ 9.
Fig. 9 compares the flow-based densities to the target
densities defined by Eq. (17), with coefficients listed in
Table I, and β = 9. All model distributions were checked
to have exact permutation invariance.
-pi
0
pi
F
lo
w
c(0) c(1) c(2)
-pi 0 pi
-pi
0
pi
T
a
rg
et
-pi 0 pi -pi 0 pi
10−5 10−4 10−3 10−2 10−1 100
FIG. 9. Densities on a two-dimensional slice through the
space of SU(9) eigenvalues defined by varying θ1 and θ2, keep-
ing θ3, . . . , θ8 fixed to random values, and assigning θ9 =
wrap(−∑8k=1 θk). The densities learned by the flow-based
models are compared to the target densities for three distri-
butions, each with β = 9. Horizontal, vertical, and diagonal
lines of zero density correspond to locations where the cho-
sen slice crosses through walls of the cells (on which the Haar
measure forces the density to zero). Due to exact permuta-
tion invariance of the flow-based distribution, these lines are
exactly reproduced.
IV. APPLICATION TO SU(2) AND SU(3)
LATTICE GAUGE THEORY IN 2D
With an invertible kernel that is equivariant under ma-
trix conjugation, the methods presented in Ref. [11] im-
mediately allow construction of gauge equivariant cou-
pling layers for SU(N) lattice gauge theory. To study
the efficacy of such coupling layers for this application, we
trained flow-based models to sample from distributions
relevant for 1 + 1-dimensional gauge theory. Specifically,
we considered the distribution defined by the imaginary-
time path integral in Eq. (1) with the action given by the
Wilson discretization of the continuum gauge action,
S(U) := − β
N
∑
x
Re tr [P01(x)] . (26)
We investigated both SU(2) and SU(3) models tuned to
approximately equivalent ’t Hooft couplings λ = 2N2/β
on 16 × 16 periodic lattices. The parameters considered
for both SU(2) and SU(3) gauge theory are listed in Ta-
ble IV.
In the following subsections, we describe the architec-
ture and training of our flow-based models, confirm the
exactness of results using our sampler, and demonstrate
that all symmetries are either exactly built into the model
or are approximately learned by the model.
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SU(N) L β λ = 2N2/β ndof
SU(2) 16 {1.8, 2.2, 2.7} {4.4, 3.6, 3.0} 1536
SU(3) 16 {4.0, 5.0, 6.0} {4.5, 3.6, 3.0} 4096
TABLE IV. Choices of parameters on which we investigated
the performance of our flow-based sampler. We selected three
values of β for both SU(2) and SU(3) gauge theory, corre-
sponding to approximately equivalent ’t Hooft couplings λ.
ndof = DL
2(N2−1) indicates the dimensionality of the gauge
configuration manifold in each case.
A. Model architecture and training
In all cases, we constructed flow-based models using a
uniform prior distribution r(V ), for which configurations
in the matrix representation are easily sampled.8 The
invertible function f acting on samples from the prior
was composed of 48 coupling layers g1, . . . , g48. We con-
structed each coupling layer using the gauge equivariant
architecture presented in Sec. II C. Coupling layers specif-
ically acted on plaquettes as the choice of open loops,
transforming rows or columns of plaquettes spaced four
sites apart on the lattice in each coupling layer, as de-
noted by Pµν(x) (yellow) in Fig. 3; plaquettes that were
unaffected by the transformation were used as the gauge
invariant inputs to the inner spectral flow, as denoted by
I1 and I2 (green) in Fig. 3. Coupling layers used an alter-
nating sequence of rotations and a sweep over all possible
translations of the transformation pattern to ensure that
every link was updated after every eight layers.
The updating pattern that we define here is just one
of many possible choices. One could vary the open loops
that are updated, change how the links are updated as
a function of the open loops, choose a different pattern
of translations and rotations between coupling layers, or
alter which closed loops are passed as gauge invariant
inputs to context functions. The choices made here were
sufficient to learn distributions in two-dimensional gauge
theory, but in generalizing beyond this proof-of-principle
study, in particular to higher spacetime dimensions, these
choices must be studied more carefully.
For SU(2) gauge theory, we implemented the spec-
tral flow itself in a permutation equivariant fashion as
described in Sec. III B. The flow acting on the interval
θ ∈ [0, pi] was a spline flow consisting of 4 knots, with the
positions of the knots in [0, pi] computed as a function
of the gauge invariant neighboring plaquettes I1, I2, . . .
using convolutional neural networks with 32 channels in
each of 2 hidden layers. The model parameters defin-
ing the variational ansatz distribution consisted of the
weights in these convolutional neural networks across all
coupling layers.
8 To sample the prior distribution, the method presented in
Ref. [57] can be used for U(N) and can also be modified to fix
the determinant to 1 for SU(N).
SU(2) SU(3)
β 1.8 2.2 2.7 4.0 5.0 6.0
ESS(%) 91 80 56 88 75 48
TABLE V. Final values of the ESS for each model trained for
SU(2) and SU(3) gauge theory.
For SU(3) gauge theory, we implemented the spectral
flow as described in Sec. III C. The inner flow acted on
eigenvalues in the canonical triangular cell by changing
coordinates to an open box and applying a spline flow
in that space, as discussed in Sec. III D. The spline flow
acted on the open box in two steps, transforming the hor-
izontal coordinate first, then the vertical coordinate con-
ditioned on the new horizontal coordinate. The 16 knots
of the splines were computed as a function of the gauge
invariant neighboring plaquettes, and in the second step
as a function of the horizontal coordinate as well. These
two functions in each coupling layer were implemented
using convolutional neural networks with 32 channels in
each of 2 hidden layers. The model parameters defin-
ing the variational ansatz distribution thus consisted of
the weights in this pair of convolutional neural networks
across all coupling layers.
In both cases, the model parameters were optimized
using the Adam optimizer. Each optimization step con-
sisted of sampling a batch of size 3072, estimating the
modified KL divergence in Eq. (4), then using the op-
timizer to update the parameters. During training, we
monitored the ESS on each batch to assess model qual-
ity. Fig. 10 shows how ESS and the spread of reweighting
factors evolve over the course of training on a represen-
tative model. The final values of ESS for each model are
reported in Table V.
For this proof-of-principle study, we did not perform an
extensive search over training hyperparameters. When
scaling the method, we expect careful tuning of these hy-
perparameters and the model architecture can improve
the model quality and allow more efficient training. Au-
tomatic tuning of hyperparameters, in particular, have
been shown to significantly reduce model training costs
in other machine learning applications [58–60].
In general, models defined in terms of convolutional
neural networks acting on invariant quantities in a local-
ized region capture the local correlation structure defin-
ing the distribution. This local structure is indepen-
dent of volume as long as finite volume effects are not
too large. Thus models can largely be trained on much
smaller volumes than the target volume, with very few
training steps required at the final volume to correct for
any finite volume effects learned by the model.
The two-dimensional gauge theories used to investigate
this model consist entirely of ultralocal dynamics, with
any finite volume corrections exponentially small in the
number of lattice sites [62]. In our study, we were thus
able to train nearly optimal models on much smaller vol-
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FIG. 10. Normalized reweighting factors log δw = −S(U) + Seff(U)− logZ vs action S per configuration across 10, 000 model
proposals for SU(3) gauge theory with β = 6.0 . Reweighting factors are plotted at various points throughout training, reported
in terms of the number of batches of size 3072 that have been used at that point in training.
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FIG. 11. Comparison of training dynamics for a model for
SU(3) gauge theory on a 16×16 lattice, when initialized with
weights from a model trained on an 8 × 8 geometry, versus
the dynamics for an identical model trained from a random
initialization. Results are shown for the β = 6 target in SU(3)
gauge theory. The model transferred from the 8×8 geometry
almost immediately converges to a plateau in model quality,
while the model trained from a random initialization requires
many training steps to converge to similar quality, despite
adjusting the optimization hyperparameters to improve the
rate of optimization from a random initialization.
umes, which enabled significantly more efficient training.
For example, Fig. 11 shows that transferring a model
that has already learned to capture the local structure
of the β = 6, SU(3) gauge theory on an 8 × 8 lattice al-
most immediately results in an optimized model for the
target 16 × 16 lattice geometry, whereas it takes many
training steps at the large volume to reach similar model
quality when beginning training from a randomly ini-
tialized model. In any theory with a mass gap M , we
expect that finite volume effects will be exponentially
small in ML when the side length L of the lattice is large
enough. Initially training at the smallest value of L in
this regime thus provides an efficient approach to training
models with larger L since the corrections that must be
learned are exponentially small. These gains will be even
more significant in higher spacetime dimensions, where
the number of lattice sites scales with a larger power of
the lattice side length L.
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FIG. 12. Selection of observables, relative to the true values,
computed using the flow-based SU(2) [top] and SU(3) [bot-
tom] gauge theory ensembles. Observables were measured
on configurations separated by a number of steps equal to
the Markov chain autocorrelation time, as determined by the
self-consistent estimator presented in Ref. [61]. The autocor-
relation time ranged from 1 to 4 for all observables. Per ob-
servable, a total number of samples ranging from 20 to 15000
was chosen to give percent-level errors.
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B. Observables
For each model, we constructed a flow-based Markov
chain using independent proposals from the model with a
Metropolis accept/reject step, as described in Sec. II A.
Composing proposals into a Markov chain in this way
ensures exactness in the limit of infinite statistics.
At finite statistics, it is possible that large correla-
tions between samples at widely separated points in the
Markov chain could result in apparent bias due to under-
estimated errors or insufficient thermalization time. We
confirmed that this is not the case by comparing against
a variety of analytically-known observables. Specifically,
we calculated analytically and measured the expectation
values of:
1. Wilson loops Wab, i.e. traced loops of links of shape
a× b;
2. Polyakov loops `(x) = tr {∏t U0(t, x)}, winding
around the periodic boundary of the lattice;
3. Two-point functions of Polyakov loops, `∗(x)`(y).
The expectation value of any Polyakov loop is zero due to
an exact center symmetry; this result was reproduced by
the flow-based samples (as we discuss below, center sym-
metry is also exact in our models, therefore this quantity
is exact based on model proposals even before composi-
tion into a Markov chain). Due to confinement, Wilson
loops have an expectation value exponentially small in
the area of the loop, thus we considered loops of sim-
ple shapes up to area 4 and the Polyakov loop two-point
function with zero separation, |`(x)|2. The flow-based
estimates of these quantities for SU(2) and SU(3) gauge
theory are shown graphically in Fig. 12. The results are
statistically consistent with the analytical result.
We further checked that as statistics are increased, es-
timated errors fall as 1/
√
n. This must be true asymp-
totically, but could be modified if there are correlations
longer than the finite Markov chain length. We find that
errors are indeed consistent with 1/
√
n scaling, as shown
for example in Fig. 13 for estimates of ReW11 for SU(3)
gauge theory with β = 6.
C. Symmetries
After composition into a Markov chain, flow-based
samples are guaranteed to asymptotically reproduce the
exact distribution, including all symmetries. However,
to reduce Markov chain correlations and improve train-
ing efficiency, we constructed our flow-based models to
exactly reproduce some symmetries even when generat-
ing proposals. In terms of the factorization schemati-
cally shown in Fig. 1, exactly imposing symmetries in the
model can reduce variance in reweighting factors along
the pure-symmetry directions of the distribution.
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FIG. 13. Statistical errors on estimates of ReW11 in SU(3)
gauge theory with β = 6 scale as expected as the number of
independent samples n is varied. Errors (orange points) are
estimated by a bootstrap procedure after thinning the data
based on the measured autocorrelation time; the uncertain-
ties on these estimates are measured using an outer boot-
strap resampling step. The normalization Var(ReW11) for
the theoretical scaling (gray dashed line) is computed using
the rightmost measured point.
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FIG. 14. Effective action Seff vs. normalized true action
S+ logZ on a sequence of gauge transformations of 32 gauge
configuration samples for SU(3) gauge theory with β = 6.
The gauge transformation applied is smoothly varied as δ is
increased. Both the flow-based action and true action are
exactly invariant to gauge transformations.
As detailed in Sec. II B, we used coupling layers exactly
equivariant to gauge symmetry and translational symme-
try modulo a Z4 × Z4 breaking arising from the size of
the tiled pattern. To confirm the exact invariance of the
flow-based distribution under gauge transformations, we
measured the flow-based effective action over a range of
gauge transformations on 32 random configurations along
a randomly selected pure-gauge direction. Fig. 14 depicts
the invariance of both the effective and true actions un-
der this random direction of gauge transformation. The
data shown in different colors, corresponding to different
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FIG. 15. Effective action Seff vs. normalized true action S +
logZ on a sequence of translations of 32 gauge configuration
samples for SU(3) gauge theory with β = 6. All 16 × 16
translations are plotted in a sequential pattern with index
given by i = δy + 16 δx.
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FIG. 16. Fluctuations in the flow-based effective action across
all possible translations of three random gauge configura-
tions. Configurations are drawn from the model for SU(3)
gauge theory with β = 6. Fluctuations are reported rela-
tive to the mean effective action across all possible transla-
tions in each configuration, and are normalized with respect
to the standard deviation of the action in the path integral,√
〈(S − 〈S〉)2〉. The action is invariant for shifts δx = 0
(mod 4), δy = 0 (mod 4) demonstrating the exact transla-
tional symmetry modulo Z4 × Z4.
random configurations, are approximately aligned in the
left and right panels of Fig. 14, indicating that the true
action is approximately matched by the effective action
in the gauge-invariant directions. We performed a simi-
lar investigation of translational invariance by scanning
over all 16×16 possible translations of 32 random config-
urations. Fig. 15 shows that there are fluctuations in the
flow-based effective action, which arise from symmetry
breaking within each 4 × 4 tile, but a large subgroup of
the translational group is preserved as can be seen by the
lines of constant effective action across various transla-
tions of each configuration. The spatial structure of the
residual fluctuations in the effective action is shown in
Fig. 16.
We also expect the hypercubic symmetry group to be
an exact symmetry in most studies of lattice gauge theo-
ries. In the two-dimensional gauge theories under study,
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FIG. 17. Measured effective action Seff vs. normalized true
action S + logZ on all 8 possible hypercubic transformations
of 32 gauge configurations sampled for SU(3) gauge theory
with β = 6.
this group consists of the 8 possible combinations of rota-
tions and reflections of the lattice. While this symmetry
could be imposed in every convolutional neural network
used in all coupling layers, the pattern of open loops and
the relation of these loops to updated links is difficult to
make invariant; choosing a link to “absorb” the update
of each open loop fundamentally breaks the hypercubic
symmetry. On the other hand, this discrete symmetry
group has few elements, consisting of only 8 elements in
two dimensions, 48 elements in three dimensions, and 384
elements in four dimensions. As such, we instead allowed
our flow-based models to learn this small symmetry group
over the course of training. Fig. 17 depicts the approx-
imate invariance of the flow-based effective action on 32
random gauge configurations under all 8 elements of the
hypercubic group in 2D.
For the pure-gauge theories under consideration, center
symmetry and complex conjugation symmetry are addi-
tionally exact symmetries of the action; we included both
symmetries explicitly in all of our models. Center sym-
metry is defined by the transformations
U0(x)→ U0(x)ei2pin/N , n ∈ {0, . . . , N − 1}, (27)
for all links on a fixed time slice, x0 = t, with other
links unaffected. Our coupling layers are already equiv-
ariant under this symmetry, which can be seen by con-
sidering the updated value of any modified link, U ′µ(x) =
P ′µν(x)P
†
µν(x)Uµ(x): plaquettes do not transform under
center symmetry, and by definition center transforma-
tions on the link Uµ(x) are free to commute all the way
to the left. If open Polyakov loops were transformed in
the coupling layers, or if traced Polyakov loops were used
as part of the gauge invariant inputs to any transfor-
mation, this property would no longer hold; including
terms like these will be necessary for theories in which
center symmetry is explicitly broken. We also explicitly
constructed our spectral flows to be equivariant under
complex conjugation. For SU(2) matrices, this is equiv-
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FIG. 18. Reweighting factors after post hoc symmetrization
(filled blue) vs. the log difference of the symmetrized effec-
tive action from the original effective action (outlined orange).
The width of the latter distribution indicates the gains made
by averaging over these fluctuations in Eq. (28). The width of
the former distribution indicates the remaining errors in the
model.
alent to permutation of the eigenvalues and is therefore
immediate. For SU(3) matrices, it corresponds to a non-
trivial mirror symmetry within a single canonical cell.
We implemented this mirror symmetry by extending a
spline flow from one half of the canonical cell to the en-
tire space using an approach similar to that applied for
SU(2) permutation equivariance. Both center symmetry
and complex conjugation symmetry were reproduced to
within numerical precision.
Finally, we considered explicitly symmetrizing model
proposals under a discrete symmetry group H. Such an
approach could be used, for example, to impose the resid-
ual Z4 × Z4 translational symmetry or hypercubic sym-
metry on the flow-based model post hoc. To do so, a
random symmetry transformation is applied after draw-
ing a model proposal and the averaged model weight,
Seff(U) := − log
(
1
|H|
∑
h∈H
e−Seff(h·U)
)
, (28)
is reported. This averaging over all possible symmetry
transformations is required to faithfully report the prob-
ability density of the output sample for reweighting or
composition into a flow-based Markov chain. It is also
very costly if the symmetry group is large (and is in-
tractable for continuous symmetry groups).
We studied the possibility of employing such averaging
for the residual Z4×Z4 translational symmetry breaking.
Fig. 18 compares the reweighting factors required for the
translationally symmetrized model vs. the fluctuations
that have been averaged over by the sum in Eq. (28). The
comparable width of these histograms indicates that the
improvement in the spread of reweighting factors (which
controls the variance of estimators) is O(1); evaluating
the ESS directly, we found in this example that the ESS
was increased by roughly a factor of two. Thus, the
additional factor of 16 in cost required to generate the
symmetrized proposals outweighed the variance reduc-
tion benefits. We conclude that it is beneficial to impose
symmetries when possible in the flow-based model itself,
as we did with gauge symmetry, center symmetry, conju-
gation symmetry, and a large subgroup of translational
symmetry, but in our application we found it counter-
productive to impose a residual symmetry by brute force
averaging of proposals.
V. OUTLOOK
It has recently been shown in proof-of-principle work
that the challenging computational task of sampling field
configurations for lattice gauge theory may be acceler-
ated by orders of magnitude compared with more tradi-
tional sampling approaches through the use of flow-based
models [11, 16]. In other lattice field theories, it has been
demonstrated that these models can also be used to esti-
mate observables, such as the absolute value of the free
energy, that are difficult to estimate with existing MCMC
methods [17].
Here, we present a definitive step towards more ef-
ficient sampling for lattice gauge theories by develop-
ing flow-based models that are equivariant under SU(N)
gauge symmetries, thus enabling the construction of
model architectures that respect the symmetries of the
Standard Model of particle and nuclear physics and other
physical theories. We demonstrate the application of
this approach to sampling both single SU(N) variables
and SU(2) and SU(3) lattice gauge theory configurations,
showing that observables computed using samples from
flow-based models are correct within uncertainties and
have the predicted statistical scaling with an increasing
number of samples.
In the proof-of-principle implementation presented
here, we have not attempted to optimize the model ar-
chitecture and training approaches for expressivity or ef-
ficiency. State-of-the-art calculations will likely require
further development in these directions. For one, al-
ternative patterns of loops to update in each coupling
layer could increase expressivity of the model, and we
expect that exploring these choices will have significant
impact in higher dimensions, where the degree of connec-
tivity between links and loops is higher. Second, studies
of whether the kernels and coupling layers that we con-
structed can generalize to multimodal distributions will
help to understand the ability of these models to capture
distributions in broken symmetry phases of lattice gauge
theories. Third, investigation of hyperparameter tuning
and further ways to exploit existing models for training
and model initialization could allow more efficient train-
ing and improve model quality. Finally, studying the
scaling of model complexity required to take the contin-
uum limit will determine the viability of this approach
on the fine-grained lattices employed in state-of-the-art
lattice field theory calculations. Due to locality, keep-
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ing the variance of reweighting factors or the flow-based
Markov chain rejection rate fixed while we increase the
physical volume of the lattice will require improving the
model’s approximation of the local correlation structure
of the theory;9 however, it is not clear how model com-
plexity requirements scale when physical volume is held
fixed and the lattice spacing is decreased. This scaling
depends on the dynamics of the theory and the architec-
ture of the flow-based model under study, and it must
be determined experimentally. If these challenges can be
addressed, the extension of these proof-of-principle re-
sults to state-of-the-art lattice gauge theory calculations
for complex theories such as Quantum Chromodynam-
ics has the potential to redefine the computational lim-
its, and hence the impact, of lattice gauge theory in the
coming exascale computing era [63].
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Appendix A: Proof that equivariance under matrix
conjugation can be represented as equivariance
under eigenvalue permutation
Let G be a compact connected Lie group, such as
SU(N). We are interested in characterising the group
of diffeomorphisms of G that are equivariant under the
action by matrix conjugation. Such a diffeomorphism
f : G → G satisfies f(XWX−1) = Xf(W )X−1 for any
W,X ∈ G. Our aim is to show that all such diffeo-
morphisms are extensions to G of diffeomorphisms of a
maximal torus that are equivariant under the action of
the Weyl group.
Let T be a maximal torus in G. Recall this
torus is equal to its own centraliser Z(T ) ={
X ∈ G| XDX−1 = D,∀D ∈ T}. The Weyl group of
G is a finite group equal to N(T )/T , where N(T ) ={
X ∈ G| XDX−1 ∈ T, ∀D ∈ T} is the normaliser of T .
In the case of G = SU(N) or G = U(N), a maxi-
mal torus is given by the subgroup of diagonal matrices,
and the Weyl group is isomorphic to the group of per-
mutations on N elements acting on T by permuting the
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elements on the diagonal. For a permutation σ, a rep-
resentative matrix in N(T ) is given by a permutation
matrix, with potentially some elements set to −1 instead
of 1 in order for the determinant to be 1 in the case of
SU(N).
We start with the easy direction, where we restrict a
diffeomorphism from G to T .
Proposition 1. Let f : G→ G be a matrix conjugation
equivariant diffeomorphism. Then f restricted to T is a
diffeomorphism of T that is equivariant under the action
of the Weyl group.
Proof First, let’s show that f(T ) ⊂ T . Let D ∈ T . For
any X ∈ T , we have XDX−1 = D since T is commuta-
tive. By equivariance of f , we also have f(XDX−1) =
Xf(D)X−1. We deduce that Xf(D)X−1 = f(D) for all
X ∈ T , which means that f(D) is in the centraliser of
T . Since this is equal to T for a maximal torus, we have
proved f(D) ∈ T .
Since f is a diffeomorphism, its restriction to T is also
a diffeomorphism on its image. This image will be both
closed and open in T , and is therefore the whole of T .
Finally, the fact that f restricted to T is equivariant
under the action of the Weyl group is immediate, since
this action comes from the action by conjugation from
N(T ). 
For the opposite direction, we restrict ourselves to the
cases G = SU(N) and G = U(N). We choose T to be
the subgroup of diagonal matrices. The Weyl group acts
by permutation on the diagonal elements in T .
In what follows, we will assume f : T → T is a dif-
feomorphism that is equivariant under the action of the
Weyl group. We first introduce a Lemma that will be
used later.
Lemma 1. Let D ∈ T . Assume A ∈ G commutes with
D, then A also commutes with f(D).
Proof Let i, j be distinct indices in the range 1 . . . N .
Assume that Dii = Djj . We will first prove that
f(D)ii = f(D)jj . Let P ∈ SU(N) be given by Pij =
1, Pji = −1, Pii = Pjj = 0, and Pkk = 1 for all
k 6= i, j, then PDP−1 = D. Since P ∈ N(T ), we have
Pf(D)P−1 = f(PDP−1) = f(D) and P commutes with
f(D). This means that f(D)ii = f(D)jj .
Let λ1, . . . , λm be the m distinct eigenvalues of D,
with respective multiplicity n1, . . . , nm. There exists P
in N(T ) such that
PDP−1 =
λ1In1 0·
0 λmInm
 (A1)
where Ink is an identity matrix of size nk. This means
that f(PDP−1) must also be of the form
f(PDP−1) =
µ1In1 0·
0 µmInm
 (A2)
Since A commutes with D, we have that PAP−1
commutes with PDP−1. Since matrices that commute
must preserve each others eigenspaces, this implies that
PAP−1 must have the form
PAP−1 =
U1 0.
0 Un
 (A3)
Given the form of Pf(D)P−1 = f(PDP−1) shown
above, we conclude that PAP−1 commutes with
Pf(D)P−1, therefore A commutes with f(D). 
Finally, using Lemma 1, we can prove our main result.
Proposition 2. Assume W ∈ G has two different de-
compositions W = XDX−1 = Y EY −1, where D and E
are diagonal matrices. Then
Xf(D)X−1 = Y f(E)Y −1. (A4)
Proof There exists P in N(T ) such that E = PDP−1,
which implies f(E) = Pf(D)P−1. This means Equa-
tion (A4) is equivalent to
Xf(D)X−1 = Zf(D)Z−1, (A5)
where Z = Y P . The above equation is equivalent to
saying thatX−1Z commutes with f(D), and by Lemma 1
this will be the case if X−1Z commutes with D. This is
easy to prove:
X−1ZDZ−1X = X−1Y PDP−1Y −1X
= X−1Y EY −1X
= X−1WX
= D
(A6)

Example 1. In the case of G = SU(2), the maximal
torus is isomorphic to U(1), the Weyl group has size
2 and its only non-trivial element transforms
(
λ 0
0 λ
)
to(
λ 0
0 λ
)
, thus any bijection f : U(1) → U(1) that satisfies
f(z) = f(z) defines an equivariant bijection of SU(2).
According to proposition Proposition 2, any matrix
conjugation equivariant function on T can be extended
to an equivariant function on G. If the function was in-
vertible on T , then it is easy to see that it will also be
invertible on G.
Appendix B: Details of permutation equivariance of
SU(N) spectral flows
1. Proof that Eq. 21 defines a cell
We demonstrate that the vertices from Eq. (21) define
an (N − 1)-simplex Ψ corresponding to a cell C. In prac-
tice, this means showing that any point on the boundary
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of Ψ maps to a point in C with repeated eigenvalues,
while any point in the interior of Ψ maps to a regular
point, i.e. one without repeated eigenvalues.
Proposition 3. The vertices y1, . . . , yN from Eq. (21)
define an (N − 1)-simplex Ψ that maps to a cell C =
exp(Ψ) in the maximal torus.
Proof Let θ be a point in Ψ, the convex hull of
y1, . . . , yN , given by
θj = 2pi
∑
k
γk
(
k
N
− δk>j
)
,
where γk > 0 and
∑
k γk = 1. The boundary ∂Ψ is the
simplicial complex formed by all points θ such that at
least one γk is zero.
We consider the difference between two points θi and
θj , for j > i,
θj − θi = 2pi
∑
k
γk (δk>i − δk>j) (B1)
= 2pi
j−1∑
k=i
γk. (B2)
If γk = 0 for some k such that 1 6 k < N , then θk+1 −
θk = 0 and exp(θ) has a repeated eigenvalue. If γN = 0,
we have that θN−θ1 = 2pi
∑N−1
k=1 γk, but since γN = 0 we
have
∑N−1
k=1 γk = 1. Thus θN − θ1 = 2pi. This shows that
a point in ∂Ψ is exponentiated to a point with repeated
eigenvalues.
Finally, we need to show that a point in the inte-
rior of Ψ is exponentiated to a regular point. Such a
point corresponds to γk > 0,∀k. As a consequence of
Eq. (B2), no pair θi, θj are equivalent modulo 2pi: for an
interior point, the sum
∑j−1
k=1 γk is strictly positive and
also strictly smaller than 1. 
2. More on Eq. 21
In this section, we explain where the points yk in
Eq. (21) come from. In particular, we draw some par-
allel between our construction of the simplex Ψ and fun-
damental domains in Bravais lattices. Fig. 19 depicts the
steps described below.
Recall that we defined a cell in section III D as the clo-
sure of a connected component in T of the set of regular
points. These cells are separated by regions where the
eigenvalues λi are degenerated. That is, for every point
(λ1, . . . , λN ) in the boundary of a cell, there exists at least
one pair i, j ∈ {1, . . . , N} such that θi− θj = 0 mod 2pi,
where θi = arg λi. The inverse image of these boundaries
under the exponential map are affine hyperplanes in t
that bound simplexes. The set of vertices of these sim-
plexes (and all their translated copies) form a Bravais lat-
tice Λ given by
∑
i ziui,where z ∈ ZN−1 and the primitive
FIG. 19. Illustration of the steps to derive Eq. (21) for SU(3)
[top row] and SU(4) [bottom row]. Columns correspond, from
left to right, to the steps: (i) Starting simplex ∆ on the hyper-
plane
∑
j θj = 0; (ii) Barycentric subdivison and (iii) Edge-
length adjustment to cover the cell. For SU(3) we overlay the
simplexes on top of the Haar measure for reference.
vectors ui ∈ RN are defined by [ui]k = 2pi( 1N − δ(i+1)k).
In the theory of lattices, the canonical cell is known as
the fundamental simplex and its orbit under the Weyl
group is known as the root polytope [64].
Recall that we identified t with the hyperplane
∑
i θi =
0 in RN . Assume ∆ is an (N−1)-simplex with N vertices
qi ∈ t, defined by the components
[qi]j = 2pi
(
1
N
− δij
)
,
where [qi]j indicates the jth component of the ith vertex.
Based on the observation that Weyl chambers in the
Lie algebra of SU(N) are open cones determined by
the barycentric subdivision of ∆ [65], we then apply a
barycentric transformation to the vertices qi. Generally,
a barycentric transformation is achieved by sending {vk}
to {wk} by
wk =
1
k
k∑
i=1
vi. (B3)
Applying this to ∆ gives a new simplex ∆˜ with vertices
xk:
[xk]j =
2pi
k
k∑
i=1
(
1
N
− δij
)
=
2pi
k
(
k
N
− δk>j
)
,
where δk>j is equal to one when k > j and zero otherwise.
The simplex ∆˜ is correctly aligned with a cell, however
it does not contain the full cell. To fix this, we adjust the
length of the edges of ∆˜, resulting in the final simplex
C. Let αk ∈ R+ be an arbitrary scaling of the kth edge
of ∆˜, so that the rescaled coordinates of the vertices are
given by
[yk]j = αk
2pi
k
(
k
N
− δk>j
)
.
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We want the vertices {y1, . . . , yN} of C to correspond to
neighbouring points of the Bravais lattice Λ , so that the
orbit of the simplex C with respect to the Weyl group
tiles the torus without leaving holes and without over-
laps. More precisely, this constraint is equivalent to im-
posing [yk]j − [yk]i ∈ {0, 2pi},∀j > i. Substituting the
expression for [yk]j we obtain the constraint
[yk]j − [yk]i = αk 2pi
k
(δk>i − δk>j) = 0 mod 2pi,∀j > i.
The term δk>i − δk>j can have values 0 or 1, so that the
constraint can be satisfied for all j > i if αk = k. With
this choice, the coordinates of the vertices of C are given
by
[yk]j = 2pi
(
k
N
− δk>j
)
. (B4)
3. Proof that Algorithm 1 projects into Ψ
In this section, we will show the output of Algorithm 1
is always a point in Ψ.
The output of Algorithm 1 is a set of angles θcanon. In
this section, we will write θc as an abbreviation for θcanon.
We wish to prove that θc is in the convex hull of the yk
defined in Eq. (21). We will do so by explicitly exhibiting
the weights of the convex combination. In essence, our
proof is the opposite of what lead to Eq. (B2).
Define
γk =
{ 1
2pi (θ
c
k+1 − θck) k < N,
1−∑N−1j=1 γj k = N. (B5)
The sum
∑N−1
j=1 γj simplifies to
1
2pi (θ
c
N − θc1). By con-
struction, the difference θcN − θc1 cannot be more than
2pi. It follows that γk ≥ 0,∀k and
∑
k γk = 1.
Let θ′ =
∑
k γkyk be in Ψ. We will now prove that θ
′ =
θc, which will conclude the proof. Using the definition of
yk in Eq. (21), it follows that:
θ′j = 2pi
∑
k
γk
(
k
N
− δk≥j
)
= 2pi
(
N−1∑
k=1
1
2pi
(θck+1 − θck)(
k
N
− δk≥j)
)
+ 2piγN [yN ]j .
(B6)
The extra term after the initial sum above is 0 because
[yN ]j = 0. We continue:
θ′j =
N−1∑
k=1
(θck+1 − θck)(
k
N
− δk≥j)
=
N∑
k=2
θck(
k − 1
N
− δk−1≥j)−
N−1∑
k=1
θck(
k
N
− δk≥j)
= θcN (
N − 1
N
− δN−1≥j) +
N−1∑
k=2
θck(−
1
N
+ δk≥j − δk≥j+1)
− θc1(
1
N
− δ1≥j)
(B7)
In the last line above, note that we can simplify N−1N −
δN≥1+j to −1N + δj,N , and δk≥j − δk≥j+1 to δk,j , and also
δ1≥j to δ1,j . It follows that
θ′j = θ
c
NδN,j +
N∑
k=2
θckδk,j + θ
c
1δ1,j −
1
N
N∑
k=1
θck
= θcj
(B8)
The last line above was obtained using that the sum of
θck is 0. This concludes our proof.
4. Full algorithm
Algorithm 2 Equivariant SU(N) coupling layer
Given U ∈ SU(N)
1. λ, {~vi} = eigendecomp(U)
2. Project to canonical cell Ψ: I = canonicalize(arg(λ))
3. Map to axis-aligned simplex ∆: β = ζ−1(I)
4. Map to box Ω: α = φ−1(β)
5. Apply box flow: α′ = χ(α)
6. β′ = φ(α′)
7. I ′ = ζ(β′)
8. λ′ = uncanonicalize(I ′)
9. U ′ = eigenrecomp(λ′, {~vi})
10. Accumulate all log-det-Jacobians:
LDJ = log Haar(λ′)− log Haar(λ)+
LDJχ + LDJφ−1 − LDJφ
11. U ′ is equivariant to SU(N) matrix conjugations and
LDJ is invariant to matrix conjugations.
12. return U ′ and LDJ
Above, there are no terms in LDJ for the map ζ be-
cause the Jacobian factor acquired from the forward and
backward maps are constants that cancel. The term
Haar(λ) gives the density of the Haar measure with re-
spect to the Lebesgue measure in the space of eigenvalues,
22
as defined in Eq. (19). The normalization of this term is unimportant as it cancels in the above algorithm.
