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Today’s quantum computers are comprised of tens of qubits interacting with each other and the
environment in increasingly complex networks. In order to achieve the best possible performance
when operating such systems, it is necessary to have accurate knowledge of all parameters in the
quantum computer Hamiltonian. In this article, we demonstrate theoretically and experimentally
a method to efficiently learn the parameters of resonant interactions for quantum computers con-
sisting of frequency-tunable superconducting qubits. Such interactions include, for example, those
to other qubits, resonators, two-level state defects, or other unwanted modes. Our method is based
on a significantly improved swap spectroscopy calibration and consists of an offline data collection
algorithm, followed by an online Bayesian learning algorithm. The purpose of the offline algorithm
is to detect and roughly estimate resonant interactions from a state of zero knowledge. It produces
a square-root reduction in the number of measurements. The online algorithm subsequently refines
the estimate of the parameters to comparable accuracy as traditional swap spectroscopy calibration,
but in constant time. We perform an experiment implementing our technique with a superconduct-
ing qubit. By combining both algorithms, we observe a reduction of the calibration time by one
order of magnitude. We believe the method investigated will improve present medium-scale super-
conducting quantum computers and will also scale up to larger systems. Finally, the two algorithms
presented here can be readily adopted by communities working on different physical implementations
of quantum computing architectures.
I. INTRODUCTION
Quantum computing architectures based on different
types of physical qubits have been investigated since
the late 1990s [1]. Although quantum computers will
be lacking fault tolerance for the near future [2, 3], a
variety of potential applications have been devised for
such systems. Examples include solving optimization
problems[4, 5], machine learning [6–9], materials science
and chemistry [10–12], and even commercializable tech-
nologies [13].
Small- and medium-scale quantum computers built out
of superconducting circuits [14–17] and comprising up to
a few tens of physical qubits have been in operation for
the past few years [18–23]. The two main reasons for
the success of superconducting technologies in the quan-
tum computing arena are the pre-existing facilities for
scaling up fabrication, due to methods being similar to
silicon (Si) technology, as well as the favorable coherence-
to-gate-time ratio. For state-of-the-art superconducting
qubits with very short gate times of less than 100 ns (e.g.,
see Ref. 24), such a ratio reaches values close to 1000.
This means that thousands of one- and two-qubit gates
can be performed within the qubit lifetime, with fideli-
ties in excess of 99.4 % [22]. Very recently, a major mile-
stone in quantum computing has been reached — quan-
tum supremacy — where a 53-qubit superconducting
∗ Corresponding author: matteo.mariantoni@uwaterloo.ca
quantum computer has been utilized to sample the out-
put of a pseudo-random quantum circuit [25]. As a re-
sult of these advances, quantum computing has transi-
tioned into the so-called noisy intermediate scale quan-
tum (NISQ) era [26].
Despite these successes, the high-fidelity operation of
medium- and large-scale quantum computers is accompa-
nied by the daunting task of calibrating numerous phys-
ical qubits. In particular, calibrating tunable qubits re-
quires the estimation of resonant interaction parameters
such as the resonance frequency and coupling coefficient
between pairs of interacting qubits [27, 28], a qubit and
a resonator [18], two-level state (TLS) defects [29–31],
or substrate and box modes [32]. These calibrations are
necessary to implement two-qubit gates and avoid loss of
quantum information due to spurious interactions lead-
ing to coherent or incoherent errors. TLS defects, espe-
cially, are a pervasive source of errors in superconducting
architectures which must be remediated [33].
In this article, we study theoretically and demonstrate
experimentally a data-efficient and automated method
for identifying and estimating the parameters of reso-
nant interactions based on swap spectroscopy [18, 34].
We realize swap spectroscopy by performing energy re-
laxation time T1 measurements of a frequency-tunable
Xmon transmon qubit [24] at different qubit frequencies.
The identification and estimation method is divided into
two parts: an offline data collection algorithm [35] and an
online Bayesian learning algorithm [36, 37]. Both algo-
rithms are based on the dynamics of interacting quantum
systems. The former is used from a state of zero knowl-
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2edge to roughly identify resonance parameters; the latter
focuses on improving the estimate of those parameters.
In this context, the term “online” means that measure-
ments taken during the execution of the algorithm inform
the subsequent ones. For the “offline” method, the exe-
cution of the entire algorithm is predetermined.
By means of our parameter-estimation method, we
can to shorten the calibration time of an Xmon trans-
mon qubit significantly. The offline data collection al-
gorithm makes it possible to reduce the number of mea-
surements by a square-root factor when compared to a
traditional swap spectroscopy calibration. In our experi-
ment, this algorithm takes ≈ 30 min to detect resonances
in a 1 GHz bandwidth; one order of magnitude less time
that it would take previously. The online Bayesian learn-
ing algorithm runs in ≈ 25 s per resonance and improves
the estimation accuracy to be equivalent to that of a
high-resolution traditional swap spectroscopy.
Our method is not confined to the realm of super-
conducting quantum computing. In fact, it can easily
be adopted by practitioners working on different physi-
cal implementations of quantum computing architectures
such as trapped ions and semiconductor qubits [1].
This article is organized as follows: in Sec. II, we
explain qubit calibration in frequency-tunable architec-
tures; in Sec. III we summarize the working principle of
traditional swap spectroscopy, explaining why it is inef-
ficient; in Sec. IV, we introduce the offline octave sam-
pling algorithm (Subsec. IV A) and show our experimen-
tal implementation of the method to find the interac-
tion parameters between an Xmon transmon qubit and
three resonance modes (RMs) (Subsec. IV B); in Sec. V,
we explain the online Bayesian learning algorithm (Sub-
sec. V A) and demonstrate its performance for refining
the estimate of the resonance parameters (Subsec. V B);
in Sec. VI we discuss additional concerns with the al-
gorithms and the relevance of our methods for quantum
computing; finally, in Sec. VII, we provide an outlook
and conclusions.
II. QUBIT CALIBRATION IN
FREQUENCY-TUNABLE ARCHITECTURES
A fundamental requirement to the operation of a quan-
tum computer is the proper calibration of the physical
qubits in the system. This calibration includes many
specific operations. One of the most basic tasks, for ex-
ample, is to run a Rabi experiment on each qubit. This
allows the determination of some experimental param-
eters needed to set up, e.g., a pi-pulse and perform a
measurement. Once this first task has been realized, fur-
ther experiments can refine the knowledge of the pulse
amplitude, rotation axis, measurement parameters, etc.
Finally, a full calibration requires knowing the precise
parameters of the total system Hamiltonian, allowing for
the systematic optimization of the fidelity of one- and
two-qubit gates as well as measurement.
In a frequency-tunable superconducting qubit architec-
ture such as the Google architecture [25] or the one used
in this work, an additional degree of freedom must be con-
sidered during calibration: the qubit frequency. Xmon
transmon qubits are one example of tunable qubits [24].
In this design, an on-chip capacitive island made from
aluminum (Al) is coupled in parallel to a DC supercon-
ducting quantum interference device (SQUID) comprised
of two Josephson tunnel junctions in parallel, forming a
superconducting loop [17]. Simply put, an Xmon trans-
mon qubit is a quantum anharmonic oscillator, charac-
terized by a non-equally spaced ladder of quantum states.
The frequency (i.e., energy) difference fq between the en-
ergy ground state |g〉 and first excited state |e〉 differs
from that between |e〉 and the second excited state |f〉
by the so-called qubit anharmonicity α [38]. The qubit
transition frequency fq is controlled in situ by applying a
local external magnetic flux that threads the DC SQUID,
tuning the Josephson energy EJ and therefore the level
separation. This degree of freedom leads to a few distinct
advantages to the operation of a quantum computer.
For instance, frequency tunability allows for tunable
qubit-qubit interactions because the effective coupling
strength between two qubits depends on the frequency
difference between them. This enables the implemen-
tation of several types of two-qubit gates such as the
controlled-phase (CPHASE) gate, which takes advantage
of state |f〉 as an auxiliary state [18, 27, 28, 39], as well as
the
√
iSWAP and iSWAP gates [18]. In addition, setting
the frequency of spatially neighboring qubits away from
each other helps avoid control crosstalk and frequency
crowding issues, with the latter being endemic in fixed-
frequency systems [40].
Another advantage inherent to frequency tunable ar-
chitectures has to do with energy relaxation. On-chip su-
perconducting qubits interact with a distribution of TLS
defects, which are present in the various amorphous di-
electric materials surrounding the qubit metallic struc-
tures (e.g., Si and Al oxides). While the microscopic
origin of TLS defects is still under debate, their effect on
the qubit can be broadly categorized either as causing
frequency noise or excitation noise [29]. In particular,
TLS defects interacting semi-resonantly with a qubit can
coherently or incoherently exchange energy with it result-
ing in a lossy channel. The ability to set the frequency
of a qubit away from that of TLS defects is therefore
desirable, and realizable only with tunability.
Calibrating qubits to implement two-qubit gates or to
avoid TLS defects is a parameter estimation problem.
We need to determine the Hamiltonian parameters that
define the resonant interactions between a qubit and an-
other system. In all the aforementioned cases, two pa-
rameters must be found: the resonance frequency and
coupling strength of the interaction.
Historically, this kind of calibration has been realized
using swap spectroscopy. Unfortunately, traditional swap
spectroscopy is inefficient in the amount of data it re-
quires, and therefore slow. This is inconvenient for mul-
3tiple reasons. First, as the number of qubits in a system
grows, so does the number of calibrations that must be
performed. This is particularly relevant to qubit-qubit
coupling calibration, which cannot be performed in par-
allel on all qubits. Second, TLS defects in the environ-
ment are known to fluctuate over time [31, 33, 41, 42].
Similarly, fq itself can shift in time. The identification of
resonant interactions must therefore be repeated at reg-
ular intervals. We thus require a robust, accurate, and
time-efficient method to identify the parameters associ-
ated with resonant interactions.
In order to test our parameter-estimation method and
compare it against traditional swap spectroscopy, we use
an Xmon transmon qubit and make it interact with a
synthesized resonance mode. The mode, which emulates
the interaction with another qubit, resonator, or TLS
defect, is created by applying a coherent drive with a mi-
crowave source to the qubit under test. The synthesized
resonance mode is a convenient and flexible tool to test
our method since we can arbitrarily change its resonance
frequency by tuning the source frequency as well as its
coupling strength by changing the emitted source power.
III. TRADITIONAL SWAP SPECTROSCOPY
Swap spectroscopy is an experimental method that al-
lows exploring the environment of a qubit at various fre-
quencies by using the qubit itself as a probe. Tradition-
ally, swap spectroscopy has been used to select the op-
erating frequency of qubits, making it possible to avoid
TLS defects or regions of low T1. Additionally, it has
been used to explore resonant interactions, such as those
with other qubits [28] or resonators [34]. Performing
swap spectroscopy requires a minimally calibrated qubit
and, thus, is suitable as a tune-up experiment.
In a swap spectroscopy experiment the qubit is initial-
ized at the so-called idle frequency. A pi-pulse is then ap-
plied to the qubit, energizing it from |g〉 to |e〉. At the end
of the pi-pulse, a flux pulse is applied to the DC SQUID
in order to tune the qubit to a different frequency, the
probe frequency fp(A). This procedure requires knowl-
edge of the correspondence between the qubit frequency
and pulse amplitude A, which can be calibrated via reg-
pi-pulse
flux pulse
readout pulse
A
t
FIG. 1. Pulse sequence for a swap spectroscopy experiment.
The initial pi-pulse (red) excites the qubit, which is initialized
at the so-called idle frequency. The flux pulse (blue) changes
the qubit transition frequency fq to the probe frequency fp(A)
for a duration t. The qubit is then measured (green) after
being set back to its idle frequency.
ular pulse spectroscopy (see App. B). After a time t,
the flux pulse is turned off and the qubit is measured
back at the idle frequency. This pulse sequence is il-
lustrated in Fig. 1. Note that using a flux pulse to set
fp(A) presents advantages over quasi-statically changing
the idle qubit frequency by means of a DC current to the
SQUID. Namely, it avoids recalibrating the pi pulse and
measurement pulse at each qubit frequency.
In a traditional experiment, t and fp(A) are swept lin-
early over a desired range and the qubit is measured at
each point, recording how many shots correspond to an
excited or ground state, ne or ng, respectively. As a result
of measuring the qubit in the Z basis, swap spectroscopy
is mostly insensitive to qubit dephasing.
Figure 2 (a) shows the result of a typical swap spec-
troscopy experiment, with data taken between 4.146 GHz
and 5.170 GHz and for times up to 500 ns. Resonant cou-
plings appear as oscillations, or chevron patterns, of the
measured average population Pe = ne/(ne +ng) in time.
For example, on the far right of the spectrum it is pos-
sible to observe very fast oscillations, corresponding to a
strong coupling of g ≈ 40 MHz between the qubit and the
measurement resonator (see Appendix A for details on
the sample layout and experimental setup). To the left of
the resonator we observe a slower oscillation correspond-
ing to a weaker interaction between the qubit and syn-
thesized resonance mode. Finally, at an even lower fre-
quency, around 4.35 GHz, we observe a “streaky” struc-
ture. In this region, the qubit excitation is lost faster
than elsewhere, and we cannot observe any oscillation.
The features observed in Fig. 2 (a) demonstrate a se-
lection of possible resonant interactions: strong interac-
tions, where g  1/T1 resulting in multiple coherent os-
cillation cycles and weak interactions appearing as re-
gions of lower T1. Neither is ideal for the operation of
a qubit. In the case shown in Fig. 2, the best choice for
the qubit idle frequency is around 4.6 GHz; far away from
any unwanted couplings.
The data in Fig. 2 (a) gives us a rough idea about the
parameters of any possible resonance modes coupled to
the qubit within the measured spectrum. It is hard to
tell, however, that there are in fact two resonance modes
at 4.8 GHz, or what the frequency of the oscillation for
the resonator is. A more detailed scan, such as the one in
Fig. 2 (b), might be necessary to estimate the parameters
with sufficient accuracy. Traditional swap spectroscopy,
with data taken in a linear grid, is an effective method
to detect and estimate resonance modes. We will show
in Sec. IV, however, that the traditional method is ineffi-
cient, and that there exists a much better way to perform
this task.
IV. OFFLINE OCTAVE SAMPLING
The offline octave sampling algorithm has a similar
objective as swap spectroscopy, i.e., to determine if there
are any systems interacting resonantly with the qubit
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FIG. 2. Traditional swap spectroscopy experiments. The x-axis shows the probe frequency of the qubit, which is set by the
amplitude of the flux pulse applied to the DC SQUID. The y-axis indicates the length of the flux pulse before measurement.
(a) Distinct features are visible in the full spectrum, including two chevron patterns, around 4.8 GHz and 5.1 GHz. (b) Zoom in
the region with the slower coherent chevron pattern due to the synthesized resonance mode. A wide frequency scan is needed to
see if and where there are resonance modes, as in (a), but a more detailed experiment, as in (b), is needed to properly estimate
the resonance parameters.
and provide an estimate for their coupling parameters.
However, we want to achieve this purpose in a more effi-
cient fashion by acquiring fewer data and therefore saving
time. Note that the basic experiment employed, that is
the pulse sequence illustrated in Fig. 1, is the same as for
swap spectroscopy. The difference lies in how the data
is sampled. Whereas traditional swap spectroscopy sam-
ples the frequency-time space in a regular grid, octave
sampling takes advantage of TLS dynamics to acquire as
few data as possible.
A. Theoretical Method
In order to explain the data collection strategy, we an-
alyze the time dynamics of the systems at play. Since we
are searching for resonant interactions with a qubit, we
work in a single-excitation manifold (|g〉 ↔ |e〉). Thus,
even if a system is characterized by multiple energy lev-
els (e.g., a resonator), we can still treat it as a two-level
system, regardless of the underlying physics. This is our
working assumption throughout the rest of the article.
Note that we can probe the environment of a qubit
within a different single-excitation manifold. For exam-
ple, if we have an anharmonic oscillator as a probe in-
stead of a true qubit, we can populate the second ex-
cited state and look for systems coupled to the |e〉 ↔ |f〉
transition. This allows for the calibration of a CPHASE
two-qubit gate [18, 22, 28]. In either case, because we
consider the exchange of a single excitation, the effective
Hamiltonian remains unchanged.
After a rotating wave approximation, the Hamiltonian
of a qubit at the probe frequency fp interacting with a
resonance mode at a frequency fRM reads
Hˆ =
hfp
2
σˆz,1 +
hfRM
2
σˆz,2 + hg
(
σˆ+1 σˆ
−
2 + σˆ
−
1 σˆ
+
2
)
, (1)
where g is the coupling strength of the qubit-resonance
mode interaction, σˆz,1(2) are Pauli matrices for the
qubit (1) and resonance mode (2), and σˆ+1(2) and σˆ
−
1(2)
are rising and lowering operators for the qubit and reso-
nance mode. We solve for the time evolution of the qubit
when it is initialized in state |e〉 and with the resonance
mode starting in |g〉. The theoretical probability of find-
ing the qubit in the excited state after a time t is then
given by
P˜e(t) = 1−
(
2g
Ω
)2
sin(2piΩt/2)
2
, (2)
where Ω2 = δf2 + 4g2, with δf = fp − fRM. The
probability P˜e of Eq. (2) is plotted in Fig. 3 (a) as con-
tours. Close to resonance, the excitation swaps between
the qubit and the resonance mode with frequency Ω in-
creasing at larger δf , resulting in the familiar chevron
pattern. Both the width of the pattern, which we quan-
tify by the full-width half maximum of the amplitude,
4g, and the frequency of the oscillation depend on g, the
coupling strength. Crucially, the width depends linearly
on g, while the period of the oscillation (and therefore
the time location of the first minimum) depend on 1/g.
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FIG. 3. Offline octave sampling. (a) Contour plot of the probability of finding the qubit in |e〉 [see Eq. (2)] as a function of
time t and frequency detuning ∆f ; both axes are normalized by the coupling strength g. (b) Swap spectroscopy experiment
with octave sampling. For each octave the bin width is halved and the bin length is doubled. The color of each bin represents
the average value of the measured Pe over ns = 5 samples.
With these observations in mind, we choose to divide
the frequency-time space into bins within which we take a
constant number ns of swap spectroscopy measurements.
Instead of naively sampling the spectrum in a uniform
grid, we adapt the measurement based on the coupling
strength g we are trying to detect. g determines the time
t at which we measure and the bin size. On the one
hand, a resonance mode with large coupling strength g
has a large width and a short period. For small t then,
we choose bins to be wide and short. On the other hand,
a more weakly coupled resonance mode appears later in
time and has a narrower frequency width and a longer
period. In this case, the bins are longer and narrower
[see Fig. 3 (a)]. Because we choose the size of these bins
to vary by factors of two, we refer to this method as
octave sampling.
The goal of octave sampling is to detect a resonance
mode by finding the first minimum of an oscillation,
where measurements give Pe ∼ 0 because the excitation
has swapped into the resonance mode. In order to make
this division systematic, we introduce the concept of a
coupling octave, characterized by the coupling strength
go, where o is the octave number which ranges from 0 to
of [35]. The final octave number of is determined by the
frequency or time resolution that is desired.
For each octave, the full frequency spectrum to be an-
alyzed ranges between a minimum and maximum fre-
quency fmin and fmax. This range is divided into 2
o bins
of equal size, with frequency width ∆f = 2go and time
length ∆t = 1/(4go). The location in time of the bins’
lower edge is t = 1/(4go). One such bin, with go = g, is
highlighted in red in Fig. 3 (a). Note that the highlighted
bin is not centered on the oscillation minimum. This is
because a low-Pe measurement in that area corresponds
to a range of possible coupling strengths, namely, those
for which go/2 ≤ g ≤ go. The resonance mode plotted in
Fig. 3 (a) is at the upper end of this range, and, hence,
at the lower edge of the bin.
The execution of the algorithm is determined by ∆ =
fmax − fmin. The zeroth octave consists of a single bin
which spans the whole spectrum. This width corresponds
to a coupling octave g0 = ∆/2, and therefore to a time,
t = 1/4g0. For the next octave, we divide the width of
the bins by two such that the scan has twice as many bins
as for the previous step. The length of the bins in time
is correspondingly doubled. An example of this division
is shown by the orange grid in Fig. 3 (a).
Explicitly, starting from the zeroth octave o = 0:
1. Divide the frequency range in 2o bins, each with
width 2go = ∆/2
o;
2. Each bin’s time length is t ∈ [1/4go, 1/2go];
3. Take ns swap spectroscopy samples within each of
the 2o bins, sampling uniformly in frequency and
inverse uniformly in time, k ∈ [1 . . . 2o],
fp ∼ U (fmin + 2(k − 1)go, fmin + 2kgo) ,
t ∼ U (2g0, 4go)−1 ,
where the notation X ∼ U(a, b) signifies that X is
drawn randomly from a continuous uniform distri-
bution U between a and b;
4. Increment o and start over for the next octave.
6The total number of bins to be measured depends both
on the size of the spectrum ∆ and the final octave num-
ber of . To set of , we can choose either a maximum time
tof = 1/2gof , or a final frequency resolution ∆fof = 2gof .
Either one of these quantities determine the number of
bins for the final octave through the octave coupling gof .
From the equation above, of = log2(∆/∆fof ); accord-
ingly, the total number of bins is 2of+1−1 = 2∆/∆fof−1.
The total number of points measured is the number of
bins multiplied by the number of samples per bin ns.
For the same resolution, traditional swap spectroscopy
divides the frequency axis in ∆/∆fof points, and the
time axis in tof /∆tmin points, where ∆tmin is the time
resolution. While octave sampling reaches a time resolu-
tion of 1/∆, it would be unfair to compare the traditional
method directly to that number. Instead, we assume that
1/∆tmin is on the order of 100s of MHz, in order to be
able to detect strong couplings, such as those to other
qubits or resonators. The total number of points is then
∆/∆fof × tof /∆tmin = 1/∆tmin×∆/∆f2of . We can thus
see that the number of points with the traditional method
scales as O
(
1/∆f2of
)
, while for octave sampling it scales
as O(1/∆fof ), a square-root improvement.
B. Experimental Results
The result of an experimental implementation of the
octave sampling algorithm is shown in Fig. 3 (b), which
is the efficient version of Fig. 2. The frequency ranges
from fmin = 4.146 GHz to fmax = 5.170 GHz. We choose
a final octave number of = 8. Each bin is color coded ac-
cording to the average excitation probability Pe measured
over ns = 5 samples. We are able to discern the same
features as in Fig. 2, while acquiring much fewer data.
For an equivalent frequency and time resolution, octave
sampling requires an order of magnitude less points than
traditional swap spectroscopy, making it much more ef-
ficient. For a 1024 MHz spectrum divided in 4 MHz, and
the ability to detect oscillations at up to 200 MHz in a
250 ns time interval, traditional swap spectroscopy re-
quires 1024/4× 250/2.5 = 25600 points. The equivalent
octave sampling uses 511 bins; if we take 5 samples per
bin, as in Fig. 3 (b), we need a total of 2555 measure-
ments.
Given the octave sampling results of Fig. 3 (b), we
now intend to determine if there is one or more reso-
nance modes interacting with the qubit. If there are
no resonance modes at all, the qubit does not undergo
any swap, and we should always measure it to be in |e〉
with Pe = 1, notwithstanding T1 decay. Hence, a mea-
surement of Pe < 1 indicates energy loss due to a reso-
nance mode interacting with the qubit.
In practice, however, other spurious experimental ef-
fects can lower the measured Pe below the theoretical
value of one, even in the absence of a resonance mode.
Those include, for instance, energy relaxation, qubit state
preparation, measurement visibility, bin averaging, and
statistical fluctuations. We must therefore set a thresh-
old probability Pt < 1 to account for these effects.
Qubit energy relaxation unavoidably makes the qubit
decay to |g〉. In order to avoid classifying this effect as
a resonance mode, the threshold should be chosen to be
below the T1 decayed qubit excitation at the measure-
ment time tof . Explicitly, we must have Pt < e
−tof /T1 .
The qubit state preparation and measurement visibility
affect the maximum qubit excitation that can be mea-
sured. The threshold must therefore be chosen below
this value. We also need to account for the possibility
that some of the ns samples measured within each bin
do not fall exactly at the oscillation minimum. Thus,
even is there is a TLS visible in a particular bin, it is
likely that Pe > 0. Consequently, we cannot select an
overly low threshold. Finally, since the measurement is a
binomial process, we must account for the variance in Pe.
In order to cope with these issues, we determine a
threshold by inspecting the average excitation of each bin
in Fig. 3 (b). We find the bin with the highest average ex-
citation value, in our experiment max(Pe) = 0.976. This
quantity is a good estimate for the visibility. We then
subtract an empirically selected buffer value of 0.3 to ac-
count for the other effects mentioned above and obtain
the threshold Pt = 0.676.
After setting Pt, the average excitation Pe for each bin
must be compared to it. If for a certain bin Pe < Pt, we
have detected a resonance mode.
Before estimating the coupling parameters, however,
we need to verify whether there are multiple resonance
modes within a frequency-time scan or not. This task
is achieved by considering all bins meeting the condi-
tion Pe < Pt and grouping neighboring bins. If multi-
ple such groups exist, then there are multiple resonance
modes interacting with the qubit. In this case, we must
split the octave data into multiple frequency-time sub-
scans such that there is only one resonance mode per
scan. This procedure is explained in Appendix C. Once
the data is split by resonance mode, the parameter esti-
mates are given by searching for the below-threshold bin
at the lowest octave.
We performed an experiment where a qubit interacts
with three resonance modes, two of which are synthe-
sized with a microwave source and one is an actual res-
onator. As expected, our estimation method detects
three resonance modes. Their estimated frequency and
coupling parameters are reported in Table IV. We pur-
posely choose two of the resonance modes to be close in
frequency to illustrate an important feature of our esti-
mation method: that two distinct resonance modes are
detected as independent modes only if their frequency
separation is at least twice as large as the largest cou-
pling strength and twice as large as the minimum fre-
quency width of the bins. The resonator is character-
ized by a strong coupling coefficient (see Appendix A for
the coupling capacitance). For all three modes, the oc-
tave algorithm estimates the frequency properly, though
7the precision is limited by the bin size. The estimated
coupling strength is given by a range. Obtaining more
precise and accurate results necessitates the online esti-
mation algorithm to be explained in the next section.
TABLE I. Resonances detected after analysis of the octave
sampling data in Fig. 3 (b).
Parameter RM1 RM2 RM3
Octave number 6 7 3
Bin center frequency (GHz) 4.810 4.830 5.106
Bin coupling range (MHz) [4,8] [2,4] [32,64]
V. ONLINE BAYESIAN LEARNING
ALGORITHM
The offline octave sampling algorithm is data efficient
and can be performed from a state of zero knowledge
of the qubit’s spectrum. However, it does not provide
a very accurate estimate of the coupling parameters. To
improve accuracy, we can use the rough estimate given by
the offline method to execute an online Bayesian learning
algorithm and refine the parameters in a very short time.
Given an initial probability distribution over the cou-
pling parameters with a resonance mode, the online al-
gorithm successively selects swap spectroscopy measure-
ment settings to increase knowledge. After the result of
a measurement is recorded, the distribution is updated
according to Bayes’ theorem and a new measurement set-
ting is generated. This procedure is repeated iteratively
until the distribution converges as desired [43].
A. Theoretical Method
The online estimation algorithm is an experimental im-
plementation of the one proposed in Ref. 36. It employs
a particle filter method to efficiently represent the prior
and posterior distributions and compute Bayes’ theorem
at each iteration.
A particle distribution is a discretized representation
of a probability distribution. The denser the distri-
bution in a particular region of the parameter space,
the higher the probability of those parameters being
valid. Here, each particle represents a value for the
coupling parameters (fRM, g) of a resonance mode. At
the beginning of an iteration, we compute the means,
µ(fRM) = 〈fRM〉 and µ(g) = 〈g〉, and standard deviations
σ(fRM) =
√
〈f2RM〉 − 〈fRM〉2 and σ(g) =
√
〈g2〉 − 〈g〉2 of
the prior distribution.
The next step is to perform a single swap spectroscopy
measurement to determine the excited population Pe at
a particular probe frequency fp and time t. These mea-
surement settings are heuristically selected to increase in-
formation gain [36]. In practice, t should scale inversely
with σ(g), while fp should be within a factor of µ(g) on
either side of µ(fRM).
We chose the following measurement settings:
fp =
{
µ(fRM) + r1µ(g) for M ≤M0,
µ(fRM) + cr1σ(fRM) for M > M0,
(3)
t =
{
r2 tanh[a/σ(g)tmax]tmax for M ≤M0,
1+r2
2 tanh[a/σ(g)tmax]tmax for M > M0,
(4)
where a = pi/2, c = 5, r1 is picked from U(−1/2, 1/2)
and r2 is picked from U(0, 1). These parameters are em-
pirical constants determined in Ref. 36, though they were
slightly adjusted for this experiment in order to have a
larger distribution for fp and t when M > M0. Note
that, unlike the method proposed in Ref. 36, we choose to
limit t to a maximum value well under T1. This is done
for the same reason as was explained in Subsec. IV A.
For this purpose, we use the hyperbolic tangent func-
tion as it has a linear behavior for small arguments, such
that tanh(a/σ(g)tmax)tmax ≈ a/σ(g) when σ(g) is large.
After a certain number of iterations M0 = 25, we mod-
ify the heuristic slightly to accelerate convergence. Ini-
tially, we choose probe frequencies coarsely according to
the value of g. Then, as our knowledge improves, σ(fRM)
decreases and can be used to select frequencies in a nar-
rower range around µ(fRM). The factor c here is used
to avoid choosing measurement frequencies too narrowly.
The time t is always weighted by ∼ 1/σ(g), but we bias
the selection to larger values after M0 iterations.
The last step in the iteration is to apply Bayes’ theo-
rem to update our knowledge of the coupling parameters.
We want to obtain the posterior distribution based on
the measurement result Pe(fp, t). This is achieved in two
sub-steps: first, we compute the likelihood of obtaining
the measurement value given each particle’s (fRM, g) pa-
rameters; second, we resample the distribution according
to these likelihoods.
We compute the likelihood from the measurement re-
sult Pe = ne/n, which is the proportion of excited
state outcomes we recorded ne for n individual mea-
surement shots. Since we know the theoretical fraction
that we should expect to measure, P˜e := P˜e(fp, t, fRM, g),
which is given by Eq. 2 in the decoherence-free case[44],
we know that the result is a binomial random vari-
able ne ∼ B(n, P˜e). Accordingly, the likelihood of ob-
taining a particular measurement result given measure-
ment settings (fp, t) and a particle (fRM, g) is the prob-
ability mass function
L(ne|fp, t, fRM, g) =
(
n
ne
)
P˜e
ne
(1− P˜e)(n−ne), (5)
where
(
n
ne
)
is the binomial coefficient.
In effect, we are computing the probability that the
measurement result obtained corresponds to a resonance
mode with coupling parameters (fRM, g). The next step
is to resample the distribution to keep only those param-
eters that are most probable. Although this task can
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FIG. 4. Illustration of a simulated iteration of the online particle filter algorithm with 40000 particles. (a) Given a prior distri-
bution, we heuristically generate measurement settings fp and t meant to increase information. (b) Following the measurement,
the likelihood L of the result is computed for each particle. Note that the values shown on the scale have been normalized. (c)
We apply Bayes’ theorem to determine the posterior distribution. This task is achieved by resampling the particles according
to their likelihoods. The distribution is split in two “clouds”. After resampling, the posterior distribution can be used as the
next iteration’s prior.
be achieved in a variety of ways, the general idea is to
pick particles from the prior at random, weighted by the
likelihood. To avoid duplicate particles in the posterior
distribution, we add normally distributed random noise
proportional to the covariance of the prior. The exact
procedure used in this work is described in Appendix D.
The iteration process is visualized in Fig. 4, allowing
us to understand more intuitively how the particle filter
technique works. If the measurement is useful, i.e., the
resulting likelihood favors a subset of the prior, the pos-
terior distribution is shrunk or filtered, improving knowl-
edge of the parameters. Otherwise, if the likelihood does
not discriminate the particles, the distribution is not
modified significantly. After resampling, the next iter-
ation starts with the last iteration’s posterior as prior.
Compared to octave sampling, the task of the online
Bayesian learning algorithm is simpler since we must al-
ready have knowledge of the presence of an interaction.
The particle filter can therefore fit to the parameters that
are the most likely given the measurements. At the end
of the final iteration, the parameters and their uncer-
tainties are given by the mean and standard deviation of
the particle distribution. If the algorithm converges, the
final particle “cloud” is small, resulting in an estimate
that is accurate: both true and precise. If the algorithm
does not converge, meaning that the final particle cloud
is not tightly concentrated in a single region, running
the experiment again might be necessary. Regenerating
the initial particle distribution via the octave sampling
method could also improve detection performance.
Note that the algorithm does not take into account any
potential errors on the value of the measurement settings.
Therefore, directly taking the standard deviation of the
distribution to be the uncertainty on the estimated pa-
rameters is valid only in the case where there is no uncer-
tainty on the measurement settings. This will generally
not be the case in an experimental setting.
B. Experimental Results
We run the online Bayesian learning algorithm on the
three distributions generated from the octave data for
each detected resonance mode. The generation of those
distributions is discussed in Appendix C. For each mode,
we perform 35 iterations of the algorithm, at which point
the distribution has converged. The runtime of the algo-
rithm for a single resonance mode is approximately 23 s.
We then compute the mean of the distribution after the
final iteration. The results are shown in Table II. As ex-
pected, the parameters of the synthesized modes and of
the measurement resonator are correctly identified. Stan-
dard errors are not shown because the standard deviation
of the particle distribution after the final iteration con-
verges to a small value that is not representative of the
true error. The error must instead be estimated accord-
ing to other potential limitations. For our experiment,
this should be done according to the characteristics of
the flux pulse used to set fp and t. More details can be
found in Appendix B.
To test the performance of the estimation algo-
rithm, we run it 1000 times on the second resonance
mode (RM2) with slightly different initial distributions.
We plot the convergence of the parameters in Fig. 5.
As shown by the histograms, more than 99% of the
runs converge successfully to properly estimate the fre-
quency and coupling strength, with just a few failures.
The average of the parameters after the 35th iteration
is fRM = 4.8301(4) GHz and g = 1.45(9) MHz.
We note that one possible cause of failure is the overes-
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FIG. 5. Performance of the online estimation algorithm over 1000 runs. The total runtime of the experiment is 6.4 h. Each
individual run executes 35 iterations and, thus, 35 measurements, taking ≈ 23 s. Most of the time (60%) is spent acquiring
data. In fact, each measurement comprises 786 shots at a repetition rate of 2 kHz. Most of the leftover time is due to data
transfer and processing. The total computation time for the estimation algorithm is ≈ 1 s.
TABLE II. Estimated parameters for the three resonance
modes detected after running the online Bayesian learning
algorithm. RM1 and RM2 are synthesized modes and RM3
corresponds to the qubit’s measurement resonator.
Parameter RM1 RM2 RM3
fRM (GHz) 4.8114 4.8296 5.0860
g (MHz) 3.352 1.672 43.295
timation of g by an integer multiple; under these condi-
tions, in fact, crests in the oscillations partially overlap.
Other possible causes include variance in the parame-
ters of the qubit itself (our probe). If the frequency of
the qubit changes abruptly, for example due to appear-
ance of a semi-resonantly coupled TLS defect, the flux-
to-frequency calibration becomes invalid; this results in
inaccurate measurement settings [33, 41, 42].
The mean of each of the 1000 initial particle distribu-
tions is distributed uniformly at random within a 10 MHz
and 1.5 MHz range for fRM and g, respectively. Each in-
dividual particle distribution is uniform, with a width
of 15 MHz in fRM and 2.5 MHz in g.
VI. DISCUSSION
Both algorithms presented above depend on a few pa-
rameters that are crucial to their function. For the octave
sampling algorithm, the choice of the frequency range to
be measured is naturally determined by the properties
of the device: superconducting qubits have a limited fre-
quency range within which they operate optimally. For
the device in this work, the upper end of the measure-
ment range fmax simply corresponds to the maximum
attainable frequency. The lower limit fmin is chosen to
be as low as is possible while still being able to con-
trol and measure the qubit. Since we use a resonator
for readout, the farther away the qubit is in frequency
from the resonator, the lower the fidelity of the measure-
ment. Hence, a qubit cannot operate far away from its
readout resonator. Other constraints, e.g., pulse control
bandwidth, might dictate even tighter limits.
A second important parameter for the octave sampling
method is the number of measurements made per bin ns.
In principle, a single high-quality (many shots) measure-
ment of Pe at the center of the bin should be enough.
This would also make for a fair comparison with the tra-
ditional swap spectroscopy technique. However, because
of the efficiency of the octave method, we can afford to
take a few more measurements per bin. This is what we
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have chosen to do, by randomly distributing ns = 5 mea-
surements per bin. Another way to take more than one
sample could be to sample within bins regularly. In either
case, this redundancy serves both to marginally increase
the detection sensitivity (by increasing the resolution),
or to protect against possible statistical fluctuations in
the measurement.
The last parameter we discuss is the number of oc-
taves to be measured, which corresponds to the maxi-
mum time tof , or equivalently, the final frequency res-
olution ∆fof , as explained in Sec. IV A. Generally, this
parameter should be determined by the requirements of
the experiment for which the calibration is made. If a
long gate sequence is needed, e.g., for randomized bench-
marking, detecting weakly coupled RMs is important.
This would not necessarily be the case for shorter exper-
iments, like process tomography. A frequency resolution
∆fof ∼ 1texp , where texp is the length of the experimental
gate sequence, is therefore generally a good choice.
For the particle filter algorithm, the choice of a, c, and
M0 is discussed in Ref. 36. Other parameters of interest
include tmax, and the number of particles to be used.
The time tmax is used in Eq. 4 to restrict the maximum
measurement time t. This is necessary because the qubit
eventually decays to the ground state. To obtain reliable
results, tmax should be set well below T1. Note that
another way to limit the maximum measurement time
would be to replace tanh(a/σ(g)tmax)tmax with a/σ(g)
in Eq. 4 (as in the original proposal), and simply stop
the algorithm once a sufficiently small σ(g) is reached.
The number of particles to be used is constrained
mainly by the performance of the computer running the
resampling procedure and, potentially, numerical accu-
racy issues [45]. As a rule of thumb, at least 10000 par-
ticles should be used; in this work, we have used 40000.
In Sec. IV A, we explained that our method can be
used not only for a simple qubit swap spectroscopy ex-
periment, but also with a double-excitation protocol, to
look for resonances with the |e〉 ↔ |f〉 transition. The
algorithms discussed in this work are, in fact, more gen-
eral than that. As long as the qubit dynamics look like
a chevron pattern, we can use the same methods to effi-
ciently detect the location and estimate the parameters
of the interaction. This is the case, for example, with a
whole class of parametric two-qubit gates, where instead
of varying the probe frequency fp of the qubit, we vary
the frequency of a radio-frequency flux drive applied to
the DC SQUID of a qubit or tunable coupler [46–48].
Finally, we briefly discuss the problem of choosing
qubit operating frequencies. Indeed, once the calibra-
tion showcased in this work has been accomplished and
all resonant couplings have been identified, the goal is
then to make use of the information to optimize per-
formance of a quantum processor. This process is ar-
chitecture dependent. For an array of directly-coupled
superconducting qubits, we want to avoid crosstalk be-
tween neighbor qubits, and minimize interactions with
TLS defects. We therefore need to choose the idle fre-
quencies of all qubits at the same time, taking into ac-
count both wanted and unwanted couplings. Additional
concerns apply for choosing the operating frequencies of
two-qubit gates: we must consider account the frequency
path that the qubits will take during the gate. Having a
qubit cross through a resonance with a TLS, for example,
is not desirable.
While this work does not explain the process needed to
perform this performance optimization (for that see, e.g.
Ref. 49), we emphasize that the runtime improvements of
the offline and online algorithms when compared to tra-
ditional swap spectroscopy enables several advantages.
First, the calibration may be run more often. Second,
the calibration is affordable enough to be run on a larger
spectrum, and so potentially more resonance modes, giv-
ing the frequency optimization process more information
to work with.
VII. CONCLUSION
In conclusion, we explain two methods for the Hamil-
tonian parameter estimation of resonant couplings in the
context of tunable superconducting qubits. The octave
sampling technique can be run without knowledge about
the environment of the qubit, and allows efficient detec-
tion of coupled resonance modes. The parameter estima-
tion algorithm can be performed or omitted depending on
whether a more accurate knowledge of the coupling pa-
rameters is desired. Using these algorithms reduces the
number of measurements needed by a square-root factor
when compared to the traditional method. This trans-
lates to a reduction in runtime by one order of magnitude
in typical conditions.
We experimentally demonstrate both techniques on
an Xmon transmon superconducting qubit and evalu-
ate their performance. We are able to detect the res-
onance with the qubit’s measurement resonator, as well
as with synthesized resonance modes. Overall, we deter-
mine that the methods are efficient, reliable, and readily
automated. We expect this type of calibration to be crit-
ical to the operation of large-scale quantum computers,
superconducting and not. Future work includes integrat-
ing the information we acquire by our methods into a
comprehensive optimization process for selecting the op-
erating frequency of each qubit in a quantum processor.
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Appendix A: Setup and Sample
The sample is a chip comprising two independent
Xmon transmon superconducting qubits which are fabri-
cated with evaporated aluminum on a silicon wafer [30].
We use the qubit on the left side of the chip for the exper-
iments shown in this work. Qubit rotations about an axis
in the XY -plane are controlled by a capacitive microwave
drive, while flux pulses to set the frequency are done via
a low-frequency line inductively coupled to the qubit’s
DC SQUID. Measurement is performed by means of a
high-power readout scheme using a resonator capacitively
coupled to the qubit. Images of an identically-fabricated
chip can be seen in Fig. 6. The package-to-chip connec-
tions are made with the quantum socket, a fully-vertical
packaging method [50].
(a) (b)
(c)
FIG. 6. Images of an identically fabricated sample. (a) Opti-
cal image of the Xmon transmon qubit, with the drive line on
the left, measurement resonator coupler above, and flux bias
line below. (b) Scanning electron microscope (SEM) image
of the DC SQUID. (c) SEM image of a junction made with a
Dolan bridge.
The measurement schematics of the dilution refrigera-
tor, including instrument and wiring details can be found
in Fig. 8. Note that, compared to our previous setup in
Ref. 50, carbon nanotube-based low-pass filters (LPF)
are placed on the microwave lines to prevent infrared
noise [51]. In addition, coaxial lines were installed for
flux biasing. Two lines are used to bias the qubit. One is
meant for pure DC current coming from a battery, while
the other is used for flux pulses made with an arbitrary
waveform generator (AWG). These lines are joined with
a custom-made Eccosorb-based bias tee, which acts as a
LPF for infrared shielding [52].
The parameters of the device used in the experiment
are specified in Table III. Both T1 and T2 fluctuate over
the range of accessible qubit frequencies due to the Pur-
cell effect and flux noise.
TABLE III. Device parameters for the qubit used in the ex-
periment. Cc is the coupling capacitance between the qubit
and its readout resonator. The Hamiltonian parameters are
determined via a fit of the resonator and qubit frequency, and
the qubit anharmonicity.
Parameter Value
EJ 19.614(5) GHz
EC 188.92(5) MHz
fres 5.048 44(3) GHz
Cc 3.371(5) fF
T1 10 to 25 µs
T2 400 ns to 1 µs
Appendix B: Qubit Flux Pulse
Performing swap spectroscopy requires the ability to
set the qubit’s frequency to a desired value fp for a par-
ticular duration. In our experiment, this is done with a
flux pulse applied to the DC SQUID with an AWG. As
shown in Fig. 8, the flux pulse reaches the sample after
going through multiple stages of filtering, attenuation,
and connections. This means that the waveform will be
modified compared to what is generated by the AWG.
In addition, while we control the amplitude of the
pulse, we are ultimately interested in the resulting fre-
quency of the qubit. We therefore need a way to convert
between the amplitude of the flux pulse A and the qubit
frequency fp. This can be done, for example, with pulse
spectroscopy, where we send pi-pulses to the qubit at dif-
ferent frequencies while it is detuned by a flux pulse of
a particular amplitude. The qubit frequency for that
amplitude can then be fit. This is repeated for many
amplitudes in order to get a map between A and fp.
The above considerations mean that the measurement
settings (fp, t) that we select may contain multiple kinds
of potential errors. This must be taken into account when
estimating the coupling parameters with either the offline
or online algorithms.
For example, if fp is higher than the true probe fre-
quency of the qubit due to some systematic error, the re-
sult fRM reported by the online algorithm will be higher
than the true value as well. Similarly, an error on the
value of t will lead to a wrong estimation of g. In prac-
tice, this kind of systematic error is not a major problem
as long as the error is consistent between experiments.
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Appendix C: Details on Octave Analysis
We explain here the method employed to (1) split the
raw octave data into spectra containing a single RM, if
any, and (2) generate a particle distribution from spectra
containing a single RM.
As explained in the main text, we want to make sure
that there is only a single resonance in the data when we
estimate a frequency and coupling strength. If there are
no resonance, or if there is more than one, the particle
distribution that we generate is nonsensical. We there-
fore need to check for bins below the threshold, and split
the data accordingly.
To identify resonances, we start from the deepest oc-
tave (the one corresponding to the longest time), and look
for bins with average excitation below the threshold. If
there are multiple consecutive bins below the threshold,
we keep only the one with the lowest excitation.
This gives us a list of independent peaks found in the
data. We then go to the next deepest octave and perform
the same thresholding. At this point it is possible that,
if any resonance was found in the previous octave, a bin
corresponding to the same resonance is found as well. If
that is the case, we keep only the lower octave (shorter
time) bin information.
We continue this procedure until the zeroth octave,
at which point we are left with the smallest octave (the
lowest time) bin for every resonance detected. To split
the spectrum, we simply cut the data at the midpoint
of each detected resonance. If this cut happens to fall
within a bin, we slice the bin in two, making sure to keep
track of each part’s proportion. For the data in Fig. 3 (b),
we detected three resonances, tabulated in Table I.
Following this procedure, we can restrict ourselves to a
frequency-time scan containing a single resonance mode.
We can specify a discrete distribution representing our
knowledge of the frequency and coupling parameters be-
tween the qubit and the resonance mode. We thus choose
all the bins below threshold and weigh them following
a heuristic procedure to find how much below threshold
they are. This allows us to draw a particle distribution
associated with the bins as explained in the following.
Each particle represents a frequency—coupling-
strength pair. We choose a bin according to its weight
and generate a particle within it. In this experiment,
the weight of each bin is chosen to be proportional to
max(Pe) − Pe. Thus, bins for which the average ex-
citation Pe is low have a high weight. The frequency
of the generated particle is chosen uniformly at random
within the bin bounds and its coupling strength is se-
lected from U (∆o, 2∆o), where ∆o is the bin width. We
then repeat this procedure to generate a full distribution.
The three resulting distributions can be seen in Fig. 7,
with their statistics tabulated in Table IV. We use a dis-
tribution comprising 40000 particles, though this num-
ber can be adjusted depending on the capabilities of the
computer controlling the experiment. These particle dis-
tributions can be used as the starting point for the online
algorithm discussed in Sec. V.
TABLE IV. Frequency and coupling parameters for three res-
onance modes computed from the data in Fig. 3 (b) which
was obtained with the offline octave sampling algorithm.
Parameter RM1 RM2 RM3
fRM (GHz) 4.811(4) 4.830(2) 5.088(42)
g (MHz) 3(2) 2(1) 4(7)
4.800 4.900 5.000 5.100 5.200
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FIG. 7. Initial particle distribution generated from the octave
data in Fig. 3 (b) after splitting the spectrum in three parts.
Appendix D: Bayesian Resampling Procedure
The exact resampling procedure is described in detail
in Chap. 2 of Ref. 35. We reproduce a shortened version
here for completeness.
As inputs, we require the particle locations, as an ar-
ray of frequency—coupling-strength pairs, in addition to
their likelihoods, as computed in the main article. Note
that the likelihoods must be normalized to sum to unity,
at which point they become weights. This normalization
ensures that the weights array is a valid discrete proba-
bility distribution that can be drawn from.
The algorithm then draws particles from the input dis-
tribution according to the weights, and, from the posi-
tion of the particles drawn, generate new ones by adding
“noise”. This prevents having duplicates in the output
distribution, even if a particle from the input is drawn
multiple times. The resampling algorithm is shown in
15
pseudocode in Alg. 1.
Algorithm 1: Particle Resampling
Input: Array of particle positions {~xk}
Input: Array of particle weights {wk}
Output: New particle positions {~yk}
Function resample({~xk},{wk})
a = 0.98
~µ = mean({~xk})
~Σ = (1− a2)cov({~xk})
for i ∈ 1 : n do
l = rand(Discrete({wk}))
~µl = a~xl + (1− a)~µ
~yi = rand(Normal(~µl, ~Σ))
end
return {~yk}
end
Note that the particle at index i in the {~xk} array
has its corresponding weight at the same index in the
{wk} array. In addition, the amount of noise added to
the position of the particle drawn is controlled by the
spread of the input distribution, quantified by taking the
covariance. For more details, see Ref. 35.
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FIG. 8. Dilution refrigerator wiring schematics. The sample is mounted in an aluminum package at the mixing chamber stage
of a dilution refrigerator, at a temperature of approximately 10 mK. We use a dedicated microwave line to drive the qubit.
Two coaxial lines are joined at the mixing chamber for the flux biasing of the DC SQUID. We use a homodyne readout setup,
with the in-phase quadrature (IQ) mixers configured for image rejection.
