Abstract. For H 1 bounded sequences, we introduce a technique, related to the Kade c-Pe lczynski -decomposition for L 1 sequences, that allows us to prove compactness theorems. Roughly speaking, a bounded sequence in H 1 can be split into two sequences, one of which is weakly compact, the other forms the singular part. If the martingales are continuous then the singular part tends to zero in the semi-martingale topology. In the general case the singular parts give rise to a process of bounded variation. The technique allows to give a new proof of the optional decomposition theorem in Mathematical Finance.
Introduction
Without any doubt, one of the most fundamental results in analysis is the theorem of Heine-Borel:
1.1 Theorem. From a bounded sequence (x n ) n 1 2 I R d we can extract a convergent subsequence (x n k ) k 1 .
If we pass from I R d to in nite-dimensional Banach spaces X this result does not hold true any longer.
But there are some substitutes which often are useful. The following theorem can be easily derived from the Hahn-Banach theorem and was wellknown to S. Banach and his contemporaries. (see DRS93] for related theorems)
1.2 Theorem. Given a bounded sequence (x n ) n 1 in a re exive Banach space X (or, more generally, a relatively weakly compact sequence in a Banach space X) we may nd a sequence (y n ) n 1 of convex combinations of (x n ) n 1 , y n 2 conv(x n ; x n+1 ; : : : ); which converges with respect to the norm of X.
Note | and this is a \Leitmotiv" of the present paper | that, for sequences (x n ) n 1 in a vector space, passing to convex combinations usually does not cost more than passing to a subsequence. In most applications the main problem is to nd a limit x 0 2 X and typically it does not matter whether x 0 = lim k x n k for a subsequence (x n k ) k 1 or x 0 = lim n y n for a sequence of convex combinations y n 2 conv(x n ; x n+1 ; : : : ).
If one passes to the case of non-re exive Banach spaces there is -in general -no analogue to theorem 1.2 pertaining to any bounded sequence (x n ) n 1 , the main obstacle being that the unit ball fails to be weakly compact. But sometimes there are Hausdor topologies on the unit ball of a (non-re exive) Banach space which have some kind of compactness properties. A noteworthy example is the Banach space L 1 ( ; F; P) and the topology of convergence in measure.
1.3 Theorem. Given a bounded sequence (f n ) n 1 2 L 1 ( ; F; P) then there are convex combinations g n 2 conv(f n ; f n+1 ; : : : ) such that (g n ) n 1 converges in measure to some g 0 2 L 1 ( ; F; P).
The preceding theorem is a somewhat vulgar version of Komlos' theorem Ko67] . Note that Komlos' result is more subtle as it replaces the convex combinations (g n ) n 1 by the Cesaro-means of a properly chosen subsequence (f n k ) k 1 of (f n ) n 1 . But the above \vulgar version" of Komlos' theorem has the advantage that it extends to the case of L 1 ( ; F; P; E) for re exive Banach spaces E as we shall presently see (theorem 1.4 below), while Komlos' theorem does not. (J. Bourgain Bo 79] proved that the precise necessary and su cient condition for the Komlos theorem to hold for E-valued functions is that L 2 ( ; F; P; E) has the Banach-Saks property;
compare G80] and S81]).
Here is the vector-valued version of theorem 1.3:
1.4 Theorem. If E is a re exive Banach space and (f n ) 1 n=1 a bounded sequence in L 1 ( ; F; P; E), we may nd convex combinations g n 2 conv(f n ; f n+1 ; : : : ) and g 0 2 L 1 ( ; F; P; E) such that (g n ) n 1 converges to f 0 almost surely, i.e., lim n!1 kg n (!) ? g 0 (!)k E = 0 for a.e. ! 2 :
The preceding theorem seems to be of folklore type and to be known to specialists for a long time (compare also DRS93]). Let us have a closer look at what is really happening in theorems 1.3 and 1.4 above by following the lines of Kade c and Pe lczinsky KP65]. These authors have proved a remarkable decomposition theorem which essentially shows the following (see th. 2.1 below for a more precise statement): Given a bounded sequence (f n ) 1 n=1 in L 1 ( ; F; P) we may nd a subsequence (f n k ) 1 k=1 which may be split into a \regular" and a \singular" part, f n k = f r n k + f s n k , such that (f r n k ) k 1 is uniformly integrable and (f s n k ) k 1 tends to zero almost surely. Admitting this result, theorem 1.3 becomes rather obvious: As regards the \regular part" (f r n k ) k 1 we can apply th. 1.2 to nd convex combinations converging with respect to the norm of L 1 and therefore in measure. As regards the \singular part" (f s n k ) k 1 we do not have any problems as any sequence of convex combinations will also tend to zero almost surely. A similar reasoning allows to deduce the vector-valued case (th. 1.4 above) from the Kade c-Pe lczynski decomposition result (see section 2 below).
After this general prelude we turn to the central theme of this paper. Let (M t ) t2I R+ be an I R d -valued c adl ag local martingale based on ( ; F; (F t ) t2I R+ ; P) and (H n ) n 1 a sequence of M-integrable processes, i.e., predictable I R d real-valued stochastic processes such that the integral (H n M) t = Z t 0 H n u dM u makes sense for every t 2 I R + , and suppose that the resulting processes ((H n M) t ) t2I R+ are martingales.
The theme of the present paper is: Under what conditions can we pass to a limit H 0 ? More precisely: by passing to convex combinations of (H n ) n 1 (still denoted by H n ) we would like to insure that the sequence of martingales H n M converges to some martingale N which is of the form N = H 0 M.
Our motivation for this question comes from applications of stochastic calculus to Mathematical Finance where this question turned out to be of crucial relevance. For example, in the work of the present authors as well as in the recent work of D. Kramkov ( DS 94], K 95]) the passage to the limit of a sequence of integrands is the heart of the matter. We shall come back to the applications of the results obtained in this paper to Mathematical Finance in section 5 below. Let us review some known results in the context of the above question. The subsequent theorem 1.5, going back to the foundations of stochastic integration given by Kunita and Watanabe KW 67] , is a straightforward consequence of the Hilbert space isometry of stochastic integrands and integrals (see, e.g., P90], p. 153 for the real-valued and Jacod Ja80] for the vector valued case).
1.5 Theorem. (Kunita { Watanabe) Let (H n ) n 1 be a sequence of M-integrable predictable stochastic processes such that each (H n M) is an L 2 -bounded martingale and such that the sequence of random variables ((H n M) 1 ) n 1 converges to a random variable f 0 2 L 2 ( ; F; P) with respect to the norm of L 2 .
Then there is an M-integrable predictable stochastic process H 0 such that H 0 M is an L 2 -bounded martingale and such that (H 0 M) 1 = f 0 .
It is not hard to extend the above theorem to the case of L p for 1 < p 1. But the extension to p = 1 is a much more delicate issue which has been settled by M. Yor Y 78] , who proved the analogue of theorem 1.5 for the case of H 1 and L 1 .
1.6 Theorem. (Yor) Let (H n ) n 1 be a sequence of M-integrable predictable stochastic processes such that each (H n M) is an H 1 -bounded (resp. a uniformly integrable) martingale and such that the sequence of random variables ((H n M) 1 ) 1 n 1 converges to a random variable f 0 2 H 1 ( ; F; P) (resp. f 0 2 L 1 ( ; F; P)) with respect to the H 1 -norm (resp. L 1 -norm); (or even only with respect to the (H 1 ,BMO) (resp. (L 1 ; L 1 )) topology). is only assumed to be a semi-martingale and not necessarily a local martingale and which also allows to pass to a limit H 0 M of a Cauchy sequence H n M of M-integrals (w.r. to the semimartingale topology). All these theorems are closedness results in the sense that, if (H n M) is a Cauchy-sequence with respect to some topology, then we may nd H 0 such that (H 0 M) equals the limit of (H n M). The aim of our paper is to prove compactness results in the sense that, if (H n M) is a bounded sequence in the martingale space H 1 , then we may nd a subsequence (n k ) k 1 as well as decompositions H n k = r K k + s K k so that the sequence r K k M is relatively weakly compact in H 1 and such that the singular parts s K k M hopefully tend to zero in some sense to be made precise. The regular parts r K k M then allow to take convex combinations that converge in the norm of H 1 .
It turns out that for continuous local martingales M the situation is nicer (and easier) than for the general case of local martingales with jumps. We now state the main result of this paper, in its continuous and in its general version (theorem A and B below).
1.7 Theorem A. Let (M n ) n 1 be an H 1 -bounded sequence of real-valued continuous local martingales.
Then we can select a subsequence, which we still denote by (M n ) n 1 , as well as an increasing sequence of stopping times (T n ) n 1 , such that P T n < 1] tends to zero and such that the sequence of stopped processes ? (M n M tend to zero in a stationary way, i.e. for almost each ! 2 the set ft j 9 n n 0 ; K n t 6 = 0g becomes empty for large enough n 0 . As a result we immediately derive that the sequence K n M tends to H 0 M in the semi-martingale topology.
If the local martingale M is not continuous the situation is more delicate. In this case we cannot obtain a limit of the form H 0 M and also the decomposition is not just done by stopping the processes at well selected stopping times.
1.8 Theorem B. Let M be an I R d -valued local martingale and (H n ) n 1 be a sequence of M-integrable predictable processes such that (H n M) n 1 is an H 1 bounded sequence of martingales.
Then there is a subsequence, for simplicity still denoted by (H n ) n 1 , an increasing sequence of stopping times (T n ) n 1 , a sequence of convex combinations L n = P k n n k H k as well as a sequence of predictable sets (E n ) n 1 such that
(1) E n 0; T n ] ] and T n increases to 1, If, in addition, the set f (H n M) ? T j n 2 N; T stopping timeg resp. fj (H n M) T j j n 2 N; T stopping timeg is uniformly integrable, e.g. there is an integrable function w 0 such that (H n M) ?w resp. j (H n M)j w; a.s. then the process (Z t ) t2I R+ is decreasing (resp. vanishes identically).
For general martingales, not necessarily of the form H n M for a xed local martingale M, we can prove the following theorem:
1.9 Theorem C. Let (M n ) n 1 be an H 1 -bounded sequence of I R d -valued martingales. Then there is a subsequence, for simplicity still denoted by (M n ) n 1 and an increasing sequence of stopping times (T n ) n 1 with the following properties:
(1) T n increases to 1, (2) the martingales N n = (M n ) Tn ? M Tn 1 Tn;1 + C n form a relatively weakly compact sequence in H 1 . Here C n denotes the compensator (dual predictable projection) of the process M Tn 1 Tn;1 , (3) there are convex combinations P k n k n N k that converge to an H 1 , martingale N 0 in the norm of H 1 (4) there is a c adl ag optional process of nite variation Z such that almost everywhere for each t 2 I R:
If, in addition, the set f (M n ) ? T : n 2 N; T stopping timeg resp. fj (M n ) T j : n 2 N; T stopping timeg is uniformly integrable, e.g. there is an integrable function w 0 such that (M n ) ?w resp. j (M n )j w; a.s. then the process (Z t ) t2I R+ is decreasing (resp. vanishes identically).
Let us comment on these theorems. Theorem A shows that in the continuous case we may cut o some "small" singular parts in order to obtain a relatively weakly compact sequence ((M n ) Tn ) 1 n 1 in H 1 . By taking convex combinations we then obtain a sequence that converges in the norm of H 1 . The singular parts are small enough so that they do not in uence the almost sure passage to the limit. Note that | in general | there is no hope to get rid of the singular parts. Indeed, a Banach space E such that for each bounded sequence (x n ) n 1 2 E there is a norm-convergent sequence y n 2 conv(x n ; x n+1 ; : : : ) is re exive; and, of course, H 1 is only re exive if it is nite-dimensional. parts (V n ) n 1 we cannot assert that they tend to zero. Nevertheless there is some control on these processes. We may assert that the processes (V n ) n 1 tend, in a certain pointwise sense, to a process (Z t ) t2I R+ of integrable variation. We shall give an example (section 3 below) which illustrates that in general one cannot do better than that. But under special assumptions, e.g., one-sided or two-sided bounds on the jumps of the processes (H n M), one may deduce certain features of the process Z (e.g., Z being monotone or vanishing identically). It is precisely this latter conclusion which has applications in Math- 
Notations and Preliminaries
We x a ltered probability space ( ; F; (F t ) t2I R+ ; P), where the ltration (F t ) t2I R+ satis es the \usual assumptions" of completeness and right continuity. We also assume that F equals F 1 . In principle, the letter M will be reserved for a c adl ag I R d -valued local martingale. We assume that M 0 = 0 to avoid irrelevant di culties at t = 0.
We denote by O (resp. P) the sigma-algebra of optional (resp. predictable) subsets of I R + . We now state and prove the result of Kade c-Pe lczynski KP65] in a form that will be useful in the rest of our paper.
Theorem. (Kade c-Pe lczynski )
If (f n ) n 1 is an L 1 bounded sequence in the positive cone L 1 + ( ; F; P), and g is a nonnegative integrable function, then there is a subsequence (n k ) k 1 as well as an increasing sequence of stricly positive numbers ( k ) k 1 such that k tend to 1 and (f n k^( k (g + 1))) k 1 is uniformly integrable. The sequence (f n k^( k (g + 1))) k 1 is then relatively weakly compact by the Dunford-Pettis theorem.
Proof. We adapt the proof of KP 65]. Without loss of generality we may suppose that the sequence (f n ) n 1 is bounded by 1 but not uniformly integrable, i.e. E f n ] 1; ( ) = sup n E f n ? f n^ (g + 1)] < 1; 0 < (1) = inf >0 ( ) (it is an "easy" exercise to show that (1) = 0 implies uniform integrability). For k = 1 and 1 = 1 we select n 1 so that E f n1 ? f n1^ 1 (g + 1)] > (1)=2. Having chosen n 1 ; n 2 ; : : : ; n k?1 as well as 1 ; 2 ; : : : ; k?1 we put k = 2 k?1 and we select n k > n k?1 so that E f n k ? f n k^ k (g + 1)] > (1 ?
2 ?k ) (1). The sequence (f n k^ k (g + 1)) k 1 is now uniformly integrable. To see this, let us x K and let k(K) be de ned as the smallest number k such that k > K. Clearly k(K) ! 1 as K tends to 1.
For l < k(K) we then have that f n l^ l (g + 1) = f n l^ l (g + 1)^K(g + 1), whereas for l k(K) we have
The latter expression clearly tends to 0 as K ! 1.
q.e.d.
Corollary. If the sequence k is such that f n k^ k (g + 1) is uniformly integrable, then there also exists a sequence k such that k k tends to in nity and such that the sequence f n k^ k (g + 1) remains uniformly integrable.
Proof. In order to show the existence of k we proceed as follows. The sequence
tends to zero in L 1 (P), since the sequence f n k^ k (g +1) is uniformly integrable and P f n k k (g +1)]
1 k ! 0. Let now k be a sequence that tends to in nity but so that k h k still tends to 0 in L 1 (P). If we de ne k = k k we have that f n k^ k (g + 1) f n k^ k (g + 1) + k h k and hence we obtain the uniform integrability of the sequence f n k^ k (g + 1).
Remark. In most applications of the Kade c-Pe lczynski decomposition theorem, we can take g = 0. However in section 4, we will need the easy generalisation to the case where g is a nonzero integrable nonnegative function. The general case can in fact be reduced to the case g = 0 by replacing the functions f n by f n =(g + 1) and by replacing the measure P by the probability measure Q de ned as dQ = (g+1)
E g+1] dP. Remark. We will in many cases drop indices like n k and simply suppose that the original sequence (f n ) n 1 already satis es the conclusions of the theorem. In most cases such passing to a subsequence is allowed and we will abuse this simpli cation as many times as possible.
Remark. The sequence of sets ff n > n (g + 1)g is, of course, not necessarily a disjoint sequence. In case we need two by two disjoint sets we proceed as follows. By selecting a subsequence we may suppose that P n>k P f n > n (g + 1)] " k , where the sequence of strictly positive numbers (" k ) k 1 is chosen in such a way that R B f k dP < 2 ?k whenever P B] < " k . It is now easily seen that the sequence of sets (A n ) n 1 de ned by A n = ff n > n (g + 1)g n S k>n ff k > k (g + 1)g will do the job.
As a rst application of the Kade c-Pe lczynski decomposition we prove the vector-valued Komlos-type theorem stated in the introduction:
1.4 Theorem. If E is a re exive Banach space and (f n ) 1 n 1 a bounded sequence in L 1 ( ; F; P; E) we may nd convex combinations g n 2 conv(f n ; f n+1 ; : : : ) and g 0 2 L 1 ( ; F; P; E) such that (g n ) n 1 converges to g 0 almost surely, i.e., lim n!1 kg n (!) ? g 0 (!)k E = 0 for a.e. ! 2 :
Proof. By the remark made above there is a subsequence, still denoted by (f n ) n 1 as well as a sequence (A n ) n 1 of mutually disjoint sets such that the sequence kf n k1 A c n is uniformly integrable. By a well known theorem on L 1 ( ; F; P; E) of a re exive space E, DU77], see also DRS93], the sequence (f n 1 A c n ) n 1 is therefore relatively weakly compact in L 1 ( ; F; P; E). Therefore (see theorem 1.2 above) there is a sequence of convex combinations h n 2 convff n 1 A c n ; f n+1 1 A c n+1 ; : : : g, h n = P k n k n f k 1 A c k such that h n converges to a function g 0 with respect to the norm of L 1 ( ; F; P; E). Since the sequence f n 1 An converges to zero a.s. we have that the sequence g n = P k n k n f k converges to g 0 in probability. If needed one can take a further subsequene that converges a.s., i.e., kg n (!) ? g 0 (!)k E tends to zero for almost each !.
The preceding theorem allows us to give an alternative proof of lemma 4.2 in Kramkov, K95].
2.2 Lemma. Let (N n ) n 1 be a sequence of adapted c adl ag stochastic processes, N n 0 = 0, such that
Then there is a sequence R n 2 conv(N n ; N n+1 : : : ) and an adapted c adl ag stochastic process Z = (Z t ) t2I R+ such that E var Z] 1 and such that almost surely the measure dZ t , de ned on the Borel sets of I R + , is the weak limit of the sequence dR n t . In particular we have that
Proof. We start the proof with some generalities of functional analysis that will allow us to reduce the statement to the setting of theorem 1.4.
The space of nite measures M on the Borel sets of I R + is the dual of the space C 0 of continuous functions on I R + = 0; 1 , tending to zero at in nity. If (f k ) 1 k=1 is a dense sequence in the unit ball of C 0 , then for bounded sequences ( n ) n 1 in M, the weak convergence of the sequence n is equivalent to the q.e.d.
Remark. If we want to obtain the process Z as a limit of a sequence of processes then we can proceed as follows. Using once more convex combinations together with a diagonalisation argument, we may suppose that R n s converges a.s. for each rational s. In this case we can write that a.s. Z t = lim s! > t;s2Q lim n!1 R n s . We will use such descriptions in section 4 and 5.
Remark. Even if the sequence N n consists of predictable processes, the process Z need not be predictable. Take e.g. T a totally inaccessible stopping time and let N n describe the point mass at T + 1 n . Clearly this sequence tends, in the sense described above, to the process 1 T;1 , i.e. the point mass concentrated at time T. Also in general, there is no reason that the process Z should start at 0.
Remark. It might be useful to observe that if T is a stopping time such that Z is continuous at T, i.e. Z T = 0, then a.s. Z T = lim R n T .
We next recall well known properties on weak compactness in H 2.4 Theorem. If (N n ) n 1 is a relatively weakly compact sequence in H 1 , if (H n ) n 1 is a uniformly bounded sequence of predictable processes with H n ! 0 pointwise on I R + , then H n N n tends weakly to zero in H 1 .
Proof. We may and do suppose that jH n j 1 and kN n k H 1 1 for each n. For each n and each " > 0, we de ne E n as the predictable set E n = fjH n j > "g. We split the stochastic integrals H n N n as
(1 E nH n ) N n + ? 1 (E n ) cH n N n . We will show that the rst terms form a sequence that converges to 0 weakly. Because obviously k ? 1 (E n ) cH n N n k H 1 ", the theorem follows.
From the previous theorem it follows that the sequence (H n 1 E n N n ) n 1 is already weakly relatively compact in H 1 . Clearly 1 E n ! 0 pointwise. It follows that F n = k n E n decreases to zero as n tends to 1. Let 2.7 Corollary. If X n is a sequence of H 1 martingales such that kX n k H 1 is bounded and such that (X n ) 1 tends to zero in probability, then X n ; X n ] 1 tends to zero in probability.
In fact, for each p < 1, (X n ) 1 as well as X n ; X n ] (2) H n M; H n M] 1 ! 0 in probability.
Proof. Fix a collection ((" n;k ) 2 n?1 k=1 ) n 1 of independent random variables, " n;k = ?2 ?n with probability (1 ? 4 ?n ) 2 n (1 ? 4 ?n ) with probability 4 ?n so that E " n;k ] = 0. We construct a martingale M such that at times t n;k = 2k ? 1 2 n ; n 2 N; k = 1; : : : ; 2 n?1 ; M jumps by a suitable multiple of " n;k , e.g. M t = X (n;k):t n;k t
we obtain, for xed n 2 N, (H n M) t = X k:t n;k t " n;k so that H n M is constant on the intervals 2k?1 2 n ; 2k+1 2 n and, on a set of probability bigger that 1 ? 2 ?n , H M equals ? k 2 n on the intervals 2k?1 2 n ; 2k+1 2 n . Also on a set of probability bigger than 1 ? 2 ?n we have that H n M; H n M] 1 = P 2 n?1 k=1 .
From the Borel-Cantelli lemma we infer that, for each t 2 0; 1], the random variables (H n M) t converge almost surely to the constant function ?t=2 and that H n M; H n M] 1 tend to 0 a.s., which proves the nal assertions of the above claim.
We still have to estimate the H 1 -norm of H n M: 3.2 Remark. What is the message of the above example? First note that passing to convex combinations (K n ) n 1 of (H n ) n 1 does not change the picture: we always end up with a sequence of martingales (K n M) n 1 bounded in H 1 and such that the pointwise limit equals Z t = ?t=2. Of course, the process Z is far from being a martingale.
Hence, in the setting of theorem B, we cannot expect (contrary to the setting of theorem A) that the sequence of martingales (K n M) n 1 converges in some pointwise sense to a martingale. We have to allow that the singular parts s K n M converge (pointwise a.s.) to some process Z; the crucial information about Z is that Z is of integrable variation and | in the case of jumps uniformly bounded from below as in the preceding example | decreasing. 4 . A substitute of compactness for bounded subsets of H 1 :
The rst part of this section is devoted to the proof of theorems A,B and C. By (M n ) n 1 we denote a bounded sequence in H 1 . Without loss of generality we may suppose that kM n k H 1 1 for all n. By the Davis' inequality this implies the existence of a constant c < 1 such that for all n: E (M n ) ] c. From the Kade c-Pe lczynski decomposition theorem we deduce the existence of a sequence ( n ) n 1 , tending to 1 and such that (M n ) ^ n is uniformly integrable. The reader should note that we replaced the original sequence by a subsequence. Passing to a subsequence once more also allows to suppose that P 1 n < 1.
For each n we now de ne n = infft j jM n t j > n g: Clearly P n < 1] c n for some constant c. If we let T n = inf k n k we obtain an increasing sequence of stopping times (T n ) n 1 such that P T n < 1] P k n c k and hence tends to zero. Let us now start with the case of continuous martingales. a. Proof of theorem A. The M n are continuous Because of the de nition of the stopping times T n , we obtain that ((M n ) Tn ) (M n ) ^ n and hence the sequence ((M n ) Tn ) n 1 forms a relatively weakly compact sequence in H 1 . Also the maximal functions of the remaining parts M n ? (M n Corollary. If (M n ) n 1 is a sequence of continuous H 1 martingales such that sup n kM n k H 1 < 1 and M n 1 ! 0 in probability, then M n tends to zero in the semi-martingale topology. As a consequence we have that (M n ) ! 0 in probability.
Proof. Of course we may take subsequences in order to prove the statement. So let us take a subsequence as well as stopping times as described in theorem A. The sequence (M n ) Tn is weakly relatively compact in H 1 and since M n Tn tends to zero in probability (because P T n < 1] tends to zero and M n 1 tends to zero in probability), we easily see that M n Tn tends to zero in L 1 . Doob's maximum inequality then implies that (M n ) Tn tends to zero in probability. It is then obvious that also (M n ) tends to zero in probability.
Because (M n ) Tn tends to zero in probability and because this sequence is uniformly integrable, we deduce that the sequence (M n ) Tn tends to zero in H 1 . The sequence M n therefore tends to zero in the Remark. That we actually need that the sequence M n is bounded in H 1 , and not just in L 1 , is illustrated in the following \negative" result.
Lemma. Suppose that (M n ) n 1 is a sequence of continuous, nonnegative, uniformly integrable martingales such that M n 0 = 1 and such that M n 1 ! 0 in probability. Then kM n k H 1 ! 1. Proof. For > 1 we de ne n = infft j M n t > g. Since
we easily see that lim n!1 P n < 1] = 1= . It follows from the Davis' inequality that lim n kM n k H 1 c lim n
Remark. There are two cases where theorem A can easily be generalised to the setting of H 1 martingales with jumps. Let us describe these two cases separately. The rst case is when the set f M n j n 1; a stopping timeg is uniformly integrable. Indeed, usng the same de nition of the stopping times T n we arrive at the
Because of the hypothesis on the uniform integrability of the jumps and by the selection of the sequence n we may conclude that the sequence (M n ) Tn n 1 is relatively weakly compact in H 1 . The corollary generalises in the same way. The other generalisation is when the set fM n 1 j n 1g is uniformly integrable. In this case the set fM n j n 1; a stopping timeg is, as easily seen, also uniformly integrable. The maximal function of the stopped martingale (M n ) Tn is bounded by (M n ) Tn max ? (M n ) ^ n ; M n Tn :
It is then clear that they form a uniformly integrable sequence. It is this situation that arises in the proof of M. Yor's theorem.
b. Proof of theorem C. We again turn to the general situation. In this case we cannot conclude that the stopped martingales (M n ) Tn form a relatively weakly compact set in H 1 . Indeed the size of the jumps at times T n might be too big. In order to remedy this situaton we will compensate these jumps in order to obtain martingales that have \smaller" jumps at these stopping times T n . For each n we denote by C n the dual predictable projection of the process ( M n ) Tn 1 Tn;1 . The process C n is predictable and has integrable variation
The Kade c-Pe lczynski decomposition 2.1 above yields the existence of a sequence n tending to 1, P n 1 1 n < 1 and such that (var C n )^ n forms a uniformly integrable sequence (again we replaced the original sequence by a subsequence). For each n we now de ne the predictable stopping time n as n = infft j var C n t n g: Because the process C n stops at time T n we necessarily have that n T n on the set f n < 1g.
We remark that when X is a martingale and when is a predictable stopping time, then the process stopped at ? and de ned by X ? t = X t for t < and X ? t = X ? for t , is still a martingale.
Let us now turn our attention to the sequence of martingales N n = ? (M n ) Tn ? ? ( M n ) Tn 1 Tn;1 ? C n n? :
The processes N n can be rewritten as N n = (M n ) Tn n ? ( (M n )) n 1 n;1 ? ( M n ) Tn 1 f n=1g 1 Tn;1 + (C n ) n? ;
or which is the same:
N n = (M n ) Tn^ n ? ( (M n )) Tn^ n 1 Tn^ n;1 + (C n ) n? :
The maximal functions satisfy (N n ) (M n ) ^ n + (var C n )^ n and hence form a uniformly integrable sequence. It follows that the sequence N n is a relatively weakly compact sequence in H 1 . Using the appropriate convex combinations will then yield a limit M 0 in H 1 .
The problem is that the di erence between M n and N n does not tend to zero in any reasonable sense as shown by example 3.1 above. Let us therefore analyse this di erence:
M n ? N n = M n ? (M n ) Tn^ n + ( M n ) Tn^ n 1 Tn^ n;1 ? (C n ) n? :
The maximal function of the rst part M n ? (M n ) Tn^ n ;
tends to zero a.s. because of P T n < 1] and P n < 1] both tending to zero. The same argument yields that the maximal function of the second part ? ( M n ) Tn^ n 1 Tn^ n;1 also tends to zero. The remaining part is (?C n ) n? . Applying theorem 2.2 then yields convex combinations that converge in the sense of theorem 2.2 to a c adl ag process of nite variation Z.
Summing up, we can nd convex coe cients ? k n k n such that the martingales P k n k n N n will converge in H 1 -norm to a martingale M 0 and such that, at the same time, P k n k n C n converge to a process of nite variation Z, in the sense described in lemma 2.2. In the case where the jumps M n are bounded below by an integrable function w, or more generally when the set n (M n ) ? j n 1 stopping time o is uniformly integrable, we do not have to compensate the negative part of these jumps. So we replace ( M n ) T n by the more appropriate (( M n ) T n) + . In this case their compensators C n are increasing and therefore the process Z is decreasing.
The case where the jumps form a uniformly integrable family is treated in the remark after the proof of theorem A. The proof of theorem C is therefore completed.
q.e.d. This situation requires, as we will see, some extra work. We start the construction as in the previous case but this time we work with the square functions instead of the maximal functions.
Without loss of generality we may suppose that M is an H 1 -martingale. Indeed let ( n ) n 1 be a sequence of stopping times that localises the local martingale M in such a way that the stopped martingales M n are all in H 1 . Take now a sequence of strictly positive numbers a n such that P n a n kM n k H 1 < 1, put 0 = 0 and replace M by the H 1 -martingale: X n 1 a n (M n ? M n?1 ) :
The integrands have then to be replaced by the integrands In conclusion, we may assume w.l.g., that M is in H 1 .
Also without loss of generality we may suppose that the predictable integrands are bounded. Indeed for each n we can take n big enough so that k ? H n 1 fjH n j ng Mk H 1 < 2 ?n :
It is now clear that it is su cient to prove the theorem for the sequence of integrands H1 fkH n k ng . So we suppose that for each n we have jH n j n .
We apply the Kade c-Pe lczynski construction of theorem 2.1 with the function g = (T race( M; M] 1 )) 1=2 .
Without changing the notation we pass to a subsequence and we obtain a sequence of numbers n , tending to 1, such that the sequence H n M; H n M] 1=2 1^ n ((T race( M; M] 1 )) 1=2 + 1) is uniformly integrable.
The sequence of stopping times T n is now de ned as:
In the general case the sequence of jumps (H n M n ) Tn is not uniformly integrable and so we have to eliminate the big parts of these jumps. But this time we want to stay in the framework of stochastic integrals with respect to M. The idea is, roughly speaking, to cut out of the stochastic interval 0; T n ] ], the predictable support of the stopping time T n . Of course we then have to show that these supports form a sequence of sets that tends to the empty set. This requires some extra arguments. are uniformly integrable. By passing to a subsequence we may suppose that (1) the sequences n , n are increasing,
P n 1 1 n < 1 and hence P P T n < 1] < 1, We now turn the sequence of stopping times T n into a sequence of stopping times having mutually disjoint graphs. This is done exactly as in part a above. Since P T n < 1] tends to zero, we may, taking a subsequence if necessary, suppose that Claim. P n 1 1 E n d, d a.s.. Hence there are predictable sets, still denoted by E n , such that P n 1 1 E n d everywhere and such that E n = f n 6 = 0g, d a.s..
We will give the proof at the end of this section.
For each n we decompose the integrands H n = K n + V n + W n where:
K n = 1 0;Tn] ] 1 (E n ) cH n V n = 1 E nH n W n = 1 ] ]Tn;1 H n :
Since P T n < 1] tends to zero, we have that the maximal functions (W n M) 1 tend to zero in probability. We now show that the sequence K n M is relatively weakly compact in H 1 . The brackets satisfy
The rst term de nes a uniformly integrable sequence, the second term de nes a sequence tending to zero in L 1 . It follows that the sequence K n M; K n M] 1=2 1 is uniformly integrable and hence the sequence K n M is relatively weakly compact in H 1 .
There are convex combinations ( k n ) k n such that ?P k k n K k M converges in H 1 to a martingale which is necessarily of the form H 0 M. We may of course suppose that these convex combinations are disjointly supported, i.e. there are indices 0 = n 0 < n 1 < n 2 : : : such that k j is 0 for k n j?1 and k > n j . We remark that if we take convex combinations of ?P k k n K k M, then these combinations still tend to H 0 M in H 1 . We will use this remark in order to improve the convergence of the remaining parts of H n .
Let us de ne L n = P k k n H k . Clearly kL n Mk H 1 1 for each n. From theorem 1.3, it follows that there are convex combinations ( k n ) k n , disjointly supported, such that
We also may suppose that max k k n ! 0 as n ! 1. From Minkowski's inequality for the bracket it follows that also From the fact that the convex combinations were disjointly supported and from P n 1 E n d, we conclude that for each point (t; !) 2 I R + , only d vectors R n (t; !) can be nonzero. Let us put P n = P s=2 n+1 s=2 n +1 2 ?n R s . It follows that a.s. It follows that the rst term de nes a weakly relatively compact sequence in H 1 . But the rst term is supported by the set k n E k , which tends to the empty set if n ! 1. From theorem 2.4, it then follows that the sequence de ned by the rst term tends to zero weakly. The apropriate convex combinations will therefore tend to 0 in the norm of H 1 .
The second term splits in
whose maximal functions tend to zero a.s. and the processes (D n ) Sn? . On the latter we can apply theorem 2.2, which results in convex combinations that tend to a process of nite variation. The third term has a maximal function that tends to zero since X n P k n (fT k < 1g fS n < 1g)] < 1:
Modulo the proof of the claim above, the proof of theorem B is complete. So let us now prove the claim.
It is su cient to show that for an arbitrary selection of d + 1 indices n 1 < < n d+1 we necessarily have that E = \ k:::d+1 E n k = ;, d a.s.. For each k we look at the compensator of the processes (H n k M) Tn k + 1 T n k ;1 resp. (H n k M) Tn k ? 1 T n k ;1 :
Let + E n k (resp. ? E n k ) be the supports of the compensators of these processes. For each of the 2 d+1 sign combinations " k = +=? we look at the set \ d+1 k=1
" k E n k . If the set E is nonempty, then at least one of these 2 d+1 sets would be nonempty and without loss of generality we may and do suppose that this is the case for " k = + for each k. The processes H n k are d-dimensional processes and hence for each (t; !) we nd that the vectors H n k t (!) are linearly dependent. Using the theory of linear systems and more precisely the construction of solutions with determinants we obtain d + 1 predictable processes ( k ) k=1:::d+1 such that (1) for each (t; !) at least one of the numbers k (t; !) is nonzero
(3) the processes k are all bounded by 1. We emphasize that these coe cients are obtained in a constructible way and that we do not need a measurable selection theorem! We now look at the compensator of the processes (H n k M) Tn l 1 f (H n k M)T n k >0g 1 T n k ;1 :
This compensator is of the form g l;k dC l for a predictable process g l;k . Because of the construction of the coe cients, we obtain that for each l d + 1:
The next step is to show on the set \ d+1 k=1 + E n k , the matrix ? g l;k l;k d+1 is non-singular. This will then give the desired contradiction, because the above linear system would only admit the solution k = 0 for all k d + 1. Because of the de nition of the stopping times T n k we immediately obtain that g k;k n k . For the non diagonal elements we distinguish the cases l < k and l > k. For l < k we use the fact that oñ T n l < 1, we have that T n l < T n k . It follows that (H n k M) Tn decreased by this procedure so that the bound 1 (d+1) 2 will remain valid. We continue in this way and we nally obtain a matrix with 1 on the diagonal and with the o diagonal elements bounded by 1 (d+1) 2 . By the classical theorem, due to Hadamard G66], p. 454 Satz 1, such a matrix with dominant diagonal is non-singular. The proof of the claim is now completed and so are the proofs of the theorems A,B and C.
q.e.d. We now show how the ideas of the proof given in Y78] t in the general framework desribed above. We will use the generalisation of theorem A to processes with jumps (see the remarks following the proof of theorem A). In the next theorem we suppose that M is a d-dimensional local martingale.
1.6 Theorem. Let (H n ) n 1 be a sequence of M-integrable predictable stochastic processes such that each (H n M) is a uniformly integrable martingale and such that the sequence of random variables ((H n M) 1 ) n 1 converges to a random variable f 0 2 L 1 ( ; F; P) with respect to the L 1 -norm; (or even only with respect to the (L 1 ; L 1 )) topology).
Then there is an M-integrable predictable stochastic process H 0 such that H 0 M is a uniformly integrable martingale and such that (H 0 M) 1 = f 0 .
Proof. If f n converges only weakly to f 0 then we take convex combinations in order to obtain a strongly convergent sequence. We therefore restrict the proof to the case where f n converges in L 1 -norm to f 0 .
By selecting a subsequence we may suppose that kf n k L 1 1 for each n and that kf n ? f 0 k L 1 4 ?n . Let N be the c adl ag martingale de ned as N t = E f 0 j F t ]. From the maximal inequality for L 1 martingales it then follows that: P sup t j(H n M) t ? N t j 2 ?n 2 ?n :
The Borel-Cantelli lemma then implies that sup t sup n j(H n M) t j < 1 a.s..
For each natural number k we then de ne the stopping time T k as:
T k = inf ft j there is n such that j(H n M) t j kg :
Because of the uniform boundedness in t and n we obtain that the sequence T k satis es P T k < 1] ! 0.
Also the sequence T k is clearly increasing. For each k and each n we have that
Since the sequence f n = (H n M) 1 is uniformly integrable (it is even norm convergent), we have that also the sequence of conditional expectations, ((H n M) T k ) n 1 is uniformly integrable and hence the sequence 4.11 Theorem D. Let and which we will need in section 5 below. For a semi-martingale S we denote by M e (S) the set of all probability measures Q on F equivalent to P, such that S is a local martingale under Q. 4.12 Corollary. Let S be a semi-martingale such that M e (S) 6 = ; and w 1 a weight function such that there is some Q 2 M e (S) with E Q w] < 1. Then the convex cone C 1;w is closed in L 0 ( ; F; P) with respect to the topology of convergence in measure.
Proof of corollary 4.12. As the assertion of the corollary is invariant under equivalent changes of measure we may assume that the original measure P is an element of M e (S) for which E P w] < 1, i.e., we are in the situation of theorem C above. As in the proof of theorem B we also may assume that S is in H 1 (P) and therefore a P-uniformly integrable martingale. Let f n = (H n S) 1 ? h n be a sequence in C 1;w , where (H n ) n 1 is a sequence of w ? admissible integrands and h n 0. Assuming that (f n ) n 1 tends to a random variable f 0 in measure we have to show that f 0 2 C 1;w . It will be convenient to replace the time index set 0; 1 by 0; 1] by closing S and H n S at in nity, which clearly may be done as the martingale (S t ) t2I R+ as well as the negative parts of the supermartingales ((H n S) t ) t2I R+ are P-uniformly integrable. Identifying the closed interval 0; 1] with the closed interval 0; 1], and identifying the processes S and H n S with process which remain constant after time t = 1, we deduce from theorem D that we may nd K n 2 conv(H n ; H n+1 ; : : : ), a w ? admissible integrand H 0 and a process (V t ) t2I R+ such that (i) lim 
((H 0 S) t ? V t ) t2I R+ f1g is increasing:
In particular ((K n S) 1 ) n 1 converges almost surely to the random variable U 1 which is dominated by (H 0 S) 1 .
As (f n ) n 1 was assumed to converge in measure to f 0 we deduce that f 0 (H 0 S) 1 , i.e. f 0 2 C 1;w .
To pave the way for the proof of theorem D we start with some lemmas. 4.14 Lemma. Under the assumptions of the preceding lemma 4.13 we have that for T 2 I R + , the maximal
tend to zero in measure as n; m ! 1. Assuming that the assertion of the lemma is wrong there is T 2 I R + ; > 0 and sequences (n k ; m k ) k 1 tending to 1 such that
De ning the stopping times 
Note that, for t 2 I R + ,
By passing to convex combinations P 1 j=k jL j ofL k we therefore get that, for each t 2 Q + , 4.15 Lemma. Under the assumptions of theorem D and lemma 4.13 there is a subsequence of the sequence (L n ) n 1 , still denoted by (L n ) n 1 , and an increasing sequence (T j ) j 1 of stopping times, T j j and P T j = j] 1 ? 2 ?j , such that, for each j, the sequence of processes ((L n M) Tj? ) n 1 is uniformly bounded and the sequence ((L n M) Tj ) n 1 is a bounded sequence of martingales in H 1 (P).
Proof. First note that, xing j 2 N; C > 0 and de ning the stopping times
the sequence ((L n M) Un ) n 1 is bounded in H 1 (P). Indeed, this is a sequence of super-martingales by
As the maximal function (L n M) Un is bounded by C + j (L n M) Un j we obtain a uniform bound on the L 1 -norms of the maximal functions ((L n M) Un ) n 1 , showing that ((L n M) Un ) n 1 is a uniformly bounded sequence in H 1 (P).
If we choose C > 0 su ciently big we can make P U n < j] small, uniformly in n; but the sequence of stopping times (U n ) n 1 still depends on n and we have to replace it by just one stopping time T j which works for all (L n k ) k 1 for some subsequence (n k ) k 1 ; to do so, let us be a little more formal.
Assume that T 0 = 0; T 1 ; : : : ; T j?1 have been de ned as well as a subsequence, still denoted by (L n ) n 1 , such that the claim is veri ed for 1; : : : ; j ? 1; we shall construct T j . Applying lemma 4.14 to T = j we may nd a subsequence (n k ) k 1 such that, for each k,
Now nd a number C j 2 I R + large enough such that
and de ne the stopping time T j by
so that T j j and
Clearly j(L n k M) t j C j + 1 for t < T j , whence ((L n k M) Tj? ) k 1 is uniformly bounded.
We have that T j U n k for each k, where U n k is the stopping time de ned above (with C = C j +1). Hence we deduce from the H 1 (P)-boundedness of ((L n k M) Un k ) k 1 the H 1 (P)-boundedness of (L n k M) Tj . By lemma 4.15 there is a constant C j > 0 such that (L n;j ) n 1 is a sequence of (w + C j ) ? admissible integrands and such that (L n;j M) n 1 is a sequence of martingales bounded in H 1 (P) and such that the jumps of each L n;j M are bounded downward by w ?2C j . Hence | by passing to convex combinations, if necessary | we may apply theorem B to split L n;j into two disjointly supported integrands L n;j = r L n;j + s L n;j and we may nd an integrand H 0;j supported by ] ]T j?1 ; T j ] ] such that
where Z j is a well-de ned adapted c adl ag increasing process.
Finally we paste things together by de ning H 0 = P 1 j 1 H 0;j and Z = P 1 j 1 Z j . . We refer the reader to these papers for the precise statements and for the di erent techniques used in the proofs.
We generalise the usual setting in nance in the following way. The process S will denote an I R d -valued semi-martingale. In nance theory, usually the idea is to look for measures Q such that under Q the process S becomes a local martingale. In the case of processes with jumps this is too restrictive and the idea is to look for measures Q such that S becomes a sigma martingale. A process S is called a Q sigma martingale if there is a strictly positive, predictable process such that the stochastic integral S exists and is a Q martingale. We remark that it is clear that we may require the process S to be an H 1 martingale and that we also may require the process to be bounded. As easily seen, local martingales are sigma martingales. In the local martingale case the predictable process can be chosen to be decreasing and this characterises the local martingales among the sigma martingales. The concept of sigma martingale is therefore more general than the concept of local martingale. The set M e (S) denotes the set of all equivalent probability measures Q on F such that S is a Q-sigma martingale. It is an easy exercise to show that the set M e (S) is a convex set. We suppose that this set is nonempty and we will refer to elements of M e (S) as equivalent sigma martingale measures. We refer to DS96] for more details and for a discussion of the concept of sigma martingales. We also remark that if S is a semi martingale and if is strictly positive, bounded and predictable, then the sets of stochastic integrals with respect to S and with respect to S are the same. This follows easily from the formula H S = H ( S).
5.1 Theorem. Let S = (S t ) t2I R+ be an I R d -valued semi-martingale, such that the set M e (S) 6 = ;, and V = (V t ) t2I R+ a real valued semi-martingale, V 0 = 0 such that, for each Q 2 M e (S), the process V is a Q-local-super-martingale.
Then there is an S-integrable I R d -valued predictable process H such that (H S) ? V is increasing. In the present paper our techniques | combined with the arguments of D. Kramkov | allow us to abandon the one-sided boundedness assumption on the process V and to pass to the | not necessarily locally bounded | setting for the process S.
For the economic interpretation and relevance of the Optional Decomposition Theorem we refer to KQ95] and K95]. We start the proof with some simple lemmas. The rst one | which we state without proof | resumes the wellknown fact that a local martingale is locally in H 1 and that a predictable c adl ag process is locally bounded.
5.3 Lemma. For a P-local-super-martingale V we may nd a sequence (T j ) j 1 of stopping times increasing to in nity and P-integrable functions (w j ) j 1 such that the stopped supermartingales V Tj satisfy jV Tj j w j a.s., for j 2 N:
q.e.d. The next lemma is due to D. Kramkov ( K95], lemma 5.1) and similar to lemma 4.13 above.
5.4 Lemma. In the setting of the Optional Decomposition Theorem 5.1 there is a semi-martingale W with W ? V increasing, such that W is a Q-local-super-martingale, for each Q 2 M e (S) and which is maximal in the following sense: for each semi-martingaleW withW ? W increasing and such thatW is a Q-local-super-martingale, for each Q 2 M e (S), we have W =W .
Proof of the Optional Decomposition Theorem 5.1. For the given semi-martingale V we nd a maximal semi-martingale W as in the preceding lemma 5.4. We shall nd an S-integrable predictable process H such that we obtain a representation of the process W as the stochastic integral over H, i.e., W = H S which will in particular prove the theorem. . Hence we may and do assume that jWj w for some Q 0 -integrable weight-function w 1. Since S is a sigma martingale for the measure Q 0 , we can by the discussion preceding the theorem 5.1, and without loss of generality, assume that S is an H 1 (Q 0 ) martingale. So we suppose that the weight function w also satis es jSj w, where j:j denotes any norm on I R d .
Fix the real numbers 0 u < v and consider the process u W v \starting at u and stopped at time v", n 2 N and denote by T (n) the set of time indices T (n) = f j 2 n : 0 j n 2 n g and denote by H n the predictable process H n = n2 n X j 1 (j?1)2 ?n H j2 ?n ;
where we obtain (j?1)2 ?n H j2 ?n as a 2w?admissible integrand as above with u = (j?1)2 ?n and v = j2 ?n .
Clearly H n is a 2w ? admissible integrand such that the process indexed by T (n) ((H n S) j2 ?n ? W j2 ?n ) j=0;::: ;n2 n is increasing. If we normalise h so that E Q0 h] = 1 we obtain an equivalent probability measure Q, dQ = h dQ 0 such that E Q f] > 0. But since S is dominated by the weight function w, we have that the measure Q is an equivalent martingale measure for the process S. The process W is therefore a local-super-martingale under Q. But the density h is such that E Q w] < 1 and therefore the process u W v , being dominated by 2w, is a genuine super-martingale under Q. However this is a contradiction to the inequality E Q f] > 0.
This ends the proof of the claim and the proof of the optional decomposition theorem. q.e.d.
5.5 Remark. Let us stress out that we have proved above that in theorem 5.1 for each process W with W ?V increasing, W a Q-local-super-martingale for each Q 2 M e (S) and W being maximal with respect to this property in the sense of lemma 5.4, we obtain the semi-martingale representation W = H S.
5.6 Remark. Referring to the notation of the proof of the optional decomposition theorem and the claim made in it , the fact that the cone B is weak closed yields a duality equality as well as the characterisation of maximal elements in the set of w-admissible outcomes. These results are parallel to the results obtained in the case of locally bounded price processes. We refer to a our forthcoming paper DS96] for more details.
