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Abstract 
In this paper we show that when it is possible to  use 
feedback in the specification of “motor pmgmms”, the 
length of the descriptions of the instruction sequences 
for  carrying out a given task can be reduced by a factor 
that reflects the richness of the available feedback sig- 
nals. The model on which this work is based is that of a 
finite automaton, modified in such a way that instruc- 
tion processing is akin to the way in which difference 
or differential equations “process“ piecewise constant 
inputs. 
1 Introduction 
The many visible and successful applications of 
feedback mechanisms at work testify to its effective- 
ness and over the years a variety of arguments have 
been advanced showing why, in particular settings, it 
is useful. The models commonly used bring to the 
fore considerations of sensitivity, uncertainty, etc, and 
a common element is the explicit or implied suhdi- 
vision of the system into two parts, a forward path 
whose performance can only be characterized loosely 
and a feedback path whose behavior is known with 
greater certainty. Specific formalizations which start 
from this point include: 
1. The Black argument for reducing the effect of 
drift in a high-gain amplifier by the use of a rel- 
atively constant, but low gain, feedback term [Z]. 
2. The stochastic disturbance argument for using 
measurements to reduce the effect of probabilistic 
uncertainty. (See for example 161.) 
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3. The game theoretic argument in which a saddle 
( H ,  
To this list we now add a fourth item which we cast 
in terms of the effect feedback has on reducing the 
complexity of the implementation. 
4. The complexity argument, proposed in this pa- 
per, showing that feedback can shorten motor 
programs if reliable sensory information is avail- 
able. 
We consider the problem of describing a procedure 
that will assure that a system (robot, machine tool, 
etc), will reach a certain goal state. We will give a 
quantitative analysis showing that the availability of 
feedback can reduce the length of the shortest descrip- 
tion of such a procedure. In particular, Theorem 4.1 
shows that the length of the description can he re- 
duced by a factor that depends on the ratio of the size 
of the entire state space to the size of the set of states 
for which feedback is locally effective. In some natural 
settings this argument can be used recursively, leading 
to further reductions, as seen in Theorem 4.2. 
We have found it necessary to use a few terms that 
are not (as yet) standard in the field of automatic con- 
trol. Two in particular require clarification. The term 
“motor program” is taken from the field of biological 
motor control where it is a standard idea referring to 
the mechanisms that support the definition and exe- 
cution of commands that synchronize and coordinate 
the movement of muscle groups. (See for example [7].) 
From our point of view, a motor program is a symbolic 
string of instructions that specifies a particular move- 
ment, as suggested in [3]. Secondly, rather than using 
differential equations as the starting point for our and-  
ysis we use a type of finite state model that we refer to 
as free-running, feedback automata (or FRF-automata 
for short). Briefly stated, a FRF-automaton is a fi- 
point condition is enforced by feedback. 
control can be thought of this way.) 
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nite state machine that reads an input and then makes 
transitions repeatedly, using the same input value, un- 
til a particular output condition is realized. 
2 Free-Running Feedback Automata 
The input symbols for our automaton will be drawn 
from the finite set S, called the input alphabet, and the 
input strings are called words. We use S* to denote 
the set of all such words, including the empty one. 
We let s E S denote an element in S, and use boldface 
s E S* to denote elements in S*. If we define the as- 
sociative operation of concatenation on S*, the empty 
word serves as an identity under this operation. Thus 
S* is the free monoid generated by S. 
If we let X, V be finite sets, and let 6 E X x x v ,  then 
we can identify (X, V, 6) with a finite automaton (see 
for example [l]), whose operation is given by zk+l  = 
6(zk, vk). If we add another finite set Y and a mapping 
7 E Yx to the definition, we get an output automaton 
(X,Y,V,6,y),wherexk+l = 6 ( ~ 1 ; , w ) a n d y k  = ~ ( z d .  
Given a word v E V*, where v = 
v l . .  .up,  we use b ( z , v )  as shorthand for 
6(6(...(6(z,vl),vz)... ,vP-1),vp), and we let up 
denote the word obtained by concatenating v with 
itself p - 1 times, i.e. vp = v .  . . U. 
We now introduce a dynamical system called a free- 
running automaton. The idea is to let such an automa- 
ton read an input from a given alphabet, and then ad- 
vance the state of the automaton repeatedly without 
reading any new inputs until an interrupt is triggered. 
Definition 2.1 (Free-Running Automaton) Let X, Y 
be finite sets, let U = V x 7, where 7 c {O,l) ' ,  
and V is a finite set. Let b : X x V + X and y : 
X --t Y be given functions. We say that (X, U ,  Y, 6, y) 
is a free-running automaton with transitions generated 
according to zk+l = 6(zk , v f x ) ,  where 
{ lk + 1 otherwise, 
given the input string u1. . .up = (vl, rl). . . (up, rp) E 
U*. 
lk i f  nl. (r(zA.+1)) = 0 
l k + l  = 
Sometimes the input set has additional structure, 
e.g. A x B or {O, l}p. We are interested in the special 
case where the alphabet is a product V x K ,  where 
V is a finite set and K C V y x v .  We denote an ele- 
ment in V x K by ( U ,  K ( . ) ) ,  and an input to a finite 
automaton generates transitions according to the rule 
6(z, ( U ,  K ) )  = 6(z, ~ ( y ( z ) , u ) ) .  If the input alphabet 
W admits this structure, and 6 takes this form, then 
we will say that a finite automaton ( X ,  W,  6) admits 
the structure of a feedback automaton. Of course, most 
finite automata will not be decomposable in this way. 
We now combine the ideas of free-running and feed- 
back automata to get our primary object of study: the 
free-running, feedback automaton (FRF-automaton). 
I t  is a free-running automaton whose input alphabet 
admits the structure C = V x K x 7, where V is a 
finite set, K C Vyxv ,  and 7 C { O , l } y .  Thus the 
input to a FRF-automaton is a triple ( U ,  IC, r ) ,  where 
v E V,K: Y x V + V, and T :  Y + {O, l} .  
Definition 2.2 (Free-Running, Feedback Automa- 
ton) Let X,Y,6,y be as in  Definition 2.1. Let C = 
V x K x 7, where V is a finite set, K c V y x v ,  
and 7 c {O, I}'. We say that (X, C, Y,  6 , ~ )  is a free- 
running, feedback automaton whose evolution equation 
is ~ + l  = 6(zk,Kf~(7(zk),vf~)), where 
{ l k  if nr. ( Y ( z ~ + I ) )  = 0 
lkC1 = l k  + 1 otherwise, 
given the input string ( v ~ , n ~ , r ~ ) . ~ ~ ( v ~ , ~ ~ , r ~ )  E C*. 
It can be noted that the free-running property of 
the FRF-automata implies that they can, in general, 
be guided along a path using fewer instructions than 
the classical finite automata. However, since the input 
set to a finite automaton is a finite set V, while the 
input set to the corresponding FRF-automaton is of 
the form V x K x 7, where K C V y x v , T  C {O, I)', 
the input set has a higher cardinality in the latter of 
these cases. Any reasonable measure of the complexity 
of a control procedure must take the size of the input 
space into account since the number of bits required to 
code a word over a given alphabet typically depends 
logarithmically on the size of the alphabet. (See for 
example [5]. )  This dependency is captured in anatural 
way if we define the complexity of a control procedure 
as the description length of the input sequence. 
Consider a finite set S. We say that a word s E S* 
has description length L(s ,S )  = Is1 logz(card(S)). 
Definition 2.3 (Complezity) Consider a FRF- 
automaton, A,  with state space X and input set 
C. Let U be the word of minimal description length 
over C that drives the automaton between two given 
states Q , Z J  E X .  We then say that the task 
of driving A between zo and Z J  has complexity 
C(A,zo ,z f )  = L ( o , C ) .  
3 Observer Automata 
Consider the finite automaton (X, Y, V, 47). We 
definethe outputsequencemapU: Z'xXxV' + Y *  
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as O(p,z ,w)  = y(z1).y(x2)...y(xp), where w : Y -t 
V ,  and ZI = z, z2 = b(zl,w(y(zl))) ,..., xp = 
6(zP-1, w(y(zp-l))). Here y1 . y2 denotes the concate- 
nation of the letters y1 and y2 from the finite alphabet 
Y, and O(p,z,w) E YP C Y*, where Yp is the set of 
words of length p over Y. 
Definition 3.1 (Observability) A finite automaton 
( X ,  Y, V, 6, y) is observable if there ezist a positive inte- 
gerpob, and an output-to-input mapping W &  : Y + V 
all z1,22 E X, z1 # ZZ. 
Definition 3.2 (Observer Automaton) Consider the 
observable finite automaton A = ( X ,  Y, V, 6,y). Let 
Z,O be finite sets, R = V x V o x V ,  g : Z x Y x R  -t Z, 
and h : Z x Y -t 0. Then (Z,  0, R, y, h) is said to 
be an observer automaton to A if there ezists a w = 
(v, w) E R such that 
fiat satisfies ~ @ o b a , z I ~ W o b s )  # O ( P o b , , Z Z , w o b . s )  for 
Z k + 1  = 6(zk ,w(ok ,v ) ) ,  Yk = Y ( Z k )  
%+I =dZkrYkiW(Ok,v)), ok =h(Zk,Yk) 
implies that the current state of X can be uniquely 
determined from the current state of Z, provided that 
suficiently many iterations have been made. We say 
that the number of itemtions necessary for achieving 
this mapping is the settling time of the observer. 
Theorem 3.3 (Observers Ezist) Given an obsemable 
automaton, there ezists an observer automaton. 
Proof: The proof is constructive. Let p& he the pos- 
itive integer in Definition 3.1, and let Z = {e} U Y U 
Y2 U..  . U YPoS*-' U X ,  where e is any symbol distin- 
guishable from the rest of the states in Z.  
Consider : Y + V from Definition 3.1, 
and define the mapping E : YP-b- x V -+ X 
as follows: For any given z1 E X and v E 
V ,  we let a ( o @ o b s ,  2 1 ,  w e b s ) ,  v) = 6(xPoba, U), 
where zPob, = 6(zp,..-lrWobe(Y(Zp.s,-l))),. . . ,ZZ = 
6(Zl,UJ&('y(ZI))). For every y E Yposa that does not 
satisfy y = O ( p o b s r z , W , , b s )  for some z E X ,  we fur- 
thermore let 5(y, U) be assigned any arbitrary value. 
Now, let h : Z x Y -t 0 he given by 
y i f z $ X  
z otherwise, 
and we thus have 0 = Y U X. 
Let 20 = e,  and let Z k + l  be given by 
yk if zk = e 
21. . yk if zk E Yq, q < poba - 1 
=(a . yk, wk(h(zk, yk), vk)) if zk E Yp=-b*-' I -  d(tk, vk) if zk E X. 
Given W,bs : Y -t V from Definition 3.1 we define 
w o b s ( y ( 0 ) )  if 0 E X. If we apply this input, together 
with any v E V ,  to both the finite and the observer 
automata we get that the observer automaton thus 
has settling time p&, and the theorem follows. 
Definition 3.4 (Global Attractor) We say that ZJ E 
X is a global attractor for the difference equation 
z k + l  = X(2.k) if, for all zo E X ,  it holds that 
limk,, zk = ZJ. 
Theorem 3.5 (Creating Global Attractors) Consider 
the finite automaton ( X , V , 6 ) .  If ZJ E X can be 
reached from every initial state, and there is a VJ E V 
such that ~ ( Z J , W J )  = ZJ, then there is a mapping 
wattr : X + V such that zh+1 = 6(zk,wattr(zk)) has 
ZJ as a global attractor. 
Proof: Choose an arbitrary z1 E X. Let VI denote a 
(not necessarily unique) shortest input sequence that 
drives the automaton from 21 to ZJ. Decompose v1 
as v1 = v1 . Cl, where vl E V and B1 E V * .  Let the 
candidate for the controller that makes ZJ a global 
attractor satisfy wattr(zl)  = VI. 
Now, let 2 2  denote the state 6(x1,vl) and repeat 
the argument until the automaton reaches zf. By 
letting the initial state vary over all of X, a con- 
trol that drives the automaton between an arbitrary 
initial state and ZJ is obtained. Furthermore, let 
w,tt7(z~) = VJ, which implies that ZJ is a global at- 
tractor. The theorem thus follows. 
U,,, : 0 X I /  -t V aS tjj0bs(O, U) = UJ,,a.(O) if 0 E Y, and 
Corollary 3.6 Given the FRF-automaton 
(X,Y, C,S, y), where C = V x V y y v  x { O ,  1}',Y = X, 
and y(z) = z,Vz E X .  This automaton can reach any 
given state XJ E X using only one instruction if XJ 
can be reached from any initial state when using the 
finite automaton (X, V, 6). 
Pmof: Choose the input (U, K ,  7 )  as 
v arbitrary 
K ( 2 , W )  = w,tt,(Z),t/Z E x,W E v { r ( z )  = 1 if and only if z = XJ, 
where wmttr(z)  is defined in Theorem 3.5. This input 
drives the automaton to z, and the corollary follows. 
Lemma 3.7 (Observers Make Single Instruction 
Goal Achievement Possible) Let the observable fi- 
nite automaton (X, Y, V, 6, y) be such that XJ can be 
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reached from any initial state. Then, by using the ob- 
server automaton from Theorem 3.3, it is possible to 
drive the state of the FRF-automaton ( X ,  Y, C O ,  6, y), 
where CO = V x Vox" x {O, 1)O, between any initial 
state and xf using only one instruction. 
Proof: Construct the observer automaton as in Theo- 
rem 3.3. Pick Webs : Y + V as in Definition 3.1, and 
choose the input sequence to the FRF-automaton as 
[ T ( O )  = 1 if and only if o = zf, 
w = arbitrary 
n(o,v) = Wobs(O) ,  if o E Y 
n(o, w) = wettr(o), if o E X 
where wottr(z) is defined in Theorem 3.5. 
By using this input, the FRF-automaton traverses 
its states until the observer has converged, i.e. k ad- 
vances p& steps. Then it drives its state to zf as in 
rn Corollary 3.6, which concludes the proof. 
Definition 3.8 (Observable Subset) Consider the fi- 
nite automaton ( X ,  Y, V,  6,y). A subset X ,  C X such 
that y (X , )  n y(X\X,) = 0 is said to be observable if 
there exist a positive integer p& and a Webs : Y -+ V 
that satisfies the following conditions: 
O(Pobsrz1,Wob.) # O(pobs,zZ,Wobs), Vz1,zZ E 
X,,Zl # 2 2 ;  
For all 11 E X, it follows that xq  E X,, q = 
1, ..., Pobs, where 2 2  = 6(zl ,Wobs("/(z l ) ) ) ,  23 = 
6(z2, %bs(Y(ZZ))), .. . 
Definition 3.9 (Subset-Observer Automaton) Con- 
sider the finite automaton A = ( X ,  Y,  V, 6 ,  y), where 
X ,  c X is an observable subset. ( Z ,  0, R,  g ,  h) ,  where 
~ , O a r e f i n i t e s e t s , R = ~ x ~ ~ ~ " , g :  Z X Y X R + Z ,  
and h : Z x Y + 0 is a subset-observer automaton 
to A i f  there exists a w = ( v , ~ )  E R such that the 
following conditions hold: 
5 8 + 1  = 6 ( % W ( O k , V ) ) ,  Y k  = r (4  
Zk+1 =g(Zk,Yk,W(Ok,u)), ok = h ( Z k r Y k )  
gives that the current state in Z can be mapped 
uniquely to the current state an X after suficiently 
many iterations. Also, for all z1 E X, it holds 
that zq E X,, q = 1,. . . ,pobsr where z2 = 
~ ( ~ ~ , w ( o I , v ) ) ,  2 3  = b ( z 2 , ~ ( 0 2 , w ) ) ,  and so on. 
Lemma 3.10 (Subset-Observers Exist) Let X, C X 
be an observable subset to the finite automaton A = 
( X ,  Y, V, 6,y). Then a subset-observer automaton 
( Z ,  0, Cl, g ,  h) to A can always be constructed. 
Proof: Let Z, R be as in Theorem 3.3. Let 0 = { e )  U 
y(X,) U X,, and let 
y i f z @ X U { e j  
z otherwise. 
Furthermore, let t k + l  be given by 
e if ~k Y(X,) 
yk if 21: = e and yk E Y ( X , )  
Zk ' Y k  if Zk E Y(Xg)', 4 < Pobs - 1 
E ( Z k  . Y k r W k ( h ( Z k r Y k ) r V k ) )  if Z k  E Y(XS)~""-~ 1 B(zk,vk) if z k  E X,, 
where the mapping E(.) is defined in Theorem 3.3. 
If we now use t i jobs(0,  U )  = w if o = e ,  tij&(o, U) = 
Wobs(0)  if 0 E y(X,), and *u,bs(o,v) = W o b s ( Y ( 0 ) )  if 
o E X,, then a repetition of the argument in Theorem 
3.3 gives that it is in fact a subset-observer automaton, 
with settling time pobs. 
It  should be noted that the subset-ohserver's out- 
put set has a lower cardinality than the full observer 
automaton's output set in Theorem 3.3 as long as 
card(X,) < c a r d ( X )  - 1. Furthermore, the value of 
the subset-observer's output is e whenever z @ X,. 
Thus, by using open-loop control on X\X,, and using 
observer-based feedback on X , ,  we can expect a d e  
crease in complexity. In order to make this observation 
rigorous, we need to introduce the notions of ballistic 
reachability and control-invariant reachability: A set 
X, c X is ballistically reachable from 2 if there exists 
a w E V such that b(z,  uq) E X 8  for some q E 74'. Fur- 
thermore, X, is ballistically reachable from X i  c X if 
there exists a w E V such that for all z E X t  it holds 
that 6(z, u p ( " ) )  E X, for some q(z) E Z+. An element 
z E X, c X is said to he control-invariantly reachable 
in X ,  if it can be reached from all states in X ,  without 
the trajectory leaving X,. 
Lemma 3.11 (One Instruction Sufices When Us- 
ing Subset-Observers) Let X f  be an observable subset 
to the finite automaton ( X , Y , V , b , y ) ,  and let xo @ 
X f ,  zf E X f .  If X j  is ballistically reachable from 
xo, and xf is control-invariantly reachable in X f ,  then 
there exists a FRF-automaton ( X ,  Y, E', 6, y) that can 
reach zf from zo using only one instruction. 
Proof: Construct the subset-observer from Lemma 
3.10 and let v , ~  E V be an open loop control that 
drives the automaton from zo to Xf. (The existence 
of such a control follows since X f  is ballistically reach- 
able from 20.)  Let the input to the FRF-automaton, 
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U = ( U , K , T ) ,  VEV,  K : o X v + v ,  7 :0- - ){0 ,1}  
be given by 
U = V,f 
K(O,  w) = U if o = e 
4 0 ,  = Wobs(0 )  if E y(Xf)  
K ( O , U )  = w.ttr(o) if o E Xf 1 ~ ( o )  = 1 if and only if o = zf. 
In other words, C' = {ziol} x Vo x {0, l}', and the 
previous input drives the state of the automaton from 
zo to XI using the open-loop input u,!. It then exe- 
cutes the observer based motion from Lemma 3.7 on 
the subset Xf. 
4 Instructions Which Lead to the Goal 
The reason for studying the situation in Lemma 
3.11 is that it captures the idea that it is possible 
to successfully combine uncertain feed-forward control 
and high-precision feedback control on different parts 
of the state space. 
But, in order to compare purely open-loop control, 
i.e. when no observations are made, with a situa- 
tion where sensory information is available we must 
be able to generate open-loop motions on the FRF- 
automata. It is clear that the input sequence uol = 
zi Vu E V, y E Y ,  Tof(y) = 1 Vy E Y achieves this. 
However, this word has length q, and it is drawn from 
the input alphabet C = V x Vyxv  x {O, l}', and thus 
the description length is L(a,r, C) = glOg,(caTd(C)). 
But, this is clearly not the result we would expect. 
Instead we can restrict the input alphabet to be 
Col = V x { ~ , r } x { ~ ~ ~ } ,  which hascardinalitycard(V). 
The description length of c o l  is now L(uei,C,,f) = 
qlog,(card(V)), relative to the smdler input Set E,[. 
Now, consider the connected, classical, finite au- 
tomaton A = (X, V, 6). We recall that the backwards 
eccentricity of a state, ecc(A, z), denotes the minimum 
number of instructions necessary for driving the au- 
tomaton from any other state to z. (See for example 
[4].) We furthermore let the radius of A be given by 
r a d i ~ ( A )  = minZGx ecc(A,z). 
Consider the FRF-automaton A. If we let 
C(2,z) = max,,,,yC(A,xo,s), then we directly 
get that C(A,l,z) = ecc(A,z)log,(card(V)) 2 
radius(d) log,(card(V)), where A,! is the FRF- 
automaton (X,Y,E,f,6,y). 
Theorem 4.1 (Main Theorem) Assume that 
card(V) 2 2. Suppose that zf E Xf,  where Xf 
is an observable subset for the finite automaton 
A. Assume that c a r d ( y ( X f ) )  < card(Xf) and 
( z i l , n o l , 7 ~ f ) . . . ( v ~ , n ~ f , 7 ~ f )  E C*, where K ~ % Y )  = 
y(Xf) n y(X\Xf) = 0. If Xf is ballistically reachable 
from X\Xf, and zf is control-inuariantly reach- 
able in Xf, then there exists a FRF-automaton 
AFRF = ( X , Y ,  C',S,y) such that 
Proof: The proof is found by investigating the size of 
the input alphabet necessary for generating the input 
in Lemma 3.11. We can let C' = {ziof} x Vo x { O ,  1}O, 
and let the input, U = (U, K ,  T ) ,  be given by 
v = arbitrary 
~ ( o ,  w) = u,f if o = e 
n(o,u) = wattr(o) if o E Xf 1 ~ ( o )  = 1 if and only if o = zf do, U )  = wobs (0 )  if 0 E r ( x f )  
The size of the input space is thus card@') = 
( ~ c ~ T ~ ( V ) ) ( ~ + ~ " ' ~ ( ~ ( ~ ~ ) ) + ~ ~ ~ ~ ( ~ ~ ) ) ,  which is less than 
or equal to c a ~ d ( l / ) ~ " ~ ~ ( ~ f ) .  The description length 
L(u, E') is thus given by 4card(Xf) log2(card(V)). 
Now, since C(A,i,xf) 2 radis(A)1ogz(caTd(V)), the 
theorem follows. 
This idea of using an open-loop control until a part 
of the state space is encountered, where observer based 
feedback control is effective, can be used recursively if 
the automaton admits a shell-partitioning of the state 
space, Formally, we say that a FRF-automaton ad- 
mits a shell-partitioning if the state space X can be 
partitioned as X = XI UX2 U .  ..UX,UX,U. .. A',-,, 
in such a way that: 
?(xi) n ~ ( x j )  = 0, i # j ,   xi) n y ( x j )  = 0; 
Xi is an observable subset, i = 1,. . . ,n; 
card(X,-i) = OaTd(X,), Ca?'d(xj) = 
Bcard(Xj+l), j = 0 ,..., n - 2, card(Xj) = 
j=1 ,  ..., n - l , w h e r e O > l ,  X > 1 ,  @>>A.  
Theorem 4.2 (Nested Version ofthe Main Theorem) 
Assume that card(v) 2 2. Let the automaton A, with 
r a d i ~ ( A )  = (card(X) for some ( E R, admit a shell- 
partitioning such that card(y(X;)) < card(X;). Let 
X1 be ballistically reachable from XO, and let xf E X, 
be control-invariantly reachable in X,. If there exist 
zi E X;, i = 1,. . . , n - 1 such that xi is control- 
inuariantly reachable in Xi, and is ballistically 
reachable from xi, then there exists a FRF-automaton 
AFRF = (X, Y, E', 6, y) such that 
XuLTd(xj+l), 
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Proof: We need to construct an observer that makes 
it possible to reach Z, using as few instructions as 
possible. We propose 2 = {el,.  . . ,en} U Y U . . . U 
Ypab*-' UX, where p o b s  is the largest of all the positive 
integers p&; associated with each observable subset 
X. i, i = 1 , .  . . , n. We furthermore let 
y i f z # X U { e l ,  ..., e,) 
h(z ,  31) = { z otherwise 
0 = {el,.  . . ,en) Uy(X1) u . .  . uy(X,) U XI U. .. UX,, 
and define zk+l as 
e, if ZL = e; and yb # y(Xj) 
y k  if zk = e,  and yk E $ X i )  
Zk ' Y k  if Z k  E Y', q < pobs; - 1 
s ( Z k  ' y k , W k ( h ( Z k , Y k ) , V k ) )  if Zk E Yp~sai-'  i 6(zkrvk) if zk EX;. 
If we furthermore let C' = { e )  x V o  x {O,l}O, for 
some arbitrary ir E V ,  we can choose to use the input 
U = (U, K ,  T), where 
u = e  
K ( O , V )  = v,li if o = e,  
~ ( o ,  U) = Wobsi (0) if o E y(X;) 
K(O, v) = w a t t r ,  (0) if o E Xi I T(O) = 1 if and only if o = 5,. 
Here uoii is the open-loop control that drives the au- 
tomaton from zj to Xi+, , w,bsi is the feedback control 
that makes the observer converge on X i ,  and wottri 
is the feedback control that drives the automaton to 
5, without the trajectory leaving Xi. It is straight 
forward to check that by using this input, the FRF- 
automaton (X, Y, E', 6, y) drives from any initial state 
to 5,. 
The size of the input space is thus 
( 2 c a r d ( ~ ) ) ~ : = ~ ( l + c n ~ d ( ' ( X ' ) ) + c n r d ( X ' ) ) ,  is 
less than or equal to card(V)xy=l 
radius(A) log,(card(V)), or in other words that 
C ( A , i , z f )  is greater than or equal to 
We have that C ( A , I , Z , )  2 
We also so know that C ( A ~ R F ,  sr)  is upper bounded 
by 410g,(card(V)) E:=, card(X,). Thus 
Since card(Xn_,) = 8Pcard(Xn), p = 1 , .  . . ,n, and 
card(X,-,) = XPcard(Xn), p = 0,. . . , n  - 1, we get 
1 - A" 2 eard(X,) = (=) card(Xn) 
i=1 
"-1 
C c a r d ( X , )  = ( G ) ' 8 c a r d ( X n ) .  
i=O 
- 4 (1 - X " ) ( l - O )  - -  
J (1 - X n ) ( l  - 8)  + O(1 - X)(1- 8") 
Here we have made use of the fact that 8 >> 1, X >> 
1, 8 >> A, and the theorem follows. 
It should be noted that this means, first of all, that 
the fraction between the different complexities goes to  
zero as n goes to  infinity. Furthermore, this rate is d e  
termined by how small the observable subsets are, as 
well as how fast the sizes of these subsets are decreas- 
ing. An interpretation of this result is that we let the 
automaton use shorter and shorter open-loop steps. 
At the same time it localizes its position between those 
steps, using a closed-loop control strategy. 
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