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GENERAL INTRODUCTION 
This study deals with the response patterns of neurons 
in the cochlear nuclei to tonal and noise stimuli. Before 
giving a brief review of the present state of knowledge 
concerning the neuroanatomy and the electrophysiology of the 
cochlear nuclei a short description of the peripheral auditory 
system will be given. 
Sound waves cause vibrations of the tympanic membrane 
which are transmitted via the middle ear ossicles to the oval 
window of the cochlea. This leads to movements of the fluids 
in the cochlea which in turn cause motion of the basilar 
membrane. The locus of maximum amplitude of the movement of 
the basilar membrane is apical for low-frequency sounds and 
basal, that is closer to the oval window, for high-frequency 
sounds. It is generally assumed that each segment of the 
basilar membrane may be considered as a bandpass filter. The 
center frequency of the bandpass filter is determined by the 
position of the basilar membrane section along the basal -
apical dimension. In the organ of Corti the motion of the 
basilar membrane leads to distortion of the cilia of the hair 
cells. Presumably this ultimately leads to the release of an 
excitatory transmitter which causes the generation of action 
potentials in the auditory nerve fibers which innervate the 
hair cells. The auditory nerve fibers convey the information 
to the cochlear nuclei where they bifurcate and synapse onto 
a large number of cochlear nucleus neurons. 
The electrophysiological properties of auditory nerve 
fibers have been the subject of rather extensive investigations 
(Kiang et al., 1965a; Rose et al., 1971; Evans, 1972). From 
each auditory nerve fiber a so-called tuning curve can be 
measured. These curves give the minimal intensity of a tonal 
stimulus which is necessary to enhance the rate of firing as 
a function of stimulus frequency. It appears that these curves 
have a triangular shape. The frequency for which the neuron 
has the lowest excitation threshold is commonly called the 
best frequency or the characteristic frequency (CF). 
It is commonly accepted that neurons with a high CF 
originate from the basal turn of the cochlea whereas units 
with lower characteristic frequencies innervate hair cells on 
a more apical portion of the basilar membrane. 
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A common property of auditory nerve fibers with a CF 
below ~ S kHz is that of phase locking. This means that the 
firing probability of these neurons when they respond to a 
low frequency tone is not equal throughout the period of the 
sine wave. This property becomes increasingly difficult to 
demonstrate above stimulus frequencies of a few kHz. 
The time course of the response of auditory nerve fibers 
to tone bursts and noise bursts shows gradual adaptation 
until a relatively stable firing rate is achieved. When the 
stimulus is switched off the firing rate falls temporarily 
below the level of spontaneous activity. Such suppression 
of spontaneous activity is never observed during stimulation 
with pure tones. 
Cochlear nuclei; neuroanatomical data 
The cochlear nuclei are commonly subdivided into dorsal 
cochlear nucleus (DCN) and ventral cochlear nucleus (VCN). 
The entering auditory nerve divides the ventral nucleus into 
the antero ventral cochlear nucleus (AVCN) and the postero 
ventral cochlear nucleus (PVCN). Auditory nerve fibers 
bifurcate in an ascending branch which innervates neurons in 
the AVCN and a descending branch which innervates neurons in 
the PVCN and in the DCN (Lorente de No, 1933a, b). This 
happens in a highly ordered fashion in that the branches of 
auditory nerve fibers which originate from different turns 
of the cochlea are arrayed in a dorso-ventral sequence in the 
cochlear nuclei. It has been demonstrated by electrophysiological 
methods that the result of the frequency analysis which takes 
place in the cochlea is present as complete tonotopic repre-
sentations in AVCN, PVCN and DCN (Rose et al., 1959; see below). 
In the cochlear nuclei of the cat several types of cells 
have been distinguished on their microscopic appearance in 
Nissl preparations (Osen, 1969a). According to the distribution 
of the various cell types the cochlear nuclei have been divided 
into a corresponding number of partly overlapping cell areas 
(Fig. 0.1). 
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Figure 0.1 Semidiagrammatic drawing of the cochlear nuclei and adjacent structures based on 
a sagittal section The distribution areas of the 9 cell types are shown by symbols. 
The dotted line indicates the border of the auditory nerve root. From Osen and 
Roth (1969) 
Electrophysiological data 
Response areas 
Early investigations into the stimulus response relation­
ships of cochlear nucleus neurons have been concentrated mainly 
upon the frequency and intensity dependence of excitatory 
responses to tonal stimuli. It was found by Galambos and Davis 
(1943) that cochlear nucleus neurons can be excited by tonal 
stimuli in a certain frequency range which broadens when the 
intensity of the stimulus is increased. The frequency for 
which the neuron has the lowest threshold, the characteristic 
frequency (CF), varies from neuron to neuron. 
The tuning curve, which delineates the border of the 
excitatory response area of the neuron, is most frequently 
of triangular shape. A later study by Rose et al. (1959) 
confirmed these findings and established in addition that 
neurons with a different CF are regularly distributed in each 
of the three subdivisions of the cochlear nuclei (AVCN, PVCN 
and DCN). 
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When a micro electrode, advancing in a rostro-ventral 
direction, penetrates the DCN a decrease of the CF of 
subsequent neurons is observed. When the electrode passes 
the border between DCN and PVCN or between DCN and AVCN an 
abrupt increase in CF is observed, followed again by a gradual 
decrease when the electrode is advanced still further (Rose 
et al., 1959; Evans and Nelson, 1973). This orderly distribut-
ion pattern of neurons with differing frequency selectivity 
reflects the distribution pattern in the cochlear nuclei of 
branches of auditory nerve fibers which originate from 
different parts of the cochlea. 
A number of studies have made it clear that the 
spontaneous activity of at least some cochlear nucleus neurons 
can be suppressed by pure tone stimuli. The inhibitory 
response area is found on one or both sides of the excitatory 
response area (Rose et al., 1959; Moushegian et al., 1962; 
Greenwood and Maruyama, 1965). 
Recently Evans and Nelson (1973) have distinguished 
various types of neurons which differ in the extent of 
inhibition. Evans and Nelson found that most neurons in the 
VCN have only excitatory response areas. Only a minority of 
VCN neurons also exhibit inhibitory response areas. In contrast, 
the DCN has a large proportion of neurons with excitatory and 
inhibitory response areas. In this nucleus also neurons were 
found which show mainly or only inhibitory responses. Neurons 
which show only inhibitory responses to tones have also been 
reported by Gerstein et al. (1968) in the cat's dorsal cochlear 
nucleus and by Mast (1970) in the dorsal cochlear nucleus of 
the chinchilla. 
When the widths of excitatory response areas of primary 
auditory neurons and cochlear nucleus units are compared it 
appears that, on average, cochlear nucleus neurons are somewhat 
more broadly tuned (Kiang, 1965; Miller, 1972). Some cochlear 
nucleus units have very broad excitatory tuning curves which 
are not found in the auditory nerve (Rose et al., 1959). No 
systematic differences in the widths of excitatory tuning 
curves of AVCN, PVCN and DCN neurons have been discovered 
(Kiang et al., 1965b). 
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Time course of the responses to tonal stimulation 
Greenwood and Maruyama (1965) have studied in detail the 
time course of the responses to tone bursts at various 
frequencies and intensities of some cochlear nucleus neurons. 
One PVCN unit is described which showed sustained 
excitation or sustained inhibition depending on whether tone 
bursts activated the excitatory or the inhibitory area. In 
this neuron the boundary between excitatory and inhibitory 
areas is more or less independent of time. 
In several of the DCN neurons which were described, 
excitatory and inhibitory responses succeed each other in 
time. In these neurons the excitatory response is preceded 
or interrupted by inhibition. The authors concluded that these 
response patterns may be due to overlap of excitatory and 
inhibitory areas. 
Neurons with a long response latency after tone onset 
which gradually build up their firing rate were also observed 
by Rose et al. (1959) and by Cerstein et al. (1968). 
A first attempt to classify the various temporal patterns 
of response was made by Pfeiffer (1966a). 
The interest in this study concentrated mainly upon the 
response to short tone bursts (25 msec.) of the characteristic 
frequency. Four types of response to tone bursts with an 
intensity level 20-30 dB above threshold were distinguished. 
Three response types have features which have not been observed 
in the auditory nerve. A further interestinii result was that 
the 'pause' response pattern was found exclusively in the DCN 
whereas the 'primarylike' response pattern, which has also 
been observed in auditory nerve fibers, was found in the VCN. 
Scope of this study 
So far the study of neuronal response patterns has often 
been concentrated either on time-independent properties 
(response areas) or on time-dependent properties. Those studies 
which took both aspects into account provided data of an 
exemplary nature (Greenwood and Maruyama, 1965). In this study 
we have chosen an approach which takes both aspects into 
account. The purpose of this study was to investigate the 
responses of cochlear nucleus neurons to a broad repertoire 
of stimuli. The responses of these neurons have been studied 
as a function of the parameters frequency, intensity and time 
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after onset and offset of tonal stimuli. In this way we 
obtained information about the extent of excitatory and 
inhibitory response areas and the time course of the 
responses. 
This large programme has urged us to search for methods 
which enable an efficient use of the limited amount of time 
available for measurements. This has led to the extensive use 
of dot displays to illustrate the dependence of the response 
of the neuron to systematic variation in two stimulus para-
meters. One of these dot displays permits direct visualization 
of the response area of the neuron (see chapter 1). 
It was also recognized that the exclusive use of tonal 
stimuli may lead to a one-sided view of the stimulus response 
relationships of cochlear nucleus neurons. Therefore we have 
also studied the responses to more complex stimuli with 
entirely different spectral characteristics. As complex 
stimuli we have used continuous and amplitude modulated noise. 
Recently a promising new method to analyse the responses of 
auditory neurons to noise stimulation has been published by 
De Boer and coworkers (De Boer, 1967, 1969; De Boer and Kuyper, 
1968). The application of this method to auditory nerve fibers 
has led to interesting results (see below). It seemed interest-
ing to us to apply the same method to neurons in the cochlear 
nuclei which display a wider variety of physiological properties 
in comparison with the relatively uniform population of 
auditory nerve fibers. 
The method of De Boer involves stimulation of the auditory 
neuron with a Gaussian white noise stimulus and computation of 
the cross correlation between the input signal, the noise 
stimulus, and the output of the neuron, the resulting train 
of action potentials. If a causal relation exists between the 
stimulus and the train of action potentials it follows that 
investigation of the ensemble of stimuli which preceded the 
action potentials may lead to an understanding of the stimulus 
response relationship of the neuron. 
Under stationary conditions there are reasons to assume 
that the stimulus which is relevant for initiation of an action 
potential at a point in time to does not precede tg - 20 msec. 
Therefore each pre-spike stimulus is defined as the stimulus 
extending between the action potential and 20 msec, before the 
action potential. 
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An important characteristic of the ensemble of pre-response 
stimuli (PRSE) is its mean. For low frequency neurons which 
have sufficiently good quality of phase locking the mean of 
the PRSE, which is equal to the cross correlation between 
input and output of the neuron (De Boer and Kuyper, 1968), 
shows various oscillatory cycles. 
In our laboratory Johannesma (1972) and Grashuis (1974) 
have made a study of the PRSE of several cochlear nucleus 
neurons. The cross-correlation functions which were obtained 
are similar to those of auditory nerve fibers. It has also 
been shown that a further characterization of the PRSE is 
possible (Grashuis, 1974). The results of these and other 
computations give a good impression of the stimulus-response 
relationships of the neuron. This is indicated by the fact 
that it appears possible to predict the response of the neuron 
to continuous complex stimuli with reasonable success on the 
basis of the results of the PRSE analysis. 
These studies provide valuable information with regard 
to the signal to response transfer characteristics under 
conditions where the neuron is probably in a fully adapted 
state. The responses to prolonged continuous noise stimulation 
reflect properties of the neuron which determine its 
selectivity, such as the frequency selective properties and 
the quality of phase locking. 
Analysis of the responses of cochlear nucleus neurons to 
tone and noise bursts indicates that most of the neurons show 
relatively slow changes in the magnitude of the response 
following stimulus offset. It appears that the time course of 
these changes in sensitivity to noise-burst stimulation is 
correlated with the temporal pattern of the responses to tone 
bursts of various frequencies. We have tested the hypothesis 
that the response pattern to complex amplitude modulated 
stimuli can be conceived as the result of the action of two 
mechanisms which operate independently of each other and which 
determine respectively the selectivity and the sensitivity of 
the neuron. Confirmation of the validity of this hypothesis 
would constitute good reason to study both postulated mechanisms 
separately. The results of this work will be presented in 
chapter 2. 
It appears to us that comparison of the properties of 
cross-correlation functions of neurons with different response 
patterns to tonal stimulation permits interesting suggestions 
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as to the mechanisms which may underly the differences. On the 
other hand the comparison has led to a better insight into 
the problem of exactly which neuron properties are reflected 
in the cross-correlation function (chapter 2 and 3). 
Neurons in the cochlear nuclei show differences in 
time-dependent and time-independent properties as studied 
with tonal and noise stimuli. It would be interesting to 
know whether such electrophysiological differences correspond 
with known neuroanatomical differences between neurons 
(Fig. 0.1). Therefore much attention has been paid to the 
investigation of whether such relations can be demonstrated. 
Most of the results are presented in chapter 4. 
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C H A P T E R 1 
AN ATTEMPT TO CHARACTERIZE DIFFERENT TYPES OF RESPONSES TO 
TONAL STIMULATION OF COCHLEAR NUCLEUS UNITS 
1.1. Introduction 
Studies of the neuroanatomy of the cochlear nuclei 
suggest that identical information is carried by the 
bifurcating auditory nerve fibers to a large variety of 
neurons. The neurons may differ in their cytoarchitectural 
properties, in the number and the shape of the auditory nerve 
fiber endings which they receive and in the projection target 
of their axons in the central nervous system (see General 
Introduction). This arrangement suggests division of labour 
in the system. It is entirely conceivable that various aspects 
of auditory behaviour such as frequency and intensity 
discrimination, localization of sound and audiotnotor reflexes 
require different types of neuronal processing which are 
embodied in structurally distinct subsystems. 
In this chapter various types of responses of cochlear 
nucleus neurons to tonal stimulation will be described. These 
responses were studied as a function of frequency, intensity 
and time after onset and offset of tonal stimuli. The results 
confirm the outcome of previous studies in that a variety of 
neurons differing in their stimulus response relationships 
are found within the cochlear nuclei. 
An important question which immediately arises is whether 
various classes of units with different electrophysiological 
properties can be distinguished which can be related to the 
various cell types which have been distinguished on anatomical 
grounds. In attempting a characterization of the various 
response properties we have been led to a subdivision of the 
population of units on the basis of physiological features 
distinguished upon phenomenological grounds. We hope to 
demonstrate that such an attempt is useful for a description 
of the population of neurons studied, and for the study of 
the problem of which response properties are correlated. 
Ultimately studies on the quantitative level will have to 
decide whether the various categories of units can be considered 
as distinct classes. 
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A difficult problem, which as it seems to us can only be 
solved by trial and error, is the choice of relevant criteria 
for subdivision. We have limited ourselves so far to properties 
which have already been studied to some extent in the literature. 
The first important characteristic considered was the 
nature of the response for various frequency-intensity 
combinations of the tone. In order to abstain at this stage 
of the description from any suggestion about underlying 
mechanisms we shall denote stimulus effects which lead to 
enhancement of firing rate above the level of spontaneous 
activity as 'activation'. 
Stimulus effects which lead to a lowering of the firing 
rate of the unit below the level of spontaneous discharges 
will be denoted as 'suppression'. 
Accordingly we will speak of 'on activation' and 'on 
suppression' when these effects occur during the stimulus 
and of 'off activation' and 'off suppression' when they are 
observed after stimulus offset. 
Classification of these stimulus effects as a function 
of frequency and intensity becomes impossible for that group 
of neurons which display no or only a very low level of 
spontaneous activity. 
As a tentative solution for this problem we have separated 
the population of neurons into two groups. The criterion is 
whether the spontaneous activity is sufficiently high to judge 
the presence or absence of suppressing stimulus effects. 
A second important characteristic is the time course of 
the response. 
In the classification scheme which we have made we have 
only taken into consideration the time course of the response 
during the stimulus. This choice needs some justification. 
Evans and Nelson (1973) have distinguished 5 types of neurons 
varying in the extent of suppression phenomena produced by 
tonal stimulation. In their scheme off suppression phenomena 
are also taken into account. For instance their type 1 and 2 
units only show activation during on; off suppression is 
observed exclusively in type 2. The authors suggest that on 
and off suppression phenomena may be mutually related. They 
noticed that the off suppression band is often broader than 
the on activation band and parallels more closely the bandwidth 
of the on suppression band. 
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In a number of neurons we have noticed similar phenomena 
but we are of the opinion that even in these cases the off 
suppression phenomena can also be interpreted as the after 
effect of excitatory synaptic bombardment of the neuron during 
stimulation. The presence of off suppression bands which are 
broader than the on activation band can be explained in terms 
of a model in which it is assumed that excitatory and inhibitory 
inputs overlap in the frequency-intensity plane. This model 
will be presented in the discussion section of this chapter. 
Therefore we have attached less importance to phenomena which 
occur after stimulus offset in the characterization of the 
response characteristics of cochlear nucleus neurons. 
Each of the four temporal patterns of response which 
are distinguished in our categorization scheme has been 
reported earlier in the literature. The transient pattern 
of response has been observed by Kiang et al., (1965b), 
by Pfeiffer (1966a) and by Godfrey (1972, 1973) in the cat, 
and by Miller (1969) in the rat cochlear nucleus. Our 
sustained category includes the 'primary-like' as well as 
the 'chopper' response pattern distinguished by Pfeiffer 
(1966a). The build up temporal pattern of response has 
been observed in the cat, (Rose et al., 1959; Gerstein et 
al., 1968), in the chinchilla (Mast, 1970) and in the 
kangaroo rat cochlear nucleus (Moushegian and Rupert, 1970). 
Finally the complex temporal pattern of response corresponds 
with the 'pause' response pattern described by Pfeiffer 
(1966a). 
The anatomical distribution of the various types of 
units which were distinguished indicates that the criteria 
may be relevant as far as the study of the problem of 
correlation of anatomical structure and physiological 
properties is concerned. These data will be presented in 
chapter 4. 
1.2. Methods 
Preparation of the animal 
Thirtyfive adult cats weighing 2 - 3.5 kg were selected 
from a large stock on having clean external ears. Post 
mortem examination revealed that these precautions had 
failed in five cases (cats 31, 4b, 54, 61) which had a dirty 
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ear canal close to the tympanic membrane. The units obtained 
from these cats had considerably higher thresholds than 
generally encountered. 
As the primary interest of this paper is not concerned 
about absolute thresholds the results of these cats have been 
included. Some of the illustrations are from these units. 
(The unit number is preceded by the cat number, e.g. 56-3: 
unit 3 from cat 56). 
The animals were anaesthetized with intraperitoneal 
injections of Nembutal (30 mg/kg) 10 minutes after pre­
medication with 0.25 mg of atropine sulphate. Often the same 
dose of atropine sulphate was repeated about 8 hours later. 
The trachea was cannulated. Supplementary doses of Nembutal 
for maintaining a sufficiently deep level of anaesthesia to 
eliminate withdrawal movements upon pinching between the toes 
were administered by way of a venous cannula. 
The animal was placed in the stereotaxic apparatus and 
a stainless steel ball with a triangular footplate was 
screwed onto the skull overlying the frontal sinus. Using a 
ball and socket joint the cat's skull was then firmly clamped 
in the standard stereotaxic position. This procedure enabled 
us to remove the earbars and to seal an acoustic coupler in 
the external auditory meatus using a quick-drying rubber 
compound. 
A rectangular hole (most often 4 x 4 mm) was drilled in 
the skull above the left half of the cerebellum and the dura 
beneath removed. 
The rectal temperature of the animal, which was placed 
in an electrically shielded acoustic chamber (Industrial 
Acoustics Company, type 1202A), was maintained between 36.5° 
and 39.0oC by means of a heating blanket. 
Recording 
In most of the experiments reported here glass micro-
pipettes filled with a 0.5 M solution of sodium acetate and 
2% pontamine sky blue 6 BX (G.T. Gurr, London) were used to 
record single unit activity and to make dye deposits in the 
brain to mark recording sites (Hellon, 1971; Godfraind, 1969). 
Tip diameters ranged from 1.5 to below 1 ym, DC 
resistances from 4 ΜΩ to typically 20 ΜΩ and occasionally 
40 ΜΩ. 
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Only electrodes yielding blue dye deposits in agar gel 
with an electric current of 2 μΑ flowing (for a few minutes) 
through the electrode were used. The signal detected by the 
microelectrode was amplified by a Grass P16 preamplifier. 
Facilities to monitor the in-situ microelectrode resistance 
were present. The bandwidth of the entire recording system 
most often was 10 - 5000 Hz at -3 dB points. 
The electrode was advanced rostro ventrally through the 
cerebellum in the sagittal plane by a step-motor operated 
under remote control. 
As a search stimulus we used 500 msec, wideband noise 
bursts presented at a repetition frequency of 1 Hz. We kept 
record of those electrode depths where auditory multiple unit 
activity could be detected, auditory single unit activity was 
recorded and where dye deposits were made. 
These data enabled us to reconstruct electrode tracks. 
When units which did not respond to noise stimulation 
were suspected to be auditory, different stimuli were tried. 
In a number of experiments a warm wax mixture with a 
low melting point (45° - 50oC) was poured around the micro­
electrode to achieve better stabilization of the brain. 
Histological procedures 
In most penetrations one or two dye deposits were made 
immediately after a unit was lost or on the deepest point 
of penetration. The electrode was connected to a DC voltage 
supply (electrode negative) and a current of 2 - 3 μΑ was 
allowed to flow for 10 - 15 minutes (Godfraind, 1969; Hellon, 
1971). After the experiment the animal was perfused with 10% 
formalin buffered at a pH of 4.0. 
To prevent gradual loss of the deposit also solutions 
used in subsequent steps were kept at this pH value. After 
a fixation period of 1 - 3 weeks the sagittal plane was marked 
close to the midline of the brain. To this end the brain 
was again put in stereotaxic position and penetrated rostro 
ventrally at two positions in the L4 sagittal plane by means 
of pins which were soaked in a mixture of Indian ink and 
Arabic gum. 
The relevant block of tissue was then excised and 
embedded in an albumen-gelatin mixture. After fixation in 
formalin frozen sections with a thickness of 15 pm were cut. 
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The ink traces enable precise alignment of the plane of 
section with the sagittal plane. 
The sections were mounted and those containing dye 
deposits were projected and drawn. This was useful because 
after staining with cresyl violet, the final step, the marks 
may be more difficult to find. Finally photographs were 
made of the relevant sections and electrode tracks and unit 
locations were reconstructed. 
The first seven experimental animals have not been 
investigated histologically. In some cases it was deduced 
from a typical jump in the sequence of characteristic 
frequencies of subsequent neurons that the electrode had 
passed the border between dorsal and ventral cochlear nuclei 
(Rose et al., 1959). The units which were located by this 
electrophysiological criterion have been included in tables 
where properties of DCN and VCN units are compared. However, 
most of the units could be located histologically. 
- condenser 
microphone 
coupler 
damping material 
rubber compound 
Figure 1.1 A. The acoustic coupler f i t ted in the external acoustic meatus of the cat. 
B. The frequency response of this assembly. 
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Sound system 
The sound is applied to an acoustic coupler, filled 
with damping material, which is fitted in the ipsilateral 
external auditory meatus (Fig. 1.1 A). 
A half inch condenser microphone (B & K, 4134) energized 
by a driver as used by Molnar et al. (1968) was used as sound 
source. 
The sound pressure level is monitored by means of a half 
inch microphone of the same type. Much care has been taken to 
prevent resonances in the coupler as far as is possible. 
Fig. 1.1 В represents a typical calibration curve of the 
whole set-up in situ. Sound pressure levels close to the 
tympanic membrane were not measured. The sound pressure level 
as a function of frequency in Fig. 1.1 В was obtained at an 
attenuator setting of 0 dB. Attenuator settings mentioned in 
the text refer to this level. 
Stimuli: scans 
The response of cochlear nucleus neurons to tone burst 
stimulation may depend on the frequency and the intensity of 
the stimulus as well as on time after onset and offset of the 
tone burst. 
Although a different result may be obtained when other 
parameters such as the duration of on and off periods, the 
rise and fall time of the burst envelope or the phase of the 
carrier signal are changed, interest here will be confined to 
the dependence of the firing pattern on frequency, intensity 
and time after onset and offset of the tone. 
Three different scans were used to study effects of 
variations in these parameters: 
1. FT scan - the intensity of the tone bursts must be chosen. 
2. IT scan - the frequency of the tone bursts must be chosen. 
3. IF scan - on and off duration must be chosen. 
Thus in each of these scans two parameters are varied. 
In dot displays the ensueing spikes are displayed at the 
appropriate parameter values of the stimulus along X and Y 
axis. 
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Tonal stimuli were delivered by a Philips PM 5162 sweep 
generator. The frequency of the output signal can be set 
manually or by application of an external signal. Two types 
of experiments, the frequency-time scan (FT scan) and the 
intensity-frequency scan (IF scan), require systematic variat-
ion of the frequency parameter. 
In these cases the output of a staircase voltage generator was 
used to generate 80 frequency steps equidistantly spaced along 
a logarithmic frequency scale. 
1. Frequency-time scan (FT scan). 
The FT scan consists of 80 tone bursts where the envelope 
of each burst is rounded to avoid generation of undesired 
harmonics (rise and fall times are 2.5 msec). 
The duration of on and off periods can be varied. The 
amplitude of the steps in the staircase voltage can be 
varied in such a way that in 80 steps a total frequency 
range of 1, 2, 4 or 8 octaves is covered. The FT scan 
starts at the lower frequency which has to be set by hand. 
2. Intensity-time scan (IT scan). 
This series of stimuli consists of 80 tone bursts each 
of which is 0.5 dB higher in intensity than the previous 
one, so that a range of 40 dB is covered. 
The output of an exponentiator which is fed with the stair-
case voltage is multiplied with the sweep generator output. 
The resulting signal is switched on and off (2.5 msec, rise 
and fall time) by means of a second multiplier. 
3. Intensity-frequency scan (IF scan). 
The stimulus is a sinusoid of certain frequency and an 
intensity increasing linearly on a dB scale (range = 40 dB) 
over a period of one second, after which the stimulus is 
switched off for another second. Then with a slightly 
higher frequency the same stimulus is applied etc. covering 
in subsequent sweeps a frequency range of usually two 
octaves, distributed on both sides of the characteristic 
frequency. Thus a section of the intensity-frequency plane 
is scanned by stepping the frequency (80 steps) and 
sweeping the amplitude of the tone at each frequency. 
The frequency steps are obtained in the manner described 
above. For the modulation of the amplitude two multipliers 
were connected in series. The inputs for the first multi-
plier were the sweep generator output and the output of an 
exponentiator which was fed with a triangle wave. The output 
was switched on and off with 2.5 msec, rise and fall times 
in the second multiplier. 
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Tone bursts of the characteristic frequency 
Most of the units have been stimulated with tone bursts 
of the characteristic frequency. The intensity of the tone 
bursts was usually set at a level 20 - 30 dB above threshold. 
The bursts had a duration of 50 msec, and were separated by 
50 msec, of silence. The tone was switched on and off within 
2.5 msec. The phase of the sine wave in the burst was not 
identical in subsequent stimuli when 'ithe neuron had a 
characteristic frequency above approximately 4 kHz. Most 
neurons with a lower CF have been stimulated with tone bursts 
having identical phase relationships. 
Some units appeared to have long response latency after 
tone onset. Following onset there was a gradual build up in 
firing rate (see results). Some of these units did not 
respond to 50 msec, tone bursts. These units have been 
stimulated with 500 msec, bursts presented at a repetition 
frequency of ] Hz. The same stimulus has been presented in 
most cases to units which show only suppression during the 
tone. 
The number of stimuli was typically 500 when short tone 
bursts were presented and 80 when tone bursts of 500 msec. 
duration were given. 
Data collection 
Action potentials which were amplified by the preamplifier 
underwent further amplification and were inverted when the 
negative peaks were easier to discriminate from the noise than 
positive peaks. 
Subsequently the signal was fed into a window discriminator 
which most of the time was used as level detector. When the 
action potential crosses the chosen level an output pulse is 
generated. 
In the initial experiments these pulses were used to 
generate dot displays on a storage oscilloscope when the 
neuron was stimulated with one of the various scans or to 
compute PSTHs on a Biomac 1000 special purpose computer when 
the neuron was stimulated with CF tone bursts. 
The dot displays were photographed whereas the result of 
Biomac computations was recorded on graph paper. 
In later experiments the output pulses of the window 
discriminator were fed into the interface equipment of a PDP-9 
computer together with timing pulses coincident with on and 
offset of the stimuli. 
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The precision of timing of the action potentials was 
100 ysec. when sound bursts of relatively long duration 
were used, and 10 ysec. when the duration of the sound 
burst did not exceed 100 msec. 
Moments of action potentials relative to stimulus 
onset were stored in digital form on a disk memory and 
later transferred to magnetic tapes. 
Most of the data were displayed on-line as dot displays 
on a computer display oscilloscope. The signal recorded by 
the microelectrode as well as the stimulus were continuously 
displayed on oscilloscopes and also fed into a loudspeaker 
to enable acoustic monitoring. 
Short samples of stimuli and action potentials were 
recorded on a 7 track analog taperecorder (Honeywell 7600) 
operated at a speed of 15 inches per second. 
After the experiment these signals were played back 
at a speed four times slower and recorded by means of a 
high speed inkwriter (Oscillomink). This is an excellent 
means for studying waveforms of action potentials, and 
particularly useful for distinguishing between fiber and 
soma recordings (see results). 
From the responses to tone bursts of the characteristic 
frequency two post stimulus time histograms (PSTHs) were 
computed on a PDP-9 computer. 
1. A high temporal resolution PSTH with 400 bins comprising 
the on and the off period. The ordinate represents the 
total number of action potentials in the various bins. 
2. A low temporal resolution PSTH with 4 on bins and 4 off 
bins. Apart from the 50 times lower temporal resolution 
this PSTH is deviant from the 400 bin PSTH in that a 
different time reference mark was used. The four on bins 
comprise the period extending from 5 msec, after tone 
onset to 5 msec, after tone offset. The four off bins 
comprise the time period from 5 msec, after tone offset 
to 5 msec, after tone onset. 
The bins are indicated as on 1, 2, 3, 4 and off 1, 2, 3, 4 
starting from the time reference mark 5 msec, after tone 
onset. In this PSTH the ordinate is expressed as a firing 
rate (in spikes per second). 
The first PSTH gives details of the response pattern 
of the neuron. In the second PSTH the emphasis is on the 
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gross temporal pattern of the discharge and on the firing 
rates which were obtained in the various bins. 
To nullify as far as possible the unwanted complicating 
effects of simple delays on the shape of this PSTH for the 
majority of neurons, the shift of 5 msec, in the time 
reference mark was introduced. 
As a quantitative measure of the temporal characteristics 
of the discharge during on 1, 2, 3 and 4 we defined: 
R _ N(on 1 + on 2) - N(on 3 + on 4) 
N(on 1 + on 2 + on 3 + on 4) 
(N = number of action potentials in the indicated bin) 
The quantity R can vary from -1 to +1 depending on the 
distribution of the action potentials in the various on 
bins. 
We shall not discuss R values from units which show suppression 
of spontaneous activity as the only response during tonal 
stimulation. 
1.3 Results 
1.3.1 The various scans and their mutual relation 
IF scan results 
Tuning curves giving the activation threshold of a 
neuron as a function of frequency are widely used in auditory 
neurophysiology. 
In the algorithm, which is used to determine the 
threshold at each frequency, time is most often an implicit 
parameter, which has to be chosen. 
This is also the case in our IF scan method. It gives 
a valuable survey of the dependence of activation and often 
of suppression on frequency and intensity. 
The border line of the activation response area can be 
considered equivalent to the tuning curve. Examples of IF scan 
dot displays obtained from units in the cochlear nuclei are 
presented in Fig. 1.2. 
The IF scan dot display in Fig. 1.2A was obtained from 
a unit in the dorsal division of the cochlear nucleus which 
did not show spontaneous activity. This unit has a double 
peaked activation response area which suggests convergence 
of activating inputs with different characteristic frequencies. 
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We are quite sure that all action potentials were obtained 
from one unit only because of the very uniform amplitudes. 
The other IF scan dot displays in Figure 1.2 were obtained 
from spontaneously active neurons which showed only 
activation responses to tonal stimulation (Fig. 1.2B), or 
only suppression responses (Fig. 1.2D), or both kinds of 
response (Fig. 1.2C). 
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On and off duration: 1 second. The intensity levels at the start and at the end of the 
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FT and IT scan dot displays 
These dot displays show the time—dependence of the 
response to tone bursts as a function of frequency and 
intensity respectively. 
The FT scan intersects the IF plane at the intensity 
level which was chosen for the tone bursts. 
The IT scan intersects the plane at the chosen 
frequency. 
Figure 1.3 is intended to clarify these relationships. 
In the IF plane we reproduced the on part of the 
IF scan of this unit (32-1, dorsal cochlear nucleus; see 
also Fig. 1.2A). 
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The intensity of the FT scan was -30 dB which is the 
highest level reached during the IF scan. The frequency 
of the tone bursts in the IT scan was 17.9 kHz and is 
indicated by an arrow on the frequency axis of the IF 
plane. 
By looking at Figure 1.3 we can see that this unit 
has a very long latency of response after tone onset. The 
latency is dependent in an orderly fashion on frequency 
and intensity of the tone burst. When the tone is switched 
off firing ceases after a short period of time which is 
rather constant. 
In some neurons the FT scan has been repeated at a 
number of different intensities. 
These FT scans can be assembled together in a three 
dimensional dot display which will be called an IFT scan 
dot display. 
IFT scan dot displays from three cochlear nucleus 
neurons with quite different response properties have 
been reproduced in Figure 1.4. These clearly indicate that 
neurons in the cochlear nuclei differ not only in their 
rate of spontaneous activity, but also in the nature and 
the time-dependence of their responses to tone bursts. The 
neuron in Fig. 1.4A shows activation responses to tone 
bursts in certain frequency bands which broaden when the 
intensity of the stimulus is increased and which produce 
the well-known V shape of the activation response area. 
Tone bursts on the high frequency side of these bands 
appear to suppress the unit. 
Off suppression (Starr, 1965) is seen when stimuli 
which activated the neuron are switched off. 
Suppression by tone burst stimulation is the only type 
of response shown by unit 34-16 (Fig. 4.4B). Its suppression 
response area is very broad and has a W shape. 
Finally neuron 34-14 which was found in the same 
electrode track as unit 34-16 responds only to tone onset 
and has a V shaped response area. 
Presence or absence of suppression effects evoked by 
tonal stimulation cannot be judged because the unit lacks 
spontaneous activity (Fig. 1.4C). 
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Relation between IFT and IF scan dot displays 
In the IF scan procedure time is an implicit parameter. 
In most cases latency will have a minimal effect on the 
final result because of the relatively low rate of scanning. 
It may be gathered from Fig. 1.3 that even when the 
latency is extremely long the threshold in the IF scan is 
not very different from that in the IT scan of a certain 
frequency. Adaptation, particularly when it is strong, will 
inevitably be reflected in the result especially in those 
parts of the IF plane where the stimulus is above threshold. 
In general it can be said that the result tends to 
reflect the steady state properties of the neuron. Illustrative 
of this are those responses which are seen in the IFT scan 
dot display immediately after tone onset. These are not 
at all, or only poorly reflected in the IF scan dot display. 
Accordingly, neurons with extremely strong adaptation such 
as in Fig. I.AC barely respond to the IF scan (see also 
unit 33-4, Fig. 1.6B). 
Of course the IFT scan dot display gives a far more 
complete description of the neuron but much more time is 
needed to obtain it. 
1.3.2 Classification of units with different types of response 
during tonal stimulation 
We have attempted to classify response types of cochlear 
nucleus neurons according to the scheme depicted in Fig. 1.5. 
A similar scheme, but with entirely different criteria 
at the various branch points, was used by Guiñan et al. 
(1972a) for the classification of responses of units in the 
superior olivary complex. 
We shall discuss the criteria which were used and the 
problems encountered at the various branch points in the 
scheme. 
The classification procedure involves the application 
of four sets of criteria at the branch levels α, β, γ and 
δ. 
Criterion a Subdivision of the population of neurons in 
cochlear nucleus units and units which may be 
identical with auditory nerve fibers. 
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Units which by the shape of their action potentials and the 
pattern of response to CF tone bursts 20-30 dB above threshold 
suggested the possibility that they might be auditory nerve 
fibers will be indicated as primary(?) fibers. 
These units had monophasic, positive action potentials 
with short rise times and the typical shape of PSTH computed 
from the responses to short (50 msec.) tone bursts as reported 
by Kiang et al. (1965a) for auditory nerve fibers. An exception 
has been made for three units which on histological examination 
appeared to be located in the trapezoid body. 
These units may be cochlear nucleus output fibers and 
will be considered in the various tables as VCN neurons. Most 
cochlear nucleus unit action potentials had a biphasic wave 
shape. 
Criterion β Is the level of spontaneous activity sufficiently 
high to judge the presence or absence of 
suppression by tones? 
The application of criterion 3 has a practical reason: When 
units have a sufficient rate of spontaneous activity it is 
possible to judge in the various dot displays (IF, FT scan 
dot displays) the presence or absence of suppression by tones. 
It was difficult or impossible to make this decision 
when the spontaneous activity was below approximately 
5 spikes per second. The units where, due to low rates of 
spontaneous activity, the presence or absence of suppression 
effects by tonal stimulation must remain an open question 
have been indicated as 'silent'. 
Units where the spontaneous activity is sufficiently 
high to make the decision are indicated as 'spontaneously 
active'. The level of spontaneous activity of 61 neurons is 
unknown. Most of these neurons have been studied only with 
CF tone burst stimuli. 
The complete set of data used for subdivision of units 
according to criteria γ and б includes: 
1. IF scan dot display. 
2. FT scan dot displays both with low (1000 msec, tone bursts) 
and high temporal resolution (50 msec, tone bursts) at an 
intensity level approximately 20-30 dB above CF threshold, 
and sometimes repeated at other intensity levels. 
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In some cases a series of PSTHs was computed from the 
responses to 50 msec, tone bursts at various frequencies 
instead of the high temporal resolution FT scan. In the 
majority of neurons a PSTH computed from the responses to 
short (50 msec.) supra threshold CF tone bursts is 
available. 
3. IT scan at both high and low temporal resolution at the 
characteristic frequency. Instead of the IT scan with 
high temporal resolution we have computed in some cases 
PSTHs using CF tone bursts of 50 msec, at various 
intensities. 
In many neurons this set of data was not complete 
because the neuron was lost or because the responses to 
noise stimuli were the object of further study. In 
particular, IT scans were often not available. Where the 
set of data was considered inadequate to make a decision 
at one of the branch points, the unit was dropped there 
as 'not investigated' (N.I. in Fig. 1.5). 
In those cases where the set of data was sufficient 
to make the decision concerned, but subdivision in one of 
the various catagories was too hard or even impossible 
the unit was dropped as 'not classified'. 
The number of not classified units is indicated at 
the various branch points in Fig. 1.5. 
Criterion γ Nature of responses to tonal stimulation. 
Within the group of spontaneously active neurons we have 
distinguished 3 types which characterize differences in the 
responses of these neurons when the frequency and the 
intensity of a tonal sLimulus is varied. 
type A The response area (i.e. that part of the IF plane 
where presentation of a tonal stimulus leads to a 
change in firing rate) consists of an activation 
area only. Suppression during tonal stimulation is 
not observed (Fig. 1.2B). 
type AS The response area consists of an activation area 
and a suppression area which flanks the activation 
area on one or both sides (Fig. 1.2C). 
type S These neurons have only a suppression area. No 
enhancement of firing rate is observed during tonal 
stimulation (Fig. 1.2D). 
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The decision was based on IF scan and FT scan dot 
displays or on one of these types of scans when they were 
not both available. The subdivision usually presented no 
great problems. It was observed in some instances that 
the FT scan dot displays showed activation and suppression 
responses in different frequency bands, whereas the IF scan 
dot displays showed an activation area but no clear 
suppression area. These units were designated as AS units. 
Three units resembled S type units but the presence of 
some activation could not be safely excluded. These units 
were therefore dropped as not classified at branch point γι· 
At present the silent neurons cannot be similarly subdivided 
because we are unable to judge from the extracellular 
recordings whether or not suppressing effects were exerted 
on the neuron during the tonal stimuli. 
The silent neurons therefore will be designated as A(S) 
units to express our ignorance as to the presence or absence 
of suppressing stimulus effects. Silent S neurons, if they 
exist at all, will have escaped our notice. 
Criterion 6 The time course of the responses 
We have distinguished four temporal patterns of response 
which pertain to the activation response in A, AS and A(S) 
units and to the suppression response in S neurons. 
The description of the four categories will be given 
for A, AS and A(S) neurons. The description is applicable to 
S neurons when 'suppression' is substituted for 'activation'. 
The subdivision of the units according to the four 
temporal patterns distinguished in table 1.1 has been based 
mainly on FT scans with low temporal resolution and FT scans 
with high temporal resolution. 
In those cases particularly where only a low temporal 
resolution FT scan dot display was available the shape of 
the high temporal resolution PSTH to short (50 msec.) CF 
tone bursts was taken into account. Generally the intensity 
level of the CF tone bursts was equal to the intensity level 
of the FT scan (20-30 dB above CF threshold). 
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Branch point δι Temporal pattern of activation of A neurons 
FT scan dot displays were available from 9 out of 18 A 
type neurons. These scans as well as the CF tone burst PSTHs 
all indicated a sustained activation time course (Fig. 1.7A). 
One of these neurons shows rather strong adaptation 
with a long time constant. The shape of its CF tone burst 
PSTH does not deviate obviously from that of the other A type 
neurons. The neuron has therefore been designated as sustained. 
Branch point &2 Temporal patterns of activation of AS neurons 
One group of AS neurons appears to have a sustained 
activation pattern in low temporal resolution FT scans as 
well as in the CF tone burst PSTHs. In those cases where these 
neurons have also been investigated with high temporal 
resolution FT scans the same conclusion was reached (Fig. 1.7B). 
In other neurons a 'complex' time course of the activation 
is encountered. The firing pause can be observed sometimes 
in low temporal resolution FT scan dot displays but much 
more clearly in the PSTH to short CF tone bursts. These 
neurons were usually also studied with a high temporal 
resolution FT scan. The responses of some neurons which have 
been classified as AS complex are shown in Fig. 1.7C; Fig. 1.13, 
Fig. 1.14 and Fig. 1.15D. 
In two neurons, where a firing pause could be observed 
in the CF tone burst PSTH but not in the low temporal 
resolution FT scan, a high temporal resolution FT scan dot 
display was not available. These neurons were dropped as not 
classified. 
One AS neuron has been found where both the low temporal 
resolution FT scan dot display and the CF tone burst PSTH 
indicate a build up activation time course. 
Branch point 63 Temporal pattern of suppression of S units 
The S type neurons which were subjected to FT scan 
stimulation exhibited sustained suppression except at 
intensities near threshold where it may only be present at 
tone onset (Fig. 1.4B). The suppression may continue after 
tone offset for a time period which is somewhat longer than 
the latency following tone onset. 
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TABLE 1.1 Short description of temporal patterns of activation 
temp, pattern: description: examples: 
1. transient Activation mainly at tone onset Fig. 1.4C 
and no or only a low level of 
response thereafter. 
2. sustained The activation appears after a Fig. 1.4A 
short onset latency (< ~ 10 Fig. 1.6A 
msec), persists with consider- Fig. 1.7A 
able amplitude during the whole Fig. 1.7B 
duration of the stimulus and 
disappears after approx. the 
same period after tone offset. 
These time periods may be longer 
for neurons with a low CF (below 
a few kHz). 
3. build up The activation has a long onset Fig. 1.3 
latency (> ~ 10 msec.) and Fig. 1.10 
initially shows gradual build up 
of the firing rate. The activat-
ion ceases a short time after 
tone onset (< ~ 10 msec). 
4. complex Various combinations of type 1 Fig. 1.6B 
and type 3. The activation Fig. 1.7C 
response is present shortly Fig. 1.13 
after tone onset, is interrupted Fig. 1.14 
thereafter and reappears later 
in the stimulus. The pauses in 
the activation response may be 
present only in a part of the IF 
plane. 
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Figure 1.6 Responses of A(S) neurons with different temporal patterns of activation to IF 
scan and FT scan stimulation. Off part of IF scan dot displays was omitted here. 
The intensity range was 40 dB. The FT scans had on and off periods with a dura­
tion of 1 second and a frequency range identical with that of the IF scans. 
Branch point δι^  Temporal patterns of activation of A(S) units 
The transient temporal pattern of activation has been 
encountered only within the group of A(S) units displaying 
none, or only a very low level of spontaneous activity 
(Fig. 1.4C). 
Most units in the A(S) group show sustained activation 
except at threshold intensities (Fig. 1.6A). 
In the dorsal cochlear nucleus we have found A(S) units 
with a 'build up' temporal pattern of activation. When the 
border of the response area is approached, either by stimulat­
ion with frequencies which are more remote from the CF or by 
lowering the intensity of the tone, the latency of the 
response increases markedly and may reach values up to 250 
msec. (Fig. 1.3 and Fig. 1.10). 
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The response patterns of 10 neurons were designated as 
'complex' because a firing pause intervenes between generally 
dense firing at tone onset and resumption of activation later 
during the stimulus (Fig. 1.6B). 
Two neurons had long onset latency but did not clearly 
show build up of their firing rate and were therefore not 
classified. 
Five other neurons showed strong adaptation somewhere 
between the extremes of transient and sustained temporal 
patterns. These units have also not been classified. 
1.3.3 Obtaining parameters to characterize differences in 
unit properties 
Spontaneous activity 
The mean level of spontaneous activity of cochlear nucleus 
neurons varies between 0 and more than 100 spikes per second. 
The distribution of spontaneous firing rates of 195 cochlear 
nucleus neurons is shown in Fig. 1.8. 
Figure 1.7 Responses of A sustained, AS sustained and AS complex neurons to IF scan and 
FT scan stimulation. 
Left column: IF scan dot displays (off part not reproduced here). Intensity range: 
40 dB. Maximum intensity indicated in figure. 
Middle column: FT scan dot displays wi th the same frequency range as the corres-
ponding IF scans. Intensity level is equal to maximum intensity reached in IF scan. 
On an off periods had a duration of 1 second. 
Right column: FT scan dot displays wi th the same frequency range as in the IF scan, 
and the FT scan wi th lower temporal resolution (middle column) except for unit 
58-7 (frequency l imits: 20-40 kHz). Intensity level is equal to maximum intensity 
reached in IF scan. On and off periods: 50 msec, and 150 msec, respectively. Each 
tone burst has been repeated 16 times. 
34 
number of neurons 
100-
0 50 100 spikes/sec 
Figure 1.8 Distribution of spontaneous fir ing rates (in spikes per second) of 195 cochlear 
nucleus neurons. 
Width of activation response areas 
The width of activation response areas, expressed in 
octaves, was measured at 10 dB above CF threshold. The data 
were obtained from IF scan dot displays. Units which show 
strong adaptation (transient units and a number of units 
with a complex temporal pattern of activation, e.g. unit 
33-4, Fig. 1.6) were excluded. The IF dependence of the tone 
responses of these neurons should be studied using the IFT 
scan method. The IF scan result obtained from these neurons 
was heavily contaminated with time-dependent properties. Of 
course the responses of most neurons show time-dependence 
and this may have influenced the result somewhat. However, 
the bandwidth of the activation area for a given intensity 
level as derived from FT scans is generally not very different 
from the width of the activation area in the IF scan dot 
display at the same intensity level. In order to gain an 
impression of the differences various figures in this chapter 
may be inspected (Fig. 1.3; 1.6A; 1.7A, B, C; 1.10; 1.13; 1.15). 
Units with characteristic frequencies > 30 kHz, as well 
as others where the IF scan dot display revealed such complex 
response properties that it was impossible to delineate the 
activation area in any satisfactory way, will be left out of 
consideration. 
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In Figure 1.9A the width of the activation areas in two 
divisions of the cochlear nucleus complex is plotted as a 
function of CF. Both DCN (granular layer units included) and 
VCN units display the tendency toward narrower activation 
areas (width expressed in octaves) when CF increases. Narrow 
units could be found in both divisions, whereas the broadest 
units were found in the DCN. 
We have also compared the widths of activation areas of 
cochlear nucleus neurons and auditory nerve fibers (compare 
Fig. 1.9A and I.9B). The data concerning auditory nerve 
fibers are taken from Kiang et al. (1965a). The bandwidths, 
in octaves, were measured from tuning curves of four different 
cats (see their Fig. 7.3 and 7.4 and 7.5). Bandwidths of the 
activation areas of auditory nerve fibers and cochlear nucleus 
units overlap. Assuming that methodological differences play 
no major role, it will be safe to say that, on average, those 
of cochlear nucleus neurons are broader and show more spread. 
However, very sharply tuned neurons can still be found within 
the cochlear nucleus. 
Finally, we tested whether neurons which belong to 
different categories as distinguished in our classification 
scheme showed systematic differences in the widths of their 
activation areas. In comparing units displaying only activation 
responses (A units) with those also showing suppression 
responses to tones (AS units) it cannot be said that the 
presence of suppression leads to consistently narrower activat-
ion areas (Fig.l.9C). This confirms findings of Mast (1970) 
who recorded single unit activity in the cochlear nuclei of 
the chinchilla. 
The broad DCN units (Fig. 1.9A) appear to be mainly A(S) 
neurons with a build up activation time course. Units with a 
build up type of response have been indicated by arrows in 
Fig. 1.9C. The results of IFT scans (see above) obtained from 
four A(S) build up neurons also indicate that at least some 
of these neurons are broadly tuned. An observation which 
seems relevant in this context is that 3 out of 9 A(S) build 
up units have double peaked activation areas. It is improbable 
that these peaks are due to resonances in the sound system. 
One reason for this assumption is that no dips were found in 
other neurons from the same cat having a response area within 
the frequency range of interest. Furthermore, the IF scan dot 
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Figure 1.9 Bandwidths of activation areas of cochlear nucleus neurons and auditory nerve 
fibers. The auditory nerve fiber data are taken from Kiang et al. (1965a). Units 
indicated by arrows (C) have the build up temporal pattern of response. 
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d i s p l a y s suggest t h a t the peaks may be due to d i f f e r e n t i n p u t s . 
These d i f f e r not only in t h e i r CF but a l so in the maximum 
f i r i n g r a t e obtained from the neuron by supra threshold 
s t i m u l a t i o n of the d i f f e r e n t input channel s . That t h i s 
d i f f e r e n c e in ' s a t u r a t i o n l e v e l ' of the inputs may be 
accentuated can be grasped from Figure 1.3 and Figure 1.10. 
Such d i f f e r e n c e s , c l e a r l y a s s o c i a t e d with the peaks, cannot 
simply be explained in terms of the p r o p e r t i e s of the sound 
system. 
IF scan FT scan 
-70 dB -30dB 
160 
-η 
0 on off ¿ 
Figure 1.10 IF and FT scan dot displays from an A(S) build up type neuron (unit 34-1,DCN). 
The number of action potentials per tone burst (of 1 second duration) is shown 
in the histogram on the right as a function of frequency. 
Width of suppression area of S units 
These neurons only show suppression responses during 
tonal stimulation (see above). The width of the suppression 
area was measured 10 dB above CF threshold in IF scan dot 
displays (Fig. 1.11). Note that scaling of the ordinate is 
different from that used in Fig. 1.9A, В and C. S units can 
have very broad suppression areas. The CF of some of these 
was difficult to determine and was therefore only roughly 
estimated. The data in Fig. 1.11 were obtained from DCN and 
granular layer units. One S unit, which was found in the 
vestibular nerve root (see chapter 4), had a CF > 30 kHz 
and was omitted. 
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Figure 1.11 Width of suppression areas of S type units. 
Parameters obtained from low temporal resolution PSTHs computed 
from the responses to CF tone bursts. 
Many neurons have been stimulated with CF tone bursts, 
typically with a duration of 50 msec, and an intensity level 
20-30 dB above threshold. Except in the initial experiments 
high and low temporal resolution PSTHs have been computed 
from the responses. The high temporal resolution PSTHs 
provided information relevant to the subdivision of units in 
the various categories which were distinguished (see above). 
In the low temporal resolution PSTHs, many details visible in 
the high temporal resolution PSTH, are lost. In this form, 
however, the set of data becomes more accesible to quantitative 
analysis. 
Here the interest is in the characterization of the temporal 
pattern of response. As a characteristic we have computed R 
(see methods). The quantity R is close to +1 for units which 
have strong adaptation, approx. zero for units which do not 
show strong time-dependence and close to -1 for neurons with 
a clear build up firing pattern. Another parameter which has 
been investigated is the maximum firing rate in one of the 
four on bins of the PSTH (see methods). Units with an S type 
response pattern will not be considered here. 
Both R values and the maximum firing rates obtained tend 
to be different in ventral and dorsal cochlear nucleus 
(granular layer included). Inspection of the four on bins of 
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the PSTHs reveals that many DCN neurons have a gradually 
increasing firing rate after tone onset. This is reflected 
in negative R values in Fig. 1.12A. Some DCN units show 
this to an extreme degree (R values close to -1). In the 
ventral cochlear nucleus the low temporal resolution PSTHs 
of most units indicate various degrees of adaptation 
reflected in positive R values. Strongly negative R values 
were not found in the VCN. Some of the VCN units may reach 
firing rates which exceed 400 spikes per second. Such high 
firing rates were not observed in the DCN. The R value and 
the maximal firing rate which is obtained are correlated: 
units with R values near +\ or -1 do not exhibit high firing 
rates. 
The same parameters have been investigated for A, AS 
and A(S) type units (Fig. 1.J2B). Units in which the response 
area consists only of an activation area (A units), display 
typically slightly positive R values. The only exception to 
this is a DCN unit where the classification was based solely 
upon an IF scan dot display. Units which have a response area 
which is composed of an activation and a suppression area can 
also have strongly negative R values. Figure 1.12C indicates 
that AS units with a complex temporal pattern of activation 
or a build up temporal pattern are responsible for these 
negative R values. 
On the other hand, AS sustained type units display 
positive R values almost without exception. This latter type 
of unit can reach very high maximum firing rates. 
In contrast to A and AS type units it appears that A(S) 
units have a distribution of R values which cover the whole 
range from -J to +]. Accordingly, it is only within this 
category of units that each of the four temporal patterns of 
response distinguished has been encountered. 
The transient A(S) units, not unexpectedly, appear to 
have R values > 0.5 (Fig. 1.12C). The parameter values of 
build up A(S) neurons are similar to those of AS units having 
a complex temporal pattern of response. 
On the other hand the distribution of parameter values from 
A(S) units with a complex temporal pattern of response is 
different (Fig. 1.12C). From a phenomenological point of view 
the complex temporal pattern of response, in which a firing 
pause interrupts the activation response may be conceived of 
as a combination of transient and build up temporal patterns. 
The difference between AS and A(S) complex units may be 
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Figure 1.12 Plots of maximum firing rates against R values obtained by CF tone burst stimu­
lation. 
A. For units with different anatomical locations. 
B. For units with different types of response areas. 
С For units wi th different temporal patterns of activation. 
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characterized in a rough manner by saying that the transient 
component is predominant in most A(S) complex units, whereas 
AS complex units generally have a predominant build up compo-
nent. 
The A(S) sustained units have parameter values which are 
similar to those of AS sustained units. Two A(S) units which 
were classified as sustained on the basis of FT scan dot 
displays show strong adaptation in the CF tone burst PSTH. 
In one case this is probably due to the fact that the CF tone 
burst stimulus had a lower intensity level. 
1.3.4 Evidence for overlap between response areas of activating 
and suppressing inputs 
Greenwood and Maruyama (1965) have investigated the relation-
ship between activation and suppression response areas by a 
study of temporal patterns of discharge evoked by tone bursts 
inside and outside activation response areas. 
In some units 'silent periods of no discharge, preceding 
the response or intervening between onset spikes and firing 
later in the stimulus, could be shown to be continuous at the 
margins of response areas with the inhibition of spontaneous 
discharge and were attributed to inhibition'. 
This description, which indicates that activating and 
suppressing inputs of these cells (our AS units with a complex 
temporal pattern of response) have overlapping response areas, 
was fully confirmed in this study. The results from two AS 
complex type units will be used to illustrate this (Fig. 1.7C 
and Fig. 1.13). The IF scan dot display obtained from unit 
58-4 (Fig. 1.7C) shows that the activation area is flanked by 
a suppression area in a way which makes it difficult to believe 
that they are caused by inputs with non-overlapping response 
areas. 
Indeed, in the FT scan dot displays we see that the main 
initial response to all effective tone bursts is suppression 
which within a certain frequency band is preceded and 
followed by activation. 
From unit 56-3 (Fig. 1.13) we obtained an IF scan dot 
display which exhibits an activation and a suppression area. 
The temporal pattern of the response to short duration tone 
bursts (50 msec.) of the CF was investigated with an IT scan 
(Fig. 1.13D). A clear firing pause is seen as soon as the 
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Figure 1.13 Responses of an AS complex unit (unit 56-3, DCN) to various scans. 
A. IF scan dot display (on part only) 
B. FT scan dot display. On and off periods had a duration of 1 second. 
Frequency limits as in A. 
С FT scan dot display wi th higher temporal resolution. On and off periods 
had a duration of 50 msec. 
Frequency range; 11-22 kHz. The intensity level of the tone bursts in 
experiments В and С was -20 dB. 
D. IT scan dot display at CF of neuron. On and off periods: 50 msec. 
Intensity range as in A. 
In experiments С and D each tone burst has been repeated 16 times. 
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stimulus intensity exceeds the lowest threshold of the 
suppression area. The duration of the pause increases with 
increasing stimulus intensity. At the highest intensity 
reached in IF scan and IT scan we stimulated the neuron 
with two FT scans differing in the duration of tone bursts 
(1000 and 50 msec). The firing pause, visible in the FT scan 
dot display with high temporal resolution, is continuous 
with the suppression band and has a duration which is 
frequency dependent. 
The onset of the pause and the suppression of spontaneous 
activity have approximately the same latency. 
This kind of analysis of the relation between activation 
and suppression areas by a study of temporally separated 
activation and suppression responses, is not possible with 
AS units which display sustained activation. In the discussion 
and the following section we shall demonstrate that some of 
the after effects of tonal stimulation are explainable in 
rather simple terms if overlap of the activating and suppress-
ing input response areas for AS sustained type neurons is 
assumed. 
1.3.5 After effects of tonal stimulation in A and AS units 
When tones which have influenced the firing pattern of 
spontaneously active cochlear nucleus units are switched off 
two kinds of after effects may be observed. 
1. Off suppression, i.e. a reduction in spontaneous activity 
which decreases as a function of time following tone offset. 
Off suppression was typically observed when stimuli which 
had strongly activated the neuron were switched off. 
It is well known that the duration of the phenomenon 
increases when the duration of the stimulus is prolonged. 
This is also true when the intensity of the activating 
stimulus is increased, at least within a certain range of 
intensities (Starr, 1965). 
However, since those stimuli which lead to a more or 
less enduring suppression of the unit may be followed by 
off suppression (Fig. 1.7C; Evans and Nelson, 1973), it 
seems that the firing rate of the unit during the stimulus 
is not, or not the only, determining factor. Of course an 
important point is whether or not off suppression following 
activating and suppressing tones has the same underlying 
mechanism. This problem will be discussed further below. 
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2. Off activation, i.e. the unit shows an enhanced firing 
rate which exceeds the rate of spontaneous activity 
when a suppressing tone is switched off. This after 
effect has been found in some DCN and VCN neurons but 
is a much less frequent phenomenon than off suppression. 
Two 'silent' neurons gave off discharges when 
stimuli flanking the activation area were switched off. 
Both units were found in the DCN; they were classified 
as A(S) sustained and A(S) build up types. 
When no off activation is observed following suppressing 
stimuli the unit will recover its spontaneous firing rate 
sooner or later after tone offset. This recovery period may 
have a duration approximately equal to the latency of the 
suppression following tone onset, but it is often observed 
that the recovery period lasts longer. Often it lengthens 
gradually when the frequency of the suppressing tone comes 
closer to the activation area (Fig. 1.15C and D). 
We think that these findings can be explained when it 
is assumed that off suppression is the after effect of the 
activation of excitatory synaptic mechanisms. This hypothesis 
is presented more extensively in the discussion of this 
chapter. 
With this idea in mind it is conceivable that overlap of 
the response areas of excitatory and inhibitory inputs may 
lead to a net inhibition (suppression) during the tone and 
to a continued suppression of spontaneous activity after 
that excitatory and inhibitory synaptic mechanisms were 
switched off. The off suppression, caused by post excitatory 
suppression, will be most clearly revealed when the inhibition 
has no after effect. 
When the inhibition is followed by off rebound, competit-
ion between post excitatory suppression and post inhibitory 
rebound is to be expected providing stimuli activate both 
excitatory and inhibitory synaptic mechanisms. It seems that 
this can be observed in Fig. 1.14. This neuron, classified as 
AS complex, was found in the DCN and was one of the two 
neurons which showed an activation which is not monotonie as 
a function of intensity (cf. Greenwood and Maruyama, 1965). 
In the FT scan dot display, which could not be completed 
before the neuron was lost, suppression is the predominating 
effect during the on periods of most of the tone bursts. This 
is followed by activation at stimulus offset, except close to 
the CF of the activation area, where off suppression is observed. 
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Similar events are observed in an FT scan dot display at a 
stimulus intensity 10 dB lower, as well as in the IF scan 
dot display (Fig. 1.14A) following stimulus offset. These 
observations support the hypothesis that on excitation and 
on inhibition may be followed by different after effects. 
On the other hand these data are difficult to reconcile with 
the notion that off suppression may be due to a long lasting 
inhibition which has been initiated during the on period of 
the stimulus (Gerstein et al., 1968). 
-40 dB 
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Figure 1.14 Off suppression and off activation as after effects of tonal stimulation (unit 
31-2, DCN). 
A. IF scan dot display 
B. FT scan dot display. The unit was lost before the experiment could be 
completed On and off duration: 1 second. 
FT scan dot displays with a tone burst duration of one second 
obtained from A and AS type neurons were selected for the 
measurement of the bandwidth of the off suppression band (Bs) 
and of the on activation band (Ba). The width of both bands is 
expressed in octaves. We are interested primarily in the ratio 
of Bs and Ba: 
Bs _ oandwidth of off suppression band 
Ba bandwidth of on activation band 
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The on activation band in an FT scan dot display is defined 
as that frequency band where the total number of action 
potentials during tone bursts exceeds the level of spontaneous 
activity. The scans from a number of neurons were discarded 
because of insufficient spontaneous activity to judge the 
extent of off suppression along the frequency axis. 
As already mentioned above it is frequently observed 
that stimuli close to the activation frequency band exerting 
a suppression effect during on are followed by a continued 
suppression of the unit's firing rate after stimulus offset. 
This was termed off suppression if it continued for a period 
of time which was longer than the latency of the suppression 
following tone onset. Otherwise suppression was regarded as 
on suppression which persists for a short time after stimulus 
offset resulting from time lags in the system. 
Fifty FT scan dot displays with intensities between 20 
and 55 dB above CF threshold (49 of them being between 20 and 
35 dB above CF threshold) were considered suitable for the 
determination of Bs/Ba. These scans were obtained from 36 
neurons. 
The results indicate that the Bs/Ba ratio of A type 
neurons (4 FT scan dot displays from 4 neurons) does not 
exceed 1 (e.g. Fig. 1.7A). 
Most AS type neurons have Bs/Ba values > 1. This appears 
to be the case in all AS neurons found in the dorsal cochlear 
nucleus. In some VCN neurons the off suppression did not 
extend clearly beyond the on activation band (Fig. 1.15A and 
B). In other AS neurons located in the VCN the Bs/Ba value 
definitely exceeds 1 but generally the values are not so large 
as is often the case in the DCN. 
It was noticed that those VCN units which have Bs/Ba 
values close to 1 attain higher maximum firing rates in the 
on activation band of the FT scans. 
The maximum firing rate was determined from counts of the 
number of action potentials obtained during 1 second tone 
bursts as a function of frequency. We examined the possible 
relation between Bs/Ba ratios and maximum firing rates in 
the on activation band of FT scan dot displays of units in 
the DCN (granular layer included) and VCN (Fig. 1.16A). 
Comparisons have also been made between data from AS 
units with different temporal patterns of activation 
(Fig. 1.16B). 
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Figure 1.15 After effects of tonal stimulation in AS type neurons. 
Left column: IF scan dot displays; on part only. 
Right column: FT scan dot displays at highest intensity reached in IF scan. On 
and off period: 1 second. Intensity levels: unit 58-6:-60dB, unit 33-9:-20 dB, 
unit 50-2: -50 dB, unit 61-1:0 dB. 
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Figure 1.16 Plots of °S/Ba value against maximum firing rate obtained in activation band 
of FT scan dot display for units with different anatomical locations (A) and 
for AS units with different temporal patterns of activation (B). 
Some tentative conclusions can be drawn from these plots: 
1. There is a negative correlation between the Bs/Ba value 
and the maximum firing rate within the activation frequency 
band. 
That is, off suppression following suppressing stimuli is 
not observed in a broad frequency range when high firing 
rates are obtained in the on activation band. However, the 
relation is not very straightforward. For instance there 
is one DCN unit with a high maximum firing rate in its FT 
scan dot display which nevertheless has a high Bs/Ba ratio 
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(Fig. 1.15D). Furthermore low maximum firing rates do not 
necessarily coincide with high Bs/Ba ratios. 
2. There is a tendency for DCN neurons to have lower maximum 
firing rates and higher Bs/Ba values than VCN neurons. 
3. The differences between DCN and VCN as summarized above 
are partly reflected within the group of AS sustained 
units. The DCN units of the AS sustained type tend to 
have lower maximum firing rates than those found in the 
VCN. As a group, AS sustained units deviate from AS build 
up and complex units in that they display, on average, 
lower Bs/Ba ratios. 
In other words, units where the activation response 
during tone bursts is interrupted or has a long onset latency 
(probably as a result of overlap of activating and suppressing 
input response areas - see above) tend to have lower maximum 
firing rates in the activation area and exhibit off suppression 
in a frequency band usually covering the entire activation band 
as well as a part of the on suppression band(s). 
Conversely AS units which do not show firing pauses (AS 
sustained units) often have higher maximum firing rates in the 
on activation band, and exhibit off suppression which rarely 
extends much beyond the on activation band, if at all. 
] .4 Discussion 
1.4.1 Correlations between time-dependent and and time-
independent properties 
The result of our attempt to classify cochlear nucleus 
neurons according to the properties of their response areas 
and the time course of the responses indicates that these 
properties are correlated. Those units which display an 
activation response area only (A type), appear to have a 
sustained temporal pattern of activation. These units have 
properties which are similar in these respects to those of 
auditory nerve fibers (Kiang et al., 1965a). 
Units with a suppression area only (S units) show 
sustained suppression. 
On the other hand, in the group of AS units, where the 
response area is composed of an activation area which is 
flanked on one or both sides by a suppression area, several 
temporal patterns of response are encountered. In addition to 
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the sustained AS units we frequently found units with a 
complex temporal pattern of activation. The activation 
response of these units is interrupted by a firing pause 
shortly after tone onset. 
Evidence in the literature (Greenwood and Maruyama, 
1965) and data presented in this chapter (section 1.3.4) 
strongly suggest that these complex temporal patterns of 
response can be ascribed to interaction of overlapping 
excitatory and inhibitory inputs. 
One remarkable result of the classification, which at 
present remains unexplained, is that the two extremes 
encountered in the four categories of temporal patterns of 
response, namely transient and build up, were almost exclusive-
ly found among the group of 'silent' neurons. 
Neurons with properties similar to our transient units 
have already been found in the cochlear nuclei of the cat 
(Pfeiffer, 1966a; Kiang et al., 1965b) and of the rat 
(Miller, 1969). These investigators reported little or no 
spontaneous activity in these neurons. 
These neurons can be prevented from responding to clicks 
by presentation of continuous broadband noise or of a tone 
having a frequency somewhat lower or higher than the CF. In 
this way suppression areas can be demonstrated to exist on 
both sides of the tuning curve (Mtfller, 1972). Miller offers 
the hypothesis that the transient response is due to inhibitory 
input from the afferent side but delayed via an interneuron. 
In this arrangement excitatory inputs from auditory nerve 
fibers would result in activity of the neuron soon after tone 
onset. Thereafter the unit would be inhibited. 
A number of A(S) neurons with a complex time course of 
activation share in common with transient units a response 
which is mainly at tone onset. Their temporal pattern of 
response may be due to a similar organization as described 
above for transient units. If the inhibition has a slightly 
faster rate of decay than the excitation some activity may 
result later in the stimulus. 
It is improbable that the response pattern of build up 
units, usually found among the A(S) group, is caused by 
excitatory inputs with a long conduction and/or integration 
time. 
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This hypothesis would not explain why these neurons stop 
firing rather abruptly shortly after stimulus offset (Fig. 
1.3). Gerstein et al. (1968) obtained direct evidence from 
intracellular recordings that the excitatory input of these 
neurons has a normal short latency and rise time. These 
authors hypothesized that a strong transient inhibition, which 
however, could not be demonstrated in their intracellular 
recordings, may have been responsible for the build up firing 
pattern. 
Later studies by Fernald (1968) of neuron models with 
spatially distributed excitatory and inhibitory inputs have 
provided a possible explanation for this surprising finding. 
When excitatory and inhibitory inputs are distributed on 
different dendrites at some distance from the spike generating 
region, a microelectrode in the dendrite receiving the 
excitatory inputs would not faithfully reflect the membrane 
potential at the spike initiating region, but rather pre-
dominantly record the excitatory inputs. 
The response pattern of build up neurons is complementary 
to that of transient units. If one attempts to explain these 
response patterns by temporal interaction of excitatory and 
inhibitory inputs with overlapping response areas, it is 
inescapable to assume that the time course of the excitation 
and/or the inhibition is different for these two types of 
neurons. We shall assume that the time course of the excitatory 
input signal is the same for all types of cochlear nucleus 
neurons displaying signs of activation. This assumption, which 
will considerably facilitate the discussion, seems at present 
not unreasonable in view of the rather uniform temporal pattern 
of response of the auditory nerve input fibers (Kiang et al., 
1965a). 
Moreover, the same temporal pattern of activation is 
typical of A type cochlear nucleus neurons. 
The transient pattern of response then, can be obtained 
when strong inhibition with a delayed onset and a sustained 
time course is assumed (see Fig. 1.17). On the other hand, the 
build up temporal pattern of response would require an 
inhibitory input which is strong at tone onset and which decays 
faster than the excitation. 
The existence of AS neurons with a sustained pattern of 
activation indicates that the presence of antagonistic inputs 
does not necessarily lead to temporal patterns of response 
deviating from those of auditory nerve fibers. 
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A possible explanation might be that the response areas 
of excitatory and inhibitory inputs of AS sustained units do 
not overlap. 
On the other hand overlapping antagonistic inputs may 
also lead to sustained activation response patterns if both 
inputs share approximately the same time course. 
We have presented data which indicate that AS sustained 
and AS complex units not only have different temporal patterns 
of activation but show also quantitative differences in the 
maximum firing rates which can be obtained by stimulation of 
the activation area as well as differences in the extent of 
off suppression relative to the bandwidth of the on activation 
band. We will now present a model which tries to explain these 
findings. 
1.4.2 The model 
The model starts from several assumptions: 
1. The excitatory and inhibitory input response areas of AS 
neurons overlap. 
2. Both sustained and complex AS units have the same 
excitatory input. The inhibition in AS complex neurons is 
stronger and shows stronger adaptation than the inhibition 
in AS sustained units. These assumptions suffice to explain 
the lower maximum firing rates and firing pauses which are 
typical for AS complex neurons. 
3. Off suppression is an after effect of activation of the 
excitatory input. This is revealed as a hyperpolarization 
of the neuron, when a stimulus, having exerted excitatory 
effects (regardless of whether or not this has led to 
activation), is switched off. 
Support for this hypothesis existing in the literature 
will be discussed later. The hypothesis can give a prima 
facie explanation of the differences in the occurrence of 
off suppression after net inhibitory stimuli. 
There are reasons to assume that on inhibition may be followed 
by off excitation (see for instance Fig. 1.14). For the sake 
of simplicity we have not incorporated an after effect of 
inhibition in our model. Incorporation of post inhibitory 
rebound complicates, but does not necessarily invalidate the 
line of argument used in the explanation of off suppression 
following net inhibiting stimuli. 
The frequency-threshold curves of the excitatory and 
inhibitory mechanism are illustrated in the upper part of 
Fig. 1.17 and are equal for the two versions of the model. 
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The time course of excitation E(T) and inhibition I(T) is 
supposed to be independent of frequency. If the frequency-
dependence of the amplitude of the excitation E(F) and 
the inhibition 1(F) are also known, the amplitude of both 
mechanisms can be reconstructed at the various frequencies 
as a function of time following onset and offset of the tone: 
E(F,T) = E(F).E(T) 
and I(F,T) = 1(F).I(T). 
It is assumed (see above) that E(F,T) is identical in both 
versions of the model. The excitatory mechanism consists of 
depolarization during on (which adapts to 50% of its initial 
value), and hyperpolarization after tone offset (which adapts 
completely). 
In version 1 inhibition and excitation have the same 
degree of adaptation (to 50% of the initial value). In version 
2 both mechanisms have been given different adaptation; the 
inhibition adapts markedly stronger (to 20%). Time dependence 
I(T) of the inhibition is not only different in the two versions, 
but it is also assumed that at each frequency the magnitude of 
the inhibi tion in version 2 is fivefold greater at tone onset 
and, because of the difference in I(T), only twofold greater 
in the steady state. 
The E(F) and 1(F) curves in Figure 1.17 are sections of 
E(F,T) and I(F,T) at a time after the onset of the tones when 
a steady state has been reached. The E(T) and I(T) curves are 
sections of E(F,T) and I(F,T) resp. at the characteristic 
frequency. 
In version 2 the balance between excitatory and inhibitory 
mechanisms is dependent on both the frequency of the tone and 
the time after tone onset. In version 1, however, this balance 
depends only upon the frequency of the tone. 
The reconstruction of events at some frequencies in 
version 2 where activation is preceded by suppression (Fig. 
1.17) indicates why the onset latency may be very prolonged 
and have a duration which is frequency dependent. In this 
model off suppression following net inhibitory stimuli results 
from activation of the excitatory mechanism which, however, 
does not lead to an activation because of on inhibition. This 
occurs over a wider frequency range in version 2 because of 
the stronger inhibition, leading also to lower maximum firing 
rates in the steady state. In addition, it is necessary to 
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assume a difference in the time constants of the excitatory 
and the inhibitory mechanism in version 2 in order to account 
for the build up temporal pattern of activation. When the 
inhibition is given a somewhat longer latency (or a longer 
rise time) than the excitatory mechanism, a firing pause 
which interrupts the activation response can be obtained 
(Fig. 1.17). With this modification a strong similarity 
with the response pattern of neuron 58-4 (Fig. 1.7) would be 
obtained. 
The simplest explanation of the response patterns of 
neurons with a build up pattern of activation is to assume 
that model-version 2 is applicable to those neurons. The 
presence of strong inhibition, which adapts more strongly 
than the excitatory input, could account for the long onset 
latencies and the build up firing pattern. The maximum firing 
rates of build up neurons vary from 80-250 spikes per second 
(data obtained from FT scans with a tone .burst duration of 1 
second). The maximum firing rates of most of the AS neurons 
with a complex temporal pattern of activation are also within 
this range (Fig. 1.16B). 
The explanation of the transient temporal pattern of 
response in the model is based on data and suggestions from 
Miller (1969, 1972) (see above). 
1.4.3 Further comments 
A continued suppression of spontaneous activity when suppress-
ing stimuli close to the activation area are switched off was 
also observed in a group of neurons by Evans and Nelson (1973), 
and is briefly mentioned by Greenwood and Maruyama (1965). 
Intracellular recordings from cochlear nucleus neurons 
were obtained by Starr and Britt (1970) and Gerstein et al. 
(1968). In both studies large hyperpolarizations were often 
observed during suppression of spontaneous activity following 
the offset of tonal stimuli. Starr and Britt were able to 
demonstrate that in a number of units suppression of 
spontaneous activity or firing pauses in the activation 
response during tones were accompanied by hyperpolarization. 
However, both groups of investigators attest that 
hyperpolarizations were frequently not demonstrable during on 
suppression. To explain this it was inferred that in these 
units the electrode was at a site remote from the zone of 
spike generation, and thereby unable to sample accurately all 
of the synaptic events relevant to spike initiation. So there 
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is experimental evidence in the literature to support the 
assumption in our model that off suppression is caused by 
hyperpolarization. An essential additional assumption in the 
model is that these hyperpolarizations can be induced by 
activation of the excitatory input even when this does not 
result in net excitation of the neuron. 
It was speculated by Starr and Britt (1970) that the 
often long lasting hyperpolarization shifts at tone offset 
could represent a change in permeability to Na+ ions follow-
ing activation of the electrogenic sodium pump. The electro-
genie sodium pump has been assumed to exist in a great 
variety of nerve and muscle cells. The literature on this 
mechanism has been reviewed recently (Thomas, 1972). It is 
conceivable that Na inflow during excitatory synaptic 
activity will suffice to activate the pump even when 
concomitant inhibitory mechanisms prevent net excitation of 
the neuron. 
The model used here to explain phenomena which occur 
at the border of the net excitatory response area is similar 
to the model used by Rodieck and Stone (1965). In their model, 
constructed to explain on-off responses obtained near or on 
the border between on and off regions of 'on center - off 
surround' and 'off center - on surround' retinal ganglion 
cells, a mechanism to account for off activation was included. 
As an alternative explanation for off suppression phenomena 
Gerstein et al. (1968) suggested that the hyperpolarizations 
at tone offset observed in their intracellular recordings of 
cochlear nucleus neurons may reflect an inhibitory inflow 
evoked during the stimulus, which continues for some time 
after switch off. Such a mechanism might explain why the 
suppression of spontaneous activity in some S type neurons 
was observed to continue for a period of time after tone 
offset which is clearly longer than the onset latency. After 
this period, however, activation can be observed in several 
of these neurons (Fig. 2.7A). This makes it difficult to 
explain these after effects in terms of a simple model. 
The assumption of Gerstein et al. is rendered less 
likely by the findings of Starr and Britt (1970) who recorded 
hyperpolarization shifts during off suppression, in neurons 
where hyperpolarizations during on suppression could not be 
demonstrated. Furthermore, their assumption does not readily 
explain why suppressing tones can be followed by off activat-
ion when they are remote from the CF, and by a continued 
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suppression of spontaneous activity when they are more close 
to the activation area (Fig. 1.14). 
Evans and Nelson (1973) reported that some of the neurons 
showing only activation responses during tonal stimulation 
exhibited off suppression in a frequency band broader than the 
on activation band. Such off suppression effects, which were 
not clearly observed in our A type units, cannot be explained 
without additional assumptions by the Gerstein et al. model 
or by our own model. Evans and Nelson (1973) have also 
distinguished a type of neuron which shows activation as the 
only response to tonal stimulation. These neurons show no 
off suppression after stimulus offset (their type 1). We 
have no evidence for the existence of these neurons. 
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C H A P T E R 2 
RESPONSES OF COCHLEAR NUCLEUS NEURONS TO NOISE STIMULATION 
2.1 Introduction 
In our study of cochlear nucleus neurons we have applied 
the reverse correlation technique which was introduced by 
De Boer e s . (De Boer, 1967, 1969; De Boer and Kuyper, 1968) 
to analyse the responses of auditory nerve fibers to noise 
stimulation (see general introduction). This method involves 
the computation of the first order cross-correlation function 
between input and output of the neuron. The neuron is 
stimulated with Gaussian noise having a bandwidth large in 
comparison with the CF. 
From neurons displaying sufficient phase locking a cross-
correlation function can be obtained which shows an oscillat­
ion with several oscillatory periods. Neurons with a high CF 
do not fulfil this requirement and yield a cross-correlation 
function which does not deviate significantly from zero. 
Attempts have been made to correlate the properties of cross-
correlation functions obtained from auditory nerve fibers of 
low С F with the responses to other types of stimuli. De Boer 
(1969) was able to show that the spectral composition of the 
cross-correlation function of auditory nerve fibers strongly 
reflects the frequency sensitivity of the neurons as 
characterized by the tuning curve. 
Model studies have also contributed to a deeper insight. 
The peripheral auditory system, up to the stage of generation 
of action potentials in the primary auditory neurons, may be 
represented by a model comprising a linear filter followed 
by a non-memory threshold element. Here it can be shown 
(De Boer and Kuyper, 1968) that the cross-correlation function 
is equal to a combination of the impulse response of the 
linear bandpass filter and its first time derivative. 
Johannesma (1971) has shown that for a model which consists 
of a linear bandpass filter followed by a half-wave rectifier, 
lowpass filter, perfect integrator and a threshold reset 
mechanism, the cross-correlation function obtained with 
Gaussian white noise at the input is equal both to the 
compound PSTH to impulses, and to the convolution of the 
impulse responses of the bandpass and lowpass filters. The 
compound PSTH according to his definition can be obtained by 
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computing the algebraic difference of the PSTHs obtained by 
stimulation with positive and negative impulses. This model 
will show phase lock only if the linear bandpass filter and 
the lowpass filter (representing dendritic filtering) have 
overlapping amplitude/frequency characteristics. 
Whether these findings from model studies are applicable 
to second order neurons is, as yet, unknown. It can still be 
stated, however, that in these cases the cross-correlation 
function is equal to the average pre-spike stimulus (see 
general introduction). 
In our laboratory an attempt has been made to fit a 
mathematical expression to the cross-correlation functions 
which were obtained (Grashuis, 1974). Some of these results 
will be used in this chapter and therefore a short description 
will be given here. It is assumed, on reasonable grounds in 
most cases, that the cross-correlation function R(T) can be 
regarded as an amplitude modulated sinewave with an envelope 
Α'(τ). Α'(τ) is the time envelope of the fitted curve Κ'(τ): 
R' (τ) = Α' (τ) 8ίη(ωοτ + φ) 
For Α'(τ) the following proposition was made (Johannesma, 1972): 
τ-α 
Α'(τ) = AC 
= 0 
Ί Η
 е for τ » α 
for τ < α 
where AQ is a scaling factor to give R'(τ) and R(T) equal 
energy 
is a pure time delay 
is a time scaling factor 
is a factor indicating the form of Α1(τ) 
γ may vary from 1.5 -co. 
γ value indicates that the envelope is asymmetric in 
time. The time envelope rises steeply as τ increases and 
decays slowly thereafter. On the other hand a high γ value 
indicates a symmetric time envelope which will be Gaussian 
for γ ->• ». 
So the real cross-correlation function R(T) is approximated by: 
α 
ß 
Ύ 
A small 
R'(T) = AQ τ-α 
γ-1 -
e 
τ-α 
sin(ü)oT + φ) 
For an extensive description of the theoretical backgrounds 
and of the methods used to compute the parameters α, β, γ, ωοι 
and φ we refer to Grashuis (1974). 
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From the results to be presented in this chapter 
(section 2.3.1) it will appear that cochlear nucleus 
neurons with comparable CFs show considerable variations 
in the ease with which a cross-correlation function with 
a clear oscillation can be obtained. Some neurons with a 
low CF do not yield such a cross-correlation function even 
if a very large number of pre-spike stimuli are averaged. 
In obtaining cross-correlation functions deviating 
significantly from zero, we see that their forms appear to 
be rather uniform. The frequency content of the cross-
correlation function is correlated with the frequency 
selectivity of the neuron. The results obtained from units 
with different temporal patterns of response to tone bursts 
indicate that such differences are not reflected in the 
form of R ( T ) . 
In our laboratory Johannesma (1972) and Grashuis (1974) 
have shown that it is possible to give a further characterizat-
ion of the ensemble of pre-spike stimuli (PRSE) of cochlear 
nucleus neurons (see also general introduction). Each pre-
spike stimulus is sampled at sufficiently close intervals to 
prevent loss of information. Following this each pre-spike 
stimulus is represented as a vector in a high-dimensional 
space, the signal space (Johannesma, 1972). 
The position of the vector in the signal space is determined 
by the sample values. The mean of the PRSE, which is equal to 
the cross-correlation function, can likewise be represented 
in the signal space. 
An important characteristic of the PRSE is the degree of 
similarity of the individual pre-spike stimuli to the mean 
of the PRSE. In terms of the signal space concept this 
involves computation of the angle which individual elements 
of the PRSE form with its average. 
The results of these and other computations give a good 
impression of the stimulus response relationships of the 
neuron under stationary fully adapted conditions. This is 
indicated by the fact that it appears possible to predict with 
reasonable success the response of the neuron to continuous 
complex stimuli on the basis of the results of the PRSE 
analysis (Grashuis, 1974). 
It is well known, however, that the response of the neuron 
depends also upon its adaptational state. The adaptational 
state of the neuron will vary if instead of prolonged 
continuous stimulation with constant average power, a stimulus 
is presented which varies in amplitude. We will describe such 
a stimulus as an amplitude modulated carier: 
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y(t) = A(t) . x(t) 
where A(t) is the amplitude of the stimulus y(t) 
s(t) denotes a stationary signal (the carrier) 
The response of the neuron η (t) will depend on the carrier 
as well as on the amplitude of the preceding input signal: 
ny(t) = H[A(S) . x(s), s < t] 
In this chapter we have investigated to what extent it is 
possible to conceive the response η (t) of the neuron to the 
stimulus y(s), s < t as the result of the operation of two 
hypothetical mechanisms: 
1. A stationary signal/response transfer mechanism F which 
characterizes the selectivity of the neuron. The result 
of the operation of mechanism F depends on the form of 
the carrier x(t) 
n
x
(t) = F[x(s), s < t]. 
This expression simply states that the response of the neuron 
as a function of time η (t) to stimulation with a stationary 
stimulus x(t) is fully determined by the preceding stimulus. 
Information about F can be obtained by study of the PRSE under 
continuous noise stimulation. 
2. A mechanism G which depends on the time course of the 
amplitude A(t) of the stimulus and which determines the 
sensitivity of the neuron 
nA(t) = G[A(S), s < t]. 
This expression states that the response of the neuron Пд(0 
depends on the time course of the amplitude of the preceding 
stimulus. The relationships between the amplitude time course 
of the stimulus and the response are represented by G. 
Information about G can be gained by studying the response 
of the neuron to amplitude modulated stimuli. 
The question which interests us is whether knowing F and 
G suffices to characterize H in good approximation. Specifically 
we tested the proposition that 
ny(t) = G[A(S)] . F[x(s)] for s < t. 
This would imply that the neuron has the same basic signal/ 
response transfer characteristics that it shows under continuous 
stimulation when the stimulus is amplitude modulated. It is 
necessary only to allow for the effects of amplitude modulation 
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by multiplication of the response determined by F[X(S)] with 
a time dependent scaling factor G[A(S)]. This hypothesis can 
be tested. If it is true it would be expected that 
ny(t) = nA(t) . nx(t) 
If the proposition is approximately correct it would make 
sense to study the properties of the mechanisms F and G 
separately. In contrast, if F also depends upon the intensity 
of the signal or if G also depends upon the carrier the 
situation becomes much more complicated. The proposition 
formulated above has been tested for a number of neurons with 
pseudonoise stimuli. 
The results will be presented in this chapter (section 2.3.3). 
The responses of a number of cochlear nucleus neurons to 
noise burst stimulation have been compared with the responses 
of the same neurons to tone burst stimuli. The results 
indicate that the nature (activation or suppression) and the 
time course of the response to noise bursts correlate to some 
extent with the responses to FT scan stimulation (section 2.3.2). 
2.2 Methods 
The methods which were used for the preparation of the animal, 
for the recording of single unit activity, stimulus presentat-
ion, data collection and for the anatomical localization of 
neurons have been described in chapter 1. Here a short 
description will be given of the method which was used to 
obtain and analyse the responses of single units to noise or 
pseudonoise stimulation. The data described here were obtained 
in the same series of experiments which yielded the data for 
the previous chapter. 
2.2.1 Cross correlation 
A number of neurons have been stimulated with continuous 
Gaussian white noise delivered by a Hewlett Packard H01-3722 A 
noise generator. The bandwidth was most often from 0-5000 Hz 
and in some experiments from 0-15,000 Hz. In the initial 
experiments the noise signal and the ensueing spike train were 
recorded on separate channels of a 7 track Honeywell 7600 tape 
recorder operated at sufficiently high speed (15 or 60 inches 
per second) to ensure faithful recording of the stimulus. 
After the experiment the taperecorder was played back in 
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reverse direction and the noise fed into a Biomac special 
purpose computer used in the averaging mode. The averager 
was triggered by pulses delivered by a window discriminator 
as soon as the trailing edge of an action potential crossed 
the lower level of the window. This corresponds with 
triggering on the rising edge of the action potential in 
normal time. As a rule several thousands of pre-spike noise 
stimuli were averaged. The sweeptime was 20 msec. 
In most experiments, however, the longest pseudonoise 
sequence available on the noise generator was used as a 
stimulus. In order to obtain a good approximation of Gaussian 
white noise the noise generator has been modified (Grashuis, 
1974). Following this modification no differences in the 
cross-correlation functions of the same unit obtained with 
this stimulus or with real Gaussian white noise could be 
detected. 
The pseudonoise stimulus, which had a duration of 10.48 
seconds when a bandwidth from 0-5000 Hz was used, was 
repeated as often as necessary to obtain a sufficient number 
of action potentials (5,000-10,000). Inmost cases the 
intensity level was set at 10-30 dB above the threshold of 
the unit for noise stimulation. The occurrences of action 
potentials relative to the starts of the sequences were timed 
with a precision of 10 ysec. and fed into the PDP-9 laboratory 
computer. Correct timing of the train of action potentials 
fed into the computer relative to the pseudonoise sequence is 
guaranteed by the use of clockpulses from the noise generator. 
As a rule a few sequences were presented before the timing 
of action potentials began. In general the firing rate 
observed following this initial period decreases, but at a 
very slow rate. 
The pseudonoise sequence has been recorded on magnetic compu-
ter tapes. A computer program to compute cross-correlation 
functions on the basis of the spike moments relative to this 
sequence has been described by Grashuis (1974). 
2.2.2 Analysis of the responses to noise burst stimulation 
A number of cochlear nucleus neurons were stimulated 
with wide band noise or pseudonoise bursts having a duration 
of 1000, 500 or 50 msec. The depth of amplitude modulation 
was not always the same. Modulation depths of 10, 20 and 
60 dB have been used. The intensity level of the bursts was 
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5-20 dB above noise threshold. In most cases on and 'off' 
periods were of equal duration. From the responses to these 
stimuli high and low temporal resolution PSTHs were computed 
(see methods section, chapter 1). We were interested in 
the question of whether the temporal pattern of the response 
to broadband stimuli correlates with the time-dependence of 
the responses to tones of various frequencies. Therefore low 
temporal resolution PSTHs were also computed from the 
responses of the same neurons to FT scans (burst duration of 
1000 msec, or 50 msec). These PSTHs give an impression of 
the average time-dependence of the responses to tones of 
various frequencies. 
As a measure for the distribution of the responses during 
the soundbursts in the four on bins of the low temporal 
resolution PSTHs computed from the responses to sound bursts 
of 50 or 500 msec, duration we defined a quantity R as follows: 
N(on 1 + on 2) - N(on 3 + on 4) 
N(on 1 + on 2 + on 3 + on A) 
For the PSTHs obtained by stimulation with 1000 msec, sound 
bursts (most often low temporal resolution FT scans) the 
distribution of the action potentials during the first 500 
msec, only following stimulus onset was taken into account 
to enable a comparison with R values derived from 500 msec. 
noise burst stimulation data (Fig. 2.1). Therefore R was 
defined differently when the sound burst duration was 1000 
msec.: 
_ N(on 1) - N(on 2) 
N(on 1 + 2) 
In every case N denotes the number of action potentials in 
the indicated bins. The four on bins of the low temporal 
resolution PSTH comprise the period extending from 5 msec. 
after tone onset to 5 msec, after tone offset (see methods, 
chapter 1). 
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1 
ON 
2 
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3 
ON 
4 
low temporal resolution PSTH 
-, N ( o n l ) - N ( o n 2) 
N ( o n l +on2) 
t o n e b u r s t 
l o w t e m p o r a l r e s o l u t i o n PSTH 
Ρ _ N (on 1 • on 2 ) - N ( on 3 • on 4 ) 
N (on 1 + on 2 *on 3*on4) 
no ise b u r s t 
Figure 2.1 To illustrate how R was computed from low temporal resolution PSTHs when 
noise and tone bursts were of equal duration. 
2.2.3 Separation of carrier and amplitude dependence of the 
response to complex amplitude modulated stimuli 
In the introduction of this chapter we have outlined 
the problem of to what extent it is possible to conceive of 
the response of a neuron to an amplitude modulated signal as 
the result of the operation of two mechanisms: one which 
depends upon the carrier and one which depends upon the 
amplitude of the stimulus. The investigation of this problem 
involved three experiments on the same neuron. The responses 
were used to compute PSTHs with 500 bins and a sweeptime 
of 80 msec. These data were stored on digital magnetic tapes 
for further processing with a PDP-9 computer (see below). 
Experiment A Continuous pseudonoise stimulation 
A short pseudonoise sequence with a bandwidth large in 
comparison with the CF of the neuron was presented severa] 
thousand times without interruption. The duration of the 
sequence depended upon the bandwidth and was 54 or 65.5 msec. 
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Intensity was set at 15-30 dB above threshold. A PSTH denoted 
as n
x
(t) was computed from the responses with sequence onset 
as the time reference mark. 
Experiment В Amplitude modulated locked pseudonoise stimulation 
The same pseudonoise sequence was presented as in experi­
ment A, but in this case subsequent sequences were separated 
by a period of silence with a duration of one sequence length. 
A PSTH, denoted as OyCt), was computed from the responses 
using the same number of sequences as in experiment A. 
Experiment С Amplitude modulated non-locked pseudonoise 
stimulation 
In this experiment the unit was stimulated with pseudo-
noise bursts with on and off periods nearly equal to the 
duration of the sequence. The same pseudonoise sequence was 
used as in experiments A and В but in this case sequence 
onset and burst onset were not synchonized. Again a PSTH, 
denoted as n^(t), was computed but in this case with burst 
onset as the time reference mark. 
Not unexpectedly, in most neurons higher firing 
probabilities were observed in experiment В than in experiment 
A, especially during the first part of the pseudonoise 
sequence. We wished to investigate whether these differences 
in n
x
(t) and n^(t) could be attributed to a change in 
responsiveness following a period of silence with a time 
course similar to nA(t). 
We approached this problem by asking whether the shape of 
Пу(0 could be predicted from n
x
(t) and n^(t). We computed 
n
z
(t) = α . n
x
(t) . n^(t). Since the only purpose was to 
compare the shapes of ny(t) and n
z
(t), α was chosen such as 
n „ ( t ) 
•T 
to give η ( t ) and η  equal a r e a : 
ζ у 
n
x
(t) . nA(t) dt = Ι η (t)dt 
η (t)dt 
0J У 
о = — = Τ = 80 msec, after 
( /*\ Z-^ NJ^  sequence onset 
n
x
(t) . nA(t)dt 
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We computed the correlation coefficient Pn
v
n as a treasure 
for the similarity of the predicted PSTH n
z
(t) with the 
actually acquired PSTH ny(t). In a number of neurons the two 
PSTHs were similar but apparently somewhat shifted in time 
with respect to each other, therefore correlation coefficients 
were computed for various shifts of η (t) with an amount τ: 
'η η M -
У ζ 
L+D 
n\,(0 n' (t+Odt 
ζ 
f L + D Γ 
j {nyo^dt . j 
L+D+τ 
{n' (t)}2dt 
ζ 
where L is latency of response in experiment С 
D is duration of the pseudonoise sequence 
η 
(t) = η (t) --І 
L+D 
n (t)dt 
У 
n'
z
(t) =n
z
(t) -± 
L+D 
n (t)dt 
ζ 
The PSTH n
z
(t) was shifted in steps of 160 ysec. over a range 
of 8 msec. (-4 < τ < 4 msec.)· 
2.3 Results 
2.3.1 Responses to continuous noise stimulation: cross-
correlation functions 
Quality of R(T) 
Cross-correlation functions which show an oscillation 
with a varying number of oscillatory periods were obtained 
from units in the cochlear nuclei with characteristic 
frequencies up to 4.5 kHz. The duration of the oscillatory 
periods is related to the CF of the unit (Fig. 2.2). The 
number of averaged pre-spike stimuli necessary to obtain a 
cross-correlation function which can be clearly distinguished 
from the noise shows strong variation. In a number of neurons 
no such cross-correlation function could be obtained even 
after averaging more than 10,000 pre-spike stimuli. In 
these neurons the cross-correlation function equals zero 
(apart from noise which has not been averaged out) for all 
τ values. 
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Grashuis (1974) gives a quantitative measure of these 
differences. This quantity, denoted as νΈ, is a measure of 
the energy contained in the normalized cross-correlation 
function: 
= 
Α
/!(τ)άτ 
where Α(τ) denotes the time envelope of the normalized cross-
correlation function, /E has been plotted against the CF of 
the unit for neurons with different anatomical locations 
(Fig. 2.ЗА) and for units with different response patterns 
to tonal stimuli (Fig. 2.3B and 2.3C). The CF of 8 cochlear 
nucleus neurons has not been determined. In these cases the 
most dominant frequency in the spectrum of the cross-correlat­
ion function has been taken as the best estimation of the 
characteristic frequency. 
It appears that high /E values are found only in low CF 
neurons. With increasing characteristic frequency an increas­
ing proportion of the neurons yields cross-correlation 
functions which are equal to zero (/E = 0). A cross-correlat­
ion function which deviates significantly from zero is 
obtained only when there is phase lock between signal and 
response. It is well known from experiments with tonal 
stimuli in the auditory nerve (Kiang et al., 1965a; Rose 
et al., 1967) and in the cochlear nuclei (Lavine, 1971) 
that the quality of phase locking decreases when the 
frequency of the stimulus increases. This gradual loss of 
phase lock undoubtly underlies the /E dependence on the CF 
in Fig. 2.ЗА. 
Cochlear nucleus neurons with approximately the same CF 
show considerable spread in their /E values. Considerably 
less spread is observed in the /E values of primary (?) 
fibers (see chapter 1) which may be idential with auditory 
nerve fibers. These neurons have, on average, higher /E 
values but do not reliably attain higher values than some 
cochlear nucleus neurons. The spread in /E values of cochlear 
nucleus neurons can be observed in each of the two major 
subdivisions (Fig. 2.ЗА). 
The quality of the cross-correlation functions as 
characterized by the /E parameter seems to be correlated 
with the nature and time-dependence of the responses of 
the same neurons to tonal stimulation (Fig. 2.3B and 2.3C). 
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Figure 2.2 Cross-correlation functions obtained from units w i t h different temporal patterns 
of response to CF tone bursts. PSTHs (right column) were compiled f rom the 
responses to 500 tone bursts having a duration of 50 msec, except for unit 30-7 
where stimulus duration was 500 msec. This unit, having a build up temporal 
pattern of response, did not respond at all to 50 msec, tone bursts. The PSTH of 
this unit was computed from the responses to 110 stimuli. Number of bins in 
all PSTHs: 400; ordinate expressed in spikes/bin. The cross-correlation functions 
reflect the frequency selectivity of the neuron. No obvious relation seems to exist 
between the cross-correlation function and the temporal pattern of response to 
tone bursts. N denotes number of pre-spike stimuli which have been averaged. 
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The data which are available suggest that cochlear nucleus 
units and primary(?) fibers displaying activation as the 
only type of response during tonal stimulation (A type), 
generally have higher /E values than units also displaying 
suppression responses (AS units) and than A(S) type units. 
A further observation is that units having a primarylike 
response pattern (Pfeiffer, 1966a) to CF tone burst 
stimulation have, in general, likewise higher νΐ values than 
units which show temporal patterns of response differing 
from those of auditory nerve fibers (Fig. 2.3C) such as 
chopper, pause and build up type responses (Pfeiffer, 1966a). 
The response patterns to tone bursts of units 65-2 and 60-8 
are examples of the primarylike type of response (Fig. 2.2). 
The PS TH of unit 60-8 shows clear signs of phase locking. 
Unit 30-7 has a clear build up firing pattern whereas unit 
5A-3 (Fig. 2.2) and unit 65-1 (Fig. 2.4) show similarity to 
the chopper response pattern described by Pfeiffer (1966a). 
Both units show oscillations in the PSTH at response onset 
which cannot be attributed to phase locking. In addition, 
the PSTH of unit 54-3 (Fig. 2.2) displays indications of 
phase locking. 
In summary, primary(?) fibers and A type cochlear 
nucleus units having a primarylike response pattern to tone 
bursts tend to have higher /E values than cochlear nucleus 
neurons responding differently to such stimuli. Two models 
which may be proposed to explain the chopper response pattern 
will be discussed later (discussion of this chapter). The 
mechanism suggested in one of these models may also serve to 
explain poor phase locking in these neurons. 
Comparison of R(T) properties in the frequency domain with 
the responses to tonal stimulation 
Grashuis (1974) has demonstrated that in several 
neurons having cross-correlation functions where Λ > 0, 
the spectral composition of the cross-correlation function 
(cleared from noise as much as possible by weighting 
procedures within the time and in the frequency domains) 
reflects approximately the same frequency selectivity as 
is revealed in IF scan dot displays. Some examples will be 
presented here. 
The spectrum of the filtered cross-correlation function of 
a cochlear nucleus unit with an A type response area and a 
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primarylike response pattern to tone bursts is compared 
with the frequency selectivity of this neuron as investigated 
with an IF scan (Fig. 2.4A). The spectrum has been shifted 
along the intensity axis by an arbitrary amount to 
facilitate the comparison of the spectrum with the shape of 
the response area. The unfiltered cross-correlation function 
of this unit is shown in Fig. 2.2. 
Grashuis (1974) was able to recover a cross-correlation 
function by an adaptive pattern recognition procedure from 
several neurons which, following averaging of a large number 
of pre-spike stimuli, did not yield a cross-correlation 
function deviating from zero. This method is inspired by 
the notion that jittering of action potentials with respect 
to the stimulus is probably the cause of the failure to obtain 
a clear cross-correlation function by simple averaging 
techniques. The spectrum computed from a filtered cross-
correlation function obtained in this way from an A(S) type 
unit (Fig. 2.AC) is compared with the activation area of 
the same unit studied with an IF scan (Fig. 2.4B). 
The cross-correlation functions, obtained by the adaptive 
pattern recognition procedure described by Grashuis, of six 
neurons with characteristic frequencies from 1.9 to 8.5 kHz 
will be included in the following discussion, which compares 
the properties of cross-correlation functions in the time 
domain with the responses of the same neurons to tone bursts. 
Comparison in the time domain 
The computed cross-correlation functions do not deviate 
significantly from zero from the moment of the action potential 
(τ • 0) to some point in time before the action potential 
(τ - α). 
The parameter a, which is probably the most accurate estimate 
of the lowest τ value where R(T) begins to deviate from zero, 
has been plotted as a function of the characteristic frequency 
for neurons with various response patterns to tone bursts 
(Fig. 2.5). We interpret α as a pure time delay which is 
composed mainly of the acoustic delay from the sound source 
to the tympanic membrane, the travel time of the travelling 
wave along the cochlear partition, neural delays consisting 
of one synaptic delay for auditory nerve fibers and at least 
two synaptic delays for cochlear nucleus neurons and the 
conduction time along the auditory nerve fiber. 
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The tendency of α to decrease with increasing characteristic 
frequency (Fig. 2.5) is probably due to the fact that high-
frequency sounds cause maximum displacements at a site on the 
basilar membrane close to the oval window, requiring thus a 
short travel time of the travelling wave. Data from the 
squirrel monkey suggest that the travel time from the oval 
window to the apical portion of the basilar membrane may have 
a duration of several milliseconds (Anderson et al., 1971). 
An interesting result derivable from Fig. 2.5 is that there 
are no consistent differences in the time delays of cochlear 
nucleus neurons of comparable CF, but with different temporal 
patterns of response to tone bursts (see also Fig. 2.2 and 
Fig. 2.4C). 
A further property within the time domain of cross-
correlation functions deserving some interest, is the shape 
of the time envelope. The shape of the envelope may be 
characterized by the parameter γ in the mathematical fitting 
curve (see introduction). The distribution of γ values of 
cochlear nucleus units and primary (?) fibers is presented in 
Fig. 2.6. It can be observed that primary(?) fibers display 
typically low γ values (asymmetrical envelopes). In the 
cochlear nucleus a wider range of γ values is encountered. 
Within the group of cochlear nucleus neurons no systematic 
correlation of γ values with the anatomical location of the 
unit or its response patterns to tonal stimulation could be 
discerned. However, A type neurons with a primarylike response 
pattern to tone burst stimulation display γ values 
(1.7 < γ < 3.1) that are similar to those of primary(?) fibers. 
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2.3.2 Responses of cochlear nucleus neurons to noise burst 
stimulation 
Cochlear nucleus neurons which are stimulated by noise 
bursts show differences in the nature of the response (i.e. 
activation or suppression) and in the time course of the 
response. 
The nature of the response is correlated with the 
responses to tonal stimulation (table 2.1). 
Table 2.1 Nature of the response to noise burst stimulation 
of units with different response patterns to tonal 
stimuli. 
Response to noise 
bursts: 
activation 
suppression 
total 
Responses 
A AS 
5 15 
2 
5 17 
to tonal stimulation: 
A(S) S 
16 
5 
16 5 
total 
36 
7 
43 
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Most cochlear nucleus neurons show enhanced firing rates 
during noise stimulation. The S type neurons which were 
studied as well as two AS neurons (unit 58-4, Fig. 1.7C and 
unit 31-2, Fig. 1.14) exhibited sustained suppression during 
stimulation with 500 msec, noise bursts. The time-dependence 
of the responses of one of the S units to noise and tonal 
stimuli is illustrated in Fig. 2.7. 
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Figure 2.7 FT scan dot display (intensity level -20 dB) and responses to 500 msec noise bursts 
presented at 1 Hz repetition frequency (intensity level: -40 dB, modulation depth: 
10 dB). The noise burst PSTH (100 bins) has been computed from the responses to 
50 stimuli. The IF scan dot display of this unit is illustrated in fig. 1 2 D (chapter 1). 
Temporal patterns of activation by noise burst stimulation 
In the first chapter we have distinguished four temporal 
patterns of response to tone burst stimulation. To test the 
generality of these findings the temporal pattern of response 
of the neurons to noise burst stimulation was investigated. 
Inspection of PSTHs computed from the responses to noise 
bursts indicates that neurons which were classified as build 
up on the basis of their responses to tonal stimuli exhibit 
the same behaviour when stimulated with noise bursts (Fig. 2.8B). 
Units which responded with sustained responses to tonal 
stimulation showed similar responses to noise burst stimuli. 
Neurons which were classified as AS complex display sustained 
responses with little adaptation or a build up firing pattern 
to noise bursts; firing pauses in the responses to noise bursts 
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have not been observed (Fig. 2.8D). Finally units classified 
as A(S) complex or A(S) transient show more or less strong 
adaptation in their responses to noise burst stimulation. 
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Figure 2.8 Comparison of time-dependence of responses to noise burst and FT scan stimulation. 
A. PSTH computed f rom responses to FT scan stimulation which indicated an A (S) 
build up pattern of response. The activity after stimulus offset is due to off acti­
vation. Number of bins: 400. R=-0.145. 
B. PSTH computed f rom responses t o noise bursts of the same unit. The PSTH (100 
bins) was computed from the responses to 50 stimuli. R—0.282. 
С PSTH computed from responses of unit 56-3 to high temporal resolution FT scan. 
The FT scan dot display is illustrated in f ig. 1.13 С (chapter 1). R=-0.019. Number 
of bins: 400. 
D. PSTH (500 bins) computed f rom responses of the same unit to 2048 pseudo 
noise bursts. Burst duration was approximately 65 msec. R=-0.029. 
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With neurons which were activated by noise stimulation, we 
have investigated on a more quantitative level, whether the 
time course of the response to a stimulus containing all 
frequencies to which the neuron is sensitive (such as 
broadband noise) is similar to the time course of the 
summated responses to many different frequencies presented 
consecutively, as in the FT scan. Therefore we computed a 
PSTH from the FT scan responses. From these PSTHs (Fig. 2.8A 
and C) a quantity R has been derived which gives a rough 
indication of the time course of the response (see methods). 
Negative R values indicate that the neuron responds better 
in the second half of the on period. When R = 0 the same 
number of action potentials occurred in the first and in 
the second half of the on period. In Fig. 2.9A the R values 
derived from FT scan PSTHs have been plotted against R values 
derived from noise burst PSTHs. The duration of the sound 
bursts was 500 or 1,000 msec. The R values which were 
computed reflect the distribution of action potentials in 
the first 500 msec, following tone onset (see methods). A 
similar comparison has been made between the time course of 
the responses to short (~ 50 msec.) noise and tone bursts 
(Fig. 2.9B). The data in Fig. 2.9A and 2.9B show a positive 
correlation between the R values derived from FT scan and 
noise burst PSTHs. 
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2.3.3 Separation of carrier and amplitude dependence of the 
responses to complex amplitude modulated stimuli 
In this section we will investigate the problem, more 
extensively outlined in the introduction of this chapter, 
of to what extent it is possible to separate the response 
of a neuron into two factors: one depending upon the 
carrier and the other depending upon the time course of 
the amplitude of the signal. A number of neurons were 
subjected to three different experiments (see methods): 
exp.: stimulus: PSTH: 
A continuous locked pseudonoise η (t) 
В amplitude modulated locked pseudonoise η (t) 
С amplitude modulated non-locked pseudonoise n.(t) 
Examples of PSTHs obtained from these experiments for three 
different neurons indicate that in these cases considerably 
more activity was elicited in experiment В than in experiment 
A as a result of the insertion of silent periods between 
subsequent sequences (Fig. 2.10). 
In particular, in neuron 61-7, classified as A(S) transient 
on the basis of its responses to tonal stimuli, there is a 
dramatic increase in activity. 
The effect of the insertion of silent periods between 
subsequent sequences on the total activity evoked by a fixed 
number of sequences will be expressed in the ratio Nb/Na. 
This is defined as follows: 
Nb 
Na 
L+D 
η (t)dt 
У 
•L+D 
where L is latency in experiment С 
D is duration of pseudonoise 
η (t)dt 
χ sequence 
All VCN neurons and primary(?) fibers which were studied 
became more responsive when silent periods were inserted 
rather than when under continuous stimulation. The Nb/Na values 
range from 1.4-14.6 for VCN neurons and from 1.8-2.0 for the 
primary(?) fibers. 
The DCN neurons in our sample exhibited no such 
spectacular increases in activity. One DCN neuron, suppressed 
by noise burst stimulation and belonging to the AS complex 
category, showed decreased activity (Nb/Na = 0.8). 
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The DCN Nb/Na ratios ranged from 0.8 to 3.1. 
The results of three cochlear nucleus units (Fig. 2.10) 
will be used to discuss the variation in the goodness of 
fit between the predicted PSTH n
z
(t) and the actually 
computed PSTH η (t). As a measure of the goodness of fit 
we computed ρ (τ) (see methods). The most important value 
of ρ (τ) is af τ = 0. 
η η 
У ζ 
The fit is satisfactory (ρ = 0.86) for unit 64-1. The results 
of two other units (Fig. 2.10) represent examples where ii^t) 
was less accurately predicted. 
The correlation function ρ (τ) of unit 57-5 has its maximum 
. . .
ny?z . 
at a positive τ value. This indicates that some shortening of 
latency may have taken place by the insertion of silent periods 
in experiment B. Such effects may arise as a result of lowering 
the threshold of the neuron when in a less adapted state. From 
19 neurons 9 had a correlation function with the maximum at 
τ = 0. The other 10 neurons had their maximum at a slightly 
positive τ value (τ = 160, 320 or 480 ysec). 
A shift in threshold brought about by the insertion of 
silent periods may have caused the bad fit of η (t) for unit 
61-7 (Fig. 2.10). This neuron showed a spectacular increase 
in responsiveness when stimulated with interrupted short 
pseudonoise sequences rather than continuous stimulation 
(Nb/Na = 14.62). This large Nb/Na value is not only due to 
an increase of the amplitude of the peaks discernable in 
n
x
(t), but also to the appearance of entirely new peaks. 
This neuron displays in other words, a radically different 
stimulus-response relationship in the two situations, which 
cannot be accounted for by a simple scaling factor. The 
discrepancy between ny(t) and n
z
(t) in this neuron led to one 
of the lowest correlation coefficients (p = 0.45 at τ = 0) 
which has been observed. The correlation coefficient 
ρ (τ = 0) and the maximum value of ρ (τ) were plotted tiyrig. n yn z 
against Nb/Na ratios for DCN and VCN neurons and for two 
primary(?) fibers (Fig. 2.11). Symbols indicating the maximum 
ρ value and the ρ (τ = 0) value of a neuron are connected 
ny nz . . .nynz 
by a vertical line witn the exception of 9 units where both 
values are identical (see above). The results can be summarized 
by stating that in more than 50% of the investigated neurons 
the fit may be considered to be satisfactory. All correlation 
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coefficients are significant (ρ < 0.01). The use of larger 
bin widths in the PSTH appears to have no large effect on 
( τ ) . ρ (τ = 0) and the maximum value of о 
у ζ у ζ 
о p r i m a r y C ) fiber 
D VCN 
• DCN 
Figure 2.11 Correlation coefficient рПуП2(т = 0) and the maximum value of ρηνπζ [τ) (connected 
by vertical lines) plotted against Nb/Na ratio for DCN, VCN neurons and two prima­
ry!?) fibers. In 9 neurons both pnynz values were identical (maximum of ρη ν η ζ (r) 
atT = 0). ' 
2.4 Discussion 
For a considerable proportion of cochlear nucleus units 
it is possible (see results) to envisage the response to 
broadband amplitude modulated stimuli as the result of the 
operation of two mechanisms. 
The output of one mechanism depends upon the carrier, whereas 
the output of the second system depends upon the time course 
of the amplitude of the signal. 
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2.A.1 Dependence of the output on the carrier 
The cross-correlation function of the neuron seems 
mainly to reflect properties of the first mentioned hypo-
thetical mechanism. For instance, an oscillating R ( T ) 
indicates that the neuron is sensitive to the phase of 
the signal. The energy contained in the cross-correlation 
functions of high-frequency neurons is zero and this 
indicates that phase locking cannot be demonstrated in these 
neurons. In neurons with a lower CF, the quality of R( T ) as 
expressed in the /E values shows variations which are correlat-
ed with the response pattern to tonal stimuli. 
The primarylike type of unit (Pfeiffer, 1966a) typically 
has an irregular firing pattern, whereas the chopper type 
pattern of response arises by more regular firing (see also 
chapter 3). It appears that neurons with a chopper response 
pattern generally have lower /E values than primarylike units 
having a comparable CF. In the third chapter we will 
investigate two neuron models which attempt to explain 
regular firing of neurons receiving irregular firing inputs, 
and how this is applicable to neurons with a chopper response 
pattern. 
In the first model (Molnar and Pfeiffer, 1968) it is assumed 
that the neuron receives synaptic contacts from several 
auditory nerve fibers. It is further assumed that the size 
of a single EPSP is insufficient to reach threshold. Instead, 
summation of several EPSPs, evoked by action potentials in 
the various auditory nerve fibers having synaptic contact with 
the cochlear nucleus neuron is necessary for threshold crossing. 
Threshold crossing leads to the generation of an action 
potential and instantaneous reset of the depolarization to 
the resting potential. 
In another model, also accounting for regular firing of 
neurons which receive a fluctuating excitatory input, it is 
assumed that following the occurrence of a spike the threshold 
becomes elevated and recovers according to an exponential time 
course (Goldberg et al., 1964). 
The data presented in chapter 3 seems to be roughly 
compatible with the idea of temporal summation of synaptic 
inputs being the underlying mechanism of the chopper response 
pattern. The discharge pattern of cochlear nucleus primarylike 
units can only be understood, however, if it is assumed that 
such processes do not play a major role. Evidence presented 
by Molnar and Pfeiffer (1968) points out that in at least some 
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cochlear primarylike units an action potential is generated 
following a rather fixed delay after an action potential in 
one of the synaptic inputs. This and other properties of these 
neurons (such as the shape of interval histograms of the 
spontaneous activity) can be accounted for by a superposition 
model (Molnar and Pfeiffer, 1968). In this neuron model it is 
assumed that an action potential is generated when an action 
potential arrives in one of the synaptic inputs of the neuron 
unless preceeded by a spike occurring within the last few 
milliseconds. If this model is applicable to our A type units 
with a primarylike response pattern it is not difficult to 
imagine why these neurons retain good quality of phase locking. 
In the superposition model the output spike train of the 
neuron can be envisaged as the superposed spike trains of the 
inputs but shifted by a fixed time period (the synaptic delay) 
with respect to the stimulus. The cross-correlation function 
of these neurons would be expected to have an α value which 
is approx. 0.5 msec, longer than that of the inputs. Our data 
do not permit firm conclusions but it can be observed that 
the primary (?) fibers, which may be identical with auditory 
nerve fibers, have lower о values than cochlear nucleus units 
with a primarylike response pattern (Fig. 2.5). 
On the other hand loss of phase lock, as observed for 
instance in chopper neurons, may easily result when the 
effects of several inputs must be summated in order to reach 
threshold. Especially when the average integration time is 
long compared with the characteristic period of the neuron 
(1/CF), there will be a severe deterioration of the quality 
of phase locking compared with that at the inputs. Loss of 
phase lock by this mechanism of temporal integration can be 
incorporated in the Johannesma (1971) neuron model by 
insertion of an additional lowpass filter (see introduction). 
The chopper pattern of response was found mainly in AS and A(S) 
sustained neurons. It would seem that these neurons, which 
generally have activation areas clearly delineated in IF scan 
dot displays by the high firing rates attained, are well 
suited to convey information pertaining to the spectral 
composition of the stimulus. 
Neurons of the A type, having typically a primarylike 
response pattern, may play a role in the coding of phase 
information in the stimulus. 
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2.4.2 Dependence of the neuronal output on the time course 
of the amplitude of the stimulus 
The time-dependence of the responses to tone bursts is 
apparently not reflected in the shape of the cross-correlation 
function obtained by continuous noise stimulation. 
A neuron with a long onset latency to tone bursts which dis-
plays gradual build up of its firing rate (Fig. 2.2), appeared 
to have a cross-correlation function which shows no exception-
ally long pure time delay (a). We have hypothesized earlier 
(see discussion, chapter 1) that the build up temporal pattern 
of response may be due to interaction of excitatory and 
inhibitory inputs which have different time constants of 
decay. The fact that the same temporal pattern of discharge 
was also observed under noise burst stimulation indicates 
that this property is not limited to certain specific stimuli 
(Fig. 2.8B). The inhibition is apparently not reflected in 
the cross-correlation function obtained by continuous noise 
stimulation. 
In general it can be stated that the nature and the time 
course of the response to noise bursts is correlated with 
the responses to tone bursts of various frequencies (section 
2.3.2). 
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C H A P T E R 3 
STATISTICAL ANALYSIS AND INTERPRETATION OF THE INITIAL 
RESPONSE OF COCHLEAR NUCLEUS NEURONS TO CF TONE BURSTS 
3.1 Introduction 
3.1.1 Models to explain differences in the regularity of 
firing of cochlear nucleus neurons 
Statistical analysis of response patterns of cochlear 
nucleus neurons to tonal and noise stimuli of long duration 
(Goldberg and Greenwood, 1966) has shown that these 
response patterns display differences in their inter-spike 
interval distributions. Some neurons have interval 
distributions, which resemble exponential distributions 
with a dead time, having an asymmetrical shape and a 
small modal value. Similar results were obtained from 
auditory nerve fibers under stimulated and unstimulated 
conditions (Kiang et al., 1965a; Kiang, 1968). Our A type 
neurons which reveal irregular firing patterns in the various 
dot displays may correspond to these neurons. 
Extracellularly recorded action-potential waveforms 
obtained from units in the spherical cell area (Fig. 0.1) 
reveal a component which has been identified as presynaptic 
(Pfeiffer, 1966b). Presumably the presynaptic component 
is recorded from the extraordinarily large auditory nerve 
fiber endings (bulbs of Held) which synapse onto the spherical 
cells. Input/output analysis based on these recordings 
indicates that only one action potential at anyone of the 
inputs suffices to generate an action potential in the 
cochlear nucleus neuron. This finding forms the basis of 
the so-called superposition model of these neurons (Molnar 
and Pfeiffer, 1968). According to this model the output 
spike train of the cochlear nucleus neuron is composed of 
the superposed spike trains of the relatively small number 
of auditory nerve fiber inputs, but delayed by the synaptic 
transmission process. 
This model seems relevant to our A type neurons, which 
have also been found in the rostral AVCN, because in a 
number of respects they display striking similarities with 
auditory nerve fibers. 
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Units at the other extreme of the cochlear nucleus 
neuron population studied by Goldberg and Greenwood (1966) 
exhibit more regular firing patterns which are reflected 
in narrower interval distributions with a rather symmetrical 
shape. 
It appears that under supra-threshold stimulation most 
of our AS and A(S) sustained neurons exhibit a rather regular 
firing pattern reflected in 'chopping' (Pfeiffer, 1966a) in 
the PSTH compiled from the responses. 
The problem arises of how neurons receiving input from 
the irregular firing auditory nerve fibers can display 
regular firing. Two neuron models suggest possibilities to 
explain this phenomenon: 
1. In the Goldberg et al. (1964) neuron model it is assumed 
that the threshold of the neuron is elevated after the 
occurrence of an action potential and then declines with 
an exponential time course. In this model the regularity 
of the firing pattern depends upon the time constant of 
recovery. Neurons with a long recovery time constant will 
show only relatively small fluctuations in interval 
duration. 
2. In a so-called Markov process model presented by Molnar 
and Pfeiffer (1968) the mechanism causing more regular 
firing than is present at the inputs is not associated 
with recovery processes after spike initiation but with 
the mechanism of spike initiation itself. It is assumed 
that the neuron receives input from a considerable number 
of irregular firing inputs. The depolarization caused by 
an input event is small in comparison with the threshold 
of the neuron. The depolarization decays towards zero 
with an exponential time course. Threshold crossing will 
result only if the effects of several input events summate. 
There is an essential difference between the two neuron models 
which may be used to discriminate between them on the basis 
of extracellular recordings. The mechanism which causes 
regular firing in the Goldberg et al. model comes into 
operation after the generation of the first action potential 
in the response to a stimulus, whereas temporal integration, 
the responsible mechanism in the second model, operates also 
during the generation of the first action potential. 
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The interest in this chapter, basing itself upon this 
line of argument, has been primarily concerned with a 
charactization of the processes governing the initiation of 
the first and the second action potential in the response. 
Therefore a statistical analysis was performed upon the 
latency of the first spike and the interval between the 
first and the second action potential in the responses to 
a large number of tone bursts. 
The results (section 3.3.1 and 3.3.2) are compatible with 
the notion that temporal integration does not play an 
important role in the spike initiation process of primary(?) 
fibers and A type neurons. On the other hand, the results 
obtained from most AS and A(S) neurons, especially those 
located in the DCN, indicate extensive integration of 
input signals before a spike is generated. No compelling 
need is felt to assume a mechanism as that proposed in the 
Goldberg et al. (1964) model. 
3.1.2 Latency range to sound burst stimulation predicted on 
the basis of the cross-correlation function of the 
same neuron 
In this chapter an attempt is made to separate components 
contributing to the latency of cochlear nucleus neurons. 
Those neurons of which cross-correlation functions are also 
available (chapter 2) present interesting possibilities in 
this regard. 
The cross-correlation functions R ( T ) , obtained by 
averaging a large number of pre-spike noise stimuli (chapter 
2), deviate significantly from zero for τ > α until a point 
in time is reached (τ = 6) where the amplitude differs 
negligibly from zero. We propose to define δ as a point in 
time such that the area under the time envelope Α(τ) of Κ(τ) 
for τ < б equals ~ 99% of the total area under Α(τ). In the 
methods section it will be explained how δ can be computed 
from the parameters of the mathematical curve fitted to 
R ( T ) . 
The time period α < τ < δ is interpreted by us as the 
mean time period during which the signal is relevant for 
the generation of a discharge at τ = 0. Starting from this 
interpretation it is feasible to predict a range within 
which the latency to supra threshold tone bursts may vary 
provided that two assumptions are made: 
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1. R(T) is conceived of as the impulse response of a linear 
filter which accounts for the frequency selectivity of 
the neuron as well as for the various pure time delays 
which are present in the system. 
2. Spikes are generated as soon as the output signal of 
this filter crosses the threshold level of a pulse-
generating element following the filter. We refrain from 
specifying further details of the pulse-generating element 
since the interest here concerns only the expected range 
of latencies to tone burst. 
Using linear system theory we are enabled by the first 
assumption to sketch the time course of the amplitude of 
the output signal of the linear filter when a tone burst 
is presented at the input (Fig. 3.1). After the pure time 
delay α the amplitude of the output signal of the filter 
increases monotonically until after t > & + 2.5 msec, no 
further appreciable increase in amplitude is expected. The 
extra term of 2.5 msec, must be added because of the rise 
time of the tone bursts. 
It will be clear from Fig. 3.1 that the latency of 
response of the neuron, as derived from this model, will 
depend upon the threshold of the neuron as well as upon the 
intensity of the stimulus (of given frequency). Provided 
supra-threshold stimuli are used, as was the case in our 
experiments, it would be expected from the model that the 
shortest latency of response (L) to tone bursts would be 
a ^ L < б + 2.5 msec. 
This prediction has been tested for a number of neurons 
(section 3.3.2). The latency to tone burst stimulation 
exceeds α in all neurons. This had to be expected since 
α has already been interpreted (chapter 2) as representing 
the pure time delays in the system. A further interesting 
result is that neurons with irregular firing patterns 
generally have lower L - a values than neurons with a more 
regular firing pattern such as chopper neurons. In some DCN 
neurons the latency to tone bursts exceeds the predicted 
upper limit ó + 2.5 msec. In the results section a model 
will be presented to explain these findings (section 3.3.3). 
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Figure 3.1 Expected range of latencies (L) to tone burst stimulation of model outlined in text. 
When the threshold is greater than zero the latency to tone burst stimuli of given 
frequency will depend on the properties of the cross-correlation function, the thres­
hold (T) of the neuron and on the intensity (I) of the stimulus. For supra threshold 
stimuli it is expected that a < L < δ + 2.5 msec. 
3.2 Methods 
A large number of neurons have been stimulated with 
CF tone bursts having an intensity level usually 20 - 30 
dB above threshold. The data from experiments stored on 
digital magnetic tapes were used for two computations. 
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Only neurons showing activation response will be considered. 
1. Latency distribution of first action potential in the 
response. 
The distribution of the latency of the first action 
potential occurring after a time to following tone onset 
but before a time tg after tone offset was computed in 
the responses to a large number of stimuli (usually 500). 
We chose tg = 2.0 msec, for cochlear nucleus neurons and 
tg = 1.4 msec, for primary(?) fibers. These values can be 
considered as minimal estimates for pure time delays for 
the majority of these neurons, before which activity 
having a causal relation to the stimulus can hardly 
be expected (chapter 2). For those spontaneously active 
neurons which showed considerable baseline activity 
(activity which is not time-locked tg stimulus present­
ations; cf. Kiang et al. (1965a) pag. 17) the computation 
was repeated using a higher tg value. This to value 
corresponds with the point in time following tone onset 
where the firing probability begins to deviate significantly 
from the level of baseline activity. 
Stimuli which did not evoke an action potential within 
the time window indicated above have been ignored. This 
has been observed for instance for some neurons with a 
build up temporal pattern of activation. From the finally 
obtained distribution the mean value (Μ), the standard 
deviation (S) as well as the coefficient of variation 
(C.V. = S/M) were computed. Mean latency is expressed 
in msec, after tone onset. The first spike latency 
distribution was routinely plotted on a 20 msec, time 
scale (Fig. 3.2A, B). For neurons with long latencies 
and/or very broad distributions a larger scale was used 
(Fig. 3.2C, D). 
2. First interval distributions. 
The distribution of the intervals between the first 
and second action potential after tg in the responses 
to subsequent stimuli was computed. 
Stimuli which did not evoke a first and/or a second 
spike in the time window between tg and tg after tone 
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offset were left out of consideration. From the first 
interval distributions the mean value and the standard 
deviation as well as the coefficient of variation have 
been computed. Examples of first interval distributions 
of some cochlear nucleus neurons can be found in Fig. 3.2. 
Computation of 6 from parameters of the cross-correlation 
function fit curve. 
The time envelope Α(τ) of a cross-correlation function 
R(T) has been fitted (see Grashuis, 1974) with: 
Α»(τ) = Ar 
= О 
τ-α 
γ-] -
e 
τ-α 
Ι ß J for τ >• α 
for τ < α 
where AQ is a scaling factor 
α is a pure time delay 
β is a time scaling factor 
γ is a factor indicating the form of Α'(τ). 
The point in time τ = δ such that 
A' (Odx = - 0.99 A,(T)dT 
was computed with an expression given by Grashuis (1974): 
δ = α + β(γ + 3/γ) 
The parameters α and δ of the cross-correlation function 
will be used to predict the expected range of latencies 
to tone burst stimulation of the neuron (section 3.3.2). 
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3.3 Results 
3.3.1 Characteristics of first spike latency and first 
interval distributions 
Shape of the distributions. 
The primary(?) fibers had asymmetrical distributions 
with a small modal value. These resemble exponential 
distributions with a dead time, which is short for the 
first spike latency distribution. The dead time values 
will be indicated as 'minimum first interval' and 
'minimum first spike latency' (L). 
Within the population of cochlear nucleus neurons 
it was striking to observe that most of the A type neurons, 
usually found in the VCN, had distributions showing strong 
similarity to those of the primary(?) fibers (Fig. 3.2A). 
In low-CF units of the A type as well as primary(?) fibers 
phase locking was reflected in multimodal first spike 
latency and first interval distributions. Similar interval 
distributions have been described for auditory nerve 
fibers with a low CF under tonal stimulation (Rose et al., 
1967; Hind et al., 1967). 
In contrast, most of the AS and A(S) cochlear nucleus 
neurons display first spike latency and first interval 
distributions with shapes deviating from those of the 
primary(?) fibers. 
The majority of these neurons in the VCN deviate from 
the primary(?) fibers by their more narrow and symmetrical 
first spike latency and first interval distributions (e.g. 
Fig. 3.2B). In the DCN neurons of the AS and A(S) type similar 
phenomena can be observed. 
Part of the neurons having a complex temporal pattern 
of activation displayed bimodal first spike latency 
distributions. This response pattern, most often observed 
in DCN neurons, presumably reflects strong inhibition at 
tone onset with a slightly longer latency than the excitat-
ion (chapter 1, Fig. 1.17). It should be noted in passing 
that, obviously, the bimodal first spike latency distributions 
observed cannot be explained in terms of a recurrent inhibit-
ion originating from the neuron itself. 
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Figure 3.2 First spike latency and first interval distributions computed from the responses to 
CF tone bursts of an A sustained neuron with a primarylike response pattern (A), 
an A(S) sustained neuron with a chopper response pattern (B), an AS complex 
neuron (C) and an A(S) build up neuron (D). The PSTHs (left column) and the 
distributions were computed from the responses to 500 tone bursts. The number 
of bins is 400 in the PSTHs and 200 in the first spike latency and first interval 
histograms. Note short minimum first spike latency and minimum first interval 
in the A sustained neuron. This neuron has typical asymmetrical first spike latency 
and first interval distributions. These are also characteristic of primary)?) fibers. 
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Strong inhibition at tone onset is also held 
responsible for the long first spike latencies observed 
in neurons with a build up temporal pattern of activation 
(Fig. 3.2D; cf. Fig. 1.17). In most of the DCN neurons 
a clear trend towards more narrow symmetrical distribut-
ions in comparison with the primary(?) fiber data was 
observed. 
Parameters mean, standard deviation and coefficient of 
variation. 
These parameters will be used to characterize 
first spike latency and first interval distributions 
of various types of neurons. Most of the data presented 
refer to unimodal distributions. For the sake of 
completeness the parameters from bimodal distributions 
(e.g. Fig. 3.2C), which are more difficult to characterize, 
have been included. 
Plots of the standard deviation against the mean 
of the first spike latency distribution for units having 
different anatomical locations (Fig. 3.3A) and for units 
with different types of response areas (Fig. 3.3B) 
indicate interesting correlations. Comparing neurons having 
approx. the same mean first spike latency demonstrates 
that primary(?) fibers as well as A type cochlear nucleus 
neurons generally exhibit larger standard deviations than 
cochlear nucleus AS and A(S) type neurons. The data from 
AS neurons in Fig. 3.3B indicate that the presence of 
inhibitory inputs is accompanied with a more precisely 
timed onset of response (cf. Fig. 3.2A and B). 
The same tendencies can be observed, mutatis mutandis, 
somewhat more clearly in Fig. 3.4 where similar data 
referring to first interval distributions are presented. 
These data allow a crude separation of the entire populat-
ion into two groups differing in the uniformity of first 
intervals. Generally the ensemble of first intervals of 
a given neuron displays less spread in interval duration 
in the VCN and DCN neurons of the AS and A(S) type than 
in primary(?) fibers and VCN neurons of the A type. 
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The spread in first intervals, as reflected in the 
coefficient of variation (C.V.; see methods) is correlated 
for some groups of neurons with the timing precision of 
the first action potential in the response (Fig. 3.5A and 
B). This correlation is most clear for VCN neurons and 
primary(?) fibers. The VCN neurons with small C.V. for 
both distributions are generally of the AS or A(S) type. 
Neurons with larger C.V. values for both distributions 
are most often VCN A type neurons or primary(?) fibers. 
A group of neurons which tends to obscure the 
overall positive correlation between C.V. values derived 
from first interval and first spike latency distributions 
is formed by those displaying a complex temporal pattern 
of activation, most often found in the DCN. These neurons 
have a C.V., derived from the first spike latency 
distribution, which may be large compared with the C.V. 
computed from the first interval distribution (Fig. 3,2C). 
Other DCN neurons have smaller C.V. values for both 
distributions which overlap with those of AS and A(S) VCN 
neurons. 
The correlation observed between the C.V. values 
computed from both distributions is an important finding 
since it indicates that the same processes may be 
operative during the generation of the first as well as 
the second action potential in the response. The generally 
rather uniform first intervals in VCN neurons of the AS and 
A(S) type, reflected in an oscillating PSTH (Fig. 3.2B), 
may be explained by the Goldberg et al. (1964) model, which 
assumes threshold elevation after the generation of an 
action potential. Alternatively these effects may be 
explained by the Markov process model of Molnar and Pfeiffer 
(1968) where temporal integration of the irregular firing 
inputs takes place. 
However, the generally rather precise timing of the 
first action potential in the response, observed in the 
neurons displaying uniform first intervals, could be 
anticipated in terms of the temporal integration model but 
cannot be explained without additional assumptions by the 
Goldberg et al. (1964) model. Thus, we are led to believe 
that temporal integration underlies the generally more narrow 
and symmetrical first spike latency and first interval 
distributions of many cochlear nucleus neurons in comparison 
with the primary(?) fibers. 
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Figure 3.3 Plots of standard deviation against mean of the first spike latency distribution. 
A. For primaryf?) fibers and cochlear neurons with different anatomical locations. 
B. For primary!?) fibers and cochlear nucleus neurons with different types of 
response area. 
The data from thirtyfive neurons (most of them in the DCN) with mean values 
exceeding 20 msec, were not plotted. 
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Figure 3.4 Plots of standard deviation against mean of the first interval distribution. 
A. For primaryf?) fibers and cochlear nucleus neurons with different anatomical 
locations. 
B. For primary!?) fibers and cochlear nucleus neurons with different types of 
response area. 
The data of fifteen neurons with mean values exceeding 20 msec, were not plotted. 
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Figure 3.5 Plots of the coefficient of variation (C.V.) of the first spike latency distr ibution 
against the C.V. computed from the first interval distribution. 
A. For pnmary(?) fibers and cochlear nucleus neurons with different anatomical 
locations. 
B. For primary(?) fibers and cochlear nucleus neurons with different types of 
response area. 
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3.3.2 Comparison of actually measured latencies of response 
to tone burst stimulation with latency range predicted 
on basis of cross-correlation function of the same 
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neuron 
If the cross-correlation function is conceived of as 
the impulse response of a linear filter, interposed between 
the input and the spike-generating mechanism, the latency 
range to tone burst stimulation can be predicted (Introduct­
ion, section 3.1.2). Starting from these assumptions it was 
predicted that α < L -ζ δ + 2.5 msec. 
In Fig. 3.6A and В we have plotted L values against α and 6 
values for cochlear nucleus neurons with different temporal 
patterns of response to tone bursts as well as for primary(?) 
fibers. The same plots were made for cochlear nucleus neurons 
with different types of response areas and primary(?) fibers 
(Fig. 3.6C and D). Several interesting conclusions can be 
drawn: 
1. All neurons appear to have latencies which exceed α 
(positive L-a values). If our interpretation of α as 
a pure time delay is correct it means that the latency to 
tone burst stimulation is also determined by other 
processes which can lenghten the latency enormously. 
In particular, the large spread in L-a values (from 0.9 -
80.3 msec.) is intriguing. It is also striking to observe 
that units with a primarylike response pattern (which 
are usually identical with A type neurons) and primary(?) 
fibers generally have lower L-a values than neurons with 
different CF tone burst PSTH shapes such as chopper 
neurons. This is exactly what is to be expected when 
temporal integration is assumed to be the underlying 
mechanism of chopping in AS and A(S) type neurons where­
as this mechanism is believed to be virtually absent in 
A type neurons. We are all the more inclined to relate 
these differences in L-a values between primarylike and 
chopper neurons to temporal integration in chopper neurons 
because the only obviously deviating primarylike unit in 
Fig. 3.6A deviates also from the other primarylike units 
in that it exhibits first spike latency and first 
interval distributions which are more similar to those 
of chopper neurons. 
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Figure 3.6 Plots of minimum latency(L) against the parameters α and δ derived from cross-
correlation functions. 
A and B. For primary (?) fibers and cochlear nucleus neurons with different 
temporal patterns of response to tone bursts. 
С and D. For primary!?) fibers and cochlear nucleus neurons with different 
types of response area. 
One unit, having a latency of 85 msec, an α value of 4.7 msec. 
and a δ value of 13.9 msec, has not been plotted. 
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The discussion of the differences among various types of 
neurons as apparent in Fig. 3.6A and С will be continued 
in terms of a model of auditory nerve fibers and cochlear 
nucleus neurons (section 3.3.3; Fig. 3.7). 
2. Most of the neurons have latencies < δ + 2.5 msec. As 
these neurons have in addition positive L-a values they 
obey the prediction made above (Introduction) that 
a « L 4 δ + 2.5 msec. The three neurons for which the 
prediction is clearly false were all found in the DCN. 
3.3.3 A model to account for differences in latency of 
response to tone bursts and pure time delay 
estimations as derived from cross-correlation 
functions. 
Data presented in the previous section (Fig, 3.6A and 
B) indicate that in none of the neurons investigated can 
the latency of response to tone bursts be attributed solely 
to pure time delays in the system. 
In primary(?) fibers and cochlear nucleus primarylike neurons 
the difference between the pure time delay and the latency 
of response is smaller than in neurons with a chopper or a 
build up response pattern. We propose here a model (Fig. 3.7) 
to account for the observed differences. 
It is assumed that the latency of response to tone 
bursts is composed of pure time delays plus an integration 
time period. The various pure time delays in the system are 
indicated by thin lines in Fig. 3.7. It is further assumed 
that cochlear nucleus neurons have a pure time delay which 
is one synaptic delay longer than in the auditory nerve 
fibers. The pure time delay caused by the travel time of 
the travelling wave in the cochlea is dependent on the 
frequency of the tone and will thus contribute unequally 
to the response latency to CF tone bursts for units with 
differing characteristic frequencies. 
It is assumed that some temporal integration is 
necessary to reach threshold in auditory nerve fibers. It 
is further proposed that the firing patterns of A type 
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neurons with a primarylike response pattern can be accounted 
for by Molnar and Pfeiffer's (1968) superposition model (see 
Introduction). In these neurons no further appreciable temporal 
integration is assumed to occur. 
On the other hand, the typically higher L-a values of 
AS and A(S) neurons with a chopper response pattern are 
attributed to a mechanism of temporal integration as described 
by Molnar and Pfeiffer (1968) in their Markov process model 
(see Introduction). In this model temporal integration is 
necessary to reach threshold since the EPSP size is small 
compared with the threshold of the neuron. Conceivably, the 
same effect would be obtained if instead of changing the 
EPSP amplitude/threshold ratio the neuron were subjected 
to increased inhibitory input. Through lack of intracellular 
recordings we are unable to make a choice among various 
possibilities explaining why temporal integration occurs 
in certain neurons but not in others. 
Symptoms of temporal integration were found in most 
of the AS type neurons but rarely in A type neurons and 
it is therefore tempting to infer that these phenomena are 
causally related. 
The very large L-a values obtained in some of the 
build up type neurons are attributed to interaction of 
excitatory and inhibitory inputs with slightly different 
time constants of decay (cf. model in chapter 1, Fig. 1.17). 
Because the inhibition is presumably much weaker in AS 
chopper neurons threshold is reached much quicker in these 
neurons. 
The model in Fig. 3.7 enables us to envisage the 
components contributing to L-a values of neurons with a 
primarylike and a chopper response pattern. As indicated 
in Fig. 3.7 the L-a values of primary(?) fibers and 
primarylike cochlear nucleus neurons would be expected 
to be identical. This is based on the assumption that no 
appreciable temporal integration occurs in the cochlear 
nucleus primarylike neuron. If this assumption is correct 
the L-a values of primary(?) fibers and primarylike neurons 
can be used to estimate the hypothesized integration time 
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Figure 3.7 Model to account for differences in latency of response to tone bursts and pure 
time delay estimations derived from cross-correlation functions. 
Components contributing to latency. 
A. Pure time delays (indicated by thin lines): 
1. Acoustic delay f rom sound source to tympanic membrane. 
2. CF dependent delay caused by travelling wave in the cochlea. 
3. Synaptic delay in the cochlea. 
5. Conduction time of spikes along auditory nerve fiber. 
6. Synaptic delay in synapses on cochlear nucleus neurons. 
B. Integration time periods (indicated by black bands): 
4. Integration time in primary auditory neuron. 
7. Minimum integration time in cochlear nucleus neuron. 
in the cochlea (denoted as 4 in the model, Fig. 3.7). When 
the one deviating primarylike neuron is left out of 
consideration we arrive, by averaging of the L-a values of 
primary(?) fibers and primarylike neurons, at a mean of 1.7 
msec, as the estimate for the integration time in the 
cochlea. 
It should be realized that the use of tone bursts with 
a shorter rise time may lead to a smaller value. 
According to the model the L-a value of chopper neurons 
is composed of the sum of two integration time periods 
indicated by 4 and 7. 
L-a = cochlear integration time + minimum integration time 
in the cochlear nucleus neuron. 
When 1.7 msec, is accepted as the best estimate of the 
integration time in the cochlea, under the stimulus conditions 
used, we arrive at: 
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L-α = 1.7 msec. + minimum integration time in the cochlear 
nucleus neuron. 
If the same process underlies the generation of the first 
as well as the second action potential, as assumed in the 
temporal integration model of Molnar and Pfeiffer (1968), 
the shortest interval observed in the first interval 
distribution can be regarded as an estimate of the minimum 
integration time in the cochlear nucleus neuron. 
Accordingly it would be expected that 
L-ot = 1.7 + minimum first interval. 
We have tested this prediction for the 9 chopper 
neurons where sufficient data were available. It can be 
observed (Fig. 3.8) that a positive correlation exists 
between L-α and the minimum first interval. Such a correlat­
ion is absent in primary(?) fibers and primarylike neurons, 
which generally have short minimum first intervals. It is 
interesting to note, however, that the primarylike unit with 
an exceptionally large L-α value also has a longer minimum 
first interval. 
Presumably cochlear nucleus neurons with a CF > 3 kHz have 
rather similar pure time delays (Fig. 2.4, chapter 2). 
Accordingly, differences in latency among these neurons 
will predominantly reflect differences in integration time. 
In Fig. 3.9 minimum latency of response to tone bursts has 
been plotted against the minimum first interval for units 
with different anatomical locations and for units with 
different types of response area. 
The data in Fig. 3.9A indicate that extensive integrat­
ion of input signals occurs in almost all of the DCN neurons. 
In the VCN the extent of integration is generally less than 
in the DCN. Comparison with the primary(?) fiber data suggests 
that in the VCN neurons of the A type evidence for temporal 
integration is barely demonstrable. The VCN neurons of the 
AS type have longer minimum latency and a longer minimum 
first interval which indicates temporal integration. 
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Figure 3.8 Relation between minimum first interval and L - α value for primary!?) fibers and for 
primary!ike and chopper cochlear nucleus neurons. For further explanation see text. 
Fig. 3.9B strongly suggests that extensive temporal 
integration is associated with the presence of inhibitory 
inputs. The positive correlation between minimum latency 
and minimum first interval observed for the AS neurons 
but not for the A neurons (Fig. 3.9B). corroborates the 
temporal integration hypothesis. The large spread is 
caused by neurons with a pause or a build up temporal 
pattern of response. 
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Figure 3.9 Legend on opposite page. 
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3.4 Discussion 
Typically, the group of A type neurons have irregular 
firing patterns and short minimum latency. In these neurons 
very short inter-spike intervals may be observed. In these 
respects the A type neurons are similar to auditory nerve 
fibers. 
Ventral cochlear nucleus AS and A(S) type neurons with 
a sustained response pattern to tone bursts often show 
regularly spaced peaks in the PSTH computed from the responses. 
This chopping phenomenon reflects more uniform intervals and 
a more precisely time onset of response than is observed in 
the auditory nerve fibers. Further investigation revealed that 
these neurons have longer minimum latency than the A type 
neurons which cannot be attributed to longer pure time 
delays (Fig. 3.6A). In these neurons a positive correlation 
was also found between the minimum latency and the minimum 
first interval duration. 
These data are interpreted by us as largely corroborating 
the hypothesis that the response pattern of these neurons is 
caused by temporal integration of a relatively large number 
of auditory nerve fiber inputs. 
Neurons with the highest maximum firing rates found in 
the cochlear nuclei (up to 600 spikes/sec.) appear to have 
the chopper response pattern. If the temporal integration 
hypothesis is correct, it is imperative to assume that strong 
convergence of excitatory inputs takes place in these neurons, 
Although electron microscopic studies are needed to reach a 
more definite conclusion it seems that many auditory nerve 
fiber endings terminate on multipolar cells, octopus cells 
(Osen, 1970) giant and pyramidal cells (Cohen et al., 1972) 
but not on large and small spherical cells (Osen, 1970). 
Figure 3.9 Plots of minimum latency against minimum first interval. 
A. For primary!?) fibers and cochlear nucleus neurons with different anatomical 
locations. 
B. For primary!?) fibers and cochlear nucleus neurons with different types of 
response area. 
Neurons wi th a CF below 3.0 kHz were left out of consideration. Neurons wi th 
minimum latencies exceeding 15 msec. (13 units) or with minimum first intervals 
exceeding 11 msec. (3 units) were not plotted. 
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In the region where multipolar cells are found we have 
often encountered the chopper response pattern (see also 
Godfrey, 1972). But chopping is almost certainly not exclusive-
ly associated with one single cell type. It is also encountered 
in other parts of the cochlear nuclei and has also been observed 
in the superior olivary complex (Boudreau and Tsuchitani, 1968; 
Clark and Dunlop, 1969; Guiñan et al., 1972a, b). 
In view of the often rather narrow and symmetrical first 
spike latency and first interval distributions we are inclined 
to think that temporal integration also takes place in DCN 
neurons. The data in Fig. 3.9 lead us to believe that this 
process occurs here to an even larger extent than in the VCN. 
Direct evidence that temporal integration may take place 
in cochlear nucleus neurons is provided by intracellular record-
ings (Gerstein et al., 1968). One of these recordings has been 
reproduced in Fig. 3.10. This neuron has a regular firing 
pattern. It can be observed in Fig. 3.10 that frequencies from 
6.5 to 7.4 kHz were in the activation area. The threshold was 
reached with a gradually developping membrane depolarization 
which does not clearly reveal individual EPSPs. The rate of 
membrane depolarization is fast at 7.0 kHz and markedly slower 
at less effective frequencies. 
KCS KCS 
--ЩЩи S.2 _ _ Z r 7 . 0 
6.5 7.4 
6 . 7 = ^ 7. Τ 
I lOmV H 20MSEC 
Figure 3.10 Intracellularly recorded responses from a cochlear nucleus unit to different tonal 
frequencies. From Gerstein et al. (1968). 
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C H A P T E R 4 
ANATOMICAL LOCATIONS OF UNITS WITH DIFFERING PHYSIOLOGICAL 
PROPERTIES 
4. 1 Introduction 
Neuroanatomical investigations have established that 
the result of signal processing in the cochlea is conveyed 
by the bifurcating auditory nerve fibers to a large number 
of cochlear nucleus neurons (see General Introduction). In 
the cochlear nuclei of the cat several types of cells have 
been distinguished upon their microscopic appearance in 
Nissl preparations (Osen, 1969a). 
Following the distribution of the various cell types the 
cochlear nuclei have been divided into a corresponding number 
of partly overlapping cell areas. 
The anatomical locations of our units will be discussed in 
terms of these cell areas and therefore a short description 
of the distribution of the various cell types will be given 
(Fig. 0.1). 
The large spherical cells, found in the rostral portion 
of the AVCN, have poorly developed dendrites. The small 
spherical cell area is located more caudally but remains 
within the AVCN. Both large and small spherical cells 
receive synaptic input from a small number of ascending 
branches of auditory nerve fibers which establish synaptic 
contact by means of large nerve endings, the so-called bulbs 
of Held (Ramon y Cajal, 1909; Lorente de No, 1933a). The 
electron microscope study of Lenn and Reese (1966) demonstrates 
that each bulb has many vesciculated contacts with the soma 
and the dendrites. 
Other cell types which are found more caudally in the 
VCN are the globular cells, the multipolar cells and the 
octopus cells. These cell types have better developed 
dendrites than the spherical cells. 
Contrary to the large and small spherical cells the 
multipolar and octopus cells are covered with a large number 
of small auditory nerve fiber endings (Osen, 1970). The degree 
of convergence of auditory nerve fiber endings on globular 
cells in the cochlear nucleus of the cat is not entirely 
known. In the rat these neurons have been reported to receive 
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synaptic input from only a few auditory nerve fiber endings 
(Harrison and Feldman, 1970). 
None of the cell types discussed so far are to be found in 
the DCN. This nucleus is laminated into a molecular layer 
and a granular layer which covers also a part of the ventral 
cochlear nucleus and invades between the DCN and the VCN. The 
remaining part of the DCN is called the central region. 
In the granular layer two cell types are found: the 
small sized granular cells and cells with well developed 
dendrites, the so-called pyramidal cells. The pyramidal cells 
occur only in that part of the granular layer which covers 
the DCN (Fig. 0.1). 
Two cell types which are not limited to the DCN are the 
giant cells, also found in the AVCN, and the small cells 
which occur throughout the DCN, the PVCN, and at least part 
of the AVCN. 
There is evidence which indicates that some of the 
various cell types project onto different targets outside 
the cochlear nuclei, whereas other types of cells such as 
the small cells and the granular cells are probably inter-
neurons having a short axon which does not leave the cochlear 
nuclei. 
It has been suggested that large spherical cells project 
onto the medial superior olivary nucleus and small spherical 
cells onto the lateral superior olivary nucleus (Osen, 1969b). 
Studies by Harrison and Feldman (1970) in the rat and by 
Warr (1972) in the cat indicate that globular cells have a 
thick axon which establishes synaptic contact with cells in 
the medial nucleus of the trapezoid body by means of large 
synaptic contacts called calyces. Pyramidal cells contribute 
to a projection from the DCN to the contralateral inferior 
colliculus (Osen, 1972). 
The variations in synaptic arrangement and in cochlear 
nucleus neuronal structure represent structural differences 
which possibly underly differences in electrophysiological 
properties of cochlear nucleus neurons. 
In the first chapter we have subdivided cochlear nucleus 
neurons into various categories on the basis of the properties 
of the response area and the time course of the responses. 
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In this chapter we shall investigate whether units in 
different categories have a different anatomical distribut­
ion. It appears that units with different types of response 
area and/or different temporal patterns of response are 
encountered with different probability in dorsal and ventral 
cochlear nucleus. Each of the cell areas which have recently 
been distinguished within the ventral and dorsal cochlear 
nucleus (Osen, 1969a) displays typically various types of 
response, 
4.2 Methods 
The histological procedures used for the anatomical 
localization of neurons have been described in chapter 1. 
The first seven experimental animals were not investigated 
histologically. In some cases a typical jump in the sequence 
of characteristic frequencies of subsequent neurons led us 
to deduce that the electrode had passed the border between 
dorsal and ventral cochlear nuclei (Rose et al., 1959). The 
units which were located by this electrophysiological 
criterion have been included in tables comparing the 
properties of DCN and VCN units. 
The anatomical locations of various types of unit, 
determined by histological methods, have been mapped on 
drawings of Nissl stained sagittal sections of the cochlear 
nucleus (Fig. 4.2 and 4.3). The drawings A, B, C, D, E and 
F are from sagittal sections (thickness 15 pm) which have 
mutual distances of approximately 150 μτη in the fixated 
tissue. The drawings G and H are from more lateral sections 
which are approximately 300 vim apart in the fixated tissue 
4.3 Results 
4.3.1 Spontaneous activity of DCN and VCN neurons 
The mean level of spontaneous activity of neurons 
located in DCN and VCN varies from 0 - 1 1 0 spikes per second. 
The distribution of spontaneous firing rates of DCN and VCN 
units is not strikingly different. A somewhat higher 
proportion of VCN neurons display no, or very little, 
spontaneous activity (Fig. 4.1). Comparison of DCN and VCN 
distributions of spontaneous firing rates with auditory nerve 
data (Kiang et al., 1965a) shows that the spontaneous activity 
in auditory nerve fibers is, on average, somewhat higher 
(Fig. 4.1). 
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nucleus 
(granular layer 
inc luded) 
N = 80 vent ra l cochlear 
nucleus 
N = 206 a u d i t o r y nerve 
Kiang et al.(1965a) 
100 spikes/sec 
Figure 4.1 Distribution of spontaneous f ir ing rates of DCN and VCN neurons and auditory 
nerve fibers. Audi tory nerve fibers have, on average, somewhat higher spontaneous 
fir ing rates than DCN and VCN neurons. The auditory nerve data were replotted 
from Kiang et al. (1965a). 
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4.3.2 Anatomical distribution of units with different types 
of response area 
In the first chapter four types of response area were 
distinguished: A, AS, S and A(S). The A type units display 
activation responses only to effective tonal stimulation. 
The AS units display activation responses and suppression 
responses in different sections of the response area, where-
as S units exhibit only suppression responses. The group of 
A(S) units display no, or only a very low level, of 
spontaneous activity. These neurons yield activation 
responses but whether stimuli can also exert suppressing 
influences on the neuron cannot be discerned from our 
experiments. 
A striking contrast emerges when the anatomical 
distribution of A and S units is compared (Fig. 4.2 and 
table 4.1). Units of the A type are found predominantly in 
the spherical and globular cell area in the ventral cochlear 
nucleus. The majority of S cells were found in the dorsal 
cochlear nucleus, in or close to the granular layer. It was 
an unexpected result to find one S type unit in the 
vestibular nerve root, ventral to the AVCN. Prior to this 
unit we had successively encountered in the same electrode 
track an A sustained, an A(S) transient and an A(S) 
sustained unit in the AVCN and unresolved multiple unit 
activity which did not respond to any of the auditory 
stimuli we tried (most rostral penetration in Fig. 4.2G and 
4.3G). The reconstruction of the electrode track afterwards 
suggested that this activity was recorded from vestibular 
nerve fibers. The S unit recording may have been from one 
of the nerve cell bodies which can be found interspersed 
between the fascicles of nerve fibers in the vestibular 
nerve root. We shall comment on the possible significance 
of the S type unit distribution pattern in the discussion. 
AS units as well as A(S) units were found in both 
ventral and dorsal cochlear nucleus (Fig. 4.2 and table 4.1). 
The temporal pattern of activation of these units tends to 
be different in DCN and VCN (see below). 
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Table 4.1 Number of neurons with different types of response 
area found in various anatomical subdivisions 
DCN + g r a n , l a y e r 
VCN 
v e s t i b u l a r n e r v e r o o t 
l o c a t i o n unknown 
t o t a l 
A 
2 
14 
2 
18 
AS 
39 
23 
9 
71 
S 
16 
1 
17 
A(S) 
29 
37 
9 
75 
t o t a l 
86 
74 
1 
20 
181 
Figure 4.2 Anatomical locations of units with different types of response areas, indicated by 
different symbols in drawings of sagittal sections of the cochlear nuclei. 
Section A is the most medial section; section H is the most lateral section. The 
borders of three cell areas are indicated by dashed lines: 
— The spherical cell area (large and small spherical cells) in the rostral portion of 
the A VCN. 
— The globular cell area in the central region of the VCN. 
— The octopus cell area in the PVCN. 
The auditory nerve root is indicated by a dotted line. The granular layer is indicated 
by dots. For further details see Osen (1969a) and fig. 0.1 (General Introduction). 
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4.3.3 Anatomical locations of units with different temporal 
patterns of response 
In the classification scheme presented in chapter 1 
(Fig. 1.5) we have subdivided units with different types 
of response area in categories which pertain to the 
temporal pattern of activation of A, AS and A(S) units and 
to the temporal pattern of suppression in S units. The 
findings are summarized in table 4.2. 
Table 4.2 Number of cochlear nucleus neurons (vestibular 
nerve root included) in the various categories 
of the classification scheme. 
transient 
sustained 
build up 
complex 
not classified 
not investigated 
total 
A AS S A(S) 
5 
9 21 11 21 
1 - 9 
27 - 10 
2 - 7 
9 20 6 23 
18 71 17 75 
total 
5 
62 
10 
37 
9 
58 
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The distribution in dorsal and ventral cochlear nucleus 
of A, AS, A(S) and S units with various temporal patterns of 
response is shown in table 4.3.1, 4.3.2, 4.3.3 and Fig. 4.3. 
The data in table 4.3.1 and 4.3.2 indicate that several unit 
categories are distributed asymmetrically in DCN and VCN. In 
illustration of these trends we computed: 
% D C N
 • N ( ( D S * 86/74 N(VCN) X 100 % for e a c h of 
the various categories (table 4.3.3). 
N(DCN) and N(VCN) represent the number of DCN and VCN units 
respectively in the category concerned. The factor 86/74 was 
used to make allowance for the fact that the total number of 
VCN neurons in our sample is lower than the total number of 
DCN neurons (table 4.3.1 and 4.3.2). 
The percentages computed for some of the categories are based 
on a small number of neurons and should be interpreted with 
reserve. 
In all those types of unit able to show activation 
responses to tonal stimulation the sustained temporal pattern 
of activation has been encountered. In the A type units this 
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Table 4.3.1 Number of DCN neurons (granular layer included) 
in the various categories of the classification 
scheme. 
transient 
sustained 
build up 
complex 
not classified 
not investigated 
total 
A AS S A(S) 
5 10 2 
1 - 9 
2 1 - 2 
- 2 - 4 
2 10 6 11 
2 39 16 29 
total 
1 
17 
10 
23 
6 
29 
86 
Table 4.3.2 Number of VCN neurons in the various categories 
of the classification scheme. 
transient 
sustained 
build up 
complex 
not classified 
not investigated 
total 
A AS S A(S) 
4 
9 14 - 15 
2 - 7 
2 
5 7 - 9 
14 23 - 37 
total 
4 
38 
9 
2 
21 
74 
Table 4.3.3 Percentage of DCN neurons (granular layer units 
included) in each of the various categories (see 
text). For a given unit category percentages 
above 50 indicate predominant occurrence in the 
DCN, whereas percentages below 50 indicate pre-
dominant occurrence in the VCN. 
transient 
sustained 
build up 
complex 
not classified 
not investigated 
total 
A AS S A(S) 
- - 18 
0 24 100 11 
100 - 100 
90 - 20 
100 - 63 
26 55 100 52 
11 59 100 40 
total 
18 
28 
100 
69 
72 
54 
50 
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is the only temporal pattern of response observed. These 
units, as well as the AS and A(S) units with a sustained 
pattern of activation, were predominantly found in the 
VCN (table 4.3.1, 4.3.2 and Fig. 4.3). Units which display 
suppression responses only during tonal stimulation (S units) 
had a sustained temporal pattern of suppression and were 
found in the DCN and in the vestibular nerve root (Fig. 4.3 
and table 4.3.1, 4.3.2 and 4.3.3). 
The build up temporal pattern of response was found 
exclusively in the DCN. The distribution pattern of these 
units is similar to that of the pyramidal cells (Fig. 4,3; 
cf. Osen, 1969a and Fig. 0.1). 
Units with a complex temporal pattern of activation 
were found mainly in the DCN and, less frequently, in or 
near to the borders of the spherical cell area in the AVCN 
(Fig. 4.3 and table 4.3.3). 
Phenomenologically, the complex pattern of response may 
be conceived of as a combination of transient and build 
up temporal patterns. In the VCN complex units the transient 
component is predominant. Most of these units have little 
or no spontaneous activity. 
In the DCN most complex units belong to the AS category 
and respond better later on in the stimulus. These tendencies 
are reflected in the different R values derived from CF 
tone burst responses of A(S) and AS complex units (Fig. 1.12C, 
chapter 1). 
Summarizing, it can be stated that several of the unit 
categories based on differences in the nature and the 
temporal pattern of the responses to tonal stimulation are 
distributed asymmetrically in dorsal and ventral cochlear 
nucleus. Further subdivision of these nuclei does not yield 
regions with unique electrophysiological properties. Units 
Figure 4.3 Anatomical locations of units with different temporal patterns of response. 
See also legend of figure 4.2 
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Figure 4.3 Legend on opposite page. 
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with differing electrophysiological properties have been 
repeatedly found in the same electrode track at close 
proximity to each other or even simultaneously. The 
mosaic of different response patterns found is not 
unexpected since the greater part of the cochlear nuclei, 
except perhaps the octopus cell area, contains more than 
one type of cell (Osen, 1969a). 
As far as the distribution of the various response 
types is concerned, the different cell areas can only 
be distinguished by the preponderance of certain response 
types and the absence of others. 
4.4 Discussion 
It would be of great interest to know which response 
patterns, if any, were recorded from interneurons. One 
would also like to know to which parts of the brain the 
response patterns not recorded from interneurons are 
conveyed. The complex distribution pattern of neurons, 
subdivided into the various categories of the classification 
scheme in chapter 1, makes it difficult to correlate the 
electrophysiological and neuroanatomical properties of 
neurons. 
We have found A type neurons with a sustained 
activation response to tone bursts in the spherical and 
globular cell area. In both cell areas other types of 
response were also encountered. The A neurons probably 
correspond with type 2 units as distinguished by Evans 
and Nelson (1973). These units were usually found in the 
VCN but a considerable proportion were also found in the 
DCN. Their type 1 units, similar to our A type sustained 
units but lacking off suppression, were found mainly 
in the VCN. In all of our A type units signs of off 
suppression, although sometimes weak, can be observed 
and we are therefore unable to confirm the existence of 
type 1 units. 
Most of the neurons in our sample were subjected to 
stimulation with short CF tone bursts. From the PSTH 
shapes obtained from the responses of A type units we 
infer that most of our A type sustained units are 
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identical with the so-called primarylike units first 
distinguished by Kiang et al. (1965b) and Pfeiffer (1966a). 
These units have approximately the same time course of 
activation as auditory nerve fibers (Kiang et al., 1965a). 
Data presented in chapter 3 indicate that these units 
have irregular firing patterns which are also observed in 
primary auditory neurons. The primarylike response pattern 
was frequently found in the spherical cell area of the 
AVCN (see above). This response pattern has been attributed 
to cells which receive large synaptic endings from auditory 
nerve neurons (bulbs of Held) in order to explain the 
complex wave shape of the action potentials recorded from 
these neurons (Kiang et al., 1965b; Pfeiffer, 1966b). 
The action potential waveforms from these cells can be 
separated into two components: one presumably due to 
a pre-synaptic action potential in one of the bulbs of 
Held, and the other, a post-synaptic component attributed 
to the cochlear nucleus neuron (Pfeiffer, 1966b). The post­
synaptic waveform has been further separated into A and В 
components. 
The В component represents the soma action potential of 
the cochlear nucleus neuron. The A component may be 
identified as the discharge of the initial segment of the 
neuron or, alternatively, as an excitatory post-synaptic 
potential (EPSP). It is likely that these recordings, 
as well as those from our A type units found in this 
region, correspond with large and perhaps also with small 
spherical cells (Osen, 1969a). In the spike waveforms of 
A type units found in this region it was often possible 
to identify two components which probably correspond with 
the two post-synaptic components A and В distinguished 
by Pfeiffer. We were unable, however, to identify the 
pre-synaptic component with any degree of certainty. 
This may be due to methodological differences because 
Pfeiffer used metal micro-electrodes with rather large 
tip diameters (4 to 12 \im). 
Some A type neurons with a primarylike response 
pattern to short CF tone bursts were also found in the 
globular cell area. In the same region a larger number 
of AS and A(S) sustained units have also been found but 
these occur also outside this cell area. It has been 
hypothesized (Godfrey, 1972) that globular cells may 
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have a primarylike type of response to tone bursts. Godfrey 
and Kiang et al. (1965b) both seem to have found this type 
of response то-'' often ΐ д. this region t^an we have. 
Multipolar cells, which occur in the globular cell 
area and on its dorsal and caudal border, may correspond 
to AS and A(S) sustained units. Almost all of these neurons 
in the indicated region had a chopper response pattern to 
tone bursts. Possibly many AS and A(S) sustained units 
differ only in their rate of spontaneous activity. 
We found one A(S) transient unit in the octopus cell 
area. Godfrey (1972, 1973) who has investigated this area 
more thoroughly, suggests that all neurons here respond 
predominantly at tone onset and show little or no spontan­
eous activity. 
The distribution pattern of units with a build up 
temporal pattern of activation in the DCN suggests that 
these units may correspond to pyramidal cells. Complex 
type units are found in the same layer but also else­
where. Finally S neurons seem to be associated with the 
granular layer. S neurons were also found in or near parts 
of the granular layer where no pyramidal cells have been 
found (Osen, 1969a). One S unit was found in the vestibular 
nerve root. It is striking to note that this distribution 
pattern of S units corresponds with the regions which 
have high acetylcholinesterase activity (Osen and Roth, 
1969). These authors found high acetylcholinesterase 
activity in: 
1. certain nerve cells in the superior olivary complex. 
2. the olivocochlear bundle which runs through the 
vestibular nerve root and which sends off branches 
to the cochlear nucleus. 
3. in the molecular and granular layers in the cochlear 
nuclei. 
These structures are probably anatomically interrelated. 
Presumably the olivocochlear bundle, which originates 
in the superior olivary complex, leads via the vestibular 
nerve root to the granular layer of the cochlear nuclei 
where the fibers may synapse. The course of the olivo­
cochlear bundle (O.C.B.) branches (br.) is indicated in 
Fig. 0.1 (General Introduction). 
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The question may be raised of whether S units are 
associated with the olivocochlear bundle and perhaps 
participate in the central control of cochlear nucleus 
activity. At present this question must be left unanswered. 
Direct effects of electrical stimulation on cochlear nucleus 
neuron activity have been demonstrated (Starr and Wernick, 
1968). However, these effects were found in all major 
divisions of the cochlear nuclei. 
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S U M M A R Y 
The aim of this study was to contribute to a further under-
standing of signal processing in the lower levels of the 
auditory system while using a broad repertoire of stimuli 
and new analytic tools. As the object of this study the 
cochlear nucleus of the anaesthetized cat was chosen. In 
the first chapter the dependence of the responses of cochlear 
nucleus neurons on intensity and frequency (response areas) 
and on time since onset and offset of tonal stimuli is 
described. Four types of response areas are distinguished: A, 
AS, S and A(S). The A type units display only activation 
responses to effective tonal stimulation. The AS units display 
activation and suppression responses in different sections 
of the response area whereas S units display only suppression 
responses. The group of A(S) neurons display none, or only a 
very low level of spontaneous activity. These neurons yield 
activation responses but whether stimuli can also exert 
suppressing influences on the neuron cannot be discerned 
from our experiments. 
Four temporal patterns of response are distinguished: 
transient, sustained, build up and complex. It appears that 
certain correlations exist between the characteristics of 
the response area and of the time dependence of the response. 
It has become quite clear from these classifications that in 
the cochlear nuclei several types of neuron are encountered 
with properties which have not been described for auditory 
nerve fibers. On the other hand the A type units display 
properties which are strikingly similar to those of 
auditory nerve fibers. Attempts have been made to characterize 
some of these properties by parametrization. Evidence is 
presented which argues in favour of overlap between response 
areas of excitatory and inhibitory inputs in some of the 
AS neurons. After effects of tonal stimulation can be 
interpreted in terms of this description if certain assumptions 
are made, one of them being that off suppression is due to 
hyperpolarizations caused by activation of the excitatory 
mechanism. Differences in the time dependence of the response 
of various types of neuron can be explained by the assumption 
of excitatory and inhibitory inputs with overlapping response 
areas and suitable latencies, time constants of decay and 
steady state magnitudes. 
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The second chapter deals with a description of responses 
of cochlear nucleus neurons to noise stimulation. For a number 
of neurons cross-correlation functions have been computed 
between a stationary Gaussian white noise stimulus and the 
elicited neuronal response. Cochlear nucleus neurons display 
considerable differences in the energy contained in the 
normalized cross-correlation functions, which are related 
to the neuron's responses to tonal stimuli. Cross-correlation 
functions showing a clear oscillation could most easily be 
obtained from A type neurons and primary(?) fibers (presumably 
identical with auditory nerve fibers). The cross-correlation 
functions are rather similar in shape and reflect the frequency 
selectivity of the neuron. Differences in the temporal pattern 
of response to tone bursts of units with comparable CF are not 
reflected in these cross-correlation functions. 
Analysis of the responses of cochlear nucleus neurons to 
wide band noise-burst stimulation reveals differences in the 
nature (activation or suppression) as well as in the time 
course of the response. These differences are shown to be 
related to the responses of the same neurons to tone bursts 
of many different frequencies. 
Finally, in this chapter we investigated to what extent 
it is possible to conceive of the response of a neuron to an 
amplitude modulated stimulus as the result of the operation 
of two mechanisms: one depending on the carrier and characteriz-
ing the selectivity of the neuron and the other determining 
the sensitivity of the neuron which we assume to be dependent 
on the time course of the amplitude of the stimulus. The 
result of this analysis lends support, in the majority of 
cases, to the adequacy of this description. 
Besides differences in the nature and the gross time 
course of the responses to tone and noise stimuli cochlear 
nucleus neurons also display differences in the regularity 
of firing. In chapter 3 two neuron models taken from the 
literature are discussed which may explain these differences. 
It is concluded that the statistical analysis of the 
initial response of cochlear nucleus neurons to sound bursts 
is particularly advantageous for discriminating between these 
models. 
The initial response to tone-burst stimulation is 
characterized by computation of the distribution of the latency 
of the first spike and of the duration of the first interval 
in the ensemble of responses. 
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The results are interpreted as speaking in favour of 
temporal integration as an important -mechanisrn in many 
DCN neurons. Neurons of the A type (typically located in the 
VCN) and primaryC?) fibers display firing patterns indicating 
virtual absence of this mechanism. 
In accordance with this these units display smaller 
differences between the latency of response to tone bursts 
and the pure time delay estimated from the cross-correlation 
function than other types of neurons do. 
In chapter 4 an attempt is made to correlate neuro-
physiological properties and anatomical locations of neurons. 
Several of the categories distinguished in the classification 
scheme presented in chapter 1 are inequally distributed 
between dorsal and ventral cochlear nucleus. This indicates 
that the set of criteria used to subdivide units into various 
categories seems relevant as far as the problem of correlation 
of neurophysiological and neuroanatomical properties is 
concerned. 
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S A M E N V A T T I N G 
Het doel van dit onderzoek was een bijdrage te leveren tot 
een beter begrip van de signaalverwerking op lagere niveaus 
in het auditieve systeem, daarbij gebruik makend van een 
breed stimulus repertoire en nieuwe analysemethoden. 
Als objekt van studie werd de nucleus cochlearis bij de 
genarcotiseerde kat gekozen. In het eerste hoofdstuk wordt 
de afhankelijkheid van de responsies van nucleus cochlearis 
neuronen van de intensiteit en de frequentie (responsiege-
bieden) en van de tijd na aan- en uitschakelen van tonale 
stimuli beschreven. Er worden vier typen responsiegebieden 
beschreven: A, AS, S en A(S). De A type neuronen vertonen 
enkel activatie responsies op effectieve tonale stimulatie. 
De AS units vertonen activatie en suppressie responsies in 
verschillende delen van het responsiegebied terwijl S units 
alleen suppressie responsies vertonen. De groep A(S) neuronen 
heeft geen of zeer weinig spontane aktiviteit. Deze neuronen 
geven activatie responsies maar of ook suppressie-invloeden 
op het neuron kunnen worden uitgeoefend door de stimuli kan 
niet uit onze experimenten worden geconcludeerd. 
Vier temporele responsiepatronen worden onderscheiden: 
transient, sustained, build up en complex. Er blijken bepaalde 
samenhangen te bestaan tussen eigenschappen van het responsie-
gebied en de tijdsafhankelijkheid van de responsie. Deze 
klassificaties hebben duidelijk gemaakt dat in de cochleaire 
kernen verscheidene typen neuronen worden aangetroffen met 
eigenschappen die niet voor gehoorzenuwvezels beschreven zijn. 
Anderzijds hebben de A neuronen eigenschappen die treffend 
lijken op die van gehoorzenuwvezels. Er zijn pogingen gedaan 
om een aantal van deze eigenschappen door parametrisatie te 
karakteriseren. Aanwijzingen voor overlapping van responsie-
gebieden van excitatoire en inhibitoire inputs bij een deel 
van de AS neuronen worden besproken. Na-effecten van tonale 
stimuli kunnen, als bepaalde veronderstellingen gemaakt worden 
o.a. dat off-suppressie het gevolg is van hyperpolarizaties 
veroorzaakt door aktivatie van het excitatoire mechanisme, 
ook uit overlapping van excitatoire en inhibitoire inputs 
worden begrepen. Verschillen in de tijdsafhankelijkheid van 
de responsie bij verschillende typen neuronen kunnen ver-
klaard worden als excitatoire en inhibitoire inputs met over-
lappende responsiegebieden en geschikt gekozen latentietijden, 
afval tijdkonstanten en steady state sterkten worden aangenomen. 
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In het tweede hoofdstuk worden de responsies van nucleus 
cochlearis neuronen op ruisstimulatie besproken. Bij een aan-
tal neuronen is de kruiskorrelatie funktie berekend tussen 
witte Gaussische ruis en de daardoor opgewekte trein van aktie-
potentialen. Nucleus cochlearis neuronen vertonen aanzienlijke 
verschillen in de energie-inhoud van de kruiskorrelatie 
funkties. Deze verschillen hangen samen met de responsies van 
deze neuronen op tonale stimuli. Kruiskorrelatie funkties met 
een duidelijke oscillatie konden het gemakkelijkst verkregen 
worden van A type neuronen en primaire (?) vezels (die waar-
schijnlijk identiek zijn met gehoorzenuwvezels). 
De kruiskorrelatie funkties zijn vrij identiek van 
vorm en reflecteren de frequentieselektiviteit van het neuron. 
Verschillen in het temporele patroon van de responsie op 
toonblokken van units met vergelijkbare CF worden niet weer-
spiegeld in de kruiskorrelatie funkties. 
De analyse van de responsies van nucleus cochlearis 
neuronen op breedband ruisblok stimulatie laat verschillen 
zien in de aard (aktivatie of suppressie) en in het tijds-
verloop van de responsie. 
Het blijkt dat deze verschillen verband houden met 
de responsies van dezelfde neuronen op toonblokken van veel 
verschillende frequenties. Ook wordt in dit hoofdstuk onder-
zocht in hoeverre het mogelijk is de responsie van een neuron 
op een amplitude gemoduleerde stimulus op te vatten als het 
resultaat van de werking van twee mechanismen: een bepaald 
door de carrier en de selektiviteit van het neuron bepalend, 
terwijl het tweede mechanisme de gevoeligheid van het neuron 
bepaalt en afhangt van het tijdsverloop van de amplitude van 
de stimulus. Het resultaat van deze analyse bij de meeste 
neuronen suggereert dat deze beschrijving adequaat is. 
Naast verschillen in de aard en het tijdsverloop van 
de responsies op toon en ruisstimuli vertonen nucleus cochlearis 
neuronen ook verschillen in de regelmatigheid van vuren. In 
hoofdstuk 3 worden twee neuronmode11en uit de literatuur be-
sproken die deze verschillen kunnen verklaren. 
De konklusie wordt getrokken dat de statistische analyse 
van het begin van de responsie van nucleus cochlearis neuronen 
op geluidsblokken erg geschikt is om tussen deze modellen te 
kunnen onderscheiden. 
Het begin van de responsie op toonblok stimulatie wordt 
gekarakteriseerd door berekening van de verdeling van de 
latentietijden van de eerste aktiepotentiaal en van de duur 
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het eerste interval in het responsie-ensemble. De resultaten 
wijzen erop dat temporele integratie een belangrijke rol 
speelt in veel DCN neuronen. Neuronen van het A type (meestal 
in de VCN) en primaire(?) vezels hebben vuurpatronen die er 
op wijzen dat dit mechanisme bij deze units geen grote rol 
speelt. 
In overeenstemming hiermee vertonen deze neuronen klei-
nere verschillen tussen de latentietijd bij toonblok stimu-
latie en de zuivere looptijd schatting uit de kruiskorrelatie 
funktie dan andere neuronen. 
In hoofdstuk 4 wordt geprobeerd neurofysiologische eigen-
schappen en anatomische lokatie van neuronen te korreleren. 
Verscheidene van de kategorieën die in het in hoofdstuk 1 
gepresenteerde klassifikatieschema zijn onderscheiden zijn 
ongelijk verdeeld over dorsale en ventrale nucleus cochlearis. 
Dit wijst erop dat de kriteria die gebruikt werden bij het 
onderverdelen van units in verschillende kategorieën relevant 
zijn, althans wat betreft het probleem van korrelatie van 
neurofysiologische en neuroanatomische eigenschappen. 
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STELLINGEN 
-1-
Er bestaan duidelijke overeenkomsten tussen nucleus 
cochlearis neuronen die aktivatie en suppressie res-
ponsies vertonen in verschillende delen van het res-
ponsiegebied (AS type) enerzijds en retinale on center -
off surround ganglioncellen anderzijds, in zowel hun 
tijdsafhankelijke als tijdsonafhankelijke eigenschappen. 
Daarbij is het opmerkelijk dat het analogen van het vis-
uele off center - on surround type in de nucleus coch-
learis niet of nauwelijks wordt aangetroffen. 
dit proefschrift pag. 41-57 
Rodieck R.W. en Stone J. (1965): 
J. Neurophysiol. 28, 833-849. 
-2-
Verslechtering van de mate van phase lock in een deel 
van de nucleus cochlearis neuronen t.o.v. de mate van 
phase lock in de gehoorzenuwvezels met vergelijkbare 
karakteristieke frequentie is waarschijnlijk een gevolg 
van temporele integratie van ingangssignalen binnen-
komend via vezels van de gehoorzenuw. 
dit proefschrift hoofdstuk 2 en 3 
-3-
Het verdient aanbeveling om niet zoals gebruikelijk is 
een vrij arbitraire maat voor "de" latentietijd van 
neuronen met stochastische eigenschappen te ontlenen 
aan de vorm van het post stimulus tijdhistogram, maar 
deze te baseren op de verdeling van aankomst tijden 
van eerste pulsen in het responsie ensemble. 
-4-
Het kan bij onderzoek van de vraag of de responsies van 
auditieve neuronen op species specifieke vokalisaties 
eenvoudig een gevolg zijn van de frequentie selektivi-
teit van het neuron, dan wel of daarnaast de tijdsstruk-
tuur van de stimulus mede een rol speelt, van nut zijn 
ook de responsies van deze neuronen op identieke maar 
in de tijd geïnverteerde stimuli te bestuderen. 
Newman J.D. en Wollberg Ζ. (1973): 
Brain research 54, 287-304. 
-5-
In de nucleus cochlearis van niet geanesthetiseerde katten 
worden in grote lijnen dezelfde responsietypen aangetroffen 
als die welke in dit proefschrift beschreven zijn voor 
neuronen van genarcotiseerde proefdieren. 
G. Nevenzel , Intern rapport 
Lab. voor Medische Fysika, Nijmegen. 
-6-
Als tijdens het uitvoeren van operatieve ingrepen ter 
voorbereiding van neurofysiologische experimenten op 
katten halothaan-lachgas narcose wordt toegepast 
dient dit gepaard te gaan met kunstmatige beademing. 
-7-
Als het gaat om de bestudering van neuronale responsies 
opgeroepen door komplexe stimuli kan pseudoruis een nut-
tig ingangssignaal zijn waarmee het mogelijk is op een-
voudige wijze reeds tijdens het experiment vast te stel-
len of de stimulus effektief is,ook in die gevallen 
waar de gemiddelde vuurfrequentïe niet verandert. 
-8-
De afkeer tegen het gebruik van kunstmeststoffen bij 
voorstanders van z.g. biologisch-dynamische landbouw-
methoden is, gezien vanuit de natuurwetenschappelijke 
beschouwingswijze, in zijn algemeenheid ongegrond. 
18 januari 1974 
J.A.M, van Gisbergen 


