Cognitive Neuroscience: Searching for the Bottleneck in the Brain  by Spence, Charles
and defense signaling pathways share
BAK1 [3,4,7,9], but recent work from
Shan and colleagues [18] provides
evidence that some bacterial effectors
strike back at PAMP-triggered
immunity (PTI) by targeting BAK1.
Effectors are usually injected into plant
cells by successful bacteria upon
infection to evade recognition or to
suppress the subsequent signaling
steps. Previous work revealed that
AvrPto and AvrPtoB, two unrelated
effectors from Pseudomonas syringae
DC3000, target early steps in various
PAMP signaling pathways, apparently
upstream of a MAP kinase cascade
important for PTI [19]. Shan et al. [18]
now report that both effectors bind
in vivo with high affinity to BAK1,
and prevent its ligand-dependent
interaction with FLS2. Moreover,
artificial overexpression of AvrPto and
AvrPtoB in transgenic Arabidopsis
leads to BR-related dwarfism, likely
resulting from BAK1’s inability to
associate with BRI1 (Figure 1B). This
interesting observation will have to
be confirmed using natural levels of
bacterial-delivered effectors to
evaluate if BR signaling is actually
downregulated upon infection with
P. syringae. If this scenario holds true,
could inhibition of BR signaling be
thought of as collateral damage in
this war between plants and their
pathogens? Do bacterial effectors
intentionally target BR-mediated
growth or pathogen resistance, which
BRs have been linked to [20]? The
rationale for disabling a general
co-receptor and interfering with
several BAK1-dependent pathways is
not clear yet. One can imagine that
bacteria manipulate several PTI
responses, including BR signaling and
cell death, to increase pathogenicity
and to team up with other pathogens
to overwhelm plant defenses.
Future studies should provide a new
basis for understanding how BR
signaling is interconnected with other
pathways, and why different signaling
cascades co-opted the same
co-receptor to mediate complex
and specific responses.
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R965Cognitive Neuroscience: Searching
for the Bottleneck in the Brain
People simply cannot do two things at once, as shown by research on the
so-called psychological refractory period. A new neuroimaging study has now
localized the response-selection bottleneck underlying the psychological
refractory period to a frontoparietal network.Charles Spence
The notion that dual-task performance
in humans is fundamentally
constrained by some kind of internal
bottleneck goes back more than half
a century to the pioneering early work
of Kenneth Craik, Alan Welford, and
Margaret Vince [1,2]. In recent years,
most research on this topic has been
conducted within the framework of the‘psychological refractory period’ — the
interference (or delay) in responding
to the second of two stimuli that is
observed when they are presented
close together in time. Hal Pashler
and his colleagues [3,4] have published
an impressive number of behavioral
studies on the psychological refractory
period showing, time-and-again, that
people simply cannot perform two
tasks at once, no matter how much
practice they are given. By exploiting
the latest advances in neuroimaging,
Sigman and Dehaene [5] have now
identified the brain network whose
activity correlates with the
psychological refractory period, thus
resolving once-and-for-all the locus
of this bottleneck in the human brain.
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Figure 1. Psychological refractory period experiments.
(A) The participants in psychological refractory period experiments have to perform two tasks
in quick succession. For example, in Sigman and Dehaene’s [5] recent study, participants first
made a speeded numerical comparison (R1) with one hand, indicating whether a number (28,
37, 53, or 62; S1) presented on a screen was either larger or smaller than 45. Next, after a stim-
ulus onset asynchrony (SOA) of 0, 300, 900, or 1200 ms, a tone (S2) was presented and par-
ticipants had to make a speeded frequency discrimination response (high versus low tone;
R2) using their other hand. (B) The typical pattern of psychological refractory period results:
responses to the first target (RT1) are unaffected by the stimulus onset asynchrony, whereas
response latencies to the second target (RT2) increase as the stimulus onset asynchrony
decreases (until, at the shortest stimulus onset asynchrony, the slope approaches 21).
(C) The three processing stages underlying task performance: the perception and categoriza-
tion of the stimuli, the response selection stage, and finally the response production (or exe-
cution) stage. The psychological refractory period bottleneck occurs at the stage of response
selection; response selection for the second task cannot begin until response selection for the
first task has finished (as shown by the dotted line).
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psychological refractory period,
participants have to make speeded
responses to two tasks presented in
rapid succession (Figure 1A). For
example, participants may have to
make a speeded response with one
hand to the first stimulus (S1) followed
by another speeded response with
their other hand to the second stimulus
(S2). The now-ubiquitous finding is
that while a participant’s reaction time
to the first stimulus (RT1) is relatively
unaffected by the stimulus-onset
asynchrony between the two targets,
the latency of their second response
(RT2) increases as the stimulus-onset
asynchrony decreases (Figure 1B). In
fact, at the shortest stimulus-onset
asynchrony, the slope of the RT2
function approaches 21, indicating
that RT2 increases, on average, by 1
millisecond for every millisecond that
the stimulus-onset asynchrony is
reduced, suggesting some kind of
queuing for central processing
resources.
Cognitive psychologists studying
dual-tasking have suggested that
task performance can be broken down
into at least three distinct processing
stages (Figure 1C): initially the identity
of the target is resolved at the
perceptual processing stage; next, the
appropriate response is selected; and
finally, at the response-production
stage, the response that has been
selected is actually executed.
Research showing that, while
prolonging response selection for S1
(or S2) slows a participant’s responses
to S2, prolonging the response
execution of S1 or prolonging the
perceptual processing of S2 does not,
has led to the suggestion that the
bottleneck in human information
processing (at least the one isolated
by the psychological refractory period
paradigm) occurs at the stage of
response selection. People, it seems,
simply cannot select more than one
response at once [3,4].
The psychological refractory period
bottleneck occurs whether the target
stimuli are presented in the same or
different sensory modalities, and
regardless of whether participants
make two manual responses or one
manual and one vocal response. This
suggests that the well-known
limitations on attentional processing,
as captured by Wickens’ influential
multiple resource theory of attention
[6,7] cannot account for the
psychological refractory period. What
is more, the psychological refractory
period cannot be eliminated by
practice [4]: it is still there, albeit
somewhat reduced, after more than
100 sessions of practice [8]. Indeed,
Levy et al. [9] recently showed that
the psychological refractory period
bottleneck even affects people’s
performance when one task involves
hitting the brake peddle in response
to a red light in a driving simulator.
As Pashler [3] himself notes, these
results clearly contrast with the lay
notion that, after activities have
become ‘automatized’ through
practice, they no longer require
‘mental capacity’.
The only conditions under which the
psychological refractory period has
been eliminated are when participants
make multiple responses to the
same stimulus [2,10], or else when
participants perform pairs of
ideomotor-compatible tasks — that
is, tasks where the response seems
to follow-on naturally from the
presentation of the stimulus itself,
such as saying ‘a’ in response to the
presentation of the letter ‘a’, or moving
one’s eyes in the direction of the
onset of a peripheral visual target [11].
In the former case, it appears that
participants simply combine both
responses into a single ‘response
couplet’, hence avoid any queuing
at the stage of the response
selection bottleneck, whereas in the
latter case, it seems that the response
selection stage may be bypassed
entirely — or at least that the tasks
require only a minimum of response
selection [12,13].
Results such as these have led to the
belief that there might be a structural
bottleneck somewhere in the human
brain. Pashler [4] himself, as something
of an old-style cognitive psychologist,
has eschewed the recent trend toward
cognitive neuroscience research,
expressing relatively little interest
(at least in print) in knowing where the
bottleneck might actually be found
in the brain. Over the last decade or
so, however, a number of cognitive
neuroscientists [14–18] have risen
to the challenge of localizing the
bottleneck in the brain, using
a variety of different neuroimaging
techniques.
Until recently, however, the results
have been mixed. For instance, early
studies of whether split-brain patients
would exhibit a psychological
Dispatch
R967refractory period effect when the two
tasks were presented to opposite,
and cerebrally-disconnected,
hemispheres — they do — led to the
suggestion that the bottleneck must
have a sub-cortical locus [19]. By
contrast, more recent neuroimaging
research has suggested that the
response selection bottleneck has
a cortical locus instead — perhaps
in the lateral frontal and prefrontal
cortex and/or in the superior frontal
cortex [16,18] — or even that there
might not be a unitary bottleneck after
all [15,17], and that the psychological
refractory period ‘bottleneck’ should
be conceptualized instead simply in
terms of the processing limitations
inherent in particular areas of neural
tissue.
Sigman and Dehaene [5] used the
latest in time-resolved neuroimaging,
combining the fine temporal resolution
of evoked response potentials (ERPs)
with the spatial resolution provided
by functional magnetic resonance
imagery (fMRI), to resolve this
controversy. The participants in their
study performed a numerical
discrimination task (Figure 1A), and
shortly thereafter (0–1200 millseconds)
a speeded auditory frequency
discrimination task. After the subjects
were trained on the psychological
refractory period task, their neural
responses were assessed by
subjecting one group of participants
to electroencephalography (EEG) and
another group to fMRI. Unsurprisingly,
the pattern of neural activation in
early sensory areas tracked the
parameters of target presentation — it
was unaffected by the stimulus-onset
asynchrony between the two targets.
More interestingly, however, by using
a clustering analysis based on
time-resolved fMRI, Sigman and
Dehaene [5] were able to highlight
a bilateral parietofrontal network
whose activity was correlated with
the delay in responding to the second
target observed behaviourally.
Having now pinpointed the
psychological refractory period
bottleneck in the brain — which neither
behavioural or neuroimaging research
has as yet been able to resolve — is
whether it reflects a fundamental
structural constraint on people’s
ability to perform two tasks at once,
as the task’s proponents would have
us believe, or instead simply reflects
a strategic response on the part of
participants to the specific demands(and peculiarities) of the psychological
refractory period paradigm itself. To
illustrate this point, Schumacher et al.
[20] have shown that the psychological
refractory period bottleneck
disappears when two tasks are
presented at the same time (note that
in the traditional psychological
refractory period task, S1 always
comes before S2). Schumacher et al.
[20] suggest that this aspect of the
psychological refractory period
paradigm — the fact that one task is
always presented before the other,
may encourage participants to engage
in a strategy of scheduling their
performance of the two tasks one after
the other. Critics though argue that
by presenting the auditory and visual
targets simultaneously, participants
in Schumacher et al.’s [20] study may,
over the course of the experiment,
simply have come to treat the
audiovisual stimulus as a unitary object
requiring two responses—participants
may simply have been able to couple
their responses [3,10]. Resolving this
controversial issue remains an
important challenge for cognitive
neuroscientists interested in dual-task
performance.
References
1. Welford, A.T. (1952). The ‘psychological
refractory period’ and the timing of high-speed
performance – A review and a theory. Br. J.
Psychol. 43, 2–19.
2. Vince, M.A. (1949/1950). Rapid response
sequences and the psychological refractory
period. Br. J. Psychol. 40, 23–40.
3. Pashler, H. (1992). Attentional limitations in
doing two tasks at the same time. Curr. Dir.
Psychol. Sci. 1, 44–48.
4. Pashler, H.E. (1998). The Psychology of
Attention (Cambridge, MA: MIT Press).
5. Sigman, M., and Dehaene, S. (2008). Brain
mechanisms of serial and parallel processing
during dual-task performance. J. Neurosci. 28,
7585–7598.
6. Wickens, C.D. (1984). Processing resources
in attention. In Varieties of Attention,
R. Parasuraman and D.R. Davies, eds. (San
Diego, CA: Academic Press), pp. 63–102.
7. Wickens, C.D. (2002). Multiple resources and
performance prediction. Theoret. Issues Ergon.
Sci. 3, 159–177.
8. Gottsdanker, R., and Stelmach, G.E. (1971). The
persistence of psychological refractoriness.
J. Motor Behav. 3, 301–312.
9. Levy, J., Pashler, H., and Boer, E. (2006).
Central interference in driving: Is there any
stopping the psychological refractory period?
Psychol. Sci. 17, 228–235.
10. Fagot, C., and Pashler, H. (1992). Making two
responses to a single object: Exploring the
central bottleneck. J. Exp. Psychol. Hum.
Percept. Perf. 18, 1058–1079, (see errata, same
journal, 19, 443).
11. Greenwald, A.G., and Shulman, H.G. (1973). On
doing two things at once: II. Elimination of the
psychological refractory period. J. Exp.
Psychol. 101, 70–76.
12. Greenwald, A.G. (2003). On doing two things at
once: III. Confirmation of perfect timesharing
when simultaneous tasks are ideomotor
compatible. J. Exp. Psychol. Hum. Percept.
Perf. 29, 859–868.
Current Biology Vol 18 No 20
R96813. Lien, M.-C., Procter, R.W., and Ruthruff, E.
(2003). Still no evidence for perfect timesharing
with two ideomotor-compatible tasks: A reply
to Greenwald (2003). J. Exp. Psychol. Hum.
Percept. Perf. 29, 1267–1272.
14. Luck, S.J. (1998). Sources of dual-task
interference: Evidence from human
electrophysiology. Psychol. Sci. 9, 223–227.
15. Adcock, R.A., Constable, R.T., Gore, J.C., and
Goldman-Rakic, P.S. (2000). Functional
neuroanatomy of executive processes involved
in dual-task performance. Proc. Natl. Acad. Sci.
USA 97, 3567–3572.
16. Jiang, Y., and Kanwisher, N. (2003). Common
neural substrates for response selection acrossPollinator-Depende
An Increasingly Ris
Three-quarters of leading global food c
both managed and wild pollinators dec
Researchers are beginning to pin down
Rachael Winfree
Most plants use animals to move their
pollen from themale to the female parts
of the flower [1]. In the wild, seed
production is often pollination-limited
([2,3]; but see [4]), suggesting that
pollinators can strongly affect plant
fitness. Within the agricultural context,
artificial selection for ease of culture
has only partially reduced plants’
dependence on pollinators. Pollination
by animals, primarily bees, remains
an essential step in the production of
many crops, including melons, squash,
apples, berries, and almonds [5,6]. The
global value of this animal-mediated
pollination is V153 billion [7].
Meanwhile, evidence has been
accumulating that both wild and
commercially managed pollinators are
in decline [8–10]. What does this mean
for the production of animal-pollinated
crops? In this issue of Current Biology,
Aizen et al. [11] provide the first
comprehensive answer to this question
by comparing trends in global yields
between pollinator-dependent and
non-pollinator-dependent crops.
There are good reasons to expect
pollination to limit crop production.
Farmers aim to provide pollination
services, along with many other inputs,
in sufficient quantities such that none
becomes the rate-limiting step in crop
production. But from the pollinators’
point of view, the modern agricultural
landscape has become a bit limiting.
There are thousands of species of
native, wild pollinators (Figure 1A),modalities and mapping paradigms. J. Cogn.
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and in agricultural landscapes where
their habitat needs are met, they are
sufficient to pollinate crops [12,13].
Wild pollinators typically drop to low
levels, however, in intensively
agricultural areas [14], where vast
monoculture plantings create a
boom-and-bust cycle: un-pollinated
flowers outnumber bees during the few
weeks of crop bloom, while starving
bees outnumber flowers for the rest
of the year. Furthermore, most wild
pollinators nest individually in the
ground or in twigs and need
undisturbed, pesticide-free areas in
which to do so.
Enter the European honey bee
(Figure 1B), a species that nests by
the tens of thousands in conveniently
transportable hives that can be moved
into fields during crop bloom, and
whisked away to safety during
pesticide application. Yet the honey
bee’s success may contain the seeds
of its own destruction. It has become
a virtual monoculture as an agricultural
pollinator, driven to further genetic
uniformity by the limited number of
large breeding facilities that provide
queens to bee-keepers [8] — thus
creating a resource that pathogens
and parasites have been quick to
exploit. In North America, for example,
the number of managed honey bee
colonies shrunk by 59% between
1947 and 2005, in part due to
infestations by hemolymph-sucking
mites [9]. And since 2006, honey bees
have been threatened by Colony
Collapse Disorder, an as yet20. Schumacher, E.H., Seymour, T.L., Glass, J.M.,
Fencsik, D.E., Lauber, E.J., Kieras, D.E., and
Meyer, D.E. (2001). Virtually perfect time
sharing in dual-task performance: Uncorking
the central cognitive bottleneck. Psychol. Sci.
12, 101–108.
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adult bees abandon the hive leaving
the queen and developing brood
to starve [15–17].
So where does this leave us? Until
now, this question has generated more
media hype than research attention.
In this issue, Aizen et al. [11] help
balance the scales by testing the
prediction that pollination shortfalls,
if they exist, would decrease global
yields of pollinator-dependent crops.
The authors use Food and Agricultural
Organization (FAO) statistics on yield
per hectare to compare rates of
increase over the past 45 years
between pollinator-dependent and
pollinator-independent crops. Yield
increased similarly for the two groups,
providing no evidence that pollinator
declines have as yet translated into
decreases in food production. Two
additional analyses, however, suggest
signs of trouble ahead. First, crop
plants that have a high degree of
pollinator dependence showed slower
rates of yield increase than did crops
with low pollinator dependence,
although this last pattern was not quite
statistically significant [11]. We would
expect yield declines to appear first for
the most pollinator-dependent crops,
so this finding may be indicative of
future declines. Second, the global
area devoted to pollinator-dependent
crops has been increasing
disproportionately over time, indicating
that we are increasing the risk of
future pollinator-related declines in
our food supply [11].
It follows from Aizen et al.’s [11]
results that, if the area of pollinator-
dependent crops is increasing and
the supply of pollinators decreasing,
we will encounter pollination-driven
declines in food production eventually.
What other early-warning signals
might presage this decline? One
might be an increase in the price of
