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Abstract
In this paper we present a general approach to rigorously validate Hopf bifurcations as well as
saddle-node bifurcations of periodic orbits in systems of ODEs. By a combination of analytic estimates
and computer-assisted calculations, we follow solution curves of cycles through folds, checking along
the way that a single nondegenerate saddle-node bifurcation occurs. Similarly, we rigorously continue
solution curves of cycles starting from their onset at a Hopf bifurcation. We use a blowup analysis to
regularize the continuation problem near the Hopf bifurcation point. This extends the applicability
of validated continuation methods to the mathematically rigorous computational study of bifurcation
problems.
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1 Introduction
In dynamical systems, bifurcations are of key importance to understand global parameter dependence
of the dynamics. The analysis of bifurcations by pen and paper is generally restricted to cases where
the solution at the bifurcation point is known analytically, and even in such cases it is often not feasible
to examine properly the associated eigenvalue problem by hand. Hence numerical methods are applied
ubiquitously to study bifurcation diagrams, for example using specialized software such as AUTO [7],
MatCont [6], PyDSTool [4], XPP [8] and COCO [5]. This involves both the numerical continuation of
solutions as well as the computational analysis of bifurcation points. To make such numerical simulations
into rigorous mathematical statements, additional effort is required. For this purpose rigorous verification
schemes (sometimes referred to as a posteriori error analysis) have been developed for a variety of
continuation problems in the past decade, see [1, 3, 9, 26, 28, 29] and the references therein. The
analogous methodology for bifurcation problems is much less developed, although some foundational
results on pitchfork and saddle-node have been obtained in [1, 11, 17, 19, 30, 31, 32]. Moreover, double
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turning points [21, 24], period doubling bifurcations [31] and cocoon bifurcations [13] have also been
considered.
In this paper we develop a general framework for the rigorous verification of Hopf bifurcations. We
consider the class of polynomial vector fields
9u “ fpu, µq (1.1)
where u P Rn, µ P R represents the parameter in the system and f : Rn ˆR Ñ Rn is polynomial both in
u and µ. In our presentation, we choose the parameter µ to be one-dimensional, as generically it is the
appropriate condition for curves of periodic orbits to exist. The polynomial dependence of f on u means
that the estimates from [28] apply. We note that [28] includes an extensive discussion of the technical
advantages that polynomial vector fields offer, as well as an array of generalizations. Indeed, the ideas
in the current paper can be carried through for nonpolynomial vector fields, but that will require some
supplemental effort. For example, by introducing new variables it is possible to transform a nonpolynomial
vector field into a higher dimensional polynomial vector field (e.g. see [2, 12, 18]), and then apply a slight
modification of the approach proposed in the current paper. Additionally, the presented approach can be
extended to infinite dimensional dynamical systems described by delay-differential equations or parabolic
partial differential equations, which is work in progress.
While our primary aim is the study of Hopf bifurcations, along the way we develop a technique
to rigorously establish non-degeneracy of fold bifurcations for periodic orbits. Indeed, using a blowup
strategy we convert the Hopf bifurcation problem into a regular continuation problem. A simpler version
of this desingularizaton technique was already used in computationally analyzing the periodic solutions
near the Hopf bifurcation in Wright’s delay equation in [16], see also [25] for a similar but essentially
analytic version. A fold in the associated continuation problem corresponds to a Hopf bifurcation in the
original bifurcation problem.
The main contribution of this paper is a flexible and mathematically rigorous computational frame-
work to study folds of periodic orbits and Hopf bifurcations in ODEs. In particular, the blowup technique
allows computing a smooth global branch of periodic orbits starting from a Hopf bifurcation point. In
future work we plan to adapt the blowup technique to other symmetry breaking bifurcations (e.g. pitch-
fork and period-doubling) yielding rigorous computations of global smooth branches of periodic orbits
starting from such bifurcation points.
We now introduce the main ingredients of the paper, referring to subsequent sections for precise
statements. Since in general the period L of the periodic solutions is a priori unknown and depends on
the parameters, it is convenient to rescale time and add the (normalized) period τ “ L
2pi
to the set of
parameters λ “ pτ, µq P R2 to arrive at the system"
9u “ f˜pu, λq,
u is 2π-periodic,
(1.2)
where the derivative is now with respect to the new time variable, and f˜pu, λq
def
“ τfpu, µq.
We break the translation invariance of solutions to the autonomous problem by appending a phase
condition. Moreover, to describe curves of solutions, it is expedient to introduce a “continuation” equa-
tion, depending on a continuation parameter s. Since we will work primarily in Fourier space, it is
convenient to choose a phase condition which depends on the Fourier modes rather than coordinates in
phase space. Hence we introduce uˆ to denote the Fourier coefficients of u. We note that without any
essential loss of flexibility we restrict attention to phase and continuation equations that depend affine
linearly on finitely many of the Fourier modes uˆ and λ only, while also the dependence on s may be affine
linear. This leads to a system $&% 9u “ f˜pu, λq,g˜spuˆ, λq “ 0,
u is 2π-periodic,
(1.3)
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where g˜s P R
2 represents the two (phase and continuation) appended equations just discussed. We expect
to find curves of solutions to (1.3), parametrized by s, where both uptq and λ “ pτ, µq are unknowns.
In what follows, some additional “phase” conditions (to be specified later) will be absorbed into g˜s, for
example in order to break natural continuous symmetries.
For fixed s the problem (1.3) is expected to have isolated solutions, and we may move to Fourier space
to set up a corresponding fixed point map. We do this in Section 2 and we reduce checking contractivity
of this map in a ball of radius r (in some appropriately chosen Banach space) around a numerical
approximation of a solution, to checking finitely many inequalities. All the bounds, parametrized by r,
necessary to verify contractivity have been formulated in great generality in [28]. The verification of
contraction can then be carried out with a computer based on interval arithmetic calculations. To obtain
a curve of solutions we apply the uniform contraction principle, with explicit error bound given by the
smallest r “ rmin for which we can prove (uniform) contractivity. This parametrized Newton-Kantorovich
methodology is explained in more detail in Section 2.
Given a bounded interval I Ă R, to check that the solution curve tpupt; sq, λpsqqusPI (with λpsq “
pτpsq, µpsqq) has a nondegenerate fold (or saddle-node) bifurcation with respect to µ we need to find an
s‹ P I such that µ
1ps‹q “ 0 and µ
2ps‹q ‰ 0. To find the values of the s-derivative, we differentiate (1.3)
twice with respect to s, and consider the derivatives to be part of the set of unknowns. We arrive at an
extended system $&% 9u “ f˜ pu,λq,g˜spuˆ,λq “ 0,
u is 2π-periodic,
(1.4)
for uptq
def
“ pu, u1, u2qptq P R3n and λ
def
“ pλ, λ1, λ2q P R6, where primes denote derivatives with respect
to s. The extended f˜ represents a vector field on R3n, and g˜spuˆ,λq P R
6 incorporates extended phase
and continuation equations which depend affine linearly on finitely many of the Fourier modes uˆ and λ,
as well as affine linearly on s. We conclude that (1.4) is thus of the same form as (1.3), hence the
continuation method from Section 2 and [28] still applies. We then use the rigorous error control rmin to
check that for some interval rs0, s1s we have#
µ1ps0qµ
1ps1q ă 0
|µ2psq| ą 0, for all s P rs0, s1s.
This guarantees the existence of a single, nondegenerate fold bifurcation at some s‹ P ps0, s1q along the
curve tpupt; sq, λpsqqusPrs0,s1s. The sign of the second derivative controls the direction of the fold. The
details of this construction are presented in Section 3. In Section 4 we discuss the information which we
can extract about the eigenvalue behaviour (and thus (in)stability of the periodic orbits).
To capture periodic orbits that bifurcate from an equilibrium at a Hopf bifurcation, we use a blowup
procedure. We write uptq “ y ` au¯ptq, where y P Rn solves the equilibrium version of (1.3), and the
“amplitude” a P R is appended to the set of parameters, while simultaneously an additional “amplitude”
condition, say gampls pˆ¯uq “ 0 P R, is imposed, which embodies that u¯ is order 1. The amplitude condition
function gampls depends again affine linearly on finitely many Fourier modes.
Since y P Rn is a time-independent equilibrium solution, it also gets appended to the set of parameters:
λ¯
def
“ pτ, a, y, µq P R3`n,
and correspondingly
g¯spˆ¯u, λ¯q
def
“ pg˜phases pˆ¯uq, g
ampl
s pˆ¯uq, fpy, µq, g˜
cont
s pˆ¯u, λ¯qq P R
3`n,
where g˜phases “ 0 and g˜
cont
s “ 0 denote the phase condition and continuation equation, respectively.
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The ODE for u¯ptq P Rn is given by
9¯u “ f¯pu¯, λ¯q
def
“
$’&’%
f˜py ` au¯, λq ´ f˜py, λq
a
if a ‰ 0,
Duf˜py, λqu¯ if a “ 0,
(1.5)
which represents a rescaled smooth vector field, and f¯ is polynomial if f˜ is. The new desingularized Hopf
problem $&%
9¯u “ f¯pu¯, λ¯q,
g¯spˆ¯u, λ¯q “ 0,
u¯ is 2π-periodic,
(1.6)
is then again of the form (1.3), hence the continuation machinery from Section 2 and [28] is directly
applicable. This leads to continuation of periodic solution “through” the Hopf bifurcation at a “ 0. In
order to show that the Hopf bifurcation is nondegenerate, and to determine its direction, the saddle-node
construction (1.4) is then applied to (1.6). More precisely, this leads to the extended system$&%
9¯u “ f¯ pu¯, λ¯q,
g¯spˆ¯u, λ¯q “ 0,
u¯ is 2π-periodic,
(1.7)
for u¯ptq “ pu¯, u¯1, u¯2qptq P R3n and λ¯ “ pλ¯, λ¯1, λ¯2q P R3p3`nq, where primes denote derivatives with respect
to s. The details of this construction are given in Section 5. When continuing a branch of periodic orbits
that originates from a Hopf bifurcation far away from the bifurcation point, one would like to switch back
from the desingularized formulation (1.6) to the original system (1.2). This topic is discussed briefly in
Section 6.
To illustrate our approach with an example, consider the extended Lorenz-84 system [14, 15]$’’’&’’’%
9u1 “ ´u
2
2 ´ u
2
3 ´ ξ1u1 ´ ξ1ξ6 ´ ξ2u
2
4,
9u2 “ u1u2 ´ ξ3u1u3 ´ u2 ` ξ4,
9u3 “ ξ3u1u2 ` u1u3 ´ u3,
9u4 “ ´ξ5u4 ` ξ2u4u1 ` µ,
(1.8)
which has a four dimensional phase space and seven parameters. In Figure 1 we depict a full continuous
branch of periodic orbits of (1.8) with µ as the “continuation” parameter, starting at one Hopf bifurcation
point and finishing at another one. The two equilibria with Hopf bifurcation points, which are connected
by this branch of periodic solutions, lie on different continuation curves, i.e., the periodic orbits “cross
over” from one branch of equilibria to another. Further details are discussed in Section 7.2.
Several other examples of fold and Hopf bifurcations are also presented in Section 7. This includes
an illustration in Section 7.4 of how Hamiltonian systems, which are very nongeneric from the point
of view of periodic orbits, can nevertheless be analyzed using the methods in the current paper. The
accompanying matlab code can be found at [27].
2 Setup for the continuation of periodic orbits in Fourier space
We briefly introduce the setup of the continuation problems under consideration in this paper. Additional
details can be found in [28]. Consider a polynomial vector field of the form$&% 9u “ hpu, λq,gpλq “ 0,
u is 2π-periodic,
(2.1)
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Figure 1: A branch of periodic solutions of system (1.8) with varying µ and fixed parameters
pξ1, ξ2, ξ3, ξ4, ξ5, ξ6q “ p0.25, 0.987, 1, 0.25, 1.04, 2q. Validated continuation combined with gluing (see
Section 6) proves the existence of such a balloon of periodic orbits, connecting two equilibria (red dots)
undergoing the Hopf bifurcations at different parameter values. These two equilibria are not connected
by continuation at the level of stationary states, nor related by symmetry, see Section 7.2 for more de-
tails. The branches of the equilibria undergoing the Hopf bifurcations are plotted in cyan. The balloon
is colored by µ-value.
where h : Rn ˆ Rm Ñ Rn is a polynomial vector field and g : Rm Ñ Rm
1
is a polynomial mapping.
The maps h and g depend on the problem under study. For the standard pseudo-arclength continuation
of periodic orbits, m “ 2, m1 “ 0, λ “ pτ, µq P R2, h “ f˜ : Rn ˆ R2 Ñ Rn is defined in (1.2) and
g ” 0. For the continuation of periodic orbits passing through a Hopf bifurcation, m “ 3 ` n, m1 “ n,
λ “ pτ, a, y, µq P R3`n, h “ f¯ : Rn ˆ R3`n Ñ Rn is defined in (1.5) and gpλq “ fpy, µq.
Remark 2.1. For the pseudo-arclength continuation, g ” 0 and therefore two equations are “missing” to
balance the variable λ P R2. In this case a phase condition and a continuation equation are appended. For
the desingularized Hopf problem, three equations are missing as λ P R3`n is variable and gpλq “ 0 P Rn.
A phase condition, a continuation equation and an amplitude equation are then introduced.
2.1 Formulation in Fourier space
We write the Fourier expansion of a 2π-periodic function u “ pu1, . . . , unq : R Ñ R
n as
uptq “
ÿ
kPZ
pvqke
ikt, pvqk “ pv1, . . . , vnqk P C
n. (2.2)
The differential equation 9u “ hpu, λq P Rn then transforms in Fourier space to
pFipxqqk
def
“ ikpviqk ´ pphipv, λqqk “ 0 for 1 ď i ď n, k P Z, (2.3)
where phi is the polynomial hi, but with multiplications interpreted as convolutions, denoted
pv˜v˜1qk
def
“
ÿ
k1PZ
v˜k1 v˜
1
k´k1 .
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To fix a Banach space in which we will apply contraction arguments, we introduce the ν-norm (ν ě 1)
on CZ as
}v˜}ν
def
“
ÿ
kPZ
|v˜k|ν
|k|, (2.4)
with corresponding Banach space ℓ1ν
def
“ tv˜ P CZ : }v˜}ν ă 8u. The space of variables x “ pv, λq is then
X “ Xν
def
“ pℓ1νq
n ˆ Cm. On the components of x “ px1, . . . , xm`nq “ pv1, . . . , vn, λ1, . . . , λmq we define
the norm
}xj}
def
“
#
}xj}ν for 1 ď j ď n,
|xj | for n` 1 ď j ď n`m,
leading to the product norm
}x}X
def
“ max
1ďjďm`n
}xj}. (2.5)
We introduce the time derivative on ℓ1ν by
piKv˜qk
def
“ ikv˜k, for k P Z,
which we extend to X via iKx “ piKv1, . . . , iKvn, 0, . . . , 0q.
Finite dimensional numerical approximations are found in the truncated space
XK
def
“ tx “ pv, λq P X : pviqk “ 0 for all |k| ą K, 1 ď i ď nu
for some K P N. The space XK can be identified with C
m`np2K`1q and it will be convenient notationally
to introduce the following bilinear form on XK :
xx, x1y
def
“
nÿ
i“1
Kÿ
k“´K
pviqkpv
1
iqk `
mÿ
j“1
λjλ
1
j . (2.6)
In order to recover a real-valued solution we will check a posteriori that pviq´k “ pviqk using equiv-
ariance of the problem under the conjugation symmetry defined below.
Definition 2.2. The conjugate x˚ “ pv˚, λ˚q of x “ pv, λq P X is given by
λ˚j “ λj for 1 ď j ď m, pv
˚
i qk “ pviq´k for 1 ď i ď n, k P Z.
The set of conjugate symmetric elements is denoted by S “ tx P X : x˚ “ xu, and SK “ S XXK.
We note that both F and g are equivariant under the conjugation symmetry: F px˚q “ F pxq˚ and
gpλ˚q “ gpλq˚. Note that the equivariance of g follows from the fact that it is a real polynomial mapping.
Furthermore, xx, x1y P R for x, x1 P SK .
To set up the rigorous continuation framework, let us assume we have two points xˆ0 “ pvˆ0, λˆ0q P SK
and xˆ1 “ pvˆ1, λˆ1q P SK which each represent an approximate solution of"
F pxq “ 0,
gpλq “ 0.
(2.7)
We define the interpolation
xˆs “ pvˆs, λˆsq
def
“ p1 ´ sqxˆ0 ` sxˆ1 for s P r0, 1s.
To introduce the phase condition we define qK “ pqKv , 0q P SK with
pqKv qj “ iKpvˆ 1
2
qj for |k| ď K, 1 ď j ď n. (2.8)
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We choose the phase condition
GKpxq
def
“
@
qK, x
D
“ 0.
This phase equation does not depend on s, which deviates slightly from the one in [28]. Having an s-
dependent phase condition is convenient when validating long stretches of a solution branch (essentially,
it assists in “gluing” short pieces into a long smooth curve). Here we are interesting in verifying a solution
branch near a bifurcation point, hence s-dependence is not necessary and merely complicates the algebra
and notation.
Remark 2.3. We note that GK depends linearly on x. Furthermore, GK only depends on the Fourier
coefficients with indices |k| ď K. We will encounter slightly more general dependence for more gen-
eral “phase” equations throughout, namely we allow for affine linear dependence on x and affine linear
dependence on s. For this purpose we introduce the notation
G
φ0,φ1
ψ0,ψ1
px, sq
def
“
@
p1´ sqφ0 ` sφ1, x
D
´
“
p1´ sqψ0 ` sψ1
‰
, (2.9)
for φ0, φ1 P SK and ψ0, ψ1 P R. In this notation G
Kpxq “ Gq
K,qK
0,0 px, sq. We note that
G
φ0,φ1
ψ0,ψ1
px˚, sq “ Gφ0,φ1ψ0,ψ1px, sq.
Remark 2.4. In case h “ f¯ : R3`n ˆ Rn Ñ Rn is the desingularized Hopf problem defined in (1.5), an
extra phase-like condition is appended to the system, namely the (s-independent) amplitude equation
GCpxq
def
“
@
qC, x
D
´ 1 “ Gq
C,qC
1,1 px, sq “ 0,
where qC “ pqCv , 0q P SK , with
pqCv qi “ K
2pvˆ 1
2
qi for |k| ď K, 1 ď i ď n.
See Section 5 for more details and a motivation for this choice.
In an analogous manner we introduce an s-dependent continuation equation G@s pxq “ 0. Indeed,
we determine numerically “predictors” 9ˆxs P SK of the tangent direction of the solution curve (for the
problem including the phase condition) at xˆs for s “ 0, 1. We set
q@s “
9ˆxs,
so that q@s P SK , and we define
G@s pxq
def
“
@
p1´ sqq@0 ` sq
@
1 , x
D
´
“
p1´ sqxq@0 , xˆ0y ` sxq
@
1 , xˆ1y
‰
“ G
q@
0
,q@
1
xq@
0
,xˆ0y,xq@1 ,xˆ1y
px, sq, (2.10)
hence the dependence of G@ on x and s is as described in Remark 2.3.
The full set of “algebraic” equations is
Gspxq “
„
GKpxq
G@s pxq

or Gspxq “
»——–
GKpxq
GCpxq
gpλq
G@s pxq
fiffiffifl ,
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for the pseudo-arclength continuation and the desingularized Hopf problem, respectively. The general
zero finding problem for continuation is
Hspxq
def
“
„
F pxq
Gspxq

“ 0. (2.11)
Clearly, conjugate symmetric zeros of Hs correspond to periodic orbits of (1.1), provided τ “ λ1 ‰ 0.
We define the associated fixed point operator
Tspxq
def
“ x´AsHspxq, Ts : X Ñ X, s P r0, 1s. (2.12)
Here As is an injective map that approximates the inverse of the JacobianDxHspxˆsq. We do not elaborate
on the choice for As, which is discussed in detail in [28, Section 8.2]. For the current discussion it suffices
to say that As “ p1 ´ sqA0 ` sA1, and As, s “ 0, 1 are approximate inverses of the Jacobians at the
end points xˆs. Each linear operator As, s “ 0, 1 is made up from a pm` np2K ` 1qq ˆ pm` np2K ` 1qq
matrix and a diagonal infinite tail. In particular, let ΠK denote the natural projection of X onto XK ,
then the block structure (finite matrix and infinite tail) of As is characterized by AsΠK “ ΠKAs and
AspI ´ΠKq “ pI ´ΠKqAs, while the diagonal tail is given by
pI ´ΠKqAsx “ pI ´ΠKqp´iK
´1v1, . . . ,´iK
´1vn, 0, . . . , 0q,
with pK´1v˜qk
def
“ k´1v˜k for any k ‰ 0. With regards to conjugation symmetry, the choice of As is such
that Asx
˚ “ pAsxq
˚, hence Tspx
˚q “ Tspxq
˚ for all s P r0, 1s.
Let Brpxq
def
“ tx1 P X : }x ´ x1}X ď ru, then the “tube” around the numerical line segment txˆs : s P
r0, 1su is given by
Cr
def
“
ď
sPr0,1s
Brpxˆsq. (2.13)
In [28, Sections 6 and 8] explicitly computable bounds Y “ pY1, . . . , Ym`nq and Zprq “ pZ1, . . . , Zm`nqprq
are derived, that satisfy
Yj ě max
sPr0,1s
}pTspxˆsq ´ xˆsqj}, (2.14a)
Zjprq ě max
sPr0,1s
sup
b,cPB1p0q
}rDxTspxˆs ` rbqrcsj}, (2.14b)
for j “ 1, . . . ,m ` n. The following theorem, which is itself based on the uniform contraction principle
(see for example [26, 3, 9] for similar results), is the crux of rigorously verified continuation.
Theorem 2.5 (Theorems 3.1 and 4.2 in [28]). Assume Y and Zprq satisfy (2.14). Assume moreover
that As is injective for all s P r0, 1s. If there exists an rˆ ą 0 such that
Yj ` Zjprˆq ´ rˆ ă 0 for all j “ 1, . . . ,m` n, (2.15)
then Ts is a contraction on Brˆpxˆsq for every s in r0, 1s. The fixed points x˚psq of Ts in Bprpxsq are conjugate
symmetric and form a continuous parametrized curve x˚ : r0, 1s Ñ X in Crˆ, such that Hsp˚xpsqq “ 0 for
every s P r0, 1s.
Remark 2.6. Injectivity of As follows by a computational check on the finite part, since invertibility of
its diagonal tail is trivial to establish. For the implementation of the Z-bound chosen in [28], the former
computational check is in fact implied by Zprˆq ă rˆ, see [28, Section 8.5]. Since x˚psq P Brpxˆsq, it follows
from the inequalities (2.15) and the definition of the Z-bound (2.14b) that
}I ´AsDxHsp˚xpsqq}BpXq ă 1,
where } ¨ }BpXq is the bounded linear operator norm on X. Hence DxHsp˚xpsqq is injective.
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3 Saddle-node bifurcation
It is computationally straightforward to check that the parametrized solution curve tx˚psqusPr0,1s is smooth,
for example based on [28, Lemma 3.3], see also [3, 26]. Indeed, we need to check (computationally, using
interval arithmetic) that
rˆ xq@1 ´ q
@
0 , by ‰ xp1´ sqq
@
1 ` sq
@
0 , xˆ1 ´ xˆ0y for any s P r0, 1s and b P B1p0q, (3.1)
which in practice is satisfied since 9ˆx0 “ q@0 and
9ˆx1 “ q@1 are both almost parallel to xˆ1 ´ xˆ0, and rˆ ! 1.
From now on we assume that Inequality (3.1) is satisfied. Since it implies that
DsG
@
s pxq ‰ 0 for anyx P Crˆ, (3.2)
we in particular obtain that x˚1psq ‰ 0. Namely, let txpsq “ p1´sqxˆ0`sxˆ1` rˆbpsqusPr0,1s with bpsq P B1p0q
be any smooth parametrized curve solving G@s pxpsqq “ 0. Then, by formally differentiating the latter
identity, we arrive, after some rearrangement of terms, at
xp1´ sqq@1 ` sq
@
0 , x
1psqy “ rˆ xq@0 ´ q
@
1 , by ` xp1´ sqq
@
1 ` sq
@
0 , xˆ1 ´ xˆ0y.
Therefore, Inequality (3.1) implies the derivative x˚1psq, which exists since the curve is obtained through the
uniform contraction principle (see e.g. [3, 26]), cannot vanish, and the curve is smooth. SinceG@s p˚xpsqq “ 0
for all s P r0, 1s, and the inequality (3.2) implies that for any fixed x P Crˆ the function r0, 1s Q s ÞÑ G
@
s pxq
vanishes at most once, all points in txpsqusPr0,1s are distinct, hence the curve does not selfintersect (i.e.
it is a smooth embedding).
Definition 3.1. The solution curve has a nondegenerate fold bifurcation with respect to some parameter
λj if there is an s‹ P p0, 1q such that
λ˚1jps‹q “ 0 λ˚
2
j ps‹q ‰ 0. (3.3)
In this section we explain how to establish such nondegenerate folds. Note that we do not impose any
eigenvalue restrictions in the description (3.3) of a nondegenerate fold. Considerations about eigenvalues
and exchange of stability are discussed in Section 4.
Remark 3.2. We allow for any of the elements of the vector λ to be interpreted as the bifurcation
parameter. Of course, the obvious choice is to take the original parameter µ in (1.1) as the bifurcation
parameter. In some cases (e.g. Hamiltonian systems, boundary value problems) it may also be of interest
to consider the normalized period τ as the bifurcation parameter, see Remark 5.2 and the example in
Section 7.4.
To obtain equations for the derivatives x˚1psq and x˚2psq, recall (2.11) and differentiateHsp˚xpsqq formally
to obtain
Hspx
r0sq “ 0, (3.4a)
DxHspx
r0sqxr1s `DsHspx
r0sq “ 0, (3.4b)
DxHspx
r0sqxr2s ` 2DsDxHspx
r0sqxr1s `D2xHspx
r0sqpxr1s,xr1sq “ 0, (3.4c)
where we have used that D2sHspxq vanishes. The system (3.4) is solved by
pxr0s,xr1s,xr2sqpsq “ p˚xpsq, x˚1psq, x˚2psqq.
Remark 3.3. When xr0s “ x˚psq solves (3.4a), then the unique solutions of (3.4b) and (3.4c) are
pxr1s,xr2sq “ p˚x1psq, x˚2psqq, provided DxHspx
r0spsqq is an injective linear operator. Remark 2.6 explains
that this injectivity holds whenever we have found our solutions through Theorem 2.5, see also Remark 3.5.
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We now show that the extended system is again of the general form (2.11), that is, finitely many
algebraic equations and generalized phase equations with structure as described in Remark 2.3, and a
polynomial vector field in Fourier space variables. Hence we can apply the construction of Theorem 2.5
to find solutions of (3.4).
We introduce x “ pv,λq P pℓ1νq
3n ˆ C3m “X ” X3, which we also represent as x “ pxr0s,xr1s,xr2sq,
with xris “ pvris,λrisq P X for i “ 0, 1, 2. The extended vector field hpu,λq P R3n of h given in (2.1) with
λ “ pλr0s,λr1s,λr2sq P R3m and u “ pur0s,ur1s,ur2sq P R3n is defined by
hpu,λq
def
“
»—– hpur0s,λr0sqDλhpur0s,λr0sqλr1s `Duhpur0s,λr0squr1s
hr2spu,λq
fiffifl , (3.5)
where
hr2spu,λq
def
“ D2λhpu
r0s,λr0sqrλr1s,λr1ss `Dλhpu
r0s,λr0sqλr2s
`D2uhpu
r0s,λr0sqrur1s,ur1ss `Duhpu
r0s,λr0squr2s
` 2DλDuhpu
r0s,λr0sqrλr1s,ur1ss.
Similarly, the algebraic equations gpλq “ 0 given in (2.1) are extended to
gpλq “
»—– gpλr0sqDλgpλr0sqλr1s
Dλgpλ
r0sqλr2s `D2λgpλ
r0sqrλr1s,λr1ss
fiffifl .
For any phase condition of the form Gφ0,φ1ψ0,ψ1px, sq, see (2.9), the three extended equations are
G
pφ0,0,0q,pφ1,0,0q
ψ0,ψ1
px, sq “ 0,
G
pφ1´φ0,φ0,0q,pφ1´φ0,φ1,0q
ψ1´ψ0,ψ1´ψ0
px, sq “ 0,
G
p0,2pφ1´φ0q,φ0q,p0,2pφ1´φ0q,φ1q
0,0 px, sq “ 0.
We note that each of these is of the form G
φ0,φ1
ψ˜0,ψ˜1
px, sq with φs PX for s P t0, 1u such that φ
˚
s “ φs and
ψ˜s P R, as described in Remark 2.3. Hence each of these is conjugate equivariant.
We collect all algebraic and extended phase condition equations in Gspxq. Since taking the Fourier
transform and taking the derivative with respect to s commute, the system
Hspxq
def
“
„
Gspxq
F pxq

“ 0
is equivalent to (3.4). Hence we may indeed apply the continuation technique (and code) from [28] as
outlined in Section 2. Denote by
`˚
xr0spsq, x˚r1spsq, x˚r2spsq
˘
the resulting solution curve for s P r0, 1s.
Remark 3.4. When applying the fixed point construction of Section 2, we need to choose an approximate
inverse As of the Jacobian. Since DxHspxq is block lower triangular with respect to the splitting x “
pxr0s,xr1s,xr2sq, we will always select As to be block lower triangular as well. This implies that if T s is
a contraction on X “ X3, then the restriction T r0ss px
r0sq of T spxq to the first of the three components is
well-defined and a contraction on X. Analogously, the map pT r0ss px
r0sq,T r1ss px
r0s,xr1sqq is a contraction
on X2.
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Remark 3.5. Since DxHspxq and As are block lower triangular with respect to the splitting x “
pxr0s,xr1s,xr2sq, when we apply the construction of Theorem 2.5, injectivity of the Jacobian (see Re-
mark 2.6) implies injectivity of DxHsp˚x
r0spsqq.
Lemma 3.6. Let the conditions of Theorem 2.5 be satisfied for the extended system Hs and assume
that the corresponding smoothness condition (3.1) holds. Then x˚psq “ x˚r0spsq solves Hspxq “ 0, while
x˚r1spsq “ x˚1psq and x˚r2spsq “ x˚2psq.
Proof. This follows from the equivalence of Hspxq and (3.4), as well as Remarks 3.3 and 3.5.
We now assume we have successfully applied Theorem 2.5 to Hs. In particular, let xˆ0 “ pvˆ0, λˆ0q
and xˆ1 “ pvˆ1, λˆ1q be the end points of a line segment for which we have found, through Theorem 2.5, a
solution curve
x˚psq “ p˚v, λ˚qpsq P Crˆ for s P r0, 1s. (3.6)
We also assume that the corresponding smoothness condition (3.1) holds, so that we may apply Lemma 3.6.
Then we can use the following result to verify that a nondegenerate saddle-node bifurcation occurs.
Proposition 3.7. Let 1 ď j ď m. Assume `
λˆ
r1s
0
˘
j
` rˆ ă 0, (3.7a)`
λˆ
r1s
1
˘
j
´ rˆ ą 0, (3.7b)
min
!`
λˆ
r2s
0
˘
j
,
`
λˆ
r2s
1
˘
j
)
´ rˆ ą 0. (3.7c)
Then the solutions curve x˚psq undergoes a unique nondegenerate fold bifurcation (folding to the right)
with respect to λj in the interval s P r0, 1s.
Proof. Let λ˚jpsq “ λ˚
r0s
j psq. For i “ 0, 1, 2, denote λˆ
ris
s “ p1 ´ sqλˆ
ris
0 ` sλˆ
ris
1 . For i “ 0, 1, 2, let λ˚
piq
j psq
denote the i-th derivative of λ˚jpsq. It follows from Lemma 3.6 and Equation (3.6) that
|˚λ
piq
j psq ´ pλˆ
ris
s qj | “ |λ˚
ris
j psq ´ pλˆ
ris
s qj | ď rˆ for i “ 0, 1, 2. (3.8)
It then follows from (3.7a)–(3.7b) that λ˚1jp0q ă 0 while λ˚
1
jp1q ą 0, hence by the intermediate value
theorem there exists an s‹ P p0, 1q such that λ˚
1
jps‹q “ 0. Furthermore, since`
λˆ
r2s
s
˘
j
“ p1´ sq
`
λˆ
r2s
0
˘
j
` s
`
λˆ
r2s
1
˘
j
,
it follows from (3.8) and (3.7c) that λ˚2j psq ą 0 for all s P r0, 1s. In particular, λ˚
2
j ps‹q ą 0 and λ˚jpsq ě λ˚jps‹q
for all s P r0, 1s, and besides s “ s‹ there is no other zero of λ˚
1
jpsq on r0, 1s.
Alternative conditions which lead to the same result, but with the curve folding to the left, are`
λˆ
r1s
0
˘
j
´ rˆ ą 0, (3.9a)`
λˆ
r1s
1
˘
j
` rˆ ă 0, (3.9b)
max
!`
λˆ
r2s
0
˘
j
,
`
λˆ
r2s
1
˘
j
)
` rˆ ă 0. (3.9c)
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Remark 3.8. Since the stepsize may be quite (or even very) small in practice, the first derivative
x˚r1spsq “ p˚xr0sq1psq can be of an entirely different size than x˚r0spsq, and for the second derivative this
holds a fortiori. In such a situation, the variable components xr0s, xr1s and xr2s are not of commensurable
magnitude, and a uniform norm, as in (2.5) is not appropriate, and indeed using it unaltered makes the
conditions (3.7) unachievable. This obstacle is overcome by rescaling the variable components xr1s and
xr2s appropriately, with scale parameters that are linear and quadratic in the stepsize, respectively.
Furthermore, since inequalities (3.7a)–(3.7b) are evaluated in the endpoints only, we may apply a
noncontinuation version of Theorem 2.5 to each endpoint separately (for the smaller extended system
discussed in Remark 3.9), which helps in verifying (3.7a)–(3.7b).
Remark 3.9. In a similar, but easier, fashion one may verify that no bifurcation occurs with respect
to λj1 by checking that
min
!`
λˆ
r1s
0
˘
j1
,
`
λˆ
r1s
1
˘
j1
)
´ rˆ ą 0 or max
!`
λˆ
r1s
0
˘
j1
,
`
λˆ
r1s
1
˘
j1
)
` rˆ ă 0.
Naturally, since this does not involve the second derivative, if one merely wants to exclude bifurcations it
suffices to apply Theorem 2.5 to the smaller extended system for pxr0s,xr1sq.
4 Eigenvalue considerations
Traditionally, saddle-node bifurcations are identified in terms of a simple eigenvalue crossing 0. Here we
discuss how our nondegenerate folds, as described in Definition 3.1 by the local parabolicity in (3.3) of
the solution curve, relates to such eigenvalue considerations. We consider the case of a fold bifurcation
for (1.2) with respect to λ2 “ µ. In particular, λ “ pτ, µq P R
2 and h : RnˆR2 Ñ Rn is given by τfpu, µq,
where f is the vector field in (1.1) and τ is the normalized period.
We start by describing the information on the eigenvalues of DxHsp˚xpsqq, and subsequently relate this
to stability information for the periodic orbits of (1.1). We collect the variables v and τ in w “ pv, τq PrX “ pℓ1νqn ˆ C. Let rHpxq def“ „ F pxq
GKpxq

“ 0.
We then write
DxHsp˚xpsqq “
„
Dw rH p˚xpsqq Dµ rH p˚xpsqq
q@w psq q
@
µ psq

, (4.1)
where we unravel the notation for the continuation equation (2.10) through the use of q@s “ pq
@
w , q
@
µ qpsq “
pq@v , q
@
τ , q
@
µ qpsq. We infer from Remark 2.6 that DxHsp˚xpsqq is invertible as a map from X to X1 “
pℓ1ν,1q
n ˆ Cm, where
ℓ1ν,1
def
“ tv˜ P ℓ1ν : Kv˜ P ℓ
1
νu,
which is a Banach space when equipped with the norm }v˜}ν,1 “
ř
kPZ |v˜k|ν
|k|p|k| ` 1q.
Our central object of interest is
Qs
def
“ Dw rH p˚xpsqq,
which is conjugation invariant, i.e., Qsw
˚ “ pQswq
˚, since rH is and x˚psq P S. Furthermore, Qs is a
bounded operator from rX to rX1 def“ pℓ1ν,1qnˆC, but it may also be interpreted as an unbounded operator
on rX . Finally, Qs is Fredholm of index 0.
We note that, by differentiating the identity rH p˚xpsqq “ 0 with respect to s, we have
Qsw˚
1psq `Dµ rH p˚xpsqqµ˚1psq “ 0. (4.2)
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Hence at s “ s‹, where µ˚
1ps‹q “ 0, we have that Qs‹ , and thus Dw rH p˚xps‹qq, has w˚1ps‹q as an eigenvector
associated to the zero eigenvalue. Indeed w˚1ps‹q is not trivial in view of smoothness of the solution curve
(Inequality (3.1)).
The next remark guarantees that Qs does not have a zero eigenvalue for s ‰ s‹.
Remark 4.1. If Qs has an eigenvector w0 associated to the zero eigenvalue for some s P r0, 1s, then it
follows from invertibility of DxHsp˚xpsqq that xq
@
w psq, w0y ‰ 0. In turn it follows that W0
def
“ pc0w0, 0q with
c0
def
“ ´
DsG
@
s p˚xpsqq
xq@w psq, w0y
,
solves DxHsp˚xpsqqW0 “ ´DsHsp˚xpsqq. Hence, by invertibility of DxHsp˚xpsqq, we find that x˚
1psq “
pc0w0, 0q, because we have the identity
DxHsp˚xpsqq˚x
1psq `DsHsp˚xpsqq “ 0 for all s P r0, 1s.
In particular, this implies that µ˚1psq “ 0, so that we conclude from the uniqueness statement in Proposi-
tion 3.7 that Qs has eigenvalue zero at s “ s‹ only.
Next we argue that the geometric multiplicity of the zero eigenvalue of Qs‹ is 1. Namely, if the
0-eigenspace of Qs‹ is two (or higher) dimensional, then it is straightforward to construct a nontrivial el-
ement in the kernel of DxHsp˚xpsqq, which contradicts its injectivity, which was established in Remark 2.6.
It will take a bit more work (see below) to analyze the algebraic multiplicity of the zero eigenvalue, which
may be higher than 1.
We introduce the dual space rX 1 “ pℓ8
ν´1
qn ˆ C, where ℓ8
ν´1
def
“ tv˜ P CZ : supkPZ |v˜k|ν
´|k| ă 8u, and
let wˇ‹ P rX 1 be an eigenvector of the transpose Q1s‹ associated to the zero eigenvalue. Here the transpose
has the usual definition: xQ1s‹wˇ, wy “ xwˇ,Qs‹wy for all w P
rX , wˇ P rX 1, where the dual pairing uses the
slightly abused notation, cf (2.6),
xwˇ, wy “
nÿ
i“1
ÿ
kPZ
pvˇiqkpviqk ` τˇ τ.
Since we can restrict Qs‹ to the conjugate symmetric set tw P rX : w˚ “ wu, and the eigenvector w˚1ps‹q
lies in this set, we may also assume that wˇ˚‹ “ wˇ‹. Then the range of Qs‹ can be characterized as
RangeQs‹ “
 
w P rX1 : xwˇ‹, wy “ 0(. (4.3)
We now use a standard trick to obtain information about eigenvalues. Let 0 ‰ wˇ‹ be such that
Q1s‹wˇ‹ “ 0. Invertibility of DxHsp˚xpsqq implies that its transpose is invertible as a linear map from X
1
1
to X 1. Hence we see from (4.1) that
xwˇ‹, Dµ rH p˚xps‹qqy ‰ 0. (4.4)
The second derivative x˚2psq “ pw˚2psq, µ˚2psqq satisfies
Dw rH p˚xpsqqw˚2psq `Dµ rH p˚xpsqqµ˚2psq “
´D2w,w
rH p˚xpsqqrw˚1psq, w˚1psqs ´ 2D2w,µ rH p˚xpsqqrw˚1psq, µ˚1psqs ´D2µ,µ rH p˚xpsqqrµ˚1psq, µ˚1psqs.
When we evaluate this at s “ s‹ and apply wˇ‹ to the result, we obtain
xwˇ‹, Dµ rH p˚xps‹qqyµ˚2ps‹q “ ´xwˇ‹, D2w,w rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qsy. (4.5)
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Since µ2ps‹q ‰ 0 by nondegeneracy of the fold (see (3.3) and Proposition 3.7), we conclude from (4.4)
and (4.5) that
xwˇ‹, D
2
w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qsy ‰ 0. (4.6)
We note that all of the elements wˇ‹, Dµ rH p˚xps‹qq and D2w,wHsp˚xps‹qqrw˚1ps‹q, w˚1ps‹qs are conjugate sym-
metric, which is consistent with µ˚2ps‹q being real.
We are now ready to analyze the situation associated to higher algebraic multiplicity of the zero
eigenvalue. The eigenvalue problem for Qs is
Rαpw, sq
def
“
„
Qsw ´ αw
xq@w ps‹q, wy ´ xq
@
w ps‹q, w˚
1ps‹qy

“ 0,
which has a zero R0pw˚
1ps‹q, s‹q “ 0. The derivative at this zero is
DR0 “
„
Qs‹ D
2
w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qs
q@w ps‹q 0

.
Since DxHs‹ p˚xps‹qq is invertible we infer that, see (4.1), the range of„
Qs‹
q@w ps‹q

has co-dimension 1 in X1. It then follows from (4.3) and (4.6) that DR0 is invertible. Hence we conclude
from the implicit function theorem that Rαpw, sq “ 0 has a locally unique smooth branch of solutions
Rαpw¯pαq, s¯pαqq “ 0.
The local dependence of s¯ on α is governed by the algebraic multiplicity of the zero eigenvalue as
follows. By differentiating Dw rH p˚xps¯pαqqqw¯pαq ´ αw¯pαq “ 0 with respect to α we obtain
D2w,w
rH p˚xps¯pαqqqrw˚1ps¯pαqq, w¯pαqss¯1pαq `D2µ,w rH p˚xps¯pαqqqrµ˚1ps¯pαqq, w¯pαqss¯1pαq
`Dw rH p˚xps¯pαqqqw¯1pαq ´ αw¯1pαq ´ w¯pαq “ 0. (4.7)
Substituting α “ 0 we obtain (recalling that Qs‹ “ Dw rH p˚xps‹q)
D2w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qss¯1p0q `Qs‹w¯1p0q “ w¯p0q, (4.8)
and applying wˇ‹ to this result leads to@
wˇ‹, D
2
w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qsD s¯1p0q “ xwˇ‹, w˚1ps‹qy. (4.9)
We see from (4.6) that s¯1p0q ‰ 0 if and only if xwˇ‹, w˚
1ps‹qy ‰ 0. In view of (4.3) the latter is equivalent
to w˚1ps‹q not being in the range of Qs‹ , i.e., the algebraic multiplicity of the zero eigenvalue being 1. The
contrapositive is that s¯1p0q vanishes if the algebraic multiplicity is larger than 1. We consider each case
below.
In the former (algebraic multiplicity 1) case we see from (4.9), combined with conjugate symmetry of
wˇ‹, that D
2
w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qs and w˚1ps‹q, that s¯1p0q P Rzt0u. By inverting the relation, we find
that α “ ps¯1p0qq´1ps´ s‹q `Opps´ s‹q
2q, hence the eigenvalue crosses zero with nonzero speed as we go
through the fold and we have a classical saddle-node bifurcation.
In the latter (algebraic multiplicity larger than 1) case we differentiate (4.7) again, and substitute
α “ 0. Using the information that s¯1p0q “ 0 and
Dw rH p˚xps‹qqw¯1p0q “ w¯p0q, (4.10)
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which follows from (4.8), we obtain
D2w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qss¯2p0q `Qs‹w¯2p0q “ 2w¯1p0q.
Once again applying wˇ‹ to this, we find@
wˇ‹, D
2
w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qsDs¯2p0q “ 2xwˇ‹, w¯1p0qy.
There are two possible scenarios. Either s¯2p0q ‰ 0 and w¯1p0q is not in range of Qs‹ and thus, in view
of (4.10), the algebraic multiplicity of the zero eigenvalue is 2. Or s¯2p0q “ 0 and Qs‹w¯
2p0q “ 2w¯1p0q and
the algebraic multiplicity of the zero eigenvalue is larger than 2.
We can now repeat the above arguments inductively. We conclude that s “ s‹`Cα
N `OpαN`1q for
some C P Rzt0u, where N is the algebraic multiplicity of the zero eigenvalue of Qs‹ “ Dw rH p˚xps‹qq at
the fold (which always has geometric multiplicity 1). Inverting the relation, we see that α “ C1{N ps ´
s‹q
1{N ` Opps ´ s‹q
pN`1q{N q, which gives detailed information on the dynamics of the N eigenvalues of
Qs “ Dw rH p˚xpsqq that coalesce at 0 when we move through the fold. In particular, the number of negative
eigenvalues changes by 1 (not counting complex conjugate pairs).
Before we discuss the implications of this information for the eigenvalue problem of DvF p˚xpsqq, we
exclude some marginal behaviour. More precisely, in the next two remarks, we exclude two possible
“trivialities” of the fold.
Remark 4.2. First, the solution at the fold cannot be an equilibrium solution. By contradiction, assume
that v˚kps‹q “ 0 for all k ‰ 0, and f p˚v0ps‹q, µ˚ps‹qq “ 0. We write
Dw rH p˚xps‹qq “ „DvF p˚xps‹qq DτF p˚xps‹qqqKv 0

. (4.11)
Since the kernel of Dw rH p˚xps‹qq is one dimensional, and DτF p˚xps‹qq “ f p˚v0ps‹q, µ˚ps‹qq vanishes, we
conclude that that pv, τq “ p0, 1q spans the kernel. By differentiating the identity rH p˚xpsqq “ 0 with
respect to s, evaluating at s “ s‹ and using that µ˚
1ps‹q “ 0, we then conclude that v˚
1ps‹q “ 0 and
τ˚ 1ps‹q ‰ 0. In turn this implies that
D2w,w
rH p˚xps‹qqrw˚1ps‹q, w˚1ps‹qs “ D2τ,τ rH p˚xps‹qqr˚τ 1ps‹q, τ˚ 1ps‹qs,
which vanishes since rH is linear in τ . This contradicts (4.6).
Remark 4.3. The second scenario that we would like to exclude is that the fold inadvertently occurs due
to a shift in time. In particular, we want to confirm that@
qKv , iKv˚ps‹q
D
‰ 0.
This is achieved through a computational check, cf. the smoothness condition (3.1):
rˆ xqK, by ‰ xqK, iKrp1´ sqxˆ0 ` sxˆ1sy for any s P r0, 1s and b P B1p0q,
which in practice is satisfied since iKxˆ0 « q
K « iKxˆ1 and rˆ ! 1.
We now relate eigenvalues of Qs to eigenvalues of DvF p˚xpsqq, which in turn correspond to character-
istic multipliers of the periodic solution
u˚ptq “
ÿ
kPZ
v˚ke
ikt.
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Namely, an eigenvalue-eigenvector pair pα˜, a˜q of DvF p˚xpsqq solves
iKa˜´ τ˚psqDv pf p˚vpsq, µ˚psqqa˜ “ α˜a˜.
Hence aptq “
ř
kPZ a˜ke
ikt is a 2π-periodic solution of the linearized problem
9aptq ´ τ˚ psqDuf p˚upt; sq, µ˚psqqaptq “ α˜aptq,
and e2piα˜ is thus a characteristic multiplier of the system. In particular, the eigenvalues of DvF p˚xpsqq
contain the information about linearized stability of the periodic orbit u˚. We now return to the relation
between the eigenvalues of Qs and the eigenvalues of DvF p˚xpsqq.
Let w˜ “ pv˜, τ˜ q be an eigenvector with eigenvalue α of Qs. For generalized eigenvectors a similar
analysis goes through; we leave the details to the reader. Since DvF p˚xpsqq has a zero eigenvector V0
def
“
iτ´10 Kv˚psq, with τ0
def
“ τ˚ psq, and DτF p˚xpsqq “ ´ pf p˚xpsqq “ ´iKτ´10 x˚psq “ ´V0, we infer that
Qs
„
v˜
τ˜

“
„
DvF p˚xpsqq ´V0
qKv 0
 „
v˜
τ˜

“ α
„
v˜
τ˜

. (4.12)
In view of Remark 4.3 we have that xqKv , V0y ‰ 0 for s near s‹.
We now consider three cases: α “ 0, α2 “ ´xqKv , V0y, and all other α.
If α “ 0 then it follows immediately from (4.12) that DvF p˚xpsqqv˜ “ τ˜V0, hence v˜ is either an
eigenvector or a generalized eigenvector for eigenvalue zero of DvF p˚xpsqq. Furthermore, v˜ is not a multiple
of V0 since xq
K
v , v˜y “ 0.
If α ‰ 0 and α2 ‰ ´xqKv , V0y, then we set V˜ “ v˜`
τ˜
α
V0 and we conclude from (4.12) thatDvF p˚xpsqqV˜ “
αV˜ . Additionally we find xqKv , v˜y “ ατ˜ , hence if τ˜ ‰ 0 then xq
K
v , V˜ y “
τ˜
α
pα2 ` xqKv , V0yq ‰ 0. We infer
that V˜ is an eigenvector of DvF p˚xpsqq with eigenvalue α. If τ˜ “ 0 then V˜ “ v˜ ‰ 0 and we reach the same
conclusion.
If α2 “ ´xqKv , V0y, then pv˜, τ˜ q “ pV0,´αq solves (4.12). There is no relation to eigenvalues of
DvF p˚xpsqq.
Finally, we note that since xqKv , V0y ‰ 0 at s “ s‹, the eigenvalues α « C
1{N ps ´ s‹q
1{N emanating
from a fold bifurcation all correspond to eigenvalues of DvF p˚xps‹qq and hence to characteristic multipliers
of the periodic orbit u˚ptq.
5 Hopf bifurcation
A Hopf bifurcation is characterized by the junction of a family of equilibria and a family of periodic
orbits. Let y˘pµq denote a smooth family of equilibria: fpy˘pµq, µq “ 0 for µ P rµ0, µ1s. Let tx˚psqusPr0,1s
be a solution curve of periodic orbits of (1.1), using the notation introduced in Section 2. We write
x˚psq “ p˚vpsq, τ˚ psq, µ˚psqq.
In a Hopf bifurcation we have v˚ps‹q “ y˘pµps‹qq, which is to be interpreted as meaning that the Fourier
coefficients v˚ps‹q correspond to the stationary state y˘pµps‹qq.
Definition 5.1. We say that there is a nondegenerate Hopf bifurcation (with respect to µ) at µ‹ P pµ1, µ2q
if there is an s‹ P p0, 1q such that
µ˚ps‹q “ µ‹ and v˚ps‹q “ y˘pµ‹q,
while v˚psq is not a stationary solution for any s ‰ s‹, and
µ˚1ps‹q “ 0, µ˚
2ps‹q ‰ 0. (5.1)
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In this section we explain how to establish such nondegenerate Hopf bifurcations using a blowup (or
desingularization) technique. Note that we do not impose any eigenvalue restrictions in the descrip-
tion (3.3) of a nondegenerate Hopf bifurcation.
Remark 5.2. Hopf bifurcations with respect to the normalized period τ also fit into our framework.
Although they are not Hopf bifurcations in the traditional sense, these do appear naturally when study-
ing Hamiltonian problems, or stationary states in partial differential equations with periodic boundary
conditions when varying the size of the domain. In Section 7.4 we present an example.
As already explained in the introduction, we rescale time and put ourselves in the context of (1.2). In
effect, we set λ “ pτ, µq and replace f by f˜ “ τf . To resolve a branch of periodic orbits all the way into
the Hopf bifurcation, we introduce the rescaling uptq “ y ` au¯ptq, with a P R, and y “ ypµq P Rn solving
fpy, µq “ 0.
The ODE for u¯ becomes
9¯u “ f¯pu¯, λ¯q
def
“
#
f˜py`au¯,λq´f˜py,λq
a
if a ‰ 0,
Duf˜py, λqu¯ if a “ 0,
(5.2)
where λ¯ “ pτ, a, y, µq. We note that f¯ is again polynomial in u¯ (as well as in a and y). Setting
g¯pλ¯q “ fpy, µq P Rn the system $&%
9¯u “ f¯pu¯, λ¯q,
g¯pλ¯q “ 0,
u¯ptq is 2π-periodic,
(5.3)
is again of the form (2.1). What remains is to introduce appropriate phase and continuation equations,
as well as an “amplitude” equation which lifts the invariance under the continuous rescaling a Ñ θ´1a
and u¯ptq Ñ θu¯ptq for θ P R.
We collect all the variables in x “ pv, λ¯q, where v denotes the Fourier coefficients of u¯. As in Section 2
we assume we have two points xˆ0 “ pvˆ0, λˆ0q P SK and xˆ1 “ pvˆ1, λˆ1q P SK which each represent an
approximate solution of the Fourier equivalent of (5.3). While it is now hidden in the notation that we
are solving (5.3) rather than (1.2), we use the same phase condition as in Section 2: GKpxq “
@
qK, x
D
“ 0,
where qK “ pqKv , 0q P XK is given by (2.8). For the amplitude equation G
Cpxq we use
GCpxq
def
“
@
qC, x
D
´ 1 “ 0, (5.4)
where qC “ pqCv , 0q P SK , with
pqCv qi “ K
2pvˆ 1
2
qi for |k| ď K, 1 ď i ď n. (5.5)
We will slightly abuse the notation for the bilinear form to write xqC, xy “ xqCv , vy, and by rq
C
v sk P C
n we
will denote the k-th Fourier component of qCv . With the choice (5.5) the corresponding Equation (5.4)
represents a linear approximation of
1
2π
ż 2pi
0
nÿ
i“1
ˇˇ
9¯uiptq
ˇˇ2
dt “ 1.
Finally, the continuation equation G@s pxq “ 0 is chosen as in Section 2, see (2.10), where the “predic-
tors” 9ˆxs are now of the tangent direction of the solution curve for the problem including both the phase
and the amplitude condition.
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Denoting by F¯ the Fourier transform of the renormalized vector field (5.2), the full set of equations
becomes
H¯spxq “
„
F¯ pxq
G¯spxq

with G¯spxq “
»——–
GKpxq
GCpxq
g¯pλ¯q
G@s pxq
fiffiffifl .
For H¯spxq “ 0 we then carry out the extension construction of Section 3, leading to the problem
H¯spxq “ 0. To the latter we apply the technique from Theorem 2.5 to obtain a parametrized so-
lution curve x˚psq “ p˚v,˚¯λqpsq. The first “block” x˚r0s “ p˚vr0s,˚¯λr0sq corresponds to ˚¯λr0spsq “ ˚¯λpsq “
p˚τ psq, a˚psq, y˚psq, µ˚psqq and the Fourier coefficients of ˚¯upt; sq. The second block x˚r1s contains the first
derivatives p˚τ 1psq, a˚1psq, y˚1psq, µ˚1psqq and the Fourier coefficients of Bs˚¯upt; sq, while x˚
r2s contains their sec-
ond derivatives.
Before we can properly formulate the result, we need to analyze the problem at a “ 0. In particular,
we aim to establish that a˚ps0q “ 0 implies µ˚
1ps0q “ 0. Hence suppose a˚ps0q “ 0 for some s0 P p0, 1q. We
denote the Jacobian of the equilibrium problem by
A0
def
“ Duf p˚yps0q, µ˚ps0qq.
Then, since f¯ is linear in u¯ at a “ 0,`
F¯ p˚xps0qq
˘
k
“
`
ikIn ´ τ˚ ps0qA0
˘˚
vkps0q “ 0, for all k P Z, (5.6)
with v˚kps0q P C
n and In the identity matrix on C
n, i.e., the ODE is diagonalized (in k) in Fourier space.
Since xqCv , v˚ps0qy “ 1, and rq
C
v s0 “ 0, there must be at least one k0 P Zzt0u such that
Mk0
def
“ ik0In ´ τ˚ ps0qA0
is a non-invertible matrix. We note that this implies that τ˚ps0q ‰ 0. By conjugation symmetry M´k0 is
then non-invertible as well (A0 “ A
˚
0 and τ˚ ps0q P R).
Furthermore, collecting the variables z “ pv, τ, a, yq and the equations
pHpz, µq def“
»——–
F¯ pz, µq
GKpzq
GCpzq
fpy, µq
fiffiffifl “ 0,
its Jacobian can be decomposed as
P
def
“ Dz pH p˚xps0qq “
»——–
DvF¯ p˚xps0qq Dτ F¯ p˚xps0qq DaF¯ p˚xps0qq DyF¯ p˚xps0qq
qK 0 0 0
qC 0 0 0
0 0 0 A0
fiffiffifl . (5.7)
Here, again by linearity of f¯ at a “ aps0q “ 0,`
DvF¯ p˚xps0qqv
˘
k
“
`
F¯ p˚xps0qq
˘
k
“
`
ikIn ´ τ˚ ps0qA0
˘
vk,
which is similar to (5.6) because of linearity, and
pDτ F¯ p˚xps0qqqk “ A0v˚kps0q,
and
DaF¯ p˚xps0qq “
1
2
D2u,uf˜ p˚yps0q, µ˚ps0qqr˚vps0q, v˚ps0qs, (5.8)
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which is to be interpreted in terms of convolution products, and
pDyF¯ p˚xps0qqqk “ D
2
u,uf˜ p˚yps0q, µ˚ps0qq˚vkps0q,
which is to be interpreted as an nˆ n matrix for each k P Z.
Since
DxHs0 p˚xps0qq “
„
P Dµ pH p˚xps0qq
q@z ps0q q
@
µ ps0q

(5.9)
is invertible, as the solution curve was obtained through Theorem 2.5, the kernel of the operator P can
be at most 1 dimensional. In turn this implies that the kernel of DvF¯ p˚xps0qq is at most 3 dimensional.
Indeed this follows from the expression (5.7) for P , and in particular the 0 in the lower left corner, which
implies that, apart from DvF¯ p˚xps0qq, there are only two nonzero rows in the left (block) column.
In view of M˘k0 being non-invertible, the dimension of the kernel of DvF¯ p˚xps0qq is at least 2-
dimensional. If there would be a 0 ‰ k1 ‰ ˘k0 such that Mk1 is non-invertible, then M´k1 would
be non-invertible as well, implying that the kernel of DvF¯ p˚xps0qq is at least 4 dimensional, a contra-
diction. Hence Mk is invertible for all k R t0,˘k0u. The next remark explains why we may assume
M0 “ ´τ˚ ps0qDuf p˚yps0q, µ˚ps0qq to be invertible.
Remark 5.3. Suppose M0 is not invertible and that v˜0 ‰ 0 is in the kernel of M0. Since τ˚ps0q ‰ 0, the
vector v˜0 is in the kernel of A0, hence p0, 0, 0, v0q is in the kernel of P. Furthermore, since rq
C
v s0 “ 0
and rqKv s0 “ 0, it follows that pV˜0, 0, 0, 0q is in the kernel of P, where pV˜0qk “ 0 for k ‰ 0 and pV˜0q0 “ v˜0,
so that V˜0 is essentially just v˜0 interpreted as an element of pℓ
1
νq
n. We infer that the kernel of P is at
least two dimensional, a contradiction. We conclude that M0 and A0 “ Duf p˚yps0q, µ˚ps0qq are invertible
matrices. It then follows from the implicit function theorem that y˚ps0q is part of a smooth one parameter
family of equilibria y˘pµq of (1.1) with y˘pµ˚ps0qq “ y˚ps0q.
Since Mk is invertible for k ‰ ˘k0, while Mk0 and M´k0 have one-dimensional kernels (related
by conjugation), it follows from (5.6) that v˚kps0q “ 0 for k ‰ ˘k0, whereas v˚˘k0ps0q ‰ 0 in view of
xqCv , v˚ps0qy “ 1. For definiteness we will from now on, without loss of generality, assume that k0 “ 1.
This corresponds to the linearized problem at the equilibrium y˚ps0q having purely imaginary eigenvalues
˘iτ˚ ps0q
´1. Note that if k0 ą 1 then we may simply replace τ by τ{k0 (and thus reduce to the minimal
period). By the arguments above, the kernel of M1 and M´1 is one-dimensional.
In the following we will construct an element in the kernel of P . This implies, using again the
arguments in Remark 4.1, that µ˚1ps0q “ 0. We define the 2ˆ 2 matrix
C
def
“
„
xrqKv s´1, v˚´1ps0qy xrq
K
v s1, v˚1ps0qy
xrqCv s´1, v˚´1ps0qy xrq
C
v s1, v˚1ps0qy

. (5.10)
There are two cases to consider: C is invertible or not. We start with the latter case.
If C is non-invertible, say 0 ‰ rc´, c`s
T is in its kernel, then it is easily seen that pv˜, 0, 0, 0q is in the
kernel of P , where v˜k “ 0 for k ‰ ˘1, and v˜˘1 “ c˘v˚˘1ps0q. Hence by the arguments in Remark 4.1
x˚1ps0q is a multiple of pv˜, 0, 0, 0, 0q, and µ˚
1ps0q “ 0. As a side remark, this direction can be interpreted
as a combination of time-shift and rescaling a. If desired, this scenario can easily be avoided by choosing
qK and qC appropriately or, alternatively, by checking that a˚1ps0q ‰ 0, cf. Remark 5.3.
If C is invertible, then we construct an element of the form pv˜, 0, 1, 0q in the kernel of P . This implies,
using again the arguments in Remark 4.1, that x˚1ps0q is a multiple of pv˜0, 1, 0, 0q and µ˚
1ps0q “ 0, in
particular. Since Mk is invertible for k ‰ ˘1, and M1 and M´1 have one-dimensional kernels (related by
conjugation), it follows from (5.6) that v˚kps0q “ 0 for k ‰ ˘1 and v˚˘1ps0q ‰ 0. We infer from (5.8) and
the properties of the convolution product that DaF¯k p˚xps0qq vanishes for all k R t´2, 0, 2u. We set
v˜k “ ´M
´1
k DaF¯k p˚xps0qq for k P t´2, 0, 2u,
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and v˜k “ 0 for k R t´2,´1, 0, 1, 2u. Next we set v˜˘1ps0q “ c˘v˚˘1ps0q, where„
c´
c`

“ ´C´1
„
xrqKv s´2, v˜´2y ` xrq
K
v s0, v˜0y ` xrq
K
v s2, v˜2y
xrqCv s´2, v˜´2y ` xrq
C
v s0, v˜0y ` xrq
C
v s2, v˜2y

,
with C defined in (5.10). It is not difficult to check that, by construction, pv˜, 0, 1, 0q is in the kernel of P .
We are now ready to state a result for the rigorous verification of Hopf bifurcations.
Proposition 5.4. Assume `
µˆ
r1s
0
˘
j
` rˆ ă 0, and
`
µˆ
r1s
1
˘
j
´ rˆ ą 0, (5.11a)
min
!`
µˆ
r2s
0
˘
j
,
`
µˆ
r2s
1
˘
j
)
´ rˆ ą 0, (5.11b)`
aˆ
r0s
0
˘
j
` rˆ ă 0, and
`
aˆ
r0s
1
˘
j
´ rˆ ą 0. (5.11c)
Then the solutions curve x˚psq goes through a unique nondegenerate Hopf bifurcation (folding to the right)
with respect to µ in the interval s P r0, 1s.
Proof. The proof follows the same lines as the one of Proposition 3.7, and we comment only on the
additional steps. Assumptions (5.11a) and (5.11b) imply that there is a unique s‹ P p0, 1q such that
µ˚1ps‹q “ 0. Assumption (5.11c) implies that there is a s0 P p0, 1q such that a˚ps0q “ 0. The analysis of the
kernel of the operator P above shows that µ˚1ps0q “ 0. Hence the unique nondegenerate fold with respect
µ occurs at s‹ “ s0.
For s ‰ s‹ we have a˚psq ‰ 0, since the analysis above shows that a˚psq “ 0 implies µ˚
1psq “ 0, which
occurs at s “ s‹ only. The amplitude condition (5.4) then guarantees that for s ‰ s‹ the solution u˚pt; sq,
represented in Fourier space by y˚psq ` a˚psq˚vpsq, is not time-independent.
Finally, it follows from Remark 5.3 that Duf p˚yps‹q, µ˚ps‹qq is invertible, hence by the implicit function
theorem y˚ps‹q is part of a smooth one parameter family of equilibria y˘pµq with y˘pµ˚ps‹qq “ y˚ps‹q.
Remark 5.5. The conclusion of Proposition 5.4 also holds when the inequalities in the assumptions (5.11c)
are reversed. Similarly, when the three inequalities in (5.11a)–(5.11b) are reversed then the result holds
with the curve folding to the left.
Traditionally, a Hopf bifurcation point (rather than the branch of periodic solutions emanating from it)
is described in terms conditions on eigenvalues of the Jacobian at the critical point as well as other normal
form parameters. Clearly, finding just the Hopf bifurcation point only requires solving the algebraic
system (where we have split complex eigenvectors in real and imaginary parts, and ϕ1, ϕ2 P R
n)»————–
fpy, µq
Dufpy, µqy1 ` βy2
Dufpy, µqy2 ´ βy2
ϕT1 y1 ´ ϕ
T
2 y2 ´ 1
ϕT2 y1 ` ϕ
T
1 y2
fiffiffiffiffifl “ 0, with py, y1, y2, µ, βq P R3n`2,
which can also be attacked using the radii polynomial approach, albeit in the much simpler finite dimen-
sional setting. Obviously, this is how one may locate computationally a Hopf bifurcation point and use
it as a numerical starting point for a rigorous continuation of the desingularized problem for the periodic
orbits. Additionally, if desired, one may study the eigenvalue problem of the equilibrium (ϕ0 P C
n)
Lµpy, y0, γq
def
“
»– fpy, µqDufpy, µqy0 ´ γy0
ϕT0 y0 ´ 1
fifl “ 0, with py, y0, γq P C2n`1, µ P R,
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for example to determine the algebraic multiplicity of the purely imaginary eigenvalues iτ˚ ps‹q
´1 and to
confirm that A0 “ Dufpy˘pµs‹q, µs‹q has no other purely imaginary eigenvalues apart from its complex
conjugate (the analysis in Fourier space excludes only integer multiples of ˘i˚τ ps‹q
´1). Furthermore, when
the algebraic multiplicity of iτ˚ ps‹q
´1 is one (as it generically will be) then one may establish the direction
in which this eigenvalue moves when µ is varied through µ‹ “ µ˚ps‹q, by solving the linear system»– A0 0 0D2u,ufpy˘pµ‹q, µ‹qy˘0pµ‹q A0 ´ γ˘pµ‹q ´y˘0pµ‹q
0 ϕ0 0
fifl»–y˘1pµ‹qy˘10pµ‹q
γ˘1pµ‹q
fifl “
»– Dµfpy˘pµ‹q, µ‹qD2u,µfpy˘pµ‹q, µ‹qy˘0pµ‹q
0
fifl .
Here the matrix in the lefthand side is invertible when A0 is invertible and the algebraic multiplicity
of γ˘pµ‹q “ i τ˚ps‹q
´1 is 1. All these computations are on finite dimensional algebraic systems, and can
relatively easily be done in interval arithmetic to ensure that the results are mathematically rigorous.
6 From Hopf bifurcation to global continuation
In the previous sections, we presented an approach to validate Hopf bifurcations and a local family of
periodic orbits. In the desingularized Hopf problem (1.6) we solved for u¯ and λ¯ “ pτ, a, y, µq instead of
u and λ “ pτ, µq. At some distance from the Hopf bifurcation point one would prefer to start working
directly with the simpler systems (1.3). Here we discuss how to switch from a solution branch for
pu¯, λ¯q “ pu¯, pτ, a, y, µqq to a solution branch for pu, λq “ pu, pτ, µqq. In particular, when we “glue” the
end (periodic orbit) point of a continuation step for the desingularized system to the starting (periodic
orbit) point of a continuation step for the original system, we want to be sure that the solutions branches
connect. We denote the numerical approximations at the boundary points by pˆ¯u1, pτˆ1, aˆ1, yˆ1, µˆ1qq and
puˆ0, pτˆ0, µˆ0qq, respectively, and for natural reasons we choose to set
τˆ0 “ τˆ1 and µˆ0 “ µˆ1 and uˆ0 “ yˆ1 ` aˆ1 ˆ¯u1. (6.1)
The solutions found at the boundary points are denoted by p˚u¯1, p˚τ1, a˚1, y˚1, µ˚1qq and p˚u0, p˚τ0, µ˚0qq. For the
solutions curves to glue nicely we need to check that
τ˚0 “ τ˚1 and µ˚0 “ µ˚1 and u˚0 “ y˚1 ` a˚1˚¯u1. (6.2)
The main technical issue lies in lining up the phase condition and continuation equation at the boundary
points. There is considerable freedom in choosing these equations, and we will make use of that. In what
follows we will switch from a function u to its Fourier components v without further ado.
We note that the coordinate transformation
u “ y ` au¯ (6.3)
is essentially a nonlinear change of variables, since a is part of the set of unknowns. On the other hand,
in terms of Fourier coefficients the transformation is relatively simple: all modes get rescaled by the same
scalar a and only in the 0-th mode the vector y is added. Let us denote the phase condition at the
starting point of the continuation step in the original problem by
xqK0 , xy “ 0, where q
K
0 “ pq
K
0v, 0q.
Here we assume the 0-th Fourier component of qK0v to vanish, see also (2.8). In view of the action of the
transformation (6.3) on the Fourier coefficients, as discussed above, it transforms (6.5) into an equivalent
condition in desingularized coordinates of the form
xq¯K1 , x¯y “ 0, where q¯
K
1 “ pq¯
K
1v, 0q with q¯
K
1v “ aˆ1q
K
0v, (6.4)
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provided aˆ1 ‰ 0. Other rescalings work as well; this particular one is inspired by (2.8). Hence we
choose (6.4) as the phase condition at the end of the continuation step in the desingularized problem,
i.e. q¯K1v “ aˆ1q
K
0v. In essence, this guarantees that the phase of the solution does not shift at the transition.
Next, we follow a similar reasoning for the continuation equation. Let us denote the continuation
equation at the starting point of the continuation step in the original problem by
xq@0 , xy “ xq
@
0 , xˆ0y. (6.5)
In general the transformed condition in desingularized coordinates is not affine linear. In principle,
this is not a problem for the continuation method. The restriction to affine linear conditions was only
made for simplicity of presentation in the current paper. Preferring to stay in this affine linear context
for consistency, we simply require q@0 “ pq
@
0v, q
@
0λq to have nonvanishing λ-components only, i.e. q
@
0 “
p0, q@0λq “ p0, pq
@
0τ , q
@
0µqq. This essentially corresponds to parameter continuation rather than pseudo-
arclength continuation at this gluing step. For this choice, the corresponding equivalent condition for the
desingularized problem is
xq¯@1 , x¯y “ xq¯
@
1 , ˆ¯x0y, where q¯
@
1 “ p0, pq
@
0τ , 0, 0, q
@
0µqq. (6.6)
Assuming parameter continuation at the transition point requires us to “force” the continuation code to
switch away from the preferable pseudo-arclength continuation in the neighborhood of the gluing point.
Nevertheless, this can be implemented in a relatively straightforward manner.
With the choices (6.4) and (6.6) for the phase and continuation equations, it is not difficult to establish
that p˚y1` a˚1˚¯u1, p˚τ1, µ˚1qq is a solution to the problem at the starting point of the continuation step for the
original system. It remains to establish that it is the same solution as p˚u0, p˚τ0, µ˚0qq. For this final step
we use the uniqueness result in Theorem 2.5. Let the balls used to prove the end and starting points be
denoted by B1 “ Brˆ1pˆ¯v1,
ˆ¯λ1q and B0 “ Brˆ0pvˆ0, λˆ0q, respectively. If the transformed ball
B1Ñ0
def
“ tpy ` av, pτ, µqq : pv, pτ, a, y, µqq P B1u
and the ball B0 are nested, then by uniqueness of the solutions in B1 and B0 we conclude that indeed
(6.2) hold, see also [3, 26] for similar arguments. Since the centers of the balls are equivalent in view
of (6.1), to guarantee the inclusion B1Ñ0 Ă B0 it suffices to check that´
1` |aˆ1| ` max
1ďjďn
}pˆ¯v1qj}ν ` rˆ1
¯
rˆ1 ă rˆ0. (6.7)
Indeed, let
pv, pτ, a, y, µqq “ pˆ¯v1, pτˆ1, aˆ1, yˆ1, µˆ1qq ` rˆ1pxv, pxτ , xa, xy, xµqq
with
max
1ďjďn
}pxvqj}ν ď 1, |xτ | ď 1, |xa| ď 1, max
1ďjďn
|pxyqj | ď 1, |xµ| ď 1, (6.8)
represent any element in B1. Then in view of (6.1) we have
py ` av, pτ, µqq ´ pvˆ0, pτˆ0, µˆ0qq “ prˆ1xy ` rˆ1aˆ1xv ` rˆ1xa ˆ¯v1 ` rˆ
2
1xaxv, prˆ1xτ , rˆ1xµqq.
The bounds (6.8) imply that to check that B1Ñ0 Ă B0 we require rˆ1 ď rˆ0, which follows from (6.7), as
well as, for any j “ 1, . . . , n,››rˆ1pxyqj ` rˆ1aˆ1pxvqj ` rˆ1xapˆ¯v1qj ` rˆ21xapxvqj››ν
ď rˆ1}pxyqj}ν ` rˆ1|aˆ1|}pxvqj}ν ` rˆ1|xa|}pˆ¯v1qj}ν ` rˆ
2
1 |xa|}pxvqj}ν
ď rˆ1 ` rˆ1|aˆ1| ` rˆ1}pˆ¯v1qj}ν ` rˆ
2
1 ď rˆ0,
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Figure 2: Validated continuation of the branch of periodic solutions in the Rychkov system (7.1). The
fold occurs at µ‹ P 0.224955`r´6.2, 6.2s ¨ 10
´5. The saddle has been validated between the blue and the
green dot, but this precision was possible thanks to refinement.
where the final inequality is guaranteed by condition (6.7).
Finally, it is clear from (6.7) that the inclusion B1Ñ0 Ă B0, and hence continuity of the solution
branch at the switching point, is more easily established when the radius rˆ1 used to validate the end
point of the continuation in desingularized variables is taken as small as possible, while the radius rˆ0 used
to validate the starting point of the continuation in the original variables is taken as large as possible.
7 Examples
We present some examples that can be analyzed with the material presented in this paper, which provides
a robust and flexible method for identifying and validating fold and Hopf bifurcations in systems of ODEs.
The first example is the saddle-node validation in the so-called Rychkov system. This is followed by three
examples of Hopf bifurcations, including a Hamiltonian problem in Section 7.4.
7.1 The fold in the Rychkov system
The Rychkov system, first presented in [23], is given by#
9u1 “ u2 ´ u
5
1 ` u
3
1 ` µu1
9u2 “ ´u1.
(7.1)
It was proven in [10] to have no periodic solutions for µ ą 0.2249654 and two periodic solutions for
µ ă 0.224. Additionally, it was shown in [10] that the curve of periodic orbits undergoes a saddle-node
bifurcation for some µ in the interval r0.224, 0.2249654s. Here we locate the bifurcation point more
precisely, and we prove that a nondegenerate fold occurs.
We start our validated continuation at µ “ 0.2245 and continue the periodic solution for increasing µ.
In Figure 2 we plot the norm maxt}v1}ν , }v2}νu of the Fourier series of the periodic orbit versus the
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parameter µ. During the continuation, we test numerically for the existence of a saddle-node, and when
a numerical indication is found for the occurence of a fold, then we validate the numerically found
saddle-node using Proposition 3.7. We find that a nondegenerate fold is located at
µ‹ P 0.224955` r´6.2, 6.2s ¨ 10
´5.
For the validation of the fold, we set ν “ 1.01 and the code (heuristically) selects the dimension of finite
dimensional projection to be K “ 44.
The corresponding matlab code, available at [27], is provided in figure_rychkov_saddle.m.
7.2 A Hopf bifurcation in an extended Lorenz-84 model
The extended Lorenz-84 model $’’&’’’%
9u1 “ ´u
2
2 ´ u
2
3 ´ au1 ´ af ´ bu
2
4
9u2 “ u1u2 ´ cu1u3 ´ u2 ` d
9u3 “ cu1u2 ` u1u3 ´ u3
9u4 “ ´eu4 ` bu4u1 ` µ
(7.2)
is a four dimensional system of ODEs with 7 parameters, see [14, Section 3.1] and [15, Section 4.2].
Inspired by the parameter choices in those papers, we fix
a “ 0.25, b “ 0.987, c “ 1, d “ 0.25, e “ 1.04, f “ 2, (7.3)
and consider µ as the bifurcation parameter. The system undergoes two Hopf bifurcations at µ « 0.05
and µ « 0.01.
Applying the approach presented in Section 5, we proved the existence of a Hopf bifurcation at
µ˚ P 0.05684121` r´9.1, 9.1s ¨ 10´6,
by using the computational parameters K “ 5 and ν “ 1.1. The eigenvalue crossing the imaginary
axis is ´0.5300219 i ` i r´4.6, 4.6s ¨ 10´5. The (normalized) period of the solution at the Hopf bi-
furcation is τ “ ´1.886714 ` r´1.6, 1.6s ¨ 10´4. The periodic orbits bifurcates from the equilibrium
r1.197556,´0.033525, 0.203229,´0.400337s` r´1.6, 1.6s ¨ 10´4.
Additionally, in the framework of the desingularized Hopf system we continued the periodic orbit and
the fixed point solution up to µ « ´0.0023, where the periodic solution has an amplitude a « 0.9394.
In Figure 3, we plotted the desingularized (“blown up”) periodic solution u¯ near the Hopf bifurcation
(where it is unimodal) and at the end of the continuation.
The stepsize, that is, the distance between consecutive numerical approximate solutions }xˆ0 ´ xˆ1}X
used in Figure 3 was relatively large: h “ 10´3. The (refined) step where the Hopf bifurcation is proven to
take place goes from amplitude a “ 4.6671¨10´6`r´8.1, 8.1s¨10´8 to a “ ´5.62556¨10´5`r´8.1, 8.1s¨10´8.
We can increase the accuracy of locating the Hopf bifurcation point by adopting a smaller stepsize and/or
increasing the number of modes used. With h “ 10´3 and K “ 10, we find
µ˚ P 0.05684121` r´6.3, 6.3s ¨ 10´6,
which reflects a modest improvement. However, with h “ 10´5 and K “ 10, we retrieve a much higher
accuracy result:
µ˚ P 0.056841207164` r´4.4, 4.4s ¨ 10´10.
We conclude that decreasing the stepsize is the crucial factor in improving accuracy, whereas the number
of modes used is less important, as may be expected since the solution is unimodal at a “ 0.
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Figure 3: The four components of the desingularized periodic solution u¯ corresponding to the extended
Lorenz-84 system (7.2), in green for µ « 0.056 very close to the Hopf bifurcation, and in blue for
µ « ´0.0042 further away from it. The code automatically adds modes when needed; the final (blue)
solution has been validated with K “ 53. The continuous branch connecting the two solutions has been
validated. The horizontal axis represents time in the original system.
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Figure 4: The four components of the desingularized periodic solution u¯ corresponding to the extended
Lorenz-84 system (7.2), in green for µ « 0.0109 close to the Hopf bifurcation, and in blue for µ « ´0.0108
further away from it. The continuous branch connecting the two solutions has been validated. The
horizontal axis represents time in the original system.
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Figure 5: In the left graph the norms }vi}ν , i “ 1, 2, 3, 4 of the components of the solution branch
presented in Figure 4 are plotted with respect to the parameter µ. On the right, the amplitude a of the
desingularized orbit is plotted with respect to the parameter µ.
The second Hopf bifurcation for the same values of the parameters (7.3) takes place at
µ P 0.010900160` r´3.1, 3.1s ¨ 10´7.
The stationary solution is at r1.079797955,´0.017016937, 0.230267229,´0.423161664s`r´3.1, 3.1s ¨10´7,
while the eigenvalue crossing the imaginary axes is 1.1251599i ` ir´1.6, 1.6s ¨ 10´5. The period of the
periodic perturbation near the Hopf bifucation is τ “ 0.888763098` r´3.1, 3.1s ¨ 10´7. In Figure 4, we
depict the desingularized periodic solution u¯ near the Hopf bifurcation (where it is unimodal) and after
800 continuation steps, where
µ P ´0.0108027` r´6.3, 6.3s ¨ 10´5.
In Figure 5, the norm of the periodic orbit is plotted along the branch with respect to the parameter µ.
We conclude from the fact that a approaches zero at both ends of the branch, while the norms }vi}ν
of the rescaled time-dependent part u¯ explode at one end point, that the continuous branch of periodic
solutions that originates from a Hopf point at µ « 0.0109 terminates for µ « ´0.0108 at another Hopf
point on a different branch of equilibria, not connected by continuation.
In Figure 1 we depict a full continuous branch of periodic orbits of (7.2), connecting these two Hopf
bifurcation points. The periodic orbits “cross over” from one branch of equilibria to another. Hence we
use the gluing approach discussed above twice, first to switch from the desingularized system around one
equilibrium to continuation of the original system, and once more to switch from the original system to
the desingularized system around the other equilibrium.
The corresponding matlab code is provided in lorenz84_validated_cont.m.
7.3 A Hopf bifurcation in a hyperchaotic system
In [20], the 4-dimensional (hyperchaotic) ODE system$’’’&’’%
9u1 “ apu1 ´ u2q ` u2u3 ` u4
9u2 “ ´bu2 ` u1u3
9u3 “ ´cu3 ` du1 ` u1u2
9u4 “ ´epu1 ` u2q
(7.4)
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Figure 6: The four components of the desingularized periodic solution u¯ corresponding to the 4-
dimensional hyperchaotic system (7.4), in green for µ “ ´1.0155 close to the Hopf bifurcation, and
in blue for µ « ´1.7035 further away from it. The continuous branch connecting the two solutions has
been validated. The horizontal axis represents time in the original system.
is presented and studied. The system has many interesting dynamic features, including Hopf bifurcations.
Inspired by the analysis in [20] we fix
b “ c “ 1, d “ 10, e “ 2,
and use µ “ a as the bifurcation parameter. Then, a Hopf bifurcation occurs at
µ‹ P ´1.01551372619` r´2.5, 2.5s ¨ 10
´9,
from the equilibrium
pu1, u2, u3, u4q P p10.09901951359,´10.09901951359,´1.00000000000, 30.61040538783q`r´2.5, 2.5s¨10
´9,
where the interval notation has been slightly abused. The normalized period at the Hopf bifurcation is
τ˚ ps‹q P 0.68299909941`r´2.5, 2.5s ¨10
´9. We continued the solution to µ « ´1.043, where the amplitude
a « 2.149. In Figure 6 we have depicted the desingularized periodic profile u¯. For this validation we used
K “ 15 and ν “ 1.1. The corresponding matlab code is provided in main_hyper.m.
7.4 A Hamiltonian example
Consider the fourth order parabolic partial differential equation (PDE)
ut “ ´uxxxx ` auxx ` bu` cu
2 ` du3. (7.5)
This family includes the extended Fisher-Kolmogorov and Swift-Hohenberg equations (see [22] and the
references therein). When studying stationary states for the problem with periodic or Neumann boundary
conditions, this reduces to studying periodic solutions of the ODE
uxxxx “ auxx ` bu` cu
2 ` du3. (7.6)
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Figure 7: The Hopf bifurcation, or fold for the desingularized system, with respect to the normalized
period τ , for (7.8) or, equivalently, (7.6).
Even though it clashes with the notation elsewhere in the paper, we denote by x the independent variable
in the ODE (7.6), because it fits with the PDE (7.5). This problem is Hamiltonian with conserved quantity
E “ ´uxxxux `
1
2
puxxq
2 `
a
2
puxq
2 `
b
2
u2 `
c
3
u3 `
d
4
u4. (7.7)
For any b ą 0 periodic orbits, which appear in 1-parameter families due to the Hamiltonian structure,
bifurcate from the equilibrium u “ 0 with period 2πppa2{4` bq1{2´a{2q´1{2. For the PDE (with periodic
or Neumann boundary conditions) this means that nontrivial stationary solutions bifurcate from the
trivial state when the domain size is varied. Although this analysis can be done by hand, we use this
example to illustrate how Hamiltonian problems can be brought into the framework of the current paper.
We will fix the parameters a, b, c, d and introduce an artificial continuation parameter µ to turn (7.6)
into the first order system $’’’&’’’%
9u1 “ u2
9u2 “ u3
9u3 “ u4
9u4 “ au3 ` bu1 ` cu
2
1 ` du
3
1 ` µu2.
(7.8)
Irrespective of µ, the equilibria of the system are u2 “ u3 “ u4 “ 0 and u1 a zero of the polynomial
ppuq “ bu ` cu2 ` du3, which also correspond to stationary solutions of (7.6). Furthermore, we know
a priori that µ “ 0 for any periodic solution of (7.8), since (cf. (7.7))
0 “
ż L
0
d
dx
ˆ
´u4u2 `
1
2
u23 `
a
2
u22 `
b
2
u21 `
c
3
u31 `
d
4
u41
˙
dx “ ´µ
ż L
0
u22 dx,
where L is the period of the solution. Hence, any periodic orbit of (7.8) corresponds to a periodic solution
of (7.6) (and vice versa). The advantage of studying (7.8) rather than (7.6) is that in the former the
Hamiltonian structure/symmetry has been broken, and we can study it using the general continuation
and bifurcation techniques from this paper.
In Figure 7, the validated bifurcation is shown for the parameters a “ 2, b “ 3, c “ 1, d “ ´1.
The location of the bifurcation point τ˚ ps‹q is validated to lie in 1 ` r0.4, 0.4s ¨ 10
´4 using computational
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Figure 8: The four components of the desingularized periodic solution u¯ corresponding to (7.8), in green
for τ “ 1 very close to the Hopf bifurcation, and in blue for τ « 1.224 further away from it. The
continuous branch connecting the two solutions has been validated. The horizontal axis represents time
in the original system.
parameters K “ 5 and ν “ 1.1 (as discussed, it is analytically determined to occur at λ1 “ τ “ 1).
Desingularized profiles are plotted in Figure 8, continued from τ “ 1 to τ « 1.224. The corresponding
matlab code is provided in main_Hamiltonian.m.
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