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ON FINITE GENERATION OF THE SECTION RING OF THE
DETERMINANT OF COHOMOLOGY LINE BUNDLE
P. BELKALE, AND A. GIBNEY
Abstract. For C a stable curve of arithmetic genus g ≥ 2, and D the determinant of cohomology
line bundle on BunSL(r)(C), we show the section ring for the pair (BunSL(r)(C),D) is finitely
generated. Three applications are given.
1. Introduction
For G a simple, simply connected complex linear algebraic group, and C a stable curve of
arithmetic genus g ≥ 2, let BunG(C) be the stack parameterizing principal G-bundles on C. To
any representation G → Gl(V ), there corresponds a distinguished line bundle D(V ) on BunG(C),
the determinant of cohomology line bundle, described in Def 2.2.
The main result of this work is the following
Theorem 1.1. For G = SL(r), for the standard representation SL(r)→ Gl(V ), setting D = D(V ),
A
C
• =
⊕
m∈Z≥0
H0(BunSL(r)(C),D
⊗m)
is finitely generated.
Theorem 1.1 may seem surprising because the stack BunSL(r)(C) is not proper, and hence there
is no expectation that H0(BunSL(r)(C),L
⊗m) is finite dimensional for any line bundle L. Even if the
summands were finite dimensional, as in various examples of line bundles on projective varieties,
finite generation of the section ring would not necessarily follow.
In fact, Theorem 1.1 is well known for smooth curves C, and in this case:
H0(BunSL(r)(C),D
⊗m) ∼= H0(SUC(r), θ
⊗m),
where SUC(r) is a moduli space parameterizing semistable vector bundles of rank r with trivial
determinant on C, and θ is an ample line bundle on it [BL94, Fal94]. These form a flat family
over Mg, and it is natural to ask if one can extend it to a family over Deligne and Mumford’s
compactification Mg (This problem is discussed further in Section 11.1).
As a first application of Theorem 1.1, we show
Theorem 1.2. There is a flat family p : X →Mg, with X relatively projective over Mg, such that
(1) XC ∼= Proj(A
C
• ) is integral, normal, and irreducible, for [C] ∈ Mg; and
(2) XC ∼= SUC(r), for [C] ∈ Mg.
The main idea in our proof of Theorem 1.1 is to factor each vector space H0(BunSL(r)(C),D
⊗m),
writing it as a direct sum. We then show that each summand of the factorization corresponds
to the global sections of a line bundle on a suitably defined projective variety constructed using
torsion free sheaves (see Proposition 7.3). This is described below in Section 1.2.
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The theory of conformal blocks plays a crucial role in the proof of Theorem 1.2: While indi-
vidual fibers may be composed without them, vector bundles of conformal blocks are used in our
construction of the flat family. The proof of Theorem 1.2, and further applications of Theorem 1.1,
all having to do with conformal blocks, are described below in Section 1.1.
1.1. Applications of Theorem 1.1. Vector bundles of conformal blocks are intrinsic objects
which relate questions about the moduli stack Mg,n on which they are defined, to problems in
representation theory; information on one side tells us something about the other.
We write V(g, ~λ, ℓ) to denote the bundle given by the Lie algebra g for simply connected group
G, the integer ℓ, and the n-tuple ~λ = (λ1, . . . , λn) of dominant integral weights for g at level ℓ (See
Section 9.1 for a definition). We show fibers may be interpreted geometrically in terms of sections
of a line bundle on the stack parameterizing generalized parabolic G-bundles on C:
Theorem 1.3. V(g, ~λ, ℓ)|∗(C;~p)
∼= H0(ParbunG(C, ~p),LG(C, ~p,~λ)).
The line bundle LG(C, ~p,~λ) on ParbunG(C, ~p) is analogous to D on BunG(C, ~p). Theorem 1.3
was proved for smooth curves C [BL94,LS97], and for families of singular stable curves in [BF15],
using a different method. Since our original proof of Theorem 1.3 for a single stable curve, using
factorization, is needed in one of our proofs of Theorem 1.1, we include it here (see Section 9.2).
Vector bundles of conformal blocks give rise to graded sheaves of OMg,n algebras [Fal94, p. 368],
[Man09]. For example, A• =
⊕
m∈Z≥0
V(slr+1,m)
∗, is the algebra of conformal blocks in type A.
To prove Theorem 1.2, we show A• is finitely generated, and set X = Proj(A•). Taking fibers
commutes with Proj, so X[C] = Proj(A
[C]
• ). Flatness and assertion (1) follow from properties of
conformal blocks. For C is smooth, there is a geometric interpretation for V(slr, ℓ)|
∗
C on Mg, as
global sections of θ on SUC(r), giving (2).
In our second application of Theorem 1.1, we show there are geometric interpretations for fibers
V(slr, ℓ)|
∗
C at singular stable curves C ∈ Mg, as global sections of a line bundle on a projective
variety, under certain assumptions:
Theorem 1.4. Given [C] ∈ Mg, and a positive integer r, there exists a projective polarized pair
(XC(r, ℓ),LC (r, ℓ)), and a positive integer ℓ such that
(1)
⊕
m∈Z≥0
V(slr,mℓ)|
∗
[C]
∼=
⊕
m∈Z≥0
H0(XC(r, ℓ),LC (r, ℓ)
⊗m).
We can be more precise about ℓ in some cases:
(1) For general r if C has only nonseparating nodes, ℓ ≥ 1;
(2) For r = 2, ℓ divisible by 2;
(3) For general r, and C with separating nodes, we know such an ℓ exists.
We note that by [BGK15, Theorem 1.1], for V(sl2, 1) onM2 there are points [C] ∈ ∆1 for which
there is no projective polarized pair (XC ,LC) such that Eq 1 holds with ℓ = 1. Theorem 1.4 is
proved assuming Theorems 1.1 and 1.3 and with basic properties of Proj.
As a third application of Theorem 1.1, in Proposition 10.7 we show that the Chern character of
V(slr, ℓ) on Mg is quasi-polynomial in ℓ for sufficiently large ℓ.
1.2. Outline of the proof of Theorem 1.1. We use varieties X (~a), described in Def 5.4, which
compactify isomorphism classes of ~a-semistable vector bundles of rank r on C with trivializable
determinants (Def 3.1). In Proposition 5.1, we show for certain vector bundles G on C of rank m,
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there are line bundles LG on X (~a) (Def 4.4), such that H
0(X (~a),LG) →֒ H
0(BunSL(r)(C),D
⊗m).
These inclusions give way to a map
F :
⊕
{~a,G}
H0(X (~a),LG)→
⊕
m∈Z≥0
H0(BunSL(r)(C),D
⊗m).
We show F is surjective, and the part of the sum needed to prove surjectivity, is finitely generated.
To prove surjectivity, we first show H0(BunSL(r)(C),D
⊗m) can be expressed as a direct sum of
factors from the moduli stack of principal bundles on the normalization of C. Two proofs of this
are given: one using conformal blocks, and a second one which is independent of conformal blocks
(see Lemma 6.4(3)). Second, we argue using pole calculations, that components of the sum are
contained in the image of particular such embeddings. Here we use the crucial fact that that the
direct decomposition H0(BunSL(r)(C),D
⊗m) only features summands of level m.
To prove finite generation of the part of the sum on the left hand side necessary for the map F
to be surjective, we show that for the relevant ~a, the varieties X (~a) are GIT quotients of the same
Thaddeus master space MX0 by different ample linearizations (Def 5.2). Finite generation then
follows from basic arguments (see Section 8).
For related finite generation results for G = SL(2), and SL(3) see [Man12,Man13].
1.3. Modular interpretations and other questions. It is natural to study X = Proj(A•), and
the fibers Proj(AC• ) at singular stable curves C, since A• and A
C
• are finitely generated.
Projective varieties analogous to SUC(r), for stable curves C, constructed using torsion free
sheaves on C, will differ from SUC(r) in fundamental ways. First, there is no known definition of a
determinant of a torsion-free sheaf on a stable curve (see e.g., [Fal96] for a discussion). Second, for
semistability, one needs to choose polarizations on the stable curve, and the resulting spaces depend
upon the choice of polarization, unlike for the smooth case. Moreover, sections of the analogous
line bundles over such moduli spaces are not equal to sections of the determinant of cohomology
line bundle over the stack BunSL(r)(C). In Section 11.2 we outline an approach toward a potential
modular interpretation for an open subset of Proj(AC• ) for C a stable curves with singularities.
We may consider X = Proj(A•) in analogy with the Satake compactification of the variety Ag,
which parametrizes principally polarized Abelian varieties over C of dimension g ≥ 2. Just as with
D on BunSL(r)(C), there is a distinguished ample line bundle L on the stack Ag. Global sections
of L⊗k are Siegel modular forms of weight k, and the section ring of (Ag,L) is finitely generated.
While the original proof used the existence of the Satake compactification as an analytic space
[HC58], finite generation of the section ring of (Ag,L) can be proved (eg. [FC90]), using toroidal
compactifications Ag in a manner reminiscent of our proof of finite generation of (BunSL(r)(C),D):
We use extensions of global sections of LG = π
∗D⊗m to compactifications X (~a), while extensions
of global sections of ωm = π∗(L) over Ag to compactifications Ag can be used in the Satake case.
There is a difference: All global sections extend to any compactification in the Satake case, while
in our case, global sections extend to different compactifications.
By taking Proj
(⊕
k∈Z≥0
H0(Ag,L
⊗k)
)
, one obtains the Satake (or Baily-Borel) compactification
A⋆g (eg. [Sat60, FC90]). While no clear modular interpretation is known, much has been learned
about A⋆g. For instance, A
⋆
g is considered the smallest known compactification of Ag: There are
canonical morphisms π : Ag → A
⋆
g from all (smooth) toroidal compactifications Ag of Ag (eg.
[FC90, Theorem 2.3]). It would be interesting to know how X and A⋆g compare more generally.
It is natural to ask if Theorems 1.1 and 1.2 generalize to arbitrary simple groups G (and para-
bolic analogues with marked points), and whether Theorem 1.1 holds for all singular curves. We
also wonder if finite generation holds for higher dimensional varieties: For example, for a smooth
projective surface Z, the moduli-stack of G = SL(r) bundles, denoted BunG(Z), again carries a
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determinant of cohomology line bundle D. It makes sense to ask (at least for special types of
surfaces) whether the section ring of (BunG(Z),D) is finitely generated.
2. Two basic line bundles
Here we define two line bundles: the determinant of cohomology line bundle (Def 2.2), and T (A),
(Def 2.6), basic to all of our constructions. The latter gives the projective embedding of the locus
which is used to construct moduli spaces X (~a) described in the introduction (Def 5.4). This locus
lies in a particular Quot scheme, also introduced here (Def 2.5).
2.1. The determinant of cohomology line bundle. Following [Fal93], we describe the deter-
minant of cohomology of a vector bundle on a curve.
Definition 2.1. For any vector bundle E on a curve C, the determinant of cohomology of E on C
is the one dimensional vector space given by
(2) D(C, E) =
(
ΛmaxH0
(
C, E
))∗
⊗
(
ΛmaxH1
(
C, E
))
.
BunG(C) is the smooth algebraic stack whose fiber over a scheme T is the groupoid of principal
G-bundles on C × T [Wan, Thms 1.0.1 and 6.0.18]. Following [LS97], we define the determinant of
cohomology line bundle on BunG(C).
Definition 2.2. Let ρ : G → Gl(V ) be a representation of G. If E is a family of G-bundles on
C parameterized by a scheme T , then given a point t ∈ T , one has that Et is a G-bundle on C,
and one can form a vector bundle Et(V ) on C by taking the contracted product Et(V ) = Et ×G V .
The determinant of cohomology line bundle DE(V ) is the line bundle on T whose fiber over a point
t ∈ T is the line D(C, Et(V )), described in Def 2.1.
The determinant of cohomology bundle on BunSL(r)(C) associated to any representation is a
tensor power of that associated to the standard representation. This reduces easily, by passing to
the normalization using the method of Eq (32) to the case for smooth curves, and the smooth case
can proved using [DN89,LS97]. Similar statements for other groups appear in [LS97].
2.2. The Quot Scheme and T (A). Given an ample line bundle L on X0, we write PL(E ,m) to
denote the Hilbert polynomial of a coherent sheaf E on X0 with respect to L. When clear from the
context, we drop the subscript L, writing P(E ,m), or simply P.
Definition 2.3. A coherent sheaf E on a curve X0 is torsion free if it satisfies either of the following
equivalent conditions:
(1) E has depth one at any closed point;
(2) E is pure of dimension one: the dimension of support of any non-zero subsheaf of E is one.
Definition 2.4. A quasi-coherent sheaf E on a family of curves X → T is relatively torsion free if
is flat of finite presentation, and torsion free when restricted to any fiber.
Definition 2.5. Given an ample line bundle L on X0, let V be a fixed vector space of dimension
h0(X0,O
⊕r
X0
⊗L). By QuotX0(V ⊗L
−1,P) we mean the component of the Quot scheme consisting of
quotients [V ⊗L−1 ։ E ] on X0 such that PL(E ,m) = PL(O
⊕r
X0
,m) = P. Let QuotX0(V ⊗L
−1,P, 1)
be the closure in QuotX0(V ⊗ L
−1,P) of the set of points [V ⊗ L−1 ։ E ] in QuotX0(V ⊗ L
−1,P)
such that E is torsion free (cf. the discussion before Lemma 1.17 in [Sim94]).
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Recall Grothendieck’s embedding: Let L and A be ample line bundles on X0. There is an integer
N such that for all m ≥ N , there is a natural GL(V )-equivariant embedding
(3) ψm : QuotX0(V ⊗ L
−1,P, 1)→ Grassquot(V ⊗W,ρ), W = H0(X0,A
m),
where (
V ⊗ L−1 ։ E
)
7→
(
V ⊗H0(X0,A
m)։ H0(X0, E ⊗ L⊗A
m)
)
.
Definition 2.6. Let T (A) be the line bundle on QuotX0(V ⊗ L
−1,P, 1) obtained as the pull back
of the ample line bundle OGrassquot(V⊗W,ρ)(1) under the map ψm given in Eq (3). We do not wish
to complicate the notation further by expressing the dependence of T (A) on m: Instead we will
assume that A has been replaced by Am, so that m = 1. We will use the GL(V ) linearization on
T (A) coming from the PGL(V ) linearization on OGrassquot(V⊗W,ρ)(1) (strictly speaking we need to
take a tensor power for the PGL(V )-linearization).
3. Notions of semi-stability
In Def 5.4 we describe varieties X (~a), constructed as GIT quotients of ~a-semistable torsion free
sheaves on X0 using a linearization given by the line bundle T (A). In this section we generalize the
standard notion of ~a-semistable torsion free sheaves on X0 to allow for some negative weights, as
long as
∑
i ai > 0 (see Section 3.2). We also describe the correspondence between slope-semistability
weights ~α for the line bundle T (A), defined in Section 2, and the semistability weights ~a.
3.1. ~a-semistable torsion free sheaves on X0.
Definition 3.1. Suppose that X0 is a stable curve with irreducible components {X0,i}i∈I . Let E be
a torsion free sheaf on X0. We will use the following notation.
(1) If ri = rki(E) = rk(E|X0,i), then (ri)i∈I is the multi-rank of E, and E will be said to have
uniform multi-rank if r = ri for all i ∈ I.
(2) If di = degi(E) = deg(E|X0,i), then (di)i∈I is the multi-degree of E.
(3) Let ~a = (ai)i∈I be positive rational numbers. Suppose E has multi-rank (ri)i∈I . The ~a-slope
of E is
µ~a(E) =
χ(X0, E)∑
i∈I riai
.
(4) We say that a sheaf E on X0 is ~a- semistable (respectively ~a-stable) if for every nonzero
proper subsheaf F ⊂ E, one has
(4) µ~a(F) ≤ µ~a(E) (respectively µ~a(F) < µ~a(E)).
We have found it useful to generalize Def (4) above, which is due to Seshadri [Ses82], to allow for
the possibility that some weights ai can be negative or zero. To do so, we write the semistability
inequality in Eq (4) as follows:
(5) χ(X0,F) ≤ µ~a(E) ·
∑
airi(F).
Setting γi = aiµ~a(E), we can rewrite the inequality as
χ(X0,F) ≤
∑
γiri(F),
and we note that this inequality holds as an equality for F = E . The following generalization, given
in Def 3.2 is therefore natural.
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Definition 3.2. Suppose we are given real numbers ~γ = {γi}i∈I , where the γi may possibly be
negative or zero. Assume further that
(6) χ(X0, E) =
∑
γiri(E).
We say that E is ~γ-linearly semistable if for any subsheaf F ⊆ E, the following inequality
(7) χ(X0,F) ≤
∑
γiri(F)
holds.
3.2. We next explain why it is natural, in Seshadri’s definition of semistability given in Def 3.1(4),
if E has uniform rank, to allow some weights ai to be negative, as long as
∑
i ai 6= 0. In particular,
we will show that in case E has uniform rank, then modulo tensoring with line bundles, the new
notion of semistability is equivalent to the original definition of semi-stability.
If γi > 0 for all i, then we can write Eq (7) as
(8)
χ(X0,F)∑
γiri(F)
≤ 1 =
χ(X0, E)∑
γiri(E)
.
If γi < 0 for all i, let δi = −γi and write Eq (7) as
(9)
χ(X0,F)∑
δiri(F)
≤ −1 =
χ(X0, E)∑
δiri(E)
.
So in these two cases we recover Seshadri’s definition of semistability. For the other cases, if L
a line bundle on X0, consider the formula [Ses82, Corollary 8, page 152]:
(10) χ(X0,F ⊗ L) = χ(X0,F) +
∑
i
degi(L)ri(F).
This gives that Eq (7) is equivalent to, with F ′ = F ⊗ L ⊂ E ′ = E ⊗ L,
(11) χ(X0,F
′) ≤
∑
i
(γi + degi(L))ri(F) =
∑
τiri(F
′), τi = γi + degi(L),
with Eq (7) holding as an equality for F ′ = E ′. Here we have used ri(F) = ri(F
′). Therefore, E ⊗L
is ~τ -linearly semistable if and only if E is ~γ-linearly semistable.
But τi > 0 if L is sufficiently ample, and therefore up to tensoring with line bundles, the new
notion of semistability is equivalent to the original (Seshadri) one.Therefore,
Remark 3.3. We will always write Seshadri’s notion of semistability using inequality (5) for vector
bundles E of uniform rank, and generalize this definition to allow some ai to be negative or zero,
and
∑
ai 6= 0.
3.3. Correlation between semistability weights ~a, and slope-semistability weights ~α.
Definition 3.4. Let ~a = {ai}i∈I , and
∑
i∈I ai > 0, and let L be an ample line bundle on X0. Set
~α = {αi}i∈I , where
(12) αi = α
(
degi(L)−
ai(g − 1)∑
i∈I ai
)
,
and let A be the line bundle on X0 with degree αi = degi(A) on X0,i. Here α is a suitable very
divisible integer (so that αi is an integer). The line bundles A are well defined up to scale. We will
always work in situations where degi(A) > 0 for all i, and hence A is ample.
This choice of weights ~α is the following, an immediate consequence of Eq (10):
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Lemma 3.5. Let E be a torsion free sheaf on X0 with Hilbert polynomial with respect to L:
χ(X0, E ⊗ L
m) = χ(X0,O
⊕r ⊗ Lm) = rχ(X0,L
m).
The following are equivalent,
(1) E is ~a- semistable (i.e., inequality (5) holds for all F ⊆ E, see Remark 3.3);
(2) E ⊗ L is ~α- semistable; for weights given by αi = degi(A).
Remark 3.6. We will work in situations where the absolute values of ai∑ ai are bounded above.
(1) For A as in Def 3.4, summing Eq (12) over i, we get
deg(A) = α(deg(L)− (g − 1)) =
α
r
χ(X0, E ⊗ L).
(2) If degi(L) are sufficiently large (which we will assume), then degi(A) > 0.
(3) Writing ci =
degi(A)
deg(A) , and noting that
∑
ci = 1, Eq (12) implies:
deg(L)(ci −
degi(L)
deg(L)
) = (g − 1)(ci −
ai∑
ai
).
Hence, |(ci −
degi(L)
deg(L) )| <
E
deg(L) for a constant E. Therefore the weights ci are very close to
the weights determined by L, when deg(L) is large.
4. The semistability locus Q0X0 for T (A), and line bundle identities on Q
0
X0
In this section we define a locus Q0X0 , and show that all points semistable for T (A) are in Q
0
X0
(see Remark 4.10). We also introduce line bundles LG, and we describe relationships between T (A)
and D with LG on the locus Q
0
X0 .
4.1. Notation.
Definition 4.1. Let Q0X0 be the open set of points [V ⊗ L
−1 → E ] ∈ QuotX0(V ⊗ L
−1,P, 1) such
that
(1) E is torsion free; and
(2) the map V → H0(X0, E ⊗ L) is an isomorphism; in particular h
1(X0, E ⊗ L) = 0.
As mentioned in the introduction, throughout this work, while discussing singular stable curves,
we use the notation X0, and for their normalization, we write ν : X → X0. The set of irreducible
components of X0 is denoted {X0,i}i∈I , while the set of irreducible components of X is expressed
as {Xi}i∈I . In particular νi = ν|Xi : Xi → X0,i is the normalization, for each i ∈ I. Choose smooth
points pi on irreducible components X0,i of X0. Henceforth we will assume that A = O(
∑
αipi)
and L = O(
∑
βipi) for suitable αi and βi.
Definition 4.2. Let G = G~a be a vector bundle on X0 of rank r(G) = r deg(A) obtained as a direct
sum of line bundles of form O(
∑
γipi) such that
degi(G)
rk(G)
=
ai(g − 1)∑
ai
.
Definition 4.3. Let ℵ(X0) denote the moduli stack of torsion free sheaves on X0.
Definition 4.4. For G a vector bundle on X0, let LG be a line bundle on ℵ(X0), whose fiber at E
is the determinant of cohomology D(X0, E ⊗ G).
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4.2. The relationships between LG, T (A) and D on Q
0
X0.
Lemma 4.5. There is an identity of T (A) and D, as GL(V ) linearized line bundles, which at fibers
over points x = [V ⊗ L−1 ։ E ] ∈ Q0L(r), is given by
(13) T (A)|χ(X0,E⊗L)x
∼= (D(X0, E ⊗ L ⊗A)
∗)−χ(X0,E⊗L) ⊗D(X0, E ⊗ L)
χ(X0,E⊗L⊗A).
Proof. There is an isomorphism
T (A)|x → det(H
0(X0, E ⊗ L ⊗A)) = (D(X0, E ⊗ L ⊗A))
∗.
This map is not GL(V ) equivariant, but is equivariant for PGL(V ): A scalar matrix t ∈ GL(V )
acts trivially on the left hand side, but acts by t raised to χ(X0, E ⊗M) on the right hand side.
Let S be the constant line bundle on QuotL(r), but with t ∈ G acting like inverse of how it does
on det(V ). Therefore, for x ∈ Q0L(r), we have
T (A)|x = (D(X0, E ⊗ L ⊗A))
∗ ⊗ Sχ(X0,E⊗L⊗A).
However on Q0X0 , we have that H
0(X0, E⊗L) is trivial (compatibly with PGL(V )) but λ ∈ GL(V )
acts on the right hand side by t raised to −χ(X0, E ⊗ L ⊗ A). Therefore we obtain canonical
isomorphisms on Q0X0 :
T (A)|x = (D(X0, E ⊗ L ⊗A))
∗ ⊗D(X0, E ⊗ L)
χ(X0,E⊗L⊗A)
χ(X0,E⊗L) .

Lemma 4.6. The restriction of LG on ℵr(X0) to BunSL(r)(X0) is D
ℓ, where ℓ = rk(G).
Proof. This follows from a repeated use of Lemma 4.7. 
Lemma 4.7. Let E be a torsion free sheaf on X0, and p ∈ X0 a smooth point. Then
D(X0, E ⊗ O(p)) = D(X0, E)⊗ det(Ep)
∗.
Proof. There is an exact sequence
0→ E → E ⊗O(p)→ Ep → 0,
since E is a vector bundle in a neighborhood of p. 
Lemma 4.8. For x = [V ⊗ L−1 ։ E ] ∈ Q0L(r),
T (A)|χ(X0,E⊗L)x = D(X0, E ⊗ G)
as line bundles with GL(V ) linearizations.
Proof. Note that by (12) and Remark 3.6(1),
degi(G)
rk(G)
= degi(L)−
degi(A)
deg(A)
· χ(X0,L).
Then, using Eq 13, and Lemma 4.7 repeatedly, we obtain the result claimed. 
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4.3. All semistable points for T (A) are in Q0X0. In Proposition 4.11 we will show that with
regard to understanding T (A), the set QuotX0(V ⊗L
−1,P, 1)\Q0X0 is rather wild from a geometric
point of view, and we would therefore want to restrict our study to the sublocus Q0X0 . The section
rings over Q0X0 and QuotX0(V ⊗L
−1,P, 1) (actually of normalizations of certain closed subsets, see
Lemma 8.3) coincide because of the following lemma, attributed to Seshadri, and Proposition 4.11.
Lemma 4.9. [NR93, Lemma 4.15] Let M be a projective scheme on which a reductive group G acts.
Let N an ample line bundle linearizing the G action, and M ss the open subscheme of semistable
points. Let W be an open G-invariant (irreducible) normal subscheme of M containing M ss. Then
H0(M ss,N )G = H0(W,N )G.
In particular, we may take W =M , if M is normal.
Remark 4.10. The following result is valid after replacing an initial choice L0 of L by a suitable
LN . Note that changing L also changes the line bundles A.
Proposition 4.11. If x = [V ⊗L−1 ։ E ] ∈ QuotX0(V ⊗L
−1,P, 1) \Q0X0 , then x is not semistable
for T (A).
Our goal is Lemma 8.3, for which we need a number of results, relying upon the work of [Sim94].
There are three possible reasons for x not to be in Q0X0 :
(A) E is torsion free but the map V → H0(X0, E ⊗ L) is not injective.
(B) E is torsion free and the vector space H0(X0, E ⊗ L) has dimension greater than the Euler
characteristic, and hence V → H0(X0, E ⊗ L) is not surjective, but injective.
(C) The sheaf E is not torsion free.
Lemma 4.12. [Sim94, Proposition 1.14] A quotient V ⊗W → U → 0 is semistable (for the action
of GL(V ) if and only if for every H ⊆ V , the image Im(H ⊗W ) of H ⊗W in U is not zero, and
(14)
dimH
dim Im(H ⊗W )
≤
dimV
dimU
.
Definition 4.13. Let X0 be a nodal curve with irreducible components {X0,i}i∈I and A a line
bundle on X0. For a sheaf F on X0, we set
rA(F) =
∑
i
ri(F) degi(A),
where ri(F) = rk(F|X0,i), and degi(A) = deg(A|X0,i).
Lemma 4.14. There exists a number N0 = N0(A,L) so that for m ≥ N0, if x = [V ⊗ L
−1 →
E ] ∈ QuotL,P,1(r) which is T (A
m)-semi-stable, then the following property holds: For any non-zero
subspace H ⊆ V , let F ⊂ E the subsheaf generated by H ⊗ L−1. Then, rA(F) > 0 and
(15)
dimH
rA(F)
≤
dimV
rA(E)
.
Proof. Assume rA(F) = 0 or that Eq (15) fails, and hence
(16)
dimH
rA(F)
>
dimV
rA(E)
.
Let K be the kernel of H ⊗ L−1 → F . We therefore have an exact sequence
0→ K → H ⊗ L−1 → F → 0.
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Since the set of H is bounded, tensoring by Am = L ⊗A
m for large enough m, we can assume
H1(X0,K ⊗Am) = H
1(X0,F ⊗Am) = 0,
for all H. It follows that Im(H ⊗ W ) in Lemma 4.12 equals H0(X0,F ⊗ Am). Therefore the
inequality given in Eq (14) (since x is semistable for T (Am)) implies the inequality
(17)
dimH
χ(X0,F ⊗Am)
≤
dimV
χ(X0, E ⊗ Am)
.
Here we have used that χ(X0, E ⊗Am) = dimW . But
χ(X0,F ⊗Am) = χ(X0,F ⊗ L) +m
∑
i
ri(F) degi(A) = χ(X0,F ⊗ L) +mrA(F).
Similarly
χ(X0, E ⊗Am) = χ(X0, E ⊗ L) +mrA(E)
and therefore Eq (17) becomes
(18)
dimH
χ(X0,F ⊗L) +mrA(F)
≤
dimV
χ(X0, E ⊗ L) +mrA(E)
.
It is easy to see that Eq (16) and Eq (18) contradict each other for m large. 
Corollary 4.15. Assume x = [V ⊗L−1 → E ] ∈ QuotL,P,1(r) which is semi-stable for T (A
m), with
m ≥ N0 and E → F a quotient. Let J be the image of V → H
0(X0,L ⊗ F) then
dim(J)
rA(F)
≥
dimV
rA(E)
.
We will replace A by Am with a m ≥ N0.
4.3.1. Treating reason (A).
Lemma 4.16. Suppose x = [V ⊗ L−1 → E ] ∈ QuotL(r) is such that V → H
0(X0, E ⊗ L) is not
injective. If H is the kernel of V → H0(X0, E ⊗ L), the semistability inequality for H fails.
Proof. By hypothesis, H = Ker(V → H0(X0, E ⊗ L)) is nontrivial. This means, considering the
surjection V ⊗ OX → E ⊗ L, the restriction H ⊗ OX → E ⊗ L is the zero map. In other words,
H ⊗ L−1 → E is the zero map. Tensoring with Am = L ⊗ A
m and taking global sections, we get
maps
H ⊗W → V ⊗W → H0(X0, E ⊗ Am) = U,
such that the image of H ⊗W in U is zero. This means, by Lemma 4.14, that ˜˜x is not semistable
in GrQuot(V ⊗W ), which implies that x is not semistable in QuotL(r). 
4.3.2. An important estimate to treat cases (B) and (C). If E belongs to an bounded set (specified
a priori), we can assume that H1(E ⊗L) = 0 (replacing L by Lm, and rescaling A after that). This
will rule out (B).
We will fix an initial value of L, say L0. The slope of a sheaf F (always with respect to the
polarization L0 below) is
(19) µ(F) = µ(F ,L0) =
χ(X0,F)
rL0(F)
.
We will use the theory of Harder-Narasimhan filtrations (see e.g., [Sim94]), always with respect to
the fixed L0.
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Now assume that E is a sheaf (with Hilbert polynomial rχ(L0)) which has a Harder -Narasimhan
quotient of slope µ < µ0 (the complement is bounded). We will specify µ0 at the very end of this
argument.
Therefore from a semi-stable quotient E → F , and µ(F ,L0) < µ0, we will need to produce a
subspace H ⊂ V which contradicts the T (A) semistability of x.
Lemma 4.17. There is a constant ϑ, depending only r and the bounds we have assumed for the
absolute values of ai∑ ai , with the following property: Let F be a quotient of E where x = [V ⊗L
−1 →
E ] ∈ QuotL(r) , and such that
(20) H0(X0,F ⊗ L)−
∑
ri(F) degi(L) < ϑ.
Here E is allowed to have torsion, a case that is used in (C). The kernel H of the (composite) map
V → H0(X0, E ⊗ L) → H
0(X0,F ⊗ L) contradicts semistability of the point x for the polarization
T (A).
Proof. Assume, by way of contradiction, that x is semistable for the polarization given by T (A).
Now let J be the image of the map V → Hom(L−1,F), therefore dim J ≤ H0(X0,F ⊗L). However
by Corollary 4.15 (see also [Sim94, Remark after Lemma 1.16])
(21) dim J ≥
r(1− g) + deg(L)r
r
∑
bi
(
∑
biri(F)) = ((1 − g) + deg(L))(
∑ bi∑
bi
ri(F))
where bi = degi(A). Now let ci =
bi∑
bi
= degi(A)deg(A) . We therefore get
H0(X0,F ⊗ L) ≥ ((1− g) + deg(L))(
∑
ciri(F))
and hence
(22) H0(X0,F ⊗ L)−
∑
ri(F) degi(L) ≥ (1− g)
∑
ciri(F) + deg(L)
∑
(ci −
degi(L)
deg(L)
)ri(F).
The term (1− g)
∑
ciri(F) is bounded below. Therefore we need to bound the remaining terms.
By Remark 3.6, |(ci −
degi(L)
deg(L) )| <
E
deg(L) , and hence the second term on the right in Eq (22) is also
bounded below.

Lemma 4.18. There is an integer β which depends only on integer s such that if F is any torsion-
free sheaf on X0, which satisfies
• F is semistable for the polarization given by L0.
• rL0(F) = s,
then for any integer m ≥ 0
H0(X0,F ⊗ L
⊗m
0 )−m
∑
ri(F) degi(L0) ≤ (µ(F) + β)
∑
ri(F) degi(L0),
where µ(F) = µ(F ,L0) is given by Eq (19).
Proof. See [Sim94, Corollary 1.7]. 
If F is a quotient of a sheaf E of a fixed L0 rank r0, then the possible ranks of F is a finite set.
Therefore we can assume that we can choose a β-uniformly for such ranks in Lemma. Find a µ0
such that (µ0 + β)rL0(E) < ϑ (ϑ as specified in Lemma 4.17). Then we can handle case (B) as
follows: We only need to consider the case E has a Harder-Narasimhan quotient F of slope < µ0.
The LHS of (20) is ≤ (µ0 + β)rL0(F) < ϑ, therefore Lemma 4.17 produces a canonical witness to
the non-semistability of x.
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4.3.3. Treating reason (C). Suppose x = [V ⊗ L−1 → E ] ∈ QuotL(r) is such that E is not torsion
free. Let C ⊂ E be the torsion subsheaf. By [Sim94, Lemma 1.17] we can find a torsion free E ′ of
the same Hilbert polynomial as E with respect to L so that there is an inclusion
0→ E/C → E ′.
4.3.4. If all Harder-Narasimhan quotients of E ′ (with respect to L) have slopes > µ0. In this case
we know that H1(X0, E
′ ⊗ L) = 0 and E ′ ⊗ L is generated by global sections.
But global sections of (E/C ⊗ L)m sit inside H0(X0, E
′ ⊗ Lm). Therefore define the following
quotient of E : F = E/C, and obtain H0(X0,F ⊗ L) ≤ χ(X0, E ⊗ L).
If x is semistable for T (A), by Corollary 4.15 (also the remark following Lemma 1.16 in [Sim94]),
we would have H0(X0,F ⊗L) ≥ dimJ ≥ χ(X0, E ⊗ L) Therefore H
0(X0,F ⊗L)→ H
0(X0, E
′ ⊗L)
is an isomorphism. But E ′ ⊗ L is globally generated. This gives C = 0.
4.3.5. If the smallest Harder-Narasimhan quotient of E ′ (with respect to L) has slopes ≤ µ0. Let
E ′ → F ′ be the corresponding quotient. Let F ⊆ F ′ be the image of E . Therefore F is a quotient
of E . Now,
H0(X0,F
′ ⊗ L)−
∑
ri(F
′) degi(L) < ϑ
(note L = Lm0 ) for the same reasons as before. But H
0(X0,F ⊗L) ≤ H
0(X0,F
′ ⊗L) and ri(F
′) =
ri(F), therefore
H0(X0,F ⊗ L)−
∑
ri(F) degi(L) < ϑ
and using Lemma 4.17, we reach a contradiction.
5. Definition of the map F and varieties X (~a)
Here, in Proposition 5.1, we establish the inclusion which leads to the map F discussed in the
introduction, which we show in Section 7 is surjective. We also define the varieties X (~a).
For this section assume that we are given weights ~a, a vector bundle G = G~a on X0 with rank
m = r deg(A), and (see Def 4.2)
degi(G)
rk(G)
=
ai(g − 1)∑
ai
.
Proposition 5.1. Let D be the determinant of cohomology line bundle on BunSL(r)(X0) associated
to the standard representation of SL(r). Then, there is a natural inclusion
(23) H0(X (~a),LG) →֒ H
0(BunSL(r)(X0),D
⊗m).
In particular, there is a map
F :
⊕
(~a,G)
H0(X (~a),LG)→
⊕
m∈Z≥0
H0(BunSL(r)(X0),D
⊗m).
5.1. Notation and basic results. To prove Proposition 5.1 we will refer to a number of stacks,
some of which are pictured in the following diagram:
QdetX0
//

M0X0
BunSL(r)(X0)
φ
// βX0 ,
and defined below:
Definition 5.2. • QLFX0 , the set of points [V ⊗ L
−1 → E ] ∈ Q0X0 , and E locally free;
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• QdetX0 , the set of points [V ⊗ L
−1 → E ] ∈ QLFX0 such that det(E) is trivializable;
• Q
det
X0 , the closure of Q
det
X0 in QuotX0(V ⊗ L
−1,P, 1);
• MX0 , the normalization of Q
det
X0 ;
• M0X0 , the inverse image in MX0 of Q
0
X0 ; and
• βX0 is the moduli stack of vector bundles with trivializable determinant on X0, (For any T
we consider vector bundles E on X0× T , such that Zariski locally on T , the determinant of
E is the pull back of a line bundle from T .)
Here we note that the Picard variety of X0 is a separated scheme (disjoint union of open quasi-
projective subschemes), see e.g., [Kle05, Corollary 4.18.3]. This makes the locus of vector bundles
with trivializable determinant a closed condition in families.
Remark 5.3. Recall that we refer to the restriction of T (A) to QdetX0 as T (A). We also refer to it’s
pullback to MX0 along the normalization map as T (A).
Definition 5.4. We define X (~a) to be the GIT quotient
X (~a) ∼=MX0 / T (A) PGL(V ).
Lemma 5.5. (a) QLFX0 is a smooth variety.
(b) QdetX0 is a smooth variety, and is open in MX0 .
Proof. Recall that for x = [V ⊗ L−1 ։ E ] ∈ QuotL,P,1(L), one has that the tangent space
Tx(QuotL,P,1(L)) = Hom(K, E), where K = ker(V ⊗ L
−1
։ E). We have
0→ K → V ⊗ L−1 ։ E → 0.
Now pick a point x = [V ⊗ L−1 ։ E ] in QLFX0 . The kernel K is locally free since both V ⊗ L
−1
and E are vector bundles. We have the induced short exact sequence of sheaves:
(24) 0→Hom(E , E)→Hom(V ⊗ L−1, E)։ Hom(K, E)→ 0.
Since x ∈ QLFX0 ⊂ Q
0
X0 , we have V
∼=
→ H0(X0, E ⊗ L), and hence H
1(X0, E ⊗ L) = 0. This gives that
H1(X0,Hom(V ⊗ L
−1, E)) = 0. By (24), H1(X0,Hom(K, E)) = 0, and hence x is a smooth point
of QLFX0 . This proves (a).
Consider the map QLFX0 → Jac(X0), given by taking x = [V ⊗L
−1
։ E ] to det(E). We will show
that the induced map on tangent spaces Tx(Q
LF
X0)→ Tdet(E)(Jac(X0)) is surjective.
By (24),
Tx(Q
LF
X0) = H
0(X0,Hom(K, E)) → H
1(X0,Hom(E , E)),
is surjective. Now, composing with the (split) trace map to H1(X0,Hom(det(E),det(E))) gives (b).

Lemma 5.6. H0(M0X0 ,LG)
GL(V ) →֒ H0(βX0 ,LG).
Proof. First note that QdetX0 ⊂ Q
0
X0 . Moreover, by Lemma 5.5, Q
det
X0
is smooth, and so the inverse
image of QdetX0 in the normalization MX0 of Q
det
X0 is isomorphic to Q
det
X0
. This gives an inclusion
QdetX0 →֒ M
0
X0 .
We may therefore restrict sections of LG on M
0
X0
to QdetX0 , to get a map:
H0(M0X0 ,LG)
GL(V ) →֒ H0(QdetX0 ,LG)
GL(V ).
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Let β0(X0) be the moduli stack parameterizing vector bundles E on X0 with trivializable deter-
minant, such that H1(X0, E ⊗ L) = 0 and E ⊗ L is globally generated. In particular, β
0(X0) ∼=
QdetX0/GL(V ), and β
0(X0) ⊂ βX0 . We can assume that our line bundle L is sufficiently ample to
have the codimension of the complement of β0(X0) in β(X0) to be at least two, and therefore:
H0(QdetX0 ,LG)
GL(V ) = H0(β0(X0),LG) = H
0(βX0 ,LG).

Lemma 5.7. Let G be a vector bundle on X0 with the property that if E is any vector bundle on
X0 with trivializable determinant, then χ(X0, E ⊗ G) = 0. Then. φ
∗LG = D
⊗ℓ, ℓ = rkG, and the
pull back map
H0(βX0 ,LG)→ H
0(BunSL(r)(X0),D
⊗ℓ)
is an isomorphism.
Proof. For the assertion about φ∗LG , use Lemma 4.7.
Now, BunSL(r)(X0) is the moduli stack of pairs (E , θ) where E is a vector bundle of rank r and
ϑ : ∧rE
∼
→ OX0 is a trivialization of the determinant of E . Therefore there is a natural surjective
(on points) map BunSL(r)(X0)→ βX0 . This gives the map in the statement of the lemma. For the
surjection given a vector bundle E with trivializable determinant, the trivialization ϑ is unique up
to the action of C∗. Now C∗ acts trivially on the determinant of cohomology of E ⊗ G and hence
we get the same element of determinant of cohomology of E ⊗ G independently of the choice of ϑ.
This argument works in families as well, and hence the lemma is proved. 
5.2. Proof of Proposition 5.1.
Proof. Given ~a, and L an ample line bundle on X0, we let A be an ample line bundle on X0 as
described in Def 3.4. Let T (A) on M0X0 be the pull back of LG from the moduli-stack of torsion
free sheaves, defined in Section 3.3. By Proposition 4.11, M0X0 contains M
ss
X0
. We denote the
restriction of T (A) to MssX0 by T (A), and recall that X (~a) is the GIT quotient
X (~a) ∼=MX0 / T (A) PGL(V ) =M
ss
X0/PGL(V ).
The variety X (~a) maps to the GIT quotient QuotL,P,1(L) / T (A) PGL(V ). On the latter space, a
multiple of LG will descend (this amounts to replacing A by a multiple), and we will denote by LG
the pull back to X (~a). Then
H0(X (~a),LG) = H
0(Mss(L)/PGL(V ),LG) = H
0(MssX0 , T (A))
GL(V).
We recall thatM0X0 is the inverse image inMX0 of Q
0
L(r), soM
0
X0
is an open, irreducible, normal
subvariety, So by Lemma 4.9, one has H0(MssX0 , T (A))
GL(V) = H0(M0X0 , T (A))
GL(V). Finally, by
Lemmas 5.6 and 5.7, one has H0(M0X0 , T (A))
GL(V) →֒ H0(βX0 , T (A))
∼=
→ H0(BunSL(r)(X0), φ
∗LG).

5.3. The GIT quotient X (~a) maps to the GIT quotient of QuotX0(V ⊗L
−1,P) by GL(V ) for the
linearization T (A). It can be shown, using [Sim94], that the latter is the same as the moduli space
of semistable torsion free sheaves for the weights ~a. We omit the proof since it does not play a
role in our assertions, although it does give a heuristic as to how one may consider X (~a) as the
compactified moduli space of vector bundles with trivial determinant using the polarization ~a.
We indicate why a point x = [V ⊗L−1 ։ E ] ∈ QuotX0(V ⊗L
−1,P) semistable for the linearization
T (A) is semistable for the weights ~a. Assume the contrary, We can assume that the set of E is
a priori bounded (see Section 4.3.2, here we look at the worst quotient of E for the polarization
L0). Now we may pick contradictors of semistability which remain bounded. We can assume that
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such F ⊂ E are generated by global sections after tensoring with L (and h1(X0,F ⊗ L) = 0). Let
H = H0(X0,F ⊗ L) ⊂ V = H
0(X0, E ⊗ L). Apply inequality (15) to get an inequality resulting
from the semistability of x. By Lemma 3.5, we obtain a contradicting inequality since F⊗L should
contradict the ~α-semistability (αi = degAi) of E ⊗L (since F contradicts the ~a semistability of E).
6. A factorization assertion
In this section we prove that H0
(
ParbunG(X0, ~p),LG(X0, ~p)
⊗m
)
is a direct sum
(25) H0
(
ParbunG(X0, ~p),LG(X0, ~p)
⊗m
)
∼=
⊕
λ
H0
(
ParbunG(X, ~p),Dm,λ
)
,
where X is the normalization of X0. The line bundles Dm,λ and weights λ are precisely described in
Lemma 6.4, after sufficient notation is given. The arguments used here are inspired by [Fal94, Proof
of Theorem 2.4] and [Tel98, Page 41].
6.1. Notation. Let X0 be a reduced curve with at worst ordinary double points defined over an
algebraically closed field, and let ν : X −→ X0 be its normalization. The curve X, which may have
more than one component, is smooth, and given any set of smooth marked points ~p = {p1, . . . , pn} on
X0 we put ~p = {ν−1(p1), . . . , ν−1(pn)}. We denote the set of nodes ofX0 by S, and ν−1(s) = {sa, sb}
for s ∈ S. Let ~λ = (λ1, . . . , λn) is an n-tuple of dominant integral weights for g at level ℓ. Let
ParbunG(X0, ~p) denote the moduli stack parameterizing tuples (E , γ1, . . . , γn) where E is a principal
G-bundle over X0, and γi ∈ Epi/B. Here B is a fixed Borel subgroup of G. Let
p : ParbunG(X0, ~p)→ ParbunG(X, ~p),
be the representable morphism of stacks given by pullback along ν. For each irreducible component
Xi of X one has
gi : ParbunG(X, ~p) −→ ParbunG(Xi, ~p(Xi)),
given by restriction to Xi, and where ~p(Xi) denotes the set of marked points {pj ∈ Xi}. If X is
irreducible, gi = g1 = id.
Definition 6.1. (1) LG(X, ~p) :=
⊗
i∈I g
⋆
i (LG(Xi, ~p(Xi))), where the LG(Xi, ~p(Xi)) are the line
bundles from [LS97, Theorem, p 499] given on ParbunG(Xi, ~p(Xi)), associated to the level
ℓ and those weights λi at the points on the component Xi.
(2) LG(X0, ~p) := p
∗LG(X, ~p).
(3) For G = SL(r) and no marked points,
LG(X, ~p) = D
⊗ℓ, and p∗(D⊗ℓ) = D⊗ℓ,
see Eq (32).
Definition 6.2. Let E be the universal bundle over ParbunG(X, ~p), and for x ∈ X, let Ex be the
induced principal G-bundle over ParbunG(X, ~p). Given a weight λ, and its associated irreducible
representations Vλ, we let
(26) Exλ = Ex ×G Vλ,
denote the corresponding vector bundle over ParbunG(X, ~p).
Remark 6.3. In the proofs of Lemmas 6.4, and 7.9, and in Construction 1, we use the algebraic
Peter-Weyl Theorem [TY05, Theorem 27.3.9], which says⊕
λ
V ∗λ ⊗k Vλ
∼= OG(G), v
∗
λ ⊗ vλ 7→ fv∗λ⊗vλ ,
where fv∗λ⊗vλ(g) = v
∗
λ(g · vλ).
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6.2. The precise statement and proof.
Lemma 6.4. For p : ParbunG(X0, ~p) −→ ParbunG(X, ~p), given by pulling back along the normal-
ization ν : X → X0,
(1)
p∗(O) =
⊕
λ
(⊗
s∈S
E
sa
λsa
⊗ Esbλsb
)
.
Here λ ranges over all assignments x 7→ λx, where x ∈ ν
−1(S), λx is a dominant integral
weight, such that λsa is dual to λsb for all s ∈ S.
(2) H0
(
ParbunG(X0, ~p),LG(X0, ~p)
⊗m
)
is a direct sum⊕
λ
H0
(
ParbunG(X, ~p),LG(X, ~p)
⊗m ⊗
(⊗
s∈S
E
sa
λsa
⊗ Esbλsb
))
.
Here λ ranges over the same set as in (1).
(3) In (2) above, the summand corresponding to λ is zero if the level of λ is not m (i.e., if
(λx, θ) > m for some x ∈ ν
−1(S)).
(4) In the case of G = SL(r) and no marked points, the sum
∑
x∈ν−1(S)∩Xi
λx is in the root
lattice for non zero summands.
Proof. For simplicity, assume X0 has a single node s and ν
−1(s) = {a, b}.
For (1), we first describe the map between the two vector spaces we’ll show the same in (2). This
will give a map between the vector bundles in (1), which we show it is an isomorphism by choosing
appropriate trivializations.
To simplify the argument, we will also assume there are no marked points. Given an element
σ ∈ H0
(
BunG(X),LG(X)
⊗m ⊗Ebλ∗ ⊗ E
a
λ
)
, one can construct a section of LG(X0)
⊗m on BunG(X0)
as follows. For this, let E0 be a principal G bundle on X0, so that ν
∗E0 = E is a G-bundle
on X. In particular, E|a ∼= G, and by trivializing at b we can obtain an element g ∈ G. Now
LG(X0) ∼= p
∗LG(X), and we have the isomorphism on fibers:(
LG(X)
⊗m⊗Ebλ∗ ⊗E
a
λ
)
|E =
(
det
(
H∗(X, E)
))⊗m
⊗Vλ∗ ⊗Vλ ∼=
(
det
(
H∗(X0, E0)
))⊗m
⊗Vλ∗ ⊗Vλ,
where E and E0 are the vector bundles obtained from E and E0 by contracting with the standard
representation G → GL(V ). Moreover, under this isomorphism, σ|E corresponds to an element
s⊗ v∗ ⊗ v, where
s ∈
(
det
(
H∗(X0, E0)
))⊗m
, v∗ ∈ Vλ∗ , and v ∈ Vλ.
To obtain a section of LG(X0) at E0, we take s⊗ v
∗(g · v). Now to see this map is an isomorphism
we do the following: Since Eaλ
∼= Ebλ and (E
x
λ)
∗ ∼= Exλ∗ ,⊕
λ
E
b
λ∗ ⊗ E
a
λ
∼=
⊕
λ
E
a
λ∗ ⊗ E
a
λ =
⊕
λ
(Eaλ)
∗ ⊗ Eaλ.
Recall that given a weight λ, and its associated irreducible representations Vλ, we let
(27) Exλ = Ex ×G Vλ,
be the corresponding bundle of G-representations over BunG(X0, ~p). Therefore, at a point of
BunG(X, ~p) corresponding to a particular principal G-bundle E(⊕
λ
(Eaλ)
∗ ⊗ Eaλ
)
|E =
⊕
λ
(Eaλ)
∗ ⊗ Ebλ.
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Now choosing trivializations of E at a and b, we have the three identifications:
Eaλ
∼= Vλ, E
b
λ∗
∼= Vλ∗ , and p∗(O)|E = O(G),
giving the map T is an isomorphism on this trivialization. By the algebraic Peter-Weyl Theorem
(See Remark 6.3), one has that the sum⊕
λ
V ∗λ ⊗k Vλ
∼= OG(G).
The resulting map (Eaλ)
∗⊗Ebλ → p∗(O)|E is independent of the choice of trivialization. The argument
with parabolic structures is the same.
To prove Part (2), by Def 6.1, and the assertion of Part (1)
(28) H0
(
ParbunG(X0, ~p),LG(X0, ~p)
⊗m
)
= H0
(
ParbunG(X, ~p),LG(X, ~p)
⊗m ⊗ p∗(O)
)
= H0
(
ParbunG(X, ~p),LG(X, ~p)
⊗m ⊗
(⊕
λ
E
b
λ∗ ⊗ E
a
λ
))
.
Part (4) follows from the action of the center of G on spaces of sections. To prove Part (3), we
recall a standard argument that since X is smooth,
(29) H0
(
ParbunG(X, ~p),LG(X, ~p)
⊗m ⊗ Ebλ∗ ⊗ E
a
λ
)
= 0
if (λ, θ) > m. See e.g., [BK16, Lemma 6.5], where the level is 2g∗m. We add on a and b to the
collection of points ~p, and get a new set of points ~q. We can write (29) as sections of a line bundle
over a new parabolic moduli space, here L′ includes contributions at a and b via the Borel-Weil
theorem:
(30) H0
(
ParbunG(X, ~q),L
′
)
The first proof given in [BK16] uses the Borel-Weil theorem on affine flag varieties, due to S.
Kumar and O. Mathieu (and does not use the theory of conformal blocks). The Iwahori affine
Grassmannian is a quotient G(C((t)))/I where I ⊂ G(C[[t]]) is the subset of elements which lie in
B when t is set equal to 0. This is the moduli space of principal bundles on X trivialized outside of
a point x, equipped with a full flag structure at x. A product of these dominates (indeed, surjects
onto) ParbunG(X, ~q). By a basic calculation (see [BK16]), the pull back of L
′ to this product
of Iwahori Grassmannians can be identified. The line bundle breaks up into an external product
of line bundles, and the line bundle corresponding to a is not dominant and hence we get the
desired vanishing. Note that this vanishing is an affine generalization of the classical vanishing
H0(G/B,Lλ) = 0 if λ : B → C
∗ is an integral weight which is not dominant. 
Remark 6.5. The vanishing assertion in Lemma 6.4 is proved again using the theory of conformal
blocks in the next section (see Remark 9.8). Assertion (4) follows also from the theory of conformal
blocks.
6.3. Normalizations and determinant of cohomology. For a vector bundle E0 on X0 with
trivialized determinant, we have an exact sequence
(31) 0→ E0 → ν∗ν
∗E0 → ⊕s(E0)s → 0
and the given triviality of the determinant of E0, we can write
(32) D(X, ν∗(E0)) = D(X0, ν∗ν
∗(E0)) = D(X0, E0).
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7. Surjectivity of F : The proof of Proposition 7.3
In Proposition 5.1 we proved that there are natural inclusion maps
(33) H0(X (~a),LG)
f(~a,G)
→֒ H0(BunSL(r)(X0),D
⊗m).
that give rise to the morphism
F :
⊕
(~a,G)
H0(X (~a),LG)→
⊕
m∈Z≥0
H0(BunSL(r)(X0),D
⊗m).
Then, in Section 6 we proved that for each m ∈ Z, the summand H0(BunSL(r)(X0),D
⊗m) factors
into so-called λ components H0(BunSL(r)(X),Dm,λ) where X is the normalization of X0, and line
bundles Dm,λ and weights λ are as described in Lemma 6.4. Here, in Proposition 7.3, we show that
given pair (λ, ℓ), where ℓ is an even integer, one can find a pair (~a,G) so that the given λ component
of H0(BunSL(r)(X0),D
ℓ) is contained in the image of the map f(~a,G). To say this precisely, we need
a small amount of notation.
7.0.1. Notation. Let ν : X = ∪i∈IXi → X0 be the normalization of X0, and S the set of nodes
of X0. For each node s ∈ S, we let ν
−1(s) = {sa, sb}. Let ni = |ν
−1(S) ∩Xi|, be the number of
(inverse images of) nodes on the component Xi, and c : ν
−1(S)→ I be such that for x ∈ ν−1(s), we
have x ∈ Xc(x). We use the notation x1 =
1
r (r−1,−1, . . . ,−1) ∈ h, where h is the Lie algebra of the
(standard) Cartan subgroup of SL(r). Note that αi(x1) = δ1,i. Moreover, if G is a vector bundle
on X0, then deg(Gi) denotes the degree of the restriction of the pullback of G to the irreducible
component of the normalization containing Xi.
Definition 7.1. Given λ, a representation for SL(r) of level ℓ, we say (~a,G) is a covering pair for
(λ, ℓ), if G is a vector bundle on X0 of rank ℓ and ~a = (ai)i∈I , such that for each i ∈ I:
(34) (g − 1)ai =
deg(Gi)
rk(G)
=
2gi − 2 + ni
2
+
∑
x∈ν−1(S)∩Xi
ǫx,
where ǫx is either element of the following two element set {
λ∗x(x1)
ℓ −
1
2 ,
1
2 −
λx(x1)
ℓ }, so that if
ν−1(s) = {sa, sb}, ǫsa + ǫsb = 0 for all nodes s ∈ S.
Remark 7.2. (1) Note that deg(Gi) is an integer in Eq (34) if we assume that ℓ is even:
This is because the difference of the possible values for ǫx is an integer multiple of
1
ℓ (see
Lemma 7.12 below). Further since we can assume the λ summand to be non-zero, the sum∑
x∈ν−1S λx is in the root lattice and hence
∑
x∈ν−1S λx(x1) ∈ Z. Replacing a λx(x1) by
−λ∗x(x1) does not change the sum modulo Z.
(2) The term 2gi−2+ni2 in Eq (34) is the (one half of) degree of the canonical polarization of X0
on the component which corresponds to Xi. Therefore we are assigning to ~a, a value that
is a “perturbation” of the canonical polarization on X0.
(3) In Section 8.4, we present a variation of the argument which shows that the finite generation
statements can be proved even if the assigned values of deg Gi are non-integral, as long as
the denominators are bounded.
7.0.2. Main result.
Proposition 7.3. Let ℓ be an even integer, and λ a representation for SL(r) of level ℓ. If (~a,G) is
a covering pair for (λ, ℓ), then the image of the natural map
H0(X (~a),LG) = H
0(M0(L),LG)
GL(V )
f(~a,G)
→֒ H0(BunSL(r)(X0), φ
∗LG) = H
0(BunSL(r)(X0),D
ℓ)
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contains the λ component of H0(BunSL(r)(X0),D
ℓ).
Remark 7.4. By Lemma 7.12, it can be seen that in the definition of ai given in Eq (34), since
λ∗x(x1)
ℓ
−
1
2
<
1
2
−
λx(x1)
ℓ
,
any choice of ǫx which lies in the closed interval formed by these points is valid for the conclusion
of Proposition 7.3 as long as the degrees of Gi are integers. For example, for G = SL(2), one can
take ǫx to be the mid-point, which is zero, so that the ai are the canonical polarization.
7.0.3. Outline of the proof of Proposition 7.3. Fix an even integer ℓ and a representation λ of SL(r)
at level ℓ. We take the following steps:
(1) In Construction 1, which gives Lemma 6.4 in a simpler setting, we show that given an
element σ in H0(BunSL(r)(X),Dm,λ), how to engineer a section of D
ℓ over BunSL(r)(X0).
(2) For R = k[[t]], we consider any map π : Spec(R) \ {0} → BunSL(r)(X0). In Lemma 7.5,
we show that given λ, and any σ of H0(BunSL(r)(X0),D
ℓ), suppose that aσ extends to an
element a˜σ ∈ H
0(Spec(R), π˜∗(LG)) for all possible π which extend to a map π˜. Then the
image of the natural map
H0(M0(L),LG)
GL(V ) → H0(BunSL(r)(X0), φ
∗LG) = H
0(BunSL(r)(X0),D
ℓ)
contains the λ component of H0(BunSL(r)(X0),D
ℓ).
(3) We show that every aσ ∈ H
0(BunSL(r)(X),Dℓ,λ) extends to an element a˜σ ∈ H
0(Spec(R), π˜∗(LG)),
for all possible π which extend to a map π˜. This is explained in Section 7.3.
7.1. Step (1). We recall the following construction which is a special case of Lemma 6.4.
Construction 1. Every section σ ∈ H0(BunSL(r)(X),Dm,λ) gives rise to an associated section in
H0(BunSL(r)(X0),D
ℓ).
Given σ ∈ H0(BunSL(r)(X),Dm,λ), for E0 ∈ BunSL(r)(X0), set E = ν
∗E0. We have that σ|E is
an element of
D(X, ν∗E0)
⊗ℓ ⊗
⊗
s∈S
Esbλ∗ ⊗ E
sa
λ ,
where E0 is the vector bundle obtained from E0 by contracting with the standard representation
SL(r)→ GL(V ). For each node s ∈ S, choose a trivialization of (E0)s. This trivializes E
sa and Esb ,
and we also get a patching function g ∈ SL(r) (which is identity given the above choices). Therefore
σ|E is a sum of elements of pure tensors of the form the form τ ⊗s∈S v
∗
s ⊗ vs, where τ ∈ D(X, E)
⊗ℓ,
v∗s ∈ Vλ∗ , and vs ∈ Vλ (and E is the vector bundle obtained from E by contraction with V , and
ν∗E0 = E). The corresponding section aσ at E0 is the corresponding sum of (
∏
s∈S v
∗
s(g · vs)) · τ .
Note that by Eq (32), D(X, E) can be identified with D(X0, E0).
7.2. Step (2). By contracting with the standard representation, one can associate to every prin-
cipal SL(r)-bundle E on X0, a vector bundle, E on X0, such that det(E) is trivializable. This gives
a natural transformation from BunG(X0) to ℵr(X0). Composing with π, we obtain a map:
Spec(R) \ {0}
π
→ BunG(X0)→ ℵr(X0),
which we continue to call π. We will assume that π extends to a map π˜ : Spec(R) → ℵr(X0). We
therefore have an extension of the family of vector bundles, with trivial determinant, parameterized
by Spec(R) \ {0}, to a family of torsion free sheaves parameterized by Spec(R). If G is a vector
bundle on X0 of rank ℓ, by Lemma 4.6, the restriction of LG on ℵr(X0) to BunG(X0) is D
ℓ.
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Lemma 7.5. Given λ, and any σ in the λ component of H0(BunSL(r)(X0),D
ℓ), suppose that aσ
extends to an element a˜σ ∈ H
0(Spec(R), π˜∗(LG)) for all possible π which extend to a map π˜. Then
the natural map
H0(X (~a),LG) = H
0(M0(L),LG)
GL(V ) → H0(BunSL(r)(X0), φ
∗LG) = H
0(BunSL(r)(X0),D
ℓ)
contains in its image, the λ component of H0(BunSL(r)(X0),D
ℓ).
Proof. Clearly Z = M0(L) is a normal variety and σ gives rise to a section of LG on the smooth
open subset QdetX0 . We need to make sure that this section does not have poles on any codimension
one point of Z. Since Z is smooth in codimension one, poles can be detected along curves. 
7.3. Step (3). To carry out the final step of the proof of Proposition 7.3, we proceed in four steps:
(3.1) Define stack Υr(ν) of Bhosle bundles (Section 7.3.1);
(3.2) Show any extension π˜ : Spec(R)→ BunSL(r)(X0), lifts to a map ˜˜π to Υr(ν) (Lemma 7.9);
(3.3) Using Bhosle bundles, classify poles of aσ ∈ H
0(Spec(R) \ {0}, π∗(LG)) (Proposition 7.10);
(3.4) Do pole analysis to show aσ extends to a˜σ ∈ H
0(Spec(R), π˜∗(LG)) (divided into three cases).
7.3.1. Bhosle bundles.
Definition 7.6. A Bhosle bundle of rank r on ν : X → X0 is a triple (E , ~q, δ) where
(1) E is a vector bundle of rank r on X;
(2) For each s ∈ S, and points sa, and sb ∈ X such that ν
−1(s) = {sa, sb}, there are maps
qsa : E|sa → Q
s, and qsb : E|sb → Q
s,
such that E|sa ⊕ E|sb → Q
s, is an r-dimensional quotient; and
(3) δ : OX → det E is isomorphism.
Definition 7.7. Let Υr(ν) denote the stack of Bhosle bundles of rank r on ν : X → X0.
Definition/Lemma 7.8. Let f : Υr(ν) → ℵr(X0), be the map which takes (E , ~q, δ) ∈ Υr(ν) to
K = ker
(
ν∗E →
⊕
s∈S ιs ∗Q
s
)
.
7.3.2. Lift of π˜ to stack of Bhosle bundles.
Lemma 7.9. Let R = k[[t]], and any map π : Spec(R) \ {0} → BunSL(r)(X0), such that there is an
extension π˜ Spec(R) → BunSL(r)(X0). There is a lift of π˜ to map to Υr(ν), making the following
diagram
Υr(ν)
f

Spec(R)
˜˜π
99
r
r
r
r
r
r
r
r
r
r
π˜
// ℵr(X0),
commute.
Proof. Such a lift clearly exists over Spec(R)\{0}. The pull back of the given family of torsion free
sheaves on X0 gives a vector bundle on Xi × Spec(R) \ Si × {0} where Si = ν
−1(S) ∩Xi, for each
i ∈ I. Each curve Xi is smooth, hence Xi × Spec(R) is a regular scheme of dimension two, and so
the push forward of such a vector bundle from Xi × Spec(R) \ Si × {0} to Xi × Spec(R) gives rise
to a vector bundle on Xi × Spec(R) (use [Har80, Corollary 1.4]).
As the Grassmann variety of quotients is proper, one may extend the family of quotients to
t = 0. We therefore obtain a map ν : Spec(R) → Υr(ν). The resulting family of torsion free
sheaves parameterized by Spec(R) agrees with the family π˜ outside of the central fiber over t = 0.
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By depth considerations, the families have to coincide (canonically) since both sheaves, being flat
over Spec(R) and relatively torsion free, are canonically the sheaf theoretic push-forwards from
X0 × Spec(R) \ S × {0} (see proof of [Sim94, Lemma 1.17]).
The determinant of E(t)|Xi on Xi may develop a zero or pole at t = 0. However, we can assume
the following: The new family has a trivialization that extends to t = 0, moreover there is a function
f : I → Z≥0, so that for every node s on X0, and {sa, sb} = ν
−1(s), the diagram
C
tf(c(sa))δ
//
tf(c(sb))δ

det(E(t)sa)
det(qsa)

det(E(t)sb)
det(qsb)
// det(Qs)
commutes.
We then obtain a quadruple (E(t), ~q(t), δ(t), f), where (E(t), ~q(t), tf δ) is a family of Bhosle bun-
dles, such that (E(t), ~q(t), tf δ) is equivalent to the original family of Bhosle bundles for t 6= 0, and
if
(35) Kt = Ker(ν∗E(t)→ ⊗s∈Si∗Q
s),
then for t 6= 0, the torsion free sheaf Kt will have trivial determinant. 
By Proposition 7.13, for each s ∈ S, we may choose bases for the vector spaces E(t)|sa and
E(t)|sb , and Q
s, and represent the maps q(t)sa and q(t)sb by matrices of the form

tα
s
1 . . . 0 0 . . . 0
...
. . .
...
...
. . .
...
0 · · · tα
s
ks 0 · · · 0
0 . . . 0 1 . . . 0
...
. . .
...
...
. . .
...
0 0 0 . . . 0 1


and


1 . . . 0 0 . . . 0
...
. . .
...
...
. . .
...
0 . . . 1 0 . . . 0
0 . . . 0 t
βsks+1 . . . 0
...
. . .
...
...
. . .
...
0 . . . 0 0 . . . tβ
s
r


,
where, without loss of generality, αs1 ≥ · · · ≥ α
s
ks
, and βsks+1 ≤ · · · ≤ β
s
r .
7.3.3. Using Bhosle bundles to classify the poles of aσ.
Proposition 7.10. The pole contribution to aσ is a product of the following three quantities.
(1) A sum over i ∈ I, here Gi is the pull back of G under Xi → X0:∑
i∈I
tf(i)χ(Xi, Ei ⊗ Gi).
The remaining two terms are sums over nodes s ∈ X. Let {sa, sb} = ν
−1(s). Using the notation
established above, these are (for each s),
(2) A order of pole of a sum of terms of the form v∗(gtv) where v ∈ Vλax and v
∗ ∈ V ∗λbx
, and
(36) gt = t
f(sa)−f(sb)
r q(t)−1sb q(t)sa .
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(3) t raised to the exponent −ℓ(f(sa) +
∑ks
j=1 α
s
j). This exponent comes from the order of zero
(raised to ℓ) of tf(sa) det q(t)sa , which equals in turn the order of zero of t
f(sb) det q(t)sb . So
we could have written this term also as −ℓ(f(sb) +
∑r
j=ks+1
βsj ).
Proof. Form a new family of Bhosle bundles for t 6= 0: (E(t), ~q′(t), δ), with q(t)′x = t
f(c(x)
r q(t)x.
Therefore the vector bundles E(t), the trivialization δ of determinants, and the spaces Qs remain
the same, only the maps q(t) change. This gives rise of a family of vector bundles K′(t) for t 6= 0 on
X0, and therefore σ induces an element in the determinant of cohomology of K
′(t)⊗G. Now K′(t)
is isomorphic to K(t): The isomorphism is induced by a map E(t) → E(t) which is multiplication
by t
f(i)
r on component Xi, the identity maps Q
s → Qs.
We need to transfer the induced section (from σ) in D(K′(t) ⊗ G) to D(K′(t) ⊗ G). Recall that
the determinant of cohomology of K(t) is (using (35))
⊗
i∈I
D(Ei(t)⊗ G)⊗
⊗
s∈S
det(Qs)rk(G).
This transfer results in Part (1) of Proposition 7.10.
Terms in Parts (2) and (3) of Proposition 7.10 arise in the new family (E(t), ~q′(t), δ). A contri-
bution of type (2) is a so-called “Peter-Weyl” term.
The gluing data from sa to sb is given by Eq (36). The third term is a transfer factor from
the determinant of cohomology of ν∗K′(t), where the produced section live, to the determinant of
cohomology of K(t) as we next explain.
Suppose we are given a Bhosle-bundle (E , q, δ), as described in Def 7.6, such that qx maps are all
surjections, and the determinants δ patch together to give rise to a vector bundle E0 with trivialized
determinant on X0. It is clear that E = ν
∗E0, and E0 sits in an exact sequence
(37) 0→ E0 → ν∗E → ⊕sQ
s → 0.
We find a map D(E0)
ℓ → D(E)ℓ ⊗
⊗
s∈S det(Q
s)ℓ, but by Eq (32), we have an isomorphism
D(E)ℓ → D(E0)
ℓ. We claim that the composite map D(E)ℓ → D(E0)
ℓ → D(E)ℓ ⊗
⊗
s∈S det(Q
s)ℓ is
multiplication by the following quantity raised to ℓ, with x = sa
(38) C
δx→ Ex
det qx
→ Qs.
This follows from the natural map from (E0)s in Eq (31), to Q
s in Eq (37), inducing a map on
exact sequences. The map C = det(E0)s → detQ
s equals the composite Eq (38). The above claim
justifies the third term.

7.4. Final step: Calculating contribution of each pole type for proof of Proposition 7.3.
7.4.1. Pole contributions of type (1). The order of pole in (1) simplifies, using Eq (34), to
f(i)
r
r(deg(Gi) + (1− gi)ℓ) = f(i)ℓ(
ni
2
+
∑
x∈ν−1(S)∩Xi
ǫx),
which can be written as ∑
x∈ν−1(S)∩Xi
f(c(x))(ǫx +
1
2
).
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Therefore the total contribution of (1) can also be written as a sum over nodes in X0: For every
node s, we have a sum of ℓ times.
f(c(sa))(
1
2
+ ǫsa) + f(c(sb))(
1
2
+ ǫsb) =
1
2
(f(c(ax)) + f(c(bx)) + (ǫsaf(c(sa)) + ǫsbf(c(sb))).
Therefore contribution (1) takes the form
(1)’ A sum over nodes s ∈ X0, of
(
1
2
(f(c(ax)) + f(c(bx)) + (ǫsaf(c(sa)) + ǫsbf(c(sb)))) · ℓ.
Our aim now is to show that the contributions to (1)’, (2) and (3) from a fixed node, sum to
≤ 0. Let µ = λax . If f(c(ax)) and f(c(bx)) are both increased by one, then the contribution to
(1)’ from s increases by ℓ since ǫsa + ǫsb = 0. The contribution to (3) decreases by ℓ, and (2)
remains unchanged. Therefore for the purposes of showing the local contribution at s is ≤ 0, we
may assume that one of the following three cases occurs
(a) f(c(ax)) = f(c(bx)) = 0.
(b) f(c(ax)) > 0 and f(c(bx)) = 0.
(c) f(c(ax)) = 0 and f(c(bx)) > 0.
7.4.2. Pole contributions of remaining types: Case (a). In this case only (2) and (3) contribute,
and in (3), we have ℓ times −
∑ks
j=1 α
s
j = −|α
s| and (2) contributes terms of the form v∗(gt)v with
gt = q(t)
−1
sb
q(t)sa (a diagonal matrix), which, by Lemma 7.11 below, produces a pole of order at
most (µ1 − µr)|α
s| ≤ ℓ|αs|. Therefore there are no poles in this case.
7.4.3. Pole contributions of remaining types: Case (b). Set f(c(ax)) = m. Thereforem+|α
s| = |βs|,
and the term (1)’ for the node s is m2 +(ǫsam) ·ℓ = mℓ(
1
2+ǫsa). Note that the determinant of E(t)as
has a trivialization that may not agree with the basis given, but since the quotient is invertible,
this does not effect the pole calculation.
By Lemma 7.11, term (3) contributes −ℓ(|αs| + m) and term (2) contributes no more than
(µ1 − µr)|α
s|+mµ(x1). Therefore the order of pole is no more than ℓ times
1
ℓ
(µ1 − µr)|α
s| − |αs| −m+m(
µ(x1)
ℓ
+
1
2
+ ǫsa) = (
1
ℓ
(µ1 − µr)− 1)|α
s|+m(
µ(x1)
ℓ
−
1
2
+ ǫsa).
Noting that (µ1 − µr) ≤ ℓ, we therefore need to verify:
ǫsa ≤
1
2
−
1
ℓ
µ(x1).
7.4.4. Pole contributions of remaining types: Case (c). Set f(c(bx)) = n. Therefore |α
s| = |βs|+n,
and the term (1)’ for the node s is n2 +(−ǫsan) · ℓ = nℓ(
1
2 − ǫsa). Term (3) contributes −ℓ(|β
s|+n)
and term (2) contributes no more than (by Lemma 7.11) (µ1 − µr)|β
s| − (−n)µ∗(x1). Therefore
the order of pole is no more than ℓ times
1
ℓ
(µ1 − µr)|β
s| − |βs| − n+ n(
µ∗(x1)
ℓ
+
1
2
− ǫsa) = (
1
ℓ
(µ1 − µr)− 1)|α
s|+ n(
µ∗(x1)
ℓ
−
1
2
− ǫsa).
Therefore, noting that (µ1 − µr) ≤ ℓ, we need to verify that
ǫsa ≥
1
ℓ
µ∗(x1)−
1
2
.
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7.4.5. Pole contributions of remaining types: Conclusion. Therefore all in all, we need
(39)
1
ℓ
µ∗(x1)−
1
2
≤ ǫsa ≤
1
2
−
1
ℓ
µ(x1).
It follows that 1ℓµ
∗(x1)−
1
2 ≤
1
2−
1
ℓµ(x1) since by Lemma 7.12 (µ+µ
∗)(x1) = µ1−µr ≤ ℓ. Therefore
either of the two choices for ǫx works for the pole calculations.
Lemma 7.11. Let At and Bt be diagonal matrices with entries in R, of the form

tα1 . . . 0 0 . . . 0
...
. . .
...
...
. . .
...
0 · · · tαk 0 · · · 0
0 . . . 0 1 . . . 0
...
. . .
...
...
. . .
...
0 0 0 . . . 0 1


and


1 . . . 0 0 . . . 0
...
. . .
...
...
. . .
...
0 . . . 1 0 . . . 0
0 . . . 0 tβk . . . 0
...
. . .
...
...
. . .
...
0 . . . 0 0 . . . tβr


,
Let m + |α| = |β|, and |α| =
∑k
j=1 αj, |β| =
∑r
j=k+1 βj . Let V = Vµ be a representation of
SL(r), and v ∈ V, v∗ ∈ V ∗. Set
gt = t
m
r AtB
−1
t .
Then the order of pole of v∗(gtv), at t = 0 is at most
(40) (µ1 − µr)|β|+m(µr −
1
r
|µ|) = (µ1 − µr)|β| −mµ
∗(x1)
which may also be written as
(41) (µ1 − µr)|α|+m(µ1 −
1
r
|µ|) = (µ1 − µr)|α| +mµ(x1).
Proof. Assume αj are increasing and βj are decreasing non negative integers. By highest weight
theory, the pole terms are maximized with value (of order of pole) equal to
µ1(βr −
m
r
) + · · ·+ µr−k(βk+1 −
m
r
) + µr−k+1(−αk −
m
r
) + · · ·+ µr(−α1 −
m
r
)
which is ≤ µ1|β| − µr|α| −
m
r |µ| we can write this in two different ways as in the statement of the
Lemma. 
Lemma 7.12. Let µ = (µ1 ≥ µ2 ≥ · · · ≥ µr) be a dominant integral weight of level ℓ.
(1) Then (µ∗ + µ)(x1) = µ1 − µr ∈ Z.
(2) µ
∗(x1)
ℓ −
1
2 ≤
1
2 −
µ(x1)
ℓ .
(3) One of the two numbers in {µ
∗(x1)
ℓ −
1
2 ,
1
2 −
µ(x1)
ℓ } is in the range [−
1
2 ,
1
2 ].
Proof. The first calculation is immediate. For the second, note that the difference between the two
choices for ǫx is less than or equal to one. Their average is
(42)
1
2ℓ
(µ− µ∗)(x1) =
1
2ℓ
((µ1 + µr)−
2
r
|µ|).
These expressions do not change if we increase all µi by one, and therefore we may assume that
µ1 ≤ ℓ, and µr = 0. Hence the quantity in (42) is at most
1
2ℓ
((µ1 −
2
r
µ1) =
µ1
2ℓ
(1−
2
r
) ≤
1
2
(1−
2
r
) =
1
2
−
1
r
which gives the desired assertion. The lower bound for ǫ follows from duality. 
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Proposition 7.13. Let V,W and Q be vector bundles over Spec(k[[t]]) of rank r. Assume that we
are given φ : V → Q and ψ :W → Q so that
(a) The resulting map V ⊕W → Q is surjective (i.e., surjective on fibers at t = 0).
(b) φ and ψ are isomorphisms over Spec(k((t))).
Then for each t, one can choose bases for fibers Vt, Wt, and Qt, say
{e1, . . . , er}, {f1, . . . , fr}, and {q1, . . . , qr} (respectively)
so that for a suitable index p, such that 1 ≤ p ≤ r, one has
(1) φ(ei) = qi for i = 1, . . . , p.
(2) φ(ej) = t
ajqj for j > p and aj ≥ 0.
(3) ψ(fi) = t
biqi for i = 1, . . . , p with bi ≥ 0.
(4) ψ(fj) = qj for j > p.
Proof. For t 6= 0, the quotient map in (a) is V ⊕W modulo the graph (up to a sign) of a map
φ : V → W . We can choose bases for V andW so that the matrix for V → W , for t 6= 0 is diagonal
with entries tmi with mi integers. Indeed, consider t
mφ for m >> 0: Any square matrix over
a principal ideal domain has a Smith normal form (see [Jac74, Theorem 3.8]) MAN with M,N
invertible and A diagonal, all of the same size as the original matrix. By separatedness properties
of the Grassmannian, we can now reduce to the case V and W one dimensional.
In this case we need only check the case O → O is multiplication by tm, m a positive integer
(m = 0 is trivial, and m < 0 can be handled by reversing the roles of V and W ). In this case the
quotient map is O ⊕O → Q = O which takes (α, β) to α − tmβ. This map is of the desired form
in the basis 1 and −1 for V and W respectively. 
8. Finite generation
Here in Section 8.3, we complete the proof of Theorem 1.1. This argument relies on two prelim-
inary results: Part (c) of Proposition 8.2, and Lemma 8.4, proved here as well.
8.1. Notation. Recall from Lemma 4.8 that T (A) onM0X0 is the pull back of LG from ℵ(X0), the
moduli-stack of torsion free sheaves.
Definition 8.1. Let L be an ample line bundle on X0, and for every j ∈ {1, . . . , t}, let weights
~aj = {a
j
i}i∈I be given. To this data, for each j ∈ {1, . . . , t}, we can associate an ample line bundle
Aj, and for every vector ~m = (m1, . . . ,mt), we define
L~m =
t⊗
j=1
T (Aj)
⊗mj .
Note that, on M0X0 :
L~m =
s⊗
i=1
L⊗miGi = L⊕G⊕mii
.
We will let ℓ(~m) =
∑
imi rkGi.
8.2. Preliminary results.
Proposition 8.2. (a) The natural restriction map H0(MX0 ,L
~m)GL(V ) → H0(M0X0 ,L
~m)GL(V )
is an isomorphism if mi ≥ 0 for i = 1, . . . , t.
(b) The algebra
⊕
~m≥~oH
0(M0X0 ,L
~m)GL(V ) is finitely generated.
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(c) The algebra
(43)
⊕
~m≥~o,
ℓ(~m) is a multiple of d
H0(M0X0 ,L
~m)GL(V )
is finitely generated for any positive integer d.
To prove Proposition 8.2, we need the following result.
Lemma 8.3. An element x˜ ∈ MX0 \M
0
X0
is not semistable for L~m.
Proof. Recall from Def 5.2, that MX0 → Q
det
X0 is the normalization, and so in particular, MX0 is
finite over Q
det
X0 . Let x = [V ⊗ L
−1
։ E ] ∈ Q
det
X0 ⊆ QuotL,P,1(L) be the image of x˜.
Now by assumption, x ∈ QuotX0(V ⊗ L
−1,P, 1) \ Q0X0 , and hence by Proposition 4.11, x is not
semistable for T (Ai). Our witnesses of non-semistability in that proposition are subspaces H ⊆ V
which do not depend upon Ai. Therefore, the same one parameter subgroup of GL(V ) renders
x non-semistable for T (Ai), and hence renders x non-semistable also for a tensor product (with
non-negative exponents, not all zero) of the T (Ai). By GIT (see Theorem I.19, and the comments
after Corollary 1.20 on page 48 in [MFK94]), x˜ is also non semistable for L~m. 
Proof. (of Proposition 8.2) We may apply Lemmas 4.9 and 8.3 and obtain (a).
Now recall that since Z =MX0 is a projective variety with an action of a reductive group GL(V ),
and L1, . . . ,Ls are GL(V ) linearized ample line bundles on Z, so
(44)
⊕
~m≥~o
H0(Z,L~m)
is finitely generated as a C-algebra (this is credited to Zariski: See [HK00, Lemma 2.8]). Since
GL(V ) is reductive, and acts algebraically on the algebra given in Eq (44), the algebra of invariants
is also finitely generated (Hilbert). This proves (b).
Since Veronese subrings of finitely generated rings are finitely generated, (c) follows from (b). 
Lemma 8.4. Let R• = ⊕Rm be a graded integral domain of A-modules where A is an excellent
integral domain. Assume Ri are finitely generated and free as A-modules. Suppose R
[d]
• = ⊕m≥0Rmd
is finitely generated as an A-algebra. Then, R• is finitely generated as an A-algebra.
Proof. (Standard, see e.g., [FC90, Proof of Proposition 2.3, p 151]) Let L be the field of fractions
of R•, and K ⊆ L the field of fractions of R
[d]
• . We make the following observations
(1) R• is integral over R
[d]
• .
(2) L is a finite algebraic extension of K. Here assume for simplicity that R1 6= 0 (this will be
the case for us). Then L = K(u1, . . . , us) where u1, . . . , us generate R1 as an A-module.
(3) The integral closure of R
[d]
• in L is finitely generated as an R
[d]
• -module, and hence Noether-
ian as a R
[d]
• -module. Now R• is a submodule of the integral closure and hence is finitely
generated as a R
[d]
• -module. The module generators of R• together with ring generators of
R
[d]
• generate R• as a ring.

8.3. Proof of Theorem 1.1.
Proof. For g ≥ 2, we consider tuples ({di}i∈I , ℓ) where the di and ℓ are integers, and satisfy the
following conditions:
(1)
∑
di = (g − 1)ℓ.
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(2) di ≥ r0ℓ where r0 is a possibly negative rational number.
The set of such tuples is finitely generated as a semigroup by Gordon’s Lemma (see [KR84] for a
proof of Gordon’s Lemma). We pick generators ({d
(j)
i }i∈I , ℓ
(j)) for j = 1, . . . , t, and set a
(j)
i =
d
(j)
i
ℓ(j)
.
This gives the elements ~aj in Def 8.1.
The algebra from Eq (43) maps to AC• : A summand with ℓ(~m) = m in Eq (43) maps to the
summand H0(BunSL(r)(C),D
⊗m). Proposition 7.3 shows that the image of Eq (43) contains the
summands H0(BunSL(r)(C),D
⊗m) with m sufficiently divisible. Theorem 1.1 now follows from
Lemma 8.4 and Proposition 8.2 (c).

8.4. A variation on definition of weights ~a. We have proved finite generation of the section
ring of the determinant of cohomology line bundle using varieties X (~a) and vector bundles G on
X0 where weights ~a = (ai)i∈I were chosen as in Def 7.1 such that the ai = deg(G|X0,i) = deg(Gi)
may be negative, as long as
∑
i∈I ai > 0. In particular,
(45) (g − 1)ai =
deg(Gi)
rk(G)
=
2gi − 2 + ni
2
+
∑
x∈ν−1(S)∩Xi
ǫx,
where ǫx is either element of the following two element set {
λ∗x(x1)
ℓ −
1
2 ,
1
2 −
λx(x1)
ℓ }, so that if
ν−1(s) = {sa, sb}, ǫsa + ǫsb = 0 for all nodes s on X0. There is another way to choose ǫx so that
the ai = deg(Gi) are necessarily non-negative (and > 0 if the genera gi are all > 0). In this section
we describe this alternative approach and show that it works.
8.4.1. The midpoint choice for ǫx. If we take ǫx to be the midpoint of the two extreme choices in
Proposition 7.3, i.e.,
(46) ǫx =
λ∗x(x1)− λx(x1)
2ℓ
,
then the degrees of Gi are half-integers and not necessarily integers. That is, we get a ”trace”
element in (Z/2Z)|I|.
Suppose σ and τ are in components λ and µ of H0(BunG(X0), φ
∗Dℓ), and H0(BunG(X0), φ
∗Dℓ
′
)
respectively such that the traces produced for each are equal (e.g., if σ = τ), where G = SL(r).
Then it follows from the proof of 7.3) that the product of the sections corresponding to σ and τ in
H0(BunG(X0), φ
∗Dℓ) comes from an element in H0(M0(L),LG)
GL(V ) with rk(G) = ℓ + ℓ′ and the
degrees of Gi integers (which are sum of those for σ and τ).
Therefore if R0 is the subring of the ring A
C
• coming from compactifications (i.e., the image over
all G of H0(M0(L),LG)
GL(V ), then AC• is integral over R0 (squares of generating elements of A
C
•
are in R0). Furthermore picking a representative σ each (if available) for each (Z/2Z)
|I|, we see
that the fraction field of AC• is algebraic over R0. Since R0 is finitely generated, its integral closure
in any algebraic extension is finite over it, as is AC• (a R0 submodule). Hence the ring A
C
• is finitely
generated.
8.4.2. Non negativity of deg(Gi) for the midpoint choice of ǫx.
Lemma 8.5. Let ǫ = 12ℓ(µ− µ
∗)(xr−1) where µ1 − µr ≤ ℓ. Then ǫ ∈ (
1
r −
1
2 ,
1
2 −
1
r ).
Lemma 8.6. The ”midpoint” value (46) for deg(Gi)rk(G) in (34) is > 0 if gi > 0 and is ≥ 0 for gi = 0.
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Proof. One has
deg(Gi)
rk(G)
=
2gi − 2 + ni
2
+
∑
x∈ν−1(S)∩Xi
ǫx =
2gi − 2
2
+
∑
x∈ν−1(S)∩Xi
(ǫx +
1
2
).
The claim for gi > 0 therefore follows from Lemma 8.5. The proof for gi = 0 is the following:
Let n = ni, then for every λ which contributes a non-zero term in the factorization formula, then
setting µx = 1ℓλ
∗
x
(47)
∑
x∈ν−1(S)∩Xi
((µx1 + µ
x
r )−
2
r
|µx|) ≤ n− 2.
We will show that this is an multiplicative unitary eigenvalue inequality [AW98,Bel01] for the
group SL(r). We will find it convenient to quote formulations from [Bel08]. Set ν−1(S) ∩ Xi =
{p1, . . . , pn} ⊆ Xi = P
1.
• Let I = {1, r} ⊆ {1, 2, . . . , r}. Then the quantum product σnI ∈ QH(Gr(2, r)) has a term
qcσJ with c ≤ n − 2: Note that (use, e.g., [Bel08, Lemma 2.6]) σ
2
I = σ{1,2}, and σ
b
I =
qb−2σ{1+b−2,2+b−2} if 2 ≤ b ≤ r. Write n = ar + b with 0 ≤ b < r, we get σ
n
I = q
(r−2)aσbI .
If b = 0 or b = 1, we need verify that (r − 2)a = n − b − 2a ≤ n − 2. If a > 0, this is
immediate. If a = 0, then we need 0 ≤ n − 2 which holds since n ≥ 3. If b ≥ 2, we need
show (r − 2)a+ b− 2 ≤ n− 2 which is clear.
• Therefore an n+ 1 pointed small Gromov-Witten invariant (σK is the class dual to σJ)
(48) 〈σI , . . . , σI , σK〉c 6= 0, c ≤ n− 2.
• From the data of λp1 , . . . , λpn at level ℓ with corresponding conformal block on P
1 non-zero,
we get the data of A(1), . . . , A(n) in SU(r) which product to the identity I ∈ SU(r), with
eigenvalues, µpi − 1r |µ|, i = 1, . . . , n (see e.g., [Bel08, Proposition 3.5]).
• Now clearly the n + 1 fold product A(1)A(2) · · ·A(n) · I = I · I = I, and we write the
eigenvalue inequality corresponding to (48) (see [Bel08, Theorem 1.1]). This gives (47) with
n− 2 replaced by c, but since c ≤ n− 2, we are done. Note that the contribution of ωK on
the identity matrix is zero.
Note that the inequality in (48) may hold as an equality: For SL(r), take n = r, ℓ = 1 and the µ
weights ω1 = (1, 0, . . . , 0).

9. Conformal Blocks
The remainder of the paper, essentially the applications to Theorem 1.1, involve vector bundles
of conformal blocks, which we define in Section 9.1. The applications are given in Section 10. A
key result is Theorem 9.2, proved in this section.
9.1. Brief sketch of construction of the sheaf of conformal blocks. Given a triple (g, ~λ, ℓ)
as above, let gˆ =
(
g ⊗ k((ξ))
)
⊕ C · c, be the Lie algebra with bracket [X⊗f(ξ),Y⊗g(ξ)] =
[X,Y]⊗ f(ξ)g(ξ) + (X,Y) ·Res(g(ξ)df(ξ)) · c, where X, Y ∈ g, and c is in the center of gˆ.
For each λi, there is a unique gˆ-module Hλi . Set H~λ =
⊗n
i=1Hλi , and let T be a smooth variety
over a field k, and π : C → T a proper flat family of curves whose fibers have at worst ordinary
double point singularities. For 1 ≤ i ≤ n, let pi : T → C be sections of π whose images are disjoint
and contained in the smooth locus of π.
First suppose that T = Spec(A) for some k-algebra A, and for each i assume there are isomor-
phisms ηi : ÔC,pi(T ) → A[[ξ]]. Set B = Γ(C \ ∪
n
i=1pi(T )). Then for each i, using the ηi, there are
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maps B → A((ξ)). It can be shown that g⊗k B is a Lie sub-algebra of gˆ⊗k A, and moreover that
H~λ⊗kA is a representation of gˆ ⊗k A. Now define the sections of the sheaf of conformal blocks
VC(~λ, ~p) over T to be the quotient VC(~λ, ~p) = H~λ⊗kA /(g ⊗k B) · H~λ⊗kA. To define VC(
~λ, ~p) for
non-affine T , take an open affine covering and extend by the sheaf property. In this description, the
open set C \ ∪ni=1pi(T ) has been implicitly assumed to be affine. But this premise can be removed
using a descent argument: See [Fak12, Prop 2.1], and the discussion following.
9.1.1. The algebra of conformal blocks.
Definition 9.1. For integersm ≥ 1, we let V(g, ~λ, ℓ)[m] = V(g,m~λ,mℓ), where if ~λ = {λ1, . . . , λn},
then m~λ = {mλ1, . . . ,mλn}.
Let V[m] be a vector bundle of conformal blocks on Mg,n, and let x = (C, ~p) be any (closed)
point in Mg,n. The direct sum ⊕
m∈Z>0
V[m]|∗x
carries an algebra structure [Man09].
9.2. General geometric interpretation in terms of stacks.
Theorem 9.2. Let V = V(g, ~λ, ℓ) be a vector bundle of conformal blocks on Mg,n, and (X0, ~p) ∈
Mg,n a point on the boundary. There is an isomorphism of algebras⊕
m∈Z≥0
V[m]|∗(X0;~p)
∼=
⊕
m∈Z≥0
H0(ParbunG(X0, ~p),LG(X0, ~p)
⊗m),
where ParbunG(X0, ~p) is the moduli stack of quasi-parabolic G-bundles on X0, and LG(X0, ~p) is the
line bundle described in Def 6.1(2).
We note that Theorem 9.2 does not, a priori, imply finite generation of the algebra of conformal
blocks, because section rings of arbitrary line bundles on algebraic stacks (indeed, even of non-ample
line bundles over projective varieties) are not necessarily finitely generated.
To prove this, we recall the definition of the affine Grassmannian QG, which for affine open
sets U , parameterizes pairs (E,φ) where E principal G-bundle on X0 and φ : E|U → U × G is a
trivialization of E. Letting AU denote the algebra of functions on U , and γ, the natural map:
(49) γ : QG × (G/B)
n −→ ParbunG(X0, ~p),
the proof of Theorem 9.2 follows from three assertions:
(1) There is an injective map
H0(ParbunG(X0, ~p),L
m
G (X0, ~p)) →֒ H
0(QG × (G/B)
n, γ∗(LmG (X0, ~p)))
g⊗kAU ;
(2) H0(QG × (G/B)
n, γ∗(LmG (X0, ~p)))
g⊗kAU ∼= V[m]|∗(X0,~p); and
(3) h0(ParbunG(X0, ~p),LG(X0, ~p)) ≥ dim(H
0(QG × (G/B)
n, γ∗LG(X0, ~p))
g⊗AU ).
The Affine Grassmannian QG. Given X0, we remove smooth points {q1, . . . , qk} so that U =
X0 \ {q1, . . . , qk} is affine. It is well known that one may parameterize pairs (E,φ) where E
principal G-bundle on X0 and φ : E|U → U × G is a trivialization of E, for U = X0 \ qi, by the
quotient
Qi = G(C((ξi)))/G(C[[ξi]]).
Here, if R is any commutative C-algebra, then G(R) = HomSch/C(Spec(R),G). One needs to
remove at least one point for every component of X0; and to parameterize principal G-bundles E
30 P. BELKALE, AND A. GIBNEY
on X0 with trivialization φ : E|U → U ×G for U = X0 \{q1, . . . , qk}, one takes QG = Π
k
i=1Qi. This
correspondence is explained, for example, in [Go´m10, Theorem 3.8, page 61].
9.2.1. Step 1.
Claim 9.3. Let AU be the algebra of functions on the open set U = X0 \ {p1, . . . , pk}. There is an
injective map
H0(ParbunG(X0, ~p),L
m
G (X0, ~p)) →֒ H
0(QG × (G/B)
n, γ∗(LmG (X0, ~p)))
g⊗kAU .
Lemma 9.4. The natural map γ : QG × (G/B)
n −→ ParbunG(X0, ~p) is dominant.
Proof. For simplicity in notation, we first assume there are no marked points and show γ : QG −→
BunG(X0), is dominant. We note that by [Wan], BunG(X0) is smooth; a fiber bundle over BunG(X),
with fiber G, it is irreducible.
Let U1 = X0 \ {q1, . . . , qk} be affine, and U2 be any affine open containing the points q1, . . . , qk,
so that U = {U1, U2} is a Cˇech covering of X0. Let A1, . . ., AN ∈ g be any collection of nilpotent
elements that freely generate g as a k-module. One can always find such a basis as it exists for
sl2(k), and by hypothesis g is simple. In particular, A1, . . ., AN is also a basis for g⊗OX0(U1∩U2)
as an OX0(U1 ∩ U2)-module. We may represent a basis for H
1(X0, g ⊗ O) ∼= Hˇ
1
(U , g ⊗ O) by
{φ1, . . . , φD}, where for j ∈ {1, . . . ,D}, we write
φj =
N∑
i=1
Ai ⊗ fji, with fji ∈ OX0(U1 ∩ U2).
For M = ND consider the map AMk −→ G(U1 ∩ U2), given by
(50) (α11, . . . , α1N , α21 . . . α2N , . . . , αD1, . . . , αDN ) 7→
exp(A1 ⊗ α11f1) · · · exp(A1 ⊗ α1NfN ) · exp(A2 ⊗ α21f2) · · · exp(A2 ⊗ α2Nf2)
· · · · · · exp(AN ⊗ αD1fN ) · · · exp(AN ⊗ αDNfN),
which may be used to patch trivializations Ui ×G→ G, thereby giving a map δ : A
M
k → QG.
The map γ ◦ δ gives an induced map on tangent spaces. The Kodaira-Spencer map:
T0(A
M
k ) = (k)
M −→ H1(X0, g⊗O) ∼= Hˇ
1
(U , g ⊗O),
(α11, . . . , α1N , α21 . . . α2N , αD1, . . . , αDN ) 7→
N∑
1≤i≤D,1≤j≤N
Aj ⊗ αijfij,
takes (1, . . . , 1, 0, . . . . . . , 0) to φ1, (0, . . . , 0, 1, . . . , 1, 0, . . . . . . , 0) to φ2, . . ., (0 . . . . . . 0, 1 . . . 1) to φD,
and hence is surjective. So the map AMk −→ BunG(X0) is dominant and hence the claim holds.
An analogous argument will carry through if the bundles in question have parabolic structures
at marked points. 
Remark 9.5. The map γ is shown to be surjective in [Ser58], for G = SL(r), and for general
semisimple groups in [BF15].
Proof. (of Claim 9.3) The group scheme G(AU ) acts on QG×(G/B)
n and the map τ is equivariant
for this action. Therefore since by Lemma 9.4, τ is dominant, we have that
H0(ParbunG(X0, ~p),L
m
G (X0, ~p)) →֒ H
0(QG × (G/B)
n, γ∗(LmG (X0, ~p)))
G(AU ).
The claim follows from the fact that invariants for the k-group G(AU ) are a subset of invariants
for its associated Lie algebra g⊗k AU . 
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9.2.2. Step 2.
Claim 9.6.
(51) V[m]|∗(X0,~p)
∼= H0(QG × (G/B)
n, γ∗(LmG (X0, ~p)))
g⊗kAU
Proof. Let Xi be the irreducible components of the smooth curve X. By Def 6.1,
γ∗(LmG (X0, ~p)) = (p ◦ γ)
∗(LmG (X, ~p)).
By assumption U = X0 \ {q1, . . . , qk} is affine, and we set V = U \ {p1, . . . , pn}. Putting trivial
representations at the points {q1, . . . , qk}, the left hand side of Eq 51 with m = 1 looks like:
(52) V(g, ~λ, ℓ)|∗(X,~p)
∼= V(g, ~λ ∪ {0k}, ℓ)|∗(X,~p∪~q)
∼=
[
Hλ1 ⊗ · · · ⊗ Hλn ⊗H0 ⊗ · · · ⊗ H0
/
(g ⊗AV ) · (Hλ1 ⊗ · · · ⊗ Hλn ⊗H0 ⊗ · · · ⊗ H0)
]∗
.
We now apply [Uen08, Theorem 3.18, page 58], to get the right hand side of Eq 52 is:[
Vλ1 ⊗ · · · ⊗ Vλn ⊗H0 ⊗ · · · ⊗ H0
/
(g⊗AU) · (Hλ1 ⊗ · · · ⊗ Hλn ⊗H0 ⊗ · · · ⊗ H0)
]∗
.

9.2.3. Step 3.
Claim 9.7. h0(ParbunG(X0, ~p),LG(X0, ~p)) ≥ dim(H
0(QG × (G/B)
n, γ∗LG(X0, ~p))
g⊗AU ).
Proof. For simplicity, we will assume that X0 has a single node s and ν
−1(s) = {a, b}. We now
show
h0(ParbunG(X0, ~p),LG(X0, ~p)) ≥ dim(H
0(QG × (G/B)
n, γ∗LG(X0, ~p))
g⊗AU ).
By Lemma 6.4,
(53) H0(ParbunG(X0, ~p),L
m
G (X0, ~p)) = H
0(ParbunG(X, ~p),L
m
G (X, ~p)⊗
(⊕
λ
E
b
λ∗ ⊗ E
a
λ
)
)
=
⊕
λ
H0(ParbunG(X, ~p),L
m
G (X)⊗
(
E
b
λ∗ ⊗ E
a
λ
)
)
⊕
λ
V(g, {λ1, . . . , λn, λ, λ
∗}, ℓ)[m]|∗(X;p1,...,pn,a,b).
By Factorization, the part of this sum indexed by weights λ ∈ Pℓ(g) is isomorphic to
V(g, {λ1, . . . , λn}, ℓ)[m]|
∗
(X0,{p1,...,pn})
.
Therefore the dimension is at least as big as that of V(g, {λ1, . . . , λn}, ℓ)[m]|
∗
(X0 ,{p1,...,pn})
. 
Remark 9.8. By combining all three steps we see that in fact the proof of Claim 9.7 gives that the
only nonzero contributions to the sum⊕
λ
V(g, {λ1, . . . , λn, λ, λ
∗}, ℓ)[m]|∗(X;p1,...,pn,a,b)
come from λ ∈ Pℓ(g). This gives another proof of Lemma 6.4(3).
10. Applications
Here we prove Theorem 1.2, Theorem 1.4, and Proposition 10.7 as well as give an example
illustrating Theorem 1.4.
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10.1. Application One: Proof of Theorem 1.2. Let A• =
⊕
m∈Z≥0
V(slr,mℓ)
∗, set X =
Proj(A•), and consider the map p : X →Mg. By Proposition 10.2, the map p is flat.
For Part (1): For any closed point [C] ∈ Mg, one has that A•|[C] is an integral domain, since
BunG(C) is smooth and connected (fiber it over the moduli of G = SL(r)-bundles on the normal-
ization of C). One could also use Theorem 1.3: For any closed point [C] ∈ Mg, one has that A•|[C]
is ⊕mV(slr,m)|
∗
[C]. This a subalgebra, formed by suitable Lie-algebra invariants, of a product of the
algebra of sections of a line bundle on the ind-integral affine Grassmannian, with an n-fold product
of complete flag varieties [LS97, Section 10]. Therefore, the fibers Proj(A•|x) are integral schemes,
and hence are integral and irreducible. Normality of the fibers of p follows from the normality of
BunG(C): The sheaf ⊕L
n is a sheaf of normal algebras over BunG(C).
Part (2) follows from the work of [BL94,Fal94,KNR94].
Lastly, for finite generation of A•, we appeal to the fact that the moduli stack Mg is stratified
by the topological type of the curves being parameterized: Curves having k-nodes of a particular
type determine the (generic) element of each component of the codimension k boundary strata. In
Section 10.1.1, we show that there is a uniform such constant m for curves of a given stratum, such
that A•|[C] is generated by Ai|[C], i = 1, . . . ,m. Together with Lemma 10.1, this will finish the
proof of Theorem 1.2.
Lemma 10.1. Suppose we can find a uniform global constant m, such that for all stable curves C
of genus g, A•|[C] is generated by Ai|[C], i = 1, . . . ,m. Then, A• is finitely generated.
Proof. This follows from Nakayama’s Lemma. 
Proposition 10.2. Let X be a scheme and S• = ⊕mSm a graded sheaf of algebras over X. Assume
that the sheaves Sm are locally free of finite rank over X, and also that S• = ⊕mSm is finitely
generated as an S0 algebra. Then Proj(S•)→ X is flat.
Proof. This is standard: local rings of Proj(S•) are grade zero summands in localizations of S•. 
10.1.1. Uniform constants m on strata. Let X0 → T be a family of equisingular curves (i.e., the
graph encoding singularities and genera is constant), let X → T be the family of normalizations.
After sufficient surjective base change of T , we can assume that the labelings of components of the
curve, etc can be made in families. We will also assume that T is smooth. Note further that we are
also at liberty to replace T by a non-empty open subset, since the complement will have smaller
dimension, and bounds m can be found for the complement by induction.
Given an ample line bundle L on X0 → T , let V be a fixed vector space isomorphic to k
P (m)
for m >> 0, as before. Let QuotX0/T (V ⊗ L
−1,P) be relative Quot scheme: For every T ′ → T , an
T ′-valued point of QuotX0/T (V ⊗L
−1,P) is a pair (E , α) with E a coherent sheaf on X ′0 = T
′×T X0,
flat over T ′, with fibers Et having Hilbert polynomial P for every t ∈ T
′, and [α : (V ⊗ L−1)′ ։ E ]
a surjection X ′0 → T
′. Relative versions QuotX0/T (V ⊗L
−1,P, 1), Q0X0/T (L), Q
LF
X0/T
(L), Q
det
X0/T (L),
MX0/T (L), andM
0
X0/T
(L) can be defined. Note that by passing to a non-empty open subset of T ,
we can assume that the fibers of these objects coincide with the objects defined earlier (when we
were working fiber-wise). Here the only subtle point is MX0/T/T (L) which involves normalization,
and we need to show that normalization commutes with taking fibers, at least generically, in
characteristic zero. This is Lemma 10.3. We also note Grothendieck’s generic representability
theorem (see e.g., [Kle05, Theorem 4.18.2]).
One can define an embedding of QuotX0/T (V ⊗ L
−1,P, 1) into a relative Grassmannian variety,
and denote the corresponding line bundle by TX0/T (A). To define the analogous map, and show it
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is an embedding, one needs that boundedness works uniformly in families, which Simpson proves
[Sim94, Corollary 1.6].
One can also define a relative version of ~a-slope semistability (respectively ~a-slope stability).
In order to compare ~a-slope semistable sheaves with GIT-(semi)stable loci in the Quot scheme
one needs a relative and uniform bound on the number of global sections of a sheaf in terms of its
maximal slope (aka the Le Potier-Simpson estimate) which is given in [Sim94, Corollary 1.7] .
All the arguments hold uniformly in families. We list the assertions that need to be generalized
in families, and comment on the subtleties, if any.
(1) Proposition 4.11 generalizes easily. It is known that if Q→ T is a family with a relatively
ample bundle T . Then, semistability on fibers corresponds in the expected manner with
semistability in the family [Sim94, Lemma 1.13].
(2) Lemma 4.9: This is a problem of extending sections over normal schemes, here we have to
extend over codimension one points. We can extend over generic point of the base using
Lemma 4.9. For rest of the codimension one points, which map to codimension one points
on the base the section is already defined there and hence does not have a pole (we can
shrink the base to make MX0/T (L)−M
0
X0/T
(L) flat over the base T ).
(3) In Proposition 5.1: Replace H0 by push-forward of corresponding sheaves to the base T .
10.1.2. Let U ⊂ X be schemes over a smooth base T . Assume that U is smooth over T , and X
proper over T . Assume the fibers of U → T at closed points are irreducible. Let Y be the closure
of U in X and Y˜ the normalization of Y . Assume T is smooth over a field of characteristic zero.
Lemma 10.3. There is a non-empty open subset V of T such that the fiber of p : Y˜ → T over a
closed point in V , is an irreducible normal variety.
Proof. We will assume that p : Y˜ → T is flat over T by replacing T by a non-empty open subset.
It is also a proper map. Y˜ − U has strictly smaller dimension than Y˜ . There is a non-empty
open subset V1 of T such that for t ∈ V1 each irreducible component of the fiber p
−1(t) is of
dimension dimX − dimT , and each irreducible component of p−1(t) ∩ (Y˜ − U) has dimension
< dimX − dimT − 1. It follows that p−1(t) ∩ U is dense in p−1(t) at such points.
Now for the normality: The set of scheme theoretic points t ∈ T such that the geometric fiber
(fiber, base changed to algebraic closure of the residue field at t) of p over t is normal - is an open
subset V2 (possibly empty) of T [EGAIV, (12.2.4)]. Now if η is the generic point of T , then Y˜η is
a limit of open subsets of Y˜ and is hence normal. Normal schemes over fields of characteristic zero
remain so upon base change to algebraic closure, since this base change is a limit of etale extensions
(e.g., [GW10, page 167, exercise 6.19]). Therefore η ∈ V2 and hence V2 is non-empty. We can take
V = V1 ∩ V2 and see that the desired properties are satisfied.

10.2. Application Two: The proof of Theorem 1.4.
Proof. Suppose C is a nodal curve with a non-separating node. Then the polarization produced in
Proposition 7.3 is the canonical one, and rkG = 1. Therefore we find that for a suitable G,
H0(M0(L),LℓG)
GL(V ) → H0(BunSL(r)(X0), φ
∗Dℓ)
is an isomorphism. Now set XC(r) to be the GIT quotient ofM(L) by GL(V ), and the linearization
corresponding to G. By Kempf’s descent Lemma one can show that the line bundle LG descends
to the GIT quotient, and hence obtain the desired assertion (i.e, part (1)).
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If C is arbitrary, but r = 2, the midpoint choice in Proposition 7.3 (see Remark 7.2) still returns
the canonical polarization since λ = λ∗ for SL2. We can take rk(G) = 2 (and hence get only even
levels) and proceed as before. Part (3) is a consequence of Theorem 1.3, see Lemma 10.4 below. 
Lemma 10.4. Let X be a scheme and S• = ⊕mSm a graded sheaf of algebras over X. Assume that
the sheaves Sm are locally free of finite rank over X, and also that S• = ⊕mSm is finitely generated
as an S0 algebra. Then there exists a relatively ample line bundle L, and a positive integer ℓ such
that setting p : Y = Proj(S•)→ X, we have an isomorphism of algebras⊕
m≥0
Smℓ =
⊕
m≥0
p∗L
m
Proof. By [Har77, Exercise 5.9], for sufficiently large d, and if S• is generated in degree 1, p∗O(d) =
Sd. The desired assertion follows. 
10.2.1. Example: The Veronese surface (P3,O(2)). We recall that in case C is a smooth curve and
V(g, ℓ) is a vector bundle of conformal blocks on Mg, then
(54) V(g, ℓ)|∗C
∼= H0(XC ,LC),
for some projective variety XC and some ample line bundle LC on XC (consistently with multi-
plication operations). For g = slr+1, then XC is isomorphic to SUC(r + 1, d), the moduli space of
stable bundles on C of rank r + 1 and degree d = 0. By [NR69], if C is smooth of genus g = 2,
then V(sl2,m)|
∗
[C]
∼= H0(SUC(2),LC ) ∼= H
0(P3,O(m)). In [BGK15, Example 3.9], it was shown that
Eq 54 does not extend, consistently with multiplication to all points [C] ∈ ∆1, although it does
hold for all points [C] ∈ ∆irr \∆1. This was shown by giving recursive identities which must be
satisfied if such an extension were to exist. One of the main points of this work is that by starting
with sufficiently divisible level, extensions do exist at all points of Mg. For sl2, the level must be
divisible by 2. Using techniques from [BGK15] we give, in Proposition 10.5, a recursive identity
which will be necessarily be satisfied by the first Chern classes of multiples V[m] = V(sl2, 2m) if
(XC ,LC) can be taken to be (P
3,O(2)) for all C.
Proposition 10.5. For V[m] = V(sl2, 2m), suppose V[m]|
∗
[C]
∼= H0(P3,O(2m)), for all [C] ∈ Mg
consistently with multiplication operations. Then c1(V[m]) = α(m) c1(V) + β(m)δ1, where
α(m) =
(
9 +m
10
)
−20
(
7 +m
10
)
+64
(
6 +m
10
)
−90
(
5 +m
10
)
+64
(
4 +m
10
)
−20
(
3 +m
10
)
+
(
1 +m
10
)
,
and
β(m) = −8
(
9 +m
9
)
+
192
5
(
6 +m
9
)
− 72
(
5 +m
9
)
+ 64
(
4 +m
9
)
− 24
(
3 +m
9
)
+
8
5
(
1 +m
9
)
.
The proof uses resolutions of ideal sheaves of Veronese embeddings due to Lascoux, see [Wey03,
Section 6.3.9 ]. We have verified these formulas for low values of m, and in principle verification
for all m should be possible since c1(V[m]) has been explicitly computed in [BGK15, Example 6.8].
However such a verification will not ensure that (XC ,LC) equals (P
3,O(2)) for all C. We therefore
ask if this equality holds for all reducible C. Note that the answer is known to be positive for
irreducible curves by [BGK15
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10.3. Application Three: Chern classes of bundles in type A.
Definition 10.6. A quasi-polynomial of degree d can be written as f(k) = αd(k)k
d+αd−1(k)k
d−1+
· · ·+α0(k), where αi(k) is a periodic function with integral period, and αd(k) is not identically zero.
Equivalently, a function f : N → N is a quasi-polynomial if there exist polynomials p0, . . . , ps−1
such that f(n) = pi(n) when n ≡ i mod s. The polynomials pi are called the constituents of f .
Proposition 10.7. For m sufficiently large, the Chern character Ch(V[m]) is a quasi-polynomial
in m, with coefficients in the Chow ring A∗(Mg).
Corollary 10.8. For every k, and m sufficiently large, the k-th Chern class ck(V[m]) is a linear
combination of boundary cycles of codimension k, with coefficients that are quasi-polynomial in m.
Recursive formulas for the first Chern class and Chern character are given in [Fak12,MOP15,
MOP+13]. From our experience, it would seem to be rather challenging to use explicit formulas to
conclude the quasi-polynomiality given in Proposition 10.7 and Corollary 10.8. Note that already
for V(sl2, 1) onMg, the Chern classes are quasi-polynomial with period two (this can be computed
from [Fak12] as was done in [BGK15, Example 6.8]). It would be interesting to determine/bound
the period in general.
Proof. (of Proposition 10.7) We know A• =
⊕
m∈Z≥0
V(slr,mℓ)
∗ is finitely generated over A0, say
by {Adi}, for i ∈ {1, . . . , r}, such that Π
r
i=1di = d. Let B• be the (dr)-th Veronese subring of A•:
The graded ring such that Bm = Adrm, for m ∈ Z≥0. Then B• is generated in degree one [Gro61,
Lemma 2.1.6(v), page 21]. Moreover, Proj(A•) ∼= Proj(B•), eg. [Rei, Prop 3.3], and we consider
the representable morphism p : X = Proj(B•) → Mg. As is explained in [Edi13, Proposition
2.2.3], using [DM69, Theorem 2.1], Mg is a smooth Deligne-Mumford quotient stack, and by
[EG00, Theorem 3.1], for any vector bundle E on X , one has τX (E) = Ch(E)Td(TX ). We can apply
this to E = O(m) to get the Grothendieck-Riemann-Roch (GRR) identity in Ch(Mg)
∗
Q
∼= A(Mg)
∗
Q:
(55) p∗(Ch(O(m))) · Td(TMg) = p∗(Ch(O(m) · Td(TX )).
Since Td(TMg) is invertible in Ch
∗(Mg)Q ∼= A
∗(Mg)Q, one obtains
(56) p∗(Ch(O(m))) = p∗(Ch(O(m)) · Td(Tp)).
Therefore, since Chern characters have the property that they are additive over exact sequences,
Ch(O(1)⊗m) = Ch(O(1))⊗m, it is enough to compute p∗(Ch(O(1))
⊗m ·Td(Tp)). For this, since push-
forward preserves dimension, we want to find the components of the intersection whose dimension
will be k ≤ 3g − 3. We will obtain an expression, given by a linear combination of cycles on Mg,
with coefficients that are polynomials that depend on m.
The right hand side of Eq 56 simplifies, taking into account explicit formulas for the Chern
character Ch(p∗(O(1))) and the Todd class Td(Mg), which we can get from [Ful98], for example.
The coefficients in the intersection Ch(O(1))⊗m · Td(Tp) depend only on m. Therefore, we have
proved (Lemma 10.4) that for sufficiently large m, Ch(V[drm]) is a polynomial in m. To cover other
modulo classes (for dr), we define sheaves, Fa for 0 ≤ a < dr over X corresponding to the graded
B•-modules ⊕mAa+mdr. We now apply GRR to the sheaves Fa(m) and complete the argument.

11. History and open questions
11.1. History of the problem motivating Theorem 1.2. There is a natural question about
the family of moduli spaces SUC(r) over Mg, which we answer in Theorem 1.2.
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Question 1. Can one extend the family of moduli spaces SUC(r) over Mg, to a family X →Mg
with X relatively projective and flat over Mg?
Here we compare our solution to Question 1, given in Theorem 1.2, to work of Newstead, Seshadri,
Pandharipande and Sun, which give answers to problems related to Question 1. These other
constructions seem to present qualitatively different solutions from the one we give. In particular, we
know of no flat family, other than the one in Theorem 1.2, extending the family of moduli spaces of
vector bundles with trivial determinant overMg into a flat family overMg. The family in Theorem
1.2 is independent of any choices, and is related to conformal field theory for singular curves.
However, unlike the families discussed below, at the moment it lacks a full modular interpretation.
A proposed approach toward such an interpretation is outlined in Section 11.2.
The moduli space of semistable vector bundles of degree e and rank r on a smooth curve C has
come to be denoted by UC(e, r) since via the Narasimhan-Seshadri correspondence [NS65], points
in UC(0, r) are identified with homomorphisms from the fundamental group π1(C) to the unitary
group U(r). The problem of extending the family for UC(e, 1) for C ∈ Mg, to include curves
C with singularities, has a particularly rich history [Igu56, Ish78,OS79, D’S79, AK80, Cap94]. In
[New78, Theorem 5.8], Newstead extends the family of UC(e, r) over C ∈ Mg, to curves with
nonseparating nodes; and in [Ses82, pgs 155-], Seshadri extends it to arbitrary reduced curves.
These modular constructions depend on a choice of polarization for the curve. By [Pan96] and
[Sim94, Theorem 1.21], there exists a proper, modular family over Mg, such that fibers over
points [C] ∈ Mg, corresponding to smooth curves C, are isomorphic to UC(e, r), and fibers over
[C] ∈ Mg \Mg are the moduli spaces of torsion free sheaves which are semistable for the canonical
polarization on C, as constructed by Seshadri. There is an approach initiated by Gieseker [Gie84] in
rank 2, and extended to higher ranks by other authors (see [NS99,Xia95,Sun03] and the references
therein). Gieseker’s approach uses semistable models of the nodal curve C, and the corresponding
moduli spaces admit regular birational morphisms to Seshadri’s compactifications.
In order to apply these constructions to answer Question 1, one could form the closure of
semistable bundles on smooth curves with trivial determinant in the space constructed by Pand-
haripande and Simpson. One would then ask if the family so obtained is flat overMg. This closure
problem is related to work done surrounding the Nagaraj-Seshadri locus, which we now describe.
Consider a one-parameter degeneration of a family of smooth curves Ct into a stable curve C0
with one double point. Now form the closure of the relative moduli space of semistable bundles of
fixed rank and trivial determinant on the curves Ct for t 6= 0 in a relative moduli stack of torsion
free sheaves (fixing a relative polarization). The Nagaraj-Seshadri locus consists of those bundles
which arise as the fiber of the closure over t = 0 for such families. A conjectural description of
the underlying reduced set of this locus, given in [NS97, Conjecture page 136], was shown to hold
by Sun in [Sun02, Sun03] (also see [NR93, Bho05, Bho99]). Sun [Sun03] also considered the case
C0 is reducible, and showed that in this case the Nagaraj-Seshadri locus is possibly reducible. It
is uncertain whether the scheme structures of the fibers of the closures depend only on C0 (see
[Sun03,Sch12]).
In particular, it is not clear that there is a flat family over Mg that can be obtained by taking
closures, as described, in the family constructed by Pandharipande and Simpson. By [Sun02],
except for the case of SL(2), such a family will have reducible fibers over points corresponding to
reducible curves, and therefore will differ from the flat family in Theorem 1.2.
Parallel to this story, work in conformal field theory by Tsuchiya-Ueno-Yamada [TUY89], pro-
duced vector bundles on Mg which extended the vector bundle with fibers H
0(SUC(r), θ
⊗m) on
Mg [BL94,Fal94,KNR94]. These fibers are referred to as generalized theta functions. To the best
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of our knowledge, these vector bundles, obtained via conformal field theory, were not related to the
compactifications in the previous paragraphs.
11.2. Toward a modular interpretation of the fibers Proj(AX0• ). Fix a singular stable curve
X0. We describe an approach which we hope will lead to a modular interpretation for Proj(A
X0
• ).
Definition 11.1. A vector bundle E of rank r with trivial determinant on X0 has property S if
there exists a global section (for some m) in H0(BunSL(r)(X0),D
⊗m) which does not vanish at E.
The open locus BunSSL(r)(X0) ⊂ BunSL(r)(X0) of points with property S admits a natural map:
(57) Φ : BunSSL(r)(X0)→ Proj(⊕mH
0(BunSL(r)(X0),D
⊗m)) = Proj(AX0• ).
Question 11.2. (1) Is Φ open?
(2) Is the image of Φ a good quotient in the sense of Alper [Alp13]?
(3) Give a geometric description of the open locus BunSSL(r)(X0).
(4) Identify what is “added” to form the compactification Proj(AX0• ) of the image of Φ.
In terms of Part (3) of Question 11.2, the following result goes part of the way towards giving a
modular description of the “interior” of Proj(AX0• ):
Lemma 11.3. E has property S iff it is semistable for some choice of weights ~a = (ai)i∈I .
Proof. If E has property S, there is a section in one of the λ summands of H0(BunSL(r)(X0),D
⊗m)
which does not vanish at E . By Prop 7.3, this section extends to a section in a compactification for
some ~a. For the other implication use Proposition 5.1. 
Definition 11.4. [Oss] A vector bundle E of rank r on X0 with trivial determinant is limit-
semistable if for any non-zero subsheaf F ⊂ E which has uniform multi-rank r′ on X0, we have
χ(X0,F)
r′
≤
χ(X0, E)
r
.
A vector bundle is limit semistable if it is linear semistable (Def 3.2) for some choice of weights.
Question 11.5. Given a vector bundle E with trivial determinant on X0, does E have property S
if and only if E⊕m is limit semistable for all positive integers m?
We know that if E has property S, then E⊕m is limit semistable for all positive integers m. We
don’t know the other implication even in the simple case of a curve with two components.
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