The purpose of this paper is to present a new iterative scheme for finding a common solution to a variational inclusion problem with a finite family of accretive operators and a modified system of variational inequalities in infinite-dimensional Banach spaces. Under mild conditions, a strong convergence theorem for approximating this common solution is proved. The methods in the paper are novel and different from those in the early and recent literature.
Introduction
Variational inequalities theory, which was introduced by Stampacchia [] in the early s, has emerged as an interesting and fascinating branch of applicable mathematics with a wide range of applications in industry, finance, economics, social, pure and applied sciences. It has been shown that this theory provides the most natural, direct, simple, unified and efficient framework for a general treatment of a wide class of unrelated linear and nonlinear problems; see, for example, [-] and the references therein. Variational inequalities have been extended and generalized in several directions using novel and new techniques.
In , Brézis [] initiated the study of the existence theory of a class of variational inequalities, later known as variational inclusions, using proximal-point mappings due to Moreau [] . Variational inclusions include variational, quasi-variational, variational-like inequalities as special cases. Variational inclusions can be viewed as an innovative and novel extension of the variational principles and thus have wide applications in the fields of optimization, control, economics and engineering sciences.
In recent years, much attention has been given to study the system of variational inclusions/inequalities, which occupies a central and significant role in the interdisciplinary research among analysis, geometry, biology, elasticity, optimization, imaging processing, biomedical sciences and mathematical physics. One can see an immense breadth of mathematics and its simplicity in the works of this research. A number of problems leading to the system of variational inclusions/inequalities arise in applications to variational problems and engineering. It is well known that the system of variational inclusions/inequalities can provide new insight regarding problems being studied and can stimulate new and innovative ideas for problem solving.
In , Ansari and Yao [] introduced the system of generalized implicit variational inequalities and proved the existence of its solution. They derived the existence results for a solution of system of generalized variational inequalities, from which they established the existence of a solution of system of optimization problems.
Ansari et al. [] introduced the system of vector equilibrium problems and proved the existence of its solution. Moreover, they also applied their results to the system of vector variational inequalities. The results of [] and [] were used as tools to solve the Nash equilibrium problem for non-differentiable and (non)convex vector-valued functions.
Let A, B : C → E be two nonlinear mappings. In , Yao et al.
[] introduced a system of general variational inequalities problem of finding (x * , y * ) ∈ C × C such that
Motivated by the works mentioned above, we shall consider the following problem in q-uniformly smooth Banach spaces: find (x * , y * ) ∈ C × C such that x * -(I -λA)(ax * + ( -a)y * ), j q (x -x * ) ≥ , ∀x ∈ C, y * -(I -μB)x * , j q (x -y * ) ≥ , ∀x ∈ C, (.)
where a ∈ [, ], λ >  and μ >  are three constants. This problem is called a modified system of variational inequalities, which clearly includes problems (.)-(.) as special cases.
In order to find a common element of the set of solutions of problem (.) and the set of fixed points of nonlinear operators, Kangtunyakarn [] also studied the following algorithm in a -uniformly smooth Banach space:
where S A is the S A -mapping generated by
and Q C is a sunny nonexpansive retraction of E onto C. Then, under mild conditions, they established a strong convergence theorem.
On the other hand, we know that the quasi-variational inclusion problem in the setting of Hilbert spaces has been extensively studied in the literature; see, for instance, [-]. There is, however, little work in the existing literature on this problem in the setting of Banach spaces. The main difficulties are due to the fact that the inner product structure of Hilbert spaces fails to be true in Banach spaces. To overcome these difficulties, López et al.
[] used a new technique to carry out certain initiative investigations on splitting methods for accretive operators in Banach spaces. They considered the following algorithms with errors in Banach spaces:
where u ∈ E, {a n }, {b n } ⊂ E and J r n = (I + r n B) - is the resolvent of B. Then they established the weak and strong convergence of algorithms (.) and (.), respectively. Recently, Khuangsatung and Kangtunyakarn [] introduced the following algorithm in Hilbert spaces for finding a common element of the set of fixed points of a k-strictly pseudononspreading mapping, the set of solutions of a finite family of variational inclusion problems and the set of solutions of a finite family of equilibrium problems:
And, under suitable conditions, they proved the strong convergence of the sequence {w n }. , we suggest and analyze a new iterative algorithm for finding a common solution to a variational inclusion problem with a finite family of accretive operators and a modified system of variational inequalities in infinite-dimensional Banach spaces. We also prove the convergence analysis of the proposed algorithm under some suitable conditions. The results obtained in this paper improve and extend the corresponding results announced by many others.
Preliminaries
Throughout this paper, we denote by E and E * a real Banach space and the dual space of E, respectively. We use Fix(T) to denote the set of fixed points of T and B r to denote the closed ball with center zero and radius r. Let C be a subset of E and q >  be a real number. The (generalized) duality mapping J q : E →  E * is defined by
for all x ∈ E, where ·, · denotes the generalized duality pairing between E and E * . It is well known that if E is smooth, then J q is single-valued, which is denoted by j q . Let C be a nonempty closed convex subset of a real Banach space E. Let A : E → E be a single-valued nonlinear mapping, and let M : E →  E be a multivalued mapping. The so-called quasi-variational inclusion problem is to find a z ∈ E such that
The set of solutions of (.) is denoted by VI(E, A, M).
is said to be the modulus of convexity of E if
A Banach space E is said to be: () uniformly smooth if
() q-uniformly smooth if there exists a fixed constant c >  such that ρ E (t) ≤ ct q , where
It is known that a uniformly convex Banach space is reflexive and strictly convex.
Definition . A mapping T : C → E is said to be:
() μ-inverse-strongly accretive if for all x, y ∈ C, there exist μ >  and
Definition . A set-valued mapping T : Dom(T) →  E is said to be:
() m-accretive if T is accretive and (I + ρT)(Dom(T)) = E for every (equivalently, for some) ρ > , where I is the identity mapping.
is called the resolvent operator associated with M, where ρ is any positive number and I is the identity mapping. It is well known that J M,ρ is single-valued and nonexpansive. We need some facts and tools which are listed as lemmas below.
Lemma . ([]
) Let E be a Banach space and J q be a generalized duality mapping. Then, for any given x, y ∈ E, the following inequality holds:
Lemma . ([])
Let {α n } be a sequence of nonnegative numbers satisfying the property
where {γ n }, {b n }, {c n } satisfy the restrictions: 
In particular, if
Recall that if C and D are nonempty subsets of a Banach space E such that C is closed convex and
for all x ∈ C and t ≥ , whenever
Furthermore, Q is a sunny nonexpansive retraction from C onto D if Q is a retraction from C onto D which is also sunny and nonexpansive. A subset D of C is called a sunny nonexpansive retraction of C if there exists a sunny nonexpansive retraction from C onto D. The following lemma collects some properties of the sunny nonexpansive retraction.
Lemma . ([, ]) Let C be a closed convex subset of a smooth Banach space E. Let D be a nonempty subset of C. Let Q : C → D be a retraction and let j, j q be the normalized duality mapping and generalized duality mapping on E, respectively. Then the following are equivalent:
(i) Q is sunny and nonexpansive; 
Then it holds for all r >  that Fix(T r ) = VI(E, A, M).
Proof From the definition of T r , it follows that
This completes the proof.
Lemma . ([]) Assume that C is a nonempty closed subset of a real uniformly convex and q-uniformly smooth Banach space E. Suppose that A : C → E is α-inverse-strongly accretive and M is an m-accretive operator in E, with Dom(M) ⊆ C. Then it holds that:
(ii) Given k > , there exists a continuous, strictly increasing and convex function
Main results

For every
From (.), we introduce the combination of variational inclusion problems in Banach spaces as follows: find a point
where λ i is a real positive number for all i = , , . . . , N with
The set of solutions of (.) in Banach spaces is denoted by VI(E,
To prove the strong convergence results, we also need the following four lemmas. 
In light of the nonexpansiveness of J r , we deduce that
which means that
By Lemma ., without loss of generality, we may assume r ∈ (, (
We then deduce that
We derive from (.) and (.) that
It then follows from (.) and (.) that
for all i = , , . . . , N , which yields that
Hence, we obtain the desired result.
Lemma . Let E, C, M, η, λ i and A i be the same as those in Lemma
Proof Let x, y ∈ C. It follows that
Consequently, the mapping
Lemma . Assume that C is a nonempty closed subset of a real uniformly convex and q-uniformly smooth Banach space E. Let S : C → C be nonexpansive, A : C → E be η-inverse-strongly accretive, and M :
Proof It is easy to check that
S).
We are left to show that
We have by Lemma . that
Hence, we have from r ∈ (, (
It follows that
Hence, we have
By the assumption ofx ∈ Fix(ST r ), we havex = Sx. This means thatx ∈ Fix(S) ∩ Fix(T r ).
We now prove Fix(T r S) ⊆ Fix(S) ∩ Fix(T r ). Suppose thatũ ∈ Fix(T r S) andû ∈ Fix(S) ∩ Fix(T r ). Repeating the above proof again, we get that Proof First, we prove ' ⇒'. Let (x * , y * ) be a solution of (.), and we have
From Lemma ., we have
which implies that x * ∈ Fix(G), where y * = Q C (I -μB)x * .
Next we prove '⇐ '. Let x * ∈ Fix(G) and y * = Q C (I -μB)x * . Then
It follows from Lemma . that
Then we find that (x * , y * ) is a solution of problem (.). 
For arbitrarily given x  ∈ C, let {x n } be the sequence generated iteratively by
where
And (x, y) solves problem (.), where y = Q C (I -μB)x.
Proof Let {y n } be a sequence generated by
where T n := J r n (I -r n N i= λ i A i ). Hence to show the desired result, it suffices to prove that y n → x. Indeed, by virtue of Lemma ., Lemma ., (iii), λ ∈ (, (
, we find that T n : C → C and G : C → C are nonexpansive. And hence,
(  .  )
By virtue of Lemma . and (.), we see lim n→∞ y n -x n = .
First, we prove that the sequence {y n } is bounded.
Lemma .. It follows from (.) and Lemma . that
By induction, we have
Hence, {y n } is bounded, so are {f (y n )}, {T n (y n )} and {T n G(y n )}. Next, we prove that
Noticing Lemma ., we get that the mapping V is η-inversestrongly accretive. Putting z n = T n Gy n , we derive from Lemma . that
where M  > sup n≥ { Gy n+ -J r βn (-r βn V )Gy n+ r βn }, r α n = min{r n+ , r n } and r β n = max{r n+ , r n }.
Combining (.) and (.), we find that
where M  > sup n≥ { f (y n ) -z n }. It follows from Lemma ., (ii) and (iii) that lim n→∞ y n+ -y n = . Again, using Lemma ., Lemma . and Lemma ., we obtain
for all r ≥ , we find that r n αq -r q- n C q VGy n -VGx q + φ q Gy n -r n VGy n -T n Gy n + r n VGx
It follows immediately from (ii), (iii), (.) and the property of φ q that We show lim n→∞ T ε Gy n -y n = . Thanks to (.), (.), (.) and (ii), we see
Next we prove that
Equivalently (should y n -x = ), we need to prove that
To this end, let
(by Lemma ., Lemma . and Lemma .) as t → , which x solves the variational inequality
Using subdifferential inequality, we deduce that
which implies that
Using (.), taking the upper limit as n → ∞ firstly, and then as t →  in (.), we have
Since E is a uniformly smooth Banach space, we have that the duality mapping j is normto-norm uniform on any bounded subset of E, which ensures that the limits lim sup t→ and lim sup n→∞ are interchangeable. Then we have 
And (x, y) is a solution of the modified system of variational inequalities problem (.) due to Lemma ., where y = Q C (I -μB)x. This completes the proof.
Remark . Theorem . improves and extends Theorem . of López et al. [] in the sense:
• From the problem of finding a solution for a variational inclusion problem with two accretive operators to problem of finding a common solution for a variational inclusion problem with a finite family of accretive operators and a modified system of variational inequalities. • From Hilbert spaces to uniformly convex and q-uniformly smooth Banach spaces.
• From finding a common element of the set of solutions for the variational inclusion problem with two accretive operators and the set of fixed points of nonexpansive mappings to finding a common solution to a variational inclusion problem with a finite family of accretive operators and a modified system of variational inequalities.
As a direct consequence of Theorem ., we obtain the following corollary. 
where Proj C is the metric projection from H onto C. Assume that λ ∈ (, α), μ ∈ (, β) and
(iii)  < lim inf n→∞ r n ≤ lim sup n→∞ r n < η and
Applications
In this section, we give some applications of our main results in the framework of Hilbert spaces. Let C be a nonempty, closed and convex subset of a Hilbert space, and let f : C × C → R be a bifunction satisfying the following conditions:
(A) for all x ∈ C, f (x, ·) is convex and lower semi-continuous. Then the mathematical model related to equilibrium problems (with respect to C) is to findx ∈ C such that f (x, y) ≥  for all y ∈ C. The set of such solutionsx is denoted by EP(f ). The following lemma appears implicitly in Blum and Oettli [] .
Lemma . Let C be a nonempty, closed and convex subset of H and let f : C × C → R be a bifunction satisfying (A)-(A). Let r >  and x ∈ H. Then there exists z ∈ C such that
The following lemma is given in Combettes and Hirstoaga [] .
For r >  and x ∈ H, define a mapping S r : H → C as follows: Assume that λ ∈ (, α), μ ∈ (, β) and Fix(G) ∩ EP(f ) = ∅. For arbitrarily given x  ∈ C, let {x n } be the sequence generated iteratively by
) for all n ∈ N satisfy the following conditions:
Then {x n } converges strongly to some point x ∈ Fix(G) ∩ EP(f ), which solves the variational inequality
Proof Put A i =  for i = , , . . . , N in Corollary .. From Lemma ., we know that J r n = S r n for all n ∈ N. So, we obtain the desired result by Corollary ..
Let g : H → (-∞, +∞] be a proper convex lower semi-continuous function. Then, the subdifferential ∂g of g is defined as follows:
From Rockafellar [], we know that ∂g is maximal monotone. It is easy to verify that  ∈ ∂g(x) if and only if g(x) = min y∈H g(y). Let I C be the indicator function of C, i.e.,
Then I C is a proper lower semi-continuous convex function on H, and the subdifferential ∂I C of I C is a maximal monotone operator. Furthermore, suppose that C is a nonempty closed convex subset. Then 
where 
In view of Theorem ., we find the desired result immediately. 
Assume that λ ∈ (, α), μ ∈ (, β) and
Then we get the desired conclusions immediately.
Numerical examples
The purpose of this section is to give two numerical examples supporting Theorem .. e 1 = (1, 6, 12) and N = 100.
