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Abstract—In this paper we present a methodology to generate a digest for an image based on the grayness value
differentials that exist between neighboring pixels. Neighboring pixels are those that lie to the immediate left, immediate
right, immediate above and immediate below of a given pixel plus the four pixels that lie in between. This algorithm works
on the monochrome images of VGA resolution. Color images are converted to their monochrome equivalents. Images of
resolution higher than VGA are converted to images of VGA resolution. The given image is divided into equal sized
segments or regions. The pixels of the given image are sampled in such a way that each segment contributes equally to the
sampled set for the image. This algorithm uses a histogram based statistical approach towards digest generation. Counters
are maintained at the segment level, which keep the raw counts of the differentials for the sampled pixels. The counter
values are composed to form the digest for the segment. Computing the digest at the segment level helps to preserve the
locality information for the image. The digest for the entire image is a composition of the individual digests generated for
each segment or region. The method also provides for the calculation of a lite version of the digest that saves digest space
by ignoring the region or locality information.
Keywords—Image Digest; Neighbour Differential; Image Segmentation; Image Annotation; Image Retrieval; Image Analysis;
Image Processing;
INTRODUCTION
Oxford English dictionary defines the term digest as, ”A
compilation or summary of material or information”. We
use the term digest to mean the essence of a block of
information. So an Image Digest means an essence of the
characteristics of a digital image. Digest Generation for a
given block of message is an activity that has a history of its
own. Message Digests have been used in the past to verify
the integrity of a digital messages. Today it is widely used in
the areas of Computer Cryptography, Digital Signing,
Message Authentication and Computer Communications.
Traditionally, captioning or annotating a digital image is a
manual task that is tedious and error prone. Unsupervised or
automatic image annotation is an attractive alternative that
has been widely tried but is still not perfected. Although
Image segmentation, Patter recognition and Content based
image retrieval etc have grown into separate research topics,
there is still room for innovation.
This work aims to generate a digest based on the pixel
characteristics of the image and use the digest for automatic
tagging or annotation of the images. Visual characteristics of
the image such as greyness, colour, texture etc have been
used before to generate descriptions that can be used as
annotation. Our method looks at the greyness information of
each pixel of monochrome images to generate the digest.
Image Digest algorithm which was the first paper on the
topic by the authors looked at the greyness distribution
characteristics of an image and generated a digest based on
the distribution. Image Digest II was a follow up algorithm
that segmented the image to capture locality or regional
characteristics. Image Digest III takes it further by retaining
the regional requirement and adding the pixel neighbour
differentials into the equation.
IMAGE SEGMENTATION
Image segmentation can be defined as a process of
discovering homogeneous areas of an image. Homogeneity
is determined with respect to certain properties of the image
such as greyness, texture and colour. It is an important step
in the bigger problem of Image Analysis or Pattern
Recognition. Image Segmentation has been an active area of
research for a number of years. One method of
classification, divides the available methods into Region and
Boundary based techniques. Region based methods take into
account the similarity property of pixels whereas the
Boundary based methodologies consider the discontinuity
property of the pixels.
Some authors have classified the segmentation techniques as
follows: Thresholding and Clustering, Edge Detection and
Region Extraction. Thresholding methods are based on the
histogram characteristics of the image. Edge detection
techniques operate on the basis of boundaries. Region
methods focus on the similarity aspect of the image. Some
texts also classify segmentation as Edge, Region and
Cooperative methods. Edge methodology is essentially a
boundary based technique. Region methods as we alluded to
earlier focus on the similarity property of an image.
Cooperative methods use a combination of Edge and Region
techniques and usually produce better results than the other
two in isolation. The methodology we present in this paper
can be viewed as a variation on the Thresholding technique
at a high level.
RELATED WORK
[1] describes a method to split a grey level image into
different sets of connected pixels with homogeneous grey
levels. [2] presents an optimal algorithm for segmentation of
an image which gives the shortest coding length for
encoding all textures and boundaries in the image. [3]
proposes a segmentation method based on the generalized
fast marching method (GFMM). [4] discusses a
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segmentation process using a recursive splitting of the entire
image. [5] present segmentation by a directed split-and-
merge of small primitive regions. [6] presents a hybrid
segmentation process that combines the recursive splitting
and split-and-merge techniques. [7] proposes segmentation
with the connections that are based on some connectivity
criteria. [8] presents a novel method for performing multi-
label, interactive image segmentation. [9] describes a
Isoperimetric graph partitioning method for image
segmentation. [10] discusses the dependence of image
structure on the level of resolution and scale. [11] present an
automatic annotation method based on clustering and
generalized mixture modelling techniques. [12] describe an
automatic method of linguistic indexing of pictures based on
the statistical modeling approach. [13] presents a method of
automatic image captioning that discovers correlations
between image features and keywords in the training set.
[14] presents a two-layer ensemble learning system, which
extracts a variety of low level visual descriptors from the
image prior to annotation. [15] presents a probabilistic
model to simultaneously classify and annotate an image.
[16] is on the topic of feature selection. [17] surveys several
key theoretical and empirical contributions related to image
retrieval and automatic image annotation. [18] reviews
recent articles on content-based multimedia information
retrieval and discusses their role in current research
directions. [19] is an earlier work by the authors of this
paper on the topic of image digest. [20] [21] [22] [23]
provide good coverage of message digest algorithms md2,
md4, md5 and md6.
IMAGE DIGEST III
Image Digest III algorithm operates on monochrome images
of VGA resolution. So colour images are converted to their
monochrome equivalents. Images of higher resolution are
first converted to VGA of resolution 640X480 pixels. For
each pixel the algorithm computes the greyness differential
with its nearest neighbours. Each pixel is considered to have
8 nearest neighbours. The pixel immediately above the pixel
of interest is denoted as N. The pixel immediately below the
pixel under consideration is denoted as S. Similarly the
pixels to the immediate left is denoted as W and the one
immediately to the right is denoted as E. The letters N, S, E,
and W are abbreviations for the primary directional
coordinates. Accordingly, the pixels that fall in-between are
designated as NE, NW, SE and SW. See figure-1 for
illustration.
This algorithm uses a histogram based statistical approach
towards digest computation. Counters are maintained at the
segment level that keep track of the raw counts for each
greyness level differential. For a display that can
differentiate between 256 greyness levels we would need
256 counters to store the differentials. To achieve storage
efficiency, we form greyness classes by combining 64
greyness levels into one class. So we end up with 4 greyness
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classes for a display that supports 256 greyness levels. See
figure-3 for illustration.
The given image is broken down into N equally sized
segments or regions. This step is necessary to translate the
local or regional behaviour of the image to the digest. In our
algorithm, we choose 1024 equally sized segments so that
we get an integral number of pixels for the segment. Refer
to figure-2. The digest for the given image is a composition
of the individual digests of each segment or region forming
the overall image. See figure-4 for clarity. A VGA image
has a total pixel count of 307200, so dividing the image into
1024 equal sized segments yields 300 pixels per segment. A
counter of width 8 bits approximately, is enough to store a
grayness differential count for one pixel. For 8 differentials,
each with 4 grayness classes would require 32 counters for a
total counter space of 8X4X8 which works out to be 256 bits
for each segment. See figure-3 for clarity. For the entire
image of 1024 segments, we would require 256K bits or
32K Bytes of storage space. In the interest of space
efficiency, we can relax the regional or locality requirement,
and generate an image digest that can fit into a machine data
type. In the next section we propose a lite version of Image
Digest III which takes considerably less space to store the
digest.
IMAGE DIGEST III LITE
Keeping the storage space consumed by the digest in mind,
we can create a lite version of the digest which does not
consider the region or the locality information in the image.
Here the digest generated for the entire image is calculated
by taking the arithmetic average of the digests generated at
the segment level. Which means that in our implementation,
we can fit the digest for the entire image in 256 bits or 32
bytes. The time required for the digest computation, both the
unabridged and the lite versions, can be reduced by
considering only a fraction of the pixels forming the image.
For instance 50% of the pixels forming the image could be
randomly sampled, there-by reducing the time complexity of
the algorithm by half.
CONCLUSION
In this paper we presented Image Digest III, a digest
generation algorithm that captures neighborhood differential
information for a pixel. For a given pixel, the algorithm
evaluates grayness level transitions between its nearest
neighbors. The algorithm divides the given image into
equally sized segments or regions. Counters are maintained
at the segment level to keep raw counts of the 8 grayness
differentials. Digest for each segment is a composition of
these counter values. Digest for the entire image is
composed from the digests of all the segments forming the
image. The digest thus generated requires several machine
words of storage. Hence the algorithm also provides a lite
version of the algorithm that ignores the locality information
and generates a digest that requires less space. Images that
are related to one other in the visual domain generate digests
that are closely related to one another numerically. This
property of the digest can be exploited to solve image
annotation and tagging problems. The image digest can
serve as a key to store and retrieve images in a digital
catalog or database.
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