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This paper uses the generator approach of Stein’s method to analyze the
gap between steady-state distributions of Markov chains and diffusion pro-
cesses. Until now, the standard way to invoke Stein’s method for this problem
was to use the Poisson equation for the diffusion as a starting point. The main
technical difficulty with this approach is obtaining bounds on the derivatives
of the solution to the Poisson equation, also known as Stein factor bounds.
In this paper we propose starting with the discrete Poisson equation of the
Markov chain. An important step in our approach is extending the discrete
Poisson equation to be defined on the continuum where the diffusion is de-
fined, and we achieve this by using interpolation. Although there are still
Stein factor bounds to prove, these now correspond to the finite differences
of the discrete Poisson equation solution, as opposed to the derivatives of the
solution to the continuous one. Discrete Stein factor bounds can be easier to
obtain, for instance when the drift is not everywhere differentiable, when the
diffusion has a state-dependent diffusion coefficient, or in the presence of a
reflecting boundary condition. We use the join the shortest queue model in
the Halfin-Whitt regime as a working example to illustrate the methodology.
We show that the steady-state approximation error of the diffusion limit con-
verges to zero at a rate of 1/
√
n, where n is the number of servers in the
system.
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1. Introduction. The recent years have seen a growing use of Stein’s method [45] to
establish rates of convergence for steady-state diffusion approximations of Markov chains.
One very active area has been the study of queueing and service systems [46, 34, 11, 12,
50, 51, 18, 39, 25, 41, 13, 9, 10] . In the typical setup, one considers a parametric family of
continuous-time Markov chains (CTMC) {X(t)} taking values in some discrete state space.
As the parameters tend to an asymptotic limit, the sequence of CTMCs converges to a diffu-
sion process {Y (t)}. In queueing for example, the CTMC parameters are usually the arrival
rate, number of servers, and service rate, and the asymptotic regime considered is one where
the system utilization approaches one, also known as the heavy-traffic regime. LettingX and
Y denote vectors having the stationary distribution of the CTMC and diffusion, respectively,
the generator approach of Stein’s method has been used to study the rates of convergence
of X to Y . The generator approach is attributed to [4, 3, 32], which were the first papers to
connect Stein’s method to generators of diffusions and CTMCs.
The curse of dimensionality is a limiting factor in the generator approach, because the
distance betweenX and Y depends on the derivatives of the solution to the Poisson equation
of the diffusion. When the diffusion is multidimensional, the Poisson equation is a second
order partial differential equation (PDE), and obtaining derivative bounds, also known as
Stein factor bounds, becomes a challenge. The present paper is concerned with expanding
the technical toolbox for getting multidimensional Stein factor bounds. Before discussing the
novelty we propose, let us examine this problem in closer detail.
Assume that X takes values on the lattice δZd = {δk : k ∈ Zd} for some δ > 0, and
that Y ∈ Rd. Let GX and GY be the infinitesimal generators of the CTMC and diffusion,
respectively. Suppose GX has the form
GXf(xk) =
∑
xk′∈E
qk,k′(f(xk′)− f(xk)), xk ∈ δZd,
where qk,k′ are the transition rates from state xk to xk′ . Further suppose the diffusion gener-
ator has the form
GY f(x) =
d∑
i=1
bi(x)
d
dxi
f(x) +
1
2
d∑
i,j=1
aij(x)
d2
dxidxj
f(x), x ∈Rd,
where f : Rd → R is a twice continuously differentiable function, and b(x) = (bi(x))i and
a(x) = (aij(x))i,j are known as the drift and diffusion coefficient, respectively.
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The standard first step in the generator approach has always been to choose a test function
h∗ :Rd→R, and consider the Poisson equation
GY f
∗
h(x) = Eh
∗(Y )− h∗(x), x ∈Rd.(1.1)
We use the star superscript above to emphasize that the functions are defined on all of Rd as
opposed to just Zd. Under some mild conditions on the solution to the above equation, Ito’s
lemma implies that EGXf∗h(X) = 0. Taking expected values with respect to X in (1.1), we
conclude that
Eh∗(Y )−Eh∗(X) = E(GY f∗h(X)−GXf∗h(X)).(1.2)
The error on the right hand side typically depends on the derivatives of f∗h(x) up to the
fourth order, and depending on the transition structure of the CTMC, it may also depend on
moments of X .
When d= 1, the explicit form of f∗h(x) is known, and can be leveraged to get the derivative
bounds via a brute force approach. When d > 1, the Poisson equation is a second order PDE
and the same kind of brute force analysis cannot be carried out. Instead, one has to rely on
the fact [3, 32, 34, 43] that the Poisson equation solution satisfies
f∗h(x) =
∫ ∞
0
(
EY (0)=xh
∗(Y (t))−Eh∗(Y ))dt, x ∈Rd.
The derivatives of f∗h(x) can then be approximated by finite differences, e.g.
d
dxi
f∗h(x)≈
f∗h(x+ εe
(i))− f∗h(x)
ε
=
1
ε
∫ ∞
0
(
EY (0)=x+εe(i)h
∗(Y (t))−EY (0)=xh∗(Y (t))
)
dt.(1.3)
There are a few ways to bound finite differences like in (1.3). Sometimes, the transient dis-
tribution of Y (t) is known as a function of Y (0), like in [3, 32, 28, 29, 16], but this is only
true for a handful of special cases.
A more general approach is to use synchronous couplings of the diffusion. That is, initial-
ize one diffusion process at x and another process sharing the same Brownian motion, but
starting at x + δe(i). The bound then depends on the coupling time of the two diffusions.
This idea is exploited heavily in [43] to study derivative bounds for overdamped Langevin
diffusions with strongly concave drifts, and later in [31] where the authors use a combination
of synchronous couplings together with reflection couplings [20, 48] to establish derivative
bounds for a class of fast-coupling diffusions. However, the results of both papers require
restrictive assumptions on the diffusion that are violated by many commonly used diffusions.
For example, both papers require the drift to be everywhere differentiable. Their results do not
hold for a Lipschitz drift with only a single point of non-differentiability, like the piece-wise
Ohrnstein-Uhlenbeck process used for approximating the many-server queue in [12]. The
derivative bounds of [43, 31] depend on the magnitude of the derivatives of the drift. This
means that even if the drift in [12] is smoothed and made differentiable, the bounds in [43, 31]
would not be tight enough and could not be used to recover the convergence rate result of
[12]. Apart from the differentiability assumption on the drift, the results of [43, 31] only hold
for diffusions on the entire space Rd. This excludes diffusions with reflecting boundary con-
ditions, like the diffusion model for the join the shortest queue system that we will consider
in this paper.
A second approach for derivative bounds was proposed in [34], where the author uses a
priori Schauder estimates from PDE theory to bound the derivatives of f∗h(x) in terms of
4f∗h(x) and h(x). He then bounds f
∗
h(x) by a Lyapunov function satisfying an exponential
ergodicity condition for the diffusion. This approach has several drawbacks. First, finding a
Lyapunov function satisfying the exponential ergodicity condition typically requires signifi-
cant effort, e.g. [19, 34]. Second, the complexity of the PDE machinery used makes it very
difficult to precisely trace how the a priori Schauder estimates depend on the primitives of the
diffusion process. Third, the situation becomes much more complicated when the diffusion
has reflecting boundaries, because then the bounds depend on the smoothness properties of
the boundary.
Most recently, another approach for derivative bounds was proposed in [23], based on
Bismut’s formula from Malliavin calculus. The authors require the diffusion coefficient to be
constant, and the assumptions imposed on the drift are similar to those found in [43]. While
the four approaches discussed above each have their own merits, each one also has its issues,
and none of them are universally applicable to all problems. The main idea of the present
paper is to use the discrete Poisson equation for the CTMC as a starting point, as opposed
(1.1). The following informal discussion summarizes the main steps of our approach.
Fix a test function h : δZd→R, defined only on the lattice δZd as opposed to Rd as before.
Consider the discrete Poisson equation
GXfh(xk) = Eh(X)− h(xk), xk ∈ δZd.(1.4)
We are tempted to proceed analogously to (1.2) by taking expected values with respect to Y ,
but we cannot do so because GXfh(xk) is not defined on Rd \ δZd. We get around this by
interpolating the discrete Poisson equation. Namely, we introduce an interpolation operator
A that acts on functions f : δZd→ R and results in extensions Af : Rd→ R. Our interpola-
tion operator will be linear and satisfy Af(x) = c for any constant function f(xk) = c. By
applying A to both sides of (1.4) we obtain the extended discrete Poisson equation
AGXfh(x) = Eh(X)−Ah(x), x ∈Rd.
We may now take expected values with respect to Y to arrive at
Eh(X)−EAh(Y ) = EAGXfh(Y )
= EAGXfh(Y )−EGY Afh(Y ),(1.5)
where the second equation follows from Ito’s lemma, provided Afh(x) satisfies some mild
conditions. To make the right hand side comparable to (1.2), we want to interchange A and
GX . We will see that this interchange is possible but results in some error, i.e. AGXfh(x) =
GXAfh(x) + error.
After this interchange, the right hand side of (1.5) becomes analogous to (1.2) in the sense
that the derivatives of f∗h(x) that appear in (1.2) are replaced by corresponding derivatives
of Afh(x). Our choice of interpolation operator will be such that the derivatives of Afh(x)
correspond to finite differences of fh(xk), meaning that the previous problem of bounding
the derivatives of f∗h(x) is replaced by bounding finite differences of fh(xk). We bound the
finite differences of fh(xk) by relying on the fact that
fh(xk) =
∫ ∞
0
(
EX(0)=xkh(X(t))−Eh(X)
)
dt,
and constructing synchronous couplings of the CTMC, in a similar manner to the diffusion
synchronous couplings used in [43, 31]. Using CTMC synchronous couplings dates back to
the first paper connecting Stein’s method with Markov chains [4], although the author of that
paper did not use the term synchronous coupling. In that work, the author viewed the Poisson
distribution as the steady-state distribution of the infinite server queue. Later, the application
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of Stein’s method to birth-death processes received a thorough treatment in [14]. A more
recent example of using CTMC synchronous couplings can be found in [5, 6].
Since our approach runs parallel to the traditional approach of starting with the continuous
Poisson equation, the two have many similarities. However, there are some subtle, yet mean-
ingful, differences between the two that make the discrete approach attractive. For instance,
a given CTMC can have multiple diffusion approximations. It was shown in [10] that using
approximations with state-dependent diffusion coefficients, as opposed to constant ones, can
reduce the approximation error by an order of magnitude. The continuous Poisson equation
approach requires deriving new derivative bounds for each different diffusion approximation,
which is cumbersome. Furthermore, having a state-dependent diffusion coefficient compli-
cates the diffusion synchronous coupling technique. In contrast, the discrete Poisson equation
route is invariant to the diffusion approximation used and only requires us to establish dif-
ference bounds once. We will point out in Remark 1 that the discrete Poisson route also
helps deal with state-space collapse, i.e. when the dimension of the CTMC is higher than
that of the diffusion. There are other technical differences between the discrete and continu-
ous approaches, but adding a thorough comparison would lengthen the paper beyond what is
reasonable.
Apart from proving convergence rates ofX to Y , (1.4) can also be used to prove tightness
of the family of steady-state CTMC distributions in various asymptotic regimes, like heavy-
traffic in queueing for instance. Tightness has become an important property since the seminal
work of [27], which initiated a wave of research into justifying steady-state diffusion approxi-
mations of queueing systems [17, 15, 52, 40, 49, 47, 26, 35]. Roughly speaking, process-level
convergence of the CTMC to a diffusion, combined with tightness of the CTMC stationary
distributions enables one to perform a limit-interchange argument to conclude convergence
of steady-state distributions. In terms of difficulty, establishing process-level convergence is
not typically the bottleneck, and so tightness has become synonymous with steady-state con-
vergence. If x∞ is the fluid equilibrium of the CTMC, we may choose h(xk) = |xk − x∞| in
the Poisson equation to see that
E |X − x∞|=GXfh(x∞).
The right hand side corresponds to the transition rates in the CTMC, and typically contains
differences of fh(xk) up to the second order. Proving tightness is therefore equivalent to
getting first and second order difference bounds at the single point x∞. In contrast, bounding
the approximation error of Y requires third, and sometimes fourth, order difference bounds
on the entire support of Y . In this manner, we see the extra work required to go from merely
proving the fact of convergence, to having convergence rates.
To showcase the discrete Poisson approach, we use the join-the-shortest queue (JSQ) sys-
tem as a working example in this paper. Apart from the renewed attention it received in the
recent years [22, 9, 1, 2, 33, 42], the JSQ model is significant from a technical standpoint
because it is a non-trivial multi-dimensional model with a state-space collapse component.
This makes it a good example to show off the power of the discrete approach.
The idea of interpolating the discrete Poisson equation can be applied more broadly to
the problem of comparing discrete and continuous distributions using Stein’s method. To
the author’s knowledge, anytime Stein’s method was invoked for a discrete vs. continuous
random variable comparison, the starting point has always been the differential equation
for the continous random variable. Starting from the discrete random variable is another
approach that could be fruitful.
The remainder of the paper is structured as follows. In Section 2, we introduce the JSQ
model and state our main result – Theorem 2.2. The interpolation operator is also presented in
that section.We then introduce the discrete Poisson approach, and use it to prove Theorem 2.2
6in Section 3. The proof rests almost entirely on bounding the differences of the solution to the
discrete Poisson equation, and we prove these difference bounds in Section 4. We conclude
in Section 5.
1.1. Notation. For any set B ⊂ Rd, we let Conv(B) denote its convex hull. We use
D = D([0,∞),R) to denote the space of right continuous functions with left limits map-
ping [0,∞) to R. Given a stochastic process {Z(t)} ∈ D and a functional f : D→ R, we
write Ex(f(Z)) to denote E(f(Z) | Z(0) = x). We let e ∈Rd be the vector whose elements
all equal to 1, and let e(i) be the element with 1 in the ith entry, and zeros otherwise. For
any δ > 0 and integer d > 0, we let δZd = {δk : k ∈ Zd}. For any function f : δZd→ R, we
define the finite difference operator in the ith direction as
∆if(δk) = f
(
δ(k + e(i))
)− f(δk), k ∈ Zd, 1≤ i≤ d,
and for j ≥ 0, we define
∆j+1i f(δk) = ∆
j
if(δ(k + e
(i)))−∆jif(δk),(1.6)
with the convention that ∆0i f(δk) = f(δk). For a function f : R
d→R and a vector a ∈ Zd+,
we let
da
dxa
f(x) =
da1
dxa11
. . .
dad
dxadd
f(x),
and we adopt the convention that d
0
dx0 f(x) = f(x). For any x ∈ Rd, we define ‖x‖1 =∑d
i=1 |xi|, and write |x| to denote the Eucledian norm. We define
dLip(1, d) = {h : δZd→R : |h(xk)− h(yk)| ≤ |xk − yk| , for all xk, yk ∈ δZd},
and we will often write dLip(1) when the value of d is clear from the context. Throughout
the paper we will often use C to denote a generic positive constant that may change from line
to line, and will generally be independent of any parameters unless explicitly specified. For
any x ∈ Rd and any set J ⊂ {1, . . . , d}, we write xJ to denote the vector whose ith element
equals xi1(i ∈ J).
2. Main results. Before discussing the JSQ model, let us introduce the interpolation
operator described in the introduction. The following theorem presents an interpolation op-
erator that can interpolate any function defined on a convex subset of δZd. The interpolator
is based on forward differences, but one could also use central, or backward, differences to
accommodate different domains shapes. It is proved in Section 6.
THEOREM 2.1. For any δ > 0, there exists a collection of weight functions{
αkk+i :R→R : k ∈ Z, i= 0,1,2,3,4
}
depending on δ, such that
αkk(δk) = 1, and α
k
k+i(δk) = 0, k ∈ Z, i= 1,2,3,4,(2.1)
the weights αkk+i(x) are degree 7 polynomials in (x−δk)/δ whose coefficients do not depend
on k or δ, the weights satisfy the translational invariance property
αk+jk+j+i(x+ δj) = α
k
k+i(x), j, k ∈ Z, i= 0,1,2,3,4, x ∈R,(2.2)
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and the weights sum up to one, i.e.
4∑
i=0
αkk+i(x) = 1, k ∈ Z, x ∈R.(2.3)
Furthermore, suppose we are given a convex set K ⊂ Rd and a function f :K ∩ δZd → R.
Letting i= (i1, . . . , id) ∈ Zd, we use the weights to define
Af(x) =
4∑
id=0
α
kd(x)
kd(x)+id
(xd) · · ·
4∑
i1=0
α
k1(x)
k1(x)+i1
(x1)f(δ(k(x) + i)), x∈ Conv(K4),(2.4)
where k(x) ∈ Zd is defined by ki(x) = ⌊xi/δ⌋, and
K4 = {x ∈K ∩ δZd : δ(k(x) + i) ∈K ∩ δZd for all 0≤ i≤ 4e}.
Then Af(x) satisfies
Af(δk) = f(δk), δk ∈K ∩ δZd,(2.5)
and is thrice continuously differentiable with absolutely continuous third order partial
derivatives. Additionally, the derivatives of Af(x) are bounded by the corresponding finite
differences of f(δk). Namely, there exists a constant C > 0 independent of f(·),k(x), and δ,
such that∣∣∣ da
dxa
Af(x)
∣∣∣≤ Cδ−‖a‖1 sup
0≤ij≤4−aj
j=1,...,d
∣∣∆a11 . . .∆add f(δ(k(x) + i))∣∣ , x∈ Conv(K4),(2.6)
for 0≤ ‖a‖1 ≤ 3, and (2.6) also holds when ‖a‖1 = 4 for x ∈ Conv(K4) \K4.
We use A to denote the interpolation operator in Theorem 2.1. Let us now describe the
JSQ model and state our main result. We consider a system with n identical servers, each
having a buffer of length b. Customers arrive according to a Poisson process with rate nλ,
and service times are i.i.d. exponentially distributed with rate 1. When a customer arrives, he
enters service immediately if an idle server is available, or gets routed to a server with the
smallest number of customers in its buffer; ties are broken arbitrarily. A customer arriving
to a system where all servers are busy and all buffers are full is blocked. Once a customer is
routed to a server, he cannot switch to a different server. LetQ(b)i (t) be the number of servers
with i or more customers at time t ≥ 0. Note that Q(b)i (t) = 0 for i > b + 1. The process
{Q(b)(t) = (Q(b)i (t))b+1i=1}t≥0 is a continuous time Markov chain (CTMC) taking values in
S
(b)
Q =
{
q ∈ {0, . . . , n}b+1 | qi ≥ qi+1
}
,(2.7)
and it is positive recurrent provided λ < 1 [7].
In this paper we work in the Halfin-Whitt regime [37], i.e. we assume that
λ= 1− β/√n,(2.8)
for some fixed β > 0. Let δ = 1/
√
n, define the diffusion-scaled CTMC {X(b)(t)}t≥0 by
X
(b)
1 (t) = δ(n−Q(b)1 (t)), X(b)i (t) = δQ(b)i (t),
which takes values in the set
S(b) =
{
(x1, x2, . . . , xb+1) =
(
δ(n− q1), δq2, . . . , δqb+1
) | q ∈ S(b)Q }.(2.9)
8Also, let X(b) = (X(b)i )i random variable having the stationary distribution of the CTMC.
When b =∞, it was shown in [22] that {(X(∞)1 (t),X(∞)2 (t))} converges over finite-time
intervals as n→∞ to the solution of the stochastic differential equation
Y1(t) = Y1(0) +
√
2W (t) + βt−
∫ t
0
(Y1(s) + Y2(s))ds+U(t),
Y2(t) = Y2(0) +U(t)−
∫ t
0
Y2(s)ds,(2.10)
where {W (t)}t≥0 is standard Brownian motion and {U(t)}t≥0 is the unique non-decreasing,
non-negative process in D satisfying
∫∞
0 1(Y1(t) > 0)dU(t) = 0. The other components of
X(∞)(t) all converge to zero as n→∞. Note that we define X(b)1 (t) to be non-negative,
which is different from its original definition of (Q(b)1 (t) − n)/
√
n in [22]. Later on, [9]
proved tightness of {X(∞)}n≥1, implying the convergence of X(∞) to (Y1, Y2,0,0, . . .),
where Y = (Y1, Y2) is the random variable having the stationary distribution of the diffu-
sion in (2.10). In this paper we assume b <∞, and show that the gap between (X(b)1 ,X(b)2 )
and Y shrinks at a rate of 1/
√
n. The following theorem presents our main result.
THEOREM 2.2. For any b > 0, there exists a constant C(b, β) such that for any n ≥ 1
and any h : δZb+1+ →R with ∆a11 ∆a22 h(x) ∈ dLip(1) for all a1, a2 ≥ 0 with a1 + a2 ≤ 2,∣∣∣Eh(X(b))− EAh(Y1, Y2,0, . . . ,0)∣∣∣≤C(b, β)/√n.(2.11)
Let M =
{
h∗ : Rb+1+ → R :
∣∣∣ dadxah(x)∣∣∣ ≤ 1, 1 ≤ ‖a‖1 ≤ 3} and for two random vari-
ables U,U ′ ∈Rb+1+ , define the smooth function distance
dM(U,U ′) = sup
h∗∈M
∣∣∣Eh∗(U)− Eh∗(U ′)∣∣∣.
It was shown in lemma 2.2 of [43] that convergence in the above smooth function distance
implies convergence in distribution. We now show that Theorem 2.2 implies
dM(X(b), (Y1, Y2,0, . . . ,0))≤C(b, β)/
√
n.(2.12)
Fix h∗(x) ∈M, let h(x) be the restriction of h∗(x) to δZb+1+ , and let Y = (Y1, Y2,0, . . . ,0).
Then ∣∣∣Eh∗(X(b))−Eh∗(Y )∣∣∣≤ ∣∣∣Eh(X(b))− EAh(Y )∣∣∣+ ∣∣∣EAh(Y )− Eh∗(Y )∣∣∣.
Given (2.11), we only need to bound the second term on the right-hand side. Define k(x) ∈
Zb+1 by ki(x) = ⌊xi/δ⌋. Then∣∣∣EAh(Y )− Eh∗(Y )∣∣∣≤ ∣∣∣EAh(Y )−Eh∗(k(Y ))∣∣∣+ ∣∣∣Eh∗(k(Y ))−Eh∗(Y )∣∣∣
=
∣∣∣EAh(Y )−EAh(k(Y ))∣∣∣+ ∣∣∣Eh∗(k(Y ))− Eh∗(Y )∣∣∣
≤ Cδ sup
‖a‖1=a, x∈Rb+1+
∣∣∣ da
dxa
Ah(x)
∣∣∣+Cδ sup
‖a‖1=a, x∈Rb+1+
∣∣∣ da
dxa
h∗(x)
∣∣∣,
where in the first equality we used (2.5), and in the second inequality we used the mean value
theorem and the fact that |xi − ki(x)| ≤ δ. Using (2.6) and the fact that h∗(x) ∈M implies
that the first order partial derivatives of h∗(x) and Ah(x) are bounded by a constant. The
next section develops the discrete Poisson equation approach and proves Theorem 2.2.
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3. Comparing generators via the interpolated Poisson equation. Assume the buffer
size b is finite. We suppress the superscript b from Q(b)(t), X(b)(t), S(b), and S(b)Q . We will
often use x ∈ S and q ∈ SQ interchangeably to denote the scaled and unscaled states of our
CTMC, with the understanding that x and q are related via (2.9). Our starting point is writing
down the generator of our CTMC. For any x ∈ S,
GXf(x)
= − 1(q1 <n)nλ∆1f(x− δe(1)) + nλ
b∑
j=1
1(q1 = . . .= qj = n, qj+1 <n)∆jf(x)
+ (q1 − q2)∆1f(x)−
b∑
j=2
(qj − qj+1)∆jf(x− δe(j))− qb+1∆b+1f(x− δe(b+1)).(3.1)
Now given h : S→R, a central element of our analysis will be the function
fh(x) =
∫ ∞
0
(
Exh(X(t))− Eh(X)
)
dt, x ∈ S,(3.2)
and the fact that it solves the Poisson equation
GXfh(x) = Eh(X)− h(x), x ∈ S.(3.3)
Since S is finite, our CTMC is exponentially ergodic, and therefore fh(x) is well-defined.
We refer the reader to lemma 1 of [4] for an argument justifying (3.3). Observe that fh(x)+ c
is also a solution to (3.3) for any c ∈ R, and so we may assume without loss of generality
that fh(0) = 0. Assume now that h : S→ R is extended to be defined on all of δZb+1. The
particular choice of extension does not affect fh(x) because it only depends on the values
h(x) takes on S. Applying our interpolant A to the right side of (3.3), we see that
A(Eh(X)− h)(x1, x2,0, . . . ,0) = Eh(X)−Ah(x1, x2,0, . . . ,0), x ∈Rb+1,
where the equality follows from the linearity of A and (2.3). The right hand side above is
the term that appears in Theorem 2.2. To bound it, we use the Poisson equation to write
A(Eh(X) − h)(x1, x2,0, . . . ,0) in terms of AGXfh(x1, x2,0, . . . ,0). First, note that (2.1)
implies that
AGXfh(x1, x2,0, . . . ,0)
=
4∑
ib+1=0
α0ib+1(0) · · ·
4∑
i3=0
α0i3(0)
4∑
i2=0
α
k2(x)
k2(x)+i2
(x2)
4∑
i1=0
α
k1(x)
k1(x)+i1
(x1)GXfh(δ(k(x) + i))
=
4∑
i2=0
α
k2(x)
k2(x)+i2
(x2)
4∑
i1=0
α
k1(x)
k1(x)+i1
(x1)GXfh
(
δ(k1(x) + i1), δ(k2(x) + i2),0, . . . ,0
)
,
and so the quantity above is well-defined for any (x1, x2) ∈ R2+ ∩ {x2 + x1 ≤ δ(n − 8)}.
Therefore, for any set B ⊂R2+ ∩ {x2 + x1 ≤ δ(n− 8)},
A(Eh(X)− h)(x1, x2,0, . . . ,0) = 1
(
(x1, x2) 6∈B
)(
A(Eh(X)− h)(x1, x2,0, . . . ,0)
)
+1
(
(x1, x2) ∈B
)(
AGXfh(x1, x2,0, . . . ,0)
)
.(3.4)
Our choice that x3, . . . , xb+1 be set to zero above is motivated by state-space collapse.
Namely, Y only approximates the first two components of X because the rest of the compo-
nents converge to zero. We comment more on the technicalities of dealing with state space
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collapse in Remark 1, after the proof of Theorem 2.2. To prove Theorem 2.2, we focus on
bounding the right hand side above. We do so by comparing the CTMC generator to the
generator of the diffusion. For any f ∈C2(R2+), define
GY f(x) = (β − (x1 + x2)) d
dx1
f(x)− x2 d
dx2
f(x) +
d2
dx21
f(x), x ∈R2+.(3.5)
Ito’s lemma tells us that for any f ∈C2(R2+),
Exf(Y (1))− Exf(Y (0))
= Ex
∫ 1
0
GY f(Y (s))ds+ Ex
(∫ 1
0
( d
dx1
f(0, Y2(s)) +
d
dx2
f(0, Y2(s))
)
dU(s)
)
,
and so if Ef(Y )<∞ and EGY f(Y )<∞, then
EGY f(Y ) +EY (0)∼Y
(∫ 1
0
( d
dx1
f(0, Y2(s)) +
d
dx2
f(0, Y2(s))
)
dU(s)
)
= 0(3.6)
As a consequence, we can take expected values with respect to Y in (3.4) and see that for any
function g ∈C2(R2+) with compact support,
Eh(X)−EAh(Y1, Y2,0, . . . ,0)
= E
[
1
(
Y 6∈B)(EAh(X)−Ah(Y1, Y2,0, . . . ,0)−GY g(Y ))]
+ E
[
1
(
Y ∈B)(AGXfh(Y1, Y2,0, . . . ,0)−GY g(Y ))]
− EY (0)∼Y
(∫ 1
0
( d
dx1
g(0, Y2(s))− d
dx2
g(0, Y2(s))
)
dU(s)
)
.(3.7)
We now lay out the steps for bounding the right side of (3.7). First, we select B to contain
most of the mass of Y :
B =R2+ ∩ {x2 + x1 ≤ δn/2}.
We assume that n is large enough so that {x2 + x1 ≤ δn/2} ⊂ {x2 + x1 ≤ δ(n− 8)}. The
first term on the right side of (3.7) is small because the probability mass of Y located in
R2+ \B shrinks rapidly as n→∞. Next, we pick the test function g(x). Define
fh(x) = 1(x ∈ S)fh(x), x ∈ δZb+1+ ,(3.8)
and set g(x) =Afh(x1, x2,0, . . . ,0). The definition ofA implies g(x) =Afh(x1, x2,0, . . . ,0)
for x ∈ R2+ ∩ {x2 + x1 ≤ δ(n− 8)}. The following lemma bounds g(x) and its derivatives.
It is proved in Section 6.3.
LEMMA 3.1. There exists a constant C = C(b, β) > 0 such that for all h : δZb+1+ → R
with h ∈ dLip(1), n≥ 1, the function g(x) satisfies∣∣∣ da
dxa
g(x)
∣∣∣≤Cδ−3/2−‖a‖11(x ∈R2+ ∩ {x2 + x1 ≤ δ(n+1)}), 0≤ ‖a‖1 ≤ 3,(3.9)
which implies
|GY g(x)| ≤Cδ−7/2, x ∈R2+.(3.10)
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Having chosen g(x), let us consider the second term on the right side of (3.7),
E
[
1
(
Y ∈B)(AGXfh(Y1, Y2,0, . . . ,0)−GY g(Y ))]
= E
[
1
(
Y ∈B)(AGXfh(Y1, Y2,0, . . . ,0)−GYAfh(Y1, Y2,0, . . . ,0))].
To bound this term, we apply Taylor expansion to AGXfh(x1, x2,0, . . . ,0) in order to com-
pare it toGYAfh(x1, x2,0, . . . ,0). The following lemma says thatAGXfh(x1, x2,0, . . . ,0)≈
GXAfh(x1, x2,0, . . . ,0), and quantifies the error resulting from the interchange. The lemma
is a special case of a more general interchange result that is proved in Section 7.
LEMMA 3.2. Recall the definition of fh(x) in (3.8). Define
f̂h(δk) =
4∑
ib+1=0
α
kb+1∨0
kb+1∨0+ib+1(δkb+1) . . .
4∑
i1=0
αk1∨0k1∨0+i1(δk1)fh
(
δ(k ∨ 0 + i)), k ∈ Zb+1+ ,
and note that f̂h(δk) = fh(δk) when k ≥ 0 because of (2.1). Then
AGXfh(x1, x2,0, . . . ,0)
= nλ(Af̂h(x1 − δ, x2,0, . . . ,0)−Af̂h(x1, x2,0, . . . ,0))
+
1
δ
(δn− x1 − x2)(Af̂h(x1 + δ, x2,0, . . . ,0)−Af̂h(x1, x2,0, . . . ,0))
+ x2/δ(Af̂h(x1, x2 − δ,0, . . . ,0)−Af̂h(x1, x2,0, . . . ,0))
+E(x), (x1, x2) ∈R2+ ∩ {x2 + x1 ≤ δ(n− 8)},(3.11)
where E(x) is an error term bounded as follows. If we define k(x) by ki(x) = ⌊xi/δ⌋, then
|E(x)| ≤ C sup
0≤i1≤4−1≤i2≤4
i3=...=ib+1=0
‖a‖1=2
∣∣∆a11 ∆a22 f̂h(δ(k(x) ∨ 1 + i))∣∣
+C
(
1(x1 ∈ [0, δ]) + 1(x2 ∈ [0, δ])
)
sup
0≤i1,i2≤5
i3=...=ib+1=0
j=1,2
∣∣∆4jh(δ(k(x) + i))∣∣
+ nC
(
1(x1 ∈ [0, δ]) + 1(x2 ∈ [0, δ])
)
sup
−1≤i1,i2≤6
i3=...=ib+1=0
j=1,2
∣∣∣∆4j f̂h(δ(k + i)∣∣∣ ,(3.12)
where C > 0 is a constant that does not depend on any of the JSQ system parameters.
Performing Taylor expansion on Af̂h(x± δe(i))−Af̂h(x) in (3.11) will yield the diffu-
sion generator GY plus an error term involving second and third order partial derivatives of
Af̂h(x) in the x1 and x2 dimensions. By (2.6), these derivatives depend on the correspond-
ing finite differences of f̂h(x), which we now bound with the help of two lemmas. The first
shows that the differences of f̂h(x) can be bounded by differences of fh(x), while the second
lemma bounds the relevant differences of fh(x). The first lemma’s proof is mechanical and
we relegate it to Section 6.4. The second lemma is proved in Section 4, and requires bounding
the coupling time of two JSQ systems initialized with a difference of a single customer.
12
LEMMA 3.3. Given f : δZd+→R, define
f̂(δk) =
4∑
id=0
αkd∨0kd∨0+id(δkd) · · ·
4∑
i1=0
αk1∨0k1∨0+i1(δk1)f(δ(k ∨ 0 + i)), k ∈ Zd.
Then for any a ∈ Zd with 0≤ ‖a‖1 ≤ 4,∣∣∆a11 . . .∆add f̂(δk)∣∣≤C(k ∧ 0) sup
0≤ij≤4−aj
j:kj<0
∣∣∆a11 . . .∆add f(δ(k ∨ 0 + i))∣∣, k ∈ Zd.(3.13)
LEMMA 3.4. If h ∈ dLip(1), then
(∆1 +∆2)fh(0, x2,0, . . . ,0)≤Cδ2(1 + x2)2, x ∈ S, 0≤ x2 ≤ δ(n− 1).
Furthermore, if ∆a11 ∆
a2
2 h(x) ∈ dLip(1) for all a1, a2 ≥ 0 with a1 + a2 ≤ K for some 0 ≤
K ≤ 2, then
∆i1∆
j
2fh(x1, x2,0, . . . ,0)≤ Cδi+j(1 + x2)i+j , x ∈ S, x1 ≤ δ(n− i), x2 ≤ δ(n− j),
for all i, j ≥ 0 with 1≤ i+ j ≤K + 1. The constant C in the upper bounds above depends
only on b and β, and not on n or the choice of function h(x).
We are nearly ready to prove Theorem 2.2. The last piece is a bound on the term in (3.7) cor-
responding to the reflection term in the diffusion. The following lemma presents this bound.
Its proof is mechanical and so we relegate it to Section 6.5.
LEMMA 3.5. Recall that g(x) = Afh(x1, x2,0, . . . ,0). There exists a constant C =
C(b, β)> 0 such that for all h : δZb+1+ →R with h ∈ dLip(1), n≥ 1, and all x ∈R2+,
Ex
(∫ 1
0
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣dU(s))
≤ Cδ(1 + x2)3 + 1(x ∈R2+ \B)Cδ−5/2(1 + x2).(3.14)
We now combine all the above elements to prove Theorem 2.2.
PROOF OF THEOREM 2.2 . Using (3.7) as a starting point, we have
|Eh(X)−EAh(Y1, Y2,0, . . . ,0)|
≤ E
[
1
(
Y 6∈B)∣∣Eh(X)−Ah(Y1, Y2,0, . . . ,0)−GYAg(Y )∣∣](3.15)
+ E
[
1
(
Y ∈B)∣∣AGXfh(Y1, Y2,0, . . . ,0)−GYAg(Y )∣∣](3.16)
+ EY (0)∼Y
[∫ 1
0
∣∣∣ d
dx1
Ag(0, Y2(s)) +
d
dx2
Ag(0, Y2(s))
∣∣∣dU(s)].(3.17)
We now bound the terms on the right hand side, one by one. Throughout the proof we use
C > 0 to denote a generic constant that may change from line to line, but depends only on b
and β. We begin with (3.15).
E
[
1
(
Y 6∈B)∣∣Eh(X)−Ah(Y1, Y2,0, . . . ,0)−GY g(Y )∣∣]
≤ P(Y 6∈B)
b+1∑
i=1
Xi +E
(
(Y1 + Y2)1(Y 6∈B)
)
+E
∣∣GY Ag1(Y 6∈B)∣∣
≤ Cδ−7/2P(Y 6∈B) + E((Y1 + Y2)1(Y 6∈B)).
DIFFUSION APPROXIMATION ERROR ANALYSIS VIA THE DISCRETE POISSON EQUATION 13
In the first inequality we used the fact that h ∈ dLip(1), and in the last inequality we used
(3.10) and the fact that Xi ≤ δn. We will now argue that the right hand side above converges
to zero very fast using the fact that that all moments of Y are finite [1]. For any k > 0,
E
(
(Y1 + Y2)1(Y 6∈B)
)
= E
(
(Y1 + Y2)1(Y1 + Y2 > δn/2)
)
≤ CδkE((Y1 + Y2)k+11(Y1 + Y2 > δn/2))
≤ Cδk,
where the constant C above depends on k and β. A similar bound can be derived for P(Y 6∈
B). Let us now quickly bound (3.17) before bounding (3.16). Using (3.14), we get
EY (0)∼Y
[∫ 1
0
∣∣∣ d
dx1
Ag(0, Y2(s)) +
d
dx2
Ag(0, Y2(s))
∣∣∣dU(s)]
≤ CδE(1 + Y2)3 +Cδ−5/2E
[
1(Y 6∈B)(1 + Y2)
]
≤ Cδ.
Lastly, we bound (3.16). By invoking Lemma 3.2, applying a Taylor expansion to the right
hand side of (3.11), recalling that g(x) = Afh(x1, x2,0, . . . ,0) for x ∈ B, and recalling the
form of GY from (3.5), we get that for Y ∈B,∣∣AGXfh(Y1, Y2,0, . . . ,0)−GYAfh(Y1, Y2,0, . . . ,0)∣∣
≤ δ
3
6
nλ
∣∣∣∣ d3dx31Af̂h(ξ1)
∣∣∣∣+ δ36 (n− Y1/δ − Y2/δ)
∣∣∣∣ d3dx31Af̂h(ξ2)
∣∣∣∣+ δY2 ∣∣∣∣ d2dx22Af̂h(ξ3)
∣∣∣∣
+
1
2
δ(β + Y1 + Y2)
∣∣∣∣ d2dx21Af̂h(Y1, Y2,0 . . . ,0)
∣∣∣∣+ |E(Y1, Y2,0 . . . ,0)| ,
where ξ1, ξ2, ξ3 satisfy ‖(ξi1, ξi2) − Y ‖∞ ≤ δ and ξij = 0 for 3 ≤ j ≤ b + 1. Define k(x)
by ki(x) = ⌊xi/δ⌋. Let us now bound
∣∣ d3
dx31
Af̂h(ξ
1)
∣∣. Since ξ1j = 0 for 3 ≤ j ≤ b + 1, the
definition of A in (2.4) combined with (2.1) implies that
Af̂h(ξ
1) =
4∑
i2=0
α
k2(x)
k2(x)+i2
(ξ12)
4∑
i1=0
α
k1(x)
k1(x)+i1
(ξ11)f̂h
(
δ
(
k1(ξ
1) + i1, k2(ξ
1) + i2,0, . . . ,0
))
,
meaning Af̂h(ξ1) can be considered as an interpolation of a two-dimensional function, and
therefore by applying (2.6), we see that∣∣∣∣ d3dx31Af̂h(ξ1)
∣∣∣∣≤ Cδ−3 sup
0≤i1≤1
0≤i2≤4
i3=...=ib+1=0
∣∣∣∆31f̂h(δ(k(ξ1) + i))∣∣∣
≤ Cδ−3 sup
0≤i1≤2
0≤i2≤8
i3=...=ib+1=0
∣∣∆31fh(δ(k(ξ1)∨ 0 + i))∣∣
≤ C(1+ Y2)3,
where the second inequality is due to (3.13), and the last inequality is due to Lemma 3.4.
Repeating a similar argument for the other derivatives of Af̂h(·), we see that
δ3
6
nλ
∣∣∣∣ d3dx31Af̂h(ξ1)
∣∣∣∣+ δ36 (n− Y1/δ − Y2/δ)
∣∣∣∣ d3dx31Af̂h(ξ2)
∣∣∣∣+ δY2 ∣∣∣∣ d2dx22Af̂h(ξ3)
∣∣∣∣
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+
1
2
δ(β + Y1 + Y2)
∣∣∣∣ d2dx21Af̂h(Y1, Y2,0 . . . ,0)
∣∣∣∣+ |E(Y1, Y2,0 . . . ,0)|
≤ δ
3
6
nλC(1 + Y2)
3 +
δ3
6
(n− Y1/δ − Y2/δ)C(1 + Y2)3 + δY2C(1 + Y2)2
+
1
2
δ(β + Y1 + Y2)
∣∣∣∣ d2dx21Af̂h(Y1, Y2,0 . . . ,0)
∣∣∣∣+ |E(Y )|
≤ Cδ(1 + Y2)3 +CδY1(1 + Y2)2 + |E(Y1, Y2,0 . . . ,0)| ,
where in the last inequality we used the fact that δ(Y1 + Y2)≤ 1/2 when Y ∈B. It remains
to bound |E(Y1, Y2,0 . . . ,0)| by bounding the right hand side of (3.12). Using (1.6),
sup
0≤i1,i2≤5
i3=...=ib+1=0
j=1,2
∣∣∆4jh(δ(k + i)∣∣≤ sup
0≤i1,i2≤8
i3=...=ib+1=0
j=1,2
|∆jh(δ(k + i)| ,
and using both (1.6) and (3.13),
sup
−1≤i1,i2≤6
i3=...=ib+1=0
j=1,2
∣∣∣∆4j f̂h(δ(k + i)∣∣∣≤ sup−1≤i1,i2≤7
i3=...=ib+1=0
j=1,2
∣∣∣∆3j f̂h(δ(k + i)∣∣∣
≤ sup
0≤i1,i2≤11
i3=...=ib+1=0
j=1,2
∣∣∆3jfh(δ(k ∨ 0 + i)∣∣ .
Combining the bounds above, the fact that h ∈ dLip(1), and Lemma 3.4, we bound the right
side of (3.12) and conclude that
|E(Y1, Y2,0 . . . ,0)| ≤Cδ(1 + Y2)3,
which results in the bound
E
[
1
(
Y ∈B)∣∣AGXfh(Y1, Y2,0 . . . ,0)−GYAg(Y )∣∣]≤Cδ.
REMARK 1. The notion of state space collapse in diffusion approximations is well estab-
lished. Some examples can be found in [21, 44, 11], but this list is by no means exhaustive.
State space collapse often occurs in queueing when a multi-dimensional CTMC converges
in heavy-traffic to some lower-dimensional process, i.e. some of the CTMCs dimensions are
asymptotically negligible. Proving state space collapse has typically required projecting the
high dimensional CTMC onto the lower-dimensional space, and showing the expected gap
between the CTMC and this projection can be bounded by a constant. In our example, the
CTMC lives on the b + 1 dimensional space S, but converges to the two-dimensional R2+
as n→∞. Bounding the gap between the CTMC and projection amounts to bounding the
moments of X3, . . . ,Xb+1.
Unlike previous approaches, our method does not require us to explicitly bound the ex-
pected gap between the CTMC and its projection. Namely, if we choose our test function
h(x) to be a function of x1 and x2 only, then nowhere in the proof of Theorem 2.2, or the
supporting lemmas of Section 3, do we need to bound EXi for i ≥ 3. However, bounding
the finite differences of fh(x) does require us to understand the behavior of the CTMC on its
entire state-space, including the part that will collapse.
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4. Difference bounds. In this section we bound the finite differences of fh(x).
We begin with first-order difference bounds in Section 4.1, and then bound (∆1 +
∆2)fh(0, x2,0, . . . ,0) and the second order differences in Sections 4.2 and 4.3. The pro-
cedure to bound higher order differences is the same as the one for the second order ones,
and so we only outline the necessary steps in Section 4.4.
4.1. Synchronous coupling bound of the first-order differences. Recall that
∆ifh(x) =
∫ ∞
0
Ex+δe(i)h(X(t))−Exh(X(t))dt.
To bound ∆ifh(x), we construct a synchronous coupling of {X(t)}. The following lemma
lists the key properties of our coupling that will come up in the bound of ∆ifh(x). They are
stated in terms of {Q(t)} because it is more intuitive to work with the unscaled CTMC.
LEMMA 4.1. For 1≤ i≤ b+ 1, define ΘQi = {(q, q˜) ∈ SQ × SQ | qi < n, q˜i = qi + 1}.
There exists a coupling {Q˜(t)} of {Q(t)}, whose transient distribution satisfies
{Q˜(t) | (Q(0), Q˜(0)) ∈ΘQi , Q(0) = q}t≥0
d
= {Q(t) | Q(0) = (q + e(i))}.(4.1)
Furthermore,if (Q(0), Q˜(0)) ∈⋃b+1i=1 ΘQi , then {(Q(t), Q˜(t))} satisfies the following.
(a) Q˜(t) =Q(t) for all times t≥ τC , where τC = inft≥0{Q(t) = Q˜(t)}.
(b) The pair (Q(t), Q˜(t)) belongs to
⋃b+1
i=1 Θ
Q
i for all times t < τC .
(c) If V is a mean 1 exponentially distributed random variable independent of {Q(t)}, then
τC
d
=min
{
inf
t≥0
{∫ t
0
1
(
(Q(s), Q˜(s)) ∈ΘQ1
)
ds= V
}
, inf
t≥0
{
Qb+1(t) = n
}}
.(4.2)
PROOF OF LEMMA 4.1 . Let us construct a joint CTMC {(Q(t), Q˜(t))}. For simplicity,
we refer to {Q(t)} as system 1, and {Q˜(t)} as system 2. We can think of system 2 as a copy
of system 1, but with an additional low-priority customer: the extra customer always moves
to the back of its buffer when a regular customer joins, even if the low-prioirty customer is
currently in service. Figure 1 depicts an example of a state of the joint process.
q1
q2
q3
q4
q5
FIG 1. An example of a state of the joint chain (Q(t), Q˜(t)) in a system where the number of servers n ≥ 6.
The red circles correspond to customers in Q(t), while the blue circle is the extra customer in Q˜(t). Customers
below the dashed horizontal line are in service, while those above are waiting in buffers. Each vertical column
corresponds to a server and its buffer. In this example, the joint chain is in ΘQ3 , because the blue customer is
assigned to a server with a total of three customers.
The setΘQ1 contains all states where the low-priority customer is in service. The remaining
ΘQi correspond to states where the low-priority customer is assigned to a server with a total of
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i customers. Now assume (Q(0), Q˜(0)) = (q, q˜) ∈ ΘQi for some 1 ≤ i≤ b+ 1. We describe
the possible transitions of the joint chain.
If i = 1, then the low-priority customer is in service. After a mean 1 exponentially dis-
tributed amount of time, he leaves system 2 and both systems couple. After coupling, systems
1 and 2 are identical in terms of current and future customers, and so they coincide on every
sample path. All other transitions are based on the standard transitions of the JSQ model.
In other words, a service completion by any of the q1 servers working in system 1 results
in a customer departure from both systems. To describe the effect of arrivals, we recall that
by definition, (q, q˜) ∈ ΘQ1 implies q1 < n. When q1 ≤ n − 2, a new arrival is assigned to
the same idle server in both systems. When q1 = n − 1, system 1 only has one idle server
remaining, while system 2 has none. Suppose a customer arrives when q1 = n− 1. In system
1, that customer will be assigned to the last remaining idle server. Recall that when defining
our JSQ model, we allowed for an arbitrary tie-breaking decision for routing arrivals. There-
fore, in system 2 we assign that customer to the server working on the low-priority customer,
causing a service preemption and pushing the low-priority customer to the back of the buffer.
An arrival when q1 = n− 1 transitions the joint chain from ΘQ1 to ΘQ2 .
If 2 ≤ i ≤ b, then the low-priority customer is in the back of some server’s buffer. All
other transitions are again based on the standard transitions of the JSQ model. A service
completion by any of the q1 servers working in system 1 results in a customer departure
from both systems. If however, the service completion happens at the server containing the
low-priority customer, then the chain transitions from ΘQi to Θ
Q
i−1, because the low-priority
customer is now assigned to a server with i − 1 customers. All new arrivals get assigned
to the same server in each system. Note that if an arrival happens when qi = n − 1 and
q1 = . . .= qi−1 = n, then the system transitions from Θ
Q
i to Θ
Q
i+1.
The final case is when i= b+ 1. All transitions are identical to the 2≤ i≤ b case, except
for a customer arrival to a system where qb+1 = n− 1 and q1 = . . . = qb = n. In that case,
system 1 assigns the customer to the last available slot, but system 2 blocks the customer
because it is already full. This transition causes the two systems to couple. Note that our
construction immediately implies the three claims in Lemma 4.1.
Let X˜(t) be the scaled version of Q˜(t). We now use Lemma 4.1 to bound the first differ-
ences. Assuming h ∈ dLip(1), x ∈ S, and x1 > 0,∣∣∣∣∫ ∞
0
Ex−δe(1)h(X(t))−Exh(X(t))dt
∣∣∣∣ = ∣∣∣∣∫ ∞
0
E(x,x−δe(1))
(
h(X˜(t))− h(X(t)))dt∣∣∣∣
≤
∣∣∣∣∫ ∞
0
E(x,x−δe(1))
(
δ1(t≤ τC)
)
dt
∣∣∣∣
= δE(x,x−δe(1))τC ,(4.3)
where E(x,x−δe(1))(·) denotes the expectation given (X(0), X˜(0)) = (x,x− δe(1)). The in-
equality above is true because the gap between {X(t)} and {X˜(t)} never increases beyond
one customer. The same argument implies |∆ifh(x)| ≤ δE(x,x+δe(1))τC for i≥ 2. We bound
the expected value of τC in the following lemma.
LEMMA 4.2. There exists a constant C =C(b, β)> 0, such that for any q ∈ SQ,
E(q,q˜)τC ≤C(1 + δq2), (q, q˜) ∈
b+1⋃
i=1
ΘQi .
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A consequence of Lemma 4.2 is that∣∣∆ifh(x)∣∣≤C(b, β)δ(1 + x2), i= 1, . . . , b+1.(4.4)
Before proving Lemma 4.2, let us give a roadmap for the argument. First, we define
τi(qi) = inf{t≥ 0 :Qi(t) = qi}, qi ∈ {0,1, . . . , n}, i= 1,2.
Let γ > 0 be a constant independent of n, whose precise value will be specified later. From
any starting state Q(0) = q, we wait until the first time that the number of non-empty buffers
is ⌊γ√n⌋. From that point, we wait until the lesser of τ1(n−⌊
√
nβ/2⌋) and τ2(2⌊γ
√
n⌋). If
τ1(n− ⌊
√
nβ/2⌋)< τ2(2⌊γ
√
n⌋),
it means there are ⌊√nβ/2⌋ idle servers and at most 2⌊γ√n⌋ non-empty buffers. From such
a state, we are guaranteed that coupling happens if the joint CTMC enters ΘQ1 and spends an
exponentially distributed amount of time there before all servers in {Q(t)} become busy. If
coupling fails to happen before all servers become busy, or if
τ1(n− ⌊
√
nβ/2⌋)≥ τ2(2⌊γ
√
n⌋),
then we simply restart the coupling attempt by waiting until τ2(⌊γ
√
n⌋). At that point, the
system has a fresh attempt at coupling via the sequence of events we discussed above. The
flow-chart in Figure 2 visualizes this argument, and the following auxiliary lemma presents
some bounds essential to the proof.
LEMMA 4.3. Set γ = 2(17/β + β + 1). There exists a constant C = C(b, β) > 0 and
probabilities p1 = p1(β), p2 = p2(b, β) ∈ (0,1) such that for all n≥ 1,
Eqτ2(⌊γ
√
n⌋)≤C(1 + δq2), q2 ≥ ⌊γ
√
n⌋,(4.5)
sup
n−⌊√nβ/2⌋<q1≤n
q2=⌊γ√n⌋
q∈SQ
Eq
(
τ2(2⌊γ
√
n⌋) ∧ τ1(n− ⌊
√
nβ/2⌋))≤C,(4.6)
sup
n−⌊√nβ/2⌋<q1≤n
q2=⌊γ√n⌋
q∈SQ
Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
≥ p1,(4.7)
sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ
P
(
τC ≥ τ1(n)
∣∣ Q(0) = q, (Q(0), Q˜(0)) ∈ b+1⋃
i=1
ΘQi
)
≤ p2.(4.8)
Lemma 4.2 is proved in Section 8. With its help, we now prove Lemma 4.2.
PROOF OF LEMMA 4.2 . Throughout the proof, we use C to denote a positive constant
that may change from line to line, but only depends on β and b. We are interested in an upper
bound on the coupling time. For convenience, we abuse notation and for the remainder of
this proof we adopt the convention that
EqτC = sup
q˜:(q,q˜)∈⋃b+1
i=1 Θ
Q
i
E
[
τC | (Q(0), Q˜(0)) = (q, q˜)
]
, q ∈ SQ.
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Start at Q(0) = q
Wait until τ2(⌊γ√n⌋)
Q2(t) = 2⌊γ√n⌋
happens before
Q1(t) = n− ⌊√nβ/2⌋
Q1(t) = n− ⌊√nβ/2⌋
happens before
Q2(t) = 2⌊γ√n⌋
Coupling be-
fore Q1(t) = n
Q1(t) = n is hit
before coupling.
FIG 2. A flow-chart representing the argument for Lemma 4.2.
For any random variableW other than τC , we will retain the original meaning that Eq(W ) =
E(W |Q(0) = q). Observe first that for any q ∈ SQ,
EqτC ≤ Eqτ2(⌊γ
√
n⌋) + sup
q∈SQ
q2=⌊γ√n⌋
EqτC ≤ C(1 + δq2) + sup
q∈SQ
q2=⌊γ√n⌋
EqτC ,(4.9)
where in the second inequality we used (4.5). Assume we can show that
sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
EqτC ≤ C + (1− p1(1− p2)) sup
q∈SQ
q2=⌊γ√n⌋
EqτC ,(4.10)
sup
0≤q1<n−⌊√nβ/2⌋
q2=⌊γ√n⌋
EqτC ≤ C + p2 sup
q∈SQ
q2=⌊γ√n⌋
EqτC(4.11)
where p1, p2 ∈ (0,1) are as in Lemma 4.3. We can choose p3 =max
{
(1− p1(1− p2)), p2
}
and observe that p3 ∈ (0,1) to get the bound
sup
q∈SQ
q2=⌊γ√n⌋
EqτC = max
{
sup
0≤q1<n−⌊√nβ/2⌋
q2=⌊γ√n⌋
EqτC , sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
EqτC
}
≤ C + p3 sup
q∈SQ
q2=⌊γ√n⌋
EqτC ,
from which we conclude that
sup
q∈SQ
q2=⌊γ√n⌋
EqτC ≤ C
1− p3 ≤C.
Combining the above inequality with (4.9) proves the lemma. It remains to verify (4.10) and
(4.11). We begin with the former. Defining τM = τ2(2⌊γ
√
n⌋)∧ τ1(n− ⌊
√
nβ/2⌋), we have
sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
EqτC ≤ sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
EqτM + sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
Eq
[
EQ(τM )τC
]
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≤ C + sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
Eq
[
EQ(τM )τC
]
,(4.12)
where in the second inequality we applied (4.6). To bound (4.12), observe that
Q(τM ) = (n,2⌊γ
√
n⌋), if Q2(0)< 2⌊γ
√
n⌋ and τ2(2⌊γ
√
n⌋)≤ τ1(n− ⌊
√
nβ/2⌋),
becauseQ2(t) only increases at times when Q1(t) = n. Therefore,
sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
Eq
[
EQ(τM )τC
]
≤ sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
{
Pq
(
τ2(2⌊γ
√
n⌋)≤ τ1(n− ⌊
√
nβ/2⌋)
)
sup
q′1=n
q′2=2⌊γ
√
n⌋
q′∈SQ
Eq′τC
+ Pq
(
τ2(2⌊γ
√
n⌋)> τ1(⌊−β/2⌋)
)
sup
q′1=n−⌊
√
nβ/2⌋
0≤q′2≤2⌊γ
√
n⌋
q′∈SQ
Eq′τC
}
.(4.13)
To bound the first line in (4.13), observe that
sup
q1=n
0≤q2≤2⌊γ√n⌋
EqτC ≤ sup
q1=n
0≤q2≤2⌊γ√n⌋
Eqτ2(⌊γ
√
n⌋) + sup
q∈SQ
q2=⌊γ√n⌋
EqτC ≤C + sup
q∈SQ
q2=⌊γ√n⌋
EqτC ,
(4.14)
where we used (4.5) in the third inequality. Assume for now that
sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
EqτC ≤C + p2 sup
q∈SQ
q2=⌊γ√n⌋
EqτC .(4.15)
Combining (4.15) and (4.14) with (4.13), we see that
sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
Eq
[
EQ(τM )τC
]
≤ C + sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
{
Pq
(
τ2(2⌊γ
√
n⌋)≤ τ1(n− ⌊
√
nβ/2⌋)
)
sup
q′∈SQ
q′2=⌊γ
√
n⌋
Eq′τC
+ Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
p2 sup
q′∈SQ
q′2=⌊γ
√
n⌋
Eq′τC
}
= C + sup
q′∈SQ
q′2=⌊γ
√
n⌋
Eq′τC sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
{
Pq
(
τ2(2⌊γ
√
n⌋)≤ τ1(n− ⌊
√
nβ/2⌋)
)
+ Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
p2
}
= C + sup
q′∈SQ
q′2=⌊γ
√
n⌋
Eq′τC
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× sup
n−⌊√nβ/2⌋≤q1≤n
q2=⌊γ√n⌋
{
1− (1− p2)Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)}
≤ C + (1− p1(1− p2)) sup
q′∈SQ
q′2=⌊γ
√
n⌋
Eq′τC ,
where in the last inequality we used (4.7). Applying the bound above to (4.12) proves (4.10).
We now verify (4.15). We begin by observing that
sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
EqτC
≤ sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
Eq
[
τC1
(
τC < τ1(n)
)]
+ sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
(
Eq
[
τ1(n)1
(
τC ≥ τ1(n)
)]
+ Eq
[
1
(
τC ≥ τ1(n)
)
EQ(τ1(n))τC
])
≤ sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
Eq
[
τC ∧ τ1(n)
]
+ sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
P
(
τC ≥ τ1(n)
∣∣ Q(0) = q, (Q(0), Q˜(0)) ∈ b+1⋃
i=1
ΘQi
)
×Eq
[
1
(
τC ≥ τ1(n)
)
EQ(τ1(n))τC
]
≤ sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
Eq
[
τC ∧ τ1(n)
]
+ p2 sup
q1=n
0≤q2≤2⌊γ√n⌋
EqτC ,
where in the last inequality we used (4.8) and the fact that Q2(τ1(n))≤Q2(0) becauseQ2(·)
only increases at times when Q1(t) = n. Let us now argue that
sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
Eq
[
τC ∧ τ1(n)
]≤ b+ 1.(4.16)
If (Q(0), Q˜(0)) ∈ΘQ1 , then (Q(t), Q˜(t)) ∈ΘQ1 for all t ∈ [0, τ1(n)] by construction. The joint
CTMC couples before τ1(n) if τ1(n)> V , where V is as in (4.2). If (Q(0), Q˜(0)) ∈ΘQi for
i ≥ 2, coupling will happen before τ1(n) if the joint CTMC transitions to ΘQ1 , and then
spends V time units there, all before τ1(n). From the construction of Q˜(·), we know that the
time taken to get from ΘQi to Θ
Q
1 equals the sum of i− 1 mean 1 exponentially distributed
random variables, and so the worst case is when i= b+1. Let Γb+1 represent this sum. Then,
sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
Eq
[
τC ∧ τ1(n)
]≤ sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
Eq
[
Γb+1 ∧ τ1(n)
]≤ E(Γb+1)≤ b+ 1,
which proves (4.16). Applying (4.16) to the chain of inequalities preceding it, we see that
sup
q1=n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
EqτC ≤ b+ 1+ p2 sup
q1=n
0≤q2≤2⌊γ√n⌋
EqτC ≤C + sup
q∈SQ
q2=⌊γ√n⌋
EqτC
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where in the last inequality we used (4.14). This proves (4.15). The argument for (4.15) can
be repeated to prove (4.11) by showing that
sup
0≤q1<n−⌊√nβ/2⌋
q2=⌊γ√n⌋
EqτC ≤ C + sup
q∈SQ
q2=⌊γ√n⌋
EqτC .
4.2. Second order bounds. In this section we work towards bounding |(∆1 +∆2)fh(x)|
and the second order differences of fh(x). First, we use the Poisson equation to write
∆21fh(x) in terms of h(x), Eh(X), and first order differences of fh(x). Then, we relate
all the second order differences of fh(x) with one to each other via the dynamics of the JSQ
model to show that
|∆a11 ∆a22 fh(x1, x2,0, . . . ,0)| ≤ δ2
b+1∑
i=1
EXi +C(b, β)δ
2(1 + x2)
2(4.17)
for ‖a‖1 = 2, x1 ≤ δ(n − a1) and x2 ≤ δ(n − a2). We prove a similar bound for
|(∆1 +∆2)fh(0, x2,0, . . . ,0)|. We then discuss in Section 4.3 how to bound
∑b+1
i=1 EXi.
The first step to show (4.17) is to algebraically manipulate the Poisson equation
GXfh(x) = Eh(X) − h(x) to isolate certain differences of fh(x). Recall that GX is de-
fined in (3.1). It will be more convenient to rewrite it as
GXf(x1, x2,0, . . . ,0)
= 1(q1 <n)nλ∆
2
1f(x1 − δ, x2,0, . . . ,0)
+ 1(q1 = n, q2 <n)nλ
(
∆2 +∆1
)
f(x1, x2,0, . . . ,0)
1
δ
(β − x1 − x2)∆1f(x1, x2,0, . . . ,0)− 1
δ
x2∆2f(x1, x2 − δ,0, . . . ,0).(4.18)
Rearranging terms in the Poisson equation to isolate ∆21fh(x1 − δ, x2,0, . . . ,0), we get
∆21fh(x1 − δ, x2,0, . . . ,0) =
1
nλ
(Eh(X)− h(x1, x2,0, . . . ,0))
− 1
nλ
1
δ
(β − x1 − x2)(∆1fh(x1, x2,0, . . . ,0))
+
1
nλ
1
δ
x2(∆2fh(x1, x2− δ,0, . . . ,0)), 0< x1 < δn.(4.19)
Note that without loss of generality, we can assume h(0) = 0, because we can always use
h(x) − h(0) in place of h(x) without it affecting fh(x) or the statement of Theorem 2.2.
Using (4.4) and the fact that h ∈ dLip(1), we know there exists a constant C(b, β) such that∣∣∆21fh(x1, x2,0, . . . ,0)∣∣
≤ δ2
b+1∑
i=1
EXi + δ
2x1 +C(b, β)δ
2(1 + x2)
2, x∈ S, x1 < δ(n− 1).(4.20)
Similarly, we can isolate (∆2 +∆1)fh(x1, x2,0, . . . ,0) when x1 = 0, to get∣∣(∆2 +∆1)fh(0, x2,0, . . . ,0)∣∣≤ δ2 b+1∑
i=1
EXi +C(b, β)δ
2(1 + x2)
2, x2 < δn.(4.21)
22
Not all second order differences can be bounded by manipulating the Poisson equation. For
example, the equation for ∆22fh(x) would involve the third order difference ∆2∆
2
1fh(x),
which we have not yet bounded. Instead, we bound the remaining differences by relating
them to ∆21fh(x1, x2,0, . . . ,0) and (∆2 +∆1)fh(0, x2,0, . . . ,0) using the dynamics of the
JSQ system. The following lemma presents this relationship, and is proved in Section 4.2.1.
LEMMA 4.4. Suppose∆1h(x), ∆2h(x) ∈ Lip(1). Then for any x ∈ S with x3 = 0,∣∣∆21fh(x)∣∣≤ δ2 + sup
0≤x′2≤x2
∣∣∆21fh(0, x′2,0, . . . ,0)∣∣ , x, x+ δe(1), x+2δe(1) ∈ S,
|∆2∆1fh(x)| ≤ δ2 + sup
0≤x′2≤x2
j=1,2
∣∣∆2jfh(0, x′2,0, . . . ,0)∣∣ , x+ iδe(j) ∈ S, i= 0,1, j = 1,2
∣∣∆22fh(x)∣∣≤ δ2 + sup
0≤x′2≤x2
j=1,2
∣∣∆2jfh(0, x′2,0, . . . ,0)∣∣ , x, x+ δe(2), x+2δe(2) ∈ S.
We see from Lemma 4.4 that to bound the second order differences, we only need bounds
on
∣∣∆21fh(0, x2,0, . . . ,0)∣∣ and ∣∣∆21fh(0, x2,0, . . . ,0)∣∣. Fortunately, we already bounded the
former in (4.20). For the latter, we observe that∣∣∆22fh(0, x2,0, . . . ,0)∣∣
=
∣∣∆2fh(0, x2 + δ,0, . . . ,0)−∆2fh(0, x2,0, . . . ,0)∣∣
=
∣∣(∆2 +∆1)fh(0, x2 + δ,0, . . . ,0)−∆1fh(0, x2 + δ,0, . . . ,0)−∆2fh(0, x2,0, . . . ,0)∣∣
=
∣∣(∆2 +∆1)fh(0, x2 + δ,0, . . . ,0) + (fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0))∣∣
≤ δ2
b+1∑
i=1
EXi +C(b, β)δ
2(1 + x2)
2 +
∣∣fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0)∣∣,
(4.22)
where the inequality follows from (4.21). The following lemma provides the bound on∣∣fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0)∣∣ that we need. It is proved in Section 4.2.2.
LEMMA 4.5. There exists a constant C(b, β)> 0 such that for all n≥ 1,∣∣fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0)∣∣≤C(b, β)δ2(1 + x2), 0≤ x2 < δn.(4.23)
The lemma implies
∣∣∆22fh(0, x2,0, . . . ,0)∣∣ ≤ δ2∑b+1i=1 EXi +C(b, β)δ2(1 + x2)2. Together
with (4.20) and Lemma 4.4, this bound implies (4.17). We now prove Lemmas 4.4 and 4.5.
4.2.1. Relating the second order differences.
PROOF OF LEMMA 4.4. All the bounds in this lemma will be proved using synchronous
couplings. Let us first prove the bound on
∣∣∆21fh(x)∣∣. We know that
∆21fh(x) =
∫ ∞
0
(
Ex+2δe(1)h(X(t))− 2Ex+δe(1)h(X(t)) +Exh(X(t))
)
dt.
It will be more intuitive to work with the unscaled process {Q(t)}. Fix q ∈ SQ with q1 ≥ 2
and q3 = 0. Furthermore, x+2δe(1) ∈ S implies q2 ≤ q1− 2. Let us construct four processes
{Q˜(1)(t)}, . . . ,{Q˜(4)(t)} defined on the time interval [0, τ1(n)]. The first is a copy of {Q(t)}.
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The second is a copy of the first, but we remove one customer that is assigned to a server with
an empty buffer. The third process is also a copy of the first with a customer removed from a
server with an empty buffer, but the customer removed in process 3 is different from the one
removed from 2. Lastly, process four is a copy of the first with two customers missing. The
missing customers are the same as those missing from 2 and 3. Figure 3 visualizes the four
processes.
Q˜
(1)
1 (0)
Q˜
(1)
2 (0)
Q˜
(2)
1 (0)
Q˜
(2)
2 (0)
Q˜
(3)
1 (0)
Q˜
(3)
2 (0)
Q˜
(4)
1 (0)
Q˜
(4)
2 (0)
FIG 3. The initial state of the four systems. The red customers represent the ones common to all four systems. The
diamond and star are the customers that are missing from certain systems.
The four processes have natural scaled counterparts {X˜(1)(t)}, . . . ,{X˜(4)(t)}. Assume
Q˜(1)(0) = q, and let
τ1(n) = inf
t≥0
{Q˜(1)1 (t) = n}= inft≥0{X˜
(1)
1 (t) = 0}.(4.24)
Note that
∆21fh(x) =
∫ ∞
0
(
Ex+2δe(1)h(X(t))− 2Ex+δe(1)h(X(t)) + Exh(X(t))
)
dt
=
∫ ∞
0
EX˜(1)(0)=x
((
h(X˜(1)(t))− h(X˜(2)(t)))− (h(X˜(3)(t))− h(X˜(4)(t))))dt.
It will be convenient to refer to the different customers according to their shapes in Figure 3.
Define τs and τd to be the service times of the server with the star, and diamond customer, re-
spectively. Both are exponentially distributed with mean 1. Setting τm =min
{
τs, τd, τ1(n)
}
,
we observe that if τm = τs, then
X˜(1)(t) = X˜(3)(t), X˜(2)(t) = X˜(4)(t), t≥ τm,
and if τm = τd, then
X˜(1)(t) = X˜(2)(t), and X˜(3)(t) = X˜(4)(t), t≥ τm.
Therefore,∫ ∞
0
EX˜(1)(0)=x
((
h(X˜(1)(t))− h(X˜(2)(t)))− (h(X˜(3)(t))− h(X˜(4)(t))))dt
= EX˜(1)(0)=x
∫ τm
0
((
h(X˜(1)(t))− h(X˜(2)(t)))− (h(X˜(3)(t))− h(X˜(4)(t))))dt
+ PX˜(1)(0)=x(τm = τ1(n))EX˜(1)(0)=x
[
∆21fh
(
0, X˜
(1)
2 (τ1(n)),0, . . . ,0
) | (τm = τ1(n))].(4.25)
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Note that for 0≤ t≤ τm,∣∣(h(X˜(1)(t))− h(X˜(2)(t)))− (h(X˜(3)(t))− h(X˜(4)(t)))∣∣
=
∣∣−∆1h(X˜(1)(t)) +∆1h(X˜(3)(t))∣∣
=
∣∣∆21h(X˜(1)(t))∣∣,
Our assumption that ∆1h(x) ∈ dLip(1) implies that the term above is bounded by δ2. Com-
bining this with the facts that X˜(1)2 (τ1(n))≤ X˜(1)2 (0), and Exτm ≤ Eτs = 1, we arrive at∣∣∣∣EX˜(1)(0)=x ∫ τm
0
((
h(X˜(1)(t))− h(X˜(2)(t)))− (h(X˜(3)(t))− h(X˜(4)(t))))dt∣∣∣∣
+ PX˜(1)(0)=x(τm = τ1(n))
∣∣∣∣EX˜(1)(0)=x[∆21fh(0, X˜(1)2 (τ1(n)),0, . . . ,0) | (τm = τ1(n))]∣∣∣∣
≤ δ2EX˜(1)(0)=xτm +
∣∣∆21fh(0, x2,0, . . . ,0)∣∣,
which proves the bound on
∣∣∆21fh(x)∣∣. The remaining two bounds in the lemma are proved
using similar coupling arguments. We begin with the bound on |∆2∆1fh(x)|. Fix x ∈ S with
x3 = 0, and consider
∆2∆1fh(x) =
(
fh(x+ δe
(1) + δe(2))− fh(x+ δe(1))
)− (fh(x+ δe(2))− fh(x)).
We again construct four coupled {Q˜(1)(t)}, . . . ,{Q˜(4)(t)} corresponding to the four ini-
tial states on the right hand side above. The processes are visualized in Figure 4. Let
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Q˜
(1)
2 (0)
Q˜
(2)
1 (0)
Q˜
(2)
2 (0)
Q˜
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1 (0)
Q˜
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2 (0)
Q˜
(4)
1 (0)
Q˜
(4)
2 (0)
FIG 4. The initial state of the four systems. The red customers represent the ones common to all four systems. The
diamond and star are the customers that are missing from certain systems.
{X˜(1)(t)}, . . . ,{X˜(4)(t)} be the scaled analogues of {Q˜(1)(t)}, . . . ,{Q˜(4)(t)}. Then
∆2∆1fh(x)
=
∫ ∞
0
EX˜(1)(0)=x
((
h(X˜(4)(t))− h(X˜(3)(t)))− (h(X˜(2)(t))− h(X˜(1)(t))))dt.(4.26)
Let ν1 = inft≥0{Q˜(3)1 (t) = n}. We again let τs and τd to be the remaining service time of the
server with the star, and diamond customer, respectively, and set τm =min
{
τs, τd, ν1
}
. Just
like we argued before, if τm = τs, then the integrand in (4.26) is zero after τm. If however,
τm = τd, then
X˜
(1)
2 (τm) = X˜
(2)
2 (τm) = X˜
(3)
2 (τm) = X˜
(4)
2 (τm)
X˜
(2)
1 (τm) = X˜
(1)
1 (τm)− δ,
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X˜
(4)
1 (τm) = X˜
(3)
1 (τm)− δ,
X˜
(1)
1 (τm) = X˜
(4)
1 (τm),
and if τm = ν1, then
X˜
(i)
1 (τm) = 0, i= 1,2,3,4,
X˜
(2)
2 (τm) = X˜
(1)
2 (ν1) + δ,
X˜
(4)
2 (τm) = X˜
(3)
2 (ν1) + δ,
X˜
(1)
2 (τm) = X˜
(4)
2 (ν1).
Therefore,
∆2∆1fh(x)
= EX˜(1)(0)=x
∫ τm
0
((
h(X˜(4)(t))− h(X˜(3)(t)))− (h(X˜(2)(t))− h(X˜(1)(t))))dt
+ PX˜(1)(0)=x(τm = τd)Ex
[
−∆21fh
(
X˜(1)(τd)
) | (τm = τd)]
+ PX˜(1)(0)=x(τm = ν1)Ex
[
∆22fh
(
0, X˜
(1)
2 (ν1),0, . . . ,0
) | (τm = ν1)].(4.27)
Repeating the arguments below (4.25) and applying them to (4.27) proves the bound on
|∆2∆1fh(x)|. To conclude, we illustrate the coupling needed to prove
∣∣∆22fh(x)∣∣ in Figure 5.
The idea is again to wait until τ1(n), and analyze what could happen if one of the servers
containing the star or diamond customer completes service before τ1(n). We leave the details
of the proof to the reader.
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Q˜
(1)
2 (0)
Q˜
(2)
1 (0)
Q˜
(2)
2 (0)
Q˜
(3)
1 (0)
Q˜
(3)
2 (0)
Q˜
(4)
1 (0)
Q˜
(4)
2 (0)
FIG 5. The synchronous coupling needed to bound
∣∣∆22fh(x)
∣∣.
4.2.2. Proof of Lemma 4.5.
PROOF OF LEMMA 4.5. Recall that
fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0)
=
∫ ∞
0
(
E(0,x2,0,...,0)h(X(t))−E(δ,x2+δ,0,...,0)h(X(t))
)
dt
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It will be more intuitive to work with {Q(t)}. Let us construct two coupled processes
{Q˜(1)(t)}, and {Q˜(2)(t)} sharing the same customer arrival stream, with
Q˜(1)(0) = (n, q2,0, . . . ,0), and Q˜
(2)(0) = (n− 1, q2 +1,0, . . . ,0).
Note that system 1 has one additional customer in service compared to system 2, while system
2 has one additional customer waiting in a buffer compared to system 1.We assume these two
customers are independent of each other. We also assume that the remaining customers are
identical across both systems. The initial condition of both systems is visualized in Figure 6.
Q
(2)
1 (0)
Q
(2)
2 (0)
Q
(1)
1 (0)
Q
(1)
2 (0)
FIG 6. The initial state of the two systems in an example where n= 6. The red circles represent customers common
to both systems.
Now define τd, and τs, to be the remaining service times of the server that has the diamond
and star customer, respectively. Also define
ν1 = inf
t≥0
{Q˜(2)1 (t) = n},(4.28)
and set τm =min
{
τs, τd, ν1
}
. Note that if τm = ν1 or τm = τd, then Q˜(1)(t)
d
= Q˜(2)(t) for
t≥ τm. Letting {X˜(i)(t)} be the scaled version of {Q˜(i)(t)}, it follows that
fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0)
= EX˜(1)(0)=(0,x2,0,...,0)
∫ τm
0
(
h(X˜(1)(t))− h(X˜(2)(t)))dt
+ PX˜(1)(0)=(0,x2,0,...,0)(τm = τs)Ex
[
−∆2fh
(
X˜(1)(τs)
) | (τm = τs)]
Observe that∣∣∣EX˜(1)(0)=(0,x2,0,...,0) ∫ τm
0
(
h(X˜(1)(t))− h(X˜(2)(t)))dt∣∣∣≤ 2δEX˜(1)(0)=(0,x2,0,...,0)τm
≤ 2δEX˜(1)(0)=(0,x2,0,...,0)ν1
≤ C(β)δ2,
where in the first inequality we used the fact that h ∈ dLip(1), and in the last inequality we
used (4.28) and (4.30) with x1 = δ there. Furthermore,
PX˜(1)(0)=(0,x2,0,...,0)
(τm = τs)
∣∣∣Ex[−∆2fh(X˜(1)(τs)) | (τm = τs)]∣∣∣
≤ PX˜(1)(0)=(0,x2,0,...,0)(τs < ν1)C(b, β)δ(1 + x2),
where in the inequality we used (4.4) together with the fact that X˜(1)2 (t) ≤ x2 for all t ∈
[0, τm]. Observing that τs is independent of ν1, we can bound the right side above by using
use (4.30) with δ, ν1, and τs, taking the roles of x1, τ−x1 , and V there, respectively. This shows
that the quantity above is bounded by C(b, β)δ2(1 + x2), and completes the proof.
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4.3. Moment Bound. The bounds we derived in (4.17) and (4.21) contains
∑b+1
i=1 EXi,
and so it becomes necessary to bound the first moments of Xi. In [9] it was shown that
EXi ≤ C(β) for the infinite buffer size system, where C(β) is a constant independent of
n. The proof involved using a Lyapunov function derived from the fluid model of the JSQ
system, termed the drift-based fluid Lyapunov function in [46]. In this section we give another
way to bound the first moments ofX based on the discrete Poisson equation. Our approach is
different from the typical Lyapunov drift based analysis, and may be of independent interest.
The fluid equilibrium of our CTMC is (β,0, . . . ,0), and the nearest point to that in S
(rounding up) is x∞ =
(
δ(n− ⌊nλ⌋),0, . . . ,0)= (β + δ(nλ− ⌊nλ⌋),0, . . . ,0). We choose
h(x) =
∑b+1
i=1 xi and evaluate the Poisson equation at x∞ to get
GXfh(x∞) =
b+1∑
i=1
EXi + β + δ(nλ− ⌊nλ⌋).
Recalling the form of GX from (4.18), we rearrange the above into
b+1∑
i=1
EXi = nλ∆
2
1f(x∞ − δe(1)) + (nλ− ⌊nλ⌋)∆1f(x∞)− β − δ(nλ− ⌊nλ⌋).(4.29)
We know |∆1f(x∞)| ≤ δC(b, β) by (4.4), and so to bound
∑b+1
i=1 EXi we only need to bound
∆21f(x∞ − δe(1)). Note that we cannot use (4.20) because of the presence of
∑b+1
i=1 EXi on
the right hand side there. Instead, we exploit the strongMarkov property to bound∆21f(x∞−
δe(1)) as follows.
Define τ−x1 = inft≥0{X(t) = (x1 − δ,0, . . . ,0) | X(0) = (x1,0, . . . ,0)}, let V be as in
(4.2), and let (X(t), X˜(t)) be the scaled version of the synchronous coupling defined in
Lemma 4.1. Fix x= (x1,0, . . . ,0)with x1 > δ, and supposeX(0) = x and X˜(0) = x−δe(1).
Consider the evolution of (X(t), X˜(t)) for t ∈ [0, V ∧ τ−x1 ]. If V < τ−x1 , the two processes
couple and become identical. Otherwise, the joint process is in state (x− δe(1), x− 2δe(1)).
Using the strong Markov property we conclude that
∆1fh(x− δe(1)) =
∫ ∞
0
Ex
[(
h
(
X(t)
)− h(X(t)− δe(1)))1(t≤ (V ∧ τ−x1))]dt
+ P(V ≥ τ−x1)∆1fh(x− 2δe(1)).
Choosing x1 = β + δ(nλ− ⌊nλ⌋), we see that
∆1fh
(
x∞ − δe(1)
)−∆1fh(x∞ − 2δe(1))
=
∫ ∞
0
Ex∞
[(
h
(
X(t)
)− h(X(t)− δ1(t < V )e(1)))1(t≤ (V ∧ τ−β+δ(nλ−⌊nλ⌋)))]dt
− P(V < τ−β+δ(nλ−⌊nλ⌋))∆1fh
(
x∞ − 2δe(1)
)
.
We choose h(x) =
∑b+1
i=1 xi and use (4.4) to get the bound∣∣∆21fh(x∞ − δe(1))∣∣≤ δEτ−β+δ(nλ−⌊nλ⌋) +C(b, β)δP(V < τ−β+δ(nλ−⌊nλ⌋)).
The quantities involving τ−β+δ(nλ−⌊nλ⌋) are bounded in the following lemma.
LEMMA 4.6. There exists a constant C(β)> 0 such that for all n≥ 1,
Eτ−x1 ≤C(β)δ, and P(V ≤ τ−x1)≤C(β)δ, x1 ∈ {β + δ(nλ− ⌊nλ⌋), δ,2δ}.(4.30)
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Lemma 4.6 is proved at the end of this section. We do not use (4.30) with x1 = δ,2δ in this
section, but it will be useful at a future point. A consequence of (4.30) is that
∣∣∆21fh(x∞ −
δe(1)
)∣∣≤C(b, β)δ2. Applying both this bound and (4.4) to (4.29), we conclude that
b+1∑
i=1
EXi ≤C(b, β).(4.31)
Combining (4.31) with (4.17) completes the proof of the second order bounds in Lemma 3.4.
As mentioned, the proof of the third order bounds repeats old ideas, and is left to Section 4.4.
PROOF OF LEMMA 4.6 . It suffices to show that Eτ−x1 ≤C(β)δ, because
P(V ≤ τ−x1) =
∫ ∞
0
P(V ≤ t)dF (t) =
∫ ∞
0
(1− e−t)dF (t) = 1−Ee−τ−x1 ≤ Eτ−x1 ,
where F (t) is the distribution function of τ−x1 . Define
τ+q1 = inft≥0
{Q(t) = (q1 + 1,0, . . . ,0) | Q(0) = (q1,0, . . . ,0)}, 0≤ q1 ≤ n− 1,
and note that τ+q1 = τ
−
x1 . If we let {πq}q∈SQ be the stationary distribution of the unscaled
CTMC, it follows from (2.11) of [14] that
Eτ+q1 =
∑q1
i=0 πi,0,...,0
nλπq1,0,...,0
.
The flow balance equations for {Q(t)} dictate that nλπi,0,...,0 = (i + 1)πi+1,0,...,0 for any
i≤ n− 1, which implies that πi,0,...,0 = π0,...,0(nλ)i/i!. Therefore,
Eτ+q1 =
∑q1
k=0
(nλ)k
k!
nλ (nλ)
q1
q1!
=
q1!
(nλ)q1+1
q1∑
k=0
(nλ)k
k!
≤ q1!
(nλ)q1+1
enλ ≤ 3q
q1+1/2
1 e
−q1
(nλ)q1+1
enλ,
where in the last inequality we used Stirling’s approximation. Note that x1 = β + δ(nλ −
⌊nλ⌋) is equivalent to q1 = ⌊nλ⌋. By setting q1 = ⌊nλ⌋ above, we conclude (4.30) when
x1 = β + δ(nλ−⌊nλ⌋). To prove (4.30) when x1 = δ and x1 = 2δ requires just a little more
work. Setting q1 = n− 1,
Eτ+n−1 ≤
3(n− 1)n−1/2e−(n−1)
(nλ)n
enλ ≤ 3e√
n− 1
nn
(n− β√n)n e
−nenλ
=
3e√
n− 1
(
1− β√
n
)−n
e−β
√
n.
To conclude, we need to bound((
1− β√
n
)−√n
e−β
)√n
=
(
exp
(
−√n log
(
1− β√
n
)
− β
))√n
.
Using Taylor expansion,
log
(
1− β√
n
)
=− β√
n
− 1
2
( β√
n
)2 1
(1 + ξ(β/
√
n))2
where ξ(β/
√
n) ∈ [−β/√n,0]. Therefore,(
exp
(
−√n log
(
1− β√
n
)
− β
))√n
= exp
(
β2/2
(1 + ξ(β/
√
n))2
)
,
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and we conclude that
sup
n≥0
((
1− β√
n
)−√n
e−β
)√n
<∞.
The argument when q1 = n− 2 is identical. This proves (4.30) when x1 = δ,2δ.
4.4. Higher order bounds. The procedure to prove the third order difference bounds of
Lemma 3.4 is identical to the one used for the second order differences in Section 4.2. To
avoid repeating the arguments, we simply lay out the main steps of the proof.
First, we write ∆31fh(x) and ∆2(∆1 +∆2)fh(0, x2,0, . . . ,0) a functions of lower order
differences. We can show
∣∣∆31fh(x)∣∣ ≤ δ3(1 + x3)3 by applying ∆1 to both sides of (4.19).
Similarly, we can show |∆2(∆1 +∆2)fh(x)| ≤ δ3(1+ x3)3 by applying∆2 to both sides of
the Poisson equation when x1 = 0. Second, we prove an analog of Lemma 4.4, i.e. to relate
all third order differences∆31fh(x),∆
2
1∆2fh(x),∆1∆
2
2fh(x),∆
3
2fh(x) to values of∆
3
2fh(x)
and∆32fh(x) at the boundary when x1 = 0. This result is proved with synchronous couplings
just like Lemma 4.4, and it is here that we require the assumptions that∆22h(x),∆
2
1h(x), and
∆1∆2h(x), all belong to dLip(1).
Lastly, we discuss how to bound∆32fh(x) at the boundary. Recall (4.22), which says that
∆22fh(0, x2,0, . . . ,0)
=
(
∆2 +∆1
)
fh(0, x2 + δ,0, . . . ,0) + fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0).
Applying ∆2 to both sides gets us
∆32fh(0, x2,0, . . . ,0) = ∆2
(
∆2 +∆1
)
fh(0, x2 + δ,0, . . . ,0)
+∆2
(
fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0)
)
.
As mentioned before, we can bound
∣∣∆2(∆2 +∆1)fh(0, x2 + δ,0, . . . ,0)∣∣ via the Poisson
equation. The fact that
∣∣∆2(fh(0, x2,0, . . . ,0)− fh(δ, x2 + δ,0, . . . ,0))∣∣ ≤ Cδ3(1 + x2)2
can be proved with minor modifications to the proof of Lemma 4.5.
By iteratively applying the above procedure, one can actually establish bounds on the
fourth, and higher order differences as well. This would require higher order differences of
h(x) to belong to dLip(1).
5. Conclusion. In this paper we have shown how the discrete Poisson equation can be
used as a starting point when using Stein’s method to compare discrete vs. continuous random
variables. Starting from the discrete approach adds two technical issues. First, we need a
way to extend the discrete Poisson equation to the continuum. We handled this by using an
interpolator A that results in interpolated functions Af(x) whose derivatives mimic the finite
differences of the input function f(x). Second, we need to interchange the interpolator with
the characterizing operator of the discrete random variable, which in our case is the CTMC
generator. Performing this interchange results in additional error, which we bound for the
JSQ model in Lemma 3.2.
We point out that our proposed solution to these two technical issues is general and ex-
tends beyond the JSQ model. Indeed, our interpolator A in Theorem 2.1 can handle arbitrary
convex domains, and Lemma 3.2 is a special case of the more general Theorem 7.1. Readers
are therefore equipped with the tools to apply the discrete Poisson equation approach to their
own problems.
Several points are also worth mentioning when it comes to proving Stein factor bounds.
Whether one starts with the continuous or discrete Poisson equation, we saw that it is the
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second and third order derivatives/differences that come up in the diffusion approximation
error. Fourth order terms also come up if the diffusion generator equals the entire second
order expansion of the CTMC generator [8, Chapter 3]. The first order terms are usually the
easiest to bound. In Section 4.1 we saw that the first-order difference was governed entirely
by the expected coupling time τC . In the continuous case, the bound depends entirely on the
Wasserstein decay rate of the diffusion [31], which is a concept similar to our coupling time.
Higher order bounds are usually more involved; cf. [43, 31]. In this paper, we first bounded
∆j1fh(x) from the Poisson equation, and then established a relationship between ∆
j
1fh(x)
and the other jth order finite differences using the dynamics of our CTMC. This approach is
generalizable, but requires case-specific insights into the dynamics of the underlying CTMC.
To conclude, we consider several questions this work does not address.
It is known that using a diffusion approximation with a state-dependent diffusion coeffi-
cient can improve the quality of the approximation, sometimes even by an order of magnitude
[8, Chapter 3]. In this paper we only considered the constant diffusion coefficient approxi-
mation, but one could prove a result about the state-dependent one without much additional
effort. To derive the state-dependent approximation, one performs a Taylor expansion on the
right hand side of (3.11) (excluding the error E(x)) as follows:
nλ(Af̂h(x1 − δ, x2,0, . . . ,0)−Af̂h(x1, x2,0, . . . ,0))
+
1
δ
(n− x1 − x2)(Af̂h(x1 + δ, x2,0, . . . ,0)−Af̂h(x1, x2,0, . . . ,0))
+ x2/δ(Af̂h(x1, x2 − δ,0, . . . ,0)−Af̂h(x1, x2,0, . . . ,0))
≈ (β − (x1 + x2)) d
dx1
Af̂h(x)− x2 d
dx2
Af̂h(x)
+
1
2
(λ+1− δx1 − δx2)) d
2
dx21
Af̂h(x) +
1
2
δx2
d2
dx22
Af̂h(x).
The right hand side above is the natural choice for the generator of the approximating diffu-
sion. It remains an open question whether the error of the above approximation is an order
of magnitude smaller than the error in Theorem 2.2. At present, we can only show the error
is of order δ. The reason for this is the term in (3.17), which corresponds to the reflection
component of Ito’s lemma for the diffusion. While (3.15) and (3.16) can be shown to be of
order δ2, the term in (3.17) is driven by the bound on (∆1 +∆2)fh(·) in Lemma 3.4, and so
we cannot make shrink faster than δ. It is the author’s belief that this is merely a shortcoming
of the current proof.
Another direction we have not considered is working with the Kolmogorov distance. For
two real-valued random variables U,U ′, the Kolmogorov distance is defined as
dK(U,U
′) = sup
z∈R
∣∣E(1(U ≥ z))−E(1(U ′ ≥ z))∣∣.
Although our X and Y are multi-dimensional, one could consider the Kolmogorov distance
for functions f(X), f(Y ) ∈ R, like the total customer count in the system for instance. It is
well-known [12] that the discontinuity in the test functions 1(· ≥ z) makes working with the
Kolmogorov distance more difficult than the Wasserstein. Even though we deal with discrete
functions and their interpolations, the issue with the discontinuity in 1(· ≥ z) will still come
up in the difference bounds on fh(x). However, the author believes that with minor tweaks,
the discrete Poisson approach can still be applied in the Kolmogorov distance setting.
Lastly, we point out that the Halfin-Whitt regime assumption was not essential to use our
methodology. Applying Taylor expansion to the CTMC generator and extracting a diffusion
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generator does not require any assumptions on the behavior of the model parameters. In-
deed, a number of recent works [36, 34, 12, 30] have considered ‘universal’ approximations
of queueing systems, where the approximation error was insensitive to the asymptotic pa-
rameter regime. Notably, [42] gives a universal bound on the customer count for various
load-balancing policies in distributed systems, with JSQ being one of them. The results of
[42] are in the many-server regime where both n and λ increase simultaneously. However,
there is also the conventional heavy traffic regime in which n is fixed and λ→ 1, as was
studied in [21] for example. It would be interesting to prove an approximation guarantee that
does not distinguish between the two different regimes, and holds universally for both.
Acknowledgements. The author would like to thank Han Liang Gan for stimulating
discussions during early stages of this work, as well as Robert Bray and Shane Henderson
for providing feedback on early drafts.
SUPPLEMENTARYMATERIAL
Constructing the interpolator. In this section we construct our interpolation operator
and prove Theorem 2.1. We begin with one-dimensional interpolation, because multidimen-
sional interpolation can be achieved by performing one-dimensional interpolation along each
dimension. We also prove several auxiliary lemmas stated in Section 3.
6. Constructing the interpolator.
6.1. One-dimensional interpolation. A convex set in R is an interval. Suppose we are
given an intervalK and a function f :K ∩ δZd→R. For each k ∈K4,
Pk(x) = f(δk) +
(x− δk
δ
)
(∆− 1
2
∆2 +
1
3
∆3)f(δk)
+
1
2
(x− δk
δ
)2(
∆2 −∆3)f(δk) + 1
6
(x− δk
δ
)3
∆3f(δk)
− 23
3
(x− δk
δ
)4
∆4f(δk) +
41
2
(x− δk
δ
)5
∆4f(δk)
− 55
3
(x− δk
δ
)6
∆4f(δk) +
11
2
(x− δk
δ
)7
∆4f(δk), x ∈R,(6.1)
where ∆f(δk) = f(δ(k+ 1))− f(δk). We can think of Pk(x) as the weighted sum
Pk(x) =
4∑
i=0
αkk+i(x)f(δ(k + i)), x ∈R,
where αkk+i(x) are weights that can be read off by combining the coefficients corresponding
to f(δ(k + i)) in (6.1). For example,
αkk(x) = 1−
11
6
(x− δk
δ
)
+
(x− δk
δ
)2
− 1
6
(x− δk
δ
)3
− 23
3
(x− δk
δ
)4
+
41
2
(x− δk
δ
)5
− 55
3
(x− δk
δ
)6
+
11
2
(x− δk
δ
)7
.
Let us now verify the claims about the weights in Theorem 2.1. By inspecting (6.1), it is
straightforward to verify (2.1), (2.3), and that each αkk+i(x) is a seventh degree polynomial
in (x− δk)/δ, i.e.
αkk+i(x) = Ji
(x− δk
δ
)
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for some polynomial Ji(·). A consequence of this is the fact that
αk+jk+j+i(x+ δj) = Ji
(x+ δj − δ(k + j)
δ
)
= Ji
(x− δk
δ
)
= αkk+i(x),
which proves (2.2).
The interpolated function in (2.4) is defined as
Af(x) =
4∑
i=0
α
k(x)
k(x)+i(x)f(δ(k(x) + i)), x ∈ Conv(K4),
which satisfies Af(x) = Pk(x)(x). Note that (2.5) is implied by (2.1). If we assume for now
that Af(x) is thrice continuously differentiable with absolutely continuous third derivative,
then the bound in (2.6) can be verified by inspecting (6.1). It remains to verify the regularity
of Af(x), which is achieved in the following lemma.
LEMMA 6.1. For each k ∈ Z,
Pk(δk) =
4∑
i=0
αkk+i(x)f(δ(k + i)) = f(δk),(6.2)
and for v = 0,1,2,3,
dv
dxv
Pk(δ(k +1)) =
4∑
i=0
dv
dxv
αkk+i(x)
∣∣∣
x=δ(k+1)
f(δ(k+ i)) =
dv
dxv
Pk+1(δ(k +1)).(6.3)
Lemma 6.1 implies Af(x) ∈ C3(Conv(K4)), and since the weights αkk+i(x) belong to
C∞(R), we know Af(x) is infinitely differentiable on Conv(K4) \ K4.We conclude this
section by proving Lemma 6.1.
PROOF OF LEMMA 6.1. It follows directly from (6.1) that
Pk(δk) = f(δk),
P ′k(δk) =
1
δ
(∆− 1
2
∆2 +
1
3
∆3)f(δk),
P ′′k (δk) =
1
δ2
(
∆2 −∆3)f(δk),
P ′′′k (δk) =
1
δ3
∆3f(δk).
To prove (6.3), we now verify that
Pk−1(δk) = Pk(δk)
P ′k−1(δk) = P
′
k(δk)
P ′′k−1(δk) = P
′′
k (δk)
P ′′′k−1(δk) = P
′′′
k (δk).
From (6.1),
Pk−1(δk) = f(δ(k − 1)) + (∆− 1
2
∆2 +
1
3
∆3)f(δ(k − 1))
+
1
2
(
∆2 −∆3)f(δ(k− 1)) + 1
6
∆3f(δ(k− 1))
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= f(δ(k − 1)) +∆f(δ(k − 1))
= f(δk),
δP ′k−1(δk) = (∆−
1
2
∆2 +
1
3
∆3)f(δ(k − 1)) + (∆2−∆3)f(δ(k − 1))
+
1
2
∆3f(δ(k − 1)) + 1
3
∆4f(δ(k − 1))
= (∆+
1
2
∆2 − 1
6
∆3)f(δ(k − 1)) + 1
3
∆4f(δ(k − 1))
=
(
− 1
3
f(δ(k− 1))− 1
2
f(δk) + f(δ(k + 1))− 1
6
f(δ(k +2))
)
+
1
3
(
f(δ(k − 1))− 4f(δk) + 6f(δ(k +1))− 4f(δ(k +2)) + f(δ(k +3))
)
=
(
− 11
6
f(δk) + 3f(δ(k + 1))− 3
2
f(δ(k +2)) +
1
3
f(δ(k +3))
)
= (∆− 1
2
∆2 +
1
3
∆3)f(δk)
= δP ′k(δk),
δ2P ′′k−1(δk) =
(
∆2 −∆3)f(δ(k − 1)) +∆3f(δ(k− 1))−∆4f(δ(k − 1))
=
(
f(δ(k− 1))− 2f(δk) + f(δ(k + 1))
)
−
(
f(δ(k − 1))− 4f(δk) + 6f(δ(k +1))− 4f(δ(k +2)) + f(δ(k +3))
)
=
(
2f(δk)− 5f(δ(k + 1)) + 4f(δ(k +2))− f(δ(k+ 3))
)
=
(
∆2 −∆3)f(δk)
= δ2P ′′k (δk),
and
δ3P ′′′k−1(δk) = ∆
3f(δ(k− 1)) +∆4f(δ(k − 1))
= ∆3f(δ(k− 1)) +
(
∆3f(δk)−∆3f(δ(k − 1))
)
= ∆3f(δk)
= δ3P ′′′k (δk).
6.2. Multi-dimensional interpolation. We now build on our one-dimensional interpolant
to construct a C3(Conv(K4)) interpolant of any set of values {f(δk) : k ∈K ∩ δZd}. For
any k ∈K4, define
Fk(x) =
4∑
id=0
αkdkd+id(xd) · · ·
4∑
i1=0
αk1k1+i1(x1)f(δ(k + i)), x ∈Rd.(6.4)
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The function Fk(x) is intended to be a multi-dimensional analog of Pk(x) from (6.1). For
any J ⊂ {1, . . . , d} and Jc = {1, . . . , d} \ J , we may rewrite (6.4) as
Fk(x) =
4∑
ij=0
j∈Jc
(( ∏
j∈Jc
α
kj
kj+ij
(xj)
) 4∑
ij=0
j∈J
(∏
j∈J
α
kj
kj+ij
(xj)
)
f(δ(k + i))
)
,(6.5)
The representation in (6.5) will come in handy in later sections. Note that Af(x) in (2.4)
satisfies Af(x) = Fk(x)(x) for x ∈ Conv(K4). Furthermore, (2.1) implies (2.5). To prove
Theorem 2.1, it remains to verify the regularity of Af(x), as well as (2.6). The following
result is the multi-dimensional analog of Lemma 6.1, and is proved at the end of this section.
LEMMA 6.2. Fix k ∈K4, and for any u ∈ [0,1]d, let Θ(u) = {i : ui = 1} and Θ(u)c =
{1, . . . , d} \Θ(u). Then for any 0≤ ‖a‖1 ≤ 3,
da
dxa
Fk(x)
∣∣∣
x=δ(k+u)
=
da
dxa
Fk+eΘ(u)(x)
∣∣∣
x=δ(k+u)
.(6.6)
Furthermore, there exists a constant C > 0 independent of f(·), k and δ, such that for all
0≤ ‖a‖1 ≤ 4 and all x ∈ Conv(K4),∣∣∣ da
dxa
Fk(x)
∣∣∣
≤ Cδ−‖a‖1
( d∏
j=1
(
1 +
∣∣∣xj − δkj
δ
∣∣∣)7−aj) sup
0≤ij≤4−aj
j=1,...,d
∣∣∆a11 . . .∆add f(δ(k + i))∣∣ .(6.7)
With the above lemma, we are ready to prove Theorem 2.1 when d > 1. Lemma 6.2 implies
Af(x) ∈C3(Conv(K4)), and since the weights αkk+i(x) belong to C∞(R), we know Af(x)
is infinitely differentiable everywhere except on the set K4. Furthermore, (2.6) follows di-
rectly from (6.7).
PROOF OF LEMMA 6.2. Let us prove (6.6). Using (6.5) with J =Θ(u),
da
dxa
Fk(x)
∣∣∣
x=δ(k+u)
=
4∑
ij=0
j∈Θ(u)c
(( ∏
j∈Θ(u)c
daj
dx
aj
j
α
kj
kj+ij
(xj)
∣∣∣
xj=δ(kj+uj)
)
×
4∑
ij=0
j∈Θ(u)
( ∏
j∈Θ(u)
daj
dx
aj
j
α
kj
kj+ij
(xj)
∣∣∣
xj=δ(kj+uj)
)
f(δ(k+ i))
)
.
Suppose Θ(u) = {θ1, . . . , θ|Θ(u)|}. Then the interior sum equals
4∑
ij=0
j∈Θ(u)
( ∏
j∈Θ(u)
daj
dx
aj
j
α
kj
kj+ij
(xj)
∣∣∣
xj=δ(kj+uj)
)
f(δ(k + i))
=
4∑
iθ1=0
daθ1
dx
aθ1
θ1
α
kθ1
kθ1+iθ1
(xθ1)
∣∣∣
xθ1=δ(kθ1+uθ1 )
(
4∑
iθ2=0
daθ2
dx
aθ2
θ2
α
kθ2
kθ2+iθ2
(xθ2)
∣∣∣
xθ2=δ(kθ2+uθ2)
(
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· · ·
4∑
iθΘ(u)=0
d
aθΘ(u)
dx
aθΘ(u)
θΘ(u)
α
kθΘ(u)
kθΘ(u)+iθΘ(u)
(xθΘ(u))
∣∣∣
xθΘ(u)=δ(kθΘ(u)+uθΘ(u))
f(δ(k + i))
))
=
4∑
ij=0
j∈Θ(u)
( ∏
j∈Θ(u)
daj
dx
aj
j
α
kj+1
kj+1+ij
(xj)
∣∣∣
xj=δ(kj+uj)
)
f(δ(k + i)),
where in the last equality we used (6.3). We conclude that
da1
dxa11
· · · d
ad
dxadd
Fk(x)
∣∣∣
x=δ(k+u)
=
4∑
ij=0
j∈Θ(u)c
(( ∏
j∈Θ(u)c
daj
dx
aj
j
α
kj
kj+ij
(xj)
∣∣∣
xj=δ(kj+uj)
)
×
4∑
ij=0
j∈Θ(u)
( ∏
j∈Θ(u)
daj
dx
aj
j
α
kj+1
kj+1+ij
(xj)
∣∣∣
xj=δ(kj+uj)
)
f(δ(k + i))
)
=
da1
dxa11
· · · d
ad
dxadd
Fk+eΘ(u)(x)
∣∣∣
x=δ(k+u)
,
which proves (6.6). It remains to prove (6.7). We know
da
dxa
Fk(x) =
4∑
i1=0
da1
dxa11
αk1k1+i1(x1) · · ·
4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i)),
so let us first analyze
4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i)).
We can consider k and i1, . . . , id−1 as fixed, and treat f(δ(k + i)) as a function depending
only on id. By inspecting the form of the one-dimensional Pk(·) in (6.1), one can check that
4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i)) = δ
−adQ
(xd − δkd
δ
)
,
where Q(·) is a (7 − ad)th order polynomial whose coefficients are independent of δ, and
depend on f(δ(k + i)) only through
∆add f
(
δ(k + (i1, . . . , id−1,0))
)
, . . . ,∆add f
(
δ(k + (i1, . . . , id−1,4− ad))
)
.
Therefore, ∣∣∣ 4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i))
∣∣∣
≤ Cδ−ad
(
1 +
∣∣∣xd − δkd
δ
∣∣∣)7−ad sup
0≤id≤4−ad
∣∣∆add f(δ(k + i))∣∣ .(6.8)
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We now perform a similar analysis on
4∑
id−1=0
dad−1
dx
ad−1
d−1
( 4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i))
)
,
by treating k and i0, . . . , id−2 as fixed, and viewing the term inside the parentheses as a
function of id−1, i.e.
4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i)) = f¯(id−1).
We repeat the argument we used for (6.8) to see that∣∣∣ 4∑
id−1=0
dad−1
dx
ad−1
d−1
f¯(id−1)
∣∣∣
≤ Cδ−ad−1
(
1 +
∣∣∣xd−1 − δkd−1
δ
∣∣∣)7−ad−1 sup
0≤id−1≤4−ad−1
∣∣∆ad−1 f¯(id−1)∣∣ ,
and by plugging in the value of f¯(id−1) and using (6.8), we conclude that∣∣∣ 4∑
id−1=0
dad−1
dx
ad−1
d−1
( 4∑
id=0
dad
dxadd
αkdkd+id(xd)f(δ(k + i))
)∣∣∣
≤ Cδ−ad−1−ad
(
1 +
∣∣∣xd−1 − δkd−1
δ
∣∣∣)7−ad−1(1 + ∣∣∣xd − δkd
δ
∣∣∣)7−ad
× sup
0≤id≤4−ad
0≤id−1≤4−ad−1
∣∣∆ad−1d−1 ∆add f(δ(k+ i))∣∣ .
Repeating this argument along each of the remaining d− 2 dimensions proves (6.7).
6.3. Proof of Lemma 3.1 .
PROOF OF LEMMA 3.1 . Using the definition of g(x) and (2.6), we know that∣∣∣ da
dxa
g(x)
∣∣∣≤ Cδ−‖a‖1 sup
0≤ij≤4−aj
j=1,2
∣∣∆a11 ∆a22 fh(δ(k1(x) + i1), δ(k2(x) + i2),0, . . . ,0)∣∣
for all x ∈ R2+ and 0 ≤ ‖a‖1 ≤ 3, where k(x) is defined by ki(x) = ⌊xi/δ⌋. We bound the
right side above by bounding
∣∣fh(δk)∣∣. Recall fh(δk) = fh(δk)1(δk ∈ S). Therefore, for
any δk ∈ S with k3 = . . .= kb+1 = 0,
|fh(δk)| ≤ |fh(0)|+
k1−1∑
ℓ1=0
∣∣∆1fh(δ(ℓ1,0, . . . ,0))∣∣+ k2−1∑
ℓ2=0
∣∣∆2fh(δ(k1, ℓ2,0, . . . ,0))∣∣
≤ Cδk1 +Cδk22
≤ Cδ−3/2,
where the second inequality follows from Lemma 3.4 and the fact that fh(0) = 0, and the
last inequality follows from the fact that δk ∈ S implies k1, k2 ≤ n. Note that (3.10) follows
from (3.9) and the form of GY in (3.5).
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6.4. Proof of Lemma 3.3 .
PROOF OF LEMMA 3.3 . Our goal is to prove (3.13). Fix k ∈ Zd, let K− = {i : ki < 0},
and let Kc− = {1, . . . , d} \K−. Using the definition of f̂(x) together with (6.5), we know
f̂(δk) =
4∑
ij=0
j∈K−
(( ∏
j∈K−
α0ij (δkj)
) 4∑
ij=0
j∈Kc
−
( ∏
j∈Kc
−
α
kj
kj+ij
(δkj)
)
f(δ(k ∨ 0 + i))
)
=
4∑
ij=0
j∈K−
( ∏
j∈K−
α0ij (δkj)
)
f(δ(k ∨ 0 + iK−)),(6.9)
where the second equality comes from (2.1). Therefore,
∆a11 . . .∆
ad
d f̂(δk)
=
( ∏
j∈K−
∆
aj
j
)( ∏
j∈Kc
−
∆
aj
j
) 4∑
ij=0
j∈K−
( ∏
j∈K−
α0ij (δkj)
)
f(δ(k ∨ 0 + iK−))
=
( ∏
j∈K−
∆
aj
j
) 4∑
ij=0
j∈K−
( ∏
j∈K−
α0ij (δkj)
)( ∏
j∈Kc
−
∆
aj
j
)
f(δ(k ∨ 0 + iK−)).
Define
G(k′, i) =
( ∏
j∈Kc
−
∆
aj
j
)
f(δ(k′ ∨ 0 + i)), i ∈ Zd+, k′ ∈ Zd,
and
ϕ(x) =
4∑
ij=0
j∈K−
( ∏
j∈K−
α0ij (xj)
)
G(k, iK−), x∈Rd.
Therefore,
∆a11 . . .∆
ad
d f̂(δk) =
( ∏
j∈K−
∆
aj
j
)
ϕ(δk).
We conclude that∣∣∆a11 . . .∆add f̂(δk)∣∣= ∣∣∣( ∏
j∈K−
∆
aj
j
)
ϕ(δk)
∣∣∣
≤ Cδ
∑
j∈K−
aj sup
y:|yj−δkj |≤δ
(( ∏
j∈K−
daj
dx
aj
j
)
ϕ(x)
)∣∣∣
x=y
≤ C
(
sup
0≤ij≤4−aj
j∈K−
∣∣∣∣( ∏
j∈K−
∆
aj
j
)
G(k, i)
∣∣∣∣)
≤ C sup
0≤ij≤4−aj
j∈K−
∣∣∆a11 . . .∆add f(δ(k ∨ 0 + i))∣∣.
38
The first inequality follows from Taylor’s theorem, i.e. the fact that finite differences ap-
proximate derivatives. The second inequality follows from (6.7), by noting that ϕ(x) satis-
fies the form of Fk∨0(x) there. The constant C above depends only on the values of kj for
j ∈K−.
6.5. Proof of Lemma 3.5. In this section we prove Lemma 3.5. First, we state and prove
an auxiliary result.
LEMMA 6.3. For any f : δZd → R, there exists a constant C > 0 independent of f(x),
such that for any x ∈Rd and any 1≤ j ≤ d,∣∣∣ d
dxj
Af(x)− δ−1∆jf(δk(x))
∣∣∣ ≤ sup
‖a‖1=2
0≤ik≤4, k 6=j
0≤ij≤3
δ−1∆a11 . . .∆
ad
d f(δ(k(x) + i))(6.10)
PROOF OF LEMMA 6.3 . Fix j between 1 and d. Assume we know that for any k ∈ Zd,
d
dxj
Af(x)
∣∣∣
x=δk
= δ−1(∆j − 1
2
∆2j +
1
3
∆3j)f(δk)(6.11)
Then for any x ∈Rd,∣∣∣∣ ddxjAf(x)− δ−1∆jf(δk(x))
∣∣∣∣≤ ∣∣∣∣ ddxjAf(x)− ddxjAf(x)
∣∣∣
x=k(x)
∣∣∣∣
+
∣∣∣∣ ddxjAf(x)
∣∣∣
x=k(x)
− δ−1∆jf(δk(x))
∣∣∣∣.
To bound the first term above, we use the mean value theorem and the bound in (2.6), and to
bound the second term we use (6.11). It remains to prove (6.11). Using (6.5),
d
dxj
Af(x)
∣∣∣
x=δk
=
4∑
ij′=0
j′ 6=j
(∏
j′ 6=j
α
kj′
kj′+ij′
(δkj′)
)
d
dxj
( 4∑
ij=0
α
kj
kj+ij
(xj)f(δ(k + i))
)∣∣∣
xj=δkj
=
d
dxj
( 4∑
ij=0
α
kj
kj+ij
(xj)f(δ(k + i))
)∣∣∣
xj=δkj
,
where the second equality follows from (2.1). By inspecting (6.1), one can see that the above
equals δ−1(∆j − 12∆2j + 13∆3j)f(δk), which proves (6.11).
PROOF OF LEMMA 3.5 . We now prove the bound in (3.14) by considering two cases
separately. First let us consider the case when x ∈B, and bound
EY (0)∼x
(∫ 1
0
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣dU(s))
≤ EY (0)∼x
[
U(1)× sup
0≤s≤1
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣]
= EY (0)∼x
[
U(1)× sup
0≤s≤1
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣1( sup
0≤s≤1
Y2(s)≤ 3
4
δn
)](6.12)
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+ EY (0)∼x
[
U(1)× sup
0≤s≤1
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣1( sup
0≤s≤1
Y2(s)>
3
4
δn
)]
.
(6.13)
Let us first show that the term in (6.13) is bounded by Cδ2. Assume for now that
Y2(t)≤ Y2(0) + sup
0≤s≤t
(−√2W (t))+.(6.14)
We verify (6.14) at the end of this proof. The bound on Y2(t) in (6.14) implies
1
(
sup
0≤s≤1
Y2(s)>
3
4
δn
)
≤ 1
(
sup
0≤s≤t
(−W (t))+ > 3
4
√
2
δn− Y2(0)/
√
2
)
.
Furthermore,
U(1) = Y2(1)− Y2(0) +
∫ 1
0
Y2(s)ds≤ 3 sup
0≤s≤1
Y2(s)≤ 3Y2(0) + 3 sup
0≤s≤t
(−√2W (t))+,
where the first equality comes from (2.10). Therefore,
EY (0)∼x
[
U(1)× sup
0≤s≤1
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣1( sup
0≤s≤1
Y2(s)>
3
4
δn
)]
≤ Cδ−5/2EY (0)∼x
[
U(1)1
(
sup
0≤s≤1
Y2(s)>
3
4
δn
)]
≤ Cδ−5/2E
[(
x2 + sup
0≤s≤1
(−√2W (s))+)
× 1
(
sup
0≤s≤1
(−W (s))+ > 3
4
√
2
δn− x2/
√
2
)]
≤ Cδ−5/2E
[(
δn/2 + sup
0≤s≤1
(−√2W (s))+)
× 1
(
sup
0≤s≤1
(−W (s))+ > δn/(4√2))],
where the first inequality is due to (3.9), and the last inequality follows from the fact that
x ∈B implies x2 ≤ δn/2. Now by the reflection principle for Brownian motion,
P
(
sup
0≤s≤1
(−W (s))+ > a)= ∫ ∞
a
2√
2π
e−x
2/2dx,
which implies that all moments of sup0≤s≤1
(−W (s))+ are finite. Therefore,
E
[
sup
0≤s≤1
(−√2W (s))+1( sup
0≤s≤1
(−W (s))+ > δn/(4√2))]
≤ C
(δn)100
E
[(
sup
0≤s≤1
(−√2W (s))+)1011( sup
0≤s≤1
(−W (s))+ > δn/(4√2))]
≤ Cδ100,
which gives us our desired bound on (6.13). Let us now bound (6.12). For x ∈ R2, we let
k(x) be defined by ki(x) = ⌊xi/δ⌋. We have that for any x ∈R2+ ∩ {x2 + x1 ≤ δ(n− 8)},∣∣∣ d
dx1
g(0, x2) +
d
dx2
g(0, x2)
∣∣∣
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≤ δ−1∣∣(∆1 +∆2)fh(δk(x))∣∣+Cδ−1 sup
‖a‖1=2
0≤i1,i2≤4
∣∣∣∆a11 ∆a22 fh(δ(k(x) + i))∣∣∣
= δ−1
∣∣(∆1 +∆2)fh(δk(x))∣∣+Cδ−1 sup
‖a‖1=2
0≤i1,i2≤4
∣∣∣∆a11 ∆a22 fh(δ(k(x) + i))∣∣∣
≤ Cδ(1 + δk2(x))2
The first inequality follows from (6.10), the first equality follows from the definition of fh(x)
in (3.8), and the last inequality follows from Lemma 3.4. Therefore,
EY (0)∼x
[
U(1)× sup
0≤s≤1
∣∣∣ d
dx1
g(0, Y2(s)) +
d
dx2
g(0, Y2(s))
∣∣∣1( sup
0≤s≤1
Y2(s)≤ 3
4
δn
)]
≤ CδEY (0)∼x
[
U(1)× sup
0≤s≤1
(
1 + δk2(Y2(s))
)2
1
(
sup
0≤s≤1
Y2(s)≤ 3
4
δn
)]
≤ CδEY (0)∼x
[
U(1)× sup
0≤s≤1
(
1 + Y2(s)
)2]
≤ CδE
[(
x2 + sup
0≤s≤t
(−√2W (t))+)× sup
0≤s≤1
(
1 + x2 + sup
0≤s≤t
(−√2W (t))+)2]
≤ Cδ(1 + x2)3
It remains to verify (6.14). By definition in (2.10),
Y2(t) = Y2(0) +U(t)−
∫ t
0
Y2(s)ds.
From the discussion in section 3.1.1 of [22], we know U(t) satisfies
U(t) = sup
0≤s≤t
(
− Y1(0)−
√
2W (s)− βs+
∫ s
0
(Y1(v) + Y2(v))dv
)+
.
Since U(t) satisfies
∫∞
0 1(Y1(t)> 0)dU(t) = 0, i.e. U(t) only increases when Y1(t) = 0, this
implies
U(t)≤ sup
0≤s≤t
(
− Y1(0)−
√
2W (s)− βs+
∫ s
0
Y2(v)dv
)+
.
Furthermore, using the facts that β > 0 and Y1(0)> 0, we see that
sup
0≤s≤t
(
− Y1(0)−
√
2W (s)− βs+
∫ s
0
Y2(v)dv
)+
≤ sup
0≤s≤t
(
−
√
2W (s)ds
)+
+ sup
0≤s≤t
(∫ s
0
Y2(v)dv
)+
= sup
0≤s≤t
(
−
√
2W (s)ds
)+
+
∫ t
0
Y2(s)ds,
where in the last equality we used the non-negativity of Y2(t). Therefore,
Y2(t) = Y2(0) +U(t)−
∫ t
0
Y2(s)ds
≤ Y2(0)−
∫ t
0
Y2(s)ds+ sup
0≤s≤t
(
−
√
2W (s)ds
)+
+
∫ t
0
Y2(s)ds,
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which verifies (6.14) and concludes the proof of this lemma.
().
Interchanging GX and A. In this section we prove a result about the interchange of A
and GX for a general class of Markov chains.
7. Interchanging GX and A. Suppose we a given a CTMC taking values in δZd+ for
some δ > 0 and d > 0, and that the transition rates from state δk to δk′ are qδk,δk′ . For ℓ ∈ Zd,
let βℓ(δk) = qδk,δ(k+ℓ), and suppose the generator of the CTMC is given by
GXf(δk) =
∑
k′∈Zd+
qδk,δk′(f(δk
′)− f(δk))
=
∑
ℓ
βℓ(δk)(f(δ(k + ℓ))− f(δk)), k ∈ Zd.(7.1)
Assume there exists some L ∈ Z+ such that L≥ supi=1,...,d{|ℓi|1(ℓi < 0)} for all ℓ ∈ Zd for
which supk∈Zd{βℓ(δk)} 6= 0, i.e. that the maximal jump size ‘to the left’ is bounded by L.
We assume that the CTMC corresponding toGX is positive recurrent, and letX be the ran-
dom variable having its stationary distribution. Given a function h : δZd+ →R with Eh(X)<
∞, we let fh(x) be the solution to the Poisson equation GXfh(x) = Eh(X) − h(x). For
ℓ ∈ Zd, let us define
A˜βℓ(x) =
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)∑
ℓ∈Zd
βℓ
(
δ(k ∨L+ i)), x ∈Rd,
where k ∨L is understood to be the element-wise maximum. Furthermore, define
f̂h(δk) =
4∑
id=0
αkd∨0kd∨0+id(δkd) · · ·
4∑
i1=0
αk1∨0k1∨0+i1(δk1)f(δ(k ∨ 0 + i)), k ∈ Zd,
to be the extension of fh(·) to all of δZd.
For k ∈ Zd+, define J(k) = {j : kj < L} and J(k)c = {1, . . . , d} \ J(k). Recall that e is
the vector of ones, that for any x ∈Rd and any set J ⊂ {1, . . . , d}, we write xJ to denote the
vector whose ith element equals xi1(i ∈ J), and we define k(x) by ki(x) = ⌊xi/δ⌋. In the
statement of the following theorem, we write k instead of k(x) for convenience. We prove
the theorem in Section 7.1, and we then show in Section 7.2 that it implies Lemma 3.2.
THEOREM 7.1. There exists a constant C = C(L,d)> 0 such that for all h : δZd+ → R
with Eh(X)<∞, and all x ∈Rd,∣∣∣AGXfh(x)−∑
ℓ
A˜βℓ(x)(Af̂h(x+ δℓ)−Af̂h(x))
∣∣∣
≤ |ε(x)|+1(J(k) 6= ∅)C sup
0≤i≤4e
k≤m≤eL
j∈J(k)
∣∣∆4jh(δ(kJ(k)c + i+mJ(k))∣∣
+1(J(k) 6= ∅)
∑
ℓ
∣∣∣A˜βℓ(x)∣∣∣C sup
0≤i≤4e
k≤m≤eL
j∈J(k)
∣∣∆4jfh(δ(kJ(k)c + i+mJ(k))∣∣
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+1(J(k) 6= ∅)
∑
ℓ
∣∣∣A˜βℓ(x)∣∣∣C sup
0≤i≤4e
k+ℓ≤m≤ℓ+eL
j∈J(k)
∣∣∣∆4j f̂h(δ((k + ℓ)J(k)c + i+mJ(k))∣∣∣ ,(7.2)
where
ε(x) =
∑
ℓ
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k ∨L+ i))− A˜βℓ(x))
×
(
fh
(
δ(k ∨L+ i+ ℓ))− fh(δ(k ∨L+ i))
− (fh(δ(k ∨L+ ℓ))− fh(δ(k ∨L)))).(7.3)
We point out that the error term tied to the fourth order differences of h(δk) and fh(δk)
is a result of our interpolator. Theoretically, we could make it depend on an arbitrary jth
order difference instead of a fourth order one. For example, if we incorporated fifth order
differences in (6.1) to make the interpolator belong to C4(R), then the error above would
depend on fifth order differences of h(δk) and fh(δk).
7.1. Interchange theorem proof. We will prove Theorem 7.1 in three steps. First, we will
show in Section 7.1.1 that if J(k) = ∅, then
AGXfh(x) =
∑
ℓ
Aβℓ(x)(Afh(x+ δℓ)−Afh(x)) + ε(x).(7.4)
For the remaining two steps, we recall that
Ah(x) =
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
h
(
δ(k + i)
)
,
and define
A˜h(x) =
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
h
(
δ(k ∨L+ i)), x ∈Rd+.(7.5)
The second step will be to show that when J(k) 6= ∅,∣∣∣A˜h(x)−Ah(x)∣∣∣≤C sup
0≤i≤4e
k≤m≤eL
j∈J(k)
∣∣∆4jh(δ(kJ(k)c + iJ(k)c +mJ(k))∣∣ ,(7.6)
and ∣∣∣Eh(X)− A˜h(x)−∑
ℓ
A˜βℓ(x)(Afh(x+ δℓ)−Afh(x))
∣∣∣
≤ |ε(x)|+
∑
ℓ
∣∣∣A˜βℓ(x)∣∣∣C sup
0≤i≤4e
k≤m≤eL
j∈J(k)
∣∣∆4jfh(δ(kJ(k)c + i+mJ(k))∣∣
+
∑
ℓ
∣∣∣A˜βℓ(x)∣∣∣C sup
0≤i≤4e
k+ℓ≤m≤ℓ+eL
j∈J(k)
∣∣∆4jfh(δ((k + ℓ)J(k)c + i+mJ(k))∣∣ .(7.7)
We prove (7.6) in Section 7.1.2, and (7.7) in Section 7.1.3. Let us now prove Theorem 7.1
assuming (7.4), (7.6), and (7.7).
DIFFUSION APPROXIMATION ERROR ANALYSIS VIA THE DISCRETE POISSON EQUATION 43
PROOF OF THEOREM 7.1. If J(k) = ∅, the main statement of the theorem follows from
(7.4), and when J(k) 6= ∅,∣∣AGXfh(x)−∑
ℓ
A˜βℓ(x)(Afh(x+ δℓ)−Afh(x))
∣∣
=
∣∣∣Eh(X)−Ah(x)−∑
ℓ
A˜βℓ(x)(Afh(x+ δℓ)−Afh(x))
∣∣∣
≤
∣∣∣Eh(X)− A˜h(x)−∑
ℓ
A˜βℓ(x)(Afh(x+ δℓ)−Afh(x))
∣∣∣+ ∣∣A˜h(x)−Ah(x)∣∣,
and we may apply (7.6) and (7.7) to conclude the proof.
Let us now prove (7.4), (7.6), and (7.7).
7.1.1. Verifying the first claim . In this section we prove (7.4). Fix x ∈ Rd+ such that
J(k) = ∅. From (2.4) we know that
AGXfh(x)
=
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)∑
ℓ∈Zd
βℓ
(
δ(k + i)
)(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i))).
The fact that kj ≥ L for all j, together with our assumption that the largest jump to the left is
bounded by L, implies that k+ i+ ℓ≥ 0 whenever βℓ(δ(k+ i))> 0, meaning the right hand
side above is well-defined. Furthermore, it equals∑
ℓ
Aβℓ(x)
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i)))(7.8)
+
∑
ℓ
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k + i)
)−Aβℓ(x))
×
(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i))).(7.9)
Note that Aβℓ(x) = A˜βℓ(x) because x≥ L. We will now simplify (7.8) and then show that
(7.9) equals ε(x). Observe that for each ℓ ∈ Zd,
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i)))
=
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
fh
(
δ(k + i+ ℓ)
)
−
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
fh
(
δ(k + i)
)
=
4∑
i1,...,id=0
( d∏
j=1
α
kj+ℓj
kj+ℓj+ij
(xj + δℓj)
)
fh
(
δ(k + i+ ℓ)
)−Afh(x)
= Afh(x+ δℓ)−Afh(x),
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where the second equality follows from (2.2). Therefore,∑
ℓ
Aβℓ(x)
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i)))
=
∑
ℓ
Aβℓ(x)(Afh(x+ δℓ)−Afh(x)),
and we move on to consider (7.9):∑
ℓ
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k + i)
)−Aβℓ(x))
×
(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i)))
=
∑
ℓ
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k + i)
)−Aβℓ(x))
×
(
fh
(
δ(k + i+ ℓ)
)− fh(δ(k + i))− (fh(δ(k + ℓ))− fh(δk)))
+
∑
ℓ
(
fh
(
δ(k + ℓ)
)− fh(δk)) 4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k + i)
)−Aβℓ(x)).
The second line on the right side above equals zero because
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k + i)
)−Aβℓ(x))
=
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
βℓ
(
δ(k + i)
)−Aβℓ(x) 4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
= Aβℓ(x)−Aβℓ(x),
where in the last equality we used (2.3). This proves (7.4).
7.1.2. Verifying the second claim. To prove (7.6), we will make use of the following
auxiliary lemma.
LEMMA 7.2. Suppose h : δZ→R, and u, u¯ ∈ Z+ with u < u¯. Define
f1(x) =
4∑
i=0
αu¯u¯+i(x)h
(
δ(u¯+ i)
)
, and f2(x) =
4∑
i=0
αuu+i(x)h
(
δ(u+ i)
)
, x ∈R.
Then there exists a constant C =C(u¯− u)> 0, such that
|f1(x)− f2(x)| ≤C
u¯−u∑
j=0
∣∣∆4h(δ(u+ j))∣∣ , x ∈ [δu, δu¯].(7.10)
PROOF OF LEMMA 7.2 . Let us first assume u¯= u+1. From (6.3) it follows that
dv
dxv
f1(x)
∣∣∣
x=δu¯
=
dv
dxv
f2(x)
∣∣∣
x=δu¯
, for v = 0,1,2,3.
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By performing a fourth order Taylor expansion around the point x= δu¯, we see that
|f1(x)− f2(x)| ≤ C
(
sup
x∈[δu,δu¯]
∣∣∣ d4
dx4
f1(x)
∣∣∣+ sup
x∈[δu,δu¯]
∣∣∣ d4
dx4
f2(x)
∣∣∣), x ∈ [δu, δu¯].
The bound in (6.7) implies∣∣∣ d4
dx4
f1(x)
∣∣∣≤ Cδ−4(1 + ∣∣∣x− δu¯
δ
∣∣∣)3 ∣∣∆4h(δu¯)∣∣ ,∣∣∣ d4
dx4
f2(x)
∣∣∣≤ Cδ−4(1 + ∣∣∣x− δu
δ
∣∣∣)3 ∣∣∆4h(δu)∣∣ ,
and so we conclude that
|f1(x)− f2(x)| ≤ C
(∣∣∆4h(δu¯)∣∣+ ∣∣∆4h(δu)∣∣ ), x∈ [δu, δu¯].
The general case u¯ > u+1 follows from the triangle inequality:
|f1(x)− f2(x)|
≤
u¯−u∑
j=1
∣∣∣∣ 4∑
i=0
αu+ju+j+i(x)h
(
δ(u+ j + i)
)− 4∑
i=0
αu+j−1u+j−1+i(x)h
(
δ(u+ j − 1 + i))∣∣∣∣
≤ C
u¯−u∑
j=0
∣∣∆4h(δ(u+ j))∣∣ .
Let us now proceed with the proof of (7.6). From the definitions of A˜h(x) and Ah(x), it
follows that
A˜h(x)−Ah(x) =
4∑
ij=0
j∈J(k)c
( ∏
j∈J(k)c
α
kj
kj+ij
(xj)
) 4∑
ij=0
j∈J(k)
( ∏
j∈J(k)
αLL+ij (xj)
)
h
(
δ(k ∨L+ i))
−
4∑
ij=0
j∈J(k)c
( ∏
j∈J(k)c
α
kj
kj+ij
(xj)
) 4∑
ij=0
j∈J(k)
( ∏
j∈J(k)
α
kj
kj+ij
(xj)
)
h
(
δ(k + i)
)
.
(7.11)
We bound the above difference by successive applications of (7.10) for each dimension
represented in J(k). To do this, we rewrite it as a telescoping sum as follows. Enumer-
ate J(k) by letting J(k) = {η(1), . . . , η(|J |)}, where η(ℓ) is increasing in ℓ. Define u(0) =
k ∨L,u(|J |) = k, and for 1≤ ℓ < |J |, define u(ℓ) ∈ Zd by
uj(ℓ) =

kj , j 6∈ J(k),
kj , j ∈ J(k) and j ≤ η(ℓ),
L, j ∈ J(k) and j > η(ℓ).
Then
4∑
ij=0
j∈J(k)c
( ∏
j∈J(k)c
α
kj
kj+ij
(xj)
) 4∑
ij=0
j∈J(k)
( ∏
j∈J(k)
αLL+ij (xj)
)
h
(
δ(k ∨L+ i))
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−
4∑
ij=0
j∈J(k)c
( ∏
j∈J(k)c
α
kj
kj+ij
(xj)
) 4∑
ij=0
j∈J(k)
( ∏
j∈J(k)
α
kj
kj+ij
(xj)
)
h
(
δ(k + i)
)
=
|J |−1∑
ℓ=0
4∑
ij=0
j∈J(k)c
( ∏
j∈J(k)c
α
kj
kj+ij
(xj)
)( 4∑
ij=0
j∈J(k)
( ∏
j∈J(k)
α
uj(ℓ)
uj(ℓ)+ij
(xj)
)
h
(
δ(u(ℓ) + i)
)
−
4∑
ij=0
j∈J(k)
( ∏
j∈J(k)
α
uj(ℓ+1)
uj(ℓ+1)+ij
(xj)
)
h
(
δ(u(ℓ+ 1) + i)
))
.
The above equals
|J |−1∑
ℓ=0
4∑
ij=0
j 6=η(ℓ+1)
( ∏
j 6=η(ℓ+1)
α
uj(ℓ)
uj(ℓ)+ij
(xj)
)( 4∑
iη(ℓ+1)=0
αLL+iη(ℓ+1)(xη(ℓ+1))h
(
δ(u(ℓ) + i)
)
−
4∑
iη(ℓ+1)=0
α
kη(ℓ+1)
kη(ℓ+1)+iη(ℓ+1)
(xη(ℓ+1))h
(
δ(u(ℓ+ 1) + i)
))
.
By using (7.10), we see that there exists some C(L)> 0 such that for all 0≤ ℓ≤ |J | − 1,∣∣∣∣ 4∑
iη(ℓ+1)=0
αLL+iη(ℓ+1)(xη(ℓ+1))h
(
δ(u(ℓ) + i)
)
−
4∑
iη(ℓ+1)=0
α
kη(ℓ+1)
kη(ℓ+1)+iη(ℓ+1)
(xη(ℓ+1))h
(
δ(u(ℓ+1) + i)
)∣∣∣∣
≤ C(L)
L−kη(ℓ+1)∑
m=0
∣∣∣∆4η(ℓ+1)h(δ(u(ℓ+ 1) + i{1,...,d}\{η(ℓ+1)} +m{η(ℓ+1)}))∣∣∣
≤ C(L) sup
0≤i≤4e
k≤m≤eL
j∈J(k)
∣∣∆4jh(δ(kJ(k)c + i+mJ(k))∣∣ ,
which proves (7.6).
7.1.3. Verifying the third claim. In this section we prove (7.7). As a starting point, we
note that
Eh(X)− A˜h(x)
=
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)(
Eh(X)− h(δ(k ∨L+ i)))
=
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
GXfh
(
δ(k ∨L+ i))
=
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)∑
ℓ∈Zd
βℓ
(
δ(k ∨L+ i))
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×
(
fh
(
δ(k ∨L+ i+ ℓ))− fh(δ(k ∨L+ i)))
=
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)∑
ℓ∈Zd
βℓ
(
δ(k ∨L+ i))
×
(
f̂h
(
δ(k ∨L+ i+ ℓ))− f̂h(δ(k ∨L+ i))),
where in the first equality we used (2.3), and in the last equality we used the fact that k∨L+
i+ ℓ≥ 0 and k ∨L+ ℓ≥ 0, which follows from the definition of L. The above equals
∑
ℓ
A˜βℓ(x)
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)(
f̂h
(
δ(k ∨L+ i+ ℓ))− f̂h(δ(k ∨L+ i)))
(7.12)
+
∑
ℓ
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)(
βℓ
(
δ(k ∨L+ i))− A˜βℓ(x))
×
(
f̂h
(
δ(k ∨L+ i+ ℓ))− f̂h(δ(k ∨L+ i))).(7.13)
Note that (7.13) is just like (7.9), but with k∨L instead of k, and so it equals ε(x). It remains
to bound (7.12), which we achieve by bounding∣∣∣∣ 4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
f̂h
(
δ(k ∨L+ i))−Af̂h(x)∣∣∣∣
and ∣∣∣∣ 4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
f̂h
(
δ(k ∨L+ i+ ℓ))−Af̂h(x+ δℓ)∣∣∣∣.
For the first term, we note that
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
f̂h
(
δ(k ∨L+ i))−Af̂h(x)
=
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
fh
(
δ(k ∨L+ i))
−
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
fh
(
δ(k + i)
)
,
which looks like the left hand side of (7.11), but with fh(·) instead of h(·). Therefore,∣∣∣∣ 4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
fh
(
δ(k ∨L+ i))−Afh(x)∣∣∣∣
≤ C sup
0≤i≤4e
0≤m≤eL
j∈J(k)
∣∣∆4jfh(δ(kJ(k)c + iJ(k)c +mJ(k))∣∣ .
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Furthermore,
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
f̂h
(
δ(k ∨L+ i+ ℓ))
−
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
f̂h
(
δ(k + i+ ℓ)
)
=
4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
f̂h
(
δ((k + ℓ)∨ (L+ ℓ) + i))
−
4∑
i1,...,id=0
( d∏
j=1
α
kj
kj+ij
(xj)
)
f̂h
(
δ(k + ℓ+ i)
)
,
and so ∣∣∣∣ 4∑
i1,...,id=0
( d∏
j=1
α
kj∨L
kj∨L+ij (xj)
)
fh
(
δ(k ∨L+ i+ ℓ))−Afh(x+ δℓ)∣∣∣∣
≤ C sup
0≤i≤4e
0≤m≤ℓ+eL
j∈J(k)
∣∣∆4jfh(δ((k + ℓ)J(k)c + i+mJ(k))∣∣ ,
which proves (7.7).
7.2. Verifying the interchange for the JSQ model. Let us now show that Theorem 7.1
implies Lemma 3.2.
PROOF OF LEMMA 3.2. Let us write k instead of k(x) to avoid notational clutter. Recall
that (2.1) implies
AGXfh(x1, x2,0, . . . ,0)
=
4∑
i2=0
αk2k2+i2(x2)
4∑
i1=0
αk1k1+i1(x1)GXfh(δ(k1 + i1, k2 + i2,0, . . . ,0)),(7.14)
Let us recount all the transition rates for the JSQ model. First observe that since we restrict
x to be of the form (x1, x2,0, . . . ,0) where (x1, x2) ∈R2+ ∩ {x1 + x2 ≤ δ(n− 8)}, then the
only jumps with non-zero rates that show up on the right side of (7.14) are
ℓ ∈ {(−1,0, . . . ,0), (1,0, . . . ,0), (0,1,0, . . . ,0), (0,−1,0, . . . ,0)}.
For the remainder of the proof, we treat x,k, and ℓ as two-dimensional vectors. We also
abuse notation and treat fh(x), h(x), and GXfh(x) as functions in x1 and x2 only. It is
straightforward to check that for x ∈ R2+ ∩ {x2 + x1 ≤ δ(n − 8)}, the interpolated rates
A˜βℓ(x) satisfy
A˜β(−1,0)(x) = nλ, A˜β(1,0)(x) = δ
−1(δn− x1 − x2)≤ n,
A˜β(0,1)(x) = 0, A˜β(0,−1)(x) = δ
−1x2 ≤ n.
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Invoking Theorem 7.1 with L= 1 then implies that∣∣∣AGXfh(x)−∑
ℓ
A˜βℓ(x)(Af̂h(x+ δℓ)−Af̂h(x))
∣∣∣
≤ |ε(x)|+1(J(k) 6= ∅)C sup
0≤i≤4e
k≤m≤e
j∈J(k)
∣∣∆4jh(δ(kJ(k)c + i+mJ(k))∣∣(7.15)
+1(J(k) 6= ∅)nC sup
0≤i≤4e
k≤m≤e
j∈J(k)
∣∣∆4jfh(δ(kJ(k)c + i+mJ(k))∣∣(7.16)
+1(J(k) 6= ∅)nC sup
0≤i≤4e
k+ℓ≤m≤ℓ+e
j∈J(k)
∣∣∣∆4j f̂h(δ((k + ℓ)J(k)c + i+mJ(k))∣∣∣ .(7.17)
To recover the bound in Lemma 3.2, let us bound each term on the right hand side. We recall
from (7.3) that
ε(x) =
∑
ℓ
4∑
i1,i2=0
( 2∏
j=1
α
kj
kj+ij
(xj)
)(
βℓ
(
δ(k ∨ 1 + i))− A˜βℓ(x))
×
(
fh
(
δ(k ∨ 1 + i+ ℓ))− fh(δ(k ∨ 1 + i))
− (fh(δ(k ∨ 1 + ℓ))− fh(δ(k ∨ 1)))),
and note that βℓ
(
δ(k ∨ 1 + i))− A˜βℓ(x) 6= 0 only for ℓ = (1,0) and ℓ = (0,−1), in which
cases
∣∣βℓ(δ(k∨1+i))−A˜βℓ(x)∣∣≤ 1. Furthermore, Theorem 2.1 implies that ∣∣αkjkj+ij (xj)∣∣≤
C . It remains to bound
4∑
i1,i2=0
∣∣∣fh(δ(k ∨ 1 + i+ ℓ))− fh(δ(k ∨ 1 + i))− (fh(δ(k ∨ 1 + ℓ))− fh(δ(k ∨ 1)))∣∣∣
(7.18)
for the two choices of ℓ. For ℓ= (1,0), the above sum becomes
4∑
i1,i2=0
∣∣∆1fh(δ(k ∨ 1 + i))−∆1fh(δ(k ∨ 1))∣∣.
For each i, we can rewrite the above as a telescoping sum as follows:
∆1fh
(
δ(k ∨ 1 + i))−∆1fh(δ(k ∨ 1))
=
i1−1∑
j1=0
∆1fh
(
δ(k ∨ 1 + (j1 +1,0))
)−∆1fh(δ(k ∨ 1 + (j1,0)))
+
i2−1∑
j2=0
∆1fh
(
δ(k ∨ 1 + (i1, j2 +1))
)−∆1fh(δ(k ∨ 1 + (i1, j2)))
=
i1−1∑
j1=0
∆21fh
(
δ(k ∨ 1 + (j1,0))
)
+
i2−1∑
j2=0
∆2∆1fh
(
δ(k ∨ 1 + (i1, j2))
)
,
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and so
4∑
i1,i2=0
∣∣∆1fh(δ(k ∨ 1 + i))−∆1fh(δ(k ∨ 1))∣∣
≤ C sup
0≤i1,i2≤4
∣∣∆21fh(δ(k ∨ 1 + i))∣∣+C sup
0≤i1,i2≤4
∣∣∆1∆2fh(δ(k ∨ 1 + i))∣∣.
When ℓ= (0,−1), a similar analysis on (7.18) yields the bound
4∑
i1,i2=0
∣∣∆2fh(δ(k ∨ 1 + i+ (0,−1)))−∆2fh(δ(k ∨ 1 + (0,−1)))∣∣
≤ C sup
0≤i1,i2≤4
∣∣∆22fh(δ(k ∨ 1 + i+ (0,−1)))∣∣
+C sup
0≤i1,i2≤4
∣∣∆1∆2fh(δ(k ∨ 1 + i+ (0,−1)))∣∣.
To bound the rest of the terms in (7.15)–(7.17), we first note that J(k) contains 1 when
x1 ∈ [0, δ], and it contains 2 when x2 ∈ [0, δ]. Therefore,
1(J(k) 6= ∅)C sup
0≤i≤4e
k≤m≤e
j∈J(k)
∣∣∆4jh(δ(kJ(k)c + i+mJ(k))∣∣
≤ 1(x1 ∈ [0, δ])C sup
0≤i≤4e
0≤m1≤1
∣∣∆41h(δ(i1 +m1, k2 + i2)∣∣
+1(x2 ∈ [0, δ])C sup
0≤i≤4e
0≤m2≤1
∣∣∆42h(δ(k1 + i1, i2 +m2)∣∣ .
We bound (7.17). By considering the four possible values of ℓ, one arrives at
1(J(k) 6= ∅)nC sup
0≤i≤4e
k+ℓ≤m≤ℓ+e
j∈J(k)
∣∣∣∆4j f̂h(δ((k + ℓ)J(k)c + i+mJ(k))∣∣∣
≤ 1(x1 ∈ [0, δ])nC sup
0≤i≤4e
−1≤m1≤2
∣∣∣∆41f̂h(δ(i1 +m1, k2 + i2)∣∣∣
+ 1(x2 ∈ [0, δ])nC sup
0≤i≤4e
−1≤m2≤2
∣∣∣∆42f̂h(δ(k1 + i1, i2 +m2)∣∣∣ .
Lastly, to bound (7.16), note that
1(J(k) 6= ∅)nC sup
0≤i≤4e
k≤m≤e
j∈J(k)
∣∣∆4jfh(δ(kJ(k)c + i+mJ(k))∣∣
≤ 1(x1 ∈ [0, δ])nC sup
0≤i≤4e
0≤m1≤1
∣∣∆41fh(δ(i1 +m1, k2 + i2)∣∣
+ 1(x2 ∈ [0, δ])nC sup
0≤i≤4e
0≤m2≤1
∣∣∆42fh(δ(k1 + i1, i2 +m2)∣∣
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= 1(x1 ∈ [0, δ])nC sup
0≤i≤4e
0≤m1≤1
∣∣∣∆41f̂h(δ(i1 +m1, k2 + i2)∣∣∣
+ 1(x2 ∈ [0, δ])nC sup
0≤i≤4e
0≤m2≤1
∣∣∣∆42f̂h(δ(k1 + i1, i2 +m2)∣∣∣ .
().
Auxiliary results for first order difference bounds . In this section we prove Lemma 4.3.
We devote a separate subsection to each claim because the types of arguments differ signifi-
cantly between claims.
8. Auxiliary results for first order difference bounds .
8.1. Proving claim one. In this section we argue that
Eqτ2(⌊γ
√
n⌋)≤C(1 + δq2), q2 > ⌊γ
√
n⌋.
To prove this result, we use the hitting time of the JSQ fluid model to sets of the form
{x : x2 = κ1/
√
n} as a Lyapunov function for the Markov chain. The fluid hitting time was
analyzed in [9]. The following lemma was never explicitly proved there, but [9] contains all
the ingredients to prove it.
LEMMA 8.1. There exists a function V : Rb+1+ → R such that for any n ≥ 1 and any
x ∈ S with x2 > 2(17/β + β) + δ,
GXV (x)≤ − 1/17 +
(
q31(b > 1)− nλ1(q1 = q2 = n)
)
δ
1
β
.(8.1)
Furthermore, there exists a constant C(β)> 0 such that for any n≥ 1,
0≤ V (x)≤ Cx2, x ∈Rb+1, x2 ≥ 2(17/β + β).(8.2)
We now give a proof of (4.5), followed by a proof of Lemma 8.1.
PROOF OF (4.5). Due to the relationship betweenQ(t) andX(t), we will useEqτ2(⌊γ
√
n⌋)
and Exτ2(⌊γ
√
n⌋) interchangeably. Recall that γ = 2(17/β + β+1), and fixX(0) = x with
x2 ≥ γ and x3 ≤ γ. By definition of τ2(q2) ,
X2(t)≥ ⌊γ
√
n⌋/√n≥ γ − 1/√n≥ 2(17/β + β) + δ, t ∈ [0, τ2(⌊γ
√
n⌋)].(8.3)
Let V (x) be the function in Lemma 8.1. Dynkin’s formula implies that for anyM > 0,
ExV
(
X
(
M ∧ τ2(⌊γ
√
n⌋)))− V (x)
= Ex
∫ M∧τ2(⌊γ√n⌋)
0
GXV (X(t))dt
≤ − 1
17
Ex
(
M ∧ τ2(⌊γ
√
n⌋))
+
δ
β
Ex
∫ M∧τ2(⌊γ√n⌋)
0
(
Q3(t)1(b > 1)− nλ1(Q1(t) =Q2(t) = n)
)
dt,
52
where in the inequality we used (8.1) and (8.3). LettingM →∞ and invoking the dominated
convergence theorem, we conclude that
Exτ2(⌊γ
√
n⌋)≤ 17V (x)
+
δ
β
Ex
∫ τ2(⌊γ√n⌋)
0
(
Q3(t)1(b > 1)− nλ1(Q1(t) =Q2(t) = n)
)
dt
We now argue that when b > 1, because the integral above is clearly negative when b= 1.
Ex
∫ τ2(⌊γ√n⌋)
0
(
Q3(t)1(b > 1)− nλ1(Q1(t) =Q2(t) = n)
)
dt≤ (b− 1)q3.(8.4)
Combining (8.2), (8.4), and q3 ≤ q2 with the upper bound on Exτ2(⌊γ
√
n⌋) proves (4.5).
The process {Q3(t)} keeps track of the number of servers with at least two customers in
their buffer. Let Z be the number of customers that arrive during the interval [0, τ2(⌊γ
√
n⌋)],
and upon entry into the system are routed to a buffer with at least one other customer already
waiting there. Enumerate the customers that contribute to Z in order of their arrival.
Let us rewrite
∫ τ2(⌊γ√n⌋)
0 1(Q1(t) =Q2(t) = n)dt in terms of Z . In order for a customer
to contribute to Z , that customer has to enter the system at a time when Q1(t) =Q2(t) = n.
Since arrivals are governed by a rate nλ Poisson process, we can construct Z as follows. Let
{ηi} be a sequence of i.i.d. rate nλ exponentially distributed random variables. Define
ν0 = 0, νi = inf
t≥νi−1
{∫ t
νi−1
1(Q1(s) =Q2(s) = n)ds= ηi
}
, i≥ 1,
Z = sup
k≥1
{νk < τ2(⌊γ
√
n⌋)}.
Therefore,
nλEx
∫ τ2(⌊γ√n⌋)
0
1(Q1(t) =Q2(t) = n)dt≥ nλEx
∫ νZ
0
1(Q1(t) =Q2(t) = n)dt,
which equals
nλE
∞∑
i=1
ηi1(Z ≥ i) = nλ
∞∑
i=1
E
[
ηi|Z ≥ i
]
P(Z ≥ i) = nλ
∞∑
i=1
1
nλ
P(Z ≥ i) = ExZ.(8.5)
In the second-last equality above, we used the fact that ηi is independent of the event {Z ≥ i},
which follows from our construction of Z . The fact that ExZ <∞ can be argued as follows.
Let {Z˜(t)} be a rate nλ Poisson process independent of {X(t)}. Since Z˜(t) is always on, as
opposed to the Poisson process behind Z , it follows that
ExZ ≤ ExZ˜(τ2(⌊γ
√
n⌋)) = nλExτ2(⌊γ
√
n⌋)<∞,
where the equality is due to Wald’s identity, and the last inequality comes from the fact that
the state space of {X(t)} is finite. We now argue that
Ex
∫ τ2(⌊γ√n⌋)
0
Q3(t)dt≤ (b− 1)q3 + ExZ,
which proves (8.4) when combined with (8.5). It helps to think of Q3(t) as the number
of customers that are second in line at time t, and so
∫ τ2(⌊γ√n⌋)
0 Q3(t)dt is the cumulative
time spent by customers waiting while they are second in line. This cumulative time can be
contributed to by customers already in the system at time t= 0, or by new arrivals after t= 0.
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Note that the initial number of customers that could at some point become second in line is
q3 + . . .+ qb+1 ≤ (b− 1)q3, and each of those customers will spend at most one unit of time
(in expectation) being second in line. Furthermore, For any 1≤ i≤ Z , let ξi be the amount
of time customer i spends being second in line. We know that ξi ≤ ξi, where ξi is the initial
service time of the customer in service when customer i becomes second in line. Therefore,
Ex
∫ τ2(⌊γ√n⌋)
0
Q3(t)dt≤ (b− 1)q3 +Ex
Z∑
i=1
ξi ≤ (b− 1)q3 + Ex
Z∑
i=1
ξi = (b− 1)q3 + ExZ,
where the last equality is due to independence of ξi and Z , and the fact that Eξi = 1. This
proves (8.4) and concludes the proof of (4.5).
8.1.1. Proof of Lemma 8.1.
PROOF OF LEMMA 8.1. Define
Ω= {x ∈R2 : x1 ≤ 0, x2 ≥ 0},
and let f (2) : Ω→R be the function defined in lemma 12 of [9]. That function depends on two
parameters κ1, κ2. We choose κ1 = 17/β + β and κ2 = 2(17/β + β). Define V : R
b+1
+ →R
by
V (x) = f (2)(−δx1, δx2), x ∈Rb+1.
Let us prove (8.1). The first step is to show that
GXV (x) = − 1 + ǫ(x)
− δnλ1(q1 = q2 = n) d
dx2
V (x)
− q31(b > 1)
(
V (x− δe(2))− V (x)), x∈ S, x2 ≥ 2(17/β + β),(8.6)
where q1 = n− x1/δ, qi = xi/δ, and
ǫ(x) = + nλ1(q1 < n)
∫ x1
x1−δ
(u− (x1 − δ)) d
2
dx21
V (u,x2)du
+ nλ1(q1 = n, q2 <n)
∫ x2+δ
x2
(x2 + δ− u) d
2
dx22
V (x1, u)du
+ (q1 − q2)
∫ x1+δ
x1
(x1 + δ− u) d
2
dx21
V (u,x2)du
+ q2
∫ x2
x2−δ
(u− (x2 − δ)) d
2
dx22
V (x1, u)du.(8.7)
Recalling the form of GX defined at the start of Section 3, we have
GXV (x) = − 1(q1 < n)nλ∆1V (x− δe(1)) + nλ1(q1 = n, q2 <n)∆2V (x)
+ (q1 − q2)∆1V (x)− (q2 − q31(b > 1))∆2V (x− δe(2)), x∈ S.
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It is straightforward to verify that
V (x+ δe(1))− V (x) = δ d
dx1
V (x) +
∫ x1+δ
x1
(x1 + δ − u) d
2
dx21
V (u,x2)du,
V (x− δe(1))− V (x) = − δ d
dx1
V (x) +
∫ x1
x1−δ
(u− (x1 − δ)) d
2
dx21
V (u,x2)du,(8.8)
and that a similar expansion holds for V (x+ δe(2))± V (x). It follows that
GXV (x)
= δ
(− 1(q1 < n)nλ+ (q1 − q2)) d
dx1
V (x) + δ
(
nλ1(q1 = n, q2 <n)− q2
) d
dx2
V (x)
+ ǫ(x)− q31(b > 1)
(
V (x− δe(2))− V (x)), x ∈ S.
Let us rewrite the first line on the right hand side above:
δ
(− 1(q1 <n)nλ+ (q1 − q2)) d
dx1
V (x) + δ
(
nλ1(q1 = n, q2 < n)− q2
) d
dx2
V (x)
=
(
β − x1 − x2
) d
dx1
V (x)− x2 d
dx2
V (x) + δnλ1(q1 = n)
( d
dx1
V (x) +
d
dx2
V (x)
)
− δnλ1(q1 = q2 = n) d
dx2
V (x).
We end up with
GXV (x) =
(
β − x1 − x2
) d
dx1
V (x)− x2 d
dx2
V (x) + ǫ(x)
+ δnλ1(q1 = n)
( d
dx1
V (x) +
d
dx2
V (x)
)
− δnλ1(q1 = q2 = n) d
dx2
V (x)
− q31(b > 1)
(
V (x− δe(2))− V (x)), x ∈ S,(8.9)
and we are one step away from proving (8.6). Using the definition of V (x),(
β − x1 − x2
) d
dx1
V (x)− x2 d
dx2
V (x)
= δ
(− β + x1 + x2) d
dx1
f (2)(−δx1, δx2)− δx2 d
dx2
f (2)(−δx1, δx2), x ∈Rb+1.
Lemma 8 of [9] says that
δ
(− β + x1 + x2) d
dx1
f (2)(−δx1, δx2)− δx2 d
dx2
f (2)(−δx1, δx2) =−1, x2 ≥ κ2,
δnλ1(q1 = n)
( d
dx1
V (x) +
d
dx2
V (x)
)
= 0, x ∈Rb+1,
which proves (8.6). To conclude (8.1), it remains to show that ǫ(x)≤ 16/17, and
− δnλ1(q1 = q2 = n) d
dx2
V (x)− q31(b > 1)
(
V (x− δe(2))− V (x))
≤ (q31(b > 1)− nλ1(q1 = q2 = n))δ 1
β
.(8.10)
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Assume we know that for all x ∈Ω,
d
dx2
f (2)(x)≥ 0,(8.11)
d
dx2
f (2)(x)≤
√
n
β
,(8.12)
d2
dx22
f (2)(x)≤ 8n
β(κ2 − κ1) +
4n
3(κ1 − β)(κ2 − κ1) +
n
7β(κ1 − β) ,(8.13)
d2
dx22
f
(2)
2 (x)≥ 0, x1 = 0, x2 ≥ κ2/
√
n,(8.14)
d2
dx21
f (2)(x)≤ n
β(κ1 − β) +
4nκ1
β(κ1 − β)(κ2 − κ1) ,(8.15)
d2
dx1dx2
f
(2)
2 (x)≥ 0.(8.16)
We start by bounding ǫ(x). The first term on the right side of (8.7)is
nλ1(q1 < n)
∫ x1
x1−δ
(u− (x1 − δ)) d
2
dx21
V (u,x2)du
= δ2nλ1(q1 < n)
∫ x1
x1−δ
(u− (x1 − δ)) d
2
dx21
f (2)(−δu, δx2)du
≤ λ1
2
δ2
( n
β(κ1 − β) +
4nκ1
β(κ1 − β)(κ2 − κ1)
)
.
By repeatedly bounding each line on the right side of (8.7), and using the fact that q1− q2 ≥ 0
when x ∈ S, we arrive at
ǫ(x)≤ λ1
2
δ2
( n
β(κ1 − β) +
4nκ1
β(κ1 − β)(κ2 − κ1)
)
+ λ
1
2
δ2
( 8n
β(κ2 − κ1) +
4n
3(κ1 − β)(κ2 − κ1) +
n
7β(κ1 − β)
)
+ (q1 − q2)1
2
δ4
( n
β(κ1 − β) +
4nκ1
β(κ1 − β)(κ2 − κ1)
)
+ q2
1
2
δ4
( 8n
β(κ2 − κ1) +
4n
3(κ1 − β)(κ2 − κ1) +
n
7β(κ1 − β)
)
, x ∈ S.
Using the fact that q1 ≤ n and q2 ≤ n, we may further bound the quantity above by
δ2
( n
β(κ1 − β) +
4nκ1
β(κ1 − β)(κ2 − κ1)
)
+ δ2
( 8n
β(κ2 − κ1) +
4n
3(κ1 − β)(κ2 − κ1) +
n
7β(κ1 − β)
)
≤ 1
β(κ1 − β) +
8
β(κ2 − κ1) +
6κ1
β(κ1 − β)(κ2 − κ1) +
1
7β(κ1 − β) ,
where in the last inequality we used κ1 > β. Recalling our choice of κ1 = 17/β + β and
κ2 = 2κ1, the above equals
1
17
+
8
17 + β2
+
6
17
+
1
7
1
17
≤ 16
17
,
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achieving the desired bound on ǫ(x). We now prove (8.10). Let f (2)2 (x) =
d
dx2
f (2)(x). Note
that
− δnλ1(q1 = q2 = n) d
dx2
V (x) + q31(b > 1)
∫ x
x−δe(2)
d
dx2
V (x1, u)du
= − δ2nλ1(q1 = q2 = n)f (2)2 (0,
√
n) + δq31(b > 1)
∫ x
x−δe(2)
f
(2)
2 (−δx1, δu)du.
Together, (8.14) and (8.16) imply that
f
(2)
2 (−δx1, δx2)≤ f (2)2 (0, δx2)≤ f (2)2 (0,
√
n), κ2 ≤ x2 ≤
√
n.
Therefore,
− δ2nλ1(q1 = q2 = n)f (2)2 (0,
√
n) + δq31(b > 1)
∫ x
x−δe(2)
f
(2)
2 (−δx1, δu)du
≤ − δ2nλ1(q1 = q2 = n)f (2)2 (0,
√
n) + δ2q31(b > 1)f
(2)
2 (0,
√
n)
= (q31(b > 1)− nλ1(q1 = q2 = n))δ2f (2)2 (0,
√
n)
≤ (q31(b > 1)− nλ1(q1 = q2 = n))δ 1
β
, x ∈ S, x2 − δ ≥ κ2.
where in the last inequality we used (8.12). This proves (8.10), and therefore (8.1) is also
proved.
For the remainder of the proof, we will be working with x ∈ Ω instead of x ∈ Rb+1. To
complete the proof, we will now verify the bounds in (8.11)–(8.16), and then prove (8.2). We
start with (8.11). An explicit expression for ddx2 f
(2)(x) is given in (C.9) of [9]. We repeat it
below for convenience.
d
dx2
f (2)(x) =

0, x ∈ S0,
1
x2
φ(x2), x ∈ S1,
1
x2
(
φ(x2)− φ(x2e−τ(x))
)
+ φ(x2e
−τ(x))
√
n
β e
−τ(x)(τ(x) + 1), x ∈ S2,√
n
β e
−τ(x)(τ(x) + 1), x ∈ S3.
(8.17)
The sets S0, . . . , S3 are defined at the start of section C.2 in [9], and are such that the union
S0 ∪ S1 ∪ S2 ∪ S3 equals {x : x1 ≤ 0, x2 ≥ 0}. The function φ(x) is actually shorthand for
φ(κ1/
√
n,κ2/
√
n)(x) (see the preamble to appendix C in [9]). The latter is a smoothed indicator
function defined in (5.5) of [9] as
φ(ℓ,u)(x) =

0, x≤ ℓ,
(x− ℓ)2
(
−(x−ℓ)
((u+ℓ)/2−ℓ)2(u−ℓ) +
2
((u+ℓ)/2−ℓ)(u−ℓ)
)
, x ∈ [ℓ, (u+ ℓ)/2],
1− (x− u)2
(
(x−u)
((u+ℓ)/2−u)2(u−ℓ) − 2((u+ℓ)/2−u)(u−ℓ)
)
, x ∈ [(u+ ℓ)/2, u],
1, x≥ u.
(8.18)
Note that φ(ℓ,u)(x) is increasing in x and that
0≤ (φ(ℓ,u))′(x)≤ 4
u− ℓ.(8.19)
The function τ(x) is the first time the fluid model hits the vertical axis {x1 = 0}. Its
precise mathematical definition involves the Lambert-W function, and would be too much
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of a distraction to include in the present paper. For our purposes, we only need to know
that τ(x) ≥ 0 (cf. lemma 6 of [9]), and that τ(x) is well-defined and differentiable for all
x ∈ S2 ∪ S3, with
d
dx1
τ(x) =− e
−τ(x)
x2e−τ(x) − β/
√
n
≤ 0, d
dx2
τ(x) = τ(x)
d
dx1
τ(x)≤ 0, x ∈ S2 ∪ S3.
(8.20)
To justify the differentiability of τ(x), we refer the reader to point 2 in lemma 6 of [9], where
it says that τ(x) is differentiable for all x≥ Γ(κ) for any κ > β. The precise structure of the
set Γ(κ) is not important for the present paper. We simply observe that by definition, x ∈ S2
implies x≥ Γ(κ1) and x ∈ S3 implies x≥ Γ(κ2) (see section C.2 in [9]), and that both κ1 > β
and κ2 > β.
Having defined all the terms appearing in (8.17), let us proceed with the proof of (8.11).
The form of ddx2 f
(2)(x) in (8.17), together with the facts that τ(x) ≥ 0 and φ(x) is a non-
decreasing function imply (8.11). For the rest of the bounds, it will be useful to know that
x2 ≥ κ1/
√
n, x ∈ S1,(8.21)
x2e
−τ(x) ≥ κ1/
√
n, x ∈ S2,(8.22)
x2e
−τ(x) ≥ κ2/
√
n, x ∈ S3,(8.23)
which follows from the definitions of S1,S2, and S3 in section C.2 of [9], as well as (4.11) of
the same paper. Let us prove the bound on ddx2 f
(2)(x) in (8.12). Using (8.17), (8.21), and the
fact that φ(·)≤ 1, we have
d
dx2
f (2)(x)≤
√
n
κ1
=
√
n
17/β + β
≤
√
n
β
, x ∈ S1.
Similarly, for x ∈ S2,
d
dx2
f (2)(x) =
1
x2
(
φ(x2)− φ(x2e−τ(x))
)
+ φ(x2e
−τ(x))
√
n
β
e−τ(x)(τ(x) + 1)
≤
√
n
κ1
(
φ(x2)− φ(x2e−τ(x))
)
+ φ(x2e
−τ(x))
√
n
β
≤
√
n
β
(
φ(x2)− φ(x2e−τ(x))
)
+ φ(x2e
−τ(x))
√
n
β
≤
√
n
β
,
where in the first inequality we used e−x(x+1)≤ 1 and (8.22), and in the last inequality we
used the fact that φ(·) is an increasing function. When x ∈ S3,
d
dx2
f (2)(x) =
√
n
β
e−τ(x)(τ(x) + 1)≤
√
n
β
,
proving (8.12). Let us now prove the upper bound on d
2
dx22
f (2)(x) in (8.13). Unfortunately, an
equation for d
2
dx22
f (2)(x) is not provided in [9], and so we now differentiate ddx2 f
(2)(x) and
bound the result on each of the sets S0, . . . , S3. For x ∈ S0, d2dx22 f
(2)(x) = 0. For x∈ S1,
d2
dx22
f (2)(x) =− 1
x22
φ(x2) +
1
x2
φ′(x2)≤ 1
x2
φ′(x2)≤
√
n
κ1
4
√
n
κ2 − κ1 ≤
4n
β(κ2 − κ1) ,
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where in the second last inequality we used (8.19) and in the last inequality we used κ1 > β.
We tackle the case x ∈ S3 before x ∈ S2 because it is shorter. For x ∈ S3,
d2
dx22
f (2)(x) = − d
dx2
τ(x)
√
n
β
e−τ(x)(τ(x) + 1) +
√
n
β
e−τ(x)
d
dx2
τ(x)
= − d
dx2
τ(x)
√
n
β
e−τ(x)τ(x)
=
e−τ(x)
x2e−τ(x) − β/
√
n
τ2(x)
√
n
β
e−τ(x)
≤ n
7β(κ2 − β)
≤ n
7β(κ1 − β) .
In the third equation we used (8.20), in the second-last inequality we used (8.23) and the fact
that x2e−2x ≤ 1/7 for x ≥ 0, and in the last inequality we used κ2 > κ1. From the above
display, we also see that
d2
dx22
f (2)(x)≥ 0, x ∈ S3(8.24)
because ddx2 τ(x) ≤ 0 by (8.20). This will come in handy when we prove (8.14). Lastly, for
x ∈ S2, d2dx22 f
(2)(x) equals
− 1
x22
(
φ(x2)− φ(x2e−τ(x))
)
+
1
x2
(
φ′(x2)− (e−τ(x) − x2e−τ(x) d
dx2
τ(x))φ′(x2e−τ(x))
)
+ (e−τ(x) − x2e−τ(x) d
dx2
τ(x))φ′(x2e−τ(x))
√
n
β
e−τ(x)(τ(x) + 1)
−
( d
dx2
τ(x)
)
φ(x2e
−τ(x))
√
n
β
e−τ(x)(τ(x) + 1)
+ φ(x2e
−τ(x))
√
n
β
e−τ(x)
d
dx2
τ(x)
= − 1
x22
(
φ(x2)− φ(x2e−τ(x))
)
+
1
x2
(
φ′(x2)− (e−τ(x) − x2e−τ(x) d
dx2
τ(x))φ′(x2e−τ(x))
)
+ (e−τ(x) − x2e−τ(x) d
dx2
τ(x))φ′(x2e−τ(x))
√
n
β
e−τ(x)(τ(x) + 1)
−
( d
dx2
τ(x)
)
φ(x2e
−τ(x))
√
n
β
e−τ(x)τ(x).
Since ddx2 τ(x)≤ 0, φ′(x)≥ 0 and φ(x)≤ 1, the above quantity is bounded from above by
1
x2
φ′(x2) + (e−τ(x) − x2e−τ(x) d
dx2
τ(x))φ′(x2e−τ(x))
√
n
β
e−τ(x)(τ(x) + 1)
−
( d
dx2
τ(x)
)√n
β
e−τ(x)τ(x).
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Using (8.19) and (8.22), we see that this term is further bounded by
√
n
κ1
4
√
n
κ2 − κ1 + (1− x2
d
dx2
τ(x))
4
√
n
κ2 − κ1
√
n
β
e−2τ(x)(τ(x) + 1)
−
( d
dx2
τ(x)
)√n
β
e−τ(x)τ(x)
=
4n
κ1(κ2 − κ1) +
4n
β(κ2 − κ1)e
−2τ(x)(τ(x) + 1)
(
1 + τ(x)
x2e
−τ(x)
x2e−τ(x) − β/
√
n
)
+
e−τ(x)
x2e−τ(x) − β/
√
n
τ2(x)
√
n
β
e−τ(x)
=
4n
κ1(κ2 − κ1) +
4n
β(κ2 − κ1)e
−2τ(x)(τ(x) + 1)
(
1 + τ(x) + τ(x)
β/
√
n
x2e−τ(x) − β/
√
n
)
+
e−τ(x)
x2e−τ(x) − β/
√
n
τ2(x)
√
n
β
e−τ(x).
In the first equality above we used (8.20). Using (8.22), the above is bounded by
4n
κ1(κ2 − κ1) +
4n
β(κ2 − κ1)e
−2τ(x)(τ(x) + 1)
(
1 + τ(x) + τ(x)
β
κ1 − β
)
+
n
β(κ1 − β)τ
2(x)e−2τ(x)
=
4n
κ1(κ2 − κ1) +
4n
β(κ2 − κ1)e
−2τ(x)(τ(x) + 1)2
+
4n
(κ1 − β)(κ2 − κ1)e
−2τ(x)(τ(x) + 1)τ(x) +
n
β(κ1 − β)τ
2(x)e−2τ(x)
≤ 4n
κ1(κ2 − κ1) +
4n
β(κ2 − κ1) +
4n
3(κ1 − β)(κ2 − κ1) +
n
7β(κ1 − β)
≤ 8n
β(κ2 − κ1) +
4n
3(κ1 − β)(κ2 − κ1) +
n
7β(κ1 − β) ,
where in the first inequality we used the fact that x2e−2x ≤ 1/7, (1 + x)xe−2x ≤ 1/3, and
(1 + x)2e−2x ≤ 1 whenever x ≥ 0, and in the last inequality we used the fact that κ1 > β.
This proves (8.13).
We now prove the lower bound in (8.14). In light of (8.24), we need only argue that x1 = 0
and x2 ≥ κ2/
√
n implies x ∈ S3. According to its definition in section C.2 in [9],
S3 = {x ∈Ω : x≥ Γ(κ2)}.
A result of lemma 5 of [9] is that the point (0, κ2/
√
n) lies in Γ(κ2). The discussion below
lemma 5 of that paper, specifically (4.9), implies that x ≥ Γ(κ2) for any point (0, x2) with
x2 ≥ κ2/
√
n. This proves (8.14).
We now prove (8.15). Luckily for us, that was already done in the proof of lemma
C.3 of [9] (in the arguments following display (C.10)). Namely, it was shown there that
d2
dx21
f (2)(x) = 0 for x ∈ S0 ∪ S1,∣∣∣∣ d2dx21 f (2)(x)
∣∣∣∣≤ nβ(κ1 − β) + 4nκ1β(κ1 − β)(κ2 − κ1) , x ∈ S2,
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and ∣∣∣∣ d2dx21 f (2)(x)
∣∣∣∣≤ nβ(κ2 − β) , x ∈ S3.
The bound above can be relaxed to n/(β(κ1−β)) because κ2 > κ1, proving (8.15). We now
prove (8.16). It will be cleaner to analyze ddx2
(
d
dx1
f (2)(x)
)
rather than ddx1
(
d
dx2
f (2)(x)
)
.
Equation (C.8) of [9] says that
d
dx1
f (2)(x) =

0, x ∈ S0,
0, x ∈ S1,√
n
β φ(x2e
−τ(x))e−τ(x), x ∈ S2,√
n
β e
−τ(x), x ∈ S3.
(8.25)
Clearly (8.16) holds when x ∈ S0 ∪ S1. Now when x∈ S2,
d2
dx1dx2
f (2)(x) =
√
n
β
φ′(x2e−τ(x))
(
e−τ(x) −
( d
dx2
τ(x)
)
x2e
−τ(x)
)
e−τ(x)
−
√
n
β
φ(x2e
−τ(x))
( d
dx2
τ(x)
)
e−τ(x).
The quantity above is non-negative because φ′(·)≥ 0, φ(·)≥ 0, and ddx2 τ(x)≤ 0. A similar
argument shows (8.16) holds when x ∈ S3.
The last remaining task is to prove (8.2), or
V (x) = f (2)(−x1/
√
n,x2/
√
n)≤ C(1 + x2), x∈Rb+1, x2 ≥ 2(17/β + β).
The form of f (2)(x) is given in lemma 12 of [9]. We provide it below:
f (2)(x) =

0, x ∈ S0,∫ log(√nx2/κ1)
0 φ(x2e
−t)dt, x2 ≤ κ2/
√
n, x ∈ S1,
log(
√
nx2/κ2) +
∫ log(κ2/κ1)
0 φ
(
κ2√
n
e−t
)
dt, x2 ≥ κ2/
√
n, x ∈ S1,∫ τ(x)
0 φ(x2e
−t)dt+
√
n
β
∫ x2e−τ(x)
κ1/
√
n φ(t)dt, x2 ≤ κ2/
√
n, x ∈ S2,
log(
√
nx2/κ2) +
∫ τ(x)
log(
√
nx2/κ2)
φ
(
x2e
−t)dt
+
√
n
β
∫ x2e−τ(x)
κ1/
√
n φ(t)dt, x2 ≥ κ2/
√
n, x ∈ S2,
τ(x) + x2e
−τ(x)−κ2/√n
β/
√
n
+
√
n
β
∫ κ2/√n
κ1/
√
n
φ(t)dt, x ∈ S3.
The fact that f (2)(x)≥ 0 follows from (8.21), (8.22), (8.23), and the facts that φ(x), τ(x)≥ 0.
For the upper bound, we combining all the cases above to see that
f (2)(x)≤ log(√nx2/κ1) + log(κ2/κ1)
+ τ(x)1(x ∈ S2 ∪ S3) +
√
n
β
(x2e
−τ(x) − κ1/
√
n)1(x ∈ S2)
+
√
n
β
(x2e
−τ(x) − κ2/
√
n)1(x ∈ S3) + κ2 − κ1
β
.
Observe that (8.22) and (8.23) imply
τ(x)≤ log(x2
√
n/κ1), x ∈ S2,
τ(x)≤ log(x2
√
n/κ2), x ∈ S3.
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Recall our choice of κ1 = 17/β + β and κ2 = 2κ1. Using the inequality log(x)≤ 1 + x for
x≥ 0, we have
f (2)(x)≤C(β)(1 +√nx2),
for some C(β)> 0. This proves (8.2).
8.2. Proving claim two.
PROOF OF (4.6). We recall (4.6) below:
sup
n−⌊√nβ/2⌋<q1≤n
q2=⌊γ√n⌋
q∈SQ
Eq
(
τ2(2⌊γ
√
n⌋)∧ τ1(n− ⌊
√
nβ/2⌋))≤C.
Let V (x) =
∑b+1
i=1 qi, where q1 = n− x1/δ and qi = xi/δ. Observe that
GXV (x) = nλ1(qb+1 < n)− q1.
FixM > 0 and define
t(M) =min
{
τ1(n− ⌊
√
nβ/2⌋), τ2(2⌊γ
√
n⌋),M
}
.
Dynkin’s formula implies that for any q ∈ SQ with n−⌊
√
nβ/2⌋< q1 ≤ n and q2 = ⌊γ
√
n⌋,
EqV (Q(t
(M)))− V (q) = Eq
∫ t(M)
0
GXV (Q(t))dt
= Eq
∫ t(M)
0
(nλ−Q1(t))dt
≤ Eq
∫ t(M)
0
(nλ− (n− ⌊√nβ/2⌋))dt
= Eq
∫ t(M)
0
(−β√n+ ⌊√nβ/2⌋))dt
≤ Eq
∫ t(M)
0
−√nβ/2dt,
where in the first inequality we used the fact that Q1(t)≥ n−⌊
√
nβ/2⌋ for t≤ t(M). There-
fore, we have shown that
√
nβ/2Eqt
(M) ≤
b+1∑
i=1
qi −EqV
(
Q(t(M))
)
≤ (q1 −EqQ1(t(M)))+ b⌊γ√n⌋
≤ (q1 − (n− ⌊
√
nβ/2⌋)) + b⌊γ√n⌋
≤ ⌊√nβ/2⌋+ b⌊γ√n⌋.
TakingM →∞ and using the monotone convergence theorem concludes the proof
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8.3. Proving claim three . In this section we prove (4.7), which says that
sup
n−⌊√nβ/2⌋<q1≤n
q2=⌊γ√n⌋
q∈SQ
Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
≥ p1.
PROOF OF (4.7). Without loss of generality, we can assume that Q1(0) = n and Q2(0) =
⌊γ√n⌋. To see why, note that for any n− ⌊√nβ/2⌋< q1 ≤ n,
sup
q∈SQ
q2=⌊γ√n⌋
Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
≥ sup
q∈SQ
q2=⌊γ√n⌋
q1=n
Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
,
because starting at any state (q1, ⌊γ
√
n⌋, q3, . . . , qb+1), a state with q1 = n and q2 = ⌊γ
√
n⌋
must be visited before τ2(2⌊γ
√
n⌋). To bound the right side, we will construct a random
walk {R(t)} with R(0) = 0, where jumps occur according to a Poisson process with rate
nλ+ n− ⌊√nβ/2⌋ − 3⌊γ√n⌋, the up-step and down-step probabilities are
nλ
nλ+ n− ⌊√nβ/2⌋ − 3⌊γ√n⌋ , and
n− ⌊√nβ/2⌋ − 3⌊γ√n⌋
nλ+ n− ⌊√nβ/2⌋ − 3⌊γ√n⌋ ,(8.26)
respectively. This random walk will satisfy
sup
q∈SQ
q2=⌊γ√n⌋
q1=n
Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
≥ P
(
inf
t≥0
{R(t) = ⌊γ√n⌋}> inf
t≥0
{R(t) =−⌊√nβ/2⌋}
)
.(8.27)
The right hand side above is the ruin probability in a gambler’s ruin problem with initial
wealth ⌊√nβ/2⌋ and opponent’s wealth ⌊√nβ/2⌋+ ⌊γ√n⌋. A formula for the ruin proba-
bility is given by equation (2.4) in section XIV.2 of [24]:
P
(
inf
t≥0
{R(t) = ⌊γ√n⌋}> inf
t≥0
{R(t) =−⌊√nβ/2⌋}
)
= 1−
1−
(
n−⌊√nβ/2⌋−3⌊γ√n⌋
nλ
)⌊√nβ/2⌋
1−
(
n−⌊√nβ/2⌋−3⌊γ√n⌋
nλ
)⌊√nβ/2⌋+⌊γ√n⌋ .
Since γ > β,
n− ⌊√nβ/2⌋ − 3⌊γ√n⌋
nλ
= 1+
β
√
n− ⌊√nβ/2⌋ − 3⌊γ√n⌋
nλ
< 1
and therefore,
1− lim
n→∞
1−
(
n−⌊√nβ/2⌋−3⌊γ√n⌋
nλ
)⌊√nβ/2⌋
1−
(
n−⌊√nβ/2⌋−3⌊γ√n⌋
nλ
)⌊√nβ/2⌋+⌊γ√n⌋ ∈ (0,1),
DIFFUSION APPROXIMATION ERROR ANALYSIS VIA THE DISCRETE POISSON EQUATION 63
implying the existence of p1(β) satisfying (4.7). It remains to construct {R(t)}. Let {Q̂(t)}
be a copy of {Q(t)}, but with the modification that any servers with non-empty buffers per-
manently halt all their work. This modified system will serve less customers than {Q(t)},
and so Q̂i(t)≥Qi(t) for all t≥ 0. It follows that
τ1(n− ⌊
√
nβ/2⌋)≤ inf
t≥0
{Q̂1(t) = n− ⌊
√
nβ/2⌋}
τ2(2⌊γ
√
n⌋)≥ inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋},
and
sup
q∈SQ
q2=⌊γ√n⌋
q1=n
Pq
(
τ2(2⌊γ
√
n⌋)> τ1(n− ⌊
√
nβ/2⌋)
)
≥ sup
q∈SQ
q2=⌊γ√n⌋
q1=n
Pq
(
inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋}> inf
t≥0
{Q̂1(t) = n− ⌊
√
nβ/2⌋}
)
.
Now consider the process
R(t) = Q̂1(t) + Q̂2(t)− Q̂1(0)− Q̂2(0) = Q̂1(t) + Q̂2(t)− (n+ ⌊γ
√
n⌋).
Since Q̂2(t) is non-decreasing in t and the value of Q̂2(t) can only increase when Q̂1(t) = n,
inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋}= inf
t≥0
{R(t) = ⌊γ√n⌋}.
Furthermore, since Q̂2(t) is non-decreasing in t, it follows that R(t) ≥ Q̂1(t) − Q̂1(0) =
Q̂1(t)− n, which implies
inf
t≥0
{R(t) =−⌊√nβ/2⌋} ≥ inf
t≥0
{Q̂1(t) = n− ⌊
√
nβ/2⌋}.
Hence,
Pn,⌊γ√n⌋
(
inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋}> inf
t≥0
{Q̂1(t) = n− ⌊
√
nβ/2⌋}
)
≥ Pn,⌊γ√n⌋
(
inf
t≥0
{R(t) = ⌊γ√n⌋}> inf
t≥0
{R(t) =−⌊√nβ/2⌋}
)
.
Note that {R(t)} is a birth-death process. An arrival to {Q̂(t)} increases its value, and a
service completion by a server with an empty buffer decreases its value. However, it is still
not the random walk we desire, because the rate at which {R(t)} decreases depends on the
state of Q̂(t). Instead, we want a random walk with a constant downward rate. To construct
this random walk, we define{
(Q1(t),Q2(t)), 0≤ t≤ inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋}}
by setting Q(0) = Q̂(0), and defining the transitions of the joint process
{((Q̂1(t), Q̂2(t)), (Q1(t),Q2(t)))}
in Tables 1, 2 and 3 below. Since we are definingQ(t) only until the time Q̂2(t) hits 2⌊γ
√
n⌋,
we do not need to specify the transitions for states where Q̂2(t)> 2⌊γ
√
n⌋. Transitions 1-4
correspond to arrivals, which occur simultaneously in both systems. Looking at transition 5,
and combining the rates in transitions 7 and 9, we see that Q1(t) decreases at a constant rate
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TABLE 1
Arrival transitions for the joint process in state
(
(û1, û2), (u1, u2)
)
.
# Rate Transition
1 nλ1(û1 <n,u1 < n)
(
(û1 +1, û2), (u1 + 1, u2)
)
2 nλ1(û1 = n,u1 < n)
(
(û1, û2 +1), (u1 + 1, u2)
)
3 nλ1(û1 <n,u1 = n)
(
(û1 +1, û2), (u1, u2 + 1)
)
4 nλ1(û1 = n,u1 = n)
(
(û1, û2 +1), (u1, u2 + 1)
)
TABLE 2
Departure transitions for the joint process in state
(
(û1, û2), (u1, u2)
)
with û2 ≤ 2⌊γ√n⌋ and
û1 ≥ n− ⌊√nβ/2⌋ − ⌊γ√n⌋.
# Rate Transition
5 n− ⌊√nβ/2⌋ − 3⌊γ√n⌋ ((û1 − 1, û2), (u1 − 1, u2))
6 û1 − û2 − (n− ⌊√nβ/2⌋ − 3⌊γ√n⌋)
(
(û1 − 1, û2), (u1, u2)
)
TABLE 3
Departure transitions for the joint process in state
(
(û1, û2), (u1, u2)
)
with û2 ≤ 2⌊γ√n⌋ and
û1 < n− ⌊√nβ/2⌋ − ⌊γ√n⌋.
# Rate Transition
7 (û1 − 2⌊γ√n⌋)+
(
(û1 − 1, û2), (u1 − 1, u2)
)
8 2⌊γ√n⌋ ∧ û1 − û2
(
(û1 − 1, û2), (u1, u2)
)
9 n− ⌊√nβ/2⌋ − ⌊γ√n⌋ − 2⌊γ√n⌋ ∨ û1
(
(û1, û2), (u1 − 1, u2)
)
of n− ⌊√nβ/2⌋ − 3⌊γ√n⌋.
Having defined Q(t), let us define
R(t) =Q1(t)−Q1(0) +Q2(t)−Q2(0), t≤ inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋},
and note that {R(t)} is a random walk where jumps occur according to a Poisson process
with rate nλ+ n− ⌊√nβ/2⌋ − 3⌊γ√n⌋, where the up-step and down-step probabilities are
as in (8.26). It remains to argue that
R(t)≥R(t) for all times t≤min
{
inf
t≥0
{R(t) = ⌊γ√n⌋}, inf
t≥0
{R(t) =−⌊√nβ/2⌋}
}
,
(8.28)
because (8.28) implies that
inf
t≥0
{R(t) = ⌊γ√n⌋} ≤ inf
t≥0
{R(t) = ⌊γ√n⌋},
inf
t≥0
{R(t) =−⌊√nβ/2⌋} ≥ inf
t≥0
{R(t) =−⌊√nβ/2⌋},
and therefore
Pn,⌊γ√n⌋
(
inf
t≥0
{R(t) = ⌊γ√n⌋}> inf
t≥0
{R(t) =−⌊√nβ/2⌋}
)
≥ Pn,⌊γ√n⌋
(
inf
t≥0
{R(t) = ⌊γ√n⌋}> inf
t≥0
{R(t) =−⌊√nβ/2⌋}
)
,
which proves (8.27). To see why (8.28) is true, let us study the transitions in Tables 1–3.
Transitions 1-4 tell us that both R(t) and R(t) increase at the same times. Transitions 5 and
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6 deal with the case Q̂1(t)≥ n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋ and Q̂2(t)≤ 2⌊γ
√
n⌋. From them we
see that provided Q̂1(t)≥ n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋, a decrease in Q1(t) (and consequently,
R(t)) always implies a decrease in Q̂1(t) (and consequently R(t)). The only way Q1(t) can
ever drop below Q̂1(t) is via transition 9, which can only happen if Q̂1(t)< n−⌊
√
nβ/2⌋−
⌊γ√n⌋. Therefore, R(t)≥R(t) for all times
t≤ min
{
inf
t≥0
{Q1(t) = n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋}, inf
t≥0
{Q̂2(t) = 2⌊γ
√
n⌋}
}
= min
{
inf
t≥0
{Q1(t) = n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋}, inf
t≥0
{R(t) = ⌊γ√n⌋}
}
.
Since R(t)≥R(t),
min
{
inf
t≥0
{Q1(t) = n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋}, inf
t≥0
{R(t) = ⌊γ√n⌋}
}
≥ min
{
inf
t≥0
{Q1(t) = n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋}, inf
t≥0
{R(t) = ⌊γ√n⌋}
}
.
Lastly, observe that for all t≤ inft≥0{R(t) = ⌊γ
√
n⌋},
R(t) = Q1(t) +Q2(t)− n− ⌊γ
√
n⌋ ≤Q1(t)− n+ ⌊γ
√
n⌋,
and therefore
min
{
inf
t≥0
{Q1(t) = n− ⌊
√
nβ/2⌋ − ⌊γ√n⌋}, inf
t≥0
{R(t) = ⌊γ√n⌋}
}
≥ min
{
inf
t≥0
{R(t) =−⌊√nβ/2⌋}, inf
t≥0
{R(t) = ⌊γ√n⌋}
}
.
This verifies (8.28) and concludes the proof.
8.4. Proving claim four . In this section we show that
sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ
P
(
τC ≥ τ1(n)
∣∣ Q(0) = q, (Q(0), Q˜(0)) ∈ b+1⋃
i=1
ΘQi
)
≤ p2.
Central to our argument will be a result about the moment generating function of the duration
of a gambler’s ruin game. We now describe this result, and then prove (4.8).
Consider a discrete time gambler’s ruin problem where the initial player’s wealth is z, the
win probability is p and the loss probability is q, and the player keeps playing until going
broke, or accumulating a total wealth of a. Let Dz ∈ Z+ be the number of turns until the
game ends given initial wealth z. An expression for the generating function EsDz is provided
in (4.11) and (4.12) in section XIV.4 of [24]:
EsDz =
λa1(s)λ
z
2(s)− λz1(s)λa2(s)
λa1(s)− λa2(s)
+
λz1(s)− λz2(s)
λa1(s)− λa2(s)
, s ∈ (0,1),(8.29)
where
λ1(s) =
1+
√
1− 4pqs2
2ps
, and λ2(s) =
1−
√
1− 4pqs2
2ps
, s ∈ (0,1).
Now let us consider the same problem in continuous time. Just like in the discrete time ver-
sion, the gambler keeps playing until either going broke or reaching wealth a. However, the
extra element is that the times at which the game is played are governed by a Poisson process
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with rate r. That is, the inter-play times form an i.i.d. sequence {Ei} of rate r exponentially
distributed random variables. Given initial wealth z, the duration of the continuous game
equals
∑Dz
i=1Ei, whereDz is as in the discrete game. The following result about the moment
generating function of the game duration as n→∞ is the key to prove (4.8).
LEMMA 8.2. Fix γ > 0, let i be an integer between 1 and b + 1, let q2 be an integer
between zero and 2⌊γ√n⌋, and define
q(B,i) = n− q2− 1− ⌊
√
nβ/2⌋+
⌊
⌊√nβ/2⌋ i− 1
b+1
⌋
.
Consider the continuous time gambler’s ruin problem with probabilities
p=
nλ
nλ+ q(B,i) − ⌊√nβ/2⌋ , and q =
q(B,i) − ⌊√nβ/2⌋
nλ+ q(B,i) − ⌊√nβ/2⌋ ,
rate r= nλ+ q(B,i) − ⌊√nβ/2⌋, initial wealth z and terminal wealth a given by
z = ⌊√nβ/2⌋, and a= ⌊√nβ/2⌋+
⌊
⌊√nβ/2⌋ 1
b+ 1
⌋
,(8.30)
and game duration
∑Dz
i=1Ei. Then
lim
n→∞ sup0≤q2≤2⌊γ√n⌋
Ee−
∑
Dz
i=1Ei < 1.(8.31)
The proof of Lemma 8.2 is provided in Section 8.4.1, after the proof of (4.8).
PROOF OF LEMMA 4.8 . By the discussion below (4.16),
sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ
P
(
τC ≥ τ1(n)
∣∣ Q(0) = q, (Q(0), Q˜(0)) ∈ b+1⋃
i=1
ΘQi
)
≤ sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ
P
(
τC ≥ τ1(n)
∣∣ Q(0) = q, (Q(0), Q˜(0)) ∈ΘQb+1)
= sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ
P
(
Γb+1 ≥ τ1(n)
∣∣ Q(0) = q),
where Γb+1 is the sum of b+1 mean 1 exponentially distributed random variables represent-
ing the time taken to transition from ΘQb+1 to Θ
Q
1 , and then to couple by spending enough
time in ΘQ1 , all before τ1(n). Let us analyze the probability above.
At time t= 0, there are q2 servers with non-empty buffers, and another server containing
the extra customer in {Q˜(t)}. We group these q2 + 1 servers together into group A, and the
remaining n− q2 − 1 servers into group B. Let Q(A)1 (t) and Q(B)1 (t) be the number of busy
group A and B servers, respectively. Since
Q1(0) = Q
(A)
1 (0) +Q
(B)
1 (0)≤ n− ⌊
√
nβ/2⌋,
Q
(A)
1 (0) = q2 + 1,
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it follows that Q(B)1 (0)≤ n− q2 − 1− ⌊
√
nβ/2⌋. We are implicitly assuming that n is large
enough so that n− q2− 1−⌊
√
nβ/2⌋ ≥ 0. Note that all group B servers have empty buffers
for all times t≤ τ1(n).
Fix the tie-breaking rule for selecting servers when more than one server is idle is to
prioritize servers in group B over group A. Note that this tie-breaking rule is consistent with
the tie-breaking rule we imposed in the proof of Lemma 4.1. Let τB = inft≥0{Q(B)1 (t) =
n− q2 − 1} be the first time that all servers in group B are busy. Since τB ≤ τ1(n),
sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ
P
(
Γb+1 ≥ τ1(n)
∣∣ Q(0) = q)
≤ sup
0≤q2≤2⌊γ√n⌋
0≤q(B)≤n−q2−1−⌊√nβ/2⌋
P
(
Γb+1 ≥ τB
∣∣ Q(B)1 (0) = q(B))
≤ sup
0≤q2≤2⌊γ√n⌋
P
(
Γb+1 ≥ τB
∣∣ Q(B)1 (0) = n− q2 − 1− ⌊√nβ/2⌋).
The discussion below (4.16) tells us that Γb+1 =
∑b+1
i=1 Gi, where Gi are i.i.d. mean 1 expo-
nentially distributed random variables. They are also independent of Q(B)1 (t) for t ∈ [0, τB ],
because they correspond to service times of the server containing the additional customer
in {Q˜(t)}, which is a server in group A. Assuming Q(B)1 (0) = n− q2 − 1− ⌊
√
nβ/2⌋, the
definition of τB tells us that
τB = inf
t≥0
{Q(B)1 (t) = n− q2 − 1}= inft≥0{Q
(B)
1 (t)−Q(B)1 (0) = ⌊
√
nβ/2⌋}.
For 1≤ i≤ b+ 1, let us define
τB,i = inf
t≥0
{
Q
(B)
1 (t)−Q(B)1 (0) =
⌊
⌊√nβ/2⌋ i
b+ 1
⌋}
,
q(B,i) = n− q2 − 1− ⌊
√
nβ/2⌋+
⌊
⌊√nβ/2⌋ i− 1
b+1
⌋
.
Then for each 0≤ q2 ≤ 2⌊γ
√
n⌋,
P
(
Γb+1 ≥ τB
∣∣ Q(B)1 (0) = n− q2 − 1− ⌊√nβ/2⌋)
= 1− P
(
Γb+1 < τB
∣∣ Q(B)1 (0) = q(B,1)),
and
P
(
Γb+1 < τB
∣∣ Q(B)1 (0) = q(B,1))≥ P(Gi < τB,i, 1≤ i≤ b+ 1 ∣∣ Q(B)1 (0) = q(B,1))
≥
b+1∏
i=1
P
(
G1 < τB,i
∣∣ Q(B)1 (0) = q(B,i)).
In the remainder of the proof, we argue that
lim
n→∞ sup0≤q2≤2⌊γ√n⌋
P
(
G1 < τB,i
∣∣ Q(B)1 (0) = q(B,i))> 0, 1≤ i≤ b+1,(8.32)
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because given (8.32), it follows that
sup
0≤q1≤n−⌊√nβ/2⌋
0≤q2≤2⌊γ√n⌋
q∈SQ, n≥1
P
(
τC ≥ τ1(n)
∣∣ Q(0) = q, (Q(0), Q˜(0)) ∈ b+1⋃
i=1
ΘQi
)
≤ sup
0≤q2≤2⌊γ√n⌋
n≥1
P
(
Γb+1 ≥ τB
∣∣ Q(B)1 (0) = q(B,1))
≤ 1− inf
0≤q2≤2⌊γ√n⌋
n≥1
b+1∏
i=1
P
(
G1 < τB,i
∣∣ Q(B)1 (0) = q(B,i))< 1,
which proves (4.8). Now fix i between 1 and b+1. To prove (8.32), let us couple {Q(B)1 (t), t ∈
[0, τB,i]} with a random walk {Q(B,i)1 (t), t ∈ [0, τB,i]} by setting
Q
(B,i)
1 (0) =Q
(B)
1 (0) = q
(B,i),
and defining the transitions of the joint process {(Q(B)1 (t),Q
(B,i)
1 (t))} in Tables 4 and 5
below. When defining the transitions, we assume that n is large enough so that q(B,i) −
⌊√nβ/2⌋> 0. The idea behind the construction is the same as the one used in the construc-
tion of {Q(t)} in the proof of (4.7).
TABLE 4
Transition rates in state (u,u) with u≥ q(B,i) − ⌊√nβ/2⌋.
Rate Transition
nλ (u+1, u+ 1)
q(B,i) − ⌊√nβ/2⌋ (u− 1, u− 1)
u− (q(B,i) − ⌊√nβ/2⌋) (u− 1, u)
TABLE 5
Transition rates in state (u,u) with u < q(B,i) − ⌊√nβ/2⌋.
Rate Transition
u (u− 1, u− 1)
q(B,i) − ⌊√nβ/2⌋ − u (u,u− 1)
As we defined it, {Q(B,i)1 (t), t ∈ [0, τB,i]} a continuous time random walk where jumps
happen according to a Poisson process with rate nλ+ q(B,i)−⌊√nβ/2⌋, and the up-step and
down-step probabilities are
nλ
nλ+ q(B,i) − ⌊√nβ/2⌋ , and
q(B,i) − ⌊√nβ/2⌋
nλ+ q(B,i) − ⌊√nβ/2⌋ ,(8.33)
respectively. From the transition table one can see that
Q
(B,i)
1 (t)≥Q(B)1 (t), for t≤min
(
τB,i, inf
t≥0
{Q(B,i)1 (t) = q(B,i) − ⌊
√
nβ/2⌋}
)
.
When combined with the definition of τB,i that
τB,i = inf
t≥0
{
Q
(B)
1 (t) = q
(B,i) +
⌊
⌊√nβ/2⌋ 1
b+ 1
⌋}
,
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the fact that Q
(B,i)
1 (t)≥Q(B)1 (t) implies that
min
(
τB,i, inf
t≥0
{Q(B,i)1 (t) = q(B,i) − ⌊
√
nβ/2⌋}
)
≥ inf
t≥0
{
Q
(B,i)
1 (t) ∈ {q(B,i) − ⌊
√
nβ/2⌋, q(B,i) +
⌊
⌊√nβ/2⌋ 1
b+1
⌋
}}.
Define
τB,i = inf
t≥0
{
Q
(B,i)
1 (t) ∈ {q(B,i) − ⌊
√
nβ/2⌋, q(B,i) +
⌊
⌊√nβ/2⌋ 1
b+1
⌋
}}.
Since τB,i ≤ τB,i, it follows that
inf
0≤q2≤2⌊γ√n⌋
P
(
G1 < τB,i
∣∣ Q(B)1 (0) = q(B,i))
≥ inf
0≤q2≤2⌊γ√n⌋
P
(
G1 < τB,i
∣∣ Q(B,i)1 (0) = q(B,i)).
Using the notation of Lemma 8.2, we can interpret τB,i as the duration of a gambler’s ruin
game with initial wealth z = ⌊√nβ/2⌋, terminal wealth a = ⌊√nβ/2⌋ +
⌊
⌊√nβ/2⌋ 1b+1
⌋
,
and win and lose probabilities given in (8.33). Recall that G1 is independent of τB,i. Letting
F (t) be the distribution function of τB,i conditioned on Q
(B,i)
1 (0) = q
(B,i), it follows that
inf
0≤q2≤2⌊γ√n⌋
P
(
G1 < τB,i
∣∣ Q(B,i)1 (0) = q(B,i))
= 1− sup
0≤q2≤2⌊γ√n⌋
∫ ∞
0
P(G1 ≥ t)dF (t)
= 1− sup
0≤q2≤2⌊γ√n⌋
∫ ∞
0
e−tdF (t)
= 1− sup
0≤q2≤2⌊γ√n⌋
E
(
e−τB,i
∣∣ Q(B,i)1 (0) = q(B,i)).
We conclude that (8.32) follows from (8.31).
8.4.1. Auxiliary gambler’s ruin result. Before diving into the proof, we state and prove
an auxiliary lemma we will need.
LEMMA 8.3. Assume {xn ∈R} is a sequence that converges to x. Then
lim
n→∞
(
1 +
xn
n
)n→ ex.
PROOF OF LEMMA 8.3 . Define f(x) = ex and fn(x) =
(
1 + xn
)n
. Our goal is to show
that fn(xn)→ f(x). For any n≥ 0,∣∣fn(xn)− ex∣∣≤ |fn(xn)− fn(x)|+ ∣∣fn(x)− ex∣∣
Using the mean-value theorem, there exists some cn between xn and x
|fn(xn)− fn(x)| ≤ |xn − x|f ′n(cn) = |xn − x|
(
1 +
cn
n
)n−1
.
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For n large enough, cn is close to x and therefore
(
1+ cnn
)n−1
≤
(
1+ 2|x|n
)n−1
. Therefore,
for n large enough,∣∣fn(xn)− ex∣∣≤ |xn − x|(1 + 2 |x|
n
)n−1
+
∣∣fn(x)− ex∣∣ ,
and the right hand side vanishes as n→∞.
Let us now prove Lemma 8.2.
PROOF OF LEMMA 8.2 . Using the i.i.d. property of {Ei} and its independence fromDz ,
if follows that
Ee−
∑
Dz
i=1Ei = E
(
Ee−E1
)Dz = E( r
r+1
)Dz
.
For convenience, we let s = r/(r + 1). We are interested in understanding the generating
function of Dz at the point s, and showing that it is bounded away from 1 as n→∞. We
recall that the generating function is given by (8.29) and depends primarily on two functions:
λ1(s) =
1+
√
1− 4pqs2
2ps
, and λ2(s) =
1−
√
1− 4pqs2
2ps
, s ∈ (0,1).
To be able to bound the generating function, we need to derive expressions for the limits
limn→∞λzj (s) and limn→∞ λ
a
j (s) for j = 1,2. Let us first consider λ1(s). It will help to
rewrite p and q as follows:
p=
nλ
nλ+ q(B,i) − ⌊√nβ/2⌋ =
1
2
+
1
2
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋ ,
and
q =
1
2
− 1
2
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋ .
Hence,
pq =
1
4
− 1
4
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
.
Plugging the above into λ1(s), we see that
λ1(s) =
(
1 +
√
1− s2 +
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2
)
× s−1
(
1 +
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)−1
.(8.34)
We recall from (8.30) that z = ⌊√nβ/2⌋, and a = ⌊√nβ/2⌋ +
⌊
⌊√nβ/2⌋ 1b+1
⌋
, i.e. both
quantities are on the order of
√
n. To characterize the limits of λz1(s) and λ
a
1(s), we first
show that
1 +
√
1− s2 +
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2 = 1+ xn/
√
n(8.35)
1 +
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋ = 1+ yn/
√
n,(8.36)
DIFFUSION APPROXIMATION ERROR ANALYSIS VIA THE DISCRETE POISSON EQUATION 71
where {xn} and {yn} are sequences of real numbers that have limits x, and y as n→∞, and
then apply Lemma 8.3. We begin by proving (8.35). Observe that√
1− s2 +
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2
=
1√
n
√
n(1− s2) + n
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2.
We argue that the quantity inside the square-root has a limit as n→∞. Recall that
r= nλ+ n− q2 − 1− 2⌊
√
nβ/2⌋+
⌊
⌊√nβ/2⌋ i− 1
b+ 1
⌋
,
and so
lim
n→∞n(1− s
2) = lim
n→∞n
2r+1
1+ 2r+ r2
= lim
n→∞
2r/n+1/n
1/n2 +2r/n2 + r2/n2
=
2
1+ λ
.
Furthermore, limn→∞ s2 = 1, and
lim
n→∞n
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
= lim
n→∞n
(−β√n+ q2 +1+ 2⌊√nβ/2⌋ − ⌊⌊√nβ/2⌋ i−1b+1⌋
nλ+ n− q2− 1− 2⌊
√
nβ/2⌋+
⌊
⌊√nβ/2⌋ i−1b+1
⌋)2
= lim
n→∞
(√
n
q2/
√
n− i−1b+1β/2√
nλ+
√
n− q2/
√
n− β + i−1b+1β/2
)2
=
(
limn→∞ q2/
√
n− i−1b+1β/2
λ+ 1
)2
,(8.37)
where in the last equality we used the fact that 0≤ q2 ≤ 2⌊γ
√
n⌋, and so the limit of q2/
√
n
exists and lies somewhere in [0,2γ]. We have successfully shown (8.35), and we define
x= lim
n→∞
√
n(1− s2) + n
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2.(8.38)
To prove (8.36), note that
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋ =
1√
n
(√
n
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)
,
and so (8.37) implies
y = lim
n→∞
(√
n
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)
(8.39)
is well-defined. This proves (8.36). Combining (8.34), (8.35), (8.36), Lemma 8.3, and the
fact that
lim
n→∞s
a = lim
n→∞s
⌊√nβ/2⌋+
⌊
⌊√nβ/2⌋ 1
b+1
⌋
= 1,
lim
n→∞s
z = lim
n→∞s
⌊√nβ/2⌋ = 1,
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we conclude that
lim
n→∞λ
z
1(s) = limn→∞λ
⌊√nβ/2⌋
1 (s) = exp
(xβ
2
)
exp
(
− yβ
2
)
,
lim
n→∞λ
a
1(s) = limn→∞λ
⌊√nβ/2⌋+
⌊
⌊√nβ/2⌋ 1
b+1
⌋
1 (s) = exp
(xβ
2
b+ 2
b+ 1
)
exp
(
− yβ
2
b+2
b+1
)
.
Let us now derive expressions for limn→∞ λz2(s) and limn→∞ λ
a
2(s). Since
λ2(s) =
(
1−
√
1− s2 +
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2
)
× s−1
(
1 +
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)−1
,
we again use (8.35), (8.36), and Lemma 8.3 to conclude that
lim
n→∞λ
z
2(s) = exp
(
− xβ
2
)
exp
(
− yβ
2
)
,
lim
n→∞λ
a
2(s) = exp
(
− xβ
2
b+ 2
b+ 1
)
exp
(
− yβ
2
b+2
b+1
)
.
Let x= x− y and y = x+ y. Equations (8.38) and (8.39) imply x, y > 0, because
x± y = lim
n→∞
√
n(1− s2) + n
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2
± lim
n→∞
(√
n
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)
=
√
2/(1 + λ) + lim
n→∞n
(nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)2
s2
± lim
n→∞
(√
n
nλ− (q(B,i) − ⌊√nβ/2⌋)
nλ+ q(B,i) − ⌊√nβ/2⌋
)
> 0.
Using (8.29), we arrive at
lim
n→∞E
( r
r+1
)Dz
= lim
n→∞
(
λa1(s)λ
z
2(s)− λz1(s)λa2(s)
λa1(s)− λa2(s)
+
λz1(s)− λz2(s)
λa1(s)− λa2(s)
)
= lim
n→∞
λz2(s)(λ
a
1(s)− 1)− λz1(s)(λa2(s)− 1)
λa1(s)− λa2(s)
,
which equals
exp
(− yβ/2)( exp(xβ(b+ 2)/[2(b+1)])− 1)
exp
(
xβ(b+2)/[2(b+ 1)]
)− exp(− yβ(b+ 2)/[2(b+1)])
− exp
(
xβ/2
)(
exp
(− yβ(b+2)/[2(b+ 1)])− 1)
exp
(
xβ(b+2)/[2(b+ 1)]
)− exp(− yβ(b+2)/[2(b+ 1)]) .
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Since E
(
r
r+1
)Dz ∈ [0,1] for each n, its limit also lies in [0,1]. It remains to show that the
limit is strictly smaller than one, which boils down to some algebra. Let ŷ = βy/2, x̂= βx/2,
and c= (b+2)/(b+1). We want to show that
e−ŷ
(
ex̂c − 1)− ex̂(e−ŷc − 1)
ex̂c − e−ŷc < 1, x̂, ŷ > 0.
Rearranging the terms above gets us
e−ŷex̂c − ex̂e−ŷc < ex̂c − e−ŷc + e−ŷ − ex̂
⇒ ex̂c(e−ŷ − 1)− ex̂(e−ŷc − 1)<−e−ŷc + e−ŷ.
Let us fix ŷ > 0 and treat the left hand side as a function of x̂. When x̂= 0, both sides above
are equal. Therefore, it is enough to show that the derivative of the left hand side above with
respect to x̂ is negative. Differentiating, we see that
d
dx̂
(
ex̂c(e−ŷ − 1)− ex̂(e−ŷc − 1)
)
= cex̂c(e−ŷ − 1)− ex̂(e−ŷc − 1).
For the right hand side above to be negative, we must have
cex̂(c−1) >
1− e−ŷc
1− e−ŷ .
Note that the left hand side is bounded from below by c whenever x̂≥ 0 because c > 1. Let
us argue that the right side above is bounded by c from above. We know
lim
ŷ→0
1− e−ŷc
1− e−ŷ = c,
and so it suffices to show that
d
dŷ
1− e−ŷc
1− e−ŷ < 0, ŷ > 0.(8.40)
Differentiating,
d
dŷ
1− e−ŷc
1− e−ŷ =
ce−ŷc(1− e−ŷ)− e−ŷ(1− e−ŷc)
(1− e−ŷ)2
= e−ŷ × ce
−ŷ(c−1) − ce−ŷc − 1 + e−ŷc
(1− e−ŷ)2 .
The numerator ce−ŷ(c−1)− (c− 1)e−ŷ(c−1)− 1 equals 0 when y = 0. Its derivative is −c(c−
1)e−ŷ(c−1) + (c− 1)2e−ŷc. Since c > 1, we know that
e−ŷ ≤ 1< c
c− 1 , ŷ ≥ 0,
which means −c(c − 1)e−ŷ(c−1) + (c − 1)2e−ŷc < 0 when ŷ ≥ 0, and so the numerator is
strictly negative for ŷ > 0, implying (8.40). This concludes the proof.
().
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