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Abstract
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Towards a Spatio-temporal Life Cycle Analysis: a Novel Approach to
Consider Local and Regional Inventories
by Marina Maier
Neglecting dynamic information can impact the results of Life Cycle Assessment studies
and wrong conclusions, e.g. in policy making, may be drawn. The long-term vision can
be described as the development of a complete Life Cycle Assessment study using one
comprehensive spatio-temporal Life Cycle Assessment approach to not only calculate regional
and local inventories, but also include a dynamical Life Cycle Impact Assessment to determine
environmental impact caused by the regional and spatial inventories. This thesis aims to
take steps towards this vision by concentrating on spatio-temporal Life Cycle Inventories.
Two spatio-temporal Life Cycle Inventory methods are proposed within this Thesis,
both are based on the Enhanced Structural Path Analysis method. The first one includes
temporal and spatial information on a local scale and comprises landscape characteristics.
Therewith, the dispersion of inventories can be modelled. Results of a case study analysing
wheat production show the spatio-temporal dispersion for the example emission of salt in
flowing water.
The second method uses regional datasets from Ecoinvent to calculate inventories over
the entire life cycle. The framework was applied to calculate the CO2-inventories of a 5 MW
offshore Wind Turbine over its entire life cycle stages. Results are presented in dynamical
emissions maps, showing the accumulation of emissions according to the regional occurrence
within the life cycle stages over time.
Furthermore, the Enhanced Structural Path Analysis is considered for an optimisation
analysis. Limitations of the method are mathematically proven. This includes results that
the sum and maximum of the Inventory vector as well as Lifetime of Atmospheric CO2
models can either not be minimised or have restricted optimal solutions. The cumulative
output, including and excluding Lifetime of Atmospheric CO2 models are minimal for every
inventory vector time-series. The output peaks of the Inventory are minimal if the final
demand vector is uniformly distributed. The results are confirmed by simulations for using
the 5 MW offshore Wind Turbine case study.
The thesis demonstrates that it is possible to implement spatio-temporal information into
Life Cycle Assessments. We believe that the proposed methods will improve the traditional
Life Cycle Assessments and will help to introduce a framework for a dynamical approach.
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Introduction and Literature Review
1.1 Life Cycle Assessments
Life Cycle Assessments (LCA) are used to evaluate the environmental impacts of
different products, processes, and activities. Assessments can consider the entire
life or a determined time interval of a product’s life (see Figure 1.1 [Edwards-Jones
et al., 2009, Roy et al., 2009]). A LCA can be performed to identify ways to reduce
pollution, excessive use of resources and may help the mitigation of environmental
impacts of different production stages [McManus, 2010].
Figure 1.1: Life Cycle [Southwest Environmental Limited and Indi-
viduals, 2009].
Within a LCA environmental impacts such as climate change, stratospheric ozone
depletion, smog eutrophication, and acidification and influences on human health and
ecosystems are analysed [Rebitzer et al., 2004]. LCA can be seen as a comprehensive
assessment which is standardised in ISO 14040 and includes all attributes of natural
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environment, human health and resources [Technical Committee ISO/TC 207, 2010].
A life cycle approach is useful to avoid problem shifting from one stage, country
or environmental problem to another [McManus, 2010]. In recent years, LCA has
grown in importance as a decision support tool for policy makers as well as product
developers and designers to assess the cradle to grave impacts of products. Three
forces support the current position of LCA: first, due to a change in government
regulations closer to “life-cycle accountability” point of view, manufacturers are
responsible not only for direct product impacts, but also for impacts in life cycle
stages after a product’s sale. Second, some businesses also take part in sustainable
actions or schemes which demands “for continuous improvements through better
environmental management systems” [Srinivas, 2014]. According to its definition in
ISO 14040 and ISO 14044 a full LCA consists of four interlinked stages (Technical
Committee ISO/TC 207 [2010], see also Figure 1.2):
1. Goal and Scope Definition: In this first step the most important choices of the
assessment are defined:
• System boundaries;
• Allocation method;
• Assumptions and limitations such as avoided impacts;
• Impact Assessment methods.
The goal of a LCA study is described considering the target audit and the
study application and the research question and hypothesis are determined.
The scope definition covers information of time, location and technical actions.
Furthermore, the products of the study are stated with information on their
function, functional unit, reference flows and the system boundaries [Schenk,
2009, Guinée et al., 2004].
2. Life Cycle Inventory (LCI) Analysis: All the inputs and outputs related to the
process, product or system and the environment such as material and energy
requirements, emissions and waste are captured in this step. The data and the
quality of the outcome depends on the geographical location and scale, the
choice of technology and more. At the end of this stage an inventory table with
all quantified inputs from and outputs to the environment is created [Schenk,
2009, Pre Sustainability, 2017].
3. Life Cycle Impact Assessment (LCIA): This step consists of four steps that
enable the interpretation of the LCI quantities in terms of [Pre Sustainability,
2017]:
• Classification: All substances are grouped according to their impact
category;
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• Characterisation: To estimate the relative contribution of the substances
on the environment, they are multiplied by a characterisation factor;
• Normalisation: The now quantified impacts are compared to reference
values; and
• Weighting: The aim of this step is to generate a single score by aggregating
all the different impacts.
A cause-response-pathway for each substance is developed within the LCIA.
For each impact category, a specific indicator is chosen. Those indicators can
either be at the midpoint or endpoint level [Goedkoop et al., 2016]:
• Midpoint Level Indicator (see Figure 1.3): A problem orientated approach,
includes environmental themes such as climate change, eutrophication,
etc.; and
• Endpoint Level Indicator (see Figure 1.3): A damage orientated approach,
includes concerns such as human health, natural resources and others.
Endpoint level results inherit a higher uncertainty than midpoint levels,
but they are often easier to understand by decision makers.
4. Interpretation: According to ISO 14044 this stage includes an uncertainty
analysis, sensitivity analysis and a contribution analysis. The need and oppor-
tunities to reduce the environmental impact of the studied process, product,
service or system are assessed as well. Results and assumptions are evaluated
regarding their reliability and conclusions are drawn [Guinée et al., 2004, Pre
Sustainability, 2017].
Figure 1.2: The four stages of LCA [Hellweg and i Canals, 2014].
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Figure 1.3: Mid- and Endpoints in LCA [Sala et al., 2012].
According to ISO 14044 it is allowed to include or exclude processes or boundaries
as long as it is explained in the LCA report. In Figure 1.4, different system
boundaries are shown. Considering the entire life cycle is the most representative
accounting approach. Going from resource extraction, manufacturing, usage, disposal
and other end-of-life scenarios is called “Cradle to Grave” [Baitz et al., 2016]:
• Gate to Gate: Site-related activities starting from material acquisition when
entering the gate and continues to include emissions produced during the
production on site and ends when product leaves the company again.
Table 1.1: Benefits and Challenges of LCA
Benefits Challenges
Identify environmental impacts Define boundaries and scope
Go beyond product use phase Data availability
Quantify environmental effects Define most relevantenvironmental (impact) category
Recognise inefficient production
steps or changes
Quantify material flows and
environmental (impact) categories
Compare processes, products,
systems and services
Reduce impacts and costs
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Cradle-to-gate (manufacturer) 
Cradle-to-grave 
Cradle-to-gate (retailer) 
Gate-to-gate 
Raw material 
production and 
distribution 
Product 
manufacturing 
Distribution & 
retail 
Use-Phase 
Disposal & 
recycling 
Figure 1.4: Activity boundaries in LCA [McKell, 2015].
• Cradle to Gate: Included raw material production and product manufacturing
until final commissioning steps.
• Cradle to Grave: It is an extended version of “Cradle to Gate” including use,
maintenance and end of life stages of a product, system or service.
LCA was developed as a statical tool, this creates a series of problems and
difficulties. In Table 1.2 the main challenges regarding LCA are summarised and the
main shortcomings identified with LCA are shown below [Reap et al., 2003, Udo de
Haes, 2006]:
• Cannot consider temporal or spatial information;
• Is considered as “steady-state-tool” [Udo de Haes, 2006];
• Limitations have an impact on results and many environmental issues cannot
be determined exactly; and
• Requires difficult or impossible to find data.
The state of the art developments in Dynamical Life Cycle Assessment (DLCA)
are identified the following section 1.2.
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Table 1.2: Limitations and Problems summarised by Life Cycle
Stage [Reap et al., 2008]
Phase Problem
Goal and Scope
Definition
- Functional Unit
- Boundaries
- Social and economic impacts
- Alternative scenarios
LCI
- Allocation
- Cut-off criteria
- Local technical uniqueness
LCIA
- Impact categories
- Calculation method
- Spatial variation
- Local environmental uniqueness
- Time Horizon
Interpretation
- Weighting and valuation
- Uncertainty
- Data availability and quality
Table 1.3: Problems in LCA qualitatively rated by severity and
adequacy of current solutions (1, minimal severity while 5, severe;
1, problem solved while 5, problem largely unaddressed)[Reap et al.,
2008].
Problem Severity Adequacy
Functional unit definition 4 3
Boundary selection 4 3
Social and economic
impacts 3 4
Alternative scenario
consideration 1 5
Allocation 5 3
Negligible contribution criteria 3 3
Local technical uniqueness 2 2
Impact category selection 3 3
Spatial variation 5 3
Local Environment uniqueness 5 3
Dynamics of the environment 3 4
Time horizons 2 3
Weighting and valuation 4 2
Uncertainty in the decision
process 3 3
Data availability and quality 5 3
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1.2 Literature Review of Dynamical Life Cycle Assess-
ment
1.2.1 Time in LCA
Life Cycle Assessment is ”primarily a steady-state-tool” [Udo de Haes, 2006], that
does not consider temporal or spatial information. Such limitations affect the result
of the LCA and several environmental issues can not be assessed [Owens, 1997,
Levasseur et al., 2010, Collet et al., 2011].
ISO 14042 mentions this problem, but at the same time does not provide a
guideline for an inclusion of time in LCA [Technical Committee ISO/TC 207, 2010].
Studies undertaken in the last few years show different options to include time in their
study. Broadly it differs between time included in the LCI and in the LCIA stage
of a LCA. According to Collet et al. [2011] the temporal information of emissions
is lost by aggregation and the ensuing concentrations of emissions in the air are
unknown. On the other hand, time in LCIA is only considered as time-scales to gain
information about the emissions that influence the environmental impacts. Dyckhoff
and Kasah [2014] define Dynamical Life Cycle Assessment (DLCA) as an useful tool
to “assesses the impacts of a system at a determined point in time” [Dyckhoff and
Kasah, 2014].
Pehnt [2006], Zhai and Williams [2010], Viebahn et al. [2011], performed dynamic
studies in the renewable energy sector and assessed future Greenhouse Gas Emissions
(GHG) by past and potential developments of material and operation methods to
improve efficiency of production [Pehnt, 2006, Zhai and Williams, 2010, Viebahn et al.,
2011]. Zhai and Williams [2010], performed a LCA of Photovoltaic (PV) systems and
considered technology-dependent dynamics of embodied energy and GHG emissions.
The study focused on energy-related flows, but with some improvement of the model
other impact categories could be included. They concluded that the environmental
process has got a significant effect on reducing emissions of PV systems [Zhai and
Williams, 2010].
Pehnt [2006] introduced in his paper a dynamic approach towards LCA of
renewable energy systems. For his dynamic approach, he developed a background
system with the state of the best available technology and used extrapolation of
future developments to calculate the emissions for energy resource consumption,
emissions of greenhouse gases, acidification and eutrophication. Within his DLCA
he only used parameters, that are environmentally significant and at the same time
exhibit an important time-dependency: Future power plants, Aluminium, Steel, and
further processes. [Pehnt, 2006].
Viebahn et al. [2011], performed a study about concentrated solar power (CSP)
using a dynamic LCI approach. Within the LCI the environmental impacts between
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2007-2050 were calculated considering six development steps such as increase of
lifetime, up-scaling, increase of storage time, higher efficiency, reduction of material
use and adapting background processes. The development scenarios were assumed
to follow a pessimistic, an optimistic-realistic and a very optimistic trend. The study
showed that CSP should be deployed long-term, depending on the development
of energy policies. Furthermore, the emissions from CSP plants were quiet low in
comparison with fossil fuel fired systems, but further reductions of emissions are
possible and likely to happen in the future [Viebahn et al., 2011].
Porsö and Hansson [2014], described time-dependent absolute and instantaneous
indicators to calculate the global mean surface temperature [Porsö and Hansson,
2014]. Spatari et al. [2005] used a dynamic model with an annual time series for
production steps, an empirical model to calculate waste flows and a residence-time
model to determine post-customer flows of the copper production in North America
[Spatari et al., 2005]. Levasseur et al. [2010], improved the results of LCA “by
addressing the inconsistency of temporal assessment” [Levasseur et al., 2010] and
by including time dependent characterisation factor in the LCI stage. The results
of the study showed that a chosen time horizon creates inconsistency with the time
range, which the LCA covers. Nevertheless, using this method for a case study of
biofuels revealed differences in the results of a static approach and a DLCA that
are significant enough to modify the conclusion of the entire study as results are so
different [Levasseur et al., 2010].
A different approach has been proposed by Levasseur et al. [2010], Kendall et al.
[2009], Kendall [2012], Yang and Chen [2014], with time dependent characterisation
factors or global warming factors and the use of fixed time horizons, which are applied
in the Life Cycle Impact Assessment [Levasseur et al., 2010, Kendall et al., 2009,
Kendall, 2012, Yang and Chen, 2014].
In another recent study undertaken by Dyckhoff and Kasah [2014], the time-
dependent global warming impact using radiative forcing and a new method to
define time horizons was calculated. Also, they indicated that the accuracy of DLCA
studies depend on chosen time horizons. Therefore, they developed instantaneous
and cumulative time dominance criteria. This study was based on the work of
Levasseur et al. [2010], which has been, according to Dyckhoff and Kasah [2014],
the most elaborated work within the DLCA sector so far. But at the same time
they criticise time horizons to be “highly subjective assumptions” [Dyckhoff and
Kasah, 2014] without scientific foundations and in addition an “implicit weighting
of emissions”[Dyckhoff and Kasah, 2014] takes place. To improve these factors the
authors introduced their concept of time dominance regarding the study of Levasseur
et al. [2010], Dyckhoff and Kasah [2014].
Bright et al. [2012], performed a study on climate impacts of bioenergy. They
considered in their study “two dynamic issues, first, the temporary changes to the
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terrestrial carbon changes and second, temporary changes to land surface albedo”
[Bright et al., 2012] in the context of active land use management for bioenergy.
Hellweg et al. [2003], see LCA as a tool that treats past, presence and future
emissions, divided into equal sections and integrated over time [Hellweg et al., 2003],
but Bright et al. [2012], criticised the limitation of this method applied on biomass
systems. They used the neglect of CO2 emissions of biomass conversion or combustion
due to “the carbon and climate neutrality principle” [Bright et al., 2012]. According
to the authors this principle is acceptable for fast growing biomass, it is less feasible
for slow growing biomass [Bright et al., 2012]. As the study of Levasseur et al.
[2010], Bright et al. [2012], calculated GWP indices. But in contrast to Levasseur’s
approach, Bright et al. [2012] applied the carbon radiative forcing within the LCIA
stage. Furthermore, they used Impulse Response Functions combined with the time
distributed emissions and removals of CO2 from biomass to calculate the change in
atmospheric CO2 concentrations [Bright et al., 2012].
As Levasseur et al. [2010], Bright et al. [2012], Arbault et al. [2014], calculated
characterisation factors (CF) using Impact Assessment Models. The CF used in their
study are related to Human Health, Natural Resources and Natural Environment.
The authors pointed out that CF and LCIA indicators evolve “with regard to the
usefulness of natural resources for human purposes” [Arbault et al., 2014]. The
incomplete involvement of ecosystem services (ES) in the current LCIA application
represents a notable limitation of LCA to several sectors, which are influenced by the
ES. This study used integrated earth systems dynamic modelling to solve this issue.
Furthermore, a Global Unified Metamodel of the biosphere was selected and CF are
calculated. Although the model indicates the possibility to retrieve CF, a simple
conversion into LCIA calculations is not functional so far [Arbault et al., 2014].
Another study calculating CF in LCIA was undertaken by Seppälä et al. [2006].
The study developed new site-dependent CF for emissions occurring during acidi-
fication and eutrophication in Europe. The calculation of the CF has been based
on accumulated exceedance (AE). The calculation method was introduced by the
United Nations Economic Commission for Europe Convention on Longrange Trans-
boundary Air Pollution [UNECE, 2014]. Seppälä et al. [2006], found that the CF
were independent of the reduction percentage that was normally used to calculate
CF. Because, the errors, calculated for each CF turned out to be 0, the CF can be
used to describe effects of small changes of the most included emissions.
1.2.2 Space in Life Cycle Assessments
Another important issue with LCA is lack of spatial information. Spatial LCA can
be applied in every stage of the life cycle. If it is applied in LCI usually a geographic
information system (GIS) and spatial databases are used, while in LCI a CF is
developed [Nitschelma et al., 2015]. Typically, to receive localised LCA results, this
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is often performed at country scale, with little information where emissions arise
within the country. Also, localised CF are used. The use of those CF is described in
two methods, that were developed in the past two decades. The TRACI model was
proposed by the U.S. Environmental Protection Agency, and includes acidification
CF for each U.S. state and for the country as a whole [Bare et al., 2003]. The
other method developed is called GLOBOX and includes around 250 countries and
seas [Wegener Sleeswijk and Heijungs, 2010]. But so far no method was developed
that regionalises LCI. Earlier attempts are based on using regional output percentages
(ROP) to allocate life cycle emissions to different regions [Hill et al., 2009, Tessum
et al., 2014]. In their study Hill et al. [2009] analysed the impacts of PM2.5 emissions
of corn ethanol, gasoline and cellulosic ethanol on human health. Depending on
the source of land they found that cellulosic ethanol can offer health benefits from
PM2.5 reduction. Tessum et al. [2014] uses temporal„ spatial and chemical life cycle
emission inventories. They found that using “corn ethanol instead of ‘coal based or
grid average’ electricity increases [...] environmental health impacts by 80%” [Tessum
et al., 2014].
Kim et al. [2015] developed Regional Emission Information (REI) and link REI
with the characterisation results in LCIA. They compare their results with studies
without REI and found that not using regionalised information underestimated
environmental impacts [Kim et al., 2015]. They use existing LCA calculation methods
such as ReCipe and CF and then include outside emissions such as air emissions
by using REI. Outside emissions are defined as emissions that occur outside of the
actual system boundary, but that still influence the environmental impact, such as
emissions from a busy road next to a field of wheat that is studied [Kim et al., 2015].
Gasol et al. [2011] combine LCA with GIS to present a method to determine an
energy crop implementation strategy. Therewith, a reduction of energy and CO2
is possible. They concluded that the combination of LCA and GIS is beneficial to
obtain “environmental results from energy and material flows based on territorial
organisation” [Gasol et al., 2011].
Engelbrecht et al. [2013] study GHG mitigation in grain production in Australia.
They used Integrated Spatial Technologies (IST). Therefore, LCA, Remote Sensing
(RS) and GIS are interlinked with each other. IST consists of two stages using
RS data from satellite images and aerial photographs as inputs into GIS and the
application of a stream linked LCA. LCI results are integrated into a RS and GIS
database to analyse the spatial distribution of agricultural systems [Engelbrecht et al.,
2013]. The results show that using IST may result in choosing another mitigation
option than with using a traditional LCA approach, but so far only includes carbon
footprint modelling.
Humpenöder et al. [2013] use a model called AEZ-BLS to calculate the effects on
land use change on the carbon balance of 1st generation biofuels. The agro-ecological
1.2. Literature Review of Dynamical Life Cycle Assessment 11
zone model (AEZ) includes spatial information, while the general equilibrium model
of world food economy (BLS) works on a regional basis. The AEZ-BLS is combined
with the LCA approach of the EU Renewable Energy Directive. The results show a
GHG emission saving from 1st generation biofuels compared with fossil fuels of -2%
to 13% in the most realistic scenario [Humpenöder et al., 2013].
A spatialised territorial LCA (STLCA) method for agricultural territories was
developed by Nitschelma et al. [2015]. This method considers the spatial variability of
emissions and impacts within a territory and represents an extension to conventional
LCA studies. In comparison with other studies mentioned above, this study aims to
include the spatial approach in all life cycle stages [Nitschelma et al., 2015].
Roy et al. [2014] analyse terrestrial acidification at the global scale. They used
characterisation factors for atmospheric fate, sensitivity factor and effect factors.
Spatial variability was added by calculating 2◦ × 2.5◦ emission grids worldwide for
each pollutant [Roy et al., 2014].
1.2.3 Approaching spatio-temporal Life Cycle Inventories
Several publications deal with the evolution of the LCA method and emphasize the
need to consider spatial characteristics and time constraints during LCA modelling.
Some articles highlight the importance of distinctiveness in the modelling stage of the
system and others in the modelling phase of environmental impacts. However, some
explanations supporting these comments are not very detailed. Hofstetter et al. [2002]
generally sums up the problem with DLCA well by highlighting an assumption that
is often made in contemporary LCA studies: The spatial and temporal dimensions
are generally not differentiated and the results most often aggregated spatially and
temporally. The environment in which the system is located does not change, only
the system studied changes.
Table 1.4 presents a non-exhaustive list of these documents, that initiated the
DLCA debate over the last years. Levasseur et al. [2010], Beloin-Saint-Pierre et al.
[2014] and Dyckhoff and Kasah [2014] propose dynamic inventories in their publica-
tions. Levasseur et al. [2010] introduced their Dynamic Life Cycle approach in 2010.
This study was the first one using dynamic LCI to then calculate time-dependent
characterisation factors for 1-year time fragments. Within this method the instan-
taneous impact of global warming is determined by multiplying the time profiles
developed in the LCI with the Dynamic Characterisation Factors (DCF).
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In this approach the time horizon can be freely chosen. However, choosing the
right time horizon has a huge impact on the results as a shorter time influences a
result more than a longer one. As there are no official guidelines on how to choose a
good time horizon, the choice is completely with the researcher and can introduce
huge uncertainty into the study. Furthermore, adding another impact category with
a different time frame further complicates the calculation and a solution to avoid
this problem has not been presented within the paper.
Dyckhoff and Kasah [2014] based their study on Levasseur et al. [2010], however,
they use time dominance for their dynamic calculation to overcome the issues with
time horizons that were mentioned above and to offer a more “transparent and
rational approach” [Dyckhoff and Kasah, 2014]. Their method avoids using specific
values, but rather determines relations between alternatives for intervals. One of the
problems identified with the method is the dependency on GWP as the exclusive
decision-relevant impact category. Other impact categories add more complexity to
the method and the introduced method might not be sufficient enough [Dyckhoff
and Kasah, 2014].
Beloin-Saint-Pierre et al. [2014] developed ESPA to be able to explicitly dif-
ferentiate LCI at a temporal level. Levasseur et al. [2010]’s work uses emissions
described through distributions, therefore, Beloin-Saint-Pierre et al. [2014] proposes
to temporally differentiate elementary and process flows through discrete temporal
distributions. Looking at other impact categories than GWP makes it necessary
to introduce other time steps, representing time in seasonal or other steps. It is
possible to combine the temporal LCI approach developed in this study with the
dynamic LCIA method proposed by Levasseur et al. [2010], which makes this method
a comprehensive LCA method, using more than just one LCA stage. With the
application of temporal distributions the difficulties of using time horizons might be
possible to avoid.
On the contrary to the qualitative methods summarised above, Udo de Haes
et al. [2004] introduced three more theoretical ideas to use spatio-temporal data in
LCA, without a quantitative implementation of them. The first idea is to extend the
current LCA framework into a DLCA framework, a path the methods of Levasseur
et al. [2010], Beloin-Saint-Pierre et al. [2014] and Dyckhoff and Kasah [2014]took.
However, trying to add too many different concepts into standard LCA could make
the method even more complicated to use and raises new questions and uncertainties
rather than finding solutions to the current issues related to LCA. A second approach
Udo de Haes et al. [2004] introduces is the use of a toolbox, where different methods
can be used without being combined into one framework, which offers a more flexible
application than the previous option. However, in practice this method seems rather
complex to apply as different methods use different calculation approaches and
quantitative and qualitative concepts. The third idea uses the first and second idea to
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combine different methods in the toolbox into a homogeneous hybrid LCA calculation.
This method does not create a massive calculation framework as the LCA extension
does, but also comes with more restrictions than the toolbox. Neither the hybrid
analysis nor the toolbox option are fully consistent and might therefore complicate
calculations. The paper itself could have been improved with a numerical example
showing the advantages as well as the disadvantages of the proposed methods.
1.3 Intention of this Thesis
1.3.1 Gaps in the Field
Static LCA does not consider the emissions released and shifted in time during the
life cycle and different life cycle stages. Acknowledging not only the life time of
products but even more importantly the behaviour of emissions in different mediums
such as soil, air and water can help to improve the results of LCA studies. According
to Fava et al. [2011] the consideration of temporal and spatial data in LCA studies
can improve the results of impact assessments and the quality of decision-making and
support scenario-based assessments. Therefore, the analysis of the literature review
looking at temporal LCA (Section 1.2.1), spatial LCA (Section 1.2.2) and spatio-
temporal LCA (Section 1.2.3) is very useful for laying the foundation for the state of
the environment as well as the LCA development. As seen above, the development of
a dynamic LCA method including either temporal variation, spatial distribution or a
spatio-temporal approach is on the rise. However, a method that implements both
spatial and temporal information that can guide researchers, method developers and
LCA practitioners into the right way to a comprehensive and user friendly DLCA
has not been proposed yet. Considering the most important publication within the
field, the review was able to identify the following weaknesses for spatio-temporal
consideration in LCA:
• “Dynamic” is interpreted in many ways in LCA studies: it can only mean
implementing temporal data while other studies look at spatial data within
the DLCA context;
• As seen Section 1.2.3 there is only a limited number of studies including both
spatial and temporal data, in traditional LCA;
• A lack of methods to calculate a wide range of spatial emissions over time was
identified to assess global and local impacts;
• There is only one temporal method that proposes an approach to temporally
characterise the LCI using available data from standard sources used in LCA;
and
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• There are very little suggestions on the type, format and accuracy of spatial
and temporal description that is required for the dynamic modelling.
These weaknesses show the gaps in research towards a new spatio-temporal LCA
method. To overcome those weaknesses and to close this gap the method developed
within this thesis takes a step towards the development of a spatio-temporal LCA
method:
• Uses a dynamic approach throughout the different life cycle stages (LCI,
LCIA,...,);
• Incorporates different scales of spatial information to be able to calculate global,
regional and local inventories over time and
• Applies the temporal characterisation in LCI.
1.3.2 Aim and Objectives
This thesis aims to develop a new LCI method involving spatial and temporal
information for a dynamic calculation approach. This aim can be seen as a step
towards the development of a comprehensive dynamic LCA framework implementing
temporal as well as regional and local inventories. With this pursued aim complete
LCA studies can be performed including spatio-temporal LCI and LCIA calculations.
One purpose of the LCI stage is to determine the quantity of emissions per
functional unit. As Section 1.3.1 points out, there are only a handful of spatio-
temporal LCI approaches available. The method developed in this thesis takes a
simplified model to illustrate the spatial dispersion of emissions. Hence, it is widely
usable across different geographical locations and applicable for a wide range of
products and processes such as agriculture and renewable energy systems.
The objectives for this research work are:
• Development of a spatio-temporal LCI Method:
– Objective 1: Comparing LCI databases and Software programmes to
perform LCA studies. Summarising the current situation of LCI databases
in terms of dynamic information and datasets (Chapter 2);
– Objective 2: Outline the current state of dynamic LCI methodologies
(Chapter 3);
– Objective 3: Using different scales of “spatial” data to include regional
and localised emissions (Chapter 3 and 4);
• Optimisation of dynamic LCA/LCI approaches:
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– Objective 1: Temporal Optimisation of the LCI vector g based on the
final demand vector f (Chapter 5);
– Objective 2: Testing the influence of the Lifetime of Atmospheric CO2 on
the optimisation of g (Chapter 5);
The content of each chapter is summarised in more detail below.
1.3.3 Significance of the Thesis
The original contribution and the significance of the thesis can be summarised as:
• Combining existing temporal approaches with novel spatial methods using
different spatial scales;
• Design approach for a new spatio-temporal LCA framework;
• Method can help to define a standard DLCA framework;
• Spatial calculation uses easy accessible data, which makes it simple to apply
the developed methods and
• Spatio-temporal calculation gives more detailed results and impacts.
1.4 Structure of the Thesis
In Chapter 2 a summary of the databases used in LCA as well as the currently
available Software Application for LCA calculations is presented. Included databases
are Ecoinvent and GaBi amongst others. The summarised Software Programmes
are OpenLCa, GaBi, Umberto and SimaPro. This chapter helps to understand the
restrictions of DLCA studies in terms of data availability and using standard LCA
calculation tools.
Chapter 3 introduces a spatio-temporal method. The method uses the ESPA
method [Beloin-Saint-Pierre et al., 2014] for the temporal LCI and then localised
spatial dispersion models for the spatial LCI. This spatio-temporal method is applied
to a case study using wheat production in Cornwall.
The following chapter, Chapter 4, will take a step back from the localised
spatio-temporal LCI approach and also include regional emissions. With this chapter
the entire life cycle stages and their location can be mapped and visualised. This
more global LCA approach includes a case study on offshore wind turbines. Emission
maps are created to show the occurrence of emissions throughout the life cycle of
those turbines.
In Chapter 5 mathematical approaches to optimise a vector of DLCA are
considered. A randomly, but temporal final demand vector is built to optimise the
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LCI vector over time. Three Lemmas are created showing, that 1) the cumulative
output for every time-dependent inventory entry based on ESPA is always minimal,
2) the output peaks of a time-dependent inventory entry are minimal if the scenario
vector is uniformly distributed and 3) the cumulative output for every time-dependent
inventory entry including c, the lifetime of Atmospheric CO2, based on ESPA is
always minimal.
The last chapter, Chapter 6, is the discussion and conclusion of the thesis. The
results and achievements of the entire thesis are summarised and discussed, then
it is demonstrated how each object is addressed within the thesis. The conclusion
closes with a reflection on the developed methods and outlines the scope for further
research in this area.
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LCI Databases and LCA Software
2.1 Introduction
This review chapter gives an overview of databases used in Life Cycle Inventories
(LCI) and Life Cycle Impact Assessments (LCIA) and available Life Cycle Assessment
(LCA) software. LCI databases provide datasets for the Inventory stage within an
LCA calculation, while LCA databases also include Impact Assessment methods
used to calculate the LCIA stage. The observed databases are Ecoinvent, which
was used for the data collection throughout the thesis, GaBi, ELCD and U.S. LCI
Database. The evaluation of the databases include the variety of datasets, system
models, allocation methods and also give some idea of the used nomenclature of
the datasets included in those databases. Within Section 2.3 the four main LCA
Software applications OpenLCA, GaBi, Umberto and SimaPro are introduced. The
approach on how to illustrate the product system is explained as well as the allocation
option, definition and nomenclature of flows. The aim of this chapter is to describe
the differences and difficulties using databases and different software applications.
Furthermore, the summary of the databases and software applications seeks to show
how each of these deals with dynamic data such as temporal and spatial information
and how that can be used in DLCA studies. This chapter also evaluates if and how
DLCA can be performed using databases and software and outlines difficulties that
could occur. A gap analysis of the current databases and software applications is
performed to highlight the impact of how these gaps and the current structure of
those affect the work, especially the modelling, of this thesis. Using LCI databases
and software programmes helps to simplify the calculation of a traditional LCA
project, however, dynamic data such as temporal or spatial information are not
included or cannot be dealt with using the databases and software applications.
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Aim and Purpose
• Overview of LCI Databases and LCA Software
• Highlight differences and difficulties
• How is dynamic data included or handled?
2.2 LCI Databases
This section tries to include the most frequently used and most important databases
used in LCA. Based on published studies and papers, as well as publications from
producing industry, LCA studies depend on two major databases: Ecoinvent, widely
used in research, and GaBi Database, commonly used in industry. In contrast to
these major databases, some of the developed LCA databases are freely available.
One freely available database is the European Reference Life Cycle Database (ELCD),
the other one the American LCA Database. The chosen databases represent not
only the most commonly used ones, but also databases with more global and country
datasets (Ecoinvent, GaBi) as well as national databases concentrating on datasets
valid for a specific continent (ELCD vs U.S. LCI Database). For the analysis of
the databases the individual user manuals were taken and summarised. Particular
interest was put on data flows and their usage - this was done to highlight in what
way dynamic data has to be presented to be able to be included in databases.
2.2.1 General Information
LCI Databases offer process and environmental flows such as energy supply, produc-
tion and processing of raw materials, transport and waste management for different
processes and systems, which are analysed as part of an LCA. They can be produced
by LCA companies and businesses that perform LCA of their products or services,
but they can also be an external data source and from research. By using existing
databases time and effort of LCA studies is significantly reduced.
To standardise data collection different initiatives have been undertaken. One
initiative is supported by the Joint Research Center (JRC) of the European Union
and is called “The International Reference Life Cycle Data System (ILCD)”, its main
purpose is the development of sustainable usage and production structures and to
offer guidance for consistency and quality assurance in LCA. A handbook and a
data network were developed and published [European Commission, 2010]. The ISO
14044 is complied a general standard for LCI databases, the ILCD Standard, was
created. The created Data Network included quality-assured datasets consistent with
the ILCD Handbook. It is open to all providers such as businesses, researchers and
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consultants [European Commission, 2010]. Neither the standard nor any produced
database based on the standard implement spatial or temporal information and
dynamic datasets do not exist.
Another standard used within LCI Databases are called EcoSpold01- and EcoSPold02
-Standard, respectively. Ecospold is a data format used for LCI data and LCIA
methods, that is based on Extended Markup Language (XML). EcoSpold is able to
convert documents to Excel files, validates the EcoSpold documents, displays it in
HTML and imports it back into Excel [ecoinvent, 2007a, Hedemann and Meinshausen,
2008]. Formerly developed for the Ecoinvent database, it is now the most widely used,
complete and working LCI data format worldwide. EcoSpold01 in Ecoinvent Version
1 and 2, while EcoSPold02 is used in the latest Ecoinvent Version 3. It allowed
comprehensive documentation, and allocation factors could be individually termi-
nated, furthermore, it enabled confidential data management. The introduction of
EcoSpold01 also simplified communication between LCA practitioners [Hischier et al.,
2009]. A few years after its introduction EcoSpold01 was updated to EcoSPold02
due to the continuous growth of databases and with it the increased complexity of
maintaining the consistency between datasets especially over space and time. A
second reason was to take new IT developments on board as well as to make the
application of different LCA models such as attributional, consequential or Life
Cycle Costing (LCC) more flexible. The new version also offered data exchange
from EcoSPold02 to ILCD. In comparison with EcoSpold01 the new LCI format
includes more features such as mathematical relation, variable names or properties
and support for images. With EcoSPold02 parent-child relationships are possible
and geographical data using GIS can be expressed [ecoinvent, 2007b, Hischier et al.,
2009, Hedemann and Meinshausen, 2008].
2.2.2 Ecoinvent
In the early 90s, several different LCI databases existed, which were all offered
by different institutions and organisation. Data from all those databases did not
coincide with each other, and results of LCA studies were influenced and their
outcome depended on the accuracy of the used data. With an increasing trend in
the use of LCA and other environmental management methods, the need for high
quality, reliable, transparent, independent data was created. A Swiss team started
developing Ecoinvent and published the first version in 2003, and a second version
in 2007 (See Table 2.1, [Frischknecht et al., 2007]). The predominant aim of this
project was to develop uniform consistent LCI data not only for Switzerland but also
for other European countries.
Another goal of the Swiss Center for Life Cycle Inventories is to provide a set of
high quality, generic and unified LCI data, which covers topics such as energy and
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Table 2.1: Summary of the Ecoinvent Database Versions
Version Year Number ofLCI datasets
Ecoinvent V1 (V1.3) 2003 2,630
Ecoinvent V2 (V2.2) 2007 4,089
Ecoinvent V3 (V3.3) 2013 12,384
bioenergy, transportation, waste management, construction, chemicals, detergents,
papers, agriculture, electronics and mechanical engineering.
Ecoinvent Version 3
In 2013 Ecoinvent 3.0 was introduced. Version 3.0 (with subsequent incremental
updates through 2016 (v3.3)) uses the EcoSPold02 Format. The third edition of
the Ecoinvent database was developed with the idea to offer significant advantages
regarding data management, globalisation and flexibility. To achieve those specifi-
cations the underlying structure was revised. An easier inclusion of new processes
and alternative systems models into the database was implemented. Furthermore,
several changes regarding storage and data linkage were made. In terms of system
models a new distinction between the underlinked Ecoinvent datasets and linked
system model is possible. While in Version 2 only one system model (attributional
approach) existed, using allocation rules for multi-output processes, in Version 3,
different system models are introduced to be able to create fully independent and
self-contained model implementations. The following system models are available:
• Allocation, Ecoinvent default (same as attributional approach in V2);
• Substitution, consequential, long-term (uses substitution/system expansion to
substitute by-product outputs); and
• Allocation by revenue (using economic values for allocation).
With regard to the linkage of datasets into system models, the underlying Ecoin-
vent database service layer has been expanded. Now it is possible to automatically
create a system model implementation out of unlinked Ecoinvent datasets. In Version
3 it is sufficient to say where an activity is located to allow the system to determine
where the product comes from. Furthermore, new features are introduced to improve
regionalised inventories and impact assessments. In Version 3 regions can be specified
by using coordinates, but also short-cut names that range from countries to states,
watersheds, etc. A new framework for global datasets was proposed in the new
Ecoinvent version. International datasets have been created to improve the global
coverage of Ecoinvent. Therefore, new data was collected, but most of the included
global datasets have been calculated using extrapolation from existing, regional
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datasets. The pedigree matrix approach (generally used throughout Ecoinvent 2)
was used to quantify the increased uncertainty of those datasets. Using the new
EcoSPold02 data format, inheritances between datasets are possible (creating child
dataset of a parent dataset). However, in Version 3 only geographical inheritance is
carried out. For example a local dataset can be generated, in this case child flows
would consist of all flows from the parent dataset and also provide consistency of
datasets for the same activity in different regions. Due to more information available
regarding recycling treatment and processes, the cut-off approach used in Ecoinvent
Version 2 is no longer included in Version 3.
Activities, Exchanges, other Flows and System Models
The term “dataset” in Ecoinvent refers to activity datasets as well as to Impact
Assessment (LCIA) datasets. Activity datasets are unit processes of human activity
exchanges with the environment and other human activities. Exchanges from and to
the environment are called elementary exchanges and can occur on the input and
output side of activities (Figure 2.1). All other exchanges are named intermediate
exchanges and occur between activities.
Elementary 
exchanges (from 
environment) 
Intermediate 
changes (from other 
activities) 
Elementary 
exchanges (from 
environment) 
Reference product 
By-products/waste 
Activity 
Figure 2.1: Activity flows in Ecoinvent 3.0.
Exchange flows from the environment describe resources extracted and chemical
reactants from air, water and soil, that enter into a human activity or into biomass
harvested in the wild. Land transformation and occupation, and working hours are
listed as exchanges and service provided by the natural, social and economic environ-
ment. The output flows are differentiated in reference flows and by-products/waste
flows, the distinction is activity specific and therefore the same product flow can
be a reference product for one activity and a by-product/waste flow for another. If
there is only one output product, then this is the reference product. Activities with
more than one output flow, still have only one reference product, except this activity
is a combined production or there are more products from the activity that have no
alternative production route [Weidema et al., 2013]. A reference product can either
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be a good or a service and their amount will change according to demand changes
and will affect the production of volume of the activity.
Product X (from 
activity Y) 
Product X 
(consumption mix to 
cover losses in trade 
and transport 
Product X 
(consumption mix) 
Waste of Product X 
(losses in trade and 
transport) 
Market for 
Product X 
(Market 
Activity) 
Product X (from 
activity Z) 
Transport 
Wholesaler/retailer 
activities 
Figure 2.2: Market Activity flows in Ecoinvent 3.0.
Ecoinvent differs between “ordinary” transforming activities (Figure 2.1) and
“special” activity types. “Ordinary” transforming activities are defined as human
activities, which transform inputs into an output from the input. In the widest sense
transforming activities cover extraction, production, transport, consumption and
waste treatment activities. Special activities include
• Market activities;
• Production and supply mixes;
• Import and export activities; and
• Correction dataset.
Those special activities do not transform inputs, but transfer the intermediate
input from a transforming activity to the transforming activities that consume those
intermediate outputs as inputs. Market activities (see Figure 2.2), combine related
intermediate outputs from different transforming activities and are considered to
be global datasets as well as geographically defined. To create a market activity
dataset, the production volume needs to be greater than zero. Market activities
not only represent consumption mixes of the intermediate output from different
transforming activities, but at the same time contribute to average transportation
activities, wholesaler and retailer activities and product losses in trade and transport.
The losses are shown as waste outputs in the market activity dataset.
Ecoinvent is not only an LCI data library but also an LCI data network. As
all goods and services inputs are linked to other processes, changing one input will
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therefore influence the accumulated LCI results of the study. In general Ecoinvent
stores unit processes as unlinked multi-product datasets. Using database-wide
modelling rules, those unlinked unit processes are linked to singled-product datasets.
The system models available in Ecoinvent are:
• Undefined;
• Consequential:
– Substitution, consequential, long-term;
– Small-scale long-term decisions;
• Allocation at Point of Substitution (APOS);
– True Value;
• Cut-off:
– By classification; and
• Substitution, ILCD A:
– Substitution constrained by-products.
In Ecoinvent different classes of system models are included - system models
with partitioning (allocation) system models with substitution (system expansion).
Despite their differences, some linking rules apply for both system:
• By-products/wastes recognised as materials for treatment are moved from the
output site to the input site and are provided with a minus sign (negative input
= positive output, no changes in mass, energy or monetary balance);
• Based on the geographical location, an intermediate input to an activity is
linked to its adequate local market activity;
• The reference product is subdivided in case of variable properties; and
• Combined products are handled by subdividing the dataset into an equivalent
number of datasets.
Linked, multi-product datasets are transformed into single-product datasets by
using either partitioning (allocation, Figure 2.3) or substitution (system expansion,
Figure 2.4).
The EcoSpold data format allows to use recommended allocation factors, that are
stored separately as properties of the outputs of a multi-output activity. Therefore,
different pollutants or inputs may end up with individual recommended allocation
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factors. Ecoinvent checks how much of all exchanges of the unallocated activity
are assigned to its outputs. The original inputs and elementary outputs for each of
the single-product datasets (without the allocation property) “are multiplied by the
ratio of the specified allocation property of the product relative with the sum of this
property for all outputs. This procedure is called co-product allocation” [Weidema
et al., 2013].
Figure 2.3: Principle of Allocation [Klein, 2016]
The allocation property depends on the aim and goal of the study. Allocation
can either be done by economic values, e.g. revenue, or physical values, e.g. mass.
The reason to use economic allocation is the fact that economic values, such as
revenue and price, are the reason for the activity to operate. However, economic
allocation does not, provide a correct mass or elemental balance. Information
about how much mass of a specific material is part of the study. To include the
mass information, allocation by physical values such as mass can be used instead
Figure 2.4: Principle of Substitution and System Expansion [Klein,
2016]
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of economic allocation. To overcome this issue, it was decided to add allocation
corrections for most environmentally important elements. The disadvantage of mass
allocation is the fact that it does not include electricity and services, therefore, has
limited relevance for assessing the environmental impacts of a product, process or
service.
A combined system of activities (activities that include a material for treatment
input and that are combined with the activity supplying the material for treatment)
can be allocated at the point of substitution. There are two ways of performing
allocation at the point of substitution:
• “create an aggregated activity dataset including a treatment of wastes and
by-products an allocate the new dataset” [Weidema et al., 2013];
• “move the material after treatment to be an output of the activity that supplies
the material for treatment” [Weidema et al., 2013] and then allocate this activity
alone.
Performing an allocation at point of substitution ensures “that all treatment
activities are attributed to the activities that produce the materials that need
treatment, disregarding whether these are defined as wastes or co-products” [Weidema
et al., 2013]. Furthermore, it guarantees that the full value of the by-products is
associated to the product system, which gives rise to these co-products. Therefore,
any value correction is unnecessary. Additionally, the prices of used waste and
co-products are available at the point of substitution as that is the point where
products end up on the market.
The first step to carry out the substitution (system expansion) in Ecoinvent, is to
move the non-reference product from the output site to the input site of the system,
where it will be a negative input of the activity.
This procedure, originally called “By-product Technology Model”, was first
presented by Stone [1961], for practical reasons the Ecoinvent approach is based on
the more transparent procedure “Commodity Technology Model” introduced by Suh
et al. [2010]. For the case of more than one reference product for an activity, the
multi-product dataset is replicated into the same numbers of reference products as
the mentioned procedures are carried out for each reference product separately. As
it is just a simple move from the positive output to the negative input, all mass,
material and/or economic balances will stay intact and any corrections should always
be balanced with similar counter-corrections.
Another system model available in Ecoinvent is the “Substitution, consequential,
long-term” - model, it seeks to consider small-scale and long-term decisions, and
show the consequences following making those decisions. The information of scale
and the time horizon define what suppliers, markets and products can be affected
by the decisions. In this case “small-scale” means it is not affecting the overall
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Figure 2.5: From an original activity to the resulting dataset with
substitution
market situation. “Long-term” on the other hand means it will affect the capital
investment, while “short-term“ only affect capacity utilisation. The system model
assumes full elasticity of supply, a lifetime of 30 years for equipment and a 3.33%
rate of replacement is applied.
The “Substitution, ILCD A” model is also called “Substitution, constrained
by-products”. It only considers one constraint, the volume of the by-product is
constrained by the corresponding reference product. No technology constraints are
included in this model. “The inputs to each market activity are therefore modelled
as the market mix, excluding the by-products” [Weidema et al., 2013]. It indicates
that the inputs are provided from all the transforming activities with the same
geographical area as the market activity, which has the market product as reference
product. To solve problems identified in the revenue allocation model, a new system
model called “true value” allocation has been introduced in Ecoinvent.
2.2.3 GaBi Database
GaBi (“Ganzheitliche Bilanz”, German for Holistic Balance) database, a database for
multiple stakeholders, has been developed to offer consistent, relevant, qualitative and
continuous LCI data. Data within the database describe data in different life cycle
related applications, life cycle management tasks and professional decision making
situations. The database tries to provide data that is relevant and compliant to
different situations and standards of professional practice. Furthermore, the included
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Figure 2.6: Internal teams working on the GaBi Database [Baitz
et al., 2016]
data should reflect real supply chain and technology situations. GaBi started over
20 years ago, combining database and software application from the very beginning.
The main goal of GaBi is to achieve data application across different topics allowing
flexible adjustment between policy and industrial decision context.
Ten expert teams and one core content team work on the database (see Figure 2.6)
where each expert team is responsible for its field and the LCI documentation. The
core content team then offers the technical platform and guidelines for the database
methodology to ensure consistent and synchronised data. Cut-off rules performed in
GaBi are compliant with the rules in ISO14044 (2006). They are defined to delete
less relevant process chain details within a user specific product system. Mass, energy
and environmental significance are the criteria to determine which inputs have to be
included in the system. In general there are three types of cut-offs:
• Type 1: Lack of information (inputs are not connected to upstream process);
• Type 2: Inconsistency with known reason in mass or energy balance; and
• Type 3: Inconsistency with unknown reason in mass or energy balance.
Within the GaBi database only a very few cut-off type 1 data flows are included.
The only reason for this cut-off type are mathematical starting conditions (at the
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Figure 2.7: Example cut-off of vapour in a system [Baitz et al.,
2016]
beginning of the supply chain) or confidentiality reasons. Another reason to prevent
the occurrence of type 1 cut-offs in GaBi is the magnitude of datasets and the
expertise of the expert teams, who can create a new LCA datasets for substances
using chemically and physically related substances to create a so-called “precautionary
principle” scenario (it slightly overestimates the environmental burden).
As long as the overall impact on the result is small, GaBi accepts cut-off type 2.
In this type an acceptable cut-off would be a missing or inaccurate quantified mass
or energy balance on the input side, e.g. minor variations in the moisture content.
On the output side it could be caused by undocumented emissions or energy flows
such as evaporated water (see Figure 2.7, [Baitz et al., 2016]). In comparison with
Ecoinvent (see Section 2.2.2), GaBi does not offer different system models [Prox,
2016].
Unit Processes in GaBi follow physical and thermodynamic laws and the inputs
of the system must match the outputs in a mass balance. Within the unit process
modelling cut-offs are due to missing information or as mentioned before due to
mistakes. That type of cut-offs are limited as much as possible or practically feasible
[Baitz et al., 2016]. The GaBi database includes not only unit processes, but also
aggregated and partly aggregated data. Aggregated data flows are documented
transparently, covering all important technical facts. Allocation in GaBi is performed
according to the allocation rules stated in ISO 14040.
The first choice of allocation in GaBi is subdivision, the looping of processes
within the same system is allowed. Wherever suitable, system expansion including
substitution is applied. In this case the system boundaries are important to keep in
mind. In cases where the functions of the system is enlarged inappropriately, system
expansion should not be used. In some cases this allocation method can induce the
need for another system expansion as the new systems are multifunctional. It should
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only be used as long as the functional unit is not increased.
An example for system allocation in GaBi is the allocation of energy by-products
of combined or integrated production. In cases where substitution or expansion
cannot be applied, allocation is used. The essence of allocation is to find the most
appropriate allocation key such as physical relationships between outputs, and
economic values. Although physical relationships alone are not used as the main
allocation key, inputs are allocated according to their economic value. Flows and
processes are in a hierarchy form and arranged according to technical aspects for all
technology flows and emissions departments air, water and soil for elementary flows.
All flows are documented by [Baitz et al., 2016]:
• Reference Quantity;
• Synonyms;
• CAS Number;
• Sum Formula;
• Region or Location;
• General Information.
2.2.4 Other Databases
European Life Cycle Database
The European Life Cycle Database (ELCD) was first launched in 2006 providing free
LCI data on resources and consumption (Table 2.2). It was derived from the GaBi
database [Fazio et al., 2015]. ELCD data contain basic goods (materials, energy
carriers) and services (transport, storage and end-of-life treatment). Most of the
datasets are offered at EU-Level, some of them can be available for each country of the
27 EU member states. As far as possible, the datasets are supplied by European-level
business associations and all of them conform to ISO14044 and are documented
in the ILCD format. In 2013 the ILCD Data Network was introduced, which is a
web-based infrastructure allowing online access to consistent and ISO conform, as
well as global, LCI data. The network is accessible for any data developer worldwide
who can provide their data [Recchioni et al., 2013].
Datasets within ELCD are “parametrised unit processes for transport services”
Recchioni et al. [2015]. Apart from including more datasets (Table 2.2) the third
version of ELCD also underwent a third party review against specific quality require-
ments as described in the ILCD Handbook European Commission - Joint Research
Centre - Institute for Environment and Sustainability [2010]. To ensure those quality
standards, datasets use the ILCD format and nomenclature, i.e. they use reference
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Table 2.2: Summary of the ELCD Database Versions
Version Year Number ofLCI datasets
ELCD 1 2006 176
ELCD 2 2009 329
ELCD 3 2013 524
elementary flows, units and documentation format. Nomenclature according to ILCD
consists of one basic name and three additional boxes for further specification [?]. In
Table 2.3 the elementary flow categories used in ELCD are shown.
Fazio et al. [2015] described a method for quality analysis of fuel and electricity
datasets used in the ELCD database. The datasets were tested against datasets
from Ecoinvent, E3 and Gemis. The approach Fazio et al. [2015] chose is based on
the quality indicators first introduced in the ILCD handbook and were then further
defined for the specific datasets used.
U.S. LCI Database
In 2001, the first steps for the development of the U.S. LCI Database were taken.
Until then most of the LCI data in the U.S. was restricted and not transparent or
verifiable enough [National Renewable Energy Laboratory et al., 2004]. The database
have been published since 2003 offering public available LCI data, that is objectively
reviewed and compared in terms of data collection and analysis method. In December
2016 the database included 1060 unit processes and 1466 elementary flows in 22
categories. The data is U.S based and transparent. For the data flows the EcoSpold
data format is used. The main objectives set at the beginning of the development of
this database are [Deru et al., 2003]:
• Include commonly used materials, product and processes;
• Support decision making in the public and private sector;
• Provide regional benchmark data; and
• Offer a form foundation for subsequent LCA tasks.
In a stakeholder meeting the drivers for the U.S. LCI database have been identified
as shown in Figure 2.8. The database is supposed to offer the following advantages
[Deru, 2009]:
• Provide comprehensive information for policy makers;
• Offer a better evaluation of environmental opportunities and trade-offs;
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Table 2.3: Elementary flow categories in ELCD
Flow Emissions furtherexplanation Comments
Resources from ground, water,air and biosphere – –
Land Use occupation andtransformation – –
Emissions to air unspecified –
unspecified long-term(100 years in future)
urban air,
close to ground –
non-urban air or
high from stacks –
lower stratosphere or
upper troposphere –
to water unspecified –
unspecified long-term(100 years in future)
fresh water –
sea water –
soil unspecified –
agricultural soil –
non-agricultural soil –
unspecified long-term100 years in future)
• Present a better overall environmental performance by including indirect (emis-
sion) sources; and
• Target environmental hotspots.
The first version of the database included the broad unit process categories (with
examples for included processes given) presented in Table 2.4 [Deru et al., 2003].
For the first version the fuel, energy and transport categorie as well as single
unit processes in the other categories were given a high priority status. The energy
and transportation datasets include combustion energy and emissions for each fuel
type (e.g. natural gas) but furthermore pre-combustion energy (e.g. coal), which
describes energy and emissions used to extract, process and deliver each type of
fuel or energy. Also rolled-up datasets for the total primary energy emissions are
offered (e.g. Diesel-powered industrial equipment). In terms of electricity generation
the Emissions and Generation Resource Integrated Database (E-GRID) is used as
basis. This grid provides plant-to-plant data for different types of air emissions (NOx,
SO2, CO2, Hg). It is possible to arrange data by fuel type and technology with this
dataset. Solid waste, water effluent and other air emissions have not been included
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Figure 2.8: Drivers for the need of the U.S. LCI Database [Deru,
2009]
in the E-GRID yet and therefore, other sources have to be considered. E-GRID
also included the North American Electricity Reliability Council (NERC) regions,
which provide a geographic division. For unit processes from one of these NERC
regions the localised dataset should be used for the calculation, while the national
grid should be used otherwise [Deru et al., 2003].
The LCI data modules contain specific information about their environmental
impacts of the included unit processes (Figure 2.9): extraction from and releases
to nature, inputs from other processes (technosphere) and the product output(s).
Depending on the processes and their data availability a cradle-to-gate or gate-to-gate
evaluation is possible.
The database itself offers different LCI building blocks (see Figure 2.10), by
combining these, more complex LCI or full LCA studies can be analysed. Using
individual datasets for a studied product or process and adding data for specific
plant-to-plant processes and other life cycle stages flows such as recycling helps to
create specific LCA studies. Two levels of aggregation are offered in the database:
some datasets are only available as aggregated datasets while other processes have
been disaggregated for the convenience of the user. For example, for the later case,
the datasets of kiln dried (method to dry timber) softwood lumber from the Pacific
Northwest. This datasets include four different processes: forest resources (forest
management and harvesting), sawing, kiln drying and planning; as well as common
energy production and transportation data. In this case the user can either use this
rolled-up datasets or create a more specific dataset by using the data flows included in
the database. For the first case, mentioned above, information about allocation and
about included (pre-) combustion processes are included in the aggregated dataset.
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Table 2.4: Unit processes categories
Fuels, Energy
and Transportation
Products and
Materials
Transformation
Processes
End of
Life
– –
Transformation
of Metals:
- Extruding:
- Welding
Recycling:
- Plastics;
- Glass;
- Metal;
– –
Transformation
of Plastics:
- Injection
Molding;
- Blow
Molding
Combustion:
- with energy
recovery;
- without energy
recovery
– –
Painting
Processes of
Automotive
Landfill
As far as possible unallocated modules are provided in the database, in case of
more than one output product allocation is performed as stated in the three-steps-
hierarchy in ISO 14041 [National Renewable Energy Laboratory et al., 2004].
2.3 LCA Software
In this section the four most widely used and important LCA software programmes
are introduced. According to my best knowledge those four programmes are he
market leaders within the field [Lüdemann and Feig, 2014]. An overview of available
programmes is given in Table 2.5. The use of software programmes can help to reduce
the complexity of LCA calculations as long as a standard LCA is performed. However,
as soon as dynamic data is introduced use of the LCA applications is extremely
limited. For the presented summary, the user manuals of each software programme
were used. As with LCA databases the structure of the software programmes is
explained in detail. By including the structure in such a comprehensive way it should
make it easier for DLCA developers to identify where dynamic data can be added
into the current software set-up.
2.3.1 OpenLCA
OpenLCA is a free available LCA software tool, which has been developed by
GreenDelta since 2006 [Winter et al., 2015]. The source code of OpenLCA can be
viewed and changed according to user’s wishes and requirements by the user. The
models created in OpenLCA can be distributed among clients, colleagues etc., as
long as it agrees with the licence of the databases. With OpenLCA the user can
calculate a number of applications, such as:
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Figure 2.9: Overview of the LCI data module concept [National
Renewable Energy Laboratory et al., 2004]
• LCA, Life Cycling Costing (LCC) and Social Life Cycle Assessment (S-LCA);
• Carbon and water footprints;
• United States Environmental Protection Agency (EPA) Design for the Envi-
ronment label;
• and other applications.
OpenLCA Nexus is an online depository for data from leading LCA data providers
such as Ecoinvent (ecoinvent database), PE International (GaBi database) and the
Joint Research Centre of the European Commission (ELCD database). The datasets
within the OpenLCA Nexus can be easily downloaded and implemented in the
OpenLCA software tool, as they share common elementary flows and other reference
data. The search engine on the OpenLCA Nexus website allows to search for datasets
by provider, location, category, price and year validity [Winter et al., 2015].
Allocation in OpenLCA can be performed in 3 different ways:
• Physical allocation, based on the amount of the main and co-product such as
units of mass or energy;
• Economic allocation, based on economic values of product flows (economic flow
property has to be added before allocation); and
• Casual allocation, manually insert of allocation factors.
Parameters used for allocation within OpenLCA can be altered by the user, but
the main and co-products need to have the same flow property for the allocation to
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Figure 2.10: Working with the U.S LCI Database ??
work. The notation of activities in OpenLCA follows the scheme: Activity name |
Reference product name | System model, Process type, “U” indicates a unit process
(i.e. non aggregated datasets), and “S” is used for system processes (i.e. LCI results).
Intermediate changes are named using the schema System models are called
• APOS: Allocation, allocation at point of substitution;
• conseq. long-term: Consequential, long-term; and
• cut-off: Allocation, cut-off by classification.
Parameters used for allocation within OpenLCA can be altered by the user, but
the main and co-products need to have the same flow property for the allocation to
work. With the OpenLCA Version 1.4.1 it is possible to run Python or Java Scripts
directly in OpenLCA. Therewith, the user is able to automatise calculations as well
as write data imports and exports or to perform sensitivity analysis [Winter et al.,
2015].
As mentioned in ISO 14040, the life cycle model of a product is called product
system. An example of such a product system in OpenLCA is shown in Figure 2.11.
The graph shows interconnected processes. Within OpenLCA it is possible to add or
delete processes from the model as long as they do not have any other connection in
the life cycle. All connected processes are used for the calculations [Winter et al.,
2015]. There are different ways to analyse the result. The “Quick Results” show
the direct impact, but do not include upstream impacts. However, both impacts
are included in the “Analysis” option in OpenLCA. Monte Carlo Analysis is also
available. This type of analysis varies the entries according to their uncertainty
distribution going through thousands of iterations. The uncertainty distribution
is provided in the results. As OpenLCA does not include any databases after its
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Table 2.5: LCA Software and its provider
LCA Software Provider Country of Provider
SimaPro Pre Sustainability Netherlands
GaBi thinkstep Germany
Umberto Ifu Hamburg Germany
openLCA GreenDelta Germany
eBalance IKE EnvironmentTechnology China
EIME Bureau VeritasCODDE France
Quantis Suite Quantis Switzerland
Team 5 PwC France
Air.e LCA SolidForest Spain
REGIS sinum AG Switzerland
iPoint iPoint & KERP Austria
LifeCycle Tracker Carbon Footprint UK
Aveny LCA 2 Aveny Switzerland
installation, databases have to be loaded in manually or new databases can be created.
They can be downloaded from OpenLCA Nexus in one of the following data formats
• EcoSpold1 or EcoSpold 2;
• Excel;
• ILCD;
• SimaPro CSV; and
• Zolca.
It is also possible to export data from OpenLCA in a range of data formats.
2.3.2 GaBi
GaBi is an LCA software, that can calculate Life Cycle Engineering projects and
Life Cycle Assessments. It can also be used for the analysis of process chain systems,
material or energy systems. Furthermore, one can “create references to study objects,
set boundary conditions and reference quantities” [Pe International, 2012]. GaBi is a
modular system consisting of plans, processes and flows. LCI, LCIA and weighting
data are kept separately from each other and are only combined at the calculation
stage. It is possible to calculate balances in cursory or in depth and individual
processes within the system can be tracked back. Processes for all the different
life cycle stages can be grouped together and be presented accordingly. The GaBi
software comes with a handful of features:
2.3. LCA Software 41
Figure 2.11: Product System in OpenLCA [Winter et al., 2015]
1. Modelling and graphic interface: Improves modelling efficiency by unlimited
allocation possibilities and parameter functionality. GaBi offers different types
of parameters: process, plan level and global parameters. Plan parameters are
used in processes, but can also be taken to connected plans on the other side.
Global parameters can operate throughout the database. Different types of
parameters can be used in the GaBi parameter explorer.
2. GaBi Analyst: Results can be analysed using the GaBi Analyst: robustness of
results, statistical analyses, change between different scenarios.
3. Life Cycle Costing (LCC): Costs of a product or system can be analysed with
LCC. GaBi offers different categorisation filters to allow modelling cost during
different life cycle stages.
4. Life Cycle Working Environment (LCWE): A socio-economic analysis for
sustainable product development can be performed in the LCWE by recording
human work times over the life cycle.
5. Assessment options within the balances: The evaluation and interpretation of
LCC and LCWE takes place in the GaBi balance window.
6. ILCD import & export: GaBi introduces a graphical user interface to import
and export datasets in the ILCD data format (see sections 2.2.1 and 2.2.4). To
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be consistent in the nomenclature the database maps the ILCD as well as the
GaBi nomenclature.
7. EPD export: GaBi offers access to the format for Environmental Product
Declaration (EPD). Calculation results can be exported from GaBi to compare
them with others.
8. Plan to process via grouping: It is possible to apply filters that enable the
analysis of results from different viewpoints, e.g. different scope emissions.
Results viewed with a filter can be saved as a process.
9. Dashboard Templates: Another way to analyse results is using graphical drill-
down dashboards, that can be created applying specific themes.
10. Version history: Allows to keep track on changes made over time with the aim
to improve consistency of results.
Combining single process flows in GaBi takes place by using plans. All process
flows of a product or system (see Table 2.6) are shown as input and output flows in a
plan. Those flows “are defined using quantities” [Pe International, 2012], which can
be seen as properties of a flow. Flows are object types in GaBi, during the balance
calculations they are totalled. In GaBi processes represent actual processes, technical
procedures or group of procedures. Both, flows and processes are hierarchically
grouped in GaBi. Processes are connected in plans, those represent process maps of
a system. For complex systems, plans can be nested and even nested in another plan
(see Figure 2.12). Allocation can only be applied at the plan level at GaBi. Balances
(in LCI balances of energy and material, in LCIA balances of energy and material by
impact) are calculated using single or multiple processes and plans. They can be
weighted, i.e. normalised, based on impact potentials for region, stress points and
other characteristics. GaBi offers different ways of Allocation:
• Standard Allocation: As soon as a process has two or more outputs with a
valuable material cross, allocation can be carried out in GaBi. Allocation
depends on quantities such as mass, energy and market prices of the outputs.
In generally allocation is performed according to:
Proportion of Allocation = Quantity of particular output / Total quantity in
all tracked outputs.
• Extended Allocation: Sometimes standard allocation does not fully suit the
project intention, in this case extended allocation can be applied. As additional
allocation capabilities are offered. Reasons for extended allocation can also be:
– Multiple standard allocations is needed to model process;
– There are various dependencies of inputs and outputs;
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Table 2.6: Meaning of positive and negativ flows in LCA
Elementary flow Non-elementary flow
Plus (+) Environmentalburden Consumed flow
Minus (-) Environmentalcredit
Produced flow
Waste flow
– User want to use own capabilities;
– Inconsistency with quantities of the output.
• Mixed Allocation: This type of allocation is used when “energy amounts
and emissions for allocation [...] have different standard allocations” [Pe
International, 2012].
• Manual Allocation: For experienced LCA users the manual allocation option
offers more modelling flexibility.
Quantities are specified as the combination of a unit and a defined number of
that unit. In GaBi, there are pre-defined in 4 different classes:
• Technical;
• Economic;
• Social; and
• Environment.
Quantities can be seen as the “basis of processes” [Pe International, 2012]. Many
quantities are already included in GaBi, however, adding new ones as well as new units
is possible. Commonly used global units are available in GaBi. The six pre-defined
units are
• Ecoinvent units;
• Technical units;
• Economic units;
• Social units;
• Environment units; and
• Land use units.
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Figure 2.12: Nested Processes in GaBi [Pe International, 2012]
GaBi supports the following data formats for the import or export of datasets:
EcoSpold, Excel and ILCD. For the exchange with EcoSpold only the information
saved in GaBi will be shared, other information such as detailed personnel data has
to be added manually using appropriate software. To share results with non-GaBi
users, GaBi developed GaBi Envision, which can read selected GaBi objects.
2.3.3 Umberto
Umberto NXT LCA (henceforth Umberto) is a LCA software. It belongs to the
Umberto software family and has been developed by Ifu Hamburg. Ecoinvent
(section 2.2.2) and GaBi database (section 2.2.3) are included in the Umberto licence.
Graphical modelling as well as the LCA calculation approach are used to analyse,
assess and visualise the environmental burdens.
By starting a project in Umberto a graphical illustration using processes (see
Figure 2.13 and 2.14), place and arrows of the calculation model is created by the
user. Models consists from at least one net and can also include several net layers
on sub-levels (so called subnets). Therewith, a hierarchical model structure can be
created. Up to 14 life cycle stages (resource extraction, production, distribution, user
face, etc.) can be added to the life cycle phases frame (see Figure 2.13). In Umberto
the term “Material” is used to describe any kind of flow, substance, component or
good. It could be used for energy, work service and other parameters. Materials
have to be chosen from and loaded in from the databases (Ecoinvent, GaBi, etc.)
to be able to use them in the calculation. To highlight material types a “traffic
light system” colour code is used in Umberto: Good (green), Neutral (Yellow), Bad
(Red). This approach is based on production theory. Commonly, raw materials and
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Figure 2.13: Graphical illustration of a LCA calculation in Umberto
NXT LCA. It shows the LCA calculation during the consumer and
disposal stage [Ifu Hamburg, 2016].
energy as well as the revenue of the project (output should be green, while wastes
and emissions are red (see Figure 2.15)).
• Green: Goods are inputs of a process that are seen as expenses to produce a
product. Raw materials, energy inputs, auxiliaries, service inputs and inputs
having a cost are associated with this material type. Furthermore, the product
is a good in itself and is also given a green product type as it has a market
value and can be sold. Hence, it is a revenue. Every co-product with a market
value is also seen as “Goods”.
• Yellow: Yellow material type products are considered as neutral and are neither
included in the LCIA calculation nor in the inventory.
• Red: Bad is the opposite of a “Good (green material type)”. Bads are “undesired
side-effects of producing a product” [Ifu Hamburg, 2016]. Bads cause expenses
such as emissions or waste that are created during the production.
Flows, which leave the system (led to an output place), are called Global Flows.
In general, products (as well as co-products) for which the model has been set up
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Figure 2.14: Elements for graphical illustrations [Ifu Hamburg,
2016]
are global. Figure 2.16 shows a cradle-to-gate model where the output leaving the
system is the Global Flow. Typically Global Flows are formed in cradle-to-gate or
cradle-to-market models, where the produced product is shipped to the market and
hence it is a model output. On the other hand, more commonly in cradle-to-grave
systems the product has turned into waste and therefore, does not appear as an actual
output any more. This type of “end-product” is then seen as expense. Examples for
such flows are for e.g.: hair shampoo is used and cause waste water, that needs to be
cleaned, an old toy, that is disposed or any product that is used but leaves packaging
behind. Umberto shows this waste flows are virtual flows, they leave the model to
an output place and turn into the system reference flow (see Figure 2.17).
Processes (activities in Ecoinvent) represent the most important element within a
LCA model. To calculate all material and energy flows (LCI) as well as environmental
impacts (LCIA), all processes have to be defined regarding their relationships between
input and output flows. For models with more than one output Umberto offers
different types of allocation which are applied on the process level [Ifu Hamburg,
2016]:
• Physical Allocation: It is the default allocation method in Umberto. The
physical proportion of the reference flows is used as the allocation factor to
evaluate their mass.
• Economic Allocation: This method is based on economic market prices. Using
2.3. LCA Software 47
Input Output 
Good 
Expense: 
      Resources, Raw 
Materials 
Revenue: 
Product 
Bad 
Revenue: 
    Waste Reduction, 
Recycling 
Expense:  
    Waste, Emissions 
Figure 2.15: Relation between the material type and occurrence
and typical role of flow [Ifu Hamburg, 2016]
Figure 2.16: Global Flows in Umberto [Ifu Hamburg, 2016]
economic allocation for a reference flow with a market price of 0.00 is not
allowed.
• User Defined Allocation: Can be used for example to calculate allocation based
on material properties. Allocation factors can be freely chosen to suit the
intention of the project best.
In Umberto, allocation on a system level can also be performed. Allocation at this
stage is usually applied for multiple product outputs of a system such as by-products
or recycled materials. There are different methods that can be used to carry out
allocation at the system level [Ifu Hamburg, 2016]:
• Cut-off approach: New material flows are cut-off the system and are not further
considered.
• System Expansion: System is extended to include the additional products.
• Avoided Burden Modelling: The avoided burden (see Figure 2.18) within the
same system is calculated and then the displaced impacts are subtracted from
the expanded system.
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Figure 2.17: Virtual reference flow (circled in red) leads to an
invisible output place [Ifu Hamburg, 2016]
• Shared Burden Approach: To maintain the functional equivalence a substitution
factor is introduced. The environmental impact of the additional processing
steps e.g. recycling is calculated and the expenses are shared between the two
systems.
Datasets with the system models introduced in Ecoinvent V3 (see Section 2.2.2),
such as Substitution, consequential, long-term; Allocation; at point of substitution
(APOS) and Allocation; cut-off by classification; are available in Umberto. Results
can be exported to Excel or in CSV format.
2.3.4 SimaPro
SimaPro is another LCA software on the market. It has been developed by Pré
International, a Dutch company, and is now in its 8th Version. It supports EPD,
GHG protocol and the ILCD Handbook. The SimaPro Explorer is built like a
check-list for LCA projects as it guides the user through Goal & Scope stage, the
Inventory stage, Impact Assessment, Interpretation and also an extra step for General
Data. Allocation is performed using physical or economic allocation. Furthermore,
allocation percentages can be defined in parameters, which can be handled on a
database or project level. Within those parameters an uncertainty range can be
defined. The visualisation of LCA data takes place using the following structures
[Goedkoop et al., 2016]:
• Hierarchical Tree Structure: Shows processes with their inputs. Processes
linked to another process are shown as often as related to other processes e.g.
European electricity is linked to four processes, then it is shown 4 times in the
tree. The Tree Structure can be easily understood, however, they can grow
very large in their size.
• Network Structure: On the contrary, processes in a Network Structure are only
included ones. If the process is linked to more than one process, the process
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Figure 2.18: Top figure shoes the product life cycle, below is the
avoided burden model: Output flow “recycled steel; reuse (110kg)” is
transferred as manual flow with a negative quantity to the avoided
burden system (-110kg) where it replaces the production of the same
amount of “steel low-alloyed, hot rolled” [Ifu Hamburg, 2016].
will have multiple outputs. Therefore, the Network Structure is more compact
with regard to network size, but might be more complex to understand.
The Tree Structure can not be used for looped data. It may also be possible
to overlook the environmental contribution to the impacts in a Tree Structure. An
input and output database containing over 400 commodities (representing the US
economy) is included in SimaPro 8. The database has been developed using a wide
range of US data sources and consists of estimates for diffuse emissions and small and
medium sized industries (Figure 2.19). With this database, environmental impacts
of, e.g. services can be included in LCA projects.
SimaPro offers Processes (Figure 2.20 describe how processes in SimaPro are
linked to each other) and Product stages as building blocks for the life cycle.
• Processes: Contain environmental data, economic inputs and outputs:
– Emissions to air;
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Figure 2.19: Input and Output for banking services in g CO2 per
dollar output [Goedkoop et al., 2016].
– Solid (final) waste;
– Social Impacts, non-material emissions such as noise;
– Inputs from other processes;
– Economic impacts; and
– Constant Parameters.
• Product stage: Describe the product and as the name suggests the life cycle
stage, but do not include environmental data:
– Assembly: Materials, sub-assemblies, production, transport and energy
processes;
– Life Cycle: Central product stage;
– Disposal: End of Life scenario;
– Disassembles: Disassembly of components, that are defined as sub-assemblies;
and
– Reuse: Describes the reuse or recycling of products.
Processes can be further divided into unit and system processes. Unit processes
only describe one single process, while system processes consist of a combination of
unit processes. The product stage is used to specify the composition of the product
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including the user stage and the disposal route. Each of the product stages in the
model should refer to processes.
Figure 2.20: Schematic overview about linked processes in SimaPro
[Goedkoop et al., 2016].
SimaPro also offers an “advanced set of tools to model the end-of-life phase” such
as waste and disposal scenarios [Goedkoop et al., 2016]. As Figure 2.21 illustrates
the waste streams used in the model can also be further divided into different waste
types or material:
• Waste Scenario: Processes that refer to material flows and no product charac-
teristics are evaluated. It concentrates on the materials in the waste streams
and does not include any information on how the product is disassembled.
• Disposal Scenario: Product stages that refer to product flows. Disassembly
and reuse of the product are modelled, therefore, information of the possible
sub-assemblies stay included.
Figure 2.21: Schematic overview of waste split up into waste sce-
narios and treatments. In this example waste is specified by waste
type. [Goedkoop et al., 2016].
Uncertainty analysis is performed using Monte Carlo Analysis. SimaPro supports
data exchange using three different standards:
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• EcoSpold;
• ISO 14048(Spine); and
• ILCD data format.
2.4 Discussion
This chapter aims to summarise the available LCA and LCI Databases and Software,
their strengths and weaknesses as well as their differences compared to others and
their approach regarding dynamic data. The first concentrated on the two major
LCI databases Ecoinvent and GaBi, before going over to other smaller databases
ELCD, developed by the European Commission Joint Research Center and the
biggest American database, the U.S. LCI Database. While Ecoinvent and GaBi
are internationally-recognised and include international data as well as national
and regional data, ELCD and U.S. LCI Database are more national and regional
databases including mainly data from Europe and the U.S., respectively.
The second part of this chapter concentrates on the LCA Software Programmes,
that are currently the market leaders in that field. OpenLCA, GaBi, Umberto
and SimaPro are considered the four most important and widely used programmes.
OpenLCA is an open source programme that does not include the licence to databases,
but those can be used within the programme. GaBi offers a free educational licence,
while SimaPro is not available for free. However, both include the licence to GaBi or
Ecoinvent database. Both databases are included in Umberto.
2.4.1 Databases
As mentioned above databases can provide data on an international, regional or
national level. Localised databases can be used for products where the supply chain
occur in a single country. Most of the times however, products are manufactured
globally and shipped worldwide for their usage phase. In this case it is important
to consider the regional differences across the supply chain. In this regard Ossés de
Eicker et al. [2010] studied the differences and impacts of using datasets from local
databases, an unchanged as well as a modified dataset from Ecoinvent for the LCA of
Brazilian triple superphosphate. The modified dataset was adopted to represent the
Brazilian situation better and more accurate than the original Ecoinvent dataset. The
comparison between the three applied datasets shows that both Ecoinvent datasets
consists of more background processes and environmental flows than the local dataset,
e.g. infrastructure had a higher importance in the Ecoinvent dataset than in the
local one. The results indicate higher impacts by using the Ecoinvent datasets. The
study concluded further that important differences occur between local and non-local
industrial processes with respect to their environmental load. It is assumed that
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this is caused by legislation or socio-economic issues. In general Ossés de Eicker
et al. [2010] expect difficulties arising by combining datasets from different local and
non-local databases. Datasets covering a large amount of regions can be found in
international databases such as Ecoinvent or GaBi. Those market-leading databases
cover more and more countries and regions. To achieve this, they either integrate
local databases or start collaborations with regional partners. They feature both
similar datasets. Other similarities are [Prox, 2016]:
• Relevance: Ecoinvent and GaBi offer the most comprehensive LCI datasets, the
third version of Ecoinvent contains over 10,300 LCI datasets, while GaBi covers
around 8,000 profiles. Relevant areas that both databases include are energy
supply, agriculture, transport, biofuels and -material, chemicals, construction,
wood and waste. Both databases are LCA databases and include the most
commonly used LCIA calculation methods.
• Up-to-Date: They receive yearly updates with new and revised data including
energy mixes, technology and supply chain data.
• Quality: The data quality in Ecoinvent is ensured by going through a review
process conducted by international research institutes and LCA consultants,
which also supply data for Ecoinvent. GaBi is reviewed by DEKRA, a global
verification company. Data in both databases “have been compiled using
primary industrial data collection” [Prox, 2016].
• Geographical Reach: Due to their global supply chain approach both databases
include data for a wide range of markets and products. The entire supply chain
of a process can be calculated within LCA as global and regional datasets are
offered.
The main differences between the databases are [Prox, 2016]:
• Unit vs. Process level data: Most datasets in GaBi already come aggregated
and do not give the user the chance to change or disaggregate them. Ecoinvent
on the other hand offers datasets at a unit process and system process level.
This gives the user the opportunity to disaggregate process chains into smaller
units.
• System Models: Ecoinvent V3 introduces a distinction of system models:
– Consequential System Model;
– Cut-off System Model;
– Allocation at Point of Substitution.
• Extensions: GaBi offers a sector specific data extension, that included even
more data in various sectors.
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2.4.2 Evaluation of Databases
Based on the available information in user manuals Ecoinvent offers the most trans-
parency when it comes to datasets and their origin. Within the documentation,
information of every data flow regarding their time and location was collected, and
what information was used to create the data flow is described. This transparency
also allows modification to datasets and data flows, which can be useful in case
additional data for the LCA study is available. Impacts along the entire supply
chain back to raw material extraction can be understood. On the other hand GaBi
database offers more flexibility in terms of modelling transportation. One of the main
disadvantages of using databases such as Ecoinvent or GaBi is that these databases,
due to their size and huge amount of data involved, are not updated yearly. Therefore,
some data flows are based on out-of-date information, technology and knowledge e.g.
the Ecoinvent datasets of offshore wind energy are based on offshore wind turbines
used at the Middelgrunden Wind Park in Denmark, 2000-2001[Weidema et al., 2013].
The location of the study influences the choice of which database to use, as the
geographical similarities between the processes of the database and the ones involved
in the LCA study have to be conform with each other. Smaller databases might
be updated more regularly and therefore contain more up-to-date information, but
might not contain all the data sets needed for a particular LCA study.
In terms of spatial information the information within the datasets is very limited.
No data considering the surrounding area, soil types, etc. are included. Without such
information local impacts or impacts on a small spatial scale can not be determined.
One of the problems causing the mentioned issue with dynamic information in
databases is the fact that no standard DLCA method has been proposed yet. In
this case it is unclear for database developers to decide which information should
be included and where and how to gather it. Without agreeing on one standardised
approach to calculate dynamic LCA studies the issue with dynamic data will persist.
2.4.3 LCA Software
All of the mentioned software programmes are able to develop LCA projects. The
major differences are the graphical calculation and modelling approach, the number of
steps to set up LCA project in the software programmes and the additional extension
packages and features.
Another distinguishing feature is allocation and the levels it can be performed.
OpenLCA is the programme, which can be changed the most as the code is available
and code written in Python can be included, changed and expanded. OpenLCA
and SimaPro have a stronger product approach, while GaBi and Umberto show a
stronger process analysis approach. Furthermore, one of the main advantages of
2.4. Discussion 55
Umberto is the use of non-linear process specification and system analysis, hence,
evaluate the environmental impacts of an entire product system is possible.
The choice of LCA Software is therefore depended on user preferences regarding
look, licences and access to databases as well as flexibility of the programme itself.
In Figure 2.22 the import and export as well as reference data options of all the
discussed LCA Software programmes is shown.
Figure 2.22: Summary of four main databases [Ciroth, 2015]
LCA software helps to simplify the calculation of LCA. But it can be noticed
that LCA Software programmes do not contain built-in ways to use dynamic data
and a dynamic LCA calculation cannot be performed. OpenLCA offers some sort
of flexibility by being able to call Python within the programme. Other LCA
software programmes do not have this option and are therefore not suitable for
dynamic calculations. Hence, performing a DLCA requires the development of a
proprietary software or model that addresses the desired dynamic calculation of the
study. Without a set DLCA approach within the LCA community the mostly used
LCA software developers will not spend time and resources to include a wide range
of DLCA calculation options.
2.4.4 Dynamic Data in LCI Databases and LCA Software
As shown throughout this Chapter, LCI databases do not include temporal data, or
spatial data other than country-based data flows in any way. One attempt to add
dynamic data into LCI databases has been published: Pinsonnault et al. [2014] added
temporal information to Ecoinvent Version 2.2 to show which temporal information
can be included in LCI databases and to test the impact of time on a LCA study. In
this study temporal data was added to 22% of the unit processes in the technology
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and environmental matrix A&B, where the technology matrix A included all process
flows within the system and the environmental matrix B allows flows from and to the
environment. They used ESPA [Beloin-Saint-Pierre et al., 2014] and time-dependent
CF ([Levasseur et al., 2010], more details on both works in Chapter 3) environmental
impacts for 4,034 product systems in Ecoinvent were calculated. The study concluded
that studies associated with wood and biofuel react most sensitively to dynamic
data. Also, depending on where the temporal information is added, global warming
scores can either be increased by over 10% (temporal data added only in the first
two tiers) or the scores can be decreased when the temporal data is also added to
the background system. This study shows that, it is possible to add dynamic data
manually into LCA studies and even into the most widely used database. On the
one hand, including process-related temporal parameters in LCI databases such as
Ecoinvent, GaBi, and others, would help to minimise the time and effort needed
to find out when, how and how often process and elementary flow occur within a
process or system. However, gathering temporal data for LCA studies is not an easy
task, therefore, Pinsonnault et al. [2014] recommend to wait for data providers to
carry out the work. So far non of the databases include temporal data and therefore,
it is not possible to perform temporal LCI using any of the mentioned LCA software
programmes. At the same time the lack of dynamic data leads to an insufficient
provision of data to meet many consumer, industry, and government objectives [Fava
et al., 2011].
Spatial information can include [Fava et al., 2011]:
• Information on the location: Coordinates (longitude and latitude information
or polar coordinates), administrative districts (a city, a prefecture, a county, a
state, or a nation), or regions or continents;
• Geographical conditions: The current and the past land use and cover type;
• Non-geographic, site-specific properties: Stack height, population density, or
urban versus rural distinction.
These types of spatial information can help to perform transport analysis or
for the calculation of location-specific aspects such as electricity-grid-fuel mixes
or end-of-life impacts. More precise spatial calculation, being highly sensitive to
location, can be performed. These calculations include land use, water withdrawal
and consumption, biodiversity, and others. More detailed results of such studies
can help with decision making and lead to more accurate environmental policies.
Furthermore, the different types of spatial information can help to develop different
LCA approaches considering different scales of spatial information (compare Chapters
3 and 4). As mentioned above, LCI databases do include information on the location
for each process included, further spatial information are usually not given and
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additional programmes or data such as GIS software, maps, etc. have to be used and
implemented in the study. As the LCA software programmes follow the standard
LCA approach as specified in the ISO 14040 and 14044 including spatial data might
be tough. However, in OpenLCA GIS data can be implemented and spatial LCA
calculations can be performed.
The main findings of this chapter are that LCI databases offer information on
location for the datasets included, although, some of the datasets may have been
average or estimates values as seen in some global and regional datasets, because
more detail was not available. More specific spatial data is still missing from LCA
databases. But, the importance of spatial LCA has been recognised by LCA Software
providers and the latest version of OpenLCA offers the possibility to implement and
use spatial data. Despite the impact of temporal data on LCA studies, so far, none
of the databases nor any of the Software programmes provide temporal information.
2.4.5 Modelling of the developed dynamic Matlab Model
From the summary above it can be seen that none of the available LCA Software
programmes can be used or altered for the intended dynamic calculations. Hence, the
model used for the calculations in this Thesis was developed using Matlab. Figure
2.23 briefly introduces the Matlab model, however, more details regarding the model
and the calculation approach are given in the following Chapters 3-5.
Within this model data used within the calculation can be taken from databases,
statistical reports (e.g. agricultural data published by Defra or Eurostats), and other
data (e.g. wheat life cycles from agricultural websites) can be taken as well. The
data is then used to create the process matrix A, the environmental matrix B and
the final demand vector f . The temporal dimension of the used and so far static
data is added by extending the static value of a data flow into temporal distributions
(see Chapter 3 for more details). The now dynamic matrices and the dynamic final
demand vector are then the inputs for the LCI calculation. As the traditional LCI
calculation cannot be used with dynamic data, because the dynamic information
would be lost, Taylor Expansion and convolution are implemented into the calculation
to gain a dynamic LCI. With the now temporal LCI vector g the spatial calculation
can be performed. For the spatial approach either physical information of the study
area such as height, water occurrence, etc. saved in a grid can be used to create a
Dynamic Dispersion Model or the country data flows within the LCI database can be
used to develop spatio-temporal Emissions Maps. The spatial calculation using GIS
will create a 5-dimensional model as the location of the process has to be specified
within the code to be able to calculate the localised inventories for the specific study
area. The five dimensions within the model are the x- and y-coordinates of the
matrix (representing rows and columns), the temporal dimension and the x- and
y-coordinates of the study location. The calculation approach resulting in Temporal
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Figure 2.23: Flowchart of the developed Matlab Model
Emission Maps creates a 3-dimensional model. Here, the spatial information is not
an individual input of the model, but is included through the used country-based
data flows.
2.5 Conclusion
This chapter deals with a summary of available LCA databases and Software pro-
grammes. It covers the two major, international and widely used Ecoinvent and GaBi
databases as well as the four main software programmes OpenLCA, GaBi, Umberto
and SimaPro. Some of the software programmes come with the licence for Ecoinvent
and other databases, while OpenLCA is a tool without access to databases. However,
it is possible to implement LCA databases into OpenLCA for the LCA calculation.
The intention of this PhD thesis to integrate more spatial and temporal varying
data into the statical LCA method identified problems with the development process
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of the databases and software programmes. Without further information or data
sources other than LCI databases a temporal LCA calculation cannot be performed.
In general, the need and importance of dynamic, in this case temporal and geographic
information, in LCI can be summarised as follows:
• Improves the quality of LCI and LCIA;
• Enhance carbon and water footprint studies;
• Improve the quality and specificity of decision-making; and
• Provide support for scenario-based assessments [Fava et al., 2011].
However, due to the complexity such data adds to the data structure, process
modelling and the data collection, the need and benefit for data owners, database
managers and users have to be “balanced against the costs of generating and main-
taining” [Fava et al., 2011] the data. The databases in their current form, do
not include temporal or spatial information in a, for the project, useful way. That
means no process-relative temporal distributions or spatial regional data such as
height levels, water occurrence, etc. are included in any of the databases. For
example, the operation of a wind farm on different soils can have a major effect
on the environmental impact of the wind turbine. Smith et al. [2014] analysed the
impact of wind farms on ungraded peats and concluded that wind farms on that type
of soil will not save any carbon emissions over their life cycle. With the information
available in databases this study cannot be performed as important inputs such as
soil type, land use etc. are missing.
LCA software programmes can not handle dynamic, especially temporal, data.
At the same time software often do not offer the possibility to change or include
newly developed methods and are therefore very impractical for a dynamic LCA
approach. OpenLCA seems the most flexible programme allowing users to change
parts of the code with Python and also has an application to use GIS data within
OpenLCA.
Being unable to use any of the software programmes due to the above mentioned
limitations the calculations in the next chapters have been done without using any
of the existent LCA software packages. The only time SimaPro was applied was to
cut-off system processes for the wind turbine data used in Chapter 4 and 5. Ecoinvent
data have been used throughout Chapters 3- 5, the temporal and spatial information
needed for the kind of calculation were added using additional data such as published
studies, websites for agricultural purposes, etc. Instead of a LCA software Matlab
was used. Programming languages such as Matlab offer great flexibility and the
dynamic equations for LCA to calculate the spatio-temporal LCI were performed in
it.
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Nevertheless, the discussed databases and software programmes are very useful
for getting data and the calculation of LCA projects considering non-dynamic LCA
approach. Many LCA studies would be impracticable without this.
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Introducing a Localised Spatio-temporal LCI
Method
3.1 Introduction
Despite the introduction of different dynamic LCA methods, no standard approach
has been established. The main differences between the known methods are the stage
in which the dynamic information is included and the dynamic modelling that was
chosen to implement temporal, spatial and spatio-temporal data. Tables 3.1 and 3.2
represent an overview of methods developed in recent years. As stated in Chapter 1
most of the models can be differentiated by which stage of the LCA the dynamic
data is added.
Different approaches have been taken to calculate temporal LCA. Time can be
integrated by using temporal CF within the LCIA stage [Levasseur et al., 2010,
Dyckhoff and Kasah, 2014], applying economic models such as MARKAL [Choi et al.,
2012] or input-output LCA [Levine et al., 2007] or by combining a more stochastic
approach such as the Bayes’ Theorem [Miller et al., 2012]. Each of them have their
limitations, see Tables 3.1-3.3 for more details, and offer advantages over each other
depending on the direction, research questions and aims of the undertaken studies.
According to the mentioned spatial LCA studies, spatial data can be integrated by
either using the results of a GIS model [Geyer et al., 2010], by using regional or
country-based datasets in LCI databases [Mutel and Hellweg, 2009, Mutel et al.,
2011] or by using other models providing spatial disaggregation [Tessum et al., 2012].
Both of the pure spatial approaches offer great potential in being combined with
temporal methods. Using the GIS approach, the temporal calculation can take place
before or after the spatial modelling. Both spatial models make good use of available
data. GIS based spatial models can use available maps including information about
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land use, soil types, population density and others. Using regional or country-based
datasets already available in LCI databases such as Ecoinvent is a simple way to
include spatial data in LCA.
To evaluate the cited dynamic studies and decide which one to take forward for
the development of a spatio-temporal LCI method a handful of principles have been
defined. The following criteria have been applied to determine the best methods for
temporal and/or spatial calculation:
1. The dynamic data should be included in the LCI stage of the method;
2. It should be straightforward to extend the chosen method to a spatio-temporal
LCI method and to a dynamic LCIA calculation;
3. It should be possible to adopt the chosen method for other than the proposed
products, processes, services or impacts as shown within the publications;
4. The method needs to offer a great range of flexibility for time steps and region
as well as spatial scale; and
5. Considering the rather limited data availability in terms of dynamic data, the
proposed methods should use as much already available data as possible.
Each of the papers shown in Tables 3.1 and 3.2 is assessed based on the criteria
mentioned above. Each criteria is worth up to two points: 0 points are given for no
compliance between the criteria and the method proposed in one of the papers; 1
point is given for some type of consistency between the criteria and the framework;
2 points are awarded for frameworks that matches the criteria. The results of this
evaluation are presented in Table 3.3. In this table the criteria are shown in the
columns (C1-C5), and “Total” represents the overall performance (up to 10 points) of
those papers in comparison with the criteria. The allocation of points represent my
personal scientific view after reading the papers and compare the proposed methods
with the important criteria for my research in this thesis. Other scientists working
in the same area might have a different view.
As it can be seen in Table 3.3 Beloin-Saint-Pierre et al. [2014] scored the most
points, followed by Choi et al. [2012], a temporal LCA approach, Geyer et al. [2010]
and Mutel and Hellweg [2009], Mutel et al. [2011], which represent spatial approaches.
As Choi et al. [2012] combines LCA with environmental policies the proposed method
is excluded from the development of a spatio-temporal LCI framework as my approach
does not intend to include these policies. Tessum et al. [2012], the only already
spatio-temporal approach within this comparison, scored less than those methods
as it is limited to calculations in the transport and fuel sector and an adaptation
to other sectors is not possible. Miller et al. [2012] have proposed a combination of
LCA and Bayesian Modelling. Due to the fact that it is already rather challenging to
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calculate dynamic LCA without having access to qualitative assessed dynamic data
(static data in most LCI databases is tested regarding quality standards of those
databases and uncertainties of the data is given), this thesis does not perform or
include any statistic analysis or probabilities. Therefore, this method is not further
considered. In the studies proposed by Dyckhoff and Kasah [2014] and Levasseur
et al. [2010] the main calculation focus is on the temporal LCIA and not a lot of
information about the dynamic LCI is given. However, the use of dynamic CFs
represents a well developed approach and can be useful for the extensions of other
temporal LCI into a comprehensive DLCA. But for now other temporal methods
offer more flexibility and details for the development of a dynamic LCI. Pehnt [2006]
was one of the first ones introducing an idea to include temporal LCA, due to its
simplicity and the use of extrapolation rather than dynamic calculation models, the
method does not offer the flexibility needed for the development of a spatio-temporal
method as intended in this thesis.
Based on that evaluation the best temporal method to take forward is the
Enhanced Structural Path Analysis (ESPA) as it offers great flexibility in terms of
time steps and it can easily be combined with Levasseur et al. [2010] and Dyckhoff
and Kasah [2014] to obtain a temporal LCA framework. It includes great details in
the LCI itself and can be applied to a wide range of products, processes and services.
In terms of spatial LCA, the methods introduced by Geyer et al. [2010] and Mutel
and Hellweg [2009], Mutel et al. [2011] offer great flexibility in terms of the range
and scale of spatial information and use already existing spatial data (data from
maps in GIS and regional datasets, respectively). Further research within this thesis
will show how easily the spatial methods can be combined with the EPSA method
for the development of a spatio-temporal LCI framework.
Until now in this thesis the word “dynamic” was used to describe temporal
and spatial data. For the further process the word “dynamic” is defined as spatio-
temporal data used in the LCI stage of a LCA study. The framework developed
in this Chapter takes static data such as datasets and agricultural data and adds
a temporal dimension. The output of this LCI calculation is now temporal. This
temporal output is then used as the temporal input for the spatial LCI calculation.
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Table 3.3: Evaluation of Papers in Tables 3.1 and 3.2 regarding
their dynamic LCA approach on the bases of five developed criteria.
The used points systems means: 0 points for no compliance, 1 points
for some compliance and 2 points for high compliance.
Paper / Criteria C1 C2 C3 C4 C5 Total
[Pehnt, 2006] 0 0 1 1 2 4
[Choi et al., 2012] 1 2 2 2 1 8
[Dyckhoff and Kasah, 2014] 1 2 0 2 1 6
[Levasseur et al., 2010] 1 2 0 1 1 5
[Miller et al., 2012] 2 1 1 2 1 7
[Beloin-Saint-Pierre et al., 2014] 2 2 2 2 1 9
[Levine et al., 2007] 1 1 1 1 1 5
[Geyer et al., 2010] 2 1 2 1 2 8
[Mutel and Hellweg, 2009], [Mutel et al., 2011] 2 2 2 1 1 8
[Tessum et al., 2012] 2 2 0 2 1 7
The aim of the present study is to integrate both, temporal and spatial information
in a novel dynamic LCA framework that is capable of producing more detailed
results and hence offering more insights for sustainability assessment. I apply this
new approach to evaluate the environmental burdens of wheat production as an
illustration. The calculation approach used in this study extends the already existing
ESPA method [Beloin-Saint-Pierre et al., 2014] to a localised LCI alongside an
example case study and is outlined in the Method section. The Case Study section
introduces the used data, followed by the results. Conclusions for the study and also
recommendations for implementing time and space information in future studies are
drawn in the Conclusion section.
Aim
Integrate temporal and spatial information on a defined scale into LCI to
calculate localised inventories
3.2 Method
The proposed DLCA framework consists of two main parts. In the first part, a
time-dependent Life Cycle Inventory (LCI) is calculated. This provides the basis for
the second part, the temporal-spatial LCI calculations. Both steps are explained
in detail below after describing the static LCI matrix calculation. LCI data flows
are extracted from the Ecoinvent 3 database [Nitschelma et al., 2015, Weidema
et al., 2013]. All calculations are performed using Matlab (Version 2015b) algorithms
[Matlab, 2015].
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Table 3.4: LCI matrix calculation parameters
Symbol Name Dimension Definition
f final demand vector m vector of economic flows
A technology matrix m×m exchange between processes
B intervention matrix n×m exchange between environment
s scaling vector m vector of scaling factors
g inventory results n vector of environmental flows
I identity matrix m×m square matrix with ones on the main diagonal, rest 0
3.2.1 Static LCI Model
During the LCI stage of a LCA, all energy, material and economic in- and output
flows are identified and quantified to detect the rate of emissions produced by a
system. For the calculation, these flows are split into single processes. Each of these
processes considers inputs from other processes, which creates an interlinked system
of all process flows. The processes are linear functions of their inputs and therefore,
the system can be written in matrix form in Equation ((3.1), see Table 3.4 [Heijungs,
1994, Suh and Huppes, 2005]).
g = B × s = B × (I −A)−1 × f, (3.1)
where I is the identify matrix, A is the technology matrix and B is the environmental
intervention matrix. All process flows are defined in the columns of matrix A, with
each element in the columns representing inflows and outflows of commodities neces-
sary for the process to happen. Every row in B defines an elementary flow, describing
the amounts released to or extracted from the environment by the corresponding
processes in the columns [Saurat and Ritthoff, 2013]. The vectors g, s and f are the
inventory, the scaling and final demand vectors, respectively (see Table 1).
3.2.2 Time-dependent LCI Model
The dynamic method integrated in the proposed framework in this study is the
Enhanced Structural Path Analysis (ESPA) developed by Beloin-Saint-Pierre [Beloin-
Saint-Pierre et al., 2013]. This LCI method uses relative temporal distributions (see
Figure 3.1 for process and environmental flows) to specify elementary and process
flows of a system and the system network they create. To ensure the compatibility
of the process-relative temporal distributions the traditional LCI calculation method
has to be altered. The idea behind the ESPA method is to create a dynamic LCA
method with a decreased workload and lower implementation effort for dynamic
LCA calculations. ESPA accomplishes this by reusing defined processes in different
systems or even the same system. Temporal variations such as daily or monthly
time steps can be easily adjusted to meet the intention of the study. Therefore, the
temporal differentiations within ESPA are:
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• Calendar driven differentiation;
• Environmental and process flows are defined with temporal distributions, where
the temporal distributions specify flows per unit of time (see Figure 3.1); and
• they can deal with different temporal accuracies.
All flows are defined as flows per unit of time, which means flows are either a rate
of process (process flows) or a rate of emissions (elementary flows). With the specific
information format the calculation of temporally descriptive LCI is possible [Beloin-
Saint-Pierre et al., 2013]. Beloin-Saint-Pierre et al. [2014]) extend equation (3.1) to
obtain a time-dependent expression for the vector g of the temporally explicit LCI.
Figure 3.1: Temporally differentiated process and environmental
flows [Beloin-Saint-Pierre et al., 2014]
In a static LCI matrix Equation (3.1), it is straightforward to obtain the inventory
vector g by matrix-matrix and matrix-vector multiplication of environment matrix B,
matrix (I −A)−1 of process flows and scenario vector f . However, matrix products
do not simply allow for temporal information of the process-related distributions
included in a dynamic LCI calculation. To retain temporal information, convolutions
of the time-dependent process and environmental data are calculated. A convolution
induces an “overlay” of two time-distributions to produce a third distribution, see
Figure 3.2. Within the ESPA method discrete time convolution is used and in this
case the two distributions, one distribution for A and one for B, are summed up to
receive a third one [Pinsonnault et al., 2014].
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It is not possible to obtain a matrix inverse (I−A)−1 without losing the temporal
information of the technology matrix A. A power series expansion is therefore applied
to obtain
(I −A)−1 =
∞∑
k=0
Ak. (3.2)
Equation (3.2) is only applicable if A has eigenvalues with absolute values less
than 1. For the application to data from realistic processes this may require a scaling
of A. Assuming a time-varying technology matrix, the power series in Equation (3.2)
is altered as a series of convolutions of A with itself:
(I −A)−1 = I +A+A ∗A+A ∗A ∗A+ . . . . (3.3)
Here, the ∗-symbol indicates the convolution operation which is considered as
component wise convolution, while the matrix-matrix multiplication rules apply
to the time-distribution entries of the matrices. Applying Equation (3.3) to the
Inventory Equation (3.1) gives:
g = B ∗ (I +A+A ∗A+A ∗A ∗A+ . . . ) ∗ f
= B ∗ f +B ∗A ∗ f +B ∗A ∗A ∗ f +B ∗A ∗A ∗A ∗ f + . . . . (3.4)
In computational implementations, the power series has to be truncated after
a maximum number k ∈ N of convolutions of A. Typically this can be done by
setting a fixed maximum k or via a threshold as the maximum of the A ∗ · · · ∗A︸ ︷︷ ︸
k times
is
decreasing exponentially with k.
3.2.3 Spatial Propagation Model
The result from the time-dependent LCI equation serves as input to the spatial
propagation model. For the spatial propagation model a study site of a particular
size is designated as a raster R of grid cells. As initial condition a time-dependent
and localised inventory vector is chosen and the inventory entries are propagated
through time. Localised in this case means only emissions are considered in the
spatial propagation model that are attributed to the study site. This requires an
intermediate step of mapping temporal varying LCI entries to a location. The
propagation model is based on two operators generated from (a) geographical or
atmospheric data, and (b) dynamic dispersion models. Both operators may be
individualised to the emission type, category or possibly individual emissions and
inventory impacts.
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Figure 3.2: Application of time-convolutions in DLCA (Maier et al.
[2017] based on Pinsonnault et al. [2014])
Hence, topographic details, land use information, soil properties, as well as
data about water flows, characteristics of currents, ground water occurrence or
regional atmospheric flows are used to generate an impact parameter map MG (see
Figure 3.3). For a location (x, y) and an inventory entry/emission gi, the application
of the operators MG,i(x, y) quantifies the proportion of interaction of the emission i
(of a particular type or category) with the present geography or atmospheric flows at
(x, y). MG,i can be modelled as linear (matrix) or non-linear (functional) operation.
The dynamic dispersion models ND calculate the accumulated proportion of
emissions propagating from and between neighbouring cells (see Figure 3.4) in
the raster. An emission i at cell (ξ, η) and time t with amount e(ξ, η, t) is then
dispersed as ND,i(e(ξ, η, t)) which gives the amount of emission i at time t+ 1 for all
(neighbouring) cells within the raster. The considered dispersion models can define
velocity, reach and direction of propagation for any emission.
The accumulated emissions after one time step at location a (x, y) is then obtained
as the product of geographic/atmospheric model and dispersion model summed over
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all “origin-cells” in the raster
e(x, y, t+ 1) =
∑
ξ,η∈R
MG,i(x, y)ND,i(e(ξ, η, t)). (3.5)
As initial emissions, the i-th inventory entry sequence (gi(ξ, η, 1), gi(ξ, η, 2), . . . ),
distributed in time and designated to the production grid cells (ξ, η) ∈ P , is considered
which allows iterative calculation of the emissions at location (x, y) and time t+1 ≥ 2:
e(x, y, t+ 1)
=
∑
ξ,η∈P
MG,i(x, y)ND,i(gi(ξ, η, t)) +
∑
ξ,η∈R\P
MG,i(x, y)ND,i(e(ξ, η, t)). (3.6)
With the geographical or atmospheric data and resulting maps, the dynamic dispersion
is directing the impact, for example, it is assumed that emissions in a river are
transported and dispersed in direction of the flow of the river. The spatial propagation
model may help to identify impacts on, for example, land and seascape, water cycles,
emissions and impact on climate, weather conditions, and surface interactions.
Figure 3.3: Example impact parameter map (red = high impact,
blue = low impact).
While the temporal aspect of the method runs over several stages of the life
cycle, the spatial aspect is very localised for the operation stages at the study site.
Therefore, a selection process identifying localised LCIs is applied. Currently, we use
an empirical approach identifying localised processes at the study site to rule out
“downstream and upstream” emissions.
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Origin of emissions. 
Reach: Surrounding areas reached by 
emission in one time step; 
Proportion of emission dispersed to a 
grid cell depends on its proportion 
within the reach. 
Figure 3.4: Conceptual propagation model for spatial dispersion of
impacts.
3.3 Wheat Production Case Study
The relation between agriculture and climate change has become an important
issue [Edwards-Jones et al., 2009]. The food sector is one of the largest industries in
the world and hence uses a large amount of energy and resources and contributes to
global warming and total CO2 emissions [Roy et al., 2009]. The demand on food
will drastically increase in the coming decades. Therefore, the pressure on food
production and cultivation of land will rise, as well. At the same time, climate
change will cause more challenges in the agricultural sector [van der Werf et al.,
2014]: Agriculture is supposed to meet the principles of sustainability, therefore, it is
expected to produce a large amount of food to feed growing populations and at the
same time ensure food security [Brentrup et al., 2004]. Furthermore, one of the main
concerns is the impacts of increasing input levels during the production of grain.
These impacts include land use change and emissions through a higher demand
for soil tillage, fertilisers, pesticides and irrigation. All these influence the level of
greenhouse gases (GHG) released during agricultural production [Goglio et al., 2012].
Hence, enhancing global food security while reducing emissions and environmental
impact — two seemingly conflicting goals — requires a rigorous analysis of food
production practices and technologies to develop more sustainable agriculture.
Accounting for approximately 30% of the global grain cultivation, wheat is one
of the most important contributors to global food production [Röder et al., 2014].
According to the FAO Food Prospects and Food situation report 70% of the wheat
produced is for food production and the rest is used for other purposes such as animal
feed. In 2014/15, a global wheat yield of 716 million tonnes is expected [FAO, 2014].
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3.3.1 Data
In order to illustrate the proposed theoretical framework a case study on wheat
production is chosen. Information for the environmental and process matrices used
for the ESPA calculation can be found in the Ecoinvent database 3.1 (process dataset
used: Wheat grain (GLO); market for; Alloc Def; U) Weidema et al. [2013]. All
processes in the A-matrix are assigned into seven main activities:
• Agricultural machinery operations (integrated emissions as used in all other
activities);
• Fertiliser application;
• Harvesting;
• Irrigation;
• Pesticides application;
• Sowing; and
• Tillage.
All activities are on field operations and upstream or downstream emissions
outside the field (such as production of fertilisers and pesticides) are not included in
this study. These activities spread over time and several activities (such as irrigation,
application of fertiliser) are repeated in possibly different proportions within one
wheat production cycle. One cycle of activities is shown in the bar chart in Figure
3.5 where the process distributions accumulate 100% over one production cycle. For
the example implementation, the production cycle is repeated a number of times
(in the presented calculations 5 times) with inactivity of 4 intermediate time steps
after each cycle. The temporal occurrence of these activities represent an empirical
characterisation of process distributions and aim to demonstrate the methodology
introduced in Section 3.2.
In the case of wheat production LCI calculation, matrix B includes a collection of
n = 332 types of emission during the wheat production cycle while matrix A specifies
m = 71 flows and exchanges between the sub-processes of the system [Pinsonnault
et al., 2014]. The demand or scenario vector f collects the cumulated inputs for a
specified functional unit of end product or service Mutel and Hellweg [2009]. Processes
within the B-matrix were assigned to the same seven main activities as the A-matrix
in the columns, rows are divided into the chemical occurrence in air (e.g. CO2), soil
(e.g. chromium) or water (e.g. nitrogen in rivers or salts in ground water) or as a raw
material. The chosen chemicals are representatives and only serve as examples to
test the framework. These include gas emissions to atmosphere, metal emissions to
soil, acids to flowing water and salt in ground water. One year is assumed to be the
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timeline for a wheat production cycle, where each time step represents a two week
period.
For this case study, an example site in South-West Cornwall was chosen. The
top soils in this area are freely draining slightly acid loamy soils and freely draining
slightly acid loamy soils over rock closer to the river bed. These loamy soils have a
low fertility, and water contaminations with nitrates can be possible. Siltation and
nutrient enrichments of streams from soil erosion can occur as well [Cranfield Soil
and AgriFood Institute, 2016]. Cornwall has a temperate Oceanic climate (Köppen
climate classification), with the mildest and sunniest summers in the UK thanks
to the southerly latitude and the influence of the Gulf Stream [MetOffice, 2000].
Precipitation occurs during the entire year with more rain through winter months.
Cornwall is also the second windiest regions in the UK [MetOffice, 2015]. Using
ArcGIS, we determined the topographic data as well as water flows and ground water
resources. Mastermaps with a scale of 1:50000 of tiles SW74NE, SW72NW were
used [Ordnance Survey, 2015]. Within GIS, a 50× 50 grid cells with 50 m × 50 m
measurement was used. The information is then imported into grid cells to create an
impact parameter map. Within the case study three locations in the study area for
the production of wheat are selected. Therefore, the origin coordinates are identified
for the field and time-varying emissions are calculated.
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Figure 3.5: Main activities of the A-matrix distributed over time,
expressed as the proportion of the overall activities, where each activity
sums up to 100%, only one cycle shown.
In the considered wheat production case study, the locations (ξ, η) represent the
area of an agricultural field, from where the environmental emissions are released and
dispersed. The above model may lead to a better understanding of emissions from
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application of fertilisers and pesticides, harvesting and other processes in the life
cycle of wheat production. With harvesting, direct emissions diminish before a new
growing season starts, but may have longer-term and slower decreasing repercussions
on the surrounding areas.
3.3.2 Results
Within this section an analysis of the spatio-temporal LCI calculations for the
considered case study of wheat production is presented. Due to the limitations
regarding dynamic data and the assumptions made in terms of temporal behaviour,
the results do not represent exact values and cannot be used for improving the
cultivation of wheat or agricultural processes related to it. However, they give an
indication of how emissions and other inventory accumulate and spread in the chosen
study area over time. The presented spatio-temporal LCI calculations consist of two
major parts. First, the temporal calculation which are based on the ESPA method
[Beloin-Saint-Pierre et al., 2014]. The second part of the method is the spatial
calculation where the results of the temporal part are taken as an input. To show the
results salt in river water was chosen as the exemplary inventory emission (although
any emission in the environmental matrix B in any of the included compartments
air, ground water, streaming water and soil can be chosen and analysed). As the
developed method itself shows local emissions, an inventory in river water was chosen
to present the results. Air emissions do not have an direct impact on local emissions
and are important on a bigger spatial scale. Therefore, air emissions are not further
considered in this case study.
Figure 3.6 represents the results for the temporal calculations. It shows the
cumulative emissions of salt in river water over 100 time steps. For the first four
time steps the increase of emissions from the previous time steps to the current one
are bigger than for the time steps after. At around 30 time steps the emissions reach
a threshold and stay on a constant level at around 0.033kg.
After the temporal calculation the spatial calculation takes place. A study area
at the Helford, Cornwall, UK was chosen and a 50 × 50 grid where each grid cell
is 50m × 50m (see Figure 3.7a). Each grid cell includes information about the
heights, water occurrence and other landscape characteristics. This information is
then used to create the Impact Parameter Map shown in Figure 3.3. For the spatial
calculation, an area of origin within the study area is chosen. For this case study, 3
grid cells in the South-West of the Helford area (see Figure 3.7b) are selected and
represent wheat fields. In those three cells all of the above identified activities such
as agricultural machinery operations, fertiliser application, harvesting, irrigation,
pesticides application, sowing and tillage take place. That means that all emissions
caused by the activities start from those three cells and then spread through the
surrounding area. Figure 3.8 shows how salt in river water spreads over time, the
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distribution is visualised at t = 20n+1, n = 1, . . . , 8. No emissions are shown in blue,
low emissions are light blue and high emissions are shown in red. Salt in river water
propagates from the location of deployment to the surrounding areas. Emissions
spread on land masses first before reaching the rivers from where they are spread
into the sea. It can be seen how the emissions accumulate in the grid cells. For the
first 3 time steps the area of “pollution” increases, and then slightly decreases when
it reaches the sea. From here, the area of pollution increases again. At a certain
point the emissions start to decrease, first at the deployment coordinates then in
surrounding areas.
Figure 3.9 shows how much emissions are left in the soil, air or water at the study
area at a given time. In other words, it shows the cumulative emissions relative
to the time-distribution without spatial dispersal in the study area. As above, the
progression for salt in river water is an example. The figure indicates an increase
of emissions within the study area for the first 2 time steps, before a slow decrease
takes place until the 20th week. From then the emissions left in the area are constant
until week 40 and reach zero emission in week 43.
Emissions spread slower in soil, but soon follow the flow directions of rivers, sea
and groundwater, which confirms the expected outcome. Overall the qualitative
results show rather low amounts for the chosen emission. This can especially be
seen in Figure 3.9, where the emissions present in every grid cell are accumulated
over time. The chosen functional unit for the study was 1kg of wheat grain, a more
representative functional unit closer to the actual amount of wheat produced on
an average field or emissions per ha should have been used. As the result suggest
almost no emissions (0.0326kg total emissions calculated) for the production of 1kg of
wheat (see Figure 3.6 and 3.9) are emitted. This could be caused by the assumptions
made for the temporal distributions of the activities, the choice of the functional unit
and the small numbers in the matrices, the chosen inventories in the case study or
other assumptions made in the calculations. However, the result indicates well how
emissions can spread and accumulate over time depending on the given landscape
characteristics.
3.4 Discussion
In this chapter a new spatio-temporal framework using temporal distributions and
spatial dispersion models to obtain localised life cycle emissions over time is introduced.
The aim of the framework is to implement time and spatial information into LCI.
Therefore, we developed a spatial propagation model, which runs after the temporal
explicit LCI is produced using the existing ESPA method. Then the framework using
a wheat production as an example is tested. The results show how emissions from an
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Figure 3.6: Amount of inventory emissions [in kg] of salt in river
water accumulated over time (cumulative temporal emission distribu-
tions)
origin spread in soil, air, groundwater and river and how those emissions accumulate
over time.
This study highlights the accumulation of emissions during the operation stage of
a life cycle, and also informs about when emissions occur and spread (see Figures 3.6
and 3.9). The outcome of the proposed method is influenced by the availability of
data. While performing the analysis for the presented case study it has been noticed
that Ecoinvent and other LCI databases are not sufficiently detailed to satisfy all
the information spatial LCA as well as temporal LCA require for comprehensive
and realistic results. Therefore alternative ways for collecting data need to be
considered. Local data for example can be gathered by regional statistics or surveys.
Downscaling of national data is also an option if regional data could not be easily
obtained. Different strategies to fill data gaps are currently used: proxy data sets,
extrapolating data and streamlined LCA [Milà i Canals et al., 2011, Nemecek et al.,
2011, Roches et al., 2010].
Further improvement should also include the integration of soil types and char-
acteristics, more detailed current data and climate data to eliminate the deficiency
of the proposed model. Another future step is the mathematical optimisation of
the LCI vector g in respect to the scaling vector s as seen in Chapter ??. This
optimisation step should result in the optimum temporal and spatial allocation of
the LCI vector and hence inform implementation time and localisation of processes
within the life cycle. In conventional LCI calculations the scenario vector has only
one non zero input, the reference flow. The scenario vector ensures the required
performance of the studied system, for example, the reference flow could be 1000
kg of wheat. Studying the system over time though allows us to spread the total
amount of the reference flow into smaller sections over given time without changing
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(a) The study area for this case study is the Helford
Area in Cornwall. On top of the map is a 50 × 50
grid, each grid cell is 50m × 50m. This grid includes
information about the height and water occurrence of
the area. The information of this grid is then used to
create the Impact Parameter Map shown in Figure 3.3
(b) Shows the three highlighted grid cells that represent
the point of Origin, in this example fields of wheat, to
determine local emissions, therefore, the represented
time step is t = 0.
Figure 3.7: The study area and point of origin of the wheat field in
the case study is presented. The 50× 50 grid in (A) is the same as in
(B). The information of these grid cells and area characteristics are
used to create Figure 3.3.
the total amount. Therewith, the production of the amount stated in the reference
flow can be divided along the time frame and for example production planning to
meet emission thresholds can be performed.
In this study, the method is only applied to a part of the wheat production
life cycle, focusing on activities that happen at the wheat field. A next step is to
expand the application to cover the entire life cycle of wheat production. The spatial
propagation model could be used at and around the locations of the production of
raw material such as seeds and fertilisers, along the transport links and at other
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Figure 3.8: Emissions results for an example inventory entry, on
this case salt in river water, at t = 20n+ 1, n = 1, . . . , 8. The graph
shows relative concentrations taken at different time steps starting at
the left top along to the top right, then bottom left to bottom right.
upstream and downstream processes, which help to produce a dynamic life cycle
emission maps. A further step would be to try and integrate wheat production
with the life cycle of other linked system such as livestock production. Both steps
will results in significantly improved understanding of environmental impacts with
spatially and temporally explicit life cycle emissions.
3.5 Conclusion
The proposed novel two-part spatio-temporal LCI approach consists of the temporal
ESPA calculation and the spatial approach using the Spatial Propagation Model.
The first part is based on the ESPA methodology, where temporal distributions are
used to represent when and how often system processes occur. This information
is used to calculate a time dependent LCI vector. In the second part, the time-
dependent LCI vector is used as input for a spatial propagation model to produce
temporally and spatially explicit LCI. The method is then illustrated in a case study
of wheat production in Cornwall, UK. The presented results so far only include
the agricultural operation stage of the wheat production life cycle. All upstream
(e.g., fertiliser production) and downstream production (e.g., wheat transportation)
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Figure 3.9: Emissions in time accumulated in study area as propor-
tion of the overall temporal emission distribution, see Figure 3.6, for
four example inventory entries; the Figure shows salt in river water
as an example
processes are excluded. The dispersion of emissions caused during the operation stage
are shown using the introduced Spatial Propagation Model. The results show that it
is possible to implement both spatial and temporal information in matrix-based LCI.
The results are not conclusive for wheat production due to the availability of
data. With improved LCI databases, the method can be used to get more detailed
calculations such as comparing winter and spring wheat, also water flow data can
be updated using time-varying and up-to-date data. As agricultural processes cause
localised impacts the method developed in this chapter can be used up to the farm
gate. The methodology can be applied to any locally bounded process. This may
allow a better understanding of localised impacts of particular life cycle stages
in, for example, a wide range of mining-related processes, the construction and
maintenance of transport infrastructure, or the installation, removal, and operation
and maintenance stages of other built structures.
The proposed method may help to transform the way LCA is currently performed,
as a static and spatially-generic analysis towards a DLCA approach. This framework
will offer a significantly improved understanding of life cycle environmental impacts
and allows to better inform the management of processes such as agricultural produc-
tion that have high spatial and temporal heterogeneity. Further work is needed to
fully demonstrate the framework over entire life cycles and much more detailed LCI
databases as well as temporally and spatially explicit LCIA methods are required to
realise its full potential.
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Introduction of a Regional Spatio-temporal LCI
Method
4.1 Introduction
The spatio-temporal LCI method introduced in Chapter 3 looks at local processes,
while the method in this chapter introduces a spatio-temporal calculation approach
at a regional scale (see Figure 4.1). The coarser spatial scale in this chapter requires
the definition of systems or life cycle stages rather than the activities of one life cycle
stage (as shown in the previous chapter). This allows a temporal-spatial resolution of
the entire life cycle of a product, process or service in regional units. Wind turbines
have a life cycle of around 25 years, taking a static LCA approach would not consider
releases and shifted emissions throughout this period and different life cycle stages.
With a dynamic approach all of these changes are considered and a more realistic
result of the LCI can be achieved.
The ESPA method introduced in Section 3.2 combined with the entire life cycle of
a product with spatial correlation for a spatio-temporal LCI is used for the calculation
of local inventories. Therewith, the focus is on different inventories depending on
the chosen process, system or service. This method offers the advantage to calculate
emissions and inventories with a more regional impact and include entire supply
chains taking place in different countries in the calculation.
The aim of this proposed method is to model the inventory for a process, product
or system over the entire supply-chain and map the calculated results for each location
and life cycle stage over time. To achieve this, spatial datasets from current LCI
databases are used for the calculation. The approach introduced in this Chapter
could form a sub-analysis for the approach in the previous Chapter. Combined, these
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Figure 4.1: Scales of the developed spatio-temporal methods using
the UK, Cornwall and the life cycle of wheat as an example. The
method introduced in this chapter concentrates on the entire life
cycle of a product, process or service and emissions on a regional
or country-based scale. In the previous chapter the focus was on
localised emissions and activities within a certain stage of the life
cycle rather than the entire life cycle.
approaches allow a calculation of regional and local inventories at once (also see
Figure 4.1).
Aim
Capture a coarser spatial scale to include the entire life cycle of a prod-
uct/process/system in a spatio-temporal LCI method
As discussed in Chapter 3 Mutel and Hellweg [2009] and Mutel et al. [2011]
proposed using the country or region codes for the spatial calculation in LCA (also
see Table 3.2). Within their method they combined the spatial information with
regionalised impact assessment methods. Two new matrices, the mapping matrix M
and the geographic transform matrix G, are defined. M indicates where a technical
process occurs, while G gives an indication of the change of spatial support between
the LCIA method and the LCI database. With this method Mutel et al. [2011]
used accessible spatial data in LCI databases. Therewith this approach complies
with the developed fifth criteria regarding the requirements of this spatio-temporal
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method as mentioned in Chapter 3: it is an uncomplicated way of implementing
spatial data into LCA. However, their method concentrates mainly on spatial LCIA
and uncertainty in spatial LCI. As the main intention of this thesis is to develop
a spatio-temporal LCI method without trying to solve the issue of uncertainty in
LCA and DLCA, only the idea of using the spatial data available in LCI databases
for the dynamic calculation is invested further. How the temporal ESPA method
is extended to a spatio-temporal LCI method implementing the country or region
codes to calculate regional inventories is explained in this chapter. The approach
for the localised impacts as seen in Chapter 3 could form a sub-analysis within the
method proposed in this chapter.
4.2 General Method
For the spatio-temporal calculation of the life cycle inventory of a system, the process
structure shown in Figure 4.2 is used. This network diagram gives an example of how
different life cycle stages (or unit processes) of a system are linked with each other
and how the inventory from all unit processes add up to the overall total inventory of
the final product. The lines with arrows and their thickness indicate the quantitative
relationships “X” between one unit process and another. To be able to use the ESPA
method introduced in Chapter 3 the quantitative relationships in the network are
translated into a technology matrix denoted by A (see Matrix (4.1)). This is an
n×n-matrix, where n represents the number of unit processes involved. T1 indicates
the Tier-1 product. The first column represents the process that generates the final
product and the other columns are for the unit processes T2P1, ..., T iPj involved in
the life cycle of the final product. The number of columns needed for a particular
tier of processes in Matrix (4.1) is the same as the number of processes included in
the network at that tier.
A =

T1 T2P1 T2P2 T3P1 T3P2 T3P3 T4P1
T1 0 0 0 0 0 0 0
T2P1 X 0 0 X 0 0 0
T2P2 X 0 0 X X X 0
T3P1 0 0 0 0 0 0 X
T3P2 0 0 0 0 0 X X
T3P3 0 0 0 0 0 0 0
T4P1 0 0 0 0 0 0 0

(4.1)
Then the technology matrix A is separated into Tier-2 process matrices according
to the number of Tier-2 unit processes in the network. This step is necessary to allow
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Figure 4.2: Basic Network structure of a product and its related
(sub-)processes. Tier-1 consists of two sub-processes, T2P1 and T2P2
(orange colour). Those sub-processes are connected to the sub-sub-
processes T3P1-T3P3 (dark turquoise colour). T3P1 and T3P2 are
further connected to T4P1 (dark pink colour). All emissions produced
within the sub-(...)-processes are fed into the Tier-1 product, service or
process. Network structures are a typical way in SimaPro to show the
connections of a dataset. The size of the arrow indicate the amount
of contribution from this process to the process above.
calculation of emissions attributable to each Tier-2 process or high-level life cycle
stage of the final product (see Figure 4.3). To be able to calculate the inventories per
life cycle stage the main matrix is divided into smaller matrices according to each
process in Tier-1 (see Matrix (4.2) and (4.3)). The individual matrices include all
Tier-2 and lower processes, that contribute inventories to the life cycle stage. Using
the above main matrix, the individual matrices derived are:
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AI1 =

T2P1 T3P1 T4P1
T2P1 0 0 0
T3P1 x.x 0 0
T4P1 y.x 0 0
 (4.2)
AI2 =

T2P2 T3P1 T3P2 T3P3 T4P1
T2P2 0 0 0 0 0
T3P1 x.y 0 0 0 0
T3P2 y.y 0 0 0 0
T3P3 y.z 0 z.x 0 0
T4P1 0 z.z 0 0 0

(4.3)
The same approach has been taken for the environmental matrix. For each life
cycle stage an individual environmental matrix B with the same processes, that are
used for the AI matrices ((4.4) and (4.5)):
BI1 =

T2P1 T3P1 T4P1
Emission1 0 z.z 0
Emission2 0 x.x 0
. . . . . . . . . . . .
 (4.4)
BI2 =

T2P2 T3P1 T3P2 T3P3 T4P1
Emission1 0 0 z.z 0 z.z
Emission2 x.y 0 yy 0 xx
. . . . . . . . . . . . . . . . . .
 (4.5)
The ESPA method (as described in Section 3.2 and with more details below) is
applied individually to each of the Tier-2 process matrices and the inventory result
for each of these matrices is presented in an inventory map with all the locations
indicated.
As stated previously, applying ESPA to the LCI equation gives Equation (3.4):
g = B ∗ (I +A+A ∗A+A ∗A ∗A+ . . . ) ∗ f
= B ∗ f +B ∗A ∗ f +B ∗A ∗A ∗ f +B ∗A ∗A ∗A ∗ f + . . . .
However, the above Equation does not include information about the spatial
occurrence of the main processes and its different life cycle stages. Therefore, another
calculation step including the emissions per life cycle stage at a certain location has
to be added. First, A has to be extended to represent an array containing process
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Technology 
Matrix A 
Tier 2  Process 4 
Tier 2 Process 1 
Tier 2  Process 2 
Tier 2 Process 3 
+ 
+ 
+ 
+ 
Temp. / 
spatial 
information 
Temp. / 
spatial 
information 
Temp. / 
spatial 
information 
Temp. / 
spatial 
information 
LCI 
calculation 
LCI 
calculation 
LCI 
calculation 
LCI 
calculation 
Figure 4.3: Main technology matrix A is split into Process Matrices,
which are then used for the LCI calculations. The number of process
matrices depend on the number of processes included in the system.
The technology matrix A is divided into the Tier-2 processes (represent
the life cycle stages), then the spatial and temporal information are
added. Please note country codes are usually already included in A.
The now dynamic data is used for the LCI calculation. Here, for every
Tier-2 process a spatio-temporal LCI is calculated, resulting in a LCI
result for every involved Tier-2 process. The results are then used to
create a world map where the calculated inventories of each involved
country and life cycle stage are highlighted.
matrices for every country included in the study. This array is called A:
Alocation = Alocation = AT1SP1, AT1Pj , . . . , AT iPj , . . . (4.6)
where, the emissions of processes taking place in the same country or region
Y are saved in one temporal array, for example in AY = (AT1Pj , AT2Pj , ATiPj) all
involved processes T1Pj, T2Pj, . . . , T iPj take all place in country or location Y and
are therefore stored in AY , while other A arrays are built for other processes and
locations. Applying that to Equation (3.4) gives:
gY,l,t,I = BI ∗ (I +AY,l,I +AY,l,I ∗ AY,l,I +AY,l,I ∗ AY,l,I ∗ AY,l,I + . . . ) ∗ fI (4.7)
= BI ∗ (AY,l,I ∗ f +AY,l,I ∗ AY,l,I ∗ f +AY,l,I ∗ AY,l,I ∗ AY,l,I ∗ fI + . . . ).
with gY,l,I as inventory vector for a specific region Y , a Tier-2 process l and
the life cycle stage I; Al,I is the technology matrix specific to a Tier-2 process and
life cycle stage and fI is the individual final demand vector of a life cycle stage
I. Calculating gI for all involved locations and individual life cycle stages using
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Figure 4.4: Life cycle of a wind turbine [Kaldellis and Apostolou,
2017]. The main life cycle stages used in the case study Manufacturing
(including the extraction phase), the Construction, Operation &
Maintenance and Decommissioning stage are shown. Transportation
flows are represented in blue, incoming energy flows in red.
Equation (4.7) will result in location and time specific LCI vectors:
gY,t,l,I =
[
gY,t,L,I [1], ...
]
(4.8)
each of the LCI vectors created in Equation (4.8) will now be used to create
temporal emissions maps.
4.3 Wind Turbine Case Study
4.3.1 Introduction to (Offshore) Wind Energy
To be able to control global warming, coal-based and fossil fuel based energy have to
be replaced by renewable energy systems (RES) [Abbasi et al., 2014]. In the IPCC
report the hope is stated that around 20% of the world’s electricity demand would
be met by wind energy by 2050 [IPPC - [Core Writing Team, Pachauri, R. K. and
Meyer, L. A. (eds.)], 2014, Abbasi et al., 2014].
The European Wind Energy Association (short EWEA) predicts 320 GW of wind
capacity to be installed in the EU by 2030, of which 66 GW should be supplied by
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Figure 4.5: Process Network (Tier-2, Tier-3, Tier-4) for a 5 MW
offshore Wind turbine [Goedkoop et al., 2016]. The Tier-2 processes
represent the main life cycle stages. The Tier-2 processes and their
connected Tier-3 and Tier-4 processes are used to create the process
matrices in Figures 4.6-4.9.
offshore wind and the remaining 254 GW by onshore wind. This capacity describes
more than twice the capacity of the installed capacity in 2014 [European Wind
Energy Association, 2015]. In 2014 the European Union decided to set a legally
binding target of at least 27% renewable energy in final consumption at the European
level by 2030. To reach this aim wind energy is supposed to make up a proportion of
at least 21% of this electricity [European Commission, 2014, European Wind Energy
Association, 2015].
In their review of onshore and offshore wind energy Abbasi et al. [2014] concluded
that any large scale wind farm comes with impacts such as noise and threats for
birds, marine life, weather and climate. Therefore, they think that the shift to RES
such as wind energy may only be beneficial if at the same time the overall energy
consumption is decreased. Gasol et al. [2011] used GIS combined with LCA to map
a potential CO2-reduction of energy crops in Catalonia. Using spatial information
obtained from GIS in LCA can be used to determine energy and material flows of
different systems. They use a local study area, but the CO2 and other environmental
impacts can also be applied to a more global research area.
As wind turbines usually have a life time of around 25 years, calculating a static
LCA does not consider the emissions released and shifted in time during the life
cycle and different life cycle stages. Therefore this case study aims to perform a
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Component
Unit
Wind power plant, 
5MW, offshore, 
component 
manufacturing S
Wind power plant, 
2MW, offshore, 
fixed parts {GLO}| 
construction | 
Alloc Def, S
Wind power plant, 
2MW, offshore, 
moving parts 
{GLO}| 
construction | 
Alloc Def, S
Copper {RLA}| 
production, 
primary | Alloc 
Def, S
Steel, unalloyed 
{RER}| steel 
production, 
converter, 
unalloyed | Alloc 
Def, S
Diesel {Europe 
without 
Switzerland}| 
market for | Alloc 
Def, S
Electricity, 
medium voltage 
{DE}| market for | 
Alloc Def, S
Wind power plant, 5MW, 
offshore, component 
manufacturing S p 0 0 0 0 0 0 0
Wind power plant, 2MW, 
offshore, fixed parts {GLO}| 
construction | Alloc Def, S p 2.5 0 0 0 0 0 0
Wind power plant, 2MW, 
offshore, moving parts 
{GLO}| construction | Alloc 
Def, S p 2.5 0 0 0 0 0 0
Copper {RLA}| production, 
primary | Alloc Def, S kg 0 3900 1587.92 0 0 0 0
Steel, unalloyed {RER}| steel 
production, converter, 
unalloyed | Alloc Def, S kg 0 122000 26365.39 0 0 0 0
Diesel {Europe without 
Switzerland}| market for | 
Alloc Def, S kg 0 876.00 0 0 0 0 0
Electricity, medium voltage 
{DE}| market for | Alloc Def, 
S MJ 0 0 242681.44 0 0 0 0
Carbon dioxide, fossil kg 0 0 0 4.03E-01 1.06E+00 2.52E-02 1.16E-02
Figure 4.6: For each of the involved life cycle stages of the wind
energy example an individual technology and environmental matrix is
created. In this figure the individual technology matrix AComp with
the environmental vector for life cycle stage Component is presented.
Please note, a linear increase of wind energy based on turbine size
has been assumed. In this case two 2.5MW turbines from the original
SimaPro dataset have been used for the electricity production of a
5MW wind turbine. Here, the network structure as seen in Figure
4.5 for all flows involved in the Component Stage is translated and
shown in a table. The colours used in Figure 4.2 are kept, so orange
represents a Tier-2 process, turquoise a Tier-3 process and dark pink
is used for a Tier-4 process. This table has the same structure as every
process matrix downloaded from Ecoinvent with involved processes
arranged in columns and rows. As the environmental matrix only
consists of one emission and is therefore an environmental vector, it
is also included in this table and is shown in the last row.
spatio-temporal LCI to account for all inventories such as emissions emitted during
the entire life time of a wind turbine.
Figure 4.4 shows the life cycle of a wind turbine. Mining and refining processes
for the raw materials and the production of the turbine parts such as rotor, nacelle,
tower take place in the manufacturing stage. Transportation of the turbine parts
and other equipment needed for the construction stage uses mainly carbon-based
fuel types. During the Operation and Maintenance stage waste mineral oil and other
lubricants are used and spare parts as well as personnel have to be transported to
the site. The dismantling of the turbine and its transport to the disposal or recycling
site takes place in the decommissioning site.
4.3.2 Method Explained Using a Wind Turbine Example
To simplify the case study different assumptions have been made:For the calculation
in this Chapter a simplified 5 MW offshore wind turbine dataset was created based
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on an Ecoinvent dataset. The Ecoinvent dataset for offshore wind turbines is based
on offshore wind turbines used at the Middelgrunden Wind Park in Denmark, 2000-
2001[Weidema et al., 2013]. The original 5 MW Wind Turbine system dataset
was reduced to 14 processes on 4 Tiers in total. These 14 processes represent the
main activities along the turbine life cycle. The comprised dataset enables a faster
calculation to test the developed method (Figure 4.5). The functional unit is set
to “1 GWh electricity (high voltage)” produced in Great Britain. This amount
is taken from the original dataset in SimaPro. The different life cycle stages -
“Wind power plant, 5 MW, offshore, component” (production stage), “Installation
of offshore wind turbine”, “Operation and Maintenance of offshore wind (O&M)”
and “Decommissioning of offshore wind turbines” - represent the second Tier in the
system. The wind turbine activities is further subdivided into “Wind Power Plant, 2
MW, offshore, fixed parts” and “Wind Power Plant, 2 MW, offshore, moving parts”.
It was assumed that two and a half 2 MW offshore wind turbines would produce the
same electricity as one 5 MW wind turbine. Therefore, the original SimaPro dataset
for a 2 MW wind turbine was used two and a half times to create the 5 MW wind
turbine dataset adopted in this case study. In reality, this assumed linear behaviour
does not take place. In Tier-3, and “Copper production, primary”, “Steel, unalloyed,
steel production”, “Diesel” and “Electricity, medium voltage, market for” in Tier-4
are considered. The Installation stage includes the process “Transport, freight, sea,
transoceanic ship” in Tier-3. Operation and Maintenance conducts emissions from
“Transport, freight, sea, transoceanic ship”, “Transport Helicopter, processing” and
“Lubricating oil, market for” and the Decommissioning stage in Tier-2 is connected
to "Transport, freight, sea, transoceanic ship" in Tier-3. All the processes are used
to build a 14 × 14 technology matrix A (Tier-2: Component, Installation, O&M,
Decommissioning, Tier-3: fixed and moving parts, Transport by freight and helicopter
and Lubricating oil, Tier-4: Copper, Steel, Diesel and Electricity):
A =

0 0 0 0 0 0 0 0 0 0 0 0 0 0
2.935E-09 0 0 0 0 0 0 0 0 0 0 0 0 0
2.935E-09 0 0 0 0 0 0 0 0 0 0 0 0 0
2.935E-09 0 0 0 0 0 0 0 0 0 0 0 0 0
2.935E-09 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2.5 0 0 0 0 0 0 0 0 0 0 0 0
0 2.5 0 0 0 0 0 0 0 0 0 0 0 0
0 0 66266410 60128870 13906981 0 0 0 0 0 0 0 0 0
0 0 0 15123 0 0 0 0 0 0 0 0 0 0
0 0 0 360000 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 3900 1588 0 0 0 0 0 0 0
0 0 0 0 0 122000 26365 0 0 0 0 0 0 0
0 0 0 0 0 876 0 0 0 0 0 0 0 0
0 0 0 0 0 0 242681 0 0 0 0 0 0 0

(4.9)
The value of the matrix entries reflects the proportion of processes to the process
above and are taken from the Ecoinvent dataset for a 5MW offshore Wind Turbine.
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Installation
Unit
Installation of 
offshore wind 
turbines S
Transport, freight, 
sea, transoceanic 
ship {GLO}| 
processing | Alloc 
Def, S
Installation of offshore wind 
turbines S kg 0 0
Transport, freight, sea, 
transoceanic ship {GLO}| 
processing | Alloc Def, S tkm 66266410 0
Carbon dioxide, fossil kg 0 2.05E-04
Figure 4.7: For each of the involved life cycle stages of the wind
energy example an individual technology and environmental matrix
is created. The individual technology matrix AInst with the environ-
mental vector for life cycle stage Installation is presented. Here, the
network structure as seen in Figure 4.5 for all flows involved in the
Installation Stage is translated and shown in a table. The colours
used in Figure 4.2 are kept, so orange represents a Tier-2 process,
turquoise a Tier-3 process and dark pink is used for a Tier-4 process.
This table has the same structure as every process matrix downloaded
from Ecoinvent with involved processes arranged in columns and rows.
As the environmental matrix only consists of one emission and is
therefore an environmental vector, it is also included in this table and
is shown in the last row.
For each Tier-1 process (Component, Installation, O&M and Decommissioning)
separate matrices including their linked sub-processes are build and used for the
further calculation steps (as shown in Figure 4.3). Within this example four Individual
Technology Matrices have been built, one for the Component stage, one for the
Installation stage, one for the O&M stage and one for the Decommissioning stage
(see Figures 4.6-4.9).
Using these four matrices enables to distinguish the environmental impacts for
each life cycle stage rather than for the production of 1 GWh Electricity. Then
the Individual Environmental Matrices BI are built using CO2 as only emissions,
hence those matrices are Environmental Vectors. Those “matrices” include the same
processes as their associated AI -matrices and are shown in the last row in Figures
4.6-4.9. A temporal dimension is added to be able to use the ESPA method for
calculation. The chosen time steps are on a monthly basis. For the Component
stage (including Fixed and Moving parts, Copper, Steel, Electricity (medium voltage)
and Lubrication oil) 12 months are assumed, the Installation and Decommissioning
stages (both including Transport, Electricity (medium voltage) and Lubrication oil)
lasts one month [European Wind Energy Association, 2016]. The longest period is
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O&M
Unit
Operation and 
Maintenance of 
offshore wind 
turbines S
Transport, freight, 
sea, transoceanic 
ship {GLO}| 
processing | Alloc 
Def, S
Lubricating oil 
{GLO}| market for 
| Alloc Def, S
Operation and Maintenance 
of offshore wind turbines S p 0 0 0
Transport, freight, sea, 
transoceanic ship {GLO}| 
processing | Alloc Def, S tkm 60128870 0 0
Lubricating oil {GLO}| market 
for | Alloc Def, S kg 15123 0 0
Transport, helicopter {GLO}| 
processing | Alloc Def, S s 360000 0 0
Carbon dioxide, fossil kg 0 2.05E-04 5.77E-02
Figure 4.8: For each of the involved life cycle stages of the wind
energy example an individual technology and environmental matrix
is created. The individual technology matrix AOM with the environ-
mental vector for life cycle stage O&M is presented. In this figure
the individual technology matrix AOM with the environmental vector
for life cycle stage Operation & Maintenance is presented. Here, the
network structure as seen in Figure 4.5 for all flows involved in the
OM Stage is translated and shown in a table. The colours used in
Figure 4.2 are kept, so orange represents a Tier-2 process, turquoise
a Tier-3 process and dark pink is used for a Tier-4 process. This
table has the same structure as every process matrix downloaded
from Ecoinvent with involved processes arranged in columns and rows.
As the environmental matrix only consists of one emission and is
therefore an environmental vector, it is also included in this table and
is shown in the last row.
assumed for the O&M stage with 200 months, which gives a total of 210 months for
the entire life cycle. As explained in Section 3.2 ESPA uses temporal distributions.
The distributions of the sub-matrices used in this Chapter are presented in Figure
4.11-4.13. To create the temporal distributions of the Environmental vectors the
Lifetime of Atmospheric CO2 (see Equation (4.10)) was used. The environmental
distributions were calculated using the total lifespan of the Wind Turbine, then c
was multiplied with BI .
c = 0.217+ (0.259× e−tc/20748) + (0.338× e−tc/222.12) + (0.186× e−tc/14.232) (4.10)
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Decommissioning
Unit
Decommissioning 
of offshore wind 
turbines S
Transport, freight, 
sea, transoceanic 
ship {GLO}| 
processing | Alloc 
Def, S
Decommissioning of offshore 
wind turbines S s 0 0
Transport, freight, sea, 
transoceanic ship {GLO}| 
processing | Alloc Def, S tkm 13906981 0
Carbon dioxide, fossil kg 0 2.05E-04
Figure 4.9: For each of the involved life cycle stages of the wind
energy example an individual technology and environmental matrix is
created. The individual technology matrix ADec with the environmen-
tal vector for life cycle stage Decommissioning is presented. In this
figure the individual technology matrix ADec with the environmental
vector for life cycle stage Component is presented. Here, the network
structure as seen in Figure 4.5 for all flows involved in the Decom-
missioning Stage is translated and shown in a table. The colours
used in Figure 4.2 are kept, so orange represents a Tier-2 process,
turquoise a Tier-3 process and dark pink is used for a Tier-4 process.
This table has the same structure as every process matrix downloaded
from Ecoinvent with involved processes arranged in columns and rows.
As the environmental matrix only consists of one emission and is
therefore an environmental vector, it is also included in this table and
is shown in the last row.
Then Equation (4.7) changes to:
gY,l,t,I = BI × c ∗ (I +AY,l,I +AY,l,I ∗ AY,l,I +AY,l,I ∗ AY,l,I ∗ AY,l,I + . . . ) ∗ fI
(4.11)
= BI × c ∗ (AY,l,I ∗ f +AY,l,I ∗ AY,l,I ∗ f +AY,l,I ∗ AY,l,I ∗ AY,l,I ∗ fI + . . . ).
Figure 4.10 shows all processes with their locations. The locations try to be
as precise as possible for the processes and life cycle stages, but also dependent
on the availability of the regional datasets in Ecoinvent. For the steel production
Russia, Turkey, Ukraine and Italy have been chosen as they belong to the biggest
steel producers in Europe. Germany, the second biggest steel producer, has been
ignored for the locations considered in the steel production. This assumption was
made as Germany is already included in the calculation through the electricity
dataset. Using the location of Germany in both activities, the steel production and
the electricity, would lead to the accumulation of inventories of both activities and a
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Figure 4.10: Locations of life cycle Stages Component (orange,
green, blue), Installation, O&M and Decommissioning (grey) for 1
GWh Electricity produced by a 5 MW offshore Wind Turbine
clear allocation of inventories would not have been possible. Hence, each country
in the Emissions maps is only used for one specific activity. For copper production
in Latin America Chile, Peru, Brazil and Bolivia have been selected due to copper
production numbers. Due to the amounts of each material, here steel and copper,
used for the production of a wind turbine and all of its components as well as the
proportion of parameters within the SimaPro dataset the following assumption was
made regarding the allocation of emissions: 75% of the emissions of the Component
stage have been allocated to steel, 15% to the copper production and 10% to the
electricity. The Wind Turbine will be installed in the UK waters, decommissioning
including disposal and recycling of materials will take place in the UK as well. For
the calculations of the emissions in the Component stage, the Top 5 producers of
each datasets for copper and steel were taken. The overall emissions per life cycle
stage are apportioned among those countries according to their production volume.
For this case study the focus is on fossil Carbon dioxide (in kg/1 GWh Electricity).
Despite the rather global impact of CO2 it has been chosen as the environmental
inventory. This decision was made as CO2 is one of the most studied GHG emissions
and it was possible to add the Lifetime of Atmospheric CO2 to get a more realistic
view of the behaviour of emissions. Other inventories such as water would be more
important for a spatial calculation looking at the regional scale, because water has a
greater spatial influence on the surrounding area than CO2.
4.3. Wind Turbine Case Study 97
0
50
100
150
200
250
300
350
1 2 3 4 5 6 7 8 9 10 11 12
C
O
2
-E
m
is
si
o
n
s 
in
 k
g 
Time in Months 
fixed Parts moving Parts Copper Steel Diesel Electricity
Figure 4.11: Monthly time steps for Component manufacturing of a
5 MW Wind Turbine. Fixed parts, moving parts, copper, steel, diesel
and electricity are used during the Component stage.
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Figure 4.12: Monthly time steps for the two life cycle stages Instal-
lation and Decommissioning. As both, Installation and Decommis-
sioning only include transportation as inventory flow, both stages are
shown in this Figure.
98 Chapter 4. Regional Spatio-temporal LCI
0
10
20
30
40
50
60
70
80
90
100
110
1
4
1
9
2
4
2
9
3
4
3
9
4
4
4
9
5
4
5
9
6
4
6
9
7
4
7
9
8
4
8
9
9
4
9
9
1
0
4
1
0
9
1
1
4
1
1
9
1
2
4
1
2
9
1
3
4
1
3
9
1
4
4
1
4
9
1
5
4
1
5
9
1
6
4
1
6
9
1
7
4
1
7
9
1
8
4
1
8
9
1
9
4
1
9
9
2
0
4
2
0
9
C
O
2
-E
m
is
si
o
n
s 
in
 k
g 
Time in Months 
O&M Transport Freight Lubcricating Oil Transport Helicopter
Figure 4.13: Monthly time steps for the life cycle stage Operation
and Maintenance. This stage includes inventory flows of transport
freight, lubricating oil and transport helicopter. It was assumed that
O&M takes place every 5-6 months using the transport freight to get
to the turbine. At time t = 154 and t = 199 an unexpected repair
occurred.
4.3.3 Results
This case study looks at the CO2 emissions emitted throughout the life cycle of a 5
MW offshore wind turbine and the spatio-temporal inventories for each of the included
life cycle stages. As the life cycle includes four life cycle stages, here Component,
Installation, Operation & Maintenance and Decommissioning, four individual process
matrices AInst−ADec are built. The matrix entries for each of these process matrices,
including the environmental vectors BInst − BDec and the involved processes (top
column and first row) are shown in Figures 4.6-4.9. For each of these matrices a
separate spatio-temporal LCI has been calculated and the results are shown within
this section.
The progression of the individual LCI vectors over time is shown in Figure 4.14a.
This Figure shows the results for each life cycle stage after the ESPA calculation. As
described before, there is no further calculation for the spatial part, however, the
spatial information is added through the processes within the wind turbine dataset.
For the Component stage, the emissions are 0 for the first 17 months, then the
emissions increase to 8.10 × 104 kg CO2/GWh in time step 18. It then rises to
4.0 × 105 kg/GWh for the months 19 − 50, before decreasing back to 8.10 × 104
4.3. Wind Turbine Case Study 99
kg CO2/GWh in time step 51 and back to 0 for the following months. Almost the
same progression can be seen for the Installation stage. For this stage emissions of
1.4× 104 kg CO2/GWh are emitted during the months 13− 42. The O&M stage is
the longest life cycle stage. The CO2 emissions are 0 until month 19 and are released
until month 238. During that time they can reach up to 4.4 × 104 kg CO2/GWh.
This amount of emissions is released during month 39− 218. The “stepwise” increase
of g in the Operation and Maintenance stage as shown in Figure 4.14a is created by
the peak of emissions in one time step and the fact, that the peak for time step 2
starts before the peak for time step 1 reached 0 kg CO2/GWh and overlapping lines
are not shown. The progression of the Decommissioning stage has a similar shape as
the Installation shape. The emitted CO2 emissions reach 2.9× 103 kg CO2/GWh at
time step 210 and stay constant until time step 239.
These results are then combined with the Lifetime of Atmospheric CO2. The
accumulated CO2 emissions for all four life cycle stages are presented in Figure 4.14b.
The progression for the Lifetime of Atmospheric CO2 is a decreasing exponential
function. This progression can also be seen in this Figure. In the sub-figure for the
Component stage, the accumulated emissions reach their maximum value of 3.3× 105
kg CO2/GWh at time step 21. The exponential decrease continues until month 441
when the emitted CO2 emissions reach 0. A very similar progression is shown in the
Installation stage. At time step 13 the maximum amount of released CO2 kg/GWh
with 1.2× 104 kg CO2/GWh is reached. The emissions slowly decrease and reach 0
in month 431. For the O&M stage the emissions start to increase in month 19 and
reach their highest amount of 1.3×105 kg CO2/GWh in month 214. The progression
in the first half of the graph is caused due to the progression of the graph in Figure
4.14a. The accumulated CO2 emissions of the Decommissioning stage reach their
highest value of 2.5× 103 kg CO2/GWh at time step 210. The slow decrease starts
immediately after this time step. Both graphs will reach zero emissions at time step
627.
Figures 4.15 -4.18 show the results for CO2 emissions that were obtained for all
life cycle stages of the production of a 5 MW offshore wind turbine over time. These
maps are created by using the LCI vector g for each life cycle stage and the country
information given for each process. The height of emissions were translated into a
colour bar and countries emitting CO2 emissions are colour coded accordingly. For
the Component and O&M stage a time series of maps are shown. The Component
stage is the stage where most of the emissions are produced. Therefore the maps
show a range of different emissions emitted during the 12 months period of the
Component stage. The O&M stage is the longest stage within a Wind Turbine life
cycle. To catch the emissions during such a long time period, four figures show the
progression of emissions in that stage. The Component stage and the accumulated
CO2 emissions within this stage are represented in Figures 4.15. The first Figure
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(a) The progression of the LCI vector g for every life cycle stage is presented. Here, the amount
of emissions emitted during a Manufacturing, Installation, O&M and Decommissioning is
shown. For this figure the LCI vector g was calculated using the technology matrices and
environmental vectors for CO2 for every life cycle stage. The time and length of emitted
emissions is shown.
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(b) This Figure is similar to Figure 4.14a, but in addition the environmental matrix/vector
B was multiplied with the Atmospheric Lifetime of CO2 (see Equation 4.10). Hence, the
accumulated CO2 emissions emitted of every life cycle Stage over time are shown.
Figure 4.14: This figure shows the progression of the LCI vector g
and the accumulated CO2 in kg/GWh emitted over time during the
four life cycle stages.
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shows the emissions for the mining stage of copper and steel and the electricity and
diesel use in Germany according to the calculated CO2 emissions in kg/MJ electricity
produced for time step 19. The emissions slightly increase from time step 19 to
20 and 21 before reaching the highest emissions during time step 22 − 37. After
reaching the highest emissions, they slowly decrease following the emissions height of
their increase. This life cycle stage has the highest emissions within the life cycle
of a Wind Turbine. The emitted CO2 Emissions during the Installation stage are
presented in Figure 4.16, which are much lower than the emissions of the previous
stage. As mentioned above, the Installation stage has the highest value at time step
13. Between this time step and time step 42 CO2 emissions are emitted before the
emissions decrease back to 0. Slightly higher are the emissions during the O&M stage
as shown in Figures 4.17. These Figures show the emissions during their increase
and decrease after reaching the highest emissions. The highest CO2 emissions of
2.28× 105 kg CO2/GWh are reached at time step 209. Considering the temporal
length of this stage in comparison with other stages, the emissions used in this
stage are expected to be higher than in shorter life cycle stages such as Installation
and Decommissioning. The last map in Figure 4.18 illustrates the emissions of the
Decommissioning stage with the lowest emissions across the life cycle stages. The
maximum emissions reached in this stage are 2.5× 103 kg CO2/GWh. The energy
production of the wind turbine itself is not considered in the presented maps.
4.4 Discussion
The idea for this method is to not only perform LCA, but to also create emission
maps according to life cycle stages and locations to show the spatial occurrence of
activities. The method was tested by applying it to a simplified offshore 5 MW Wind
Turbine dataset for an explanatory case study.
Changes in the dataset for example through updated Ecoinvent data influence
the shape of the graph as shown in Figure 4.14a and 4.14b. The more drastic changes
occur by altering the temporal distributions, which influence the spatio-temporal
resolution of the performed example.
As in Chapter 3, the temporal LCI calculations are performed by implementing
ESPA. The results are then plotted according to their product stage and considering
their temporal appearance. Using an explanatory case study and creating a simplified
dataset involves making assumptions regarding process flows and about the amount
of details included in the system: The 5 MW offshore Wind Turbine dataset available
in SimaPro was used as a basis to create the simplified version. It was planned
to include the main contributors, such as mining, transport, electricity, within a
wind turbine life cycle to emissions, Rare Earth process flows have been excluded as
SimaPro does not offer the correct Rare earth metals datasets. Another assumption
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was made considering the Top 5 producers of a material dataset rather than extracting
the information out of a market dataset in SimaPro. As the simplified dataset has
only a couple of processes, that do not interact a lot with each other or loop, the
convolution creates 0 entries in the matrix (see matrix shown in Matrix (4.9), and
Network in Figure 4.5), resulting in only a few entries representing released emissions.
With more interaction among processes the temporal convolution performed in ESPA
would calculate results  0. So emissions for more time steps occur and could be
shown in the maps and a wider range of emissions can be calculated.
A way to avoid this is using approximated values in an explanatory example
rather than trying to have realistic values in a small dataset, especially when the
example is only used to show the benefits of the method. Furthermore, datasets in
SimaPro or other LCI databases do not include temporal or spatial information in
the way it would be applicable for the method. Hence, further assumptions about
timing of emissions for each included process have to be made manually and being
imported into the calculation. To fully automate this method datasets have to include
temporal information about when and how much emissions are released by processes
within the system.
Using the same algorithm, the method can be scaled up to include a higher
number of processes or an original dataset from Ecoinvent and therefore, a higher
resolution of processes. With more available data on the temporal distributions of
processes the algorithm can be linked to define tempo-spatial processes or activities
(see Figure 4.19): A dataset from a LCI database including its spatial information
and a static value, that it is given in the process or environmental matrix, then
temporal distributions of any shape can be added. However, the overall value of
each of the distributions stays unchanged to the extracted value from the database.
Having temporal information, e.g. in form of temporal distribution, implemented into
LCI databases would further simplify the application of the method as information
required for the dynamic LCI calculation could be derived at once and less assumptions
regarding temporal behaviour have to be made.
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Figure 4.16: CO2-Emissions (in kg/GWh Electricity) produced
during the Installation stage of a 5 MW offshore Wind Turbine for
time steps = 13-42.
The chosen inventory, here CO2 emissions, do not demonstrate the full potential
of the developed method. CO2 is a global acting GHG emission and therefore not
entirely suitable for the calculations of regional emissions. Hence, the quality of
results is limited by the choice of the chosen emission. Choosing a more regional
acting inventory such as water use or metal depletion in soil would have been a better
example to show the main idea behind this spatio-temporal LCI method.
Spatial information as applied in this method and also in the method in Chapter
3 is more useful for decision makers and for carbon accounting than for environmental
impacts. On a regional scale decision making often deals with environmental degrada-
tion and conservation. The outcome of those decisions “affect the well-being of people,
alter the look of the land, and set up new geographic patterns that affect the next set
of location decisions that people make”[Wilbanks et al., 1997]. Spatial information in
maps can help decision makers with providing information and analysis of issues such
as hazard risks, management of urban systems, resources and more [Wilbanks et al.,
1997]. Knowing how different scenarios such as environmental impact caused by how
choosing one location over another for e.g. a wind turbine will affect the surrounding
area is an important fact to know before making decisions. The developed method
can not only provide this information, but due to its spatio-temporal nature it can
also say how the area will be affected over time. Therefore, it can be an important
and effective tool for decision makers to answer a range of different questions.
4.4. Discussion 105
(a
)
C
O
2-
Em
iss
io
ns
at
tim
e
st
ep
s
=
50
-5
5,
61
-6
9,
51
9-
53
9
(b
)
C
O
2-
Em
iss
io
ns
at
tim
e
st
ep
s
=
10
0-
10
7,
11
2-
11
9.
44
9-
46
8
(c
)
C
O
2-
Em
iss
io
ns
at
tim
e
st
ep
s
=
15
0-
15
3,
16
0-
30
7
(d
)
C
O
2-
Em
iss
io
ns
at
tim
e
st
ep
s
=
60
9-
61
8
F
ig
ur
e
4.
17
:
C
O
2-
Em
iss
io
ns
(in
kg
/G
W
h
El
ec
tr
ic
ity
)
pr
od
uc
ed
du
rin
g
th
e
O
&
M
of
a
5
M
W
off
sh
or
e
W
in
d
Tu
rb
in
e
106 Chapter 4. Regional Spatio-temporal LCI
Figure 4.18: CO2-Emissions (in kg/GWh Electricity) produced
during the Decommissioning stage of a 5 MW offshore Wind Turbine
for time steps = 212-240.
Furthermore the algorithm can be used for the method developed in Chapter
3. The regional spatio-temporal approach developed within this chapter works
on a different level than the method in the previous chapter, it is a bigger scale
methodology that can include the local spatio-temporal LCI calculations as concluded
in Chapter 3.
4.5 Conclusion
Chapter 4 introduced a spatio-temporal LCI calculation method. The aim is to take
a step back from the very localised spatial calculations performed in the previous
Chapter and include global emissions into the LCI stage. A simplified dataset for
the production of 1 MJ Electricity by a 5 MW offshore Wind Turbine was used for a
case study, the flows were translated into a matrix and ESPA was applied for each
of the different life cycle stages Component, Installation, Operation & Maintenance
and Decommissioning. The method highlights how global production is nowadays
and how many different countries are included in the production of one product such
as a wind turbine. It also shows how long emissions that are released during one life
cycle stage are left in the area. This information can be used to make production
more sustainable e.g. by finding ways to reduce emissions. Two ideas for further
research have been recognized:
First, the method can be combined with the tempo-spatial method developed in
Chapter 3, thereby including not only the global impacts, but also the very local
ones. Hence, a comprehensive analysis of released emissions and impacts can be
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Dataset{Location} 
Value 
x 
Temporal Distribution = x 
Figure 4.19: Shows the approach how temporal distribution in
ESPA are combined with spatial data from LCI databases within this
chapter. Within Ecoinvent the dataset is valid for a specific location
and each dataset consists of one static value of emissions or impacts,
here shown as x. When adding the temporal distribution it is assumed
that the x does not change and the distributions sum up to x.
performed. Local and global environmental burdens can be determined and location
choices not only for the O&M stage, but also other stages, can be made.
Second, with applying the method in the LCIA as well as in the LCI stage offers
the possibility to include midpoint and endpoint impacts. Then maps focussing on
different impacts over time and for all life cycle stages can be produced.
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Mathematical Optimisation of Dynamic LCI
5.1 Combining LCA and Optimisation - an overview of
existing methods
5.1.1 Static Approaches in LCA and Optimisation
In the last few years, optimisation processes in LCA have gained importance and
are used in different industries [Azapagic, 1999, Azapagic and Clift, 1999, 1995,
You et al., 2012, Yue et al., 2016]. Several studies using social, economic and
environmental aspects were performed by Azapagic [1999], Azapagic and Clift [1999,
1995]. According to these studies, combining LCA with linear programming (LP)
is “a powerful tool for analysing and managing environmental aspects” [Azapagic
and Clift, 1995]. LP can be used through all stages of a LCA study. Due to the
linear relationships of activities and environmental burdens of LCA systems, linear
programming represents the “appropriate tool” to apply [Azapagic and Clift, 1995].
LP can be used to perform allocation in the LCI and LCIA stage and to identify
the environmental optimum of a system. Allocated burdens are then aggregated to
determine the environmental impacts, which are summarised in a single environmental
function in the LP model. Changes in the state of the system such as environmental
burdens can be highlighted through LP modelling [Azapagic and Clift, 1995]. The
interplay between different LCA stages and LP modelling are shown in Figure 5.1. LP
can also be used to detect opportunities to improve the environmental performance
of a product or process [Azapagic and Clift, 1998].
In this case multi-objective optimisation would be used as environmental, social
and economic issues can be calculated at once using multi-objective optimisation
(MOO). Using MOO in LCA offers the advantage of calculating not only a set
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Figure 5.1: Interactions between Linear Programming and Life
Cycle Assessment. LP can be used to solve the issue of allocation of
environmental burdens in LCA. Furthermore, LP can include social
and economic aspects, therefore, answers for local and global system
improvements can be found [Azapagic and Clift, 1995]. Further
relations between LP and LCA are shown in this Figure.
of alternative options but also quantifying the connection between environmental
improvements and costs [Azapagic and Clift, 1995, 1998]. The presented alternative
solutions calculated within a MOO are optima, but the best one to choose depends
on the preferences of the end-user and constraints [Azapagic and Clift, 1999]. The
calculated optimum solutions for the determined constraints are represented in the
multi-dimensional non-inferior or Pareto surface (see Figure 5.2). Systems optimised
on two or more objectives simultaneously shown at the Pareto surface might not give
the same result as when optimised separately, but on the Pareto surface the best
possible options respecting the constraints have been identified [Azapagic, 1999].
You et al. [2012] used optimisation for the process of cellulosic ethanol supply
chains depending on social, economic and environmental aspects. For the optimisa-
tion problem they use a multi-objective mixed-integer linear programming model
including supply seasonality or geographical diversity, biomass degradation feedstock
density, diverse conversion pathways and by-products, infrastructure compatibility,
demand distribution, regional economy and government incentives. Furthermore, the
model predicts aspects such as optimal network design, facility location, technology
selection, capital investment, production operations, inventory control, and logistics
management decisions [You et al., 2012]:
• Objectives:
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Figure 5.2: Pareto curve calculated in MOO. “The Pareto surface
[...] is optimal in the sense that none of the objective functions can
be improved without worsening the value of some other objective
function” [Azapagic, 1999].
– Economic objective: minimise project costs including investment, produc-
tion, transportation and import costs borne by the biofuel manufacturer;
and
– Environmental objective: minimise the full life cycle GHG emissions
resulting from all supply chain processes including emissions from both
process and IO systems;
• Decisions:
– “Biomass acquisition rate of each type of biomass feedstock from biomass
cultivation site and foreign suppliers;
– Selection of locations and capacity levels for biorefineries;
– Production rate of bioethanol and consumption rate of biomass at biore-
fineries;
– Selection of transport modes and shipping routes for biomass and bioethanol;
and
– Transportation flows of biomass feedstock and biothenaol between all
facilities.” [You et al., 2012].
The optimisation study is defined as ISa-PCY, as its
• Intangible: complicated relations between supply chain, production and pro-
duction demand;
• Single: study covers a single production period;
• Macro: national scale used within the project;
• Prospective: construction and operation of refinery will take place in the future;
and
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Figure 5.3: Life Cycle Optimisation Framework. This framework
establishes a link between the economic and environmental perfor-
mance of a system from ‘cradle to grave’ by combining MOO with
LCA. [Tyler, 2014].
• Physical: the location and quantities of the project are defined.
Azapagic and Clift [1995], Azapagic [1999] propose an approach to link the
economic and environmental performance from cradle to grave with MOO. The
developed framework includes four distinctive steps (see Figure 5.3 for more detail):
• Completion of LCA study;
• Optimisation problems stated in the context of LCA;
• MOO on environmental or economic criteria;
• Multi-criteria decision making.
LCA can be performed using LCA software and databases (see Chapter 2). The
outputs of the LCIA stage serve as inputs to the optimisation model. The stated
optimisation problems in Step 3 (see Figure 5.3) of the framework include economic
and environmental objectives, the later ones are represented by environmental burdens
or impacts. This transforms a single objective optimisation into a MOO. Hence, the
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“system is optimised [...] in economic and environmental performance” at the same
time [Tyler, 2014].
Yue et al. [2016] introduce a comprehensive methodology using MOO and hybrid
LCA, as process-based LCA causes system boundary truncation and LCA results as
well as the environmental impacts are underestimated. The advantage of this method
is the incorporation of the quantified environmental impacts into the decision making
process. The method is applied to a bioethanol supply chain example and results
show that in comparison with a processed-based LCO “a considerable amount of
indirect GHG emissions” are detected [Yue et al., 2016].
The work carried out by Hanes and Bakshi [2015a,b] can be seen as pioneer work
when it comes to the inclusion of LCI and MOO. They developed a “Process-to-
Planet (P2P)” modelling framework using hybrid LCA, environmentally extended
input-output analysis, paired with sustainable process design problems from an LCA
perspective to model systems at multiple spatial scales [Hanes and Bakshi, 2015a,
Yue et al., 2016]. This novel framework consists of integrated matrix formulation
that contain the equipment, value chain and economy scale. At the equipment
scale “fundamental models of individual processes and unit operations” [Hanes and
Bakshi, 2015a] are included, linear and empirical models using average life cycle
processes are applied within the value chain scale and the economic scale incorporates
input-output models of the regional, national and global economic system. Therefore,
it includes scales that are ignored either by the sustainable engineering design or the
LCA approach to present a comprehensive and detailed framework. The life cycle
stages production, use and end-of-life are encompassed as well. Optimisation of the
entire system or life cycle processes can be performed using the P2P framework by
including alternative product design etc. at the value chain scale [Hanes and Bakshi,
2015a]. According to Hanes and Bakshi [2015b] a better optimisation result can
be achieved by not only applying sophisticated optimisation methods, but also by
setting the system boundaries and objective function properly. They performed a
case study about the optimisation of a corn ethanol plant design using two objective
functions. First, for a conventional optimisation approach the objective functions
includes CO2 emissions from the value chain and equipment scales. Second, the
objective function for the P2P optimisation model uses CO2 emissions from the value
chain and equipment scales, but additionally also from the economy scale. Results
showed that there are different types of trade-offs between the two optimisation
approaches. The total system-wide emissions calculated are 17% lower for the P2P
optimisation approach than the standard approach.
5.1.2 Dynamic Approaches in LCA and Optimisation
There are only a few concepts of using optimisation with temporal LCA [Björk and
Rasmuson, 2002, Hausl et al., 2012, Hui-Bing Xie and Wang, 2018]. Each of these
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studies use a different optimisation approach for a dynamic consideration: Björk
and Rasmuson [2002] proposed an environmental optimisation method. Due to the
dependency of chosen process parameters such as residence time and temperature
the study is temporal. The used data is given as cumulative formation rates of
environmental impacts. Those are expressed as ecopoints. For the environmental and
economic optimisation three models are used: the ecoscarcity method, a weighted
environmental theme method and the EPS model developed by Volvo [Lindfors et al.,
1995, Björk and Rasmuson, 2002]. Hausl et al. [2012] propose a spatio-temporal opti-
misation approach based on mixed-integer programming model with semi-continuous
variables. The model handles information geographically disaggregated data on a
raster basis and different spatial scales. The proposed model optimised the expansion
and operation of an local energy system within one year. The used constraints
are the specific costs and other values for certain boundaries such as GHG upper
boundaries. A multi-objective optimisation approach is suggested by Hui-Bing Xie
and Wang [2018]. This method is based on LCA, Life Cycle Costing and Reliability
calculations. The temporal aspect is handled through initial time and the time
interval of preventive maintenance. The aim is to optimise on safety aspects and cost
and environmental impacts are taken into account. The objectives are to minimise
the cumulative failure probability, life cycle environmental impacts and life cycle
costs.
All of the optimisation models introduced above deal with the optimisation
within a specific application i.e. bridge reliability or energy systems and combine
a temporal or spatio-temporal LCA approach with optimisation. The proposed
method in this chapter uses the temporal LCI approach introduced in the ESPA
method and the optimisation itself focuses on the minimisation of LCI emissions or
their impacts (as different different objectives: minimal cumulative or minimal peak
outputs), by optimising over the final demand vector f . As a result, the proposed
method here helps answer the question of how dynamic information impact the LCI
method, while the other studies deal more with how can a dynamic consideration
within optimisation help to improve products and services such as the frequency
of maintenance works. Knowing more about how the LCA methodology reacts to
dynamic information or a dynamic optimisation approach can help LCA developers
to establish a DLCA method. However, the approach taken here is not applicable
to the get answers to real life questions as considered in the studies introduced
above. To my best knowledge none of the published work uses optimisation and
LCA in the way I propose within this chapter. Hence, a comparison of methods and
their limitations cannot be offered here and should be subject of further research.
Nevertheless, one may point out that for companies, policy and decision makers a
MOO approach is more helpful. With this method environmental aspects as well as
economic aspects can be considered and optimised at the same time. As the economic
5.2. Mathematical optimisation and linear programming 115
aspects play still a greater role in industry and policy than environmental aspects,
the economic side should be considered in an optimisations study. At the same time
the more theoretical approach here shows what a dynamic or in this case temporal
consideration does to the matrix based calculation itself and tries to answer questions
like if and how emissions can be spread over time. Table 5.1 summarises the other
dynamic optimisation methods discussed within this section. It can be concluded
that the more theoretical optimisation approach within this chapter helps to further
develop a DLCA framework which with further research and extensions to data bases
with respect to temporal and spatial data, necessary for realistic optimisation results,
may find significance in industrial and policy applications.
5.2 Mathematical optimisation and linear programming:
general concepts
Mathematical optimisation tries to answer the questions “What is best?” for prob-
lems, where the qualitative results can be stated as a numerical value. Problems like
that can be found alongside different disciplines such as business, physical, chemi-
cal and biological sciences, engineering, architecture, economics, and management
[Arsham, 1994-2015]. A linear programming problem (LP) can be defined as “the
problem of maximising or minimising a linear function subject to linear constraints”
[Ferguson, 2006]. Constraints (see Table 5.2) for LP can be either equalities or
inequalities, however, the defining characteristic is that objectives/constraints are
linear combinations of the decision variables. Therefore many problems need to be
linearly approximated in order to satisfy requirements for LP. The constraints and
the objective can be stated as a “series of linear expression in the decision variables”
[Dowsland, 2014]. In an optimisation problem with n variables, the constraints specify
a set of hyper-planes in n-dimensional space (see Table 5.2). The feasible region
defines all feasible solutions to the optimisation problem within the set boundaries.
Formulae (5.1) shows the form of a LP problem [Dowsland, 2014]:
max or min
n∑
i=1
cixi
such that
n∑
i=1
a1,ixi ∼ b1
...
n∑
i=1
am,ixi ∼ bm
where ∼ is one of ≥,= or ≤
(5.1)
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Table 5.2: Main elements in LP model [Chinneck, 2001]
Variables
- Also decision variables
- Unknown at start of problem
- Things to be adjusted or controlled
- Aim to find best values for the variables considering the
objective function
Objective
Function
- Function to express goal of LP model
- Needs to be maximised or minimised
Constraints - Combined with limits to show limitations of the solution
Variable
Bounds - Variables are permitted to take on any value
Here, (x1, . . . , xn)T represents the vector of the to decision variables, (c1, . . . , cn)
and (b1, . . . , bm)T are vectors of known coefficients, and where the aj,i describe
coefficients multiplied with the decision variables xi in constraint j for m constraints.
Most importantly in an LP model, the feasible region has to be a convex space
and the objective functions needs to be a convex function. In this case a solution
to the problem can be found at an extreme point of the feasible region as long
as the variables are real and non-negative. The standard form for a LP problem
uses the objectives expressed as maximisation problem, all constraints except the
non-negativity constraints, are written as equalities, the values b1, ..., bm and the
decision variables are non-negative (x1, . . . , xn) [Dowsland, 2014]:
1. In a minimising problem, the signs for the objective coefficients c1, ..., cn are
changed;
2. Not-constraint variables, that are non-negative, are indicated as the difference
between the two non-negative variables;
3. Negative constraints on the right-hand side are multiplied with −1;
4. Inequalities are converted into equalities by introducing a new variable (slack
variable) on the left-hand side. In case of a “less than or equal” relation the
slack variable is added, otherwise, in case of a “greater than or equal” relation,
it is subtracted.
max cX
s.t. AX = b or AX ≥ b
X ≥ 0
where c = (c1, . . . , cn), b = (b1, . . . , bm)T , X = (x1, . . . , xn)T and A = aj,i)m×x
(5.2)
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5.3 Optimisation of dynamic LCI
In the previous Chapters 1, 3 and 4 the consideration of temporal and spatial data
into the static LCA approach has been discussed and the methods have been applied
to examples from agriculture and energy engineering. By using a dynamic LCA
approach, more details about spatial variation and occurrence as well as temporal
distributions of different life cycle stages or even single processes can be determined.
This additional information provides more details on the studied system, but at
the same time it also allows to ask new and different questions. One of these
questions could be the use of dynamic, temporal as well as spatial, optimisation
to determine the optimal starting time or best position for processes. An example
for an optimisation in dynamic LCA is the minimisation of impacts and emissions
from processes occurring over time, that is to determine the optimal starting and
end times depending on seasonal changes, day and night regimes, etc. According to
Heijungs and Suh [2002], the final demand vector consists of the reference flow of the
system (for example a reference flow could be 100 l of diesel produced) and shows
the economic flows depending on the economic flows and processes in the technology
matrix A. This vector represents the production output of the total processes. In
this scenario vector the only non-zero vector entry represents the reference flow of
the system. Therefore, in static LCA studies the final demand vector f is fixed
and does not allow for changes enabling optimised LCI. Using the ESPA approach,
the demand vector expands over time, which gives us the opportunity to run an
optimisation model.
In the context of optimisation there are many different questions that can be
answered using optimisation. Furthermore, the word “optimal” can mean different
things depending on the stated optimisation problem, e.g. overall released outputs,
minimum peak outputs (both are considered within this Chapter), but also maximum
production with regards to fixed emissions or over constrained emissions. The
definition of “optimal” is intrinsically tied to the objective functions considered in
the optimisation problem. Here, an optimisation problem to identify time steps for
the optimum release of greenhouse gas emissions and other emissions within the
study system is presented.
Within this section the limitations of the ESPA method regarding temporal
optimisation are evaluated. At the same time this Chapter shows how optimisation
can be applied with a DLCA approach. At the end of the Chapter an overview about
possible options for the spatial optimisation in LCA are given, but no calculations
within this Section are performed. The focus on the optimisation was laid on ESPA,
because it is the main temporal method used within this Thesis.
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Aims
• Present ways how to combine LCA and optimisation
• Determine limitations of the ESPA method using an optimisation ap-
proach
• Develop (theoretical) ideas for spatial optimisation in LCA
5.3.1 Limitations to Optimisation of Dynamical LCI based on the
ESPA model
Lemma 1 (The cumulative output for every time-dependent inventory entry based
on ESPA is always minimal.). For every final demand vector time series f , ‖gk‖1 =∥∥∥∥[B ∗ (I −A)−∗ ∗ f]
k
∥∥∥∥
1
is minimal, where gk, k = 1, . . . , p represents the k-th in-
ventory entry time-series1.
Proof. Let (for n = 1, . . . , N),
• A[n] ∈ Rq×q be the technology matrix;
• B[n] ∈ Rp×q be the environment matrix;
• f [n] ∈ Rq be the final demand vector; and
• g[n] ∈ Rp be the LCI vector.
Here, an optimisation problem to identify time steps for the optimum release of
greenhouse gas emissions and other emissions within the study system is presented.
Without loss of generality it may be assumed that ‖fj‖1 = 1 for some j ∈ J ⊂
{1, . . . , q} and ‖fj‖ = 0 for j /∈ J , that means that it may be considered any time-
dependent final demand vector that corresponds to one “unit” of the j-th process
flow distributed over time within the life cycle. As seen in Chapter 3 Section 3.2.2:
g =
[
B ∗ (I −A)−∗
]
∗ f (5.3)
=
[
B ∗ (I ∗A+A ∗A+ . . . )
]
∗ f
= B ∗ f +B ∗A ∗ f +B ∗A ∗A ∗ f + . . .
1Here the One-Norm is defined as ‖x‖1 =
∑∞
k=−∞ ‖xk‖.
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where the convolution, the shifting of (matrix or vector valued) functions C and D
over another, is defined as
(C ∗D)[n] =
∞∑
m=−∞
C[m]D[n−m] (5.4)
=
∞∑
m=−∞
C[n−m]D[m]
Here B, (A − I) and f represent non-negative time-series matrices and vectors.
Moreover, it is natural to assume that the time-series entries are non-zero for a
bounded time interval only. That is, there exist K1,K2 ∈ N (positive integers) and
C[n] = D[n] = 0 for all n < −K1 and n > K2, and moreover
(C ∗D)[n] =
K2∑
m=−K1
C[m]D[n−m] (5.5)
for all integers n with n ≥ −2K1 n ≤ 2K2
and
(C ∗D)[n] = 0 for n < −2K1 or n > 2K2
where C and D being any convolution of B,A and f (or convolutions thereof).
First, let uk,j [n] is the sum of B and the convolutions of B and A, because B
and A are unchanging with respect to the process and environmental flows and the
corresponding temporal distributions chosen for an ESPA as part of the life cycle
analysis, all uk,j , k = 1, . . . , p and j = 1, . . . , q, are fixed time-distributions. Then,
the convolutions of A ∗B and are convoluted with final demand vector f to give
uk,j [t] =
Bk,j [n− t] + q∑
e=1
K2∑
s=−K1
Bk,e[n− t]Ae,j [n− t− s] (5.6)
+
q∑
e=1
K2∑
s=−K1
Bl,e[n− t]
q∑
l=1
K2∑
r=−K1
Ae,l[n− t− s]Al,j [n− t− s− r] + . . .

j
and so
gk[n] =
 q∑
j=1
K2∑
t=−K1
uk,j [n− t]× fj [t]

k=1,...,p
. (5.7)
Then, taking the one-norm of gk, gives
‖gk‖1 =
K2∑
n=−K1
g[n] =
∑
n
∑
j
∑
t
uj [n− t]fj [t] (5.8)
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In view of ‖fj‖1 = 1 for j ∈ J , I consider the value of ‖gk‖1 for f of increasing length
of support, that is an inductively increasing number of non-zero elements. First let
fj [t] =
1, if t = t
∗ = 0
0, otherwise,
(5.9)
then
K2∑
n=K1
∑
j∈J
K2∑
t=−K1
uk,j [n− t]× fj [t]
=
K2∑
n=−K1
∑
j∈J
uk,j [n− t∗]× 1

=
K2∑
n=−K1
∑
j∈J
uk,j [n]. (5.10)
All entries of fj over time (as indicated by (a,b)) have to be sum up to 1, hence,
fj [t] =

a, if t = t∗
b, if t = t∗ + 1
0, otherwise,
(5.11)
then
‖gk‖1 =
K2∑
n=−K1
∑
j∈J
(uk,j [n− t∗])× a+
∑
j∈J
(uk,j [n− t∗ − 1])× b

=
 K2∑
n=−K1
∑
j∈J
(uk,j [n− t∗])
 (a+ b)
=
 K2∑
n=−K1
∑
j∈J
uk,j [n]
× 1. (5.12)
Therefore, it can be concluded by an induction argument that ‖g[1], . . . , g[∞]‖1 =
constant. In words, despite randomly created and changing final demand vectors in
g, the calculated sum of g will be constant.
Lemma 2 (Output peaks of a time-dependent inventory entry are minimal if the sce-
nario vector is uniformly distributed). I have gk,min := minf ‖gk‖∞ = minf ‖B ∗ (I −A)−∗ ∗ f)k‖∞
if f is uniformly distributed.2
Proof. For the mathematical proof of Lemma 2 the same assumptions regarding
dimensions are used as in Lemma 1. Without loss of generality it may be assumed
2Here ‖x‖∞ is the infinity-norm or maximum-norm of x, i.e. the maximum of the absolute of the
entries of vector x over all times −∞ < n <∞.
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that ‖fj‖1 = 1 for some j ∈ J ⊂ {1, . . . , q} and ‖fj‖ = 0 for j /∈ J , that means that I
may consider any time-dependent final demand vector that corresponds to one “unit”
of the j-th process flow distributed over time within the life cycle. Equation (5.3)
and (5.5) are still valid with the max-norm.
Then taking ‖gk‖∞ for any k ∈ {1, . . . , p} over time n gives:
‖gk‖∞ = max−K1<n<K2 ‖gk[n]‖
= max
n
∑
j∈J
K2∑
n=−K1
n[n− t]× fj [t]
 (5.13)
I follow the inductive approach of Lemma 1. Let
fj [t] =
1, if t = t
∗ = 0
0, otherwise.
(5.14)
Then
‖gk‖∞ =
∑
j∈J
uk,j [t∗]
× 1.
Let
fj [t] =

a, if t = t∗
b, if t = t∗ + 1
0, otherwise.
(5.15)
Then
‖gk‖∞ = max

∑
j∈J
uk,j [t∗]
× a,
∑
j∈J
uk,j [t∗ + 1]
× b
 ,
therefore, ‖gk‖∞ is minimal if a = b = ‖fj [t]‖i2 = 12 , for t ∈ {t∗, t∗+1}. Equivalently to
the proof of Lemma 1, now it can be concluded by an induction argument that ‖gk‖∞
is minimal if fj [t] = 1/µ, for scenario vectors with a support {t∗ + 1, . . . , t∗ + µ− 1}
of length µ ∈ N.
The following is an extension of the dynamic LCI, using the Lifetime of Atmo-
spheric CO2 in air (shortened to c) and a randomly generated final demands vector
f . As in Chapter 4, the radiative forcing is applied as impact assessment, that is a
further convolution with c[t] as a function with unbounded support (i.e. c[t] > 0 for
all t ≥ 0), as in Chapter 4 by applying the temporal radiative forcing described by
equation for the Lifetime of Atmospheric CO2 as explained in the Bern carbon cycle
model (see Equation (5.19), where t is in years Ravikumar et al. [2014], Pachauri
and Reisinger [2007], Joos et al. [2001]). Radiative forcing is an important aspect
in many LCA studies and a handful of models, that are easy to apply, have been
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developed and CO2 emissions are one of the most analysed factors. For any final
demand vector gCO2 that satisfies the assumptions of Lemma 1.
Lemma 3 (The cumulative output for every time-dependent inventory entry including
c, the Lifetime of Atmospheric CO2 [Pachauri and Reisinger, 2007] based on ESPA
is always minimal).
Proof. c is defined as:
c[t] = 0.217 + (0.259× e−t/20748) + (0.338× e−t/222.12) + (0.186× e−t/14.232),
with t in months. Equations (5.3) is still used and remains unchanged. The convolu-
tion of A,B, f will be performed as described in Equation (5.3) and (5.4). Because
c[t] is a further time-dependent function, each time-series entry of the inventory
time-series vector g is then multiplied with c to get gCO2 :
gCO2 =
( [
B ∗ (I −A)−∗] ∗ f) ∗ c (5.16)
=
(
[B ∗ (I ∗A+A ∗A+ . . . )] ∗ f
)
∗ c
=
(
B ∗ f +B ∗A ∗ f +B ∗A ∗A ∗ f + . . .
)
∗ c
In contrast to Lemmata 1 and 2, where all the time distributions are functions
which are non-zero only on a bounded interval, the function c satisfies c[t] > 0 as
t→∞. Similar to Lemma 1, but with additional time-step-wise multiplication with
c = [c[1], . . . , c[∞]], for any f with bounded number of non-zero elements:
‖gCO2‖1 is always minimal with
‖gCO2‖1 = ‖gk‖1 × ‖c‖1 =
 K2∑
n=K1
∑
j∈J
uk,j [n]
× ‖c‖1 (5.17)
where the norm ‖c‖1 can be considered as truncated overall Lifetime of Atmospheric
CO2.
5.3.2 Computational Approach
Matlab’s fmincon function to verify the Lemmata from the previous section quanti-
tatively is applied. Fmincon, allows to minimise a (possibly non-linear) cost function,
with respect to linear and affine constraints [Matlab, 2015, 2016]. Although the ESPA
and Life of Atmospheric CO2 models considered are linear, I choose fmincon owing
to the convolution operations which include higher dimensional structures (having
an additional time-dimension). This required complexity is not easily implemented
using standard linear programming methods:
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x = fmincon(fun, x0, Aa, b, Aeq, beq, lb, ub) (5.18)
• fun is a Matlab “function handle”, typically an m-file that contains the cost
function and may include additional system variables. It is the function to
minimise [Matlab, 2015, 2016].
• x0 functions as initialisation for the optimisation algorithm and is specified as
a vector or array. The number of elements and dimension of x0 in determine
the number and dimension of variables fun accepts [Matlab, 2016].
• Aa and b are linear inequality constraints Aa ∗ x ≤ b. Aa is specified as real
matrix. Aa is an M -by-N -matrix, where M is the number of inequalities and
N the number of elements in x0. b is a real vector of length M [Matlab, 2016].
• Aeq and beq are linear equality constraints Aeq ∗ x = beq. Aeq is specified as a
real matrix and an Q-by-N -matrix, where Q is the number of equalities and N ,
as mentioned above, the number of elements in x0. beq is a vector of length Q
related to the Aeq-matrix. It is a column vector (see b for more information)
[Matlab, 2016].
• lb and ub are lower and upper bounds for the solution x, that is lb ≤ x ≤ ub.
Both are defined as real vectors or arrays. If the number of elements in x0 is
equal to that of
– lb, then lb specifies that: x(i) ≥ lb(i) for all i;
– ub, then ub specifies that: x(i) ≤ ub(i) for all i;
If numel(lb) (numel is the number of array elements) or numel(ub) < numel(x0),
then
– lb specifies that, x(i) ≥ lb(i) for 1 ≤ i ≤ numel(b);
– ub specifies that, x(i) ≤ ub(i) for 1 ≤ i ≤ numel(b);
The optimisation algorithm starts at x0 vector or matrix, and finds a minimum x
for the function specified in fun. The minimum is subject to the linear inequalities
Aa ∗x ≤ b as well as equalities Aeq ∗x = beq, if specified. The solution is kept within
the range of the lower bound lb and upper bound ub such that lb ≤ x ≤ ub [Matlab,
2015]. This algorithm exits with a real vector, array or number x, or with an exitflag,
which is an integer in case the algorithm does not converge.
5.3.3 Optimisation Case Study
The results from the case study considered in this section confirm the theoretical
findings from Lemmata 1–3, that is:
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• The cumulative amount of Life Cycle Inventory outputs (over time) are con-
stant (and thus minimal) for any final demand vector time-series chosen (see
Lemma 1);
• The maximum (or peak) amount within time-dependent Life Cycle Inven-
tory outputs can be minimised by choosing final demand time-series that are
uniformly distributed over time (see Lemma 2); and
• The cumulative amount the Life of Atmospheric CO2 is constant (and thus
minimal) for any final demand vector time-series chosen (see Lemma 3).
Moreover, it is shown that minimal peaks for Life of Atmospheric CO2 can be
achieved by choosing final demand vector time-series that follow a “trapezoidal”
distribution.
Data and fmincon set-up
The LCI data used in this chapter has been introduced previously in Chapter 4. The
main technology matrix A (as shown in Matrix (4.9)) was used for the optimisation
case study. Data for a 5MW offshore wind power plant from Ecoinvent was extracted
and then summarised in 14 processes (Fig 4.2 and main matrix (4.9), [Weidema
et al., 2013]):
• Component Matrix including fixed and moving parts, copper, steel, diesel and
electricity;
• Installation Matrix with transport per freight;
• Operation and Maintenance Matrix consisting of transport per freight, transport
per helicopter and lubricating oil; and
• Decommissioning Matrix with transport per freight.
The main matrix has a temporal variation shown in 210 time steps, as previously
used in Chapter 4 (temporal variation shown in Figures 4.11- 4.13). Then the
convolutions based on the ESPA approach (see Section 3.2) using the technology
matrix A and the environmental matrix B are performed. The inventory vector is
then optimised with respect to the Operation and Maintenance stage over varying
time-series for the final demand vector f . For the Life of Atmospheric CO2, a further
multiplication of the time-series inventory entries with the function c(t) (here, t is in
years), see Equation (5.19), is performed.
c(t) = 0.217 + (0.259× e−t/172.9) + (0.338× e−t/18.51) + (0.186× e−t/1.186) (5.19)
A function handle gtmp using the final demand vector f is created in Matlab. The
function handle can be defined as a label for a function, more specific a variable, which
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holds a function instead of a number. Variables are stored in the function handle, so
the function can be called multiple times within a script file. The starting vector
f0 (as a time-series of length s time steps) was created using randomly distributed
time steps t amounts within the final demand vectors that sum to one unit of the
considered life cycle stage (here the Operation and Maintenance stage, see above).
Linear equality constraints Aeq and beq are defined as s copies of 14× 14 identity
matrices and a 14× 1 vector containing 1 for the considered life cycle stage/demand
entry (see Equation (5.20)).
Aeq × f =

1 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · 1
∣∣∣∣∣∣∣∣∣∣∣
. . . |
1 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · 1
 f = beq, (5.20)
with beq = (0, . . . , 0, 1, 0, . . . , 0)T .
Translated into the standard optimisation form gives for cumulative the inventory
vector time-series:
minf‖gtmp‖1 = minf‖ (B ∗ f +B ∗A ∗ f +B ∗A ∗A ∗ f + . . . ) ‖1,
and equivalently for minimising peak outputs. Constraints can be stated as:
• Upper bond 1 and lower bond 0, to ensure 0 ≤ f ≤ 1;
• Linear inequality constraints
– s copies of Aeq: 14× 14-identity matrix; and
– beq: 14× 1- vector.
The aim of the optimisation can be summarised as finding the optimal distribution in
time of f to minimise sum or maximum of gtmp. Therefore, the developed fmincon
function in this case study can be stated as:
f = fmincon(gtmp, f0, [], [], Aeq, beq, lb, ub). (5.21)
For the simulation results, a constraint tolerance of 1.0e-10, a maximum number of
function evaluations of 1.0e4, an optimality tolerance of 1.0e-10 and a maximum
number of iterations of 1.0e4 have been chosen. Equation (5.21) runs until either a
clear local minimum is found and the constraints are satisfied or stops after the step
size in the simulation reaches 0.
There are two different optimisation scenarios tested for the inventory outputs
and for the Life of Atmospheric CO2 outputs, each of these scenarios is independent
from the other:
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1. Sum: First, the main matrix of environment and technology matrix time-series
and the demand vector are convoluted, then the sum of the convolution with
the final demand vector time-series is determined;
2. Max: First, the main matrix of environment and technology matrix time-
series and the demand vector are convoluted, then the maximum value of the
convolution with the final demand vector time-series is calculated.
Results
Within this chapter three Lemmata have been developed. The Lemmata help to
answer the standard questions in dynamical systems, of minimising or maximising the
stated objective. Here I consider the minimisation of LCI entries or their conversion
into impact (Lifetime of Atmospheric CO2) with respect to different objectives: min-
imising the overall/cumulative or peak amounts. Through the temporal consideration
more and additional information, e.g. time steps when emissions are released, are
available. Hence, new questions within the LCA environment can be asked and new
aspects can be explored. Each of these Lemmata takes a different angle to identify
limitations of the ESPA methods. The three Lemmata can be summarised as:
• Lemma 1: The Sum of the LCI time-series is constant.
• Lemma 2: If processes are uniformly distributed in time, then peaks are
minimal.
• Lemma 3: The cumulative Lifetime of Atmospheric CO2 is constant for any
used model, so it cannot be optimised.
In the following each of the three Lemmata a figure to explain and show the
results is produced. Each result is presented for 2 time steps, which means that the
demand vector f consists of two steps in time, where the overall sum is 1. Further
results for 10 and 20 time steps for any of the developed models are presented in
Appendix A.
Figure 5.4 shows the results for the calculations considering the cumulative
inventory outputs, see Lemma 1, for final demand vector time-series of length two.
The lemma states that the sum of the outputs for every time-dependent inventory
entry is always a minimum. The figure shows two different inventory time series
representing skewed distributions of the entries in f from all demand required at
the beginning to all demand required at the end of time steps. In this example
the included time series include 2 time steps from 0 to 1 and reversed. The red
line simulates that all emissions are released during time step 1, while the cyan line
simulates the release of all emissions in the 2nd time step. Because the cumulative
amount of released emissions does not change within the ESPA approach, any scenario
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(release at once or distributed over time) gives an optimal solution. The only difference
is that emissions are delayed when release later. The left sub-figure of Figure 5.4
shows released CO2 at a given time. The right figure shows the cumulative amount
of CO2 released over time. In the right sub-figure of Figure 5.4, it can be seen that,
while the actual amount being released at a given time step is different (see the left
sub-figure: release at once for red and cyan has higher peaks and steeper gradients,
while uniformly distributed release has lower peaks but a plateau of constant release),
the overall amount of emissions released converges to the same value. The cumulative
amount increases linearly before reaching an emission plateau around 200 time steps.
The simulation thus confirms that there is no difference in the cumulative amount of
CO2 released over time between the time steps and the proportion of CO2 is released.
In Appendix A the figures for 10 (Figure A.1) and 20 (Figure A.2) time steps are
shown. For Figure A.1 10 time steps between 0 and 1 have been determined during
the optimisation. The overall sum of the time series demand vector f is still 1, in
every time step a small amount of CO2 is released. The same approach is applied for
20 time steps in Figure A.2. Comparing the Figures for 2, 10 and 20 time steps and
the progression of their curves shows that the overall sum of the cumulative amount
of CO2 released does not change with higher number of time steps. To summarise
Lemma 1 states that for randomly created and changing final demand vectors in f ,
the sum of LCI emissions will be constant. This theoretical result was confirmed
with the example of using different time steps, here 2, 10 and 20, as shown in the
figures above and in the Appendix.
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Figure 5.4: CO2 inventory simulation results for final demand vector
series of length 2. The dotted line is the optimum. Left: Released
CO2 per month; Right: Cumulative CO2 released.
Recall, that Lemma 2 states that the maximum peaks of the output is minimal
for final demand vector time-series that are uniformly distributed over time. The
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simulation results presented in Figure 5.5 for final demand vectors of 2 time steps
length confirm this result. Instead of the sum of emissions, Lemma 2 and the here
presented results look at the maximum. Within this Lemma, the maximum-norm,
also known as the infinity-norm, is applied (instead of the One-Norm in Lemma 1).
As already stated above, the total emissions are released between 2 time steps in this
example. Again, the red line shows that all emissions are released during time step
1, while the green lines shows the same for time step 2. The dotted lines present the
outcome for half of the emissions being released in every time step. Both sub-figures
show the inventory entry amount of CO2 released over time for differently skewed
final demand vector time-series. The right hand side subfigure shows the peaks of
the first 30 months in greater detail, also as indicated in the box in the right hand
sub-figure. The dark dashed line shows the calculated minimum for the expected
uniformly distributed final demand vector times-series. In Figure 5.5 as well as the
corresponding Figures for time steps 10 and 20 A.3 and A.4 it can be seen that the
same amount of released CO2 is reached for uniformly distributed structures.
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Figure 5.5: CO2 inventory simulation results for final demand vector
series of length 2. The dotted line is the optimum, the maximum
is the dashed line. Here, only the green dashed line can be seen as
the red line has the same maximum. Left and right: Released CO2
per month with the dashed lines representing the maximum of the
time-series (the right hand side sub-figure is showing the highlighted
box from the left hand side sub-figure in greater detail).
In Lemma 3 the influence of the Lifetime of Atmospheric CO2 applied to Lemma
1 and 2 is determined. Therefore, the results for this Lemma are split between the
results for c(t) used within Lemma 1 and afterwards the results for Lemma 3 applied
to the Maximum-Norm in 2 is shown. Figure 5.6 shows the sum of the time-series
of Lifetime of Atmospheric CO2 profile, that is including the function c(t) from
Equation (5.19), for final demand vector time-series f of length 2 time steps. The left
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sub-figure shows the progression for of CO2 in the atmosphere at time t. The right
sub-figure shows the cumulative amount of CO2 that has been in the atmosphere up
until time t. The figure confirms the theoretical result from Lemma 3, that is that
the summed Lifetime of Atmospheric CO2 is constant, and thus minimal for any
final demand vector. This is also confirmed by Figures A.5 and A.6 for final demand
vector time-series of lengths 10 and 20 time steps, respectively, see Appendix A. The
three figures for time steps 2, 10 and 20 show that the emissions in this case cannot
be optimised as the function is an increasing one. As already determined in Lemma
1, the number of time steps is not influencing the theoretical results stated by the
corresponding Lemma.
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Figure 5.6: Lifetime of Atmospheric CO2 simulation results for final
demand vector series of length 2. The dotted line is the optimum.
Left: CO2 in the atmosphere per month; Right: Summed CO2 over
time.
Following, the results for Lemma 3 considering peaks (the maximum-norm) and
the influence of the Lifetime of Atmospheric CO2 are highlighted. In more detail,
the simulation results considering the minimisation of the maximum peak of the
Lifetime of Atmospheric CO2 based on c(t) are presented in Figure 5.7 for final
demand vector time-series of length 2 below and Figures A.7 and A.8 in Appendix
A.4, for final demand vector time-series of length 10 and 20 time steps, respectively.
As already determined in the results for Lemmata 1 and 2 the red lines show the
progression for all emissions released in time step 1 and the cyan line for all emissions
released in time step 2. The dashed lines represent the calculated minimum for
each time step. In view of c(t) being an exponentially decreasing function over time,
it is expected that the optimal final demand vector time-series is not uniformly
distributed, but skewed with more demand at the start of the process. In all three
figures this is confirmed: while the left sub-figures show the overall profile of Lifetime
of Atmospheric CO2, the right sub-figures presents the maximum peak in more detail
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(also refer to the box in the left sub-figures). It can be seen that the maximum
differently distributed f becomes minimum (see the black dotted lines) when the
final demand vector time-series is following a “trapezoidal”-like distribution. In other
words, a minimum can be achieved if there are more than 1 time steps for release (or
equivalently a time-series final demand vector with more than 1 time step). With
increasing number of time steps for the final demand vector, the final time series
demand vectors become closer to uniform distributions, see Figures A.7 and A.8, for
final demand vector time-series of length 10 and 20 time steps, respectively.
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Figure 5.7: Lifetime of Atmospheric CO2 simulation results for final
demand vector series of length 2. The dotted line is the optimum, the
maximum is the dashed line. Here, only the green dashed line can be
seen as the red line has the same maximum. Left and right: CO2 in
the atmosphere per month (the right hand-side sub-figure is showing
the highlighted box from the left sub-figure in greater detail).
Discussion and Conclusion of the 5MW Wind Turbine Example
The proposed case study to test the temporal optimisation method only serves as
illustration. The wind energy example was chosen due to its simplicity, as the life
cycle stages and different processes are executed in rotation. Executed processes can
easily be assigned to the life cycle stages without a constant interaction between
processes and stages.
A problem, that comes with using wind energy as an example is the occurrence
of emissions mainly at the beginning and very end of the life cycle. In renewable
energy systems such as wind energy most of the emissions emitted over the entire life
cycle are produced during the manufacturing of the components from processes such
as mining and resource extraction. Another stage with a higher emission release is
the Decommissioning and Recycling stage.
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To consider more challenging temporal distributions for testing the optimisation
approach, I have used the Operation and Maintenance stage. During O&M most of
the emissions are produced by the transport of parts and operators and the O&M
stage runs for about 20 years, while other stages, for example also Installation, only
take a few weeks or months.
Periodic systems with shorter temporal expansion such as seasonal agricultural
or forestry processes, or the production of biomass for of bioenergy could lead to
more realistic and appropriate models and more informative results with respect to
temporal optimisation which could help to improve production cycles. Therewith, a
more realistic real world application, that shows the benefits of temporal optimisation
within LCA can be achieved.
5.4 Conclusion and Future Work of LCI Optimisation
This chapter aimed to introduce a temporal LCI optimisation method and then test
the model using a wind turbine example. For the temporal calculation 3 Lemmata
are created to show the limitations arisen by using the ESPA method for temporal
LCA projects. The first two Lemmata deal with the sum and maximum peak of
the outputs and the ESPA method is used as described in Beloin-Saint-Pierre et al.
[2014]. Lemma 3 is a special case of Lemma 1 including the Lifetime of Atmospheric
CO2. This Lemma is then qualitatively tested using a 5MW Wind Turbine example.
As the case study shows, temporal LCA optimisation from a mathematical point
of view is possible and as seen in the result work. However, temporal optimisation
in a LCA context is limited in a day-to-day application. Independent of the final
demand vector f and its temporal distribution, the optimised g vector does not
change. The optimisation for the sum (1st case tested in this chapter, Lemma 1)
shows, that optimisation does not allow for optimisation for accurate values. In
contrast, the optimisation for the peak (2nd case calculated in this chapter, Lemma
2. This thesis is supported by the lack of publications in temporal LCA optimisation.
A far more advanced approach to optimisation in LCA, also in terms of publications,
is spatial optimisation. Examples for future work using spatial optimisation, where
spatial can be defined as “local” and “regional”, are highlighted below.
5.4.1 Local Optimisation of LCI impacts
The following section sets up an idea for spatial optimisation that has been developed
based on the work in Chapters 3 and 4. One of the main advantages of spatial
optimisation within the LCA context is the consideration of the entire supply chain.
In the context of this thesis, “spatial” can either be seen considering local impacts
(Chapter 3) or region and global impacts (Chapter 4), therefore, this section first
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Figure 5.8: Example of optimisation using spatial propagation
model: A map is divided into a number of grid cells with information
about the physical behaviour of the sites in the cells as well as the
suitability of these grid cells as locations for turbine placements. Then
for each grid cell an optimisation take place to find the best locations
for wind turbines within the chosen area.
explains spatial optimisation on a local scale and then in a more broader, regional
context.
Optimal placement Using a Spatial Propagation Model
The Spatial Propagation Model, developed in Chapter 3, is used to find the most
suitable placement for renewable energy systems. Introduced in Section 3.2.3 the
Spatial Propagation Model consists of two parts: (a) geographical or atmospherical
data is used to create an impact parameter map MG, and (b) dynamic dispersion
models ND to propagate emissions from and between neighbouring cells. This
Spatial Propagation Model identifies environmental impacts on landscape, emissions
on climate and surface interaction. The information calculated by the Spatial
Propagation Model can be used as a basis for spatial optimisation.
Figure 5.8 explains how optimisation and the Spatial Propagation Model can be
combined: An area is divided into a number of grid cells, the Spatial Propagation
Model is used to calculate the environmental impacts of each cell. By using different
constraints such as land use, costs or environmental regulations the optimal placement
for renewable energy systems can be determined using the results of the propagation
model.
Turbine Placement
Different locations and their environmental impact of wind turbine development sites
can then be compared to find the best turbine spot within the area. Mathematically
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speaking this can be translated into Model (5.22):
min {|gINvi | max, sum,mean}
r ∈ LA
where LA is the matrix of locations
(5.22)
It is proposed to combine the wind park layout optimisation (as performed
i.e. Pillai et al. [2017]) with LCA to not only calculate the ideal location and
directions but to also keep the environmental impact of planned wind turbines at a
minimum. The non-linear multi-objective optimisation approach can be combined
with a heuristic algorithm to optimise for both objectives at the same time. Usually
wind turbine layout optimisation is performed with respect to the levelized cost of
energy (minimisation) annual energy production (maximisation). Here, the aim is to
maximise for a high electricity output and minimise for a low environmental impact.
Local Search will be used to find an efficient turbine placement. The following
constraints can be set up to solve the optimisation problem:
• Lower bounds for the distance between turbines;
• Lower bounds for distance between turbines and boundaries of the site, sur-
rounding houses and streets, etc.;
• Lower minimum number of turbines;
• Upper maximum number of turbines;
• Maximum wind speed constraints (using mean wind speed values).
The optimisation can be carried out using the grid developed in Chapter 3 to
find the optimum turbine positions.
5.4.2 Optimisation of Regional LCI Impacts
The regional optimisation considers the entire life cycle of a system, such as wind
turbines, to find the best location for all life cycle stages included. Looking at the
results in Chapter 4, it is obvious that most of the life cycle stages are spread globally
with very long transport links in between. Those long transport routes may have a
significant impact on the environmental performance of renewable energy systems.
The main motivation behind this optimisation approach is the reduction of GHG or
other emissions released during the different life cycle stages. At the same time the
production costs of the system should be kept competitive (constrained optimisation).
For this example, the life cycle of onshore wind turbines is chosen and a MOO is
applied. A number of constraints and objectives have to be defined [De Leon Almaraz,
2014]:
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• Demand constraint: ensures the production of the desired electricity output of
the wind turbine(s);
• Transportation constraints: Minimum and maximum flows of products between
locations, it is possible to import or export from one location to another, but
not at the same time;
• Non-negativity constraints: All variables must be ≥ 0;
• Cost objectives:
– Facility capital costs: Establishment of production plants, mines, etc.;
– Facility operating costs: Costs related to operate production plants;
– Transport capital costs: Distance travelled, speed, loading and unloading
times, number of transport units;
– Transport operating costs: Includes fuel, labour, maintenance, etc.; and
• Global Warming Potential objective: The total GWP is the sum of the GWP
of the daily production and daily transport emissions.
Spatial optimisation applied to LCA problems offers a wide range of possible
research areas and questions as shown in the examples mentioned above. It can be
applied to different fields such as agriculture to optimise the outcome of land use,
or to new transport technologies such as electric cars to find the best positions for
loading stations, while a way to use optimisation on the context of this Thesis have
been highlighted above. Better data quality in terms of dynamic information and
the use of GIS can further improve spatio-temporal optimisation problems.
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Discussion and Conclusion
Summary This Thesis can be understood as a step to integrate dynamic informa-
tion into the static LCA framework towards the development of a DLCA framework
that considers temporal and spatial information within the calculation. For this
purpose, spatial data is included on a regional and local scale into the LCI stage.
Traditional LCA methodologies, which consider overall but static emission inventory,
do not easily allow to understand impacts caused by the steady release of Greenhouse
Gases and chemical compounds or the influence of location choices. Up to date
temporal and spatio-temporal dynamic LCA studies concentrate either on a temporal
LCA approach, spatial variation and only some studies include both. The developed
methods in this Thesis (see Chapter 3 and 4) adopt models to implement dynamic
behaviour into the calculation approach. Whilst in Chapter 5, the optimality of the
considered dynamic LCA approaches is investigated. So far no official calculation
approach for a DLCA framework have been developed and as stated in the Liter-
ature Review (Section 1.2) a range of methods have been proposed to contribute
to overcome that issue. The methodologies in this Thesis take steps towards the
implementation of localised emissions considering landscape, water occurrence, etc.,
as well as for regional emissions profiles covering emissions through all life cycle
stages.
In Chapter 3 a localised spatial approach is suggested. The idea is to depend on
atmospheric data such topographic details, land use information, soil properties, as
well as data about water flows, characteristics of currents, ground water occurrence or
regional atmospheric flows. This information is used to create an impact parameter
map, which is then combined with dynamic dispersion models to calculate the
propagating emissions from one grid cell to another.
After looking into local emissions in Chapter 3 the aim for Chapter 4 is focused
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on regional emissions considering the supply chain of life cycle stages. Results are
then represented in temporal Emission Maps.
Chapter 5 has a look on the temporal optimisation of the ESPA method used for
the temporal LCI calculations in the previous Chapters. Optimisation has been used
in LCA before, but not with the intend to optimise the temporal aspect of the LCI
vector g in relation to the final demand vector f .
Discussion The restrictions of dynamic data in LCI databases and their use
in LCA software programmes as well as new methods for spatio-temporal LCI
calculations have been explored and discussed throughout this Thesis. LCA is a
complex methodology, that even without trying to implement spatial or/and temporal
information has to deal with open questions and is difficult to fully understand.
Two of these issues are allocation and uncertainty. The method of how emissions
of co-products are allocated within a LCA study can influence the results and
the conclusions drawn tremendously. There are no official rules or guidelines on
whether to choose allocation by mass, economic allocation or system expansion.
Therefore, the LCA practitioner can decide which one to use depending on which one
supports the direction of the study. For example, using allocation by mass in a LCA
study of biofuels allocates more emissions towards the co-products and the overall
environmental performance of biofuels improves. At the same time using allocation
by price or economic allocation assigns more emissions towards biofuels, as they are
the more precious product, and therefore, the overall environmental performance
of biofuels worsens. Furthermore, handling uncertainty in LCA studies is another
unsolved aspect in LCA. Uncertainty is an important tool to state the credibility of
the performed LCA study. However, the use of statistical tests in LCA seems to be
an additional feature rather than a way to strengthen the quality of results. So far no
consistent method for dealing with uncertainty has been established. Databases such
as Ecoinvent have introduced information of uncertainty in the included datasets
and performing a Monte Carlo analysis within LCA is an option in the commonly
used LCA software applications.
Within LCA there are two branches of calculating a LCA available. Performing an
attributional LCA, which is a retro-perspective analysis, or a consequential LCA, an
analysis that included activities contributing to changes have different perspectives on
LCA and use different languages. Furthermore, the “drive towards ecosystem services,
water and social impacts as well as the move from attributional to consequential
LCA” [McManus and Taylor, 2015] among other things are developments the LCA
methodology deals with at the moment. On top of that are the attempts to expand
the static LCA approach into a more dynamic one. McManus and Taylor [2015] state
four main challenges LCA is facing as:
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• Establishing mechanisms and models;
• Gaps in data and knowledge;
• Incorporating temporal and dynamic components; and
• Comparability limitations derived from differing on scenarios and system
boundaries.
This Thesis tried to add new ideas and methods for the dynamic extension
of LCA, concentrating on a dynamic, that is spatial and temporal, LCI without
looking at any other of the unsolved questions discussed above. The current state
of the databases and LCA software programmes have been determined. Also, two
new spatio-temporal LCI methods have been introduced. At the end a temporal
optimisation of the ESPA method has been performed. The main findings for each
chapter and the overall findings are summarised in Table 6.1.
Table 6.1: Key Findings of the Thesis and the Chapters
Chapter 2
- No temporal information in databases
- Region information included in datasets
- Information of which dynamic information
in databases is helpful is needed for data collectors
Chapter 3
- ESPA chosen as basis for temporal calculations
- ESPA can be extended for spatio-temporal calculations
- Local emissions can be calculated using country
characteristics and GIS
Chapter 4
- Regional information in datasets
can be used for spatial calculation
- Regional and local spatial calculation can be combined
- Regional impacts are calculated for every life cycle stage
Chapter 5 - Temporal Optimisation of ESPA method not possible
Overall
- Calculation of spatio-temporal impacts of different spatial
scales and time steps possible
- Still a lot of assumptions necessary for temporal calculation,
quantitative results are not representative yet
- Cannot rely on LCA software programmes for dynamic calculations
- Developed method can be used for a wide range of products
and processes
- User practicably limited by developing method in Matlab
After reviewing the dynamic information in databases in Chapter 2 one of the
findings of this Thesis is that for a temporal examination a lot of assumptions have
to be made. Due to these necessary assumptions the quantitative results are not as
representative as results from static LCA calculations. For a fast change in this regard
it is recommended to decide on and define a temporal LCA calculation approach
that quantifies the necessary temporal information. With that information data
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collectors, database developers and software producers can adapt the information
and calculation processes faster and more effectively.
This Thesis also shows that it is possible to combine different spatial scales
and/or time steps within a LCI. Inventories such as emissions and impacts depending
on different time scales such as seasonal changes, yearly predictions and day and
night changes can be calculated. Including not only temporal data, but also spatial
information of the local area, the entire region or country in the LCA calculation
can then help to produce more accurate results e.g. calculating the occurrence of
particular matter caused by the volume of traffic in cities on the basis of weather
data, traffic information, building density and other relevant spatial information can
be done more precisely by using dynamic data.
Nevertheless, the methods developed show that it is possible to not only combine
a spatio-temporal calculation approach in LCA but also to include it in the LCI
stage. As the comparison of available methods in Chapter 1 and 3 demonstrate,
most of the published work either deals with spatial or temporal aspects in LCA, but
rarely with both types of information. Furthermore, the majority include temporal,
spatial or spatio-temporal information in the LCIA stage, rather then the LCI stage.
On these grounds, one of the outcomes of this thesis is the fact that the developed
methods include temporal as well as spatial information into the LCI stage. The
biggest part of the calculation in a LCA study takes place in the LCI stage. Hence,
dynamic data, which has such a huge influence on the calculation approach as well
as on the results in general and that can change the entire conclusions of the study
itself should be included into the calculation as early as possible and not at a point
where the majority of the calculations are already performed. Therefore, the methods
developed within this Thesis concentrate on the LCI stage and future work in terms
of dynamic LCA should attach special importance to this stage as well.
As the dynamic approach developed within this Thesis cannot be calculated by
using standard LCA software programmes the entire spatio-temporal method has to
be coded from scratch. As programming language Matlab was chosen. This restricts
the field of possible users for the method as licences for Matlab are needed for the usage
of them. To extend the application of the methods another programming language
such as R or Python would have been beneficial. Translating the methods developed
within this Thesis into a freely available programming language is recommended.
With the combination of the existing temporal LCI with new spatial methods
looking at different spatial scales an original contribution towards the enhancements
of the LCA methodology to acknowledge dynamic data is made. With the proposed
dynamic LCI methods a step towards the development of a standard DLCA method
has been taken. The novel approach of taking a dispersion model to address local
inventories and the sparse spatial information available in databases to determine
regional inventories can help in the discussion of how dynamic data should be included
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in LCA.
Novelty & Significance
• Novelty
– Spatial calculation uses easy accessible data, which makes it easy to
use the method;
– Spatio-temporal LCI approach; and
– Methods consider different spatial scales
• Significance
– Combining existing temporal approach with novel spatial methods
using different spatial scales;
– Design approach for a new spatio-temporal LCA framework;
– Methods can help to define a standard DLCA framework; and
– Spatio-temporal calculation gives more detailed results and impacts.
Review of Aims and Objectives This Thesis can be summarised into two
research aims. The first aim is to develop spatio-temporal LCI methods on different
spatial scales. The second aim is to use the concept of optimisation applied to the
temporal aspects of the LCI vector g. Each aim can be related to objectives, which
can build the basis to each Chapter in this Thesis (see Figure 6.1). To achieve the
first aim, three objectives have been created, which are addressed in Chapters 2 - 4.
The use of temporal and spatial data in LCI databases and LCA Software is the
main topic of Chapter 2. The Chapter summarises the structure of the two main
LCI databases Ecoinvent and GaBi Database and other databases such as the ELCD
as well as the four main LCA software programmes OpenLCA, GaBi, Umberto and
SimaPro. The comparison of databases shows, that especially the main databases
Ecoinvent and GaBi database are very similar in terms of relevance, up-to-date,
quality and geographical reach. Global and regional datasets are included and can
be used to calculate the entire supply chain of a product or process as intended in
Chapter 4. However, regional datasets and datasets at country level are not available
for every process and country information are not stored in the datasets, which
makes it harder to extract for the use in GIS, Matlab and other programmes. While
databases offer some spatial information for datasets, temporal information seem to
be neglected. Apart from rough time frames when and for how long the dataset is
valid, no other temporal information is given. One of the key findings summarising
the datasets is therefore the lack of temporal data, which means other sources such
as production cycles, academic guesses and internal company data, if available, have
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Development of a spatio-temporal LCI 
Method 
Assessing temporal and spatial aspect in LCI 
databases and the potential use of them in LCA 
Software 
Evaluating current dynamical (temporal, spatial  and 
spatio-temporal) LCI Methods 
Using different scales of “spatial” to develop 
dynamical LCI methods including global, regional 
and local emissions 
Optimisation of a dynamical LCI approach 
Temporal optimisation of the LCI vector based on 
the final demand vector 
Testing the influence of the Lifetime of Atmospheric 
CO2 on the optimisation 
Objectives: Objectives: 
C2 
C3 
C3 
C4 
C5 
C5 
Figure 6.1: Aims and Objectives of the Thesis with reference in
with Chapter Objectives have been addressed
to be considered. In terms of LCA software, OpenLCA introduced a Regionalised
LCIA approach in OpenLCA Version 1.5.0, which allows user to use GSI to create
regionalised polygons etc. and calculate LCIA based on regional CF and site-specific
inventories. Shapefiles from a GIS software can be implemented into OpenLCA
[Rodriguez and Greve, 2016]. Neither SimaPro, GaBi and Umberto have the ability
to integrate any GIS based data and therefore cannot be used for spatial analysis
within a LCA. Temporal analysis as accomplished in Chapters 3 and 4 cannot be
performed using any of the LCA Software Programmes as none of them allow to
include temporal distribution of emissions. Furthermore, no information of how often
a process takes place over the life cycle included within the system boundaries can
be added into the calculation using LCA Software. The main result comparing the
available LCA software programmes can be stated as OpenLCA is the only software
where spatial LCA can be implemented, although only in the LCIA stage. It also
offers to add or change code using Python.
The second objective for the first aim is to review the existing dynamic LCA
methods, where temporal, spatial and spatio-temporal information are included
in the LCI or LCIA stage (see Chapter 3). Dynamical LCIA studies usually use
time-dependent CF or fixed time horizons. To have more flexibility to not only
include temporal but also spatial information, the dynamic data is included in the
LCI stage within the proposed methods.
Furthermore, the third objective is developing spatio-temporal LCI methods
considering different aspects of the spatial scale such as local and regional as well as
different life cycle stages. In Chapter 3 a novel dynamic LCA framework that applies
spatio-temporal mathematical models in LCI is introduced. This framework employs
the existing ESPA method paired with a spatial dispersion model to determine
the localised emissions over time within LCI. The spatially explicit calculations
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considers emissions to the surrounding area of an origin. A case study is undertaken
to demonstrate the developed framework using the production of wheat at the
Helford area in Cornwall, UK. Results demonstrate the spatio-temporal dispersion
for four example emissions to the atmosphere, soil, flowing and ground water. These
outcomes show that it is possible to implement both spatial and temporal information
in matrix-based LCI to determine localised emissions.
The third objective is also addressed in Chapter 4, where the spatial calculation is
performed in a more regional context considering emissions throughout the life cycle
stages. In this case the ESPA method is applied, using country datasets for every
life cycle stage to calculate emissions for all the location involved in the life cycle
of a product. A case study is carried out using an offshore Wind Turbine example,
considering the Component stage (extraction of Copper and Steel, manufacturing of
turbine parts), the Installation stage, the Operation & Maintenance stage and the
Decommissioning stage. Emission Maps showing the location of each life cycle stage
and the proportion of CO2 emissions were created. The method reveals the global
involvement of production processes and can highlight location choices for those
activities in each life cycle stage to not only reduce transport but also environmental
impacts.
Applying linear optimisation to the dynamic, in this case the temporal calculation
of the LCI vector g is the second aim of this Thesis. Two objectives have been set up
to accomplish that aim in Chapter 5. Assuming one agreed amount of the product,
service, etc. in a static LCA approach the LCI vector can not be optimised, because
technology and environmental matrices A and B as well as the final demand vector
f are fixed quantities. However, using the dynamic ESPA approach allows to spread
the entries of f over time, still summing up to 1 in total, and so there appears to
be room for optimisation by applying different temporal distributions for the final
demand vector. For this purpose three Lemmata have been created dealing with
the overall sum and the maximum peak of the ESPA outputs. It was shown that
the cumulative output for every time-dependent inventory entry based on ESPA
is always minimal and the output peaks of a time-dependent inventory entry are
minimal if the scenario vector is uniformly distributed. Another objective within this
chapter is to show the influence of the Lifetime of Atmospheric CO2 for the ESPA
outputs. For this reason c is included in the environmental matrix B to create the
temporal distributions of Atmospheric CO2. A case study using an offshore Wind
Turbine (see Chapter 4) have been chosen to analytically determine the influence of
c. The calculations shows that including the Lifetime of Atmospheric CO2 have no
impact on the overall optimisation result.
Future Work The local method developed in Chapter 3 so far only includes the
production stage of the life cycle. Furthermore, the dynamic dispersion model used
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for the spatial calculation offer scope for future work an improvement.
This propagation model combines a) a geographical or atmospheric data and b) a
dynamic dispersion model. Within the case study performed in this chapter, height
data and occurrence of ground water and rivers are implemented in a). Future work
within a) includes using soil characteristics within the study area to determine the
dispersion properties of studied emissions. Soil information for England and Wales
can be found in Soilscrapes map developed by the National Soil Resources Institute
(NSRI), for Scotland similar maps were produced by the James Hutton Institute and
by the Agri-Food and Biosciences Institute for soils in Northern Ireland.
Using currents data for study areas that adjoin the sea help even more to get a
realistic understanding of possible dispersion behaviour in b). In addition, including
chemical properties of the emissions and fate studied in the environmental matrix
will further improve the dispersion model and help to enhance the propagation of
emissions from and between grid cells. The propagation model can then be applied
to every life cycle stage of a system to calculate the environmental impacts caused by
every stage to obtain a comprehensive result. Transportation models such as Stern
and Richardson (2005) process-oriented framework, DRACULA (Dynamic Route
Assignment Combining User Learning and microsimulAtion) and VISSIM can be
used to calculate CO2-emissions caused by transportation dynamics between the life
cycle stages or within a life cycle stage [Linton et al., 2015].
Chapter 4 explores at regional emissions, for example in the performed case study
CO2 was the main emission of the environmental matrix B. For the calculation
regional datasets from Ecoinvent are used to obtain spatial information. A com-
prehensive spatial LCI can be achieved by combining the regional calculation tool
developed in this chapter with the local calculations in Chapter 3. Future work
would include the development of dynamic emission maps for regional emissions and
dynamic dispersion maps for local emissions. Additional spatial data can be gathered
by using GIS maps for each life cycle stage.
All methods proposed in this Thesis are restricted to the LCI stage, which means
that the quantity of emissions per functional unit are determined, however, the rate
of emissions is not calculated. Environmental impacts cannot be verified at this stage.
Therefore, another future step is the extension of the developed LCI methods into the
LCIA stage to end up with an spatio-temporal LCA method. Exposed ecosystems
react to the concentration of emissions rather than the overall quantity, the temporal
profile of the released emissions influence the effect and impacts in the ecosystem and
the surrounding area (see Figure 6.2). Furthermore, the impacts can vary depending
on the area they are released in. Hence, including spatial information should also be
considered in LCIA [Hauschild, 2006]. Spatio-temporal characterisation factors can
be built based on the dynamic results obtained during the LCI stage. The study will
include 3 different temporal scenarios:
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Figure 6.2: Cause and Effect Chain of Endpoint and Midpoint
Environmental Impacts [3p Contributor, 2017]
• Current situation: Looking at environmental impacts in the subject area at
the start of the life cycle stage to determine environmental status of the area
at the start;
• End of Life Cycle situation: Detects the environmental burdens and conse-
quences in the subject area at the end of the life cycle stage;
• Long-term situation: Analysing the impacts within the study area 10 time
steps after the life cycle process finished.
Considering the performed case studies in Chapter 3 and 4, the following environ-
mental impacts are considered: Climate Change, Particulate Matter, Acidification,
Eutrophication, Ecotoxicity and Land Use.
The ESPA method is used as the temporal LCI method used to build the spatial
calculation on top. This method was chosen as it allows to temporally model each
system in their main activities rather than using the same temporal assumptions
for the entire system. However, as shown in the Optimisation in Chapter 5 the
ESPA method has its limitations. Hence, another method calculating temporal
differentiated life cycle inventories might achieve more realistic results.
Overview and Reflection This Thesis presents novel methodologies in terms of
spatio-temporal LCI. It tries to address the static behaviour of conventional LCA
studies by making methodological contributions to establish a dynamic LCI approach.
In the temporal part of the calculation an already existing method, called ESPA,
is used to highlight when and how often emissions occur over time. With that
information the temporal LCI vector g is calculated, which was then the initial point
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for the spatial LCI calculations. The spatial calculation in Chapter 3 represents
an innovative approach using a spatial propagation models. This spatio-temporal
method tries to overcome the shortage of available dynamic data found in LCI
databases by using spatial information, that can easily be extracted from raster
data in GIS. Chapter 4 interprets well-known “weather maps” in a novel way by
using temporal maps to illustrate emissions over the entire dynamic life cycle of a
product. Those maps show in which country emissions are produced for every life
cycle step and also the proportion of emissions among different countries included in
one process or life cycle stage. For this approach country specific LCI datasets found
in the databases are used as far as available. As the temporal method was published
by Beloin-Saint-Pierre et al. [2014], the main original contribution of this Thesis are
the development of a spatio-temporal LCI method by combining an existing temporal
approach.
As briefly highlighted in Chapter 4 future work includes the combination of
the methods developed in Chapters 3 and 4 to be able to determine regional and
localised emissions over the entire life cycle of a product. In this case the localised
spatio-temporal approach would be applied to each of the included life cycle stages.
Therewith, the main aim of developing a comprehensive spatio-temporal evaluation
of the entire system can be accomplished.
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Results of Temporal Optimisation
For more detail see Section 5.3.3
A.1 Results for Temporal Optimisation Using Sum, see
Lemma 1
Further results for the calculations with respect to Lemma 1) are shown in Figures
A.1 and A.2.
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Figure A.1: CO2 inventory simulation results for final demand
vector series of length 10. Left: Released CO2 at any given time;
Right: Cumulative CO2 released.
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Figure A.2: CO2 inventory simulation results for final demand
vector series of length 20. Left: Released CO2 at any given time;
Right: Cumulative CO2 released.
A.2 Results for Temporal Optimisation Using Max, see
Lemma 2
Figures A.3 and A.4 show further results with respect to Lemma 2.
A.3 Results for Temporal Optimisation Using Sum with
Lifetime of Atmospheric CO2, see Lemma 3
Figures A.5 - A.6 show further results of the temporal LCI optimisation discussed in
Section 5.3.3.
A.4 Results for Temporal Optimisation Using the Maxi-
mum with Lifetime of Atmospheric CO2, see Lemma
3
A.4. Results for Temporal Optimisation Using the Maximum with Lifetime of
Atmospheric CO2, see Lemma 3
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Figure A.3: CO2 inventory simulation results for final demand
vector series of length 10. Left and right: Released CO2 at any given
time with the dashed lines representing the maximum of the time-
series (the right hand side sub-figure is showing the highlighted box
from the left hand side sub-figure in greater detail).
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Figure A.4: CO2 inventory simulation results for final demand
vector series of length 20. Left and right: Released CO2 at any given
time with the dashed lines representing the maximum of the time-
series (the right hand side sub-figure is showing the highlighted box
from the left hand side sub-figure in greater detail).
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Figure A.5: Lifetime of Atmospheric CO2 simulation results for
final demand vector series of length 10. Left: CO2 in the atmosphere
at any given time; Right: Summed CO2 over time.
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Figure A.6: Lifetime of Atmospheric CO2 simulation results for
final demand vector series of length 20. Left: CO2 in the atmosphere
at any given time; Right: Summed CO2 over time.
A.4. Results for Temporal Optimisation Using the Maximum with Lifetime of
Atmospheric CO2, see Lemma 3
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Figure A.7: Lifetime of Atmospheric CO2 simulation results for
final demand vector series of length 2. Left and right: CO2 in the
atmosphere for any given time with the dashed lines representing the
maximum of the time-series (the right hand-side sub-figure is showing
the highlighted box from the left sub-figure in greater detail).
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Figure A.8: Lifetime of Atmospheric CO2 simulation results for
final demand vector series of length 2. Left and right: CO2 in the
atmosphere for any given time with the dashed lines representing the
maximum of the time-series (the right hand-side sub-figure is showing
the highlighted box from the left sub-figure in greater detail).
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Abstract 
Life cycle assessment (LCA) is "primarily a steady-state-tool" that does not consider temporal or spatial information. These 
limitations impact on results from conventional LCA and many, in particular, environmental issues cannot be determined 
explicitly. To the best of our knowledge, however, no studies have been performed that include time- as well as space-dependent 
information in conventional matrix-based LCA. We have integrated both, temporal and spatial information in a novel dynamical 
life cycle inventory (LCI) framework that is capable of producing detailed spatiotemporal results and thereby offering more 
insights for sustainability assessment. This framework employs the existing Enhanced Structural Path Analysis (ESPA) method 
paired with a spatial dispersion model to determine localised LCI over time. Previously we tested this new approach using wheat 
production as an illustration. In this paper we demonstrate the new spatiotemporal LCI method over an entire life cycle, using 
wind energy as an example. 
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1. Introduction 
Life cycle assessment (LCA) is "primarily a steady-state-tool" that does not consider temporal or spatial 
information [Udo de Haes et al., 2006]. These limitations impact on results from conventional LCA and many, in 
particular, environmental issues cannot be determined explicitly [Levasseur et al., 2010, Owens et al., 1997, 
Dyckhoff and Kasah, 2014]. In recent years more studies include either temporally or spatially explicit information, 
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and new methodologies for time-dependent LCA [Levasseur et al., 2010, Dyckhoff and Kasah, 2014] and spatial 
LCA [Geyer et al., 2010, Mutel and Hellweg, 2009] have been developed. To the best knowledge of the authors, 
however, no studies have been performed that include time- as well as space-dependent information in conventional 
matrix-based LCA. We have integrated both, temporal and spatial information in a novel dynamical life cycle 
inventory (LCI) framework that is capable of producing detailed spatiotemporal results and thereby offering more 
insights for sustainability assessment. This framework employs the existing Enhanced Structural Path Analysis 
(ESPA) method paired with a spatial dispersion model to determine localised LCI over time. Previously we tested 
this new approach using wheat production as an illustration [1]. The results show that it is possible to implement 
both spatial and temporal information in matrix-based LCI. However, that study only included the localised 
inventory at the agricultural operation stage of the wheat production life cycle and all upstream (e.g., fertiliser 
production) and downstream production (e.g., wheat transportation) processes were excluded. Therefore, the aim of 
this paper is to demonstrate the new spatiotemporal LCI method over an entire life cycle, using wind energy as an 
example. 
 
2. Method and data 
2.1. Spatiotemporal LCI 
For the spatiotemporal calculation of the life cycle inventory of a system, the process structure shown in Figure 1 
is used. This network diagram gives an example of how different life cycle stages (or unit processes) of a system are 
linked with each other and how the elementary flows of all unit processes add up to the total inventory of the final 
product. The lines with arrows and their thickness indicate the elemental flows between one unit process and 
another. To be able to use the ESPA method introduced in [Beloin-Saint-Pierre et. al, 2014] the quantitative 
relationships between unit processes are represented by a technology matrix denoted by 𝐴 (see Figure 2). This is an 
n × n matrix, where n represents the number of unit processes involved and “X” represents the amount of the 
processes required by one unit of the final product denoted by M. The first column represents the process that 
generates the final product and the other columns represent the tiered unit processes T1P1 (Tier 1 Process 1), . . . , 
TiPj involved in the life cycle of the final product. The number of columns needed for a particular tier of processes 
in Figure 1 is the same as the number of processes included in the network at that tier.  
 
Figure 1. Example of tired network structure of a product and its related processes 
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Then the technology matrix 𝐴 is separated into several Tier-1 process matrices according to the number of Tier-1 
unit processes in the network. This step is necessary to allow calculation of emissions attributable to each Tier-1 
process or high-level life cycle stage of the final product. The ESPA method (as described in [1] and with more 
details below) is applied individually to each of the Tier-1 process matrices and the inventory result for each of these 
matrices is presented in an inventory map with all the locations indicated (see Figure 3).  
 
 
 
As described in [1], applying ESPA to the LCI equation gives Equation 1:  
 
𝑔 = 𝐵 ∗ (𝐼 + 𝐴 + 𝐴 ∗ 𝐴 + 𝐴 ∗ 𝐴 ∗ 𝐴 + ⋯ ) ∗ 𝑓 = 𝐵 ∗ 𝑓 + 𝐵 ∗ 𝐴 ∗ 𝑓 + 𝐵 ∗ 𝐴 ∗ 𝐴 ∗ 𝑓 +  ⋯              (1) 
 
Where “∗” indicates the convolution of the parameters; 𝑔  is the inventory vector; 𝐵  is the environmental 
intervention matrix; and 𝑓 is the final demand vector of the system.  
 
However, the above equation does not include information about the geographical locations of the unit processes. 
Therefore, another calculation step that considers the inventory per unit process at a certain location has to be added. 
First, 𝐴 has to be extended to represent an array containing the processes and the locations of all processes. This 
array is called ∀: 
 
𝐴𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 =  ∀𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛=  ∀𝑇1𝑃𝑗, ∀𝑇2𝑃𝑗, ⋯ , ∀𝑇𝑖𝑃𝑗 , ⋯                                              (2) 
 
Figure 3. Splitting technology matrix A into Tier-1 process matrices, which are then used for the LCI calculations 
Figure 2. Structure of technology matrix A 
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where, the inventory from unit processes taking place in the same region Y are saved in one temporal array. For 
example, in ∀𝑌= (∀𝑇1𝑃𝑗, ∀𝑇2𝑃𝑗,  ∀𝑇𝑖𝑃𝑗), all of the linked unit processes T1Pj, T2Pj, …, TiPj take place in region Y 
and are therefore stored in ∀𝑌. Applying this step to Equation 1 gives Equation 3:  
 
𝑔𝑌,𝑙 = 𝐵 ∗ (𝐼 +  ∀𝑌,𝑙 + ∀𝑌,𝑙 ∗ ∀𝑌,𝑙 +  ∀𝑌,𝑙 ∗ ∀𝑌,𝑙 ∗ ∀𝑌,𝑙 +  ⋯ ) = 𝐵 ∗ (∀𝑌,𝑙 ∗ 𝑓 + ∀𝑌,𝑙 ∗ ∀𝑌,𝑙 ∗ 𝑓 +  ⋯ )     (3) 
 
Where, 𝑔𝑌,𝑙 is the inventory vector for a specific region Y and Tier-1 process l; and ∀𝑌,𝑙 is the technology matrix 
of a Tier-1 process. Calculating 𝑔 for all locations involved will result in location and time specific inventory 
vectors:  
 
𝑔𝑌,𝑡,𝑙 =  𝑔𝑌,𝑡,𝐿[1], 𝑔𝑌,𝑡,𝐿[2], ⋯                                                                   (4) 
 
All of the inventory vectors created in Equation 4 can then be used to create spatiotemporal inventory maps. 
 
2.2. Wind power example 
Wind energy has been the subject of many LCA studies. As wind turbines usually have a lifetime of around 25 
years and a global supply chain, a conventional static and aspatial LCA cannot calculate their emissions and impacts 
across time and space at different life cycle stages. To illustrate the new spatiotemporal LCI method developed in 
this study wind energy is used as an example. The objective of this example is to use the proposed method to 
calculate the LCI of offshore wind energy over the entire supply chain and map the inventory across space and over 
time. A LCI dataset was created in SimaPro based on the existing Ecoinvent datasets on UK offshore wind 
electricity generation supplemented by data on installation, operation and maintenance and decommissioning from 
another LCA study [2]. The dataset describes the life cycle of electricity generated from 5 MW offshore turbines off 
the UK coastline. As there are thousands of interlinked unit processes in the Ecoinvent database, the LCI dataset 
created needs to be simplified to enable a fast calculation and clear demonstration of the method developed. The 
number of unit processes in the life cycle was reduced to 14 by removing the rest. These 14 processes represent 
some of the main stages involved in the life cycle of wind power and are on 3 tiers (see Figure 4).  
 
Figure 4. Process network (Tier-1, Tier-2, Tier-3) for electricity generated from 5 MW offshore wind turbines 
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The final product is electricity generated from offshore wind power plant and the Tier-1 processes include 
Component Manufacturing, Installation, Operation & Maintenance (O&M) and Decommissioning of the wind 
power plant. The Component Manufacturing process is linked to two Tier-2 processes manufacturing of the fixed 
and moving parts of the wind power plant, which are further linked to four Tier-3 processes including copper 
production, steel production and production of the electricity and diesel used in the Component Manufacturing 
processes. The Installation, O&M and Decommissioning processes are all linked to the Tier-2 process marine vessel 
operation, which are represented here by the Ecoinvent dataset “Transport, freight, sea, transoceanic ship”. The 
O&M process is also linked to another two Tier-2 process lubricant oil production and air transportation by 
helicopter. A 14 × 14 technology matrix A was derived from the dataset. This simplified technology matrix means 
that any LCI results will be much lower than those are normally expected from a reasonably complete dataset. But it 
should be noted that the purpose for this example is to illustrate the spatiotemporal LCI method rather than 
calculating an accurate LCI. 
The values of the matrix entries reflect the amount of processes required by the processes at a higher tier. For 
each Tier-1 process (Component Manufacturing, Installation, O&M and Decommissioning) separate matrices 
including their linked lower-tier processes are built and used for the next calculation step (as shown in Figure 3). 
Using these 4 Tier-1 process matrices enables us to attribute the elementary flows, here using fossil CO2 emission as 
an example in this study, to each Tier-1 process (i.e., a high-level life cycle stage of a wind power plant) instead of 
aggregating them for the final product (wind power) only.  
A temporal dimension is added to all Tier-1 process matrices to allow the use of the ESPA method for the 
spatiotemporal calculation. The chosen time step is a month. The duration of the Component Manufacturing stage 
(including the lower-tier processes such as manufacturing of fixed and moving parts, production of copper and steel, 
electricity and diesel) is assumed to be 12 months. The Installation and Decommissioning stages (including the 
lower-tier process ship transport) are both assumed to last one month. The longest period is assumed for the O&M 
stage with 200 months, which gives a total of 210 months for the entire life cycle. Production of electricity, copper, 
steel and lubricant oil are continuous over time rather than just for use in the processes in the wind energy life cycle. 
Therefore, the emissions of these processes are assumed to spread evenly over the entire duration of their respective 
Tie-1 processes. As explained in [1] ESPA uses temporal distributions. The distributions of the 4 Tier-1 matrices are 
presented in Figure 5, 6 and 7.  
Figure 5. Time steps for the Component Manufacturing stage 
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The spatial scale of the processes is set at a country level in this study due to the limited spatial information 
available in the Ecoinvent database. For the steel production process Russia, Turkey, Ukraine and Italy have been 
chosen as they are the biggest steel producers in Europe. For copper production in Latin America Chile, Peru, Brazil 
and Bolivia have been selected due to their copper production volumes. The overall emissions per life cycle stage 
Figure 6. Time steps for the O&M stage 
Figure 7. Time steps for the Installation and Decommissioning stages 
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are apportioned among those countries according to their production volume. 75%, 15% and 10% of the emissions 
incurred by the Component Manufacturing stage can be attributed to the production of steel, copper and electricity, 
respectively. The wind power plant will be installed in UK waters and the Decommissioning stage which covers 
disposal and recycling of materials will also take place in the UK.  
 
3. Results and discussions 
Figures 8-11 show the CO2 emission inventory obtained for all life cycle stages of electricity produced from a 
UK offshore wind power plant that consists of 5 MW turbines. The component manufacturing stage is represented in 
Figures 8. It shows the emissions for the mining stage of copper and steel and the electricity in Germany according 
to the calculated CO2 emissions in kg for one time step. Emissions were calculated to occur over 5 time steps. Those 
emissions over all time steps are summed up and displayed. The CO2 emissions during the installation stage are 
presented in Figure 9, which are lower than the emissions of the component manufacturing stage. Lower emissions 
are presented during the O&M stage in Figure 10. The last map in Figure 11 illustrates the emissions of the 
Decommissioning stage. The Component Manufacturing and Installation stages are the stages within the Life Cycle 
with the highest emissions, despite their relatively short durations, while the Decommissioning stage produces little 
emissions. 
 
 
Figure 8. CO2 emissions produced during the Component Manufacturing stage 
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Figure 10. CO2 emissions produced during the O&M stage 
Figure 9. CO2 emissions produced during the Decommissioning stage  
Figure 11. CO2 emissions produced during the Installation stage 
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The idea for this method is to not only perform LCA, but to also to create emissions maps according to life cycle 
stages and locations to show the global occurrence and involvement of products. The method was tested by applying 
it to a simplified dataset for electricity generated from 5 MW offshore wind turbines as an explanatory case study. 
The results are plotted according to their product stage and considering their temporal appearance. Using an 
explanatory case study and creating a simplified dataset involves making assumptions regarding process flows and 
about the amount of details included in the system: The electricity generation from 5 MW offshore wind turbines 
dataset created in SimaPro was used as a basis to create the simplified version. It was intended to include the main 
contributors, such as mining, transport, electricity, within a wind turbine life cycle to emissions. As the simplified 
dataset has only a couple of processes, that do not interact a lot with each other or loop, the convolution creates 0 
entries in the matrix, resulting in only a few entries representing releases of emissions. With more interaction among 
processes the temporal convolution performed in ESPA would produce results greater than 0. So emissions for more 
time steps occur and could be shown in the maps and a wider range of emissions can be calculated. A way to avoid 
this is using made-up values in an explanatory example rather than trying to have realistic values in a small dataset, 
especially when the example is only used to show the benefits of the method. Furthermore, datasets in SimaPro or 
other LCI databases do not include temporal or spatial information in the way it would be applicable for the method. 
Hence, further assumptions about timing of emissions for each included process have to be made manually and 
being imported into the calculation. To fully automate this method datasets have to include temporal information 
about when and how much emissions are released by processes within the system. The maps used in this study were 
created using the Matlab Mapping Toolbox. Another way to represent the spatial information is the use of GIS 
software rather than the Matlab Mapping Toolbox, therewith stored GIS data such as locations, countries, amount of 
released emissions in the area and production volume of a certain process can be used to create a layered emission 
map. More detailed information would also be beneficial to fully automate the proposed method. The advantage of 
the study performed in this paper is the connection between spatial and temporal information to show where and 
when emissions during a process occur and how much transportation is needed from one location to another. With 
the current data available in databases the proposed method cannot be automated and many assumptions especially 
in terms of temporal information have to be made. Nevertheless, the method can be used already to highlight 
locations of life cycle stages. 
 
4. Conclusions 
This paper introduces a spatiotemporal LCI calculation method. The aim is to take a step back from the very 
localised spatial calculations performed in our previous study [1] and include entire life cycle in the LCI stage. A 
simplified inventory dataset for the production of electricity from offshore wind farms was used as an illustration. 
the flows were translated into a matrix and ESPA was applied for each of the high-level life cycle stages Component 
Manufacturing, Installation, O&M and Decommissioning. The method highlights how global production is 
nowadays and also how much transport is needed. Therefore, it can be used to identify more sustainable production 
locations to reduce environmental impacts caused by transportation of the produced goods. Two ideas for further 
research have been recognized: First, the method can be combined with the spatiotemporal method developed in [1], 
then not only the global impacts but also the very local ones can be included. And a comprehensive analysis of 
released emissions and impacts can then be performed. Local and global environmental burdens can be determined 
and location choices not only for the O&M stage, but also other stages, can be made. Second, applying the method 
in the LCIA as well as in the LCI stage offers the possibility to consider midpoint and endpoint impacts. Then maps 
focusing on different impacts over time and for all life cycle stages can be produced. 
 
162 Appendix B. Publications
10 Author name / Energy Procedia 00 (2017) 000–000 
Acknowledgements 
X. Yan would like to acknowledge financial support from EU and EPSRC.  
 
References 
 
[1] Maier M, Mueller M, Yan X. Introducing a localised spatio-temporal LCI method with wheat production as exploratory case study. J Clean 
Prod 2017;140, Part 2:492–501. doi:10.1016/j.jclepro.2016.07.160. 
[2] Arvesen A, Birkeland C, Hertwich EG. The Importance of Ships and Spare Parts in LCAs of Offshore Wind Power. Environ Sci Technol 
2013;47:2948–56. doi:10.1021/es304509r. 
 
 
Appendix B. Publications 163
Introducing a localised spatio-temporal LCI method with wheat
production as exploratory case study
Marina Maier*, Markus Mueller, Xiaoyu Yan
Environment and Sustainability Institute, University of Exeter, Penryn Campus, Penryn, TR10 9FE, Cornwall, UK
a r t i c l e i n f o
Article history:
Received 30 October 2015
Received in revised form
22 June 2016
Accepted 25 July 2016
Available online 9 August 2016
Keywords:
Life Cycle Inventory
Spatio-temporal model
Life Cycle Assessment
a b s t r a c t
The use of dynamical information, which is temporally and spatially explicit, to quantify environmental
impacts is gaining importance in recent years. Life Cycle Assessment has been applied to identify
environmental impacts of, for example, wheat production. However, conventional Life Cycle Assessment
is typically limited by its static nature and cannot explicitly consider temporal and spatial variability in its
matrix-based mathematical structure. To address this limitation, a novel dynamical Life Cycle Assess-
ment framework that applies spatio-temporal mathematical models in Life Cycle Inventory is introduced.
This framework employs the existing Enhanced Structural Path Analysis (ESPA) method paired with a
spatial dispersion model to determine the localised emissions over time within the Life Cycle Inventory.
The spatially explicit calculations consider emissions to the surrounding area of an origin. A case study
was undertaken to demonstrate the developed framework using the production of wheat at the Helford
area in Cornwall, UK. Results show the spatio-temporal dispersion for four example emissions atmo-
sphere, soil, flowing and groundwater. These outcomes show that it is possible to implement both spatial
and temporal information in matrix-based LCI. We believe this framework could potentially transform
the way LCA is currently performed, i.e., in a static and spatially-generic way and will offer significantly
improved understanding of life cycle environmental impacts and better inform management of processes
such as agricultural production that have high spatial and temporal heterogeneity.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The relation between agriculture and climate change has
become an important issue (Edwards-Jones et al., 2009). The food
sector is one of the largest industries in the world and hence uses a
large amount of energy and resources and contributes to global
warming and total CO2 emissions (Roy et al., 2009). The demand on
food will drastically increase in the coming decades. Therefore, the
pressure on food production and cultivation of land will rise, as
well. At the same time, climate change will cause more challenges
in the agricultural sector (van der Werf et al., 2014): Agriculture is
supposed to meet the principles of sustainability, therefore, it is
expected to produce a large amount of food to feed growing pop-
ulations and at the same time ensure food security (Brentrup et al.,
2004). Furthermore, one of the main concerns is the impacts of
increasing input levels during the production of grain. These im-
pacts include land use change and emissions through a higher
demand for soil tillage, fertilisers, pesticides and irrigation. All
these influence the level of greenhouse gases (GHG) released dur-
ing agricultural production (Goglio et al., 2012). Hence, enhancing
global food security while reducing emissions and environmental
impact d two seemingly conflicting goals d requires a rigorous
analysis of food production practices and technologies to develop
more sustainable agriculture.
Accounting for approximately 30% of the global grain cultiva-
tion, wheat is one of the most important contributors to global food
production (R€oder et al., 2014). According to the FAO Food Pros-
pects and Food situation report 70% of the wheat produced is for
food production and the rest is used for other purposes such as
animal feed. In 2014/15, a global wheat yield of 716 million tonnes
is expected (FAO, 2014). Linquist et al. (2012) calculated in their
meta-analysis of GHG Global Warming Potential (GWP) values of
CH4 and N2O of 662 kg CO2e/1t of wheat. Furthermore, they found
1.21% of N applied was emitted as N2O (Linquist et al., 2012).
Life Cycle Assessment (LCA) is commonly used to evaluate the
environmental impacts of different products, processes and activ-
ities. Assessments can consider the entire life cyle or a determined* Corresponding author.
E-mail address: mm566@exeter.ac.uk (M. Maier).
Contents lists available at ScienceDirect
Journal of Cleaner Production
journal homepage: www.elsevier .com/locate/ jc lepro
http://dx.doi.org/10.1016/j.jclepro.2016.07.160
0959-6526/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Journal of Cleaner Production 140 (2017) 492e501
164 Appendix B. Publications
time interval of the life cycle (Edwards-Jones et al., 2009; Roy et al.,
2009). A LCA can be performed to identify ways to reduce pollution,
excessive use of resources and may stop the mitigation of envi-
ronmental impacts between different production stages
(McManus, 2010). Within a LCA environmental impacts such as
climate change, stratospheric ozone depletion, smog eutrophica-
tion and acidification and influences on human health and eco-
systems are analysed (Rebitzer et al., 2004). LCA can be seen as a
comprehensive assessment which is standardised in ISO 14040 and
includes all attributes of natural environment, human health and
resources (Technical Committee ISO/TC 207, 2010). A life cycle
approach is useful to avoid problems in the process from shifting
from one stage, country or environmental problem to another
(McManus, 2010). In recent years LCA has become an important
decision support tool for policy makers as well as product de-
velopers and designers to assess the cradle to grave impacts of
products. Three forces support the current position of LCA: Due to a
movement from government regulations closer to ”life-cycle
accountability” (Srinivas, 2014) point of view, manufacturers are
responsible for direct product impacts, but also for impacts in life
cycle stages after a product's purchase. Some businesses also take
part in sustainable actions or schemes which demands ”for
continuous improvements through better environmental man-
agement systems” (Srinivas, 2014). And last for consumer markets
and government procurement guidelines environmental perfor-
mance of products has a high level of importance (Srinivas, 2014).
On the other hand, LCA is “primarily a steady-state-tool” that
does not consider temporal or spatial information (Udo de Haes,
2006). These limitations impact on results from conventional LCA
and many, in particular, environmental issues cannot be deter-
mined explicitly (Levasseur et al., 2010; Owens, 1997; Dyckhoff and
Kasah, 2014). In recent years more studies include either tempo-
rally or spatially explicit information, and new methodologies for
time-dependent LCA (Levasseur et al., 2010; Dyckhoff and Kasah,
2014; Commission, 2010) and spatial LCA (Geyer et al., 2010;
Mutel and Hellweg, 2009) have been developed. To the best
knowledge of the authors, however, no studies have been per-
formed that include time- as well as space-dependent information
in conventional matrix-based LCA. Hence the aim of the present
study is to: integrate both, temporal and spatial information in a
novel dynamical LCA framework that is capable of producing more
detailed results and hence offering more insights for sustainability
assessment. We apply this new approach to evaluate the environ-
mental burdens of wheat production as an illustration. The
Dynamical Life Cycle Assessment (DLCA) sections summarises
previous studies and current implementation of time and space in
LCA. The calculation approach used in our study is outlined in the
Method section. The Case Study section introduces the used data,
followed by the results. Conclusions for the study and also rec-
ommendations for implementing time and space information in
future studies are drawn in the Conclusion section.
2. Dynamical Life Cycle Assessment
ISO 14042 mentions the absence of time in LCA, but at the same
time does not provide a guideline for an inclusion of time in LCA
(Technical Committee ISO/TC 207, 2010) and previous studies
explore different ways in doing so. Broadly, it differs between time
included in the Life Cycle Inventory (LCI) and in the Life Cycle
Impact Assessment (LCIA) stage of a LCA. According to Collet et al.
(2011) the temporal information of emissions is lost by aggrega-
tion and the ensuing concentrations of emissions in the air are
unknown. On the other hand, time in LCIA is only considered as
timescales to gain information about the emissions that influence
the environmental impacts (Collet et al., 2011). Dyckhoff and Kasah
(2014) define DLCA as an useful tool to “assesses the impacts of a
system at a determined point in time.
Pehnt (2006); Zhai and Williams (2010) and Viebahn et al.
(2011) perform dynamical studies in the renewable energy sector
and assessed future greenhouse gas (GHG) emissions by past and
potential developments of material and operation methods to
improve efficiency of production. Zhai andWilliams (2010) perform
a LCA of photovoltaic (PV) systems and consider technology-
dependent dynamics of embodied energy and GHG emissions.
The study focusses on energy-related flows, but with some
improvement of the model other impact categories could be
included. Zhai and Williams (2010) conclude that the environ-
mental processes have a significant effect on reducing emissions of
PV systems.
Pehnt (2006) introduces in his paper a dynamic approach to-
wards LCA of renewable energy systems. For his dynamical
approach, he develops a background system with the state of the
best available technology and uses extrapolation of future de-
velopments to calculate the emissions for energy resource con-
sumption, emissions of GHGs, acidification and eutrophication.
Within his DLCA he includes only parameters, that are environ-
mentally significant and at the same time exhibit an important
time-dependency.
Viebahn et al. (2011) perform a study about concentrated solar
power (CSP) by using a dynamical LCI approach. Within the LCI the
environmental impacts between 2007 and 2050 were calculated
considering six development steps such as increase of lifetime, up-
scaling, increase of storage time, higher efficiency, reduction of
material use and adapting background processes. The development
scenarios were assumed to follow a pessimistic, an optimistic-
realistic and a very optimistic trend. The study shows that CSP
can be deployed in the long-term, depending on the development
of energy policy. Furthermore, the emissions from CSP plants are
relatively low in comparison with fossil fuel-based systems, and
further reductions of emissions are possible and likely to happen in
the future.
In a more recent study, Beloin-Saint-Pierre et al. (2014) develop
a calculation tool that uses temporal information to describe a
system by differentiating elementary and process flows. The au-
thors modify the traditional LCI calculation method to be able to
consider time dependent information. This new method is called
Enhanced Structural Path Analysis (ESPA) (Beloin-Saint-Pierre et al.,
2014). Beloin-Saint-Pierre et al. (2014) compare different LCA
studies and found that results obtained, considering evolving pro-
cess flows over time, differ from those obtained bymore traditional
approaches in LCA. Also including time variance indicated an effect
of industrial dynamics on DLCA results. In their comparison of
different DLCA studies they also found that most approaches used
in these studies did not clearly “differentiate at a temporal level”.
Pors€o and Hansson (2014) describe time-dependent absolute
and instantaneous indicators to calculate the global mean surface
temperature.
In 2005, Spatari et al. (2005) used a dynamical model with an
annual time series for production steps, an empirical model to
calculate waste flows and a residence-time model to determine
post-costumer flows of the copper production in North America.
A different approach has been proposed by Levasseur et al.
(2010), see also Kendall et al. (2009); Kendall (2012) and Yang
and Chen (2014) with time dependent characterisation of global
warming factors and the timing of fixed time horizons, which ap-
plies in the LCIA. Levasseur et al. (2010), improve the results of LCA
“by addressing the inconsistency of temporal assessment”
(Levasseur et al., 2010) and by including time dependent charac-
terisation factors in the LCI stage. The results of the study show that
a chosen time horizon creates inconsistency with time range,
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which the LCA covers. Nevertheless, using this method for a case
study of biofuels revealed differences in the results of a statical
approach and a DLCA that are significant enough to change the
conclusion of the entire study.
In another recent study by Dyckhoff and Kasah (2014), the time-
dependent global warming impact using radiative forcing and a
new method to define time horizons was developed. They indicate
that the accuracy of DLCA studies depends on chosen time hori-
zons. Therefore, they develop instantaneous and cumulative time
dominance criteria. This study was based on the work of Levasseur
et al. (2010), which has been, according to Dyckhoff and Kasah
(2014), the most elaborated work within the DLCA field so far.
But the same time they criticise time horizons as “highly subjective
assumptions” without scientific foundations and in addition an
“implicit weighting of emissions” takes place. To improve these
factors the authors introduced their concept of time dominance
regarding the study of (Levasseur et al., 2010; Dyckhoff and Kasah,
2014).
Bright et al. (2012) performed a study on climate impacts of
bioenergy. They consider “two dynamic issues, first the temporary
changes to the terrestrial carbon changes and second temporary
changes to land surface albedo” (Bright et al., 2012) in the context of
active land use management for bioenergy. Hellweg et al. (2003)
see LCA as a tool that treats past, presence and future emissions,
divided into equal sections and integrated over time, but Bright
et al. (2012) criticise the limitation of this method applied on
biomass systems. They use the neglect of CO2 emissions from
biomass conversion or combustion due to “the carbon and climate
neutrality principle”. According to the authors, this principle is
acceptable for fast growing biomass, but is less feasible for slow
growing biomass (Bright et al., 2012). As the study of Levasseur
et al. (2010), Bright et al. (2012) calculate GWP indices. In
contrast to Levasseur's approach, Bright et al. (2012) apply the
carbon radiative forcing within the LCIA stage. Furthermore, they
use Impulse Response Functions combined with the time distrib-
uted emissions and removals of CO2 from biomass to calculate the
change in atmospheric CO2 concentrations. As Levasseur et al.
(2010); Bright et al. (2012), and Arbault et al. (2014) calculate
Characterisation Factors (CFs) using Impact Assessment Models.
The CFs used in their study are related to Human Health, Natural
Resources and Natural Environment. The authors point out that CFs
and LCIA indicators evolve “with regard to the usefulness of natural
resources for human purposes” (Arbault et al., 2014). The incom-
plete involvement of ecosystem services (ES) in the current LCIA
application represents a notable limitation of LCA to several sectors,
which are influenced by the ES. This study uses integrated earth
systems dynamic modelling to solve this issue. Furthermore, a
Global Unified Metamodel of the biosphere is selected and CFs are
calculated. Although the model indicates the possibility to retrieve
CFs, a simple conversion into LCIA calculations is not functional so
far (Arbault et al., 2014).
Another study calculating CFs in LCIA was undertaken by
Sepp€al€a et al. (2006). The study developes new site-dependent
characterisation factors for emissions occurring during acidifica-
tion and eutrophication in Europe. The calculation of the CFs has
been based on accumulated exceedance (AE). The calculation
method was introduced by the United Nations Economic Com-
mission for Europe Convention on Longrange Transboundary Air
Pollution (UNECE, 2014). Sepp€al€a et al. (2006) found that the CFs
were independent of the reduction percentage that was normally
used to calculate CFs. Because the errors calculated for each CF
turned out to be 0, the CFs were unable to describe effects of small
changes of most emissions included in LCA. Also their study shows
significant differences in CFs calculated for many countries in the
EU (Sepp€al€a et al., 2006).
Another important issue with Life Cycle Assessments is lack of
spatial information. Spatial LCA can be applied in every stage of the
life cycle. If it is applied in LCI usually GIS and spatial databases are
used, while in LCIA a CF is developed (Nitschelm et al., 2016).
Typically, to receive localised LCA results, this is often performed at
country scale, with little information where emissions arise within
the country. Also, localised CFs are used. The use of those CFs is
described in two methods, that were developed in the past two
decades. The TRACI model was proposed by the U.S. Environmental
Protection Agency, and includes acidification CFs for each U.S. state
and for the country as awhole (Bare et al., 2003). The other method
developed is called GLOBOX and includes around 250 countries and
seas (Wegener Sleeswijk and Heijungs, 2010). But so far no method
was developed that regionalises LCI. Earlier attempts are based on
using regional output percentages (ROP) to allocate life cycle
emissions to different regions (Hill et al., 2009; Tessum et al., 2014).
In his study Hill analyses the impacts of PM2.5 emissions of corn
ethanol, gasoline and cellulosic ethanol for human health.
Depending on the source of land he found out that cellulosic
ethanol can offer health benefits from PM2.5 reduction. Tessum
et al. (2014) uses temporally, spatially and chemically life cycle
emission inventories. They found out that using “corn ethanol, coal
based or ‘grid average’ electricity increases […] environmental
health impacts by 80%”.
Kim et al. (2015) develop Regional Emission Information (REI)
and linked with the characterisation results in LCIA. They compare
their results with studies without REI and found out that not using
regionalised information underestimated environmental impacts
(Kim et al., 2015). They use exiting LCA calculation methods such as
ReCiPe and CFs and then include outside emissions such as air
emissions by using REI. Outside emissions are defined as emissions
that occur outside of the actual system boundary, but that still in-
fluence the environmental impact, such as emissions from a busy
road next to a field of wheat that is studied (Kim et al., 2015).
Gasol et al. (2011) combined LCA with Geographic Information
System (GIS) to present a method to determine an energy crop
implementation strategy. Therewith, a reduction of energy and CO2
is possible. They concluded that the combination of LCA and GIS is
beneficial to obtain “environmental results from energy and ma-
terial flows based on territorial organisation” (Gasol et al., 2011).
Engelbrecht et al. (2013) study GHG mitigation in grain pro-
duction in Australia. They used Integrated Spatial Technologies
(IST). Therefore, LCA, Remote Sensing (RS) and GIS are interlinked
with each other. IST consists of two stages using RS data from sat-
ellite images and aerial photographs as inputs into GIS and the
application of a stream linked LCA. LCI results are integrated into a
RS and GIS database to analyse the spatial distribution of agricul-
tural systems (Engelbrecht et al., 2013). The results show that using
IST may result in choosing another mitigation option than with
using the a traditional LCA approach, but so far only includes car-
bon footprint modelling.
Humpen€oder et al. (2013) use a model called AEZ-BLS to
calculate the effects on land use change on the carbon balance of
1st generation biofuels. The agro-ecological zonde model (AEZ)
includes spatial information, while the general equilibrium model
of world food economy (BLS) works on a regional basis. The AEZ-
BLS is the combined with the LCA approach of the EU Renewable
Energy Directive. The results show a GHG emission saving from 1st
generation biofuels comparedwith fossil fuels of -2-13% in themost
realistic scenario (Humpen€oder et al., 2013).
A spatialised territorial LCA (STLCA) method for agricultural
territories was developed by Nitschelm et al. (2016). This method
considers the spatial variability of emissions and impacts within a
territory and represents an extension to conventional LCA studies.
In comparison with other studies mentioned above, this studies
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aims to include the spatial approach in all life cycle stages
(Nitschelm et al., 2016).
Roy et al. (2014) analyse terrestrial acidification at the global
scale. They used characterisation factors for atmospheric fate,
sensitivity factor and effect factors. Spatial variability was added by
calculating 2x2.5 emission grids worldwide for each pollutant
(Roy et al., 2014).
3. Method
The proposed DLCA framework consists of two main parts. In
the first part time-dependent LCI is calculated. These results pro-
vide the basis for the second part spatial LCI calculation. Both ap-
proaches are explained in detail below after describing the static
LCI matrix calculation. LCI data flows are extracted from Ecoinvent
3 database (Weidema et al., 2013). All calculations are performed
using Matlab (Version 2015b) algorithms (Matlab, 2015).
During the LCI stage of a LCA all energy, material and economic
in- and output flows are identified and quantified. For the calcu-
lation these flows are split into single processes. Each of these
processes considers inputs from other processes, which creates an
interlinked system of all process flows. The processes are linear
functions of their inputs and therefore, the system can bewritten in
matrix form (1) (see Table 1) (Heijungs, 1994; Suh and Huppes,
2005).
g ¼ B s ¼ B ðI  AÞ1  f ; (1)
where I is the identify matrix, A is the technology matrix and B is
the environmental intervention matrix. All process flows are
defined in the columns of matrix A, with each element in the col-
umns representing inflows and outflows of commodities necessary
for the process to happen. Every row in B defines an elementary
flow, describing the amounts released to or extracted from the
environment by the corresponding processes in the columns
(Saurat and Ritthoff, 2013). g, s and f are the inventory, the scaling
and final demand vectors, respectively (see Table 1).
3.1. Time-dependent LCI model
The dynamic method integrated in the proposed framework in
this study is the Enhanced Structural Path Analysis developed by
Beloin-Saint-Pierre (Beloin-Saint-Pierre et al., 2013). This method
uses relative temporal distributions (see Fig. 1a) to specify
elementary and process flows of a system and the system network
they create. With the specific information format the calculation of
temporally descriptive LCI are possible (Beloin-Saint-Pierre et al.,
2013). Beloin-Saint-Pierre et al. (2014) extends Equation (1) to
obtain a time-dependent expression for the vector g of the
temporally explicit LCI.
In a static LCI matrix Equation (1), it is straightforward to obtain
the inventory vector g by matrix-matrix and matrix-vector prod-
ucts of environment matrix B, matrix (IA)1 of process flows and
scenario vector f. However, matrix product do not simply allow for
temporal information of the process-related distributions included
in a dynamical LCI calculation. To retain temporal information,
convolutions of the time-dependent process and environmental
data are calculated. A convolution induces an ”overlay” of two time-
distributions to produce a third distribution, see Fig. 1b. Within the
ESPA method discrete time convolution is used and in this case the
two distributions, one distribution for A and one for B, are summed
up to receive a third one (Pinsonnault et al., 2014).
It is not possible to obtain a matrix inverse (IA)1 without
losing the temporal information in technology matrix A. A power
series expansion is therefore applied to obtain
ðI  AÞ1 ¼
X∞
k¼0
Ak: (2)
Equation (2) is only applicable if A has eigenvalues with absolute
values less than 1. For the application to data from realistic pro-
cesses this may require a scaling of A. Assuming a time-varying
technology matrix, the power series (2) is altered as a series of
convolutions of A with itself:
ðI  AÞ1 ¼ I þ Aþ A*Aþ A*A*Aþ…: (3)
Here, the *-symbol indicates the convolution operation which is
considered as component wise convolution, while the matrix-
matrix multiplication rules apply to the time-distribution entries
of the matrices. Applying (3) to the inventory Equation (1) gives
g ¼ B*ðI þ Aþ A*Aþ A*A*Aþ…Þf
¼ B*f þ B*A*f þ B*A*A*f þ B*A*A*A*f þ…: (4)
In computational implementations, the power series has to be
truncated after a maximum number k2ℕ of convolutions of A.
Typically this can be done by setting k or via threshold as the
maximum of the A*/*A
|fflfflfflffl{zfflfflfflffl}
k times
is decreasing exponentially with k.
3.2. Spatial propagation model
The result from the time-dependent LCI equation serves as input
to the spatial propagationmodel. For the spatial propagationmodel
a study site of a particular size is designated as a raster R of grid
cells. As initial condition a time-dependent and localised inventory
vector is chosen and the inventory entries are propagated through
time. Localised in this case means only emissions are considered in
the spatial propagation model that are attributed to the study site.
This requires an intermediate step of mapping temporal varying LCI
entries to a location. The propagation model is based on two op-
erators generated from (a) geographical or atmospherical data, and
(b) dynamical dispersion models. Both operators may be individ-
ualised to the emission type, category or possibly individual
emissions and inventory impacts.
Hence, topographic details, land use information, soil proper-
ties, as well as data about water flows, characteristics of currents,
ground water occurrence or regional atmospheric flows are used to
Table 1
LCI matrix calculation parameter.
Symbol Name Dimension Definition
f Final demand vector m Vector of economic flows
A Technology matrix m  m Exchange between processes
B Intervention matrix n  m Exchange between environment
s Scaling vector m Vector of scaling factors
g Inventory results n Vector of environmental flows
I Identity matrix m  m Square matrix with ones on the main diagonal, rest 0
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generate an impact parameter map MG (see Fig. 2). For a location
(x,y) and an inventory entry/emission gi, the application of the
operators MG;iðx; yÞ quantifies the proportion of interaction of the
emission i (of a particular type or category) with the present ge-
ography or atmospheric flows at (x,y). MG;i can be modelled as
linear (matrix) or nonlinear (functional) operation.
The dynamical dispersion models ND calculate the accumulated
proportion of emissions propagating from and between neigh-
bouring cells (see Fig. 3) in the raster. An emission i at cell ðx; hÞ and
time t with amount eðx; h; tÞ is then dispersed as ND;iðeðx; h; tÞÞ
which gives the amount of emission i at time t þ 1 for all (neigh-
bouring) cells within the raster. The considered dispersion models
can define velocity, reach and direction of propagation for any
emission.
The accumulated emissions after one time step at location a (x,y)
is then obtained as the product of geographic/atmospheric model
and dispersion model summed over all “origin-cells” in the raster
eðx; y; t þ 1Þ ¼
X
x;h2R
MG;iðx; yÞND;iðeðx; h; tÞÞ: (5)
As initial emissions, the i-th inventory entry sequence
ðgiðx; h;1Þ; giðx; h;2Þ;…Þ, distributed in time and designated to the
production grid cells ðx; hÞ2P , is considered which allows iterative
calculation of the emissions at location (x,y) and time t þ 1  2:
eðx; y; t þ 1Þ ¼
X
x;h2P
MG;iðx; yÞND;iðgiðx;h; tÞÞ
þ
X
x;h2R nP
MG;iðx; yÞND;iðeðx;h; tÞÞ: (6)
With the geographical or atmospheric data and resulting maps,
the dynamic dispersion is directing the impact, for example, flow
direction of a river for emissions transport. The spatial propagation
model may help to identify impacts on, for example, land and
seascape, water cycles, emissions and impact on climate, weather
Fig. 1. Examples distribution and use of convolutions. a) Examples of distribution as matrix entries for the B and A matrices. b) Application of time-convolution in DLCA.
Fig. 2. Example impact parameter map (red ¼ high impact, blue ¼ low impact). (For
interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
Origin of emissions.
Reach: Surrounding areas reached by 
emission in one time step;
Proportion of emission dispersed to a 
grid cell depends on its proportion 
within the reach.
Fig. 3. Conceptual propagation model for spatial dispersion of impacts.
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conditions, and surface interactions.
While the temporal aspect of the method runs over several
stages of the life cycle, the spatial aspect is very localised for the
operation stages at the study site. Therefore, a selection process
identifying localised LCIs is applied. Currently, we use an empirical
approach identifying localised processes at the study site to rule out
”downstream and upstream” emissions.
4. Case study
4.1. Data
In order to illustrate the proposed theoretical framework a case
study on wheat production is chosen. Information for the envi-
ronmental and process matrices used for the ESPA calculation can
be found in the Ecoinvent database 3.1 (process dataset used:
Wheat grain (GLO); market for; Alloc Def; U) (Weidema et al.,
2013). All processes in the A-matrix are assigned into seven main
activities:
 Agricultural machinery operations (integrated emissions as
used in all other activities)
 Fertiliser application
 Harvesting
 Irrigation
 Pesticides application
 Sowing
 Tillage
All activities are on field operations and upstream or down-
stream emissions outside the field (such as production of fertilisers
and pesticides) are not included in this study. These activities
spread over time and several activities (such as irrigation, appli-
cation of fertiliser) are repeated in possibly different proportions
within one wheat production cycle. One cycle of activities is shown
in the bar chart in Fig. 4 where the process distributions accumulate
100% over one production cycle. For the example implementation
the production cycle is repeated a number of times (in the pre-
sented calculations 5 times) with inactivity of 4 intermediate time
steps after each cycle. The temporal occurrence of these activities
represent an empirical characterisation of process distributions and
aim to demonstrate the methodology introduced in Section 3. In
the case of wheat production LCI calculation, matrix B includes a
collection of n ¼ 332 types of emission during the wheat
production cycle, while matrix A specifies m ¼ 71 flows and ex-
changes between the sub-processes of the system (Pinsonnault
et al., 2014). The demand or scenario vector f collects the cumu-
lated inputs for a specified functional unit of end product or service
(Mutel and Hellweg, 2009). Processes within the B-matrix were
assigned to the same seven main activities as the A-matrix in the
columns, rows are divided into the chemicals occurrence in air (e.g.
CO2), soil (e.g. chromium) or water (e.g. nitrogen in rivers or salts in
ground water) or as a raw material. The chosen chemicals are
representatives and only serve as examples to test the framework.
These include gas emissions to atmosphere, metal emissions to soil,
acids to flowing water and salt in ground water. One year is
assumed to be the timeline for a wheat production cycle, with each
time step covers a two week period. As mentioned above for this
case study an example site in South-West Cornwall was chosen. The
top soils in this area are freely draining slightly acid loamy soils and
freely draining slightly acid loamy soils over rock closer to the river
bed. This loamy soils have a low fertility, and water contaminations
with nitrate can be possible. Siltation and nutrient enrichments of
streams from soil erosion can occur as well (Cranfield Soil and
AgriFood Institute, 2016). Cornwall has a temperate Oceanic
climate (K€oppen climate classification), with the mildest and
sunniest summers in the UK thanks to the southerly latitude and
the influence of the Gulf Stream (MetOffice, 2000). Precipitation
occurs during the entire year with more rain through winter
months. Cornwall is also the second windiest location in the UK
(MetOffice, 2015). Using ArcGIS we determined the topography
data as well as water flows and ground water resources. Master-
maps with a scale of 1:50000 of tiles SW74NE, SW72NW was used
(Edina Digimap, 2015). Within GIS a 50  50 grid cells with
50 m  50 m measurement was used. The information is then
imported into grid cells to create an impact parameter map. Within
the case study three locations in the study area for the production
of wheat are selected. Therefore, the origin coordinates are iden-
tified for the field and time-varying emissions are calculated.
In the considered wheat production case study, the locations
ðx; hÞ represent the area of an agricultural field, from where the
environmental emissions are released and dispersed. The above
model may lead to a better understanding of emissions from
application of fertilisers and pesticides, harvesting and other pro-
cesses in the life cycle of wheat production. With harvesting, direct
emissions diminish before a new growing season starts, but may
have longer-term and slower decreasing repercussions on the
surrounding areas.
Fig. 4. Main activities of the A-matrix distributed over time, expressed as the proportion of the overall activities, where each activity sums up to 100%, only one cycle shown.
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4.2. Results
In this section we present a qualitative analysis of the spatio-
temporal LCI calculations for the considered case study of wheat
production. First, the temporal distributions using the ESPA
methodology are obtained, see Fig. 6, for the cumulative occurrence
over a time horizon of 100 weeks of four example inventory entries.
The outputs of that temporal calculations are then used for the
Fig. 5. Emissions results for an example inventory entry at t ¼ 20n þ 1, n ¼ 1,…,8. The graph shows relative concentrations taken at different time steps, video showing the results in
Supplementary material.
Fig. 6. Proportion of inventory emissions accumulated over time (cummulative temporal emission distributions) for four example inventory entries; a) CO2, b) Salt, c) Nitrogen and
d) Chromium.
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spatial dispersion model, obtaining the distribution of all inventory
entries in the study area at every time step. Fig. 5 show how salts in
ground water spread over time, the distribution is visualised at
t ¼ 20n þ 1,n ¼ 1,…,8. Salts in ground water propagate from the
location of deployment to the surrounding areas. Emissions spread
on land masses first before reaching the rivers fromwhere they are
spread into the sea. At a certain point the emissions start to
decrease, first at the deployment coordinates then at surrounding
areas. Fig. 7 shows the cumulative emissions relative to the time-
distribution with out spatial dispersal (compare Fig. 6 for all
chemicals in the study area with CO2 on the top left), salt in ground
water in the top right, nitrogen in river at the bottom left and
chromium in soil on the bottom right. A video showing the relative
cumulative emissions over time is available in online supporting
material. Emission spread slower in soil, but soon follow the flow
directions of rivers, sea and groundwater, which confirms the ex-
pected outcome.
Supplementary video related to this article can be found at
http://dx.doi.org/10.1016/j.jclepro.2016.07.160.
5. Discussion
In this paper we introduced a new spatio-temporal framework
using temporal distributions and spatial dispersion models to
obtain localised Life Cycle emissions over time. The aim of the
framework is to implement time and spatial information into LCI.
Therefore, we developed a spatial propagation model, which runs
after the temporally explicit LCI is produced using the existing ESPA
method. We then tested the framework using a wheat production
as an example. The results show how emissions from an origin
spread in soil, air, groundwater and river and how those emissions
accumulate over time. This study highlights the accumulation of
emissions during the operation stage of a life cycle, and also in-
forms about when emissions occur and spread. The outcome of the
proposed method is influenced by the availability of data. While
performing a case study we have noticed that Ecoinvent or other
LCI databases are not sufficiently detailed to satisfy all the infor-
mation spatial LCA as well as temporal LCA require for compre-
hensive and realistic results. Therefore alternative ways for
collecting data needs to be considered. Local data for example can
be gathered by regional statistics or surveys. Downscaling of na-
tional data is also an option if regional data could not be easily
obtained. On the other hand different strategies to fill data gaps are
currently used: proxy data sets, extrapolating data and streamlined
LCA (Mila i Canals et al., 2011; Nemecek et al., 2011; Roches et al.,
2010). Further improvement should also include the integration
of soil types and characteristics, more detailed current data and
climate data to eliminate the deficiency of the proposed model.
Another future step is the mathematical optimisation of the LCI
vector g in respect to the scaling vector s. This optimisation step
should result in the optimum temporal and spatial allocation of the
LCI vector and hence inform implementation time and localisation
Fig. 7. Emissions in time accumulated in study area as proportion of the overall temporal emission distribution, see Fig. 6, for four example inventory entries; a) CO2, b) Salt, c)
Nitrogen and d) Chromium.
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of processes within the life cycle. In conventional LCI calculations
the scenario vector has only one non zero input, the reference flow.
The scenario vector ensures the required performance of the
studied system, for example the reference flow could be 1000 kg of
wheat. Studying the system over time though allows us to spread
the total amount of the reference flow into smaller sections over
given time without changing the total amount. Therewith, the
production of the amount stated in the reference flow can be
divided along the time frame and for example production planning
to meet emission thresholds can be performed. In this study, the
method is only applied to a part of the wheat production life cycle,
focusing on activities that happen at the wheat field. Our next step
is to expand the application to cover the entire life cycle of wheat
production. The spatial propagation model will be used around the
locations of the production of raw material such as seed and fer-
tilisers, along the transport links and at other upstream and
downstream processes produce a life cycle emissionmap over time.
A further step would be to try and integrate wheat production with
the life cycle of other linked system such as livestock production.
Both steps will results in significantly improved understanding of
environmental impacts with spatially and temporally explicit life
cycle emissions.
6. Conclusion
This paper proposed a novel spatio-temporal LCI approach with
twomain parts in order to address the static nature of conventional
LCA. In the first part temporal distributions are used to represent
when and how often system processes occur. This information is
used to calculate a time dependent LCI vector. In the second part,
the time-dependent LCI vector in a spatial propagation model to
produce temporally and spatially explicit LCI. The method is then
illustrated in a case study of wheat production in Cornwall, UK. The
presented results so far only include the agricultural operation
stage of the wheat production life cycle and all upstream (e.g.,
fertiliser production) and downstream production (e.g., wheat
transportation) processes are excluded. But the results already
show that it is possible to implement both spatial and temporal
information in matrix-based LCI. As mentioned the results are not
conclusive for wheat production due to the availability of data.
With improved LCI databases, the method can be used to get more
detailed calculations such as comparing winter and spring wheat,
also water flow data can be updated using time-varying and up-to-
date data. This could potentially transform the way LCA is currently
performed, i. e., in static and spatially-generic way. We believe this
framework will offer significantly improved understanding of life
cycle environmental impacts and better inform management of
processes such as agricultural production that have high spatial and
temporal heterogeneity. Further work is needed to fully demon-
strate the framework over entire life cycles andmuchmore detailed
LCI databases as well as temporally and spatially explicit LCIA
methods are required to realise its full potential.
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Abstract  
Using temporally and spatially explicit information to quantify environmental impacts of 
renewable energy technologies is gaining importance. To address limitation of traditional Life 
Cycle Assessment (LCA) studies, a dynamical LCA method, that uses spatio-temporal 
mathematical models to identify environmental impacts varying over time and space, is 
introduced and exemplified through onshore wind turbines. The methodology incorporates 
spatial and temporal variability concerning the different life stages of a wind turbine and is 
applied at the Life Cycle Inventory (LCI) stage. Calculations evolve environmental impacts 
associated to a renewable energy system in time and space and allow to build impact scenarios 
depending on, for example, the choice of locations for deployment/installation and the 
surrounding areas. This novel methodology represents a major step forward in the calculation 
of comprehensive LCA.  
 
1. Introduction  
Wind is a pervasive and infinite power resource that plays a consequential role not only to meet 
increasing energy demand, but also to achieve CO2 emission reduction targets. The endeavour 
for a cleaner environment and more sustainable production processes leads to a rapid and global 
growth of the on- and offshore wind energy sector. Thus, wind energy is one of the first 
renewable energy source (RES) that became economically attractive. Wind turbines and wind 
energy have been the subject of many studies [1]. Life Cycle Assessment (LCA) is applied to 
assess environmental impacts [2]. LCA is “primarily a steady-state-tool” that does not consider 
temporal or spatial information [3]. These limitations impact on results of conventional LCA 
and many, in particular, environmental issues cannot be determined explicitly [4], [5]. In recent 
years more studies include either temporally or spatially explicit information, and new 
methodologies for time-dependent LCA [4], [6], [7] and spatial LCA [8], [9] have been 
developed. To the best knowledge of the authors however, no studies have been performed that 
include time- as well as space-dependent information, and hence form the aim of the present 
174 Appendix B. Publications
  
2 
study: the integration of both, temporal and spatial information and modelling to a more 
comprehensive results from LCA.  
 
2. Method 
The spatio-temporal methodology to calculate dynamic LCA, exemplified for potential 
environmental impacts from onshore wind turbines, is incorporated in the LCI stage. The 
traditional input/output format for Life Cycle Inventory (LCI) calculation equation, 
?⃗? = 𝐸 ∙ (𝐼 − 𝑇)−1 ∙ 𝑟, 
is expanded to include time- and space-dependent information. This extends the above vectors 
and matrices, inventory vector ?⃗? , environment matrix 𝐸 , technology matrix 𝑇  and scenario 
vector 𝑟, to four and five dimensional arrays (representing two space- and one time-dimension), 
respectively. 
2.1.  Time-dependent LCA Model 
First, the inputs and outputs of all process flows within a life cycle of a wind turbine are defined 
in a technology matrix 𝑇. The matrix entries represent the interrelation of all sub-processes 
within the overall life cycle. All inputs and outputs of the environmental flows are determined 
in the environment matrix 𝐸, which maps the technological processes to environmental impacts. 
Each entry of the matrices are considered as temporal distributions of the process related 
information flows, see Figure 1a) for a schematic representation. 
Figure 1: a) Example of matrix entries with distributions, b) Convolution of matrices. 
a)                b)  
Given a scenario vector 𝑟 (again, a potentially time-dependent and time-varying variable), the 
first part of the calculation concentrates on the temporal aspect and does not consider the spatial 
component. The LCI equation needs to be modified to acknowledge the time-varying 
information: instead of matrix-matrix and matrix-vector multiplication, individual matrix entries 
of 𝐸 , 𝑇  and 𝑟  are instead convoluted with each other. That is, new time-distributions are 
obtained as convolutions of original time-distributions (not as products); see Figure 1b) for a 
schematic of convolution. The temporal calculations do not consider any spatial variation, in 
that impacts are implicated only locally, for example, at the site of the wind turbine installation. 
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2.2.  Spatial Propagation Model 
The result from the time-dependent LCI equation serves as input to the spatial propagation 
models. The time-dependent localised impact inventory vector is propagated based on 
geographical information (e.g., regional land use and landscape features) or dynamical 
propagation models (e.g., regional atmospheric and water flows) to obtain time- and space-
varying impact inventories. Based on parameter maps for ratios of propagated impact, see 
Figure 2a), and propagation models quantifying the impact of per-time-step dispersed, see 
Figure 2b), the spatially sampled impacts are calculated. First, deployment is assumed at given 
coordinates (origin), then environmental impacts disperse according to ratios to the closest and 
diagonally surrounding areas, and are subject to scaling via impact parameter maps. Finally and 
over time, accumulated long-term impacts decline. 
The above model may lead to a better understanding of impacts from construction, maintenance 
and operation stages of the life cycle. With decommissioning, direct impacts diminish, however 
may have longer-term and slower decreasing repercussions on the surrounding areas. 
a)          b)  
Figure 2: a) Example impact parameter map (bright = high impact, dark = low impact), 
b) Conceptual propagation model for spatial dispersion of impacts. 
The spatial propagation model may help to identify impacts on, for example, land and seascape, 
water cycles, emissions and impact on climate, weather conditions, and surface interactions. 
3.  Example Simulation 
a)       b)  
Figure 3: Simulation results; a) Spatio-temporal relative impacts at time steps n=1,11,16,21,26,31 41,71, 
b) Summative impacts of simulation region (15x15 grid) over time. 
The origin coordinates are identified for the wind turbine deployment and time-varying impacts 
are calculated. Then impacts propagate from the location of deployment to the surrounding 
areas. At a certain point the impacts start to decrease, first at the deployment coordinates then at 
surrounding areas, see Figure 3b). Smith et al. [10] (2014) studied the impact of wind turbine 
deployment on peatlands and concluded that potentially more CO2 is released from peatlands 
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then is saved because of clean energy from wind during the life of a wind turbine. The proposed 
model can help to identify these effects in more detail over time and space.  
4. Conclusion 
The introduced method combines a temporal and spatial LCA approach. Although the method is 
still in an early development stage, potentially highly beneficial outcomes can already be 
identified. The method can be used to plan energy scenarios, to minimise the environmental 
impact of renewable energy technologies during their life cycle, or to identify the impact of 
wind turbine locations with regard of the soil characteristics. Next steps include multi objective 
optimisation strategies for multi-impact wind farms and other renewable energy technologies. 
Further analysis will also focus on different models for spatio-temporal propagation methods 
and include more detailed dispersion and dissipation models. It will also be tested if reversing 
temporal and spatial calculation steps has a significant impact on the results. 
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Abstract 
We introduce a new dynamical Life Cycle Inventory (LCI) methodology including process-
relative temporal distribution. Recent research shows that ignoring temporal changes, which 
are inherent in most production, distribution and consumption processes, influences the results 
of Life Cycle Assessments (LCA) and is therefore a significant limitation in LCA.  
The method used in this study is called the Enhanced Structural Path Analysis (ESPA). It uses 
technical and environmental flows and captures temporal information within the LCI to obtain 
a dynamical, and hence improved, representation of the assessment. Applying this method 
offers new opportunities to identify high potentials for reducing environmental impacts in a 
wide range of processes, applications and industries.  
To show the benefits this method, and of dynamical LCA approaches in general, an 
introductory case study of the cultivation of wheat is conducted. Due to the worldwide 
importance of wheat growing and usage, the case identifies production steps and production 
times with high emissions, which can be used to improve the sustainability of wheat 
production. 
Key words 
Enhanced Structural Path Analysis, dynamical Life Cycle Assessment, environmental 
impacts, wheat 
Introduction 
The relation between agriculture and climate change has become an important issue 
(Edwards-Jones, et al., 2009). The climate change Act (Climate Change Act 2008, 2008) 
defined a target for the reduction of greenhouse gas emissions to be at least 80% from 1990 
levels by 2050. The food sector is one of the largest industries in the world and hence uses a 
large amount of energy and resources and contributes to global warming and total CO2 
emissions (Roy, et al., 2009). Due to growing global population and the developed agreement 
on food and nutrition security, i.e. that “all people, at all times, have physical, social and 
economic access to sufficient safe and nutritious food that meets their dietary needs and food 
preferences for an active and healthy life” (FAO, 2014a) the demand on food will drastically 
increase in the coming decades. Therefore, the pressure on food production and cultivation of 
land will rise, as well. At the same time, climate change will cause more challenges in the 
agricultural sector (van der Werf, et al., 2014). During the production of food, emissions of 
greenhouse gases and other environmental impacts (e.g. impacts of pesticides and fertilizers 
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on water and soil) occur in all production stages of the supply chain (Sonesson, et al., 
2010).Hence, enhancing global food security while reducing emissions and environmental 
impact – two seemingly conflicting goals – requires a rigorous analysis of food production 
methodologies and technologies to develop more sustainable agriculture. 
Life Cycle Assessment (LCA) tools are used to evaluate the environmental impacts of 
different products, processes and activities, including the food and agricultural sector. 
Assessments can consider the entire life or a determined time interval of a products’ life 
(Edwards-Jones, et al., 2009; Roy, et al., 2009). An LCA can be performed to identify ways to 
reduce pollution, excessive use of resources and may stop the mitigation of environmental 
impacts to different production stages (McManus, 2010). However, temporal features have 
traditionally not been included or considered adequately in LCAs (Dyckhoff & Kasah, 2014), 
which presents a serious limitation of LCA studies in the different sectors (Levasseur, et al., 
2010). Considering the factor time in LCA will improve the precision of studies and make 
results more realistic (Levasseur, et al., 2010). In recent years, different dynamic approaches 
regarding time in LCA studies have been proposed, but an effective solution has not been 
determined (Levasseur, et al., 2010; Dyckhoff & Kasah, 2014; Beloin-Saint-Pierre, et al., 
2014). 
In our study a dynamic life cycle assessment (DLCA) approach, called the Enhanced 
Structural Path Analysis (ESPA) first presented by Beloin-Saint-Pierre at al. (2014), is 
analysed and employed. ESPA introduces a new format to relate process-relative temporal 
distributions. The analysis relates all process and environmental flows of an analysed system 
(process, product, activity, etc.) over time and delivers a temporal representation of traditional 
LCA database information. 
With 30% of the global grain cultivation, wheat plays an important role in food production 
(Roeder, et al., 2014). According to the FAO Food Prospects and Food situation report 70% 
of the produced wheat is determined for food production and the other 30% are used for other 
purposes such as feed. (FAO, 2011). In 2014 the FAO expects a global wheat yield of 707 
million tonnes (FAO, 2014b). 
In this study the ESPA method is used to calculate emissions which occur during the 
production life cycle of wheat. The study is arranged as follows. First, we introduce the 
dynamical Life Cycle Assessment method ESPA, the underlying mathematical concepts and 
our computational algorithms. Second, we develop temporal distributions for a wheat 
production case study based on traditional LCI process vector data. The time-distributions 
serve as inputs to the ESPA and simulation results for static and time-varying operation 
scenarios are presented and the two calculated LCI vectors are compared. 
Methods 
Life Cycle Assessment describes a calculation tool to identify environmental impacts of a 
product, process or service throughout its life or just over a certain time of it. The guidelines 
for a LCA are defined by ISO standards 14040 and 14044 (DIN Deutsches Institut für 
Normung e. V., 2006). Within our research we concentrate on the Life Cycle Inventory (LCI) 
stage of a LCA. 
In a LCI phase all relevant data for quantifying energy and resource requirements are 
collected and organised. A LCI is the basis to evaluate environmental impacts or potential 
improvements (Currant, 2006). 
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In this paragraph, first, the traditional LCI approach is explained, followed by an introduction 
of the ESPA method. During a LCI all energy, material and economic in- and output flows are 
analysed. For the calculation these flows are separated into single processes. Each of these 
processes considers inputs from other processes and an interlinked system is created. The 
processes are linear functions of their inputs and therefore, the system is defined in matrix 
form (Mutel & Hellweg, 2009) 
g=B∙s=B∙A-1∙f   [1] 
In equation [1] g is the inventory vector and calculates the aggregates emissions of the 
system. The inventory matrix B represents the environmental flows released and consumed 
for each output unit. The unit of B indicated how much of a Greenhouse Gas (GHG) emission 
is emitted during the production of a product, for example how much CO2 is emitted during 
the production of 1kg wheat. Vector s is the scaling or supply vector; it specifies the total 
amount of each input, that is required to calculate the demand vector (Mutel & Hellweg, 
2009). A is called the technology matrix and describes the economic flows for each of the 
processes under examination ( Athena Sustainable Materials Institute, 2014). In other words, 
A specifies m exchanges in the environment of n unit processes of the system (Pinsonnault, et 
al., 2014). The demand factor f is necessary to describe the functional unit, means with f the 
cumulated inputs for any output are defined (Mutel & Hellweg, 2009).  
Enhanced Structural Path Analysis 
The new dynamic method used in this study is called the Enhanced Structural Path Analysis. 
This method describes and uses relative temporal distributions to specify elementary and 
process flows of a system. With the specific information format the calculation of temporally 
descriptive LCI are possible (Beloin-Saint-Pierre, et al., 2013).  
Beloin-Saint-Pierre et al. (2014) use equation [1] with renamed parameters and describe them 
as followed: 
g⃗ =E∙(I-T)
-1
∙r    [2] 
In equation [2] vector g⃗  represents the inventory vector, which describes the LCI of the study 
linked to all processes that are described in the scenario vector r . The environmental matrix E 
specifies the elementary flows of the scenario, and thereby the total amount of defined 
emission, for any process included in the technology matrix T. E has the dimension nxm and 
data for E can be found in relevant databases. I is the identity matrix with the dimensions 
mxm. The technology matrix T describes the process flows of the system, meaning how often 
do elementary flows of the environmental matrix occur over the process time, its dimension is 
mxm. Data can also be found in relevant databases. The entire process is defined by the 
scenario’s vector r , which is necessary to model the system. 
In an LCI matrix calculation method, that does not consider time, products would be applied 
between two process-relative matrices representing accumulative (not time-varying) values of 
the process flows. However, using this approach does not allow gaining all the temporal 
information included in the process-related distributions. To obtain this information a product 
of convolution is used (see Figure 1). Convolution (symbol *) is a mathematical method to 
generate an overlap of two distributions to generate a third distribution (Pinsonnault, et al., 
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2014). Within the ESPA method discrete time convolution is used, which means, that the two 
distributions are summed up to receive the third one (Ryu, 2008). 
 
Figure 1: Convolution performed in ESPA method (updated, Pinsonnault, et al., 2014) 
The LCI within the ESPA method can then be obtained applying a Taylor expansion of the 
(I-T)
-1
 which gives 
g⃗ =(E+E*T1+E*T2*T1+…)*r .      [3] 
Calculations 
The Model 
The calculation model was created in Matlab. The first step in this model is to populate all 
matrices needed for further calculations, in this case the technology matrix T, the 
environmental matrix E and the identity matrix I. All matrixes are built as multidimensional 
matrices considering the entire time range given by available data. The convolution in a later 
stage is performed element wise; therefore, each element of the technology and environmental 
matrix is defined individually. Furthermore, the elements of the identity matrix I are created 
by using a for-loop and the scenario’s vector r  is described as a column vector. For the Taylor 
expansion a cell array is created, cell arrays provides the advantage of including individual 
types of data such as different sized data. The dimension of the cell is chosen according to a 
number of repeats of the Taylor expansions that is unlikely to be exceeded. A while loop 
counting the replicates of the expansion within the upper limit of the set dimension and a 
lower limit of a fixed value close to 0. Within this while loop a function performing the 
convolution is included: the convolution function uses for loops to determine the dimensions 
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of rows and columns according to the two matrixes that are element wise convoluted with 
each other. In a first step matrix T is convoluted with itself until the number of Taylor 
repetitions is gained. Afterwards another for loop us used for the element wise convolution of 
E and the already calculated T convolutions using the defined convolution function before the 
convolution with the scenario’s vector r . At the end a figure is plotted, showing the final 
distribution resulting from all convolutions. This plot illustrates the result for the single matrix 
elements regarding their distribution of the emissions and the total result. The model runs 
after the input of the matrixes, the scenario’s vector and the time range, automatically. There 
is no need to adjust the code elements for changing matrix dimensions.  
 
Figure 2: Entries of environmental matrix E 
Data 
The calculations of the static and dynamical LCI took place using the Matlab algorithms 
described above. Due to a lack of temporally sampled data, the calculation uses matrix entries 
distributions developed from production life cycle data available in the internet (Living 
Countryside, 1999-2014). Also, as a scenario’s vector a column vector with all entries set to 1 
is chosen. The production steps were summarised to 5 processes (Table 1) and defined in a 
5x5 environmental matrix E (Figure 2). The entries of the technology matrix were defined 
using the called processes mentioned in Table 1. Due to lack of exact data values the matrix 
entries were normalised to 1. The time steps in each matrix were set to biweekly steps, 
therewith the entire process of wheat production ends up to 12 months.  For the static 
environmental and technology matrix each entry was given the value  
Table 1: Processes of wheat production 
Process Activity Time of 
year 
Calling after process 
x is finished 
Distribution in 
E matrix 
Distribution in 
T matrix 
A Ploughing Sept -- Uniform single peak 
B Cultivation and 
drilling 
Oct A Uniform single peak 
C Pesticides Nov, May, 
June 
A,B Gaussian-like  3 peaks 
D Fertiliser Mar, Apr A,B Uniform 3 peaks 
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Figure 3: Entries of technology matrix T 
Results 
Equation [2] and the static E and T matrices were used to calculate the static LCI, the 
inventory vector results in g⃗  [12; 6; 2; 2; 1]. Instead of performing convolution between the 
matrix elements’ the matrices were multiplied with each other. The dynamic LCI was 
calculated using the dynamic E and T matrices and equation [3]. The results of each inventory 
vector entry g1-g5 are graphically shown in Figure 4. In this Figure g⃗  is shifted in time to 
represent the activity of sub-processes over the entire year.  Summing up the bars of the single 
g vector entries results in g1=12, g2=6 g3=2 g4=2 g5=1. Therewith, the results of the static and 
dynamic LCI are identical. The big advantage of the dynamic LCI is the display of emissions 
according their appearance in time and not only according to the process step in which they 
are released. 
Conclusion 
Due to the unavailability of data this study only shows a basic introduction into dynamical life 
cycle assessment using the Enhanced Structural Path Analysis. Nevertheless the study already 
indicates the great benefit of this method. The emission for each time step of a process can be 
identified rather than just the emissions released in each production step. Furthermore, the 
method can be used to determine products for future environmental improvements. Especially 
in the food and agricultural sector, where the conflict between the amount of food that has to 
be produced and the reduction of environmental impacts becomes more important, the method 
can achieve more representative results. In the next step to improve this study is to use data 
from relevant databases such as Ecoinvent. With those data a more informative outcome can 
be obtained and the strengths of this method can be pointed out more clearly.   
 
E Harvesting Jul, Aug, 
Sept 
A,B,C,D Triangular -- 
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Figure 4: Results for each entry of the inventory vector g 
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