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Resumen
Los modelos de tráfico
realísticos son un requeri-
miento fundamental para
comprender el diseño del
hardware y software de
red en campos como en el
comportamiento de las co-
las, manejo de la conges-
tión y ancho de los buffers.
Se ha determinado  que
muchas trazas de tráfico
en el mundo real son esta-
dísticamente consistentes
con modelos de tráfico au-
tosimilares. Esto impone
nuevos requerimientos en
lo que a diseño de switch
se refiere, especialmente
en lo que respecta a las es-
trategias de bufferiado. En
este trabajo se propone un
modelo de asignación di-
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námica del espacio de buf-
fer para condiciones de
tráfico autosimilar y lo
comparamos en términos
de probabilidad de blo-
queo, mediante simula-
ción, con la política de Um-
bral dinámico proporcio-
nal y Umbral Estático. El
Umbral de Control Dinámi-
co propuesto ha demostra-
do ser más robusto para las
condiciones cambiantes




to de fenómenos de auto-
similitud en el tráfico de
las actuales redes de comu-
nicaciones,  hace aproxi-
madamente una década1,
se desató un inmenso cau-
dal de resultados de inves-
tigación que muestran la
autosimilitud como una
característica ubicua, cuan-
do se observa empírica-
mente el tráfico en redes
modernas. Desde entonces
se han reportado eviden-
cias de autosimilitud en ca-
si todos los aspectos de las
redes modernas de comu-
nicaciones, tanto LAN co-
mo WAN, bajo IP o ATM,
con enlaces de cobre, de fi-
bra óptica o inalámbrica,
en la navegación por la
Web o en la transferencia
de archivos2. Esto nos obli-
ga a preguntarnos sobre la
aplicabilidad de los mode-
los empleados tradicional-
mente para las redes de
comunicaciones.
La autosimilitud y la
fractalidad describen el fe-
nómeno en el que cierta
propiedad de un objeto se
preserva con respecto a la
escalización en el tiempo o
en el espacio. Este fenóme-
no sucede en imágenes na-
turales, en el subdominio
de convergencia de ciertos
sistemas dinámicos y en
muchas series de tiempo
(como los procesos de trá-
fico que son de nuestro in-
terés). En un objeto autosi-
milar o fractal, sus partes
magnificadas se asemejan
a la forma del objeto com-
pleto, donde la semejanza
se mide en algún sentido
adecuado.
Mediante la iteración de
cierto procedimiento se
puede obtener por simple
construcción la forma más
sencilla de autosimilitud, si
el procedimiento se repite
por cada nuevo segmento
indefinidamente, cualquier
pequeña porción del obje-
to puede magnificarse pa-
ra reproducir exactamente
una porción mayor. Esta
propiedad se conoce como
“autosimilitud exacta”.
Sería mucho exigir si es-
perásemos dicha fractali-
dad en un proceso tan
aleatorio como la llegada
de paquetes a una red de
datos, pero si considera-
mos que el tráfico observa-
do es una traza muestral
de un proceso estocástico y
restringimos la similitud a
ciertas estadísticas de las
series de tiempos reescali-
zadas, descubriremos fácil-
mente autosimilitud exac-
ta en los objetos matemá-
ticos abstractos y autosimi-
litud aproximada en las
realizaciones específicas.
Para medir autosimili-
tud estocástica se puede
utilizar las estadísticas de
segundo orden que captu-
ran la variabilidad de los
procesos. De hecho, la in-
varianza a la escala se
puede definir en términos
de la función de autoco-
rrelación, pues el decreci-
miento polinómico (en
vez de exponencial) de es-
ta función es la manifesta-
ción de la “dependencia
de largo rango” que, en
una importante clase de
procesos, es equivalente a
la autosimilitud3.
Los modelos tradiciona-
les basados en los procesos
de Poisson o, más general-
mente, en procesos de de-
pendencia de corto rango,
no describen el comporta-
miento actual de las redes
de datos. Consecuente-
mente, es necesario estu-
diar los sistemas de carga
con procesos de entrada
autosimilares puesto que
la demanda de tráfico au-
tosimilar impone nuevos
requerimientos en el dise-
ño de los conmutadores,
especialmente en lo que a
las estrategias de buffe-
ring se refiere. 
La reducción de la pérdi-
da de paquetes en los siste-
mas de encolamiento es
uno de los más importantes
asuntos en el diseño de al-
goritmos de control de trá-
La invarianza a la es-
cala se puede definir en
términos de la función de
autocorrelación, pues el
decrecimiento polinómi-
co (en vez de exponen-
cial) de esta función es la
manifestación de la “de-
pendencia de largo ran-
go” que, en una impor-
tante clase de procesos,
es equivalente a la auto-
similitud
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fico. Reducir la pérdida de
paquetes en los sistemas de
encolamiento es equivalen-
te a incrementar la eficien-
cia y usualmente es conside-
rado como una herramien-
ta de evaluación de perfor-
mance, además la disminu-
ción de la pérdida de pa-
quetes no ocurre con el au-
mento sustancial del buffer
en estos escenarios4.
En el estudio de impac-
to del tráfico autosimilar
desarrollado por Y. Zhou y
H. Sethu sobre la perfor-
mance de dos estrategias
de buffering en switch
ATM8, demuestran que el
retardo promedio en am-
bas arquitecturas es mayor
con tráfico autosimilar que
con tráfico aleatorio, con
los consiguientes proble-
mas en menor rendimien-
to y el incremento de la
probabilidad de pérdidas
de celdas.
Por lo tanto, es necesa-
rio plantear nuevas estra-
tegias de asignación del
espacio de buffering de
una forma dinámica que se
adecue a las características




Choudhry y Hahne [5]
proponen una política de
asignación de buffer basa-
da en la idea de que la lon-
gitud máxima permisible
para cualquier cola indivi-
dual en cualquier instante
de tiempo es proporcional
al espacio de buffering no
usado en el switch. 
T(t) = α (B-Q(t)) (2.1)
donde B es el espacio
total del Buffer, T(t) es el
umbral de control, Q(t) es
la longitud total de la cola
y α es una constante de
proporcionalidad. 
Este esquema llamado
por los autores Límite Di-
námico, combina la simpli-
cidad de la política de lími-
te estático y la adaptativi-
dad del Pushout. 
En la figura 2.1 se obser-
va la variación del umbral
T(t) = α (B-Q(t)) en función
de la longitud de la cola,
para un valor de
α = 1
Basados en este esque-
ma, se propone una política
de manejo del buffer que
siga la misma filosofía que
el propuesto por Choudhry
y Hahne, pero en la que la
pendiente de la curva de
variación del umbral vaya
aumentando o disminuyen-
do paulatinamente de
acuerdo a la variación en la
longitud de la cola, de ma-
nera que la pendiente de
dicha curva crezca a medida
que el grado de ocupación
del buffer sea mayor permi-
tiendo un mejor aprovecha-
miento del espacio de buf-
fer existente y mayor adap-
tación a los cambios en va-
riación del tráfico.
En el esquema propues-
to, el límite de la cola del
enlace de salida en algún
instante de tiempo está
definido como:
(2.2)
donde B es el espacio total
del Buffer, T(t) es el um-
bral de control en el tiem-
po t, Qi (t) es la longitud de
la cola i en t, Q(t) es la su-
ma de todas las longitudes
de las colas i y C=Q(t)/B.
Así un paquete arriban-
do por la cola i será blo-
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Fig. 2.1  Límite dinámico T(t) = α (B-Q(t)) en función de la longitud de la cola α = 1
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Fig. 2.2  Límite dinámico T(t) = B - (Q(t))c en función de la longitud
de la cola.
queada en el tiempo t si
Qi(t)≥T(t). Todos los paque-
tes arribando ha esta cola
serán bloqueados hasta
que la longitud de la cola
sea menor al límite de con-
trol o hasta que este límite
aumente sobre la longitud
de la cola.
En la figura 2.2 pode-
mos observar la variación
del umbral T(t) propuesto




los de Límite Estático





usaremos para el estudio
de simulación es un switch
con N puertos de entrada
y N puertos de salida que
usa encolamiento de sali-
da y memoria compartida,
cada puerto de salida tie-
ne una cola lógica, pero
todas esas colas compar-
ten la misma memoria de
fábrica con una dimensión
de B paquetes, que para
nuestro estudio considera-
remos paquetes de tama-
ño fijo y por consiguiente
tiempo de servicio cons-
tante. 
Cada línea de entrada
está conectada a una sola
fuente de tráfico indivi-
dual que es generado me-
diante el algoritmo “Ran-
dom Midpoint Displace-
ment method”. Estas series
que tienen una distribu-
ción Gaussiana y un cierto
valor del parámetro de
Hurts H, son escaladas para
ser llevadas a otra serie de
media ≈ desviación están-
dar pero H ≠ 0,5.
Para evaluar las secuen-
cias se utilizó un estimador
del parámetro de Hurst ba-
sado en onditas de Abry y
Veitch16, aquellos autores
muestran que sus caracte-
rísticas en términos de ro-
bustez, precisión y eficien-
cia computacional igualan
o superan las del estima-
dor de máxima probabili-
dad de Whittle, considera-
do en la literatura uno de
los más precisos.
Ellos expusieron en In-
ternet una implementa-
ción del estimador para
MatLab  que fue empleado
para la evaluación de las
trazas generadas.
Como medida de per-
formance se hará uso de la
probabilidad de bloqueo
definida como:
La política de asignación
de umbral dinámico pro-
puesto, ecuación (2.2),  será
contrastada con las políti-
cas de asignación dinámica
proporcional, ecuación
(2.1), y la política de parti-
cionamiento estático, um-
bral fijo, con un valor de
(3.1)
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buffer de Ti = B/3 para cada
cola i, para ello se desarro-
lló un programa que imple-
menta cada política y que
entrega como resultado la
probabilidad de bloqueo.
En el  primer escenario
de experimentación se ge-
neraron tres trazas de
8000 paquetes cada una,
de fuentes de tráfico Pois-
siano con un valor de
λ=500 y tasa de servicio
µ=510, el espacio total de
buffer se fue incrementan-
do y se obtuvo para cada
política en cada uno de
esos incrementos la proba-
bilidad de bloqueo.
En la figura 3.3 se puede
apreciar que para este tipo
de tráfico, en el umbral
propuesto la probabilidad
de bloqueo decrece más
rápidamente con el incre-
mento del tamaño del buf-
fer en comparación con los
otros dos esquemas que
presentan similitud en su
desempeño a medida que
el tamaño del buffer es
mayor, lo que nos indica
una mejor utilización del
espacio de buffer por parte
del algoritmo propuesto. 
Procederemos ahora en
el análisis de la performan-
ce de estas políticas frente a
tráfico autosimilar, para
ello, en nuestro segundo es-
cenario de experimenta-
ción, se generaron fuentes
Fig. 3.2 Serie obtenida luego de los procesos de escalamiento y ajuste
Fig. 3.1 Modelo de encolamiento para el switch de memoria compar-
tida, ki es el ancho asignado del buffer FIFO para el puerto  i. La ve-
locidad del enlace de salida esta dado por µi y el ancho del espacio
total de memoria  es indicado por B.
con un determinado valor
de H y tasa media λ=500. El
espacio total del buffer se
fue incrementando y se ob-
tuvo para cada política en
cada uno de estos incre-
mentos la probabilidad de
bloqueo.
Los valores de H para las
series generadas en cada
fuente se muestra en la si-
guiente tabla:
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Fig. 3.3 Curvas de la probabilidad de bloqueo en función del ancho del
buffer para cada política con Tráfico Poissiano.
Fig. 3.4 Probabilidad de bloqueo en función de H y del ancho del
buffer
Fuentes H=0.5 H=0.6 H=0.7 H=0.8 H=0.9
Fuente 1 0,532 0,612 0,702 0,842 0,938
Fuente 2 0,559 0,600 0,702 0,850 0,933
Fuente 3 0,562 0,605 0,716 0,800 0,910
Tabla 3.1 Valores de H para cada una de las series generadas en cada fuente
El número total de pa-
quetes generados por
fuente para cada prueba
fue de 8.000 paquetes.
En la figura 3.4  se
muestra el decaimiento de
la probabilidad de blo-
queo para el caso del al-
goritmo con particiona-
miento completo y con el
aumento del tamaño del
buffer.
Es interesante analizar
como la probabilidad de
bloqueo va decreciendo
con el tamaño del buffer
más lentamente a medida
que el nivel de autosimili-
tud va aumentando, sien-
do casi exponencial su de-
crecimiento para valores
de H entre 0,5 y 0,6, y de-
cayendo más lentamente
para valores mayores, lo
que nos da una idea del
impacto que tiene el tráfi-
co autosimilar en el diseño
de las redes.
En las figuras 3.5, 3.6,
3.7, 3.8 y 3.9 se muestran
los resultados obtenidos
en la probabilidad de blo-
queo para cada una de las
políticas analizadas con se-
ries generadas con:
0,5 ≥ Η < 0,6,
0,6 ≥ Η < 0,7,
0,7 ≥ Η < 0,8,
0,8 ≥ Η < 0,9,
0,9 ≥ Η < 1,
y, λ= 500
la tasa de servicio 
µ= 510.
Como podemos obser-
var, la política de asigna-
ción de buffer propuesta,
presenta una mejor res-
puesta en la probabilidad
de bloqueo, que las otras
dos políticas de asigna-
ción dinámica proporcio-
nal y particionamiento es-
tático, diferencia que se
va incrementando a medi-
da que el nivel de autosi-
militud aumenta, lo que
nos indica que el umbral
dinámico propuesto se
adapta de una mejor ma-
nera a las condiciones de
tráfico autosimilar, y ade-
más, que la probabilidad
de bloqueo mejora más
rápidamente cuando au-
menta el tamaño del buffer
que con las otras políticas
analizadas, lo que nos
muestra que nuestra polí-
tica presenta un nivel de
utilización del buffer mu-
cho mayor.
Para una mejor aprecia-
ción de lo anteriormente
descrito, en la figura 3.10
se muestra la probabilidad
de bloqueo del algoritmo
propuesto, en contraste
con los otros dos algorit-
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Fig. 3.5 Curvas de la Probabilidad de Bloqueo en función del Ancho
del Buffer para cada política con un 0.5 ≤ Η < 0.6
Fig. 3.6 Curvas de la probabilidad de bloqueo en función del ancho
del buffer para cada política con un 0,6 ≤ Η < 0,7
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mos para un tamaño de
buffer fijo  B = 710 y dife-
rentes valores de H.
Para poder comprender
el porque de los resultados
obtenidos, en las  figuras
3.11, 3.12 y 3.13 se obser-
van los tres algoritmos en
acción, con un ancho total
de buffer compartido de
B=710 y tres fuentes gene-
radas con valores de
H=0,938, H=0,933 y
H=0,910 respectivamente,
la tasa de servicio es de
µ=510. Las figuras grafican
las longitudes de las colas
Qi(t),i=1,2,3, versus el
tiempo. Se incluye la longi-
tud de cada una de las co-
las , la ocupación total del
buffer Q(t)=∑ Qi(t) y el
umbral de control T(t).
En el caso de los algorit-
mos de asignación dinámi-
ca, la longitud de las colas
se restringe por medio de
un umbral, por ejemplo,
para el caso del algoritmo
de asignación dinámica
propuesto, figura 3.11,
cerca de t=1 la longitud de
Q2(t) la iguala a la del um-
bral por lo que esta cola se
bloquea y empieza a dre-
nar  hasta que la longitud
de la misma sea menor que
Fig. 3.7 Curvas de la probabilidad de bloqueo en función del Ancho
del buffer para cada política con un 0,7 ≤ Η < 0,8
Fig. 3.8 Curvas de la probabilidad de bloqueo en función del ancho
del buffer para cada política con un 0,8 ≤ Η < 0,9
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el umbral o hasta que éste
aumente.
Es interesante observar
los niveles de ocupación
del espacio de buffer en
los tres algoritmos. En el
propuesto los valores má-
ximos son cercanos al an-
cho total del buffer, en
cambio en los otros dos es-
te nivel llega cerca de
75%, esto se debe a que
en el caso del algoritmo
proporcional, figura 3.12,
el decaimiento del umbral
es mayor en comparación
al del algoritmo propues-
to,  lo que hace que exista
un bloqueo más rápido de
las colas, no permitiéndo-
les crecer.
En el caso del particio-
namiento estático, figura
3.13, el ancho de las colas
están dimensionadas a un
valor fijo,  T(t)=B/3 más allá
del cual las colas son blo-
queadas; obsérvese que en
este caso el espacio de las
colas poco activas no pue-
de ser utilizado por otras
fuentes más activas, lo que
se ve reflejado en una ma-
yor probabilidad de blo-
queo.
Cuando existen múlti-
ples colas muy activas, el
algoritmo propuesto tien-
de a ser equitativo en la
asignación del espacio de
buffer. En el siguiente es-
cenario de experimenta-
ción, tres fuentes con una
tasa superior a la de servi-
cio, λ=800, Η=0,846,
Fig. 3.9 Probabilidad de bloqueo en función del ancho del buffer para
cada política con un 0,9 ≤ Η < 1
Fig. 3.10 Probabilidad de Bloqueo  en función de H con ancho de buf-
fer B=710
Η=0,807, y, Η=0,789 respec-
tivamente, fueron genera-
das para la simulación de
este tipo de fuentes. En la
figura 3.14 se observa co-
mo en el intervalo de tiem-
po entre t=2 y t=8 el algo-
ritmo asigna equitativa-
mente el espacio de buffer,
B=710, entre las tres colas,
asimismo obsérvese en
t=10 como el espacio de
buffer es repartido equita-
tivamente entre las dos co-
las Q2 y Q3 que están acti-
vas, aprovechando el espa-
cio de buffer que no es
ocupado por la cola Q1
que no tiene actividad, es-
to nos muestra una gran




En switches de memoria
compartida, el control de
la longitud de las colas
puede promover un equi-
tativo y eficiente uso del
espacio de memoria del
buffer. Algunas políticas
de manejo de este espacio
han sido propuestas y ana-
lizadas en base a condicio-
nes de tráfico poissiano,
pero existe muy poca bi-
bliografía en donde se
analice la eficiencia de las
mismas en presencia de
tráfico autosimilar.
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Fig. 3.11 Longitud de las colas vs. tiempo, Algoritmo de asignación di-
námica de buffer propuesto
Fig. 3.12 Longitud de las colas vs. tiempo, algoritmo de asignación di-
námica de buffer proporcional
En el presente trabajo se
propuso una nueva política
de manejo de buffer, com-
parando su performance,
medida como probabilidad
de bloqueo, mediante si-
mulación en condiciones
de tráfico autosimilar con
las bien conocidas políticas
de umbral dinámico pro-
porcional y umbral estáti-
co. Los resultados obteni-
dos muestran el impacto
que tiene el tráfico autosi-
milar en el dimensiona-
miento del buffer, en don-
de la probabilidad de blo-
queo decrece con el au-
mento del mismo, no en
forma exponencial como
en el caso de tráfico pois-
siano sino más lentamente.
Esto reflejó la importancia
que tiene una política de
asignación del espacio de
buffer que se adecue a las
condiciones cambiantes del
tráfico autosimilar.
El umbral dinámico pro-
puesto presenta una mejor
utilización del espacio de
buffer disponible, refleja-
do en una menor probabi-
lidad de bloqueo que las
otras dos políticas de um-
bral dinámico proporcio-
nal y umbral estático, esto
tanto en tráfico poissiano
como en tráfico autosimi-
lar con diferentes valores
H y tanto con valores de
buffer pequeños o más
amplios.
Asimismo, en condicio-
nes de colas de alto grado
de actividad, el resultado
de la simulación muestra
que el umbral dinámico
propuesto asigna equita-
tivamente el espacio de
buffer disponible entre las
colas. 
Futuros trabajos ha ser
desarrollados deben ex-
tender el análisis de per-
formance del algoritmo
propuesto basados en pa-
rámetros como retardo de
celdas , el throughput y es-
tablecer formas de dife-
renciación del algoritmo
en el tratamiento de las
colas de acuerdo al tipo de
tráfico que cursa, asimis-
mo, aplicar el esquema
propuesto a un conjunto
de trazas de tráfico real.
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