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Abstract-k is proved that a simple constraint on the parameters of the biquadratic form will 
produce a set of geometrical transformations that are one-to-one over a rectangular region of the plane. 
The transformations are treated as interpolations from discrete mappings specified at a finite set of 
points within the region. The constraint, which is less stringent than a previously proposed constraint 
of the same form, is shown to be minimal. Because of their polynomial form, these transformations 
are continuous, smooth, and computationally simple. Comparisons with transformations of other 
forms are made and applications are discussed. 
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1. INTRODUCTION 
This paper is an extension of earlier work on one-toone, two-dimensional polynomial map- 
pings [l]. That work considered the bilinear form; this work considers the biquadratic form. In 
each case, we provide continuous, smooth, computationally simple geometrical transformations 
that are one-to-one. Such transformations have applications in areas such as image processing and 
computer vision [2,3], biological morphology [4-61, cartography [7,8], and medical imaging [g-14]. 
In each application, it is necessary to describe continuous, smooth, one-to-one mappings within 
a two-dimensional domain. Many other schemes have been proposed for producing such map- 
pings [2,6-9,15-171 but each suffers from not being smooth, from not being one-to-one, from 
being computationally expensive, or from some combination. 
Polynomial transformations constitute an important class of mappings because of their smooth- 
ness and their computational simplicity. However, without suitable constraints they are not guar- 
anteed to to be one-to-one. The problem of finding constraints for two-dimensional polynomial 
transformations on a rectangular region has recently been investigated for both the bilinear and 
quadratic forms in a study of bivariate polynomials [18]. That work provides a proof of the suffi- 
ciency of the constraints for the bilinear form that is simpler than that provided in [l], and it also 
provides an analogous set of constraints for the biquadratic form. Unlike the bilinear constraints, 
however, the biquadratic constraints given there are not minimal. 
In this paper, we prove that the constraints provided in [18] are not minimal. We do that 
by showing that the biquadratic form is one-to-one for a less stringent set of constraints. Fur- 
thermore, we show that this new set is the minimal set. The biquadratic transformation is a 
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Figure 1. The rectangular region of the transformation with a sample set R of nine displacements. 
The solid lines are the images of the dotted lines. Horizontal and vertical lines are transformed 
into parabolas. The displacements obey the constraints. 
continuous mapping produced by interpolation from a discrete mapping specified at a set of nine 
control points arranged on a rectangular grid. The interpolation is specified by two independent 
biquadratic interpolation functions, one for the x component. of displacement and one for the y 
component. 
The proof is based on the positivity of the Jacobian within the interior of the rectangle and 
the fact that the transformation is one-to-one on the boundary of the rectangle. In Section 2, we 
define the biquadratic transformation, specify the rectangular region, and state the main theorem. 
In Section 3, we prove that the Jacobian is positive within the interior. In Section 4, we prove 
that the transformation is one-to-one on the boundary. In Section 5, we prove the main theorem. 
In Section 6, we prove that our constraints are minimal. In Section 7, we discuss applications and 
compare the transformation with others that have been proposed, paying particular attention to 
the computational effort, involved. 
2. THE BIQUADRATIC FORM AND THE MAIN THEOREM 
We will designate a point in two-dimensional space by x E (x, y), where x and y are coordinates 
in a rectangular coordinate system, and we will use R to designate the rectangular region, 
R: 1~1120, IYISYO. 
We will use x’ = (x’, y’) as the image of x produced by the transformation, 
where 
x’=x+d(x,y), 
d(xTY)=$ $dijli (c) lj (fJ > 
dij s d ((i - 2)x0, (j - 2)yo) 
ll(Z) = -f(l -z), 12(z) = (1 - a)(1 + z), Z&z) = f(1t z) 
(1) 
(2) 
(3) 
are the Lagrange polynomials for interpolation among the three points, -1, 0, and 1. The nine 
dij determine the transformation by specifying the displacements at the control points given in 
equation (3) for i,j = 1,2,3. Figure 1 shows R, a sample set of displacements, and the images 
of the boundary, the x = 0 line segment, and the y = 0 line segment. 
The transformation can also be specified by displacements at an arbitrary, irregular configura- 
tion of control points. The displacement at each such point constitutes the left side of a vector 
equation of the form of equation (2) in which the dij are unknowns. Solving the two sets of nine 
scalar equations yields the dij, which in turn uniquely determine the transformation. We note 
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Figure 2. An example of a non-one-to-one transformation. The components have the form (d,)ij = 
(-l)i+jzu(l/8 + l/12), (d,)ij = (-l)i+jyo(1/8 + l/12). Thus, each component violates the 
constraints. The dotted lines show the boundary of the region R and the I = 0 and y = 0 line 
segments. The transformation is clearly non-one-to-one in the small region around the cusp at the 
lower left. It is proved to be non-one-to-one in Section 6. 
in passing that the image of a horizontal or vertical line is either a parabola or a straight line. 
For the image of a horizontal line, for example, we set y equal to a constant in equations (1) 
and (2) and note that both x’ and y’ are quadratic in x. It is easy to show by combining these 
two parametric equations that x’ and y’ are related by an equation of the form, 
As2+2Bxy+Cy2+Dx+Ey+F=0, 
which is the equation of a conic section, and, further, that B2 - AC = 0, which means that 
the conic section reduces to a parabola. The parabolic shape is apparent in Figure 1. For the 
special case in which the images of the three control points are collinear, the conic section reduces 
instead to a straight line. The derivation for vertical lines is similar. 
We state here our main theorem, which we restate and prove as Theorem 6 in Section 5: If 
I(ds)ijl < x0/8 and I(dy)ijl < y0/8, then the biquadratic transformation is one-to-one on R. A 
weaker theorem, in which the fraction l/8 is replaced by l/10 is provided in [18]. In Section 6 
we prove that the fraction l/8 is maximal, and thus, that these are the minimal constraints of 
this form. Figure 2 shows an example of a transformation determined by a set of displacements 
that violate our constraints. In Section 6, we prove that this transformation is non-one-to-one. 
The images of the boundary and multiple horizontal lines are shown. It can be seen that the 
transformation is non-one-to-one in the lower left corner. 
Our strategy for proving the main theorem is to prove that the Jacobian of the transformation 
is positive throughout the interior of the region and that the transformation is one-to-one on the 
boundary of the region. These two facts insure that the transformation is globally one-to-one 
throughout the region. The Jacobian is defined as 
J(x) = !&& $ - !?$ !?& 
which by means of equation (1) can be written as 
J(x)= (1+‘%) (1+%) -22. 
Defining Q E x/x0 and p 3 y/ye, we have 
a=1 j=l 
(5) 
where a prime on an 1 indicates the first derivative of the function with respect to its argument. 
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3. THE JACOBIAN IS POSITIVE IN THE INTERIOR 
We prove, in this section, that for the constrained biquadratic transformation the 
J(x) of the biquadratic transformation is positive on the interior of the rectangle. 
Jacobian 
The explicit expression for J(x) involves terms up to z2y3 and z3y2 with coefficients that are 
extremely complex combinations of the (&.)ij and (d,)ij. Fortunately, it is not necessary to 
examine this expression directly. We note instead from the definition of J(x) in equation (5) that 
J(x) > 0 is guaranteed by the stronger statement that 
In this section, we prove the still stronger statement that 
and 
(9) 
It can be seen that the first of these inequalities involves only the x components of the dij and 
the second involves only the y components. We will prove the first inequality explicitly and can 
thus infer the second by symmetry. 
We begin by defining 
f%Y) = 
and 
(10) 
(11) 
We wish to prove that if I&j1 < l/8 then If*(z, y)I < 1. We will prove first that on R the extrema 
of both f+(x,y) and f-(x,y) occur on the boundary of R and second that If&(x, y)\ < 1 on the 
boundary. 
THEOREM 1. The extrema off* (2, y) occur on the boundary of R. 
PROOF. We note first from equations (6), (i’), and (10) that 
For notational convenience, we will designate derivatives of f* (x, y) with respect to x and y with 
subscripts, and we will omit showing the explicit x, y dependence: 
We will show that the extrema of f* on any region, S, are located on the boundary of S. 
Because f * is a polynomial, any extrema on the interior of S will occur at critical points, for 
which f,’ = 0 and fy * = 0 . To determine the nature of a critical point, we may examine the 
value of A* 3 (f&)2 - fzz fily * * . There are three possibilities: 
A’ < 0 + nondegenerate extremum; 
A* > 0 + saddle point; 
A’ = 0 + degenerate point. 
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We will show that the first case never occurs and that f’ does not reach an extremum in the 
third case. We note from equations (4) and (12) that 
Thus, f& = +if$c + Y&~~)/(~oYo>~ Using this relation in the expression for A* above, we 
find that 
Thus, there are no nondegenerate extrema, and at degenerate points, we must have f,‘, = fyfy = 0. 
By examining the higher derivatives of f *, it can be seen that, if (xd, y/d) is a degenerate point, 
then 
f*(x,Y) =f*(xd,Yd)+a(x-xJ(Y -Ydfb(a:-xd)(Y -YJ2 
for some constants, a and b. Since f *(x, y) - f *(xd, yd) is odd in (CC - zd)(y - yd), the degenerate 
points cannot be extremal points. 
Thus, we have shown that there are no extrema on the interior of S. Hence, all extrema must 
fall on the boundary of S. Since S is arbitrary, our conclusion holds also for R. I 
THEOREM 2. If &I < l/8, then If*(x, y)( < 1 on the boundary of R. 
PROOF. Without loss of generality, we will consider only the upper boundary: IQ/ 5 1, p = 1. 
Before we begin, we note that f *(x, y) is linear in the dij. We note that an expression that is 
linear in a variable v will reach its maximum if and only if w is at one of its bounds. In our case, 
this means we need to examine only the possible values of If*(z, y)] when [Ciijl = l/8. 
From equations (12) and (4), we have 
We first consider f+(x, ~0). Expanding equation (14), we get 
where 
CAMWA 27:11-c 
f +(x, yo) = Aa + Ba + c, 
A = i (211 - 4212 + 3J13 - 2221 + 8&2 - 6J23 + 231 - 4J32 + 3J33) 
B = i ( - d11 f 4212 f 213 - 8&3 + d^31 - 4232 + 7d33) 
c = f ( - d^l3 - 221 - & + 3223 + 233). 
(13) 
(14) 
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This is a quadratic equation in CI: or 2. Its maximum value in the range ICXJ 5 1 may occur either 
at the boundary points Q = fl or at the extremal point CX~ = zm/ze if [a,( < 1. For the 
boundary points, we have 
and 
If+(ze,ys)( = $KI - 2223 + ii31 - 2& +3&s < 1. 
Simple calculus shows that the extremal point is at cy = -B/(2A). Since we need to consider 
the value of f+(z, ye) only when Icr( < 1, we require that IB/(2A)I < 1. The value of f+(z,ys) 
at the extremal point is given by C - B2/(4A). Therefore, we have 
Finally, we have 
and 
Therefore, 
I =- I( A 211 - 4212 - 5213 + 4&i - 16222 + 20d2s - (i3i + 4is2 - 3;i3s) 
Iff(%,Yo)~ < 1. 
Since 1 f+l is less than one at the boundaries and at those extremal points that fall within the 
boundaries, it must be less than one for all x in [-xc, 201 when I&l < l/8. Using the same 
arguments as above, we can also show that If-(x, yo)J < 1 is true. Hence, the theorem. I 
THEOREM 3. If I&l < l/8, then If*(z, y)J < 1 on R. 
PROOF. From Theorem 1, the extrema of If*(z, y)l occur on the boundary of R, and from 
Theorem 2, we have that for l&l < l/8 the extrema are less than 1. Thus, If*(z, y)I < 1 
throughout R. I 
THEOREM 4. If I(ds)ijl < (l/8) ~0 and Ill < (1/8)ye, then J(x) > 0 on R. 
PROOF. Observing the symmetry about 2 and y in equations (8) and (9), we know that Theorem 3 
applies also to equations (9). Therefore, following the arguments presented in the beginning of 
this section, we have shown that the proposition is true. I 
4. THE TRANSFORMATION IS ONE-TO-ONE 
ON THE BOUNDARY 
We prove, in this section, that the constrained biquadratic transformation is one-to-one on the 
boundary of the rectangle. 
LEMMA 1. For any IyJ 5 1, j&J < u, i = I, 273, I g=, M(Y)1 L (5/4) u. 
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PROOF. The summation is linear in XI, AZ, Aa. Hence, it will reach the maximum only when 
X1,X2,X3 = 4X. Each of the 8 combinations reduces it to one of the following forms: 
U, 11 + y - y2)u, 11 - 2y21u, or 11 - y - y2)u. Since 11 - 2y2j 5 1 and 11 f y - y21 = 
/5/4 - (l/2 f y)21 5 5/4 for JyI < 1, the proposition holds. I 
LEMMA 2. For JyI < o, IAil 5 w, i = 1,2,3, 1 Cf=, X&(y)J 5 421~. 
PROOF. This summation is linear in XI, Xp, X3 and y. Hence, at its maximum Al, X2, A3 = fw 
and y = fv. Fixing only the Xi reduces the summation to 0, wl2y - 11, 4~171, or w/27 + 11. 
Fixing y further reduces it 0, 3vw, 4vw, or 3vw, none of which is greater than 4vw. I 
THEOREM 5. If I(d,)ij( < (l/8) zo and I(dy)ij 1 < (1/8)Yo, then the biquadratic transformation is 
one-to-one on the boundary of Ii!. 
PROOF. First we define in analogy to equation (11) 
dij = (d?J)ij. 
Yo 
Thus, the conditions I(&)Q~ < (l/8) zo and I(&)ijl < (1/8)yo become I&l < l/8 and J&J < l/8 
in the following proof. 
1. For points on the same boundary segment, we show that they and their corresponding images 
have one-to-one correspondences. We first look at the boundary segment y = yo, (xl 5 x0. We 
notice from equations (4), (6), and Lemma 2 that 
Therefore. 
which means that x’ is monotonic in x, and thus x’ and x are in one-to-one correspondence for 
all the points on the boundary segment y = yo, (xl I x0. By the same argument, the transforms 
of points on the other three boundary segments are also one-to-one. Therefore, two points on the 
same boundary segment are never transformed into one point. 
2. For two different points on two opposite boundary segments, we show that their transformed 
images are on two different curves which never cross. We look at the two boundary segments 
y = Y/O, 1x1 < x0 and y = -yo, 1x1 5 x0. For the first segment, the transformed y positions are 
given by: 
Y’ = YO + d,(z, YO), 
where 
d,(x, yo) = ~&&r)&(l) = 2 &&(a). 
i=l j=l i=l 
Noting that Ial 5 1 and given the restrictions on the iij, we get from Lemma 1 that 
5 1 
Id&,~o>l < - x -yo = 4 8 ;yo. 
Therefore, 
5 
Y’ = YO + 4,(x, yo) > YO - 32~o = 
27 
EYO/o’ 
For the second segment, y = -yo, the transform of y positions are given by: 
Y’ = -YO + 4,(x, -YO). 
(15) 
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By the same argument, we can show that 
I&(x, -Yo)l < $Yo. 
Therefore, 
Y’ = -Yo + dy(T -Yo) 
5 27 
< -Yo + SYO = -gYo. (16) 
By inequalities (15) and (16) we observe that the two images will never meet if I(&)ijj < i ye, 
i.e., two points on two opposite boundary segments are never transformed into one point. The 
proof can be similarly carried out for the points on the other pair of opposite boundary segments, 
i.e., x = x0 and x = -x0. 
3. For two points on the neighboring boundary segments, we prove that their images are on 
two curves which intersect only at the image of the corner. We consider boundary segments 
Y = -YO, 14 5x0 and 5 = --zo, IYI I YO. 
(a) For y = -YO, JzJ I zo, the transformed image is given by 
x’ = x -t&(x, -yo), Y’ = -Yo + &(x7 -Yo), (17) 
where 
d(x, -yo) = 5 2 d&(+(--l) = 5dilli(o). 
i=l pl i=l 
Therefore, we have 
Noting that /QI 5 1 and given the restrictions on the c&j and &j, we get from Lemma 2 that 
Ii=1 
which lead to 
Therefore, 
I 
dx’ 
dz 
>l 
(b) For x = -x0, IyI 5 ye, the transformed image is given by 
x’ = -xc, + dz(-xo,y)r Y’ = Y + d,(-zo, y), 
where 
d(-xc,y) = $kdijli(-l)lj(P) = kdljlj(P)* 
i=l j=l j=l 
Therefore, we have 
dx’ 
-= 
dgr 
By similar arguments, we have $$ < i (xs/ys), $$ > f , and finally 
I I 
(18) 
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Now, letting the image of (-~0, -yo) be (XI’, yl’), consider a line L passing through this point 
with slope of (yo/~). We know that curves given by equations (17) and (18) (call them curve H 
and curve V) both pass through (~1’,y1’). Therefore, by items (a) and (b), and the Mean 
Value Theorem, we conclude that curve H will never cross line L and curve V will never cross 
line L, because otherwise there will exist a point with derivative equal to (y~/z~) between the 
two crossing points. In other words, we have proved that curves H and V will not cross each 
other in our defined range except at the image of the corner point. We can similarly show that 
the above observation is also true for the other three pairs of neighboring boundary segments. 
Therefore, we conclude that two different points on two neighboring boundary segments are never 
transformed into one point. 
By items 1, 2, and 3, we have proven that any two different points on the boundary have 
two different images. Therefore, we conclude that the constrained biquadratic transformation is 
one-to-one on the boundary. I 
5. THE TRANSFORMATION IS ONE-TO-ONE ON THE 
RECTANGLE 
THEOREM 6. If I(&)Q[ < so/8 and I(&,)ijl < y0/8, then the biquadratic transformation is one- 
to-one on R. 
PROOF. From Theorem 6, we have that the Jacobian of the transformation is positive in R, and 
from Theorem 7, we have that the transformation is one-to-one on the boundary of R. There- 
fore, from a fundamental theorem of topological functions [19], the transformation is one-to-one 
on R. I 
6. THE CONSTRAINTS ARE MINIMAL 
The constraints in the main theorem limit the 2 and y motion at each grid point to absolute 
values less than l/8 of 20 and yo, respectively. Any limit smaller than l/8 will also produce 
one-to-one transformations. We show, in this section, that for any limit larger than l/8 there 
exists at least one non-one-to-one transformation. 
THEOREM 7. For every positive 6, there exists within the set of biquadratic transformations for 
which j(&)~l < x0(1/8 + E) and I(dy)ijl < y0(1/8 + E) at least one transformation that is not 
one-to-one on R. 
PROOF. 
1. Given some arbitrary, positive E, we choose the transformation determined by these partic- 
ular values for the displacements at the grid points, 
(d,)ij = ( - l)i+j (; + 6) ZIJ, 
(dy)ij = ( - l)i+j (; + 6) yo. 
(An example of such a transformation is shown in Figure 2, in which 6 = l/12.) 
2. By using these expressions in equations (1) through (4) and using Q = x/x0 and p E y/ye, 
as defined in Section 2, we find that 
2’ = 2 + (2a2 - 1) (2p2 - 1) ; + E 20, 
y’ = y + (2a2 - 
r i 
1) (2P2 - 1) ; + 6 Yo, 
(19) 
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3. We note that with the particular form of transformation that we have chosen, all points on 
the diagonal line y = (ys/zs) z, which passes through the lower left and upper right corners of R, 
are mapped back to this same line. We note also that cr = ,0 on this line. If we define s to be the 
measure of displacement from the origin along this line in units of dm, we find that s = Q: 
and from equation (19) that s’ = s + (2s’ - 1)’ (l/8 + e), w h ere s’ measures the transformed 
displacement along the diagonal line. 
4. Taking the derivative with respect to s, we find that $$ = 1 + (2s2 - 1) s (1 + 86). 
5. Examining the values of this derivative at the lower left and upper right corners of R, where s 
equals -1 and +l, respectively, we find that g (s = -1) = -8~ and $$ (s = +l) = 2 + 8~. 
Since by hypothesis E is positive, $$ changes sign somewhere on this line segment. 
6. Since the derivative of the continuous one-dimensional mapping s’(s) changes sign inside 
the range I-1, +l], there must be pairs of points on the diagonal line that fall within R and map 
to the same points. Thus, this mapping is non-one-to-one. (Such a region can be observed in 
Figure 2 at the lower left corner.) 
7. Since our choice of positive E was arbitrary, there is for every positive E at least one bi- 
quadratic transformation that is not one-to-one on 72. I 
The number l/8 is a measure of the strength of the constraints on the transformation. Larger 
numbers represent weaker constraints. This theorem shows that l/8 is maximal. Thus, given that 
the absolute values of the z and y motions at the grid points are all independently constrained to 
the same fraction, respectively, of 20 and ya, the constraints employed in Theorem 6 are minimal. 
7. DISCUSSION 
In Theorem 6 the horizontal and vertical motions at nine regularly spaced points is limited 
to one-eighth of the half-width and half-height, respectively, of R. In our earlier work, we dis- 
covered a similar constraint for the bilinear transformation. We found there that one-to-one 
transformations are guaranteed by limiting the horizontal and vertical motions at four regularly 
spaced points to one-half the respective half-width and half-height. With Theorem 7, we have 
shown that for the biquadratic transformation the number one-eighth is maximal for this type of 
constraint. It can similarly be shown that one-half is maximal for the bilinear case. If we measure 
horizontal distances in units of 20 and vertical distances in units of ye, then the parameters of the 
constrained biquadratic (bilinear) transformation occupy an eighteen (eight) dimensional hyper- 
cube with sides of length one-eighth (one-half). These constraints are particularly well suited for 
algorithms designed to search a parameter space for optimal transformations. Such algorithms 
are employed to warp one two-dimensional image so that it matches another in some sense. For 
example, when correcting for patient motion between X-ray image acquisitions in digital subtrac- 
tion angiography, it is necessary to effect a one-to-one transformation of one image so that the 
intensity at each point in the transformed image approximates the intensity at the corresponding 
point in a second image [lo]. A transformation is typically found by means of a search within the 
parameter space of some parameterized set of transformations [10,12,20]. Confining the search 
to a hypercube that is guaranteed to contain only one-to-one transformations is simpler compu- 
tationally than searching spaces of any other shape, or searching an unconstrained space while 
checking each transformation as it is encountered to verify somehow that it is one-to-one. 
In some applications, identified features in an image, edge intersections or corners for example, 
serve as control points. A continuous, smooth transformation is sought that displaces the control 
points from their positions in one image to the positions of corresponding features in a second 
image. The positioning of such points is rarely regular, but, as pointed out in Section 2, the 
biquadratic form accommodates such arbitrary placement. Given d(zi, yi), i = 1,. . ,9, and the 
dimensions 20, yc and location of any rectangular region of interest, we can determine whether 
the transformation obeys our constraints by forming and solving the two sets of nine scalar 
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equations given by equation (2) for the dij’s, and comparing the absolute values of their 2 and Y 
components with the upper limits, x0/8 and ~0/8, respectively. 
It is enlightening to compare our transformation with two-dimensional transformations pro_ 
posed by others. In each of these transformations, the displacement vectors specified at some 
finite set of control points are interpolated at all other points within the domain of the trans- 
forming function. Because there are two components to the motion, there must be two scalar 
interpolating functions, one for the z motion and one for the y motion. There is much published 
work on scalar interpolation. The reader is referred to F’ranke’s comprehensive summary [2l]. 
Like scalar interpolations, geometric transformations vary with respect to the analytical form of 
the interpolant and the choice between global and local interpolation. With global methods, such 
as the biquadratic and bilinear transformations, one set of control points determines a single inter- 
polant of the specified form for all points within the range of interpolation. Steiner, for example, 
used linear polynomials in a global interpolation to match LANDSAT images to maps [22]; Wong 
used quadratic polynomials to match radar and optical images [15]; Van Wie used polynomials 
up to fifth degree to rectify LANDSAT images [7]; and Yanagisawa used a weighted sum of expo- 
nentials to match pairs of X-ray images for digital subtraction angiography and to match pairs of 
photographic images [9]. Recently Bookstein has suggested the use of a global interpolant based 
on the shape of a thin, flat metal plate deformed by forces applied perpendicularly to its plane 
at a finite set of control points [6]. The form of the resulting “thin-plate spline,” which had been 
carefully studied before only as a scalar interpolant [21,23], is a sum of logarithms. Each of these 
global interpolants is continuous and smooth because each is based on the global application of 
an analytical form that is continuous and smooth. With local methods, on the other hand, the 
control points are typically triangularized and an interpolant of some specified form is applied 
piecewise to each triangular region. Van Wie, for example, used linear polynomials for LAND- 
SAT rectification [7]. These piecewise affine transformations are continuous and one-to-one but 
not smooth. Goshtasby has experimented with both linear and cubic polynomials [16,17] and has 
incorporated a method for employing Clough-Tocher subdivision of the triangles that was proved 
earlier by Percell to maintain smoothness at the borders of all adjoining triangles [24]. 
Among these transformation techniques, the constrained bilinear and biquadratic transforma- 
tions are superior in two respects for those applications, such as the digital subtraction angio- 
graphy example cited above, in which many small control point displacements are tested in a 
search for an optimal transformation: They provide one-to-one transformations and they require 
less computation time. In these applications, unlike those in which displacements are determined 
from corresponding image features, the likelihood of encountering a non-one-to-one mapping with- 
out suitable constraints may be large. Evaluation of any such mapping is a waste of search time. 
Because the size of the space is exponential in the number of parameters, such problems tend 
to be limited to small numbers of parameters, typically much fewer than eighteen [lo-13,20,25]. 
This limitation removes the disadvantage of the limited number of control points from the global 
polynomial transformations. 
Given that the biquadratic transformations are appropriate for such problems, it remains to 
compare the effort required to calculate them with that of the other transformations. The most 
time consuming part of the calculations are the floating point arithmetic operations. Using the 
nine control points of equation (3), we compare the biquadratic form with the smooth transfor- 
mations provided by Bookstein, Yanagisawa, and Goshtasby with respect to the number of such 
operations required. Table 1 summarizes the results. We divide the operations in the calculation 
into three groups: 
(1) those required each time new positions for the control points are selected, 
(2) those required each time new displacements at the control points are generated, 
(3) those required for each point that is to be transformed. 
With typical search techniques Group 1 is encountered only once during initiation of the search; 
Group 2 is encountered each time a new transformation (i.e., a new set of control point displace- 
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Table 1. Comparison of the computational effort for the calculation of both 2’ and y’ using the 
biquadratic form (BF), Goshtssby’s piecewise cubic mapping (GC), Yanagisawa’s sum of expo- 
nentials (YE), and Bookstein’s thin-plate splines (BT). 
ments) is evaluated during the search; and Group 3 is encountered for each point used in the 
evaluation of a given transformation. Because the Group 1 operations are encountered only once, 
they will have little impact on the total effort in a typical search involving many thousands of 
iterations. The Group 3 operations will have the largest impact. In the table, the notation ?n 
x inv n” means “rn matrices of size n by n must be inverted.” The other entries indicate the 
numbers of required additions (“a”), multiplications (“m”), divisions (“d”), logarithms (“l”), and 
exponentiations (“e”). For the biquadratic form (BF), the entries for Groups 1 and 2 indicate 
the operations necessary to calculate the a(ij)‘s in the equation, 
x’ = c a(2J)xiyi 1 (19) 
i,j=o,o 
from the dij. The availability of the acij)’ s reduces the number of calculations in Group 3. 
Similar operations have been included within these groups for the other techniques as well, 
in order to make each of them as efficient as possible. If for some reason it is necessary to 
consider arbitrary placement of the control points, the necessary operations in Groups 1 and 2 
are doubled for the biquadratic form and remain the same for the others. In determining the 
numbers of operations for Goshtasby’s transformation, the time for triangulation and sorting has 
been ignored in Group 1, and the time for identifying the containing triangle has been ignored 
in Group 3. A comparison of the lines of the table reveals that Yanagisawa’s technique always 
requires less effort than Bookstein’s. It can also be seen that because of its advantage in Group 3, 
for sufficiently large sample sizes Goshtasby’s technique will require less effort than either of these. 
Previous studies have shown, however, that the most effective searches can be carried out by 
using only about a dozen sample points in the evaluation of a transformation, i.e., only a dozen 
executions the operations in Group 3 [20]. For such small sample sizes Goshtasby’s technique 
requires the most effort. The biquadratic form requires less computational effort than either 
Goshtasby’s or Bookstein’s techniques in all three groups and is thus faster than these methods 
in all cases. The remaining technique, Yanagisawa’s, requires no effort in Groups 2 and 3, but 
because of the expensive exponentiations, which require more effort than seven multiplies even 
for modest accuracy [26, pp. 181ff], ‘t 1 will require more overall effort than the biquadratic form 
for a sample size larger than one. Thus, the biquadratic form, because of its simple polynomial 
form, requires less computational effort than any of these other transformation techniques for 
any plural sample. 
In summary, we have proved that over the rectangle, 1x1 5 ~0, /y/1 < yc, if the absolute motions 
at the nine control points given by ]z( = 0 or (IC( = 50 and (y( = 0 or (y( = yn are restricted so that 
their horizontal and vertical components are less than one-eighth of 20 and yc, respectively, then 
geometrical transformations produced by interpolation with the biquadratic form are one-to-one. 
These transformations are particularly well suited to applications in which a search for an optimal 
one-to-one transformation is to be carried out within a set of continuous, smooth transformations. 
They are computationally simpler than other transformations for these applications, and they 
provide the only available set of one-to-one nonlinear polynomial transformations beyond the 
bilinear transformations that are known to be minimally constrained over a finite region of the 
2, y plane. 
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