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variation as a function of the irradiated fiber length. 
 
Conclusions: The W1 can be used in small fields down to a 1 
x 1 cm2 for both the perpendicular and parallel set-up. 
However, a significant over-response was observed for the 
0.5 x 0.5 cm2 in the parallel set-up. This may be due to a 
dependency of the CRV signal to the irradiated fiber length. 
This behavior should not be considered as a general problem 
in the spectrum calibration method since it was not observed 
for the PSD. The W1 RRs in the perpendicular set-up in solid 
water exhibited an excellent agreement (<0.7%) with the 
expected OFs for the 0.5 x 0.5 cm2, if a de-convolution 
method is applied to correct for volume averaging. 
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Purpose/Objective: In stereotactic radiotherapy, treatments 
fields with areas < 4 cm2 are often used. For in vivo as well as 
pre-treatment dose verification we use a back-projection 
EPID dosimetry model. Here, EPID images are first converted 
to portal dose images. By isolating the primary component of 
the portal dose image (subtracting scatter from patient or 
phantom onto the EPID) and back-projection, the 3D dose 
distribution inside the patient or phantom is reconstructed. 
Of crucial importance to our back-projection model is the 
experimental determination of the transmission of the dose 
as a function of field area. This transmission is determined on 
the central axis as the ratio between EPID portal dose images 
of varying field sizes (in our current model we cover the 
range 3x3 cm2 to 20x20 cm2 ) with and without a 20 cm thick 
slab phantom in the beam. It is assumed that this 
transmission consists of a primary component and a field size 
dependent phantom scatter component that is zero for very 
small fields. The aim of this work is twofold: 1) to extend the 
measurement of transmission to include small fields down to 
1x1 cm2, and 2) to interpret these measurements in the 
context of our back-projection model. 
Materials and Methods: EPID images were acquired with and 
without phantom both for a 6 MV and a 6 MV FFF photon 
beam on a linear accelerator equipped with an Agility MLC 
(Elekta, Crawley, UK) and an Elekta IviewGT. An independent 
measurement of transmission as a function of field area was 
performed using a PTW microDiamond detector with a 3 mm 
brass build-up top. The microDiamond detector was 
positioned in an empty water tank at the EPID position (SSD = 
160cm). X- and Y-profiles were used to center the detector 
correctly. 
Results: Figure 1 shows the transmission as a function of field 
area for a 6 MV and a 6 MV FFF photon beam, both measured 
with the EPID and microDiamond detector. As expected, due 
to decreasing phantom-to-EPID scatter for decreasing field 
area, the apparent transmission decreases. However, 
surprisingly, an increase is observed for field areas smaller 
than 3x3 cm2, in the EPID as well as the microDiamond 
detector results. We hypothesize that this increase relates to 
spectral changes affecting the true transmission of the 
phantom.  
 
Figure 1. Transmission as a function of field area for both a 6 
MV and a 6 MV FFF photon beam.  
Conclusions: Deviations from the expected behavior of the 
transmission as a function of field area, as measured with the 
EPID and microDiamond detector, are observed for fields 
below 3x3 cm2. These observations contradict the 
assumptions of our current back-projection model for EPID 
dosimetry, namely a field size independent transmission, 
making the apparent transmission a monotonously increasing 
function of field area due to phantom or patient scatter. We 
conclude that the assumptions in our current back-projection 
model have to be adjusted to allow for proper verification of 
small fields. Preliminary corrections show improved 
performance of EPID dosimetry for small fields. 
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Purpose/Objective: With the advent of the IAEA-AAPM 
reference dosimetry protocol on small photon fields, there is 
a need for quality correction factor data. Monte Carlo 
methods are widely used to determine these factors 
accurately, but reliable experimental methods are still under 
investigation. Among radiation detectors recommended by 
IAEA for such conditions, radiochromic film remains a 
promising candidate with its high resolution and water-
equivalence. However, current methods focused on clinical 
quality assurance do not meet the accuracy standards for 
reference dosimetry. The goal of this study is to develop a 
reliable approach for radiochromic film dosimetry, reaching a 
statistical uncertainty level of 0.5% or better on relative pixel 
dose and exempt of systematic errors caused by film 
inhomogeneity. 
Materials and Methods: A new multichannel method is 
developed from first principles based on the statistical 
analysis of the calibrated film and a simple 2D model of the 
film response to dose and thickness. A cobalt-60 beam is used 
to irradiate Gafchromic EBT-3 films homogenously, allowing 
determining parameters for scanner homogeneity correction, 
multichannel analysis and dose response calibration. 
Software is developed to allow film characterization and 
analysis. Measurements of well-known dose distributions are 
analysed and an uncertainty budget is performed to evaluate 
the performance of the method in correcting systematic 
errors due to film emulsion inhomogeneity. Conditions to 
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achieve 0.5% uncertainty in relative measurements are 
determined based on uncertainty analysis including data 
covariance. Systematic errors are compared to the statistical 
behaviour of pixel dose. 
Results: Comparing single and multichannel methods 
demonstrate significant reduction of systematic errors 
(Figure 1). Uncertainties in determining output factors with 
the proposed procedure are 1.2% for single measurements 
and 0.4% for measurements repeated ten times. Consistency 
in determining dose distributions of known beams show 
systematic errors up to 10% with single channel analysis, 
while they are on average diminished by a factor up to three 
with the new multichannel method, leaving these errors well 




Conclusions: Results suggest that once a controlled 
experimental procedure and proper analysis are combined, 
radiochromic film has great potential for small photon field 
dosimetry. The proposed method allows uncertainties in 
quality correction factors comparable to previous film 
models. Future comparison between experiments and Monte 
Carlo simulations should validate the theoretical predictions 
reported herein by evaluating the energy dependence of the 
film response.  
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Purpose/Objective: The PTW microDiamond detector has 
been characterized by several groups who have reached 
differing conclusions about the need for correction factors 
for relative output measurements in small fields. Some 
groups reported significant over-response (Lechner 2013, 
Azangwe 2014), whereas others (Chalkley 2014, Das 2014, 
Morales 2014, Kee 2014, Papaconstadopoulos 2014) have 
concluded that correction factors are not required. The aim 
of this study was to measure the correction factors for 
microDiamond detectors in small fields and to shed light on 
the possible causes for the conflicting conclusions. 
Materials and Methods: The relative readings of five 
microDiamond detectors were measured for Varian, Elekta 
and Siemens 6 MV fields with cone collimation down to 4 mm 
and MLC collimation down to 5 mm, normalised at 30 mm. 
They were compared to those of a fibre optic dosimeter 
(FOD) with a 1 mm plastic scintillator previously shown to be 
nearly radiologically water equivalent in these fields (Ralston 
2012). The FOD readings were corrected for volume 
averaging. Field size correction factors were estimated for 
the microDiamond detector for its readings both corrected 
and uncorrected for volume averaging. 
Results: In our study the microDiamond detectors over-
responded by up to 9.3% for a 4 mm cone collimated field 
and up to 6.5% for a 5 mm MLC collimated field compared to 
the FOD. The microDiamond detector has a very thin (1 μm) 
active volume. If this was surrounded by radiologically water 
equivalent material then the detector response should be 
similar to that of a water equivalent detector. However this 
thin active volume is sandwiched between an aluminum 
electrode and a 400 μm thick diamond substrate. Many of the 
electrons traversing the active volume are therefore 
generated in high density materials and the detector should 
over-respond in small radiation beams (<30 mm) relative to a 
water equivalent detector (Scott 2012).  
Possible reasons for the conflicting opinions in the literature 
include differences in measurement method, lack of 
correction for volume averaging, and reference dosimeters 
which are not radiologically water equivalent, used either 
directly or as the basis of Monte Carlo models. Variation 
between individual microDiamond detectors is unlikely to be 
a significant factor because the readings from all five 
detectors used in our study agreed within 1.0% and 0.5% of 
the average readings for cone and MLC collimated fields 
respectively.  
Conclusions: Our study has shown that microDiamond 
detectors significantly over-respond in small 6 MV fields and 
that correction factors are required. Given the lack of 
consensus in the literature we recommend that users of these 
detectors employ independent methods to verify the 
correction factors they apply to their readings. Failure to 
correct detector readings appropriately could result in the 
planning system data being in error, leading to potentially 
severe clinical consequences. 
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