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ABSTRACT
This dissertation attempts to identify ecological relationships useful for
understanding large-scale patterns in human-environment interaction that can be applied
to archaeological studies. It uses three established bodies of theory to understand
ecological constraints and life history tradeoffs, applying the same basic framework to
human adaptations and the demographic trends of other mammals. First, a model from
optimal foraging theory (the marginal value theorem), which posits a tradeoff between
resource availability and resource processing, is applied to zooarchaeology to understand
human butchery patterns. Humans tend to butcher prey according to the predictions of the
model in both ethnographic and archaeological settings: they process carcasses more
intensively when prey are rare. Moreover, evaluation of the statistical and taphonomic
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factors that could affect prehistoric faunal data demonstrates that even coarse-measures
of butchery intensity can uncover the predicted tradeoff.
Life history theory can link energetic and environmental constraints to
demographic parameters and is therefore useful for understanding the unique features of
humans that may have been responsible for their geographic expansion in addition to how
their prey might adjust to changes in mortality or energy availability. Lifetime
reproductive effort captures the tradeoffs among adult size, lifespan, and reproductive
effort to yield an aggregate dimensionless measure highly useful for summarizing the life
histories of different organisms for cross-species comparison. The second study in this
dissertation examines lifetime reproductive effort to see if humans have diverged from
most mammals with respect to this important life history metric. This measure shows that
while we (humans) differ in many individual life history attributes, in the aggregate we
converge on the same optimal solution as other organisms, given simple constraints on
production and mortality. This suggests that some of the unique features of humans (postreproductive lifespans, extensive food-sharing, and long juvenile periods) have not
caused a divergence from the factors constraining other optimal life histories. While
humans have re-organized the lifespan, allocation of energy to reproduction during the
lifespan is nonetheless constrained by some fundamental ecological constraint. This helps
place human life history evolution in a broader context for understanding the causes and
consequences of the factors that allowed humans to diverge from other mammals.
General patterns between body size, abundance, and geographical area exist in
ecology that can help archaeologists understand how prey respond demographically to
changes in resource availability and/or predation pressure. Following this motivation the
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third study uses population viability analysis (PVA) to explore the causes of relative
extinction risk among terrestrial mammals. The model predicts that relative extinction
risk is a peaked function of body mass such that risk is minimized at about 100 grams,
which is near the modal size in continental faunas and the size that species colonizing
islands from continental mainlands converge upon. This suggests that the model captures
a key feature of the dynamics governing the evolution of size and probability of
extinction. It also applies to life history evolution by demonstrating that variation in
growth rate, population density, and generation length interact such that an optimal
strategy exists for staying in the ‘evolutionary game’ (i.e., avoiding extinction). Debates
about the loss of Pleistocene megafauna center on climate and human hunting as
opposing causes. The model provides modest support for the view that humans may be
responsible for the bias towards large body size in the extinct species. The model is also
useful for understanding the demographic attributes of human prey, generally, and has
many further applications for understanding life history evolution and population stability
in humans and other mammals.
Across the three studies a number of useful tools are developed for identifying
large-scale tradeoffs that can be used to understand human population dynamics, foraging
behavior, and their implications for resource use and geographic range expansion. The
same set of techniques is also useful for uncovering the connections between human
attributes and those of the species they influence via predation and/or the altering of
ecosystems. These techniques are valuable theoretical developments for the building of a
more robust environmental and/or ecological archaeology (anthropology).
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CHAPTER 1: INTRODUCTION

One of archaeology’s great strengths is its interdisciplinary nature (Schiffer
1988). Evolutionary and population ecology are two fields commonly drawn-upon by
archaeologists that can be especially useful for linking human behaviors to large-scale
evolutionary trends and ecological patterns (Bettinger and Baumhoff 1982; Boone 2002;
Shennan 2002; Stiner 2005). To further archaeology’s diverse array of methods and
theories, this dissertation employs optimal foraging theory, life history theory, and
population viability analysis to explore: 1) human foraging dynamics as feedbacks from
resource depression (Chapters Two and Three); 2) evolutionary constraints on human
lifespan and reproduction (Chapter Four), and; 3) the factors affecting extinction in
mammals (Chapter Five). These case studies demonstrate that these bodies of ecological
theory provide fruitful directions for archaeology to continue to expand its
interdisciplinary toolkit.

Theory for Ecological Anthropology/Archaeology
In archaeology, it is customary to see a diverse range of topics or methods applied in a
single study. For instance, a dissertation on a Paleolithic site might include soil
geochemistry, specialized spatial statistics, use-wear analysis of stone tools, mammal
skeletal morphology, and an analysis of ethnographic data for comparative huntergatherer ecology. In the absence of the goal of explaining archaeological patterns in one
specific place, such otherwise well-chosen methods might seem wholly unrelated. In the
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research presented in this dissertation, the links among the case studies lie in the
connections among the three bodies of theory and the collective picture they can build,
rather than in the objects of study themselves, such as a particular site or region.
The three bodies of ecological theory applied in the following chapters build on
each other in a complementary progression and can be used to form hierarchically
structured research perspectives that move from individual-level decisions to population
dynamics. Building a perspective that is hierarchically organized in this way, in being
able to move from foraging, to the life history, to population dynamics, is necessary for
the basic problem of explaining the prehistoric growth and spread of human populations
and the resulting ecological consequences (in addition to many other topics).
Understanding the specific adaptations that made human geographic range expansion
possible and how human populations impact environments is a valuable organizing
research topic for environmental and/or ecological archaeology.
Optimal foraging theory links subsistence decisions to ecological constraints
(Stephens and Krebs 1986). Understanding patterning in foraging decisions leads directly
into higher order tradeoffs involving growth, mortality, and energy (Werner and Anholt
1993). Such tradeoffs are the basis of life history theory, which links basic demographic
patterns to ecological constraints with optimization models (Charnov 1993) by
investigating the timing of the major events in an organism’s life course and their
accompanying energetic investments (life span, age of first reproduction, birth rate,
offspring mass, etc.).
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Both foraging and life history theory have the strength of making elegant and
quantifiable predictions but such elegance is afforded by making certain simplifying
assumptions. For instance, both focus on the ‘average’ condition and generally assume
stability in population parameters. The implications of such simplifications also need to
be explored.
While the underlying assumptions of optimal foraging and life history theories are
appropriate for many archaeologically relevant research questions, in some situations the
consequences of environmental and/or demographic variability should be investigated as
well. Populations fluctuate in time due to stochastic variation in the environment or
demographic heterogeneity. Population dynamics is a broad area of ecology that studies
the patterns and causes of these fluctuations through time. Population viability analysis
(PVA) is a technique from population dynamics focusing on the effect that variations in
population growth rate have on extinction probabilities (Morris and Doak 2002). It is
employed here as a tool for exploring the effects of relaxing the no-growth assumption
generally used in life history theory. Moreover, PVA (and the study of population
dynamics in general) can be used to identify how foraging and life history tradeoffs
ramify to the structure and fluctuation of populations through time. The combination of
PVA and its underpinnings in the theory of stochastic processes, provides an excellent
interplay for modeling the constraints that shape human foraging and life history
decisions and the ways in which these decisions are affected by statistical and ecological
variability.
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All three of the case studies exploring these bodies of theory use the concept of
tradeoffs. A companion of optimality modeling, tradeoffs incorporate striking a balance
between competing currencies whereby one compromises by giving up all or part of one
thing in exchange for another. Tradeoff-oriented thinking, in general, is not a hallmark of
anthropological theory, employed by a relatively small sub-community. However, its
utility for uncovering a diverse array of constraints and their responses with simple
quantitative and predictive models should place it among the field’s conventional tools.
Tradeoff modeling is especially useful for environmental and ecological
anthropologists/archaeologists who must constantly address the precise sorts of
phenomena that these techniques were designed to understand.
In the theories used here such tradeoffs generally take the form of energetic
investments among competing ends that have direct impacts on fitness. For instance, the
foraging decisions investigated in Chapters Two and Three involve tradeoffs between the
availability of large game and the energy spent processing or extracting resources from
them. While life history theory covers numerous potential tradeoffs, Chapter Four
specifically addresses the optimal balance among reproductive effort, the time it takes to
become an adult, and mortality using a single measure called lifetime reproductive effort
(Charnov, et al. 2007). The PVA model developed in Chapter Five is used to investigate
a different variety of tradeoff that occurs at generational time scales and measures
extinction probability at the species level (applied to terrestrial mammals). The specific
tradeoff investigated is between variation in population growth rate and population
density (with time normalized by generation length). This modeling approach provides a
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novel perspective for understanding the mechanisms relating relative extinction risk to
body size. It identifies factors affecting extinction in mammals generally, and hence
provides insight to the causes of the loss of many species of megafauna at the end of the
Pleistocene.
With the toolkit provided by these three related branches of ecological theory,
numerous anthropologically relevant themes can be pursued. They are especially relevant
for the development of general theory, which is much needed in environmental
anthropology. The long-term value of being able to incorporate these areas of ecological
theory into a single coherent approach is the motivation for incorporating them in a single
dissertation.

Linking these Aims to the Definition of Archaeology
Archaeology is almost universally portrayed, even by many of its
practitioners, as a discipline that looks to the past. While this standard
usage of archaeology is based on translation of the Greek root arkhaios as
meaning “ancient,” we have come to prefer an alternative meaning of
arkhaios that connotes an interest not just in the ancient, but on change
“from the beginning.” This emphasis gives archaeology etymological
license to seek understanding of change without burden of being restricted
to the ancient, to the past, or to single classes of information. Archaeology
can be viewed as a study of process that is founded on an understanding of
antecedent conditions, their contemporary states, and their possible future
status. – L.C. Todd (2005: D1)
This approach to defining archaeology distinguishes the most common objects of its
study from its ultimate motivation or goals. While archaeology is primarily concerned
with the ‘ancient,’ and especially the material residues of past events, the motivation for
doing so should lie in explaining the ‘beginning’ or origin of the patterns charactering
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human nature and investigating the multiplicity of processes that have taken place in
creating those patterns. By embracing archaeology as a scientific field charged with
getting at the origins of human-ecological relationships (especially those relationships
that are large in scale), it becomes clear that a variety of uncommon theoretical
approaches should be more regularly developed.
The outlook captured by this definition, emphasizing the need to get at the origins
of the subjects archaeologists study, is in many ways consistent with viewpoints
expressed long ago calling for a greater emphasis on explanatory theory in archaeology
(Binford 1962; Taylor 1948; Willey and Phillips 1958). Consider the view of Willey and
Phillips (1958:2) who argued that: “Archaeology, in the service of anthropology,
concerns itself necessarily with the nature and position of unique events in space and
time but has for its ultimate purpose the discovery of regularities that are in a sense
spaceless and timeless.” While such spaceless and timeless regularities characterizing
human systems may be rare, identifying and explaining them is ‘job one’ for a scientific
anthropology. Accomplishing this requires that archaeology make good use of its primary
strengths by focusing on large-scale trends in data relating to human-environment
interaction (Redman 1999). Large-scale regularities of this sort have been identified in
many studies benefiting from interdisciplinary efforts and the application of ecological
theory to human systems (Bettencourt, et al. 2007; Birdsell 1953; Hamilton, et al. 2007;
Walker, et al. 2008). Additionally, archaeology should continue to develop its role as the
‘center of socio-natural sciences’ by pursuing environmentally relevant topics
demonstrating how slow-moving processes shape human dynamics at multiple scales
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(Burger, et al. 2008; van der Leeuw and Redman 2002). The techniques used in this
dissertation are candidates for furthering these aims.
Note however, that Willey and Phillips and many other archaeological theorists of
the time called for the development of theory that was unique to archaeology. While the
motivation for doing so, improving explanation and relevance, is consistent with the
views expressed here, theory restricted just to archaeological domains would be too
restrictive to be useful for explaining ‘spaceless and timeless regularities.’ (Note also that
theory concerns itself with process rather than event, but the emphasis on regularities in
Willey and Phillips quote above is particularly germane.) This is because theory confined
just to archaeology is confined also to limited data sources and to the dynamics of just
one species. While developing ways to apply timeless and spaceless approaches in
archaeology will require some uniquely archaeological questions, theory that seeks to
explain human attributes in the context of the rest of biology is much more satisfying,
more general, and can then be used to explain and predict particular archaeologicallyrelevant processes and situations.

Synopsis of the Chapters
The chapters are written as stand-alone papers that cover each of the three areas of
ecological theory that this dissertation is attempting to expand upon (optimal foraging
theory, life history theory, and population viability analysis).
Chapters Two and Three use the Marginal Value Theorem (MVT) (Charnov
1976) to investigate how ecological constraints shape the decisions of human foragers in
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the processing and handling of acquired prey. Chapter Two develops this “prey as patch”
model and presents support for its basic predictions. Ethnoarchaeological case studies are
presented as evidence demonstrating that human foragers process carcasses more
intensively when game is encountered less frequently.
Chapter Three considers application of the prey as patch model to
zooarchaeological datasets, confronting the challenges of data quality and
archaeologically recognizable signatures of butchery intensity. A simple index of
processing intensity is applied to a large dataset from Wyoming. While the predictions of
the model are met by the data, the possibility that the pattern is driven by taphonomy
cannot be readily ruled-out. Moreover, the Wyoming dataset is of variable quality as it is
derived from contract reports. To further evaluate the model, it is applied to highresolution datasets from the Paleolithic and computer simulations are used to address
issues of taphonomy and data aggregation. It is found that the tradeoff can indeed be
recognized in archaeological samples and that the trends in the Wyoming dataset do not
seem to be artifacts of taphonomy or statistics.
Chapter Four uses a recently proposed life history metric called lifetime
reproductive effort (LRE) and tests the null hypothesis that the human value will not
differ from that of other organisms with optimal life histories. Human populations have a
definite ability to grow and spread into new environments, compared to other mammals,
and the motivation is to see if this ability is rooted in life history adaptations. LRE is the
ideal metric for this because it is a composite measure summarizing the effect of several
key life history traits. LRE is measured as the product of birth rate, reproductive lifespan,
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and relative offspring mass. This yields a unitless number representing a female’s
lifetime reproductive output as a multiplier of her own mass. Theory predicts that this
value should be about 1.4 given the simplest production and mortality constraints
(Charnov, et al. 2007), meaning that the average female produces 1.4 times herself during
her lifetime. While there are many a priori reasons to suspect that humans would have an
LRE different from other organisms, data on natural fertility human societies yield a very
close fit to the predictions of the theory. Given that many independent traits of humans
seem to quantitatively separate them from other mammals, it is somewhat surprising to
find that they converge to the same value in this aggregate measure provided by LRE.
Chapter Five studies the relationship between body size and extinction risk in
terrestrial mammals. This project was motivated by a desire to predict how mammal
species respond demographically to changes in hunting pressure and resource availability
in the hopes that it would improve archaeology’s ability to assess the relative
contributions of climate change, human hunting, and other factors to the extinctions of
megafauna during the Pleistocene. However, as the project progressed it became clear
that the generality of the model for understanding body-size related patterning in ecology
warranted a study of its own. The model presented in Chapter Five explores tradeoffs in
fundamental demographic variables and finds that the most common size of a mammal (a
bit less than 100 grams) has the lowest extinction risk. For example, small bodied species
near the modal size have more variable growth rates but this common disadvantage is
offset by higher densities. However, at the very smallest sizes the risk associated with
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high variation in growth rate outweighs the advantage of high densities, resulting in
increased extinction risk.
The final Chapter presents a summary of the findings and considers some longstanding anthropological/archaeological problems that could be fruitfully addressed in
the future with the three bodies of ecological theory implemented in Chapters Two - Five.
In sum, archaeology’s great strengths are its interdisciplinary nature and its ability
to address large-scale trends in human-environment interaction. The growth and spread
of human populations and their impact on ecosystems are related problems. Archaeology
can use its strengths to make important contributions to general understanding of these
issues, but further development in ecological theory is needed to facilitate such
contributions. Toward these aims, there is long-term value in being able to move
seamlessly from foraging decisions, to life history structure, to population dynamics,
especially with regard to developing an archaeological perspective on the causes and
consequences of the growth and spread of human populations. The aims here are to
address basic questions relevant to this overarching issue. Specifically, the following
chapters investigate feedbacks between ecology and butchery intensity, the structure of
the human life history, and the factors causing extinction in mammals.
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CHAPTER 2: THE PREY AS PATCH MODEL: OPTIMAL HANDLING OF RESOURCES WITH
DIMINISHING RETURNS
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Abstract

Foraging theory provides archaeology with a valuable set of tools for investigating the
constraints that influenced procurement decisions of the past. The prey choice model has
been used extensively by archaeologists, but has significant limitations given the nature
of archaeological data. This paper suggests that the seldom-used Marginal Value
Theorem (MVT) is a valuable tool for examining the ecological constraints on foraging
decisions and merits further archaeological application. Ethnoarchaeological and
experimental cases are presented demonstrating how patch-gains curves can be generated
from quantitative data on butchering return rates and handling times. Results indicate that
such curves are diminishing return functions. This provides a basis for examining the
linkage between processing intensity and resource fluctuation. This model allows
archaeologists to address the relationship between attribute-states of faunal remains and
predicted optimal post-acquisition decisions. The MVT is valuable to ethnoarchaeology
because it identifies how mean foraging return rate influences the handling of acquired
prey and makes quantified predictions of return rate based on processing intensity. The
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MVT can also be applied to archaeological studies of foraging behavior and processing
intensity as it can be used to estimate the set of environmental constraints in which a
given kill was made (e.g., “good” vs. “bad” times). This approach may also identify the
degree to which certain currencies, such as fat, are optimized at the expense of others,
such as total caloric intake.

Introduction
Archaeological studies of butchery practices are a central focus of research into
prehistoric hunter-gatherer subsistence strategies due to the evolutionary importance of
meat in the hunter-gatherer diet [21] and the preservation of bone in a variety of
archaeological contexts. Attempts at quantifying subsistence practices commonly
incorporate insights from foraging theory by considering the economic basis of human
decision-making [3,4,35,56,57,61]. Such decisions involve time allocation trade-offs and
energetic currency maximization strategies in the face of alternative foraging behaviors
available to a hunter-gatherer. Archaeological applications of foraging theory have
focused on the prey choice (or diet-breadth) model with a focus on understanding the
range of items that enter the diet and/or how they are transported [24,26,37,42,44,45] but,
with few exceptions [e.g., 43], the Marginal Value Theorem (MVT) [15] has been
underutilized. The MVT predicts the optimal amount of time to spend acquiring
resources from a patch based on the relationship between an energetic gain function for a
patch of a given type and the overall foraging return rate, which is conditioned by the
frequency with which patches are encountered [15,55]. The MVT is an optimization
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model, like the diet breadth model, but the decision variable is resource processing time
or effort (optimal patch residence time) rather than the specific array of resources that are
acquired (e.g., optimal diet breadth).
Working from the assumption that the archaeological record preserves the
consequences of foraging decisions, and that those foraging decisions were non-random
but constrained by simple economic trade-offs, we suggest that the MVT is a valuable
tool for the archaeological analysis of resource processing as it identifies how mean
foraging return rate R conditions the optimal effort exerted extracting energy from prey
after they are acquired. As such, the MVT is a useful tool for investigating behavioral
responses to resource fluctuation, providing a conceptual link between ecological
constraints and their economic consequences. Additionally, the perspective presented
here provides a needed means for investigating post-acquisition foraging decisions,
which have received relatively little attention, as archaeologists have tended to (over-)
emphasize transport decision analysis and prey choice. We demonstrate the utility of this
approach by constructing patch-gains curves for ungulate prey using experimental data,
but the approach is broadly applicable to any prey or patch where the rate of gain
decelerates with time (or effort). The predicted relationship between carcass processing
intensity and overall return rate R is supported by ethnoarchaeological case studies.
We see two primary avenues for applications specifically dealing with ungulate
prey resources. First, the perspective builds on O’Connell’s [47] call to utilize behavioral
ecology as the primary theory for ethnoarchaeology. Ethnoarchaeological applications of
the MVT to post-acquisition carcass handling can aid in establishing the important
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constraints and currencies being optimized by human hunters and quantitatively links this
handling, as a behavioral response, to changes in R. Secondly, the model has theoretical
implications for the archaeological analysis of faunal materials by extending foraging
theory to attribute-based analyses [52] of the characteristics of the prey (patch) itself.

The prey as patch model: rationale and assumptions
The MVT was developed by Charnov and Orians [16] to investigate optimal foraging
behavior in relation to resources that cluster in space. While the prey choice model
predicts which items from a set of potential resources should be included in the diet, the
patch residence model (a derivation of the MVT) is concerned with how much effort,
usually measured in time, is used in extracting energy from a given resource patch. The
MVT predicts the optimal time to leave a patch as a function of the return rate in the
present patch and travel time λ to the next patch [15]. A forager enters a patch of
aggregated food items and consumes them sequentially. The rate of gain decelerates with
time t and the forager is expected to leave when the marginal gain drops to the average
gain across all patches, thus maximizing the overall return rate R (Figure 1).
If a forager, human or otherwise, alters the amount of time invested in extracting
energy from a given prey item, the prey itself can be thought of as a “patch” [16,20]. For
carcass butchery, anatomical elements vary in profitability in terms of gain per unit of
time and can be ranked in terms of their economic utility [5,32,44]. The MVT suggests
that economic decisions should reflect this ranking such that the “best parts” of the prey
should be consumed before parts of lesser quality [16]. Archaeologically, we wish to
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investigate behavioral responses to resource fluctuation via patch residence time. For
vertebrate prey, fluctuation in R is linked to changes in time between successful animal
kills (individual patches) and patch residence time is equivalent to processing intensity.
Processing intensity is directly inferred from archaeologically recognizable signatures of
carcass processing, including impact fractures, green bone breaks, and the relative degree
of long bone fragmentation tempered by appropriate concern for taphonomic agents
[26,38,58,59,62]. Processing effort is used as a proxy for patch residence time and the
travel time between patches (time between kills) reflects the mean foraging return rate. In
this sense, information regarding the average foraging return rate is preserved in the
handling of all resources patches or prey items. As the time between kills increases, the
forager maximizes the long-term rate of resource gain by lengthening the amount of time
spent processing each carcass (Figure 2). Archaeologically, this is evidenced either by
the use of lower ranked skeletal elements, by the increased intensity of carcass
processing, or both. Processing time may also increase if fats become especially limiting
while other resources remain constant. Such nuances can potentially be identified using
this perspective in concert with existing foraging models [13,14,45].
Fitting a gains curve for time spent butchering a prey item (patch) to real data on
per element return rate allows the researcher to take the derivative (slope of the tangent
line) at any point on the curve in order to calculate the instantaneous return rate during
carcass processing. The x-intercept of this line is an estimate of time between patches in
the traditional MVT and equates to time between kills in the prey as patch model. When
the gain function for a patch is known, estimating the processing intensity as time of
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abandonment from the patch also estimates R or some relative measure of foraging
success. The shape of the gain function can be determined through the use of
experimental butchery data and/or ethnoarchaeological data [32,43,47]. In order to infer
the density of patches, the only required variables are amount of time spent in the patch
and the benefit function for time, which is usually based on energetic gain. Inferring
foraging return rate with the diet breadth model requires knowledge of all the prey items
acquired, their handling costs, and their encounter rates. In this sense, the decision
variables for the MVT have direct archaeological correlates whereas the decision
variables of the diet breadth model do not.
As with other standard foraging models, the forager is assumed to have “perfect
knowledge” of the travel time between patches, which is equivalent to knowing the
relative densities and abundances of particular prey items [55]. The forager also knows
the relationship between processing time and total gain for the average patch encountered
of a given type. Such assumptions are not over-drawn given the extensive knowledge that
hunter-gatherers have been shown to have of their prey [8] and the degree to which
hunters make decisions reflecting such knowledge [5,29].
As with all applications of foraging theory, we assume that human foragers were
designed by natural selection to favor behavioral variants that maximize the rate of
resource acquisition as long as one of the following three conditions applies [from 33]: 1)
increase of food acquisition increases fertility and/or survivorship; 2) time spent foraging
could be spent on other tasks that would increase fitness or survivorship; 3) foraging is in
some way dangerous. In this respect, foragers will attempt to maximize the rate of food
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acquisition while seeking and processing food items. Predictions made by researchers
using the logical structure of either the diet-breadth model or the MVT that are not
supported by a given case study do not reject the validity of the models for understanding
human behavior [contra 1] because any such predictions make certain assumptions
regarding currencies and other variables that are more immediately subject to evaluation
than the central principle of optimization. Optimal foraging theory provides a quantitative
framework from which null hypotheses of optimal behavior can be drawn. Falsified
predictions of foraging models simply identify inaccuracies in the specific assumptions
regarding currencies and constraints framing the particular hypotheses and in doing so
identify the learning opportunities that foraging models are well-designed to provide.
Ethnoarchaeological tests demonstrating the relevance of the MVT to human
foragers are presented. The prey as patch model assumes that a non-random rationality
underlies decisions regarding the post-acquisition handling of prey. The archaeological
“test” of this relationship lies in establishing its observable material consequences and in
refining the constraints and currencies that affect optimal behaviors at large temporal
scales. As archaeology deals with past decisions, the decisions themselves cannot be
predicted. Rather, the model offers a theoretically grounded method for retrodicting the
conditions under which foraging decisions were made. In doing so, we shift the emphasis
toward using foraging models to identify the important constraints and currencies that
conditioned past decisions. Archaeologists can test the accuracy of assumptions
regarding past environmental and social contexts, but we suggest caution in asserting that
archaeological applications of foraging models are actual tests of the basic tenets of
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optimality or the general aspects of the models themselves, they are simply predictions of
the archaeological consequences of the economic decision-making process. Moreover,
many of the details and key nuances relevant in foraging models (currencies and
constraints) are more efficiently refined through direct observations in the present.
The marginal value theorem differs from the prey choice model in that the
decision variable is time spent in a patch (measured as processing intensity), rather than
the decision of whether or not to attack a prey item upon encounter: Note that this also
differs fundamentally from the decision variables in the patch-choice model, which
applies the logic of the diet-breadth model to aggregated resources [e.g.,34]. The MVT
has certain advantages over the prey choice model in terms of archaeological visibility in
that the decision variable and its key constraints can be measured directly, whereas
encounter rates and diet breadth are at best inferred from samples that generally lacking
in adequate temporal and spatial resolution [26,39]. For the prey as patch model, the time
invested per carcass is a function of the foraging return rate or the perceived density of
food resources in the forager’s environment. Decisions regarding which prey items enter
the diet are exogenous to the MVT model, which is equivalent to assuming that prey
choice decisions have already been made [36]. Likewise, handling or processing time is
exogenous to the prey choice model, which is the same as assuming either that the
forager has no control over the time spent processing a resource or that the energy gained
per patch is a constant [55:32]. In this sense, the two models compliment one another and
can be used in tandem, given appropriate (and rigorous) attention to their respective
assumptions [36,55]. However, the diet-breadth model can only be applied to assemblage
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level patterning and assumes a certain formational equivalence across localities, whereas
the MVT shifts the emphasis towards the characteristics of the prey. Acknowledging the
utility of the MVT is important for exploring the degree of variance in human processing
intensity (handling time).
In sum, the patch residence time model predicts that an optimal relationship exists
between the time spent extracting energy from a patch and the time between alternative
patches of equivalent value. In order to adapt this model to the analysis of prehistoric
human foraging decisions, processing intensity is equated with patch residence time.
Here, we focus on ungulate prey because of the data that are available for developing
gains curves, but the exploitation of many types of resource patches could be modeled in
an analogous manner [14,43]. Time between patches is a measure of the average time
between successful kills, likely a primary determinant of mean foraging return rate,
especially in pre-agricultural contexts. For the model to be effective it must be shown
that: 1) the butchery of animal prey by humans can be described by a negatively
accelerating gain function derived from actual data; 2) ethnoarchaeologically observed
humans butchers exhibit non-random variability along this gain function and make
decisions reflecting its shape; and 3) time spent processing varies as a function of prey
encounter rate. The following three sections offer support for these three characteristics
of the model.
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Building a gains curve
The construction of a patch residence gain function requires data on energy return per
unit time spent processing a prey item. While such data are rare, much can be learned
from the few data sets that are available. Binford’s [5] Nunamiut study and a recent
analysis by Madrigal and Holt [40] can be used to build patch gain functions for
vertebrate prey. These studies are useful in demonstrating the utility of applying the
marginal value theorem to the analysis of carcass butchery and suggest further that
macronutrients, especially fat, are essential variables in investigations of human butchery
practices.
In spite of Binford’s skepticism regarding the use of optimal foraging theory in
archaeology [6:219-220, see also 3 and 25], he gathered one of the most useful data sets
for applying optimality approaches to human hunting decisions while working among the
Nunamiut of northern Alaska [5]. Nunamiut decision-making was analyzed in reference
to a series of indices placing the skeletal elements of the caribou carcass in rank order
based on the nutritional values of meat weight, bone marrow, and grease quality. Binford
established that the economic utility of caribou anatomy could account for Nunamiut
foraging and transport decisions better than factors such as cultural variability and human
preference, such as taste.
Nunamiut butchery meets the fundamental optimality prediction mentioned above
that the “best parts” of a carcass are typically consumed before parts of lesser quality.
Binford’s [5] data on marrow extraction form a negatively accelerating gain function
demonstrating that more intensive processing leads to lower marginal gains per carcass
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(Figure 3). Jones and Metcalf [32] estimate that during the “normal conditions” of
Binford’s study the Nunamiut were processing a carcass until the return rate was about
500 kcal/hour, which occurs at a point between the metacarpal and the mandible. This
value should reflect the optimal processing time as a function of the average caribou
density for the study period. In Figure 3, this value is the slope of the tangent line
intersecting the curve at the point when Nunamiut hunters leave a depleting caribou
patch. Hypothetically, if foraging returns were to decline, the first additional element to
be processed for marrow would be the mandible, followed by the pelvis (Figure 3).
The decelerating gain in marrow processing is an important observation since
marrow extraction from long bones is a behavior with a relatively good chance of
archaeological detection [7,11,49]. The implication is that the profitability of the “stop
element,” or lowest-utility portion of the carcass butchered, can be inferred from
archaeological fauna. The stop element should represent the optimal time to abandon the
prey patch. However, the patch residence relationship may also be represented as an
overall increase in processing intensity, which may not be measured with a stop element
per se, but in the degree of fragmentation and the thoroughness of marrow extraction
noted across all elements and especially long bones.
Madrigal and Holt [40] present experimental butchery data for white-tailed deer
(Odocoileus virginianus) including separate processing times for meat and marrow
removal for each anatomical element. From their observations, gross caloric values and
processing times are combined for elements containing both meat and marrow (Figure 4).
For instance, the femur’s meat processing time of 318 seconds was added to its marrow
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processing time of 262.5 seconds to obtain a combined processing time [40, Tables 1 and
3]. The same procedure was performed in obtaining the net yield in caloric gains for each
element. The top three elements, (thoracic vertebrae, innominate/sacrum, and cervical
vertebrae) do not contain marrow. The profitability of these elements predicts them to be
the first butchered and first transported. Ethnoarchaeological observations among Hadza
foragers indicate that these elements are in fact the most consistently transported from
kills to camps, regardless of season [44].
Two hypothetical lines are drawn as tangents to the curve representing possible
optimal patch residence times as inferred for archaeological assemblages (Figure 4). Line
a represents a group with a relatively high patch encounter (kill) rate. Archaeological
sites indicative of this strategy would not show signs of processing intensity beyond the
caloric rate of gain occurring between the humerus and the tibia. Line b has a slightly
negative slope and represents cases, such as the Australian Aborigines of arid northern
Australia discussed below, of foragers accustomed to encounter rates so low that negative
caloric return rates will be accrued in order to obtain fat [23].
While calories are often the default currency for optimization models, numerous
studies have shown that within-bone fat stores are an important consideration for human
butchery and foraging decisions [5,29,30,45]. In this case, both meat and marrow have
decelerating gain functions with respect to calories but meat has higher per element
yields and consistently higher return rates suggesting that foragers not limited by fat
should not exert energy to extract marrow unless necessary. However, given the
prevalence of animal products in most hunter-gatherer diets, fat is always likely to be in
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high demand [21,54]. While fat is actually more calorically dense that meat, it is
distributed in smaller parcels in an animal carcass and requires more effort to extract
(Figure 5). Moreover, humans are limited in the amount of protein they can consume,
whereas fat is more efficiently metabolized and contains important vitamins and fatty
acids [53]. Consequently, some amount of energy will always be exerted for fat
extraction but the variability exhibited in such expenditure may be informative regarding
its limitation in the diet.
Intensive marrow processing may be an archaeologically visible sign of a
macronutrient trade-off in the sense that caloric gain alone would be maximized by
abandoning the patch before processing low yield marrow bearing elements. This
relationship is seen more clearly when meat and marrow are placed on the same gains
curve as separate values (Figure 5). However, such ranking will change seasonally with
the nutritional states of the animals [5] and marrow may need to be seen as a separate
currency in many cases. Analyzing the situation from this perspective could allow us to
identify a processing strategy that invested very little time in meat processing (high
encounter rates) while simultaneously investing a larger relative proportion of time in
marrow extraction, for example if animal prey were exceptionally lean [46]. Future
considerations of this issue may benefit from combining our approach with the use of
indifference curves that model trade-offs in investment between alternative resource
combinations [28]. Figure 5 would help identify the relative utility of meat and marrow in
different archaeological contexts. Further ethnoarchaeological work along these lines
could help identify situations in which groups butcher as calorie maximizers, fat
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maximizers, or along an indifference curve incorporating both strategies. Moreover,
ethnoarchaeological observation might indicate the conditions favoring one strategy over
another.

Encounter rates and x-intercepts
The Madrigal and Holt dataset can also be used to calculate x-intercepts for different
butchering intensities. The x-intercept can be thought of as the anticipated travel time
between patches, which are equivalent to kill events in an ungulate prey as patch model,
such that 1/λ is the anticipated kill rate per unit time. Since the kill rate is a function of
the conditional probability of kill upon encounter and the encounter rate, the value of the
x-intercept provides a feel for predicted kill rates reflected by butchery intensity. The xintercepts are calculated by taking the rate of gain between any two neighboring points
on the curve as the slope of the tangent line connecting them, which approximates the
derivative:
dg ( g x − g x −1 ) ∆g
≈
=
(t x − t x −1 ) ∆t
dt

where gx is the gain in calories of the xth ranked element and tx is the cumulative time
associated with the xth ranked element. This treats the elements of the carcass as if they
were simultaneously encountered items and predicts that processing effort should work
its way up the curve until the return of the next item is below the average return rate.
Using the average of two adjacent points in this manner is equivalent to calculating the
return rate (e.g., Kcal/per second), which is also a measure of the instantaneous rate of
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gain. We present the calculation in this way to emphasize that the rate of gain
approximates the slope of the tangent line to the curve [15]. The slope of the tangent line
can be used to calculate the x-intercept for each point on the curve and the values at these
intercepts should indicate something about the anticipated kill rates with vertebrate prey
(Table 1). Importantly, the x-intercept is a quantitative estimate of R, representing the
link to estimating kill rate based on patch residence time.
The calculated time between patches may deviate from actual kill rates for a
number of reasons. For example, the calculated kill rate for the processing of a whitetailed deer to the point of extracting marrow from the first phalanx is a calculated kill rate
of about 928 hours which equates to 38 days without controlling for the number of hours
actually spent foraging (Table 1). If several foragers each acquired carcasses at this rate
and all shared with a group, this might not be unreasonable as an approximate average. A
lone hunter with no other food income could obviously not sustain themselves with a kill
rate so low. The caloric return rate shaping the optimal patch residence time decision is
influenced by inputs from gathered foods and a variety of game sources so we might
expect the calculated x-intercept to overestimate the actual kill rates. However, the
dietary importance of fat should prevent the processing of animal carcasses in a lowintensity manner when time between acquisition increases because other foods (such as
plants) are not likely to fulfill the nutritional role of fat and possibly of protein depending
on the foods available. We might expect that the estimated kill rate is the closest
approximation of actual kill rates among groups specialized in the hunting of a narrow
range of game animals. The butchery of extremely large animals (such as mammoths or
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whales) might take on very different functions because butchery itself would likely
require several persons and extremely large transport units may introduce a number of
unique constraints.
The model derives an exact (quantified) kill rate that for archaeological purposes
is probably best used for relativistic comparisons between strata and/or assemblages, as
required by the low-resolution nature of most archaeological assemblages. Additionally,
we acknowledge that the calculated x-intercepts may be influenced by a number of
confounding variables, some of which may not be recognizable archaeologically.
However, challenges of equifinality are in many respects inherent to the discipline and
not unique limitations of this model per se. At the least, the x-intercepts provide a
baseline for assessing relative change in archaeological assemblages and could be used
for fairly exact quantitative applications in an ethnoarchaeological context.
While the experimental data and calculations are useful, they are not applicable to
archaeological analysis of human decision-making without demonstrating that foragers
recognize the relationship between the gains function and mean foraging return rate.
Ethnoarchaeological research provides some support.

“Good times and bad times”: Ethnoarchaeological evidence for marginal butchery
Ethnoarchaeological studies demonstrate that carcass-processing time is a function of mean
foraging return rate. Observations from these studies suggest that the fracturing of long
bones and low-yield marrow-bearing elements are the primary indicators of lengthy patch
residence times. Stories from Nunamiut elders [5] and ethnoarchaeological observations
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among the Ngatatjara [23] provide anecdotal support for the model and a case study with
the Aka [22] provides quantitative support.
Nunamiut marrow extraction can be used to characterize behavioral responses to
two general subsistence states, “good times” and “bad times.” Both conditions are
qualitatively defined as functions of overall return rate. In good times, encounter rates
with high ranked resources are high and patch residency times are low. In “bad times,”
decreases in the rate of successful kills upon encounter cause declines in mean foraging
returns, which in turn cause an increase in processing time per carcass (Figure 2). Shifts
between “good” and “bad” times occur seasonally but longer-term trends may occur as
well. When conditions shift from “good” to “bad,” the MVT predicts that foragers should
intensify their per carcass processing intensity given the increase in between-patch travel
time due to the decreasing slope of the mean foraging return rate [17].
Interviews with Nunamiut informants demonstrate that foraging conditions shift
from “bad” to “good” times within the lifetime of an individual hunter such that lowyield elements that were processed in the past are completely ignored by the younger
generation [5]. For instance, younger hunters have no recollection of processing
phalanges for marrow and many of them do not even recognize the phalanx as a marrowbearing element [5]. The “old timers,” on the other hand, recall processing phalanges at
times when encounters with caribou were especially low. It may be the case that the
younger generations of Nunamiut have not known “bad times” of this sort. An overall
shift to “good times” was likely due to decreases in search and handling time resulting
from the adoption of metal tools, shotguns, and snow mobiles in addition to novel food
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sources [5]. As noted by Binford [5:32]; “suggestions from informants that phalanges
were processed in the past during times of food scarcity are provocative, in that the
degree to which phalanges are processed for marrow may be used as a measure of the
subsistence security enjoyed by a group at the time of observation.” This implies that the
processing of low-ranked carcass elements is indeed a recognizable archaeological
signature of a response to resource depression measured as periods of lower return rates.
Gould [23] observed that the Ngatatjara of arid northern Australia are accustomed
to encounter rates so low that negative caloric return rates will be accrued in order to
obtain fat. In Gould’s study, only 26 of 200 hunts resulted in the capture of large game.
Unlike the Nunamiut, who will often ignore caribou in poor nutritional condition, the
Ngatatjara seemed not to practice any prey selectivity, taking every large animal
encountered [23]. As expected, the Aborigines invested large amounts of time in each
patch (carcass), processing bones so thoroughly that very few fragments could be
identified to skeletal element [23]. Every scrap of marrow was consumed including small
morsels in crevices of the interior of long bone shafts. Even teeth were broken open for
small quantities of nutrient [23]. Soft bones were eaten and small fragments of cortical
bone were sometimes ingested with the meat [23]. A hypothetical average gains line for
this situation is depicted as line b in Figure 4. As the Ngatatjara process elements that lie
on the asymptote of the diminishing returns function, the x-intercept of the average gains
line is essentially infinite. In this sense, the Ngatatjara seem to process every animal
carcass as if they might never encounter another. Gould employs these observations in
the interpretation of bone fragmentation patterns at two early Holocene caves in the area
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exhibiting similar levels of processing. The archaeological record of these practices
would not be very informative in regards to diet-breadth because so few of the remaining
bones can be identified to species. However, if viewed from a patch-residency
perspective, the extremely long per carcass processing times would indicate limited prey
availability as well as an extremely fat-limited diet. Furthermore, such extreme
processing efforts cannot be explained by calorie maximization alone since the marginal
returns on a gains curve accounting for such processing intensity would eventually
become negative (Figure 4, line b).
A recent study conducted among the Aka foragers of the African Congo provides
an ideal situation in which to investigate the relationship between variance in mean
foraging return rate and processing intensity between two foraging groups in similar
ecological and cultural contexts [22]. Fancher and colleagues’ results offer quantitative
support for modeling butchery intensity as a behavioral response to variation in encounter
rates with high-ranked prey [22]. In their study, two Aka villages (Grima and Ndele)
occupied non-overlapping hunting ranges with similar prey species compositions. During
the study time, 22 days for Grima and 20 for Ndele, each group experienced different
encounter rates with their highest ranked prey items. Grima foragers obtained 5 blue
duiker (Cephalophus spp.) and 1 medium duiker while the Ndele foragers obtained 131
blue duiker and 10 medium duiker [22]. Results of faunal analysis indicate that neither
cut mark frequency nor number of impacts on bone differed between the two groups (x2 =
0.024, p > 0.05), however, the relative percentage of elements fractured was much higher
among the group from Grima who successfully acquired high-ranked resources less
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often, though not statistically significant at the alpha = .05 level (x2 = 3.427, p > 0.05).
This difference increased further, becoming statistically significant rather than just nearly
so, for limb bones only (75% fractured for Grima, 48% for Ndele, x2 = 5.297, p < 0.05).
The increased frequency of limb bone fracturing due to decreases in encounter rate with
major prey items represents an archaeologically visible response to lower return rates. It
also demonstrates that this relationship can apply to relatively small game such as duiker
(typical adult live weigh less than 14 kg). While the differences in butchery process
between the two groups do not indicate a stop element, they do demonstrate that response
in patch residence time is variable with respect to encounter rate and visible in the
differential processing of long bones. This example with the Aka cannot be used to
quantify kill rates because duiker are too different from white tailed deer to use the same
data set on returns per element, but more importantly, data are not available to directly
link the percent of long bones fractured to different patch residence times.

Discussion
The three ethnoarchaeological cases presented above demonstrate that in contemporary
human foraging groups a consistent relationship exists between the mean foraging return
rate and the degree of carcass processing intensity, as predicted by the prey as patch
model. Moreover, such behavior has archaeologically recognizable correlates. The MVT
can be applied to any such scenario when the criteria for optimization are met and the
prey are not wholly consumed at every encounter (kill). These observations also support
the notion that within bone nutrients are more limiting to foragers than calories gained
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from meat. Because this relationship is evident among three very different faunas and
habitat types (Arctic circle, African Congo, and arid Australia), the prey as patch model
has the potential to be broadly applicable. This model offers a direct contribution to
existing applications of foraging theory in archaeology in the sense that it provides a
means of investigating post-acquisition behaviors reflecting the mean foraging return
rate, R; a largely untapped source of information from the perspective of optimal foraging
theory. The prey as patch model can also be easily integrated with prey-choice analyses
for a more inclusive examination of foraging behaviors, and extends foraging theory
within assemblages to the specific characteristics of the constituent prey.

Quantitative ethnoarchaeological studies of carcass use and butchery practices
that can be used to establish marginal gains curves are rare in the literature, although the
data that are available demonstrate that gain functions describe decelerating, marginal
returns. These functions demonstrate that butchery decisions affect patch residence time
and suggest implications for kill rates of similar-sized prey. The Aka and Nunamiut
examples demonstrate that variation in carcass processing intensity can be linked to
changes in kill rate, suggesting that this variation reflects behavioral responses to
resource fluctuation [14,45]. Furthermore, the proposed generality of this approach is
supported by the fact that these groups are culturally and environmentally independent,
yet meet the predictions of the prey as patch model with respect to a single prey species.
Most importantly, archaeologically visible butchery practices including the intensive
extraction of within bone macronutrients suggest extremely low encounter rates with
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high-ranked resources and possible periods of nutrient stress for local hunter-gatherer
groups.
In general, the prey as patch relationship may be recognized in two ways. As with
the Nunamiut, carcass processing tends to follow a stepwise function from “best” to
“worst” element (in terms of net gain) with the lowest quality element processed
reflecting the degree to which times were “bad.” In archaeological assemblages, this stop
element approach should be especially useful in circumstances where the perspective is
large in scale (e.g., macroecological) and seeks general directional trends, spatial and/or
temporal, in terms of the location of the stop element on the gains curve. For example, a
monotonic pattern through time toward stop elements of lesser value may be indicative of
a selective gradient toward extractive technologies such as boiling for grease or the
construction of weirs and nets to improve foraging efficiency [41]. Secondly, the overall
degree of butchery induced long bone fragmentation may also reflect responses to
resource depression or stochastic variation in prey availability as shown with the Aka
processing of Duiker bone [22]. The specific contexts of either response to resource
fluctuation are worth further exploration, as there may be an economic basis to situations
where changes in the stop element are more or less likely to occur than more intense bone
fracturing across the carcass. The stop element approach may be more applicable to
larger bodied prey where inter-element variance in marrow gain is larger and the cost of
extraction is more pronounced. The patch gains curves constructed above reflect only
stop-element butchery explicitly, although functions could be developed for a range of
processing strategies, once the data become available. In general, the later approach of
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increasing overall processing intensity (as seen with the Aka) is likely the more common
of the two processing responses. In the absence of a specific gain function the model can
still be applied heuristically to such cases but the paucity of data currently prevent the
quantification of kill rates based on processing intensity in cases like the Aka. The Aka
study quantifies patch residence time through the percentage of long bones fractured.
Archaeologists have also made inferences akin to patch residence time based on breakage
frequencies and fragment length [45,50]. Notably, experimental work on bone grease
extraction from boiled fragments suggests that smaller fragments do not necessarily
increase grease yields from boiled bone [19]. In terms of a patch gains function, this
implies an asymptote in minimum fragment size, probably associated with maximizing
bone-breakage surface area, beyond which more intensive fracturing for smaller pieces
fails to yield additional gain.
Archaeological samples are often spatially restricted relative to the actual
episodes of behavior contributing to the materials represented [48]. If the excavated
materials were from a camp site, several species of prey could remain in the sediments
outside the excavation unit, causing an under representation of the diet breadth. Specieslevel identification is often difficult when analyzing highly fragmented faunal remains,
and for this reason skeletal portions are often sorted according to body size class [9].
Within a range of body sizes the post-acquisition handling of prey items does not require
a spatially complete sample since the relative processing effort can be observed from the
skeletal elements of just a few prey patches. Thus, an additional value of the prey as
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patch model is that inferring change in the processing of assemblages reflecting R are not
contingent on being able to achieve species level-identification in the assemblage.

Limitations to the model

Statements regarding the utility of this model need to be tempered with an
appropriate consideration for its limitations. The prey as patch model is most informative
in cases where there is recognizable variation along the gains curve in different patches
of equivalent prey types through time and/or space. If processing intensity is constant
across all sampled patches, the prey as patch model would suggest no effective difference
in the set of constraints behind the decision of how long to remain in a patch. In such
cases it would not be possible to discern “good times” from “bad times”, simply “stable
times”. Of course, identifying stability in foraging behavior over any length of time or
space would be very interesting as the consistency (and intensity) of the patch residence
time would suggest important features of prey density, encounter rates, and the possible
stability of predator-prey population dynamics. However, long periods of stability in
foraging behavior are probably rare in the archaeological record, at least at a fine-grained
level, due to the constant stochastic fluctuations of most naturally occurring biological
populations.
As such, the applicability of the prey as patch model is limited in cases where all
possible energy is extracted from all acquired carcasses through intensive processing and
boiling. However, we suggest that such cases, where the intensity remains constant, are
not common. Furthermore, if such a case were found, it would still be informative of a
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perpetual limitation or exceptionally high demand for the resource. For example, because
central-place foraging inevitably leads to resource depression of some sort [17], lowmobility or sedentary groups might be more likely to adopt an always-intensive strategy
of butchery. However, Potter’s [50] analysis of the fauna from the Pueblo IV site of
Pueblo Colorado in central New Mexico found an increase in the fragmentation of
ungulate long bones and the processing of phalanges and calcanei through time. The
relative proportions of lagomorphs also increased. Thus, Potter found a widening of dietbreadth and an increase in patch residence time that both seemed to occur as responses to
resource depression. Moreover, Potter was able to link the lack of such trends in a nearby
site to trading for bison meat with Plains societies. Thus, cases where intensive
processing prevents the recognition of movement on the patch gain function may be
fairly rare, as even sedentary groups that boil bone exhibit variability in processing
intensity. It should also be noted that qualitative predictions consistent with the prey as
patch model have been formed to identify differences between elite and commoner
households in middle range societies [31,51], where chiefly residents essentially have
higher R values or feasting lowers optimal residence times.
Also, the MVT assumes that processing time is exclusive of travel time [29,55]. If
the two activities do not compete with one another, the costs of carcass transport and for
increased processing intensity may be underestimated. For instance, processing may be
carried out in the evening or at times when hunting is not an option, potentially resulting
in exaggerated estimates of patch residence time (Kim Hill, personal communication,
2003). This is a problem for fine-grained assemblages where a group of individuals not
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foraging because of a rainstorm might crack phalanges for snacks or out of boredom
potentially leaving an assemblage that was heavily processed. Although this scenario is
still linked to a decrease in R because no one was foraging during the rainstorm, causing
a necessary decline in R, the increased processing could be misinterpreted as a decline in
herbivore density (or resource availability). One way to avoid this dilemma
archaeologically is to seek a large scale perspective rather than relying on ethnographic
or fine-scale reconstructions of behavior. Examining macroecological patterns can
average out fine-scale problems of variation [10]. Linking models designed for
instantaneous decision-making to diachronic change at archaeological time scales is
always a challenge but one that can be overcome as demonstrated by several recent
studies [2,12,26,27,45,56,57,60].
An additional limitation of our approach is the implicit assumption that two cases
of experimental butchery (one caribou and one white-tailed deer) can be generalized
across most vertebrate prey patches. In one respect the consistency of the vertebrate
bauplan allows for such generalization however, more data on handling effort, especially
if linked to actual kill rates and dietary contributions of non-vertebrate resources, would
be highly valuable. In the absence of additional data for patch gain functions addressing
other prey types, the current model has heuristic value and augments numerous previous
approaches that have qualitatively or implicitly suggested that processing intensity may
be linked to declines in prey density [5,45,50]. However, since the MVT assumes that
either patches are homogenous or that a unique function exists for each type, it follows
that a number of factors could influence the nature of the gain function.
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Archaeological analysis of butchery or foraging is always challenging. This is
especially evident given the complexity of variables conditioning the patterns that
become the basis for our inferences. All residues of such patterns are the result of
numerous processes, only some of which may be cultural [26,62]. We do not wish to
make light of such challenges but feel that taphonomy, equifinality, and complexity do
not preclude the extraction of meaningful behavioral information if questions are formed
at scales appropriate to the data. This model does not solve the zooarchaeological
challenge of inferring behavior from fractured assemblages but provides a way to utilize
the elegance of optimality modeling for the attribute-based investigation of the prey
themselves. Many zooarchaeological issues are confronted when attempting to infer
processing intensity in archaeological contexts, but we suggest that the MVT is less
sensitive to certain issues of time and space averaging than the diet-breadth model.
Additionally, this paper presents a specific application of the MVT applied to data
gathered on one ungulate game species but the implications of the approach are intended
to be read in general terms and are applicable to any resource that diminishes with use or
consumption [see 14,32,43]. Many of the issues of quantification confronted in deriving
the kill rate based on patch occupancy time could be refined through ethnoarchaeological
observation. However, the application of optimal foraging theory to archaeological cases
in general may also require more complicated models, perhaps analogous to the approach
used by Charnov and Parker [18], that preserve the generality of optimality but gradually
add case-specific variables of increasing detail.
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Conclusion
Ethnoarchaeological case studies demonstrate that foragers alter patch residence time as a
function of encounter rate as predicted by the prey as patch model and that these foraging
decisions are consistent across widely varying environmental conditions. In many
settings it may be appropriate to combine the prey choice and the patch-residence time
models to investigate how background changes in return rate influence both the range of
patches (prey) acquired and the manner in which they are handled. In spite of the
limitations acknowledged above, a few initial conclusions can be hazarded: 1) The
structure of vertebrate resources conform to a diminishing marginal returns curve (as
suggested by [14,43]). Human foragers exhibit variability in processing intensity along
this gain function and this variation is at least in part a function of the mean foraging
return rate; 2) fat limitation is an important variable in human forager optimization
studies and appears especially relevant for variation in processing intensity; and 3) the
prey as patch model can be a tool for understanding long term behavioral responses to
mean foraging return rate. More ethnoarchaeological datasets, such as that generated by
Madrigal and Holt, would be extremely useful to archaeological analyses of butchering
decisions, by generating data from additional types of prey. Further studies might include
times and returns for grease extraction and explore other variations in the butchery
process.
Hill et al. [29] and Stephens and Krebs [55] discuss the importance of developing
general models in a piecemeal fashion, making modifications to improve explanatory
power for specific cases while preserving the advantages of the model’s generality. The
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complexity of inferring past foraging decisions from archaeological samples will require
such piecemeal modifications. While these modifications may limit the model to
particular contexts based on our ability to recognize change in complex datasets or in
poorly preserved samples, these same modifications may highlight contingencies specific
to similar foraging conditions. By accommodating different sets of confounding variables
in the modeling process we can improve our understanding of the most salient features of
foraging decisions and the conditions that shaped them. The prey as patch model
described here can play a valuable role in the building of a piecemeal approach, by
providing an additional perspective for seeking relevant currencies, constraints, and
behavioral trends in the archaeological record.
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Figure Captions

Figure 1. The marginal value theorem. The y axis labeled “gain” is generally measured
in calories but any appropriate currency could be substituted. Modified from Charnov
and Orians (1973).

Figure 2. The Prey as Patch Model. “Good” and “bad” times are defined qualitatively
based upon encounter rates, which are assumed to reflect the mean foraging return rate.
As time between kills increases more lower ranked patches enter the diet and the amount
of energy extracted from each patch increases.

Figure 3. Caloric gains from Nunamiut marrow extraction. Data are from Binford
(1978:26). Nunamiut “old timers” recall extracting marrow from phalanges, scapulae,
and other elements that are not used today. The curve is a connection of the data points.
The dotted line is an approximated instantaneous gain line, or the tangent to the curve. It
would be calculated by taking the derivative of the curve. Abbreviations: TA – Tibia,
FM – Femur, MT – Metatarsal, HM – Humerus, RDU – Radius Ulna, MC – Metacarpal,
MR – Mandible, IM – Innominate, SC – Scapula, PHF – First Phalanx, PHS - Second
Phalanx (Todd 1987).

Figure 4.

Caloric gains from deer processing.

For elements marked with a “C”

processing time and caloric gain for meat and marrow are combined. Elements that have
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only meat values are marked with an “S”. Elements with only marrow data available are
marked with an “M”. Line a depicts “good” times, with relatively high encounter rates.
Line b depicts a situation of extreme processing intensity. Data are from Magrigal and
Holt (2002:748). Abbreviations: TH – Thoracic, IM/S – Innominate/Sacrum, CE –
Cervical, SC – Scapula, FM – Femur, LM – Lumbar, RB – Rib, HM – Humerus, TA –
Tibia, RD – Radius-Ulna, MT – Metatarsal, MC-Metacarpal, PHF – First Phalanx, PHS –
Second Phalanx (Todd 1987).

Figure 5. Caloric gains from deer processing, holding marrow and steak values separate.
The arrow marks the point at which further carcass processing will incur a loss in caloric
return rate. This occurs between the lowest ranked steak element and the highest ranked
marrow element. Data are from Madrigal and Holt (2002:748).
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Figure 2.1. The Marginal Value Theorem
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Figure 2.2. The Prey as Patch Model
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Figure 2.3. Caloric Gains from Nunamiut Marrow Extraction.

54

Figure 2.4. Caloric Gains from Deer Processing.
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Figure 2.5. Caloric Gains from Deer Processing, Separating Marrow and Meat Values.
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Table 2.1. Cumulative return rate data.
rank

skeletal

cumulative

cumulative

slope

x-intercept

element

time (sec)

gain (kcal)

1

TH_S

152

10694

-

-

2

IM/S_S

222

15505

69.42

-0.001

3

CE_S

394

25164

55.99

-0.015

4

SC_S

561

31808

39.71

-0.067

5

FM_C

1142

50304

31.86

-0.121

6

LM_S

1185

51611

30.26

-0.145

7

RB_S

1597

61479

23.97

-0.269

8

HM_C

1930

64838

10.08

-1.251

9

TA_C

2460

68608

7.11

-1.996

10

RD_C

2823

70214

4.42

-3.625

11

MT_M

3060

70267

0.22

-86.909

12

MC_M

3369

70297

0.10

-199.523

13

PHF_M

3621

70302

0.02

-927.514

14

PHS_M

3922

70307

0.02

-1276.830

(hours)

Return rate data by element are from Madgrigal and Holt (2002). For skeletal
element codes, see Figure 4.
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CHAPTER 3: EVALUATION OF THE PREY AS PATCH MODEL

Abstract
The prey as patch model predicts a tradeoff between butchery intensity and the encounter
rate of large mammal prey acquired by human foragers. The basic tenants of the model
receive strong ethnographic support (Chapter 2). The challenge for archaeological
application is the development of an acceptable measure of butchery intensity that can be
readily extracted from zooarchaeological datasets. This chapter proposes the use of such
a measure, applies it to faunal data, and explores its limitations. Computer simulations
are employed to evaluate the statistical assumptions of the proposed indices and to assess
the influences of post-depositional (non-cultural) processes on the results. While
limitations are identified and addressed, the basic finding is that the tradeoff can be
recognized zooarchaeological data, although many instances may arise such that we
should not expect to see the tradeoff at all. The indices are more robust if applied to
sufficiently large datasets.

Introduction
The marginal value theorem (MVT) is a theoretical model imported from behavioral
ecology that posits a tradeoff between time spent extracting energy from resource patches
and the travel time between them (Burger, et al. 2005; Charnov 1976). This model can be
applied to archaeological situations in several potential ways. The one considered here
views individual prey items as patches that can be exploited to varying degrees of

58

intensity. Each acquired prey item should be processed until the returns equal the mean
overall foraging return rate. When preferred prey becomes rare, more effort should be
invested in processing each acquired carcass. Time between patches is simply the inverse
of the encounter rate with prey and thus translates directly to the original model. This
particular application has been named the prey as patch model (Burger, et al. 2005).
This chapter develops indices to facilitate applying the prey as patch model to
zooarchaeological data. Particularly challenging is the development of a reliable measure
of processing intensity. The approach used here makes minimal demands on
zooarchaeological data by using two coarse-grained indices to plot a measure of
processing (butchery) intensity against the relative abundance of preferred prey. This
assumes that declines in the relative abundance of large game through time can be
generally equated to a decline in mean return rate. In spite of the coarseness of the
indices, the tradeoff can indeed be recognized in archaeological data.
The prey as patch model considers a simple version of Charnov’s Marginal Value
Theorem, applied to just one type of prey. As relative abundance measures declines of
one or a few preferred prey species, the predictions of the prey as patch model should be
re-evaluated for the case of multiple patch-types, each characterized by different gain
functions. Does optimizing across multiple patches change the predictions? The
intriguing result of considering the MVT prediction across multiple patch types is that the
optimal abandonment for all patches occurs at the same marginal rate (Charnov 1976).
Appendix A derives the MVT for the two-patch case, and we see that even if patches
differ greatly in their upon-encounter return rates, the optimal abandonment time is the
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point at which the in-patch return rate equals the return rate across all patches (Appendix
A); or, in other words, each prey type, regardless of size, should be butchered to the same
optimal abandonment time, in terms of instantaneous return rate (Figure A.2). This
implies that situations in which large game are especially heavily processed, perhaps to
the point where variation in processing intensity is hard to measure, may be quite
common. In spite of this potentially confounding effect, the predicted tradeoff can be
recognized and offers a well-supported explanation for actual prehistoric butchery
practices, although exceptions are presented as well.
To apply the prey as patch model or any similar framework to zooarchaeological
samples requires a reliable measure of butchery intensity. However, no consistent
archaeological index of butchery intensity has been developed. Two major challenges
seem to be the primary obstacles. One is the lack of methodological consistency among
analyzed faunal assemblages; an index that works for one site may not work for another
if the same attributes were not recorded. This challenge is augmented by an overall lack
of thoroughly recorded assemblages. The second major challenge is accounting for
noncultural sources of bone fragmentation, which can potentially increase the degree of
inferred butchery intensity. The challenge of confronting taphonomic influences is
archaeologically ubiquitous, and we simply have to use good judgment in the degree to
which we assign human causality to observed patterns. The approach used here is to
increase the tools for assessing the specific impacts of taphonomy on the patterns of
interest. Computer simulations are executed that assess statistical issues of data
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aggregations as well as the potential influence of noncultural sources of bone
fragmentation.
Smith et al. (2008) experiment with a measure of butchery intensity that is
especially useful because it makes minimal demands on zooarchaeological data and
facilitates the analysis of large compiled datasets. Smith et al. (2008) examine a large
sample of records extracted from the grey literature (contract reports) in western
Wyoming, USA (Byers, et al. 2005). Their measure of butchery intensity assumes that
thoroughly processed assemblages will consist of more bone fragments that cannot be
identified to species. This measure is good for the first challenge, it is fairly easily
obtained from many data sources, but is clearly suspect to the second challenge because
it makes no attempt to account for nonhuman bone-breaking agents (taphonomy).
Taphonomy is addressed below, but first we examine the specifics of this proposed
measure of butchery intensity and evaluate the results.

Relative Abundance and Processing Intensity
As encounters with top-ranked prey become less frequent, the energy invested in
processing each acquired carcass is predicted to increase. Zooarchaeologically we assess
the first part of this with a measure of the relative abundance of preferred prey. The
abundance index, or AI, takes the form: NISP Large/(NISP Large + NISP Small), where
NISP is the number of identified specimens (Bayham 1979; Smith, et al. 2008; Ugan and
Bright 2001). This makes an index that varies between 0 and 1, and approaches 1 as large
game dominate the assemblage.
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The second part of the prediction requires a zooarchaeological measure for
processing intensity. The processing index used here assumes that more intensively
processed assemblages contain fewer elements readily identifiable to species (Smith, et
al. 2008). A measure of processing intensity (PI) can be applied that uses the same basic
logic as the AI: (NISP unidentified large mammal)/(NISP unidentified large mammal +
NISP identified to species). Again, this makes an index that varies from 0 to 1 that
approaches 1, meaning heavily processed, as the proportion of the total large game NISP
not identified to species increases.
With the construction of these two indices we can test the prediction of the prey
as patch model by plotting PI against AI and using basic statistics to evaluate their
correlation. The tradeoff predicted by the model is that lower values of AI should lead to
higher values of PI: assemblages relatively less dominated by large game should be more
intensively processed. These indices are applied to a number of datasets, the first of
which is the collection of faunal samples from western Wyoming (Byers, et al. 2005;
Smith, et al. 2008).

Prey as Patch Tradeoffs in Zooarchaeological Datasets
The first application of this method yielded encouraging results. Smith et al. (2008)
obtained a significant negative correlation between PI and AI for a sample of sites from
western Wyoming. The sample contains 49 radiocarbon-dated assemblages ranging from
~9860 to ~280 years BP compiled from Cultural Resource Management (CRM) reports
(Byers, et al. 2005). Smith et al. (2008) compute a running average using a 1000 year
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window used as a sliding scale across the dataset with averages taken every 200 years
(e.g., each index between 8000 and 9000 years is averaged together, followed by each
between 7800 and 8800 and then 7600 and 8600 and so on). Using this running-average
procedure yields the predicted tradeoff of a negative correlation between the AI and PI
(Figure 1). However, a much less convincing correlation exists if just the assemblagelevel data are plotted (i.e., no running average is used) (Figure 1). This suggests that
another issue to consider is the possibility that the predicted negative relationship seen in
the running average plot is a statistical artifact of aggregating the assemblages, an issue
we evaluate below with computer simulations.
Nonetheless, the negative correlation in Figure 1 suggests that the basic
prediction of the prey as patch model can be extracted from even a coarsely-recorded
data set with lots of internal error. In the next section, some higher resolution
assemblages are investigated to further test the hypothesis that the predicted tradeoffs are
observable in prehistoric records using these coarse indices. Unfortunately, the published
literature does not contain many cases where faunal analysts report the NISP for
unidentified bone, which is required for the PI used here. However, other measures of
butchery intensity are generally more demanding in terms of data requirements and for
those even fewer cases would be available to study.

Site-Level Case Studies
An analysis of a small sample of sites compiled from the literature yields additional
support for the prey as patch model and also identifies some key limitations and
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difficulties with the model. These are presented primarily to further evaluate the trends
identified in the Wyoming dataset. While the European Paleolithic is an excellent source
of expertly recorded faunal assemblages, the research tradition has not favored recording
NISP by body size class for bone that cannot be identified to skeletal element or species.
This prevented the collection of a large sample of sites directly comparable to the
Wyoming data set. While a larger dataset would be desirable, valuable insights are
nonetheless gained from the five sites that could be analyzed with the indices developed
here. We first examine the site of Shag River Mouth, New Zealand and then turn to four
localities from Paleolithic Europe. The basic results of all five sites are presented in
Table 1.
Shag River Mouth is a stratified camp and processing site in New Zealand with
layers from 1250 to 1450 AD (Nagaoka 2002, 2005). Nagaoka (2000; 2005)
demonstrated that declines in foraging return rates resulting from decreasing abundance
of the Island’s now extinct Moa species led to more intensive processing. Shag River
Mouth is the first site considered here because the archaeological visibility of the
predicted tradeoff has already been thoroughly established but with different measures
than the indices used here. Because the assemblage was so thoroughly recorded, the
author was able to use finer measures of processing intensity such as percent whole bones
and percent phalanges broken, while also considering issues of bone transport and
controlling for preservation bias. Nagaoka’s study is the ideal way to analyze butchery
intensity, but unfortunately the variables used in her analysis are not generally available
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in other datasets (although they should be). The potential utility of our more coarsegrained PI is evaluated on this well-analyzed assemblage.
The basic predictions of the model are met when the proportion of bone identified
to species is used as the measure of processing intensity (Table 1, Figure 2). However, a
careful consideration for the way the index is constructed provides an important
cautionary note. The PI here is based on the proportion of bone identified across all
species rather than within a body size class. This is an issue because the richness of the
assemblage increases through time as well, a likely result of a widening diet breadth,
which is also expected when foraging return rates decline. Because smaller bones of any
type are simply harder to identify, an increase in the number of small animals in the
assemblage could itself raise the processing index. Even though the basic predictions of
the model were supported, the butchery intensity index used here may not be able to
distinguish a heavily-processed assemblage from one consisting of many more small but
not heavily butchered bones. Of course, smaller animals are also generally processed
differently and below a certain size this is certainly not an issue, but the point remains
that the PI may best be applied within a category of large animal.
Two of the four Old World Paleolithic sites had statistically significant negative
correlations between relative abundance and processing intensity (Saint-Césaire and
Hayonim; see Table 1).
Saint-Césaire, in SW France, contains cultural layers spanning the transition from
Middle Paleolithic to Aurignacian technologies and hence is important for understanding
the Middle to Upper Paleolithic transition generally (Morin 2008). It also represents an

65

ideal stratified site for evaluating the utility of the PI for identifying declines in foraging
return rates in a well-recorded and relatively continuous faunal record. Across all levels,
the majority of the fauna by %NISP are four ungulate species: reindeer, horse, bison, and
aurochs (Morin 2004). Given the difficulty of separating bison and aurochs they are
lumped together as bovids, leaving three major prey types. Diet breadth does not
appreciably change during this time, but the relative abundance of each of these species
does, with reindeer becoming much more dominant in the latter (Aurignacian) time
periods (Figure 3). Morin suggests that the switch to reindeer was due to a cooling
climate that favored reindeer over the other ungulates, a proposition he supports by
showing a strong correlation between reindeer and narrow-faced vole bones in the strata
(2004).
Taking the author’s thorough analysis at face value, the switch to reindeerdominated assemblages can be equated with an overall reduction in foraging return rates
because large bodied herbivores were simply less abundant (Figure 3). The PI suggests
that as bovids and horse became rare, carcasses were processed more intensively (Figure
4, Table 1). This makes for a pretty good test of the model, as there are relatively few
potential confounding issues. The species considered are roughly the same body size, diet
breadth does not widen, and there is little chance that bone grease extraction or another
intensive technology developed in tandem with a switch toward reindeer. However, the
transition from Neanderthals to anatomically modern humans (AMH) occurred during
this period, and the possibility that AMH processed prey more intensively cannot be
eliminated (indeed, if such a difference could be identified it would be highly relevant for
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understanding the MP/UP transition). Furthermore, the statistics reported in Table 1
consider the NISP across all skeletal elements. With the data reported by Morin (2004)
the PI can also be based solely on long bones: giving a stronger correlation (r = -0.83,
slope = -0.08). Perhaps marrow-bearing elements are more likely to reflect the tradeoff.
A second Paleolithic site that meets the basic prediction of the model is Hayonim,
a stratified cave site in Israel with layers spanning the Mousterian to the Upper
Paleolithic (Stiner 2005). Hayonim contains many more species than Saint-Césaire. As
many as 10 ungulate species may be found in a single level. The evidence for declining
encounters with preferred prey is subtle changes in the abundance of big game and some
increases in the proportion of NISP of small animals in levels 1, 2, 5, and 7 (Figure 5).
The AI is based on the abundance of the two largest ungulate species relative to the two
smallest, and the PI is based on the proportion of bone accurately identified in the largest
size class. The underlying prediction is supported: as the smallest game species became
more abundant, the average large carcass is butchered more intensively (Figure 6).
The two sites that did not yield the predicted negative relationship are Üçağızlı of
the Coast of Turkey (Kuhn, et al. in press) and Riparo Mochi from the coast of Italy
(Kuhn and Stiner 1998). At Üçağızlı the small animals were further divided into the
groups small-quick and small-slow, a division devised by Stiner and colleagues (1999) to
capture the significance of a diet breadth that widens to include difficult to acquire prey.
Without this distinction turtles and rabbits would be viewed in the same way even though
turtles are much easier to acquire (Stiner, et al. 1999). Üçağızlı was occupied for about
12,000 years, during which time the presence of small quick animals increased while the
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presence of ungulates, particularly of the medium size class, declined (Figure 7). Given
these trends one might expect a change in foraging return rates to lead to recognizable
increases in processing intensity. However, while there is a slight negative trend in the
data, it is not statistically significant and there is little variation in the PI through time
(Figure 8).
The levels at Riparo Mochi also contain multiple ungulate species (10+), which
complicates the issue of developing the appropriate indices for abundance and
processing. The evidence for a potential change in foraging return rates is a slow but
steady increase in the proportion of small ungulates concurrent with declines in medium
and large ungulates (Figure 9). Like Üçağızlı, the slope of the relationship between AI
and PI is negative, but not significant (Table 1, Figure 10). The PI is the proportion of
bone identified to species in the largest size class. The potential causes of the lack of a
significant correlation are addressed below. These case studies suggest, however, that the
probability of detecting the tradeoff is higher when the diet-breadth is relatively narrow.
The six case studies analyzed thus far raise some complicating issues.
Nonetheless, the results indicate that it is often possible to detect the tradeoff in
zooarchaeological data. Additionally, averaging over several assemblages seems to
improve the chances of observing the tradeoff, but the possibility still needs to be
considered that the negative correlation is a statistical artifact or results from taphonomic
bias.
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Computer Simulations
Computer simulations provide a useful tool for assessing the two questions raised
above. First, the predicted negative relationship could be a statistical byproduct of
aggregating data for the running average. The general aim of the first set of simulations is
to evaluate the influence of the window length and interval on the correlation statistics.
Secondly, simulations can help understand what assumptions about error could generate a
negative slope between AI and PI when one did not exist prehistorically. The running
average analysis that revealed the tradeoff in the Wyoming dataset implicitly assumes
that the myriad sources of error in the assemblages are randomly distributed. This
assumption may not be valid. One in particular, post-depositional breakage, clearly can
only break bone fragments (and not the reverse) so its affect on the PI is not normally
distributed. Some of the assemblages are going to be more heavily fragmented by postdepositional forces than others, but the actual degree of fragmentation cannot be
quantified given the data at hand. Because assumptions about the variance are difficult to
assess empirically, randomizations are an ideal way to evaluate the hypothesis that the
negative correlation is a statistical artifact.
The first set of simulations investigates the effect of window length and interval
on the correlation statistics that emerge from the running average. Recall from above that
Smith and colleagues calculated a running average with a window of 1000 years and an
interval of 200. The raw assemblage data produced a wider scattering of points, but using
a running average improved the significance, strength of correlation, and distribution of
residuals. Thus, averaging the relationship affects the strength of the correlation statistics.
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Identifying what factors contribute to the effects of averaging and how window and
interval affect the statistics are all readily accomplished with computer simulations. In
this case simulations were executed in Matlab using code expressly written for this
purpose (Appendix B for code).
Calculating the correlation coefficients for every combination of window length
between 100 and 3000 years and every interval between 25 and 500 years reveals that it
is stunningly easy to obtain a significant negative correlation between AI and PI in the
Wyoming dataset (Figure 11). Nonsignificant correlations occur when the interval is
greater than the window, and in such cases no actual averaging of points occurs and the
window makes jumps that may obscure the tradeoff. Even minimal amounts of averaging
produce significant relationships. The strength of the correlation increases steadily with
the length of the window up to about 1500 years with interval having a much smaller
effect (Figure 12), suggesting that the choice of a window length of 1000 years and an
interval of 200 is really about ideal for this dataset. Given these results, it seems unlikely
that the significant negative relationship is a statistical artifact as virtually any level of
averaging produces a significant result.
The second set of simulations generates pseudo-assemblages for comparison to
the Wyoming dataset. They use the same radiocarbon dates and sample size but generate
values for AI and PI according to given specifications. The basic aim is to understand the
conditions that might artificially cause a negative correlation. There are a number of
more complex scenarios that could be evaluated with the technique of simulating data.
The following is meant only as an initial step for evaluating the most basic assumptions.
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The simulations generated values for AI and PI where the original distribution
was known, and then the simulated data were run through the same code as above to
evaluate how averaging affects the aggregation of different types of known error. Here,
we are primarily interested in how readily a negative correlation can be spuriously
generated from arbitrary associations of AI and PI. The relationship between the window
and interval sizes and the correlation statistics is much different in the simulated
assemblages than in the Wyoming dataset (compare Figures 13 and 14 to Figures 11 and
12). Numerous approaches for generating the pseudo-assemblages were tried. The basic
finding was that negative correlations were very difficult to generate by either
stochastically varying the indices (Figure 15) or by having the processing index decay
exponentially to simulate the possible effect that older assemblages may be more
damaged by taphonomic agents than recent ones (Figure 16). In both cases positive
correlations were more likely. The simulation attempting to account for taphonomic
processes assumes that the probability of breakage increases with time since deposition,
so it is not surprising that we get essentially the opposite pattern seen in the Wyoming
dataset. In the simulated data breakage is more extensive in the oldest levels but in the
Wyoming dataset more fragmentation occurs when even bison are less abundant in the
assemblage.
The insights gained from the computer simulations are: 1) it seems unlikely that
the negative correlation between PI and AI is a statistical artifact; 2) the relationship is
fairly insensitive to choices of window and interval as long as the window is larger; 3)
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there is no clear evidence that taphonomic processes are driving the correlation; 4) much
more could be done with simulations.

Discussion and Conclusions
In general, the basic predictions of the model are met and the coarse indices proposed by
Smith et al. (2008) are equipped to uncover them in spite of some limitations and
challenges. The PI seems best suited for use within the large body size class. The case of
Saint-Césaire suggests that focusing on just marrow-bearing elements may increase the
visibility of the tradeoff, if such data are available. Ethnoarchaeological analysis of data
collected among the Aka of the African Congo also suggests that butchery intensity may
be more evident on long bones (Burger, et al. 2005).
The site-level cases studies of Üçağızlı and Riparo Mochi demonstrate that the PI
may either not capture variation in prehistoric butchery intensity or such variation did not
exist in all cases. At both sites the slopes are negative, which might suggest that a larger
sample of sites or a wider variation in the relative abundance of larger prey would
uncover the tradeoff. Perhaps the addition of like-aged assemblages in regional proximity
would yield more robust results.
In especially low return rate environments variation in PI may not be observed
because foragers intensively process all prey acquired. Likewise, variation in actual
processing intensity may not produce recognizable variation in the PI, especially if the
gain functions for the major prey types are markedly different. For example, if the
optimal diet consists of rabbits and bison, then the optimal handling of a bison is to
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process it to the point where the instantaneous gain rate is the same as it is for processing
a rabbit. This would place the optimal processing level way out to the right of the
diminishing return curve, which could potentially keep the level of fragmentation on the
bison carcass below what we can hope to identify (Figure 17; Appendix A).
Assemblages with large numbers of large species complicate matters because they
present more switching options for the foragers, and a decline in abundance in any one
preferred prey could be offset by an increase in a few smaller bodied species. Variation in
encounter rates across body size classes may affect transport decisions as well. These
nuances are beyond archaeological resolution but certainly contribute to noise around the
predicted relationship. Two important factors are important to note: assemblages with
just a few species that are relatively easily tied to foraging return rate are more likely to
yield the predicted relationship (the Wyoming data and Saint-Césaire) and larger samples
and larger-scale perspectives may be required to reduce the contribution of a single site’s
variance to the overall picture.
The computer simulations demonstrate that assuming taphonomic factors act
constantly on fragmentation through time leads to positive slopes between AI and PI.
This is not surprising because assuming a decay rate through time is equivalent to
assuming that older assemblages are more broken up than younger ones. On the other
hand, a very common effect of human presence in an ecosystem is a decline in density of
large-bodied animals leading to the opposite prediction that younger assemblages should
be more broken up than older ones. This suggests that the two processes may counter-act
each other to a point such that taphonomy could cancel out the effect or simply lower the
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slope of the tradeoff by producing more non-cultural breakage in relatively older
assemblages. If so, this is also a potential explanation for why we may not see the
evidence for variation in the PI through time in some contexts. However, we may also
want to be wary of the assumption that taphonomy acts on faunal assemblages constantly
(linearly, exponential, or otherwise) through time. Well-preserved and deeply buried
bone is one potential advantage of working on rockshelter and cave sites. In many cases
once bone leaves the taphonomically active zone (by being buried fairly deeply) the
probability of breakage may decrease significantly (although other factors may continue
to decompose or modify bone). If so, this would suggest that deposition rates are most
important for explaining variation in noncultural breakage through time and questions the
validity of a simple assumption regarding the ‘average situation’ for the relationship
between post depositional breakage and the relative age of an assemblage. An important
further application of the computer simulations then, is to use them to directly solve for
the magnitudes and types of post-depositional modification to bone that can give spurious
relationships between abundance and butchery intensity, which can in turn be compared
to the specific site histories in question.
The ideal methods for identifying the relationship between relative abundance and
processing intensity are in line with those applied to Nagaoka’s study of Shag River
Mouth (2005). Ideally we would apply her methods to other sites but, large compilations
of sites with sufficient data are not available. Note that even with the simple indices used
here, slight adjustments had to be made to accommodate idiosyncrasies of data
presentation and organization for each individual site or dataset (Table 1). This is not to
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fault the original investigators, especially where time and money constraints impinged on
the level of analysis. Just the same, archaeology can (almost) always stand to raise the
standards we set for ourselves in terms of data quality and consistency of recording.
The MVT-type tradeoffs predicted by the prey as patch model are important to
identify archaeologically because they isolate feedbacks between processing intensity
and environmental productivity. These feedbacks are part of the suite of selective
pressures driving human innovations that improve foraging efficiency. Such innovations
are related to expansion, changes in population density and growth associated with many
of the key prehistoric economic transitions that comprise major components of what
archaeologists study.
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Appendix A: Derivation of the Marginal Value Theorem, the Two Patch Case
The following derivation is based on Charnov (1976). It is presented here in slightly
simplified form because the Prey as Patch model really just discusses the one patch case
and understanding what the model predicts for multiple patches is essential for arguments
linking butchery intensity to the availability of multiple game species.
First, an organism is foraging in an environment where resources are aggregated
into clustered ‘patches.’ Any resource not consumed wholly, where time in patch is a
variable that can be optimized, can be considered a patch. The organism gains some
amount of food, given by the function F(t), with time spent in the patch. We use “food”
in a general sense; any reasonable currency could be substituted in its place and calories
are the most commonly used. Some amount of time µ elapses as the organism moves
from patch to patch. This parameter, µ, is set by the environment and is the average time
to travel between patches or if the patches are prey we would think of it as the inverse of
the encounter rate (because encounter rates have units of number of encounters per unit
time so the inverse is time per encounter which equals travel time).
We want to know how to decide when to leave a current patch to travel to the next
one. We’ll consider a case of a two patch environment where the gains per unit time in
each patch are given by F1(t1) and F2(t2), respectively. The patches have different gain
rates where the returns in F1 are more profitable than the returns in F2, meaning that F1 is
preferable to F2 (Figure A.1). If patches of each type are scattered about (encountered
randomly), how much time do we expect to spend in each patch type, T1 and T2, for a
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given and constant µ? Or we could say that T1 and T2 represent the optimal patch
residence times.
We’ll set this up as an optimization problem where we want to get the best
foraging return rate across all patches, subject to the constraints. For this we need to
calculate the ratio of the total energy gained per total time spent foraging:

EnergyTotal
TotalTime
To help us work through this we’ll define the following:
p = the proportion of type 1 patches
N = the total number of patches encountered
We assume that there are a lot of patches – or that N is very large (like 100 or more).
Given these, we can write an equation that gives us the ratio of the energy total divided
by the total time, as follows:

EnergyTotal E tot Np ∗ F1 ( t 1 ) + N(1 − p) ∗ F2 ( t 2 )
=
=
TotalTime
Ttot
Np ∗ T1 + N(1 − p) ∗ T2 + Nµ
The total energy gained is the number of patches times the proportion of type 1 times the
gain of type 1 added to the total number of patches times the proportion that are of type 2
(1-p) times the gains while foraging in patch type 2. This is divided by the total time
spent foraging, which is the time in each patch added together plus the travel time for
each trip between patches. With some quick algebra the Ns cancel out and we are left
with:

E tot
p ∗ F1 + (1 − p) ∗ F2
=
Ttot p ∗ T1 + (1 − p) ∗ T2 + µ
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(The (t) is dropped from each F(t) just for clearer presentation). In order to find the
optimal amount of time in each patch type we need to take the derivatives of the function
Etot/Ttot with respect to T1 and T2 and set each equal to zero. Using the quotient rule, this
means that we need to find:
⎛E
∂⎜⎜ tot
⎝ Ttot
∂T1

⎞
⎟⎟ Ttot ∗ dE tot − E tot ∗ dTtot
dT1
dT1
⎠=
=0
2
(Ttot )

We can save a little bit of work by realizing that the (Ttot)2 term can be ignored right from
the beginning because it will cancel out anyway. So the next step is simply to take the
derivatives:

dE tot
dF
=p 1
dT1
dT1
dTtot
=p
dT1
dE tot
dF
= (1 − p) 2
dT2
dT2
dTtot
= (1 − p)
dT2
And once we plug these into the quotient rule equation above we are left with:

Ttot p

dF1
dF
− E tot = 0 = Ttot (1 − p) 2 − E tot (1 − p)
dT1
dT2

and after canceling we get the prediction that at the optimum, the time to leave each
patch occurs when the instantaneous gain rate equals the background foraging rate
(Figure A.2):
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dF1 dF2 E tot
=
=
dT1 dT2 Ttot
In many respects this is a surprising result: that the optimal abandonment times should
occur at the same rate for each patch regardless of their inherent profitability. In other
words, the factor determining when to abandon a patch is the overall mean foraging
return rate, rather than a characteristic of the patch itself. This case generalizes to any
number of patch types. It is especially important to keep this in mind in studies of
butchery intensity where optimal butchery intensity is evaluated against patches (prey) of
several types.
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Appendix B: Matlab Code
% function output = run_ave(win,int)
% run_ave calulates a running average given a specified
window size (span of
% time over which data are averaged) and an interval (int)
(amount of time
% to 'slide' the window for each new calculation). For
example a window size
% of 1000 and an interval of 200 would mean we take the
averages of all
% points that have radiocarbon dates falling between 8000
and 7000 years,
% then all those that fall between 7800 and 6800, etc.

% run_ave consists of several paramters that are explained
in the code as
% they appear.

% run_ave calls the following functions:
% stats_loop - calculates the statistics for the
relationship between
% abundance and processing at each win/int combination and
saves them to a
% table.
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% plots_loop_tw - makes two dimensional scatter plots of the
data. Can easily
% be modified to plot any desired combination of window and
interval. The
% current setting is arbitrary - it simply plots the last
values given.
% resids_tw - plots the same statistics as stats loop but
based on
% standardized residuals.
% threedplots_tw - makes a 3D plot for the final output of
all combinations of
% win, int, and P or r.
% meshplots_tw - like threedplots but just a mesh plot.

% the actual program starts here:

% clc;
% clear;

% run_ave assumes that the data file following this load
command is in the
% current directory. This contains the data for the running
average.
% load <filename>;
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% if only one or a few values of win and int are desired,
uncomment the
% following two lines. If you want all combinations then
have them loaded
% in the workspace with the faunal data.
% win_vec = [1000];
% int_vec = [200];

for i1 = 1:length(win_vec)
% initial values - all of these count things within the
loop, as described
% above.
clear W; %this clears the W matrix at the end of each
main loop. Otherwise
% data may be stored in the matrix affecting the results
of
% subsequent calculations.
rowsindex = 1; % a tracker, the row currently being
read.
rowstart = 1;

% a tracker, the row for the start of the

loop.
elsecount = 0; % adds 1 for each pass through the else
part of the loop
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% or each time the condition is false, which is each
time an
% interval in the dates (yrsbp) is greater than or equal
to window. This is
% also used to label the row numbers in the output table
A as data are
% saved to the table only when this condition is met..
elseifcounter = 0; % adds 1 each time it enters the
elseif loop
win = win_vec(i1);
int = int_vec(i1);
%win1 and win2 mark the length of the sliding window.
they are adjusted
%to new values within the loops below.
win1 = 10000; %other values can be used - should be a
little older than
%the oldest date in the dataset.
win2 = win1 - win;

j = 0;

% in the first part of the if loop - j adds a

value to count
% rows, each time the criteria aren't met.
k = 1;

% k is another counter used for tracking the

rows below.
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% win1 decreases by int at each loop. the first part of
the condition in
% the while statement allows the iteration to end at a
logical place.
% the second condition makes it so rowstart (the row it
begins the next
% calculation at) doesn't grow beyond the length of the
data table.
while win1 >= (0.5 *win) & rowstart <= length(yrsbp);
% the following says, "if the row being called does
% not exceed the matrix and the points fall within
the window
% (by being greater than the lower bound and less
than the
% upper bound) then add one to j until we get all
the points in
% the window. or put another way - it adds to j
until we have
% all the data points between win1 and win2 which
are the
% endpoints of the window.
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if ((rowstart + j) <= length (yrsbp)) &
(yrsbp(rowstart,1) <= win1) & (yrsbp(rowstart + j,1) >=
win2);
j = j + 1;
k = rowstart + (j - 1);

% the following elseif statement accounts for
the cases where the index exceeds
% the length of yrsbp.
elseif (j + rowstart) >= length (yrsbp) &
yrsbp(rowstart + elseifcounter,1) <= win2 & yrsbp(k,1) >=
yrsbp(end) & yrsbp(rowstart + elseifcounter,1) <=
length(yrsbp);
j = length(yrsbp);
k = j;
elseifcounter = elseifcounter + 1;

else;
elsecount = elsecount + 1;
jvec(elsecount,1) = j;

% any of the following can be commented in and
out as needed.
% here we save the actual data to the matrix W.
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W(elsecount,1) = rowsindex;
W(elsecount,2) = rowstart;
W(elsecount,3) = elsecount;
W(elsecount,4) = mean(BI_N(rowstart:k));
W(elsecount,5) = mean(BI(rowstart:k));
W(elsecount,6) = mean(Prong(rowstart:k));
W(elsecount,7) = mean(Lg_art_N(rowstart:k));
W(elsecount,8) = mean(Pro_index(rowstart:k));
%

W(elsecount,9) =

mean(All_art_pro(rowstart:k));
%

W(elsecount,10) =

mean(NISP_sp(rowstart:k));
%

W(elsecount,11) =

mean(NISP_id(rowstart:k));
%

W(elsecount,12) =

mean(Tot_large_art(rowstart:k));

% here we reset stuff for the next loop, which
repeats after
% moving the window along by the # of years
specified by int.
rowsindex = rowsindex + 1;
j = 0;
win1 = win1 - int;
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win2 = win2 - int;
start_f = find(yrsbp <= win1);
if win1 >= yrsbp(end);
rowstart = start_f(1,1);
else
rowstart = length(yrsbp);
end;
end;
end;

% this deletes rows that are zeroes - that contained no
datapoints
W(any(isnan(W),2),:) = [];
zcount = find(W(:,4) == 0);
W(zcount,:) = [];

faunal_table(i1,:) = W(1,:); % saves the resuls of each
iteration to a table
abundance = W(:,4); % abundance to pass to stat and
figure functions.
processing = W(:,8); % processing to pass to stat and
figure functions.
NISPsp = W(:,10); % sample size, NISP - for standardized
residual calculations
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%

NISPid = W(:,11); % sample size, NISP - for

standardized residual calculations
%

Samp_size_N = W(:,5)+W(:,6); % sample size for

bison relative abundance
%

Samp_size_Pro = W(:,12)+W(:,5); % total large art.

sample size for processing index
Stat_Table = stats_tw(abundance, processing, win, int);
% figure(i1) = plots_loop_tw(abundance, processing, win,
int, i1);
% Sresid_Table = resids_tw(abundance, processing,
NISPid, win, int);
% Sresid_Table = resids_tw_2(abundance, processing,
Samp_size_N, Samp_size_Pro, win, int);

Table_out(i1,:) = Stat_Table(1,:);
%

Table_r_out(i1,:) = Sresid_Table(1,:);

Data_headers = [{'window'},{'interval'},{'sample
size'},{'intercept'},{'slope'},{'R sq'},{'P'}];
end;

%make 3d plot
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figure =
threedplots_tw(Table_out(:,1),Table_out(:,2),Table_out(:,6),
Table_out(:,7));
figure =
meshplots_tw(Table_out(:,1),Table_out(:,2),Table_out(:,6),Ta
ble_out(:,7));

The following calculates the basic regression stats:

function output = stats_tw(abundance, processing, win, int);
%this will calculate statistics on the relationship between
abundance and
%processing intensity for different window and interval
values.

%this function uses 'regress' which is in the statistical
analysis
%toolpack. Type help regress for a full description of the
following
%function call: [B,BINT,R,RINT,STATS] = REGRESS(Y,X).
%The important thing %to remember is that B returns the
intercept and then the slope. STATS
%returns the R-square statistic, the F statistic and p value
for the full
%model, and an estimate of the error variance.
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% for i = 1:length(abundance);
% [B(i),BINT(i),R(i),RINT(i),STATS(i)] =
REGRESS(abundance,processing);
% end;
x1 = ones(length(abundance),1);

X = [x1,abundance];
Y = processing;

[B,BINT,R,RINT,STATS] = regress(Y,X);

STAT_TAB(1,1) = win; % window for each row
STAT_TAB(1,2) = int; %interval for each row
STAT_TAB(1,3) = length(abundance); %sample size
STAT_TAB(1,4) = B(1); %intercept of regression
STAT_TAB(1,5) = B(2); %slope of regression
STAT_TAB(1,6) = STATS(1); %Rsquared
STAT_TAB(1,7) = STATS(3); %P value

TABLE = STAT_TAB;
output = TABLE;

This part makes the plots:
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function output = plots_tw(abundance, processing, win, int,
i1);
% makes plots of the results from run_ave_m.

%make a for loop based on the length of i and we'll plot for
as many as
%needed.

%figure(i1);
output = plot(abundance, processing, 'ko');
xlabel('Bison Abundance Relative to Pronghorn');
ylabel('Processing Intensity');
axis([0,1,0,1]);
title_get = [win, int];
title(title_get);
hold off;

This calculates statistics for the standardized residuals:

function output = resids_tw(abundance, processing, NISPid,
win, int);
%this will calculate statistics, but using standardized
residuals.
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pro_RESID_get =
regstats(processing,NISPid,'linear',{'standres'});
pro_sresids = pro_RESID_get.standres;
N_RESID_get =
regstats(abundance,NISPid,'linear',{'standres'});
N_sresids = N_RESID_get.standres;

x1 = ones(length(abundance),1);
X = [x1,N_sresids];
Y = pro_sresids;

[B,BINT,R,RINT,STATS] = regress(Y,X);

SRESID_TAB(1,1) = win; % window for each row
SRESID_TAB(1,2) = int; %interval for each row
SRESID_TAB(1,3) = length(abundance); %sample size
SRESID_TAB(1,4) = B(1); %intercept of regression
SRESID_TAB(1,5) = B(2); %slope of regression
SRESID_TAB(1,6) = STATS(1); %Rsquared
SRESID_TAB(1,7) = STATS(3); %P value

TABLE1 = SRESID_TAB;
output = TABLE1;
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% figure
% plot(N_sresids, pro_sresids, 'k+');
% xlabel('Abundance of bison, standardized residuals');
% ylabel('Processing intensity, standardized residuals');

To make 3D plots:

function output = threedplots_tw(wins, ints, rsqs, ps);
% makes a 3d plot for the window, interval data to express
their
% relationship with the r-squareds and p values
respectively.

%hold on;
%output = subplot (2,1,1);
figure;
output = plot3(wins, ints, ps, 'k+');
xlabel('window size');
ylabel('interval');
zlabel('p value');
axis tight;
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figure;
%subplot (2,1,2);
rs = rsqs.^.5;
output = plot3(wins, ints, rs, 'k*');
xlabel('window size');
ylabel('interval');
zlabel('r');
axis tight;

To make meshplots:

function output = meshplots_tw(wins, ints, rsqs, ps);
% makes a 3d plot for the window, interval data to express
their
% relationship with the r-squareds and p values
respectively.
rs = rsqs.^.5;
[X,Y] =
meshgrid(linspace(min(wins),max(wins),50),linspace(min(ints)
,max(ints),50));
Z1 = griddata(wins,ints,rs,X,Y,'cubic');
Z2 = griddata(wins,ints,ps,X,Y,'cubic');

%3D mesh for the r data
figure;
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output = mesh(X,Y,Z1); % View interpolated surface
hold on;
output = plot3(wins,ints,rs,'.','markersize',10); % View
actual samples

xlabel('window size');
ylabel('interval');
zlabel('r');
title('Processing Intensity and Bison Abundance Correlation
Stats (r)');
axis tight;

% 3D mesh for the p values
figure;
output = mesh(X,Y,Z2); % View interpolated surface
hold on;
output = plot3(wins,ints,ps,'.','markersize',10); % View
actual samples
pval = .05;
%[Xc,Yc] =
meshgrid(linspace(min(pval),max(pval),50),linspace(min(pval)
,max(pval),50))
% I wanted to plot a constant plain at p = .05 but it didn't
quite work.
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xlabel('window size');
ylabel('interval');
zlabel('p value');
title('Processing Intensity and Bison Abundance P values');
axis tight;
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Figure Captions
Figure 1. The relationship between processing intensity and bison relative abundance in
zooarchaeological samples from western Wyoming (Byers et al. 2005). UPPER: With
each assemblage as a data point, no pattern is evident – there is no evidence for the
predicted relationship. LOWER: The same dataset but computed as a 1000 year running
average across the radio carbon dates for the assemblages. Here the predicted relationship
is present and statistically significant. The running average is a 1000 year sliding window
that takes new averages every 200 years.
Figure 2. Processing intensity as a function of the relative abundance of Moa species
(Nagaoka 2000).
Figure 3. Abundances of major prey types through time at Saint-Césaire, France (Morin
2004).
Figure 4. Processing intensity as a function of the relative abundance of reindeer to horse
and bovids at Saint-Césaire, France (Morin 2004). Saint-Césaire, France (Morin 2004).
Figure 5. Abundances of major prey types through time at Hayonim Cave, Israel (Stiner
2005).
Figure 6. Processing intensity as a function of the relative abundance of the two largest
ungulates to the two smallest at Hayonim Cave, Israel (Stiner 2005).
Figure 7. Abundances of major prey types through time at Üçağızlı, Turkey (Stiner,
unpublished).
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Figure 8. Processing intensity as a function of the relative abundance of Roe Deer
compared to small ungulates at Üçağızlı, Turkey (Stiner, unpublished).
Figure 9. Abundances of major prey types through time at Riparo Mochi, Italy (Stiner,
unpublished).
Figure 10. Processing intensity as a function of the relative abundance of large game
species to small game species at Riparo Mochi, Italy (Stiner, unpublished).
Figure 11. Altering the window size and interval of the running averages on the western
Wyoming data. The p value for the relationship between AI and PI. Significant
relationships clearly predominate.
Figure 12. Altering the window size and interval of the running averages on the western
Wyoming data. The correlation coefficient for the relationship between bison relative
abundance and processing intensity. Larger window sizes (more aggregated data) lead to
progressively higher correlations that plateau around 1500 years.
Figure 13. An example of the effects of window size and interval on the P value in the
computer generated datasets. Compare this graph to Figure 11. The simulation generated
50 pseudo faunal assemblages. Each had no relationship (zero slope) between abundance
and processing intensity. For this example, processing intensity was a stochastically
varying parameter between 0 and 1 with a variance of 0.4 and abundance was uniformly
distributed between 0 and 1. The patterns emerging from the simulation data are
consistently different from those in the empirical zooarchaeological sample.
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Figure 14. An example of the effects of window size and interval on the correlation
coefficient (r) in the computer generated datasets. Compare this graph to Figure 12. The
specifics of the simulation used to generate this Figure are described in the caption of
Figure 15. Comparing slopes of the empirical data to the simulations. Theory predicts a
negative relationship (slope) between large game abundance and processing intensity.
Stochastic simulation data (black circles) tend to have positive slopes whereas the actual
data (red squares) exhibited the negative relationship.
Figure 16. Comparing slopes of the empirical data to the simulations. Theory predicts a
negative relationship (slope) between large game abundance and processing intensity.
Simulated data represent a stochastically varying decay rate, evaluating one possible
influence of taphonomy on the predicted relationship.
Figure 17. Hypothetical relationship between return rate and ability to recognize the
tradeoff archaeologically. If optimal abandonment times are always too far to the right on
the curve then variation in butchery intensity may not be archaeologically detectable.
Figure A.1. Hypothetical gain curves for two patches with different returns on
investment.
Figure A.2. The effect of lowering overall return rate on the optimal abandonment times
for two patches with different gain functions.
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Running Average Plot, Western Wyoming
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Figure 3.1. Processing Intensity and the Abundance Index, Wyoming Data.
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Shag River Mouth:
Processing Intensity as a Function of Moa Species Abundance
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Figure 3.2. Shag River Mouth, Processing Intensity and Moa Abundance.
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Figure 3.3. Saint-Césaire, NISP by Stratagraphic Level.
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Figure 3.4. Saint-Césaire, Processing Intensity and Reindeer Relative Abundance.
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Figure 3.5. Hayonim Cave, NISP by Stratagraphic Level.
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Figure 3.6. Hayonim Cave, Processing Index and Large Game Relative Abundance.
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Figure 3.7. Üçağızlı, NISP by Stratagraphic Level.
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Figure 3.8. Üçağızlı, Processing Intensity and Roe Deer Relative Abundance.
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Figure 3.9. Riparo Mochi, NISP by Stratagraphic Level.
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Figure 3.10. Riparo Mochi, Processing Intensity and Large Game Relative Abundance.
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Influence of Running Average Window Size and Interval on
Significance of Relationship
0.25

p value

0.2
0.15
0.1
0.05
0
500
400
300
200
100
interval

500

1000

1500

2000

2500

3000

window size

Figure 3.11. The Influence of Window and Interval Length on the Significance of the
Relationship between Processing Intensity and Bison Abundance in the Wyoming Data.
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Influence of Running Average Window Size and Interval on the Correlation
between Processing Intensity and Bison Abundance
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Figure 3.12. The Influence of Window and Interval Length on the Strength of the
Correlation in the Relationship between Processing Intensity and Bison Abundance in the
Wyoming Data.
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Simulated Data: Window Size, Interval, and P Value
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Figure 3.13. The Influence of Window and Interval Length on the Significance of the
Relationship between Processing Intensity and Bison Abundance in the Computer
Generated Stochastic Data.
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Simulated Data: Window Size, Interval, and the Correlation Coefficient
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Figure 3.14. The Influence of Window and Interval Length on the Strength of the
Relationship between Processing Intensity and Bison Abundance in the Computer
Generated Stochastic Data.
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Comparrison of Slopes: Empirical Data and Simulations
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Figure 3.15. Comparison of Slopes between Empirical and Stochastic Simulation Data.
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Comparison of Slopes: Empirical Data and Simulated Decay
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Figure 3.16. Comparison of Slopes between Empirical and Simulated Taphonomic
Decay.
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Figure 3.17. Hypothetical Relationship between Processing Intensity and Ability to
Identify a Skeletal Element to Species.
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Figure 3.A.2. Optimal Abandonment Times and Decelerating Return Rates.
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Table 3.1. Summary statistics and indices for high resolution assemblages.

Site

Location

Time Frame

SaintCésaire

SW France

Mousterian Aurignacian

Hayonim
Cave

Israel

Mousterian Epiplaeolithic

Shag
River
Mouth

New
Zealand

Holocene
(AD 1250 - 1450)

Üçağızlı

Coast of
Turkey

Middle Paleolithic
(90 - 50 kya)

Riparo
Mochi

Coast of
Northern
Italy

Early Aurignacion
- Epigravettian

AI
horse and
bovines relative
to reindeer
Two largest
species relative
to two smallest
species
Moa species
relative to all
birds
Roe deer
relative to small
ungulates
Four largest
species relative
to three smallest
species

PI
Proportion of all
mammal species
identified to
species
Proportion of
largest body size
class identified to
species
Proportion of all
bird NISP
identified to
species
Proportion large
game identified to
bos pro.
Proportion of the
largest species
identified to
species
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r

Slope

P

Source

0.75

-0.11

0.03

Morin (2004)

0.80

-1.2

0.02

Stiner (2005)

0.95

-1.3

<0.001

0.39

-1.12

0.29

Stiner
(unpublished)

0.28

-0.2

0.58

Stiner
(unpublished)

Nagoaka
(2005)

CHAPTER 4: LIFETIME REPRODUCTIVE EFFORT IN HUMANS

Submitted as: Burger and Walker, Proceedings of the National Academy of Sciences.

Abstract
Lifetime reproductive effort (LRE) captures the relationship among offspring size, adult
lifespan, and offspring production to yield a dimensionless quantity that measures a
female’s lifetime reproductive output. We extend the use of LRE to humans who exhibit
many characteristics that might impact reproductive effort in ways that are atypical for a
mammal. We find that humans conform to the theoretically predicted value of LRE in
spite of the many unique features of human life history and behavior. We compare human
LRE to other mammalian and primate species and discuss the implications for human life
history evolution.

Introduction
Lifetime reproductive effort (LRE) measures a female’s total reproductive output across
her lifetime (1). LRE is a central life history metric and key component of fitness because
it captures the evolutionary tradeoffs among adult size, mortality (lifespan), and the rate
at which mass is allocated to reproduction (1). Here we calculate LRE for natural-fertility
humans and explore the implications for the evolution of the human life course. Primate
life histories are distinctively slow in pace (2), with humans at the extreme with the
slowest relative growth rates (3), latest ages at maturity (4, 5), and longest lifespans (6).
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Given the magnitude of differences that quantitatively separate individual human life
history characteristics from other mammals and primates, one might expect human LRE
to be markedly different as well. Yet, given that the slow reproductive rate may be
proportionally offset by long lifespan, it may also be the case that human LRE is typical
of other mammals. We show that humans in fact have an LRE indistinguishable from
other mammals. Hence the mortality and production constraints generally operating on
life history evolution apply equally to the mammal species that often seems most unique.
We also adopt the formula of LRE as a method for calculating the costs of the extended
juvenile dependence (post-weaning), which provides some novel insights into the
tradeoff between the quantity and quality of offspring in humans.

LRE Defined
LRE is the product of adult reproductive lifespan (E), birthrate (b), and offspring mass at
independence (mi) normalized to adult size (ma) (1):
LRE = b × E ×

mi

ma

Lifespan is the average reproductive lifespan and captures the expected number of years
an organism invests energy toward the direct production of offspring. Birthrate is the
number of live births per year (during the reproductive lifespan), or the inverse of the
inter-birth interval. Mass at independence is equated to size at weaning and tends to be a
constant (linear) proportion of adult mass (7). It is specifically intended to capture the
size at which a mother has the option of diverting energy toward the production of future
offspring (8).
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LRE compresses the key features of a species’ life history into a single quantity
that can be computed with available data and compared across species. Organisms that
vary greatly in rates of reproduction or growth are predicted to have very similar values
of LRE (1). The theoretically predicted LRE is approximately 1.4, which is empirically
supported for mammals and lizards (1). An LRE of 1.4 means that the typical mother
produces 1.4 times her own mass in offspring during her lifetime.
LRE presents an ideal metric for evaluating whether the apparently unique
features of the human life history represent a significant departure from the general
pattern of life history variation predicted and observed across other animal species, or
whether these features in combination place humans in the normal range of variation. The
high volume of food sharing in human foraging societies with provisioning by postreproductive females and adult males may mean that the reproductive effort of human
females is not as constrained by body size as it is in other mammals1 (5). The subsidized
nature of the human female’s energy budget could potentially lead her to increase
investment in either reproductive output (birthrate) or offspring quality (relative mass at
independence or length of juvenile period). While both seem to occur (9), we evaluate
whether or not the aggregate measure provided by LRE converges on the predicted value.
If human LRE is similar to other mammals in spite of different specific life history

1

The energy available for reproduction during adulthood results from diverting the energy that had been
used for growth during development to the production of offspring. This is described by a well-known
function where production depends on body mass according to dm/dt = Am0.7, where m is mass in kg and
A is the height of the production function. This formula assumes that the energy available for reproduction
is constrained by adult size. Charnov et al. (2007) show that LRE is predicted to equal 1/0.7 (the inverse of
the metabolic exponent), which results from optimizing the net reproductive rate (Ro) with respect to the
time it takes to become an adult.
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characteristics and less-constrained energy budgets, then the same underlying symmetries
that shape the life histories of all organisms likely operate in humans as well.

Size at Independence
The most likely component of LRE to be affected by the extended period of provisioning
in humans is mi, the size at independence. The size at weaning mw is conventionally
equated with mi because weaning represents the time at which an offspring’s provider
(mother) can decide to divert energy toward the production of additional offspring (8).
However, mw may at times be an imperfect proxy for mi. Independence can occur when
offspring are weaned of breast milk or when offspring die before weaning. The energy
invested (lost) to the offspring that die before weaning is part of maternal reproductive
investment that is not captured directly by mw. For this reason we included pre-weaning
mortality in our calculations of LRE (following 1). Alternatively, mw may also
underestimate mi if children are provisioned by mother’s productivity after weaning, a
definite possibility given the importance of post-weaning provisioning in humans. We
therefore investigate the effect of raising the age/size at independence post weaning on
our estimate of human LRE. We show below that size at weaning is in fact the measure
of independence for humans that is consistent with life history theory, but the estimates
of LRE based on later ages provide a unique perspective on the nature of the costs of the
post-weaning energetic requirements of human juveniles. We stress that only the LRE
based on actual mw as a measure of mi is applicable for cross-species comparisons
between humans and other mammals.
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We use data compiled from the literature on natural-fertility human populations
and wild primate species to calculate LRE using methods identical to those in Charnov et
al. (2007). See Materials and Methods (below) for details of the calculations and
Supporting Information for data and sources. Previous tests of mammal life history
models have tended to exclude primates (and bats) because of their divergent
characteristics in lifespan, maturity, and birthrate (8). Extending the calculation of LRE
to wild primate populations and natural fertility humans represents a valuable extension
of life history theory that enhances our understanding of the generality of these
evolutionary constraints.

Results
Natural fertility humans have an average LRE of 1.45 (± 0.12, N = 17) (Table SI.1),
statistically indistinguishable from the average mammalian value of 1.41 (± 0.21, N = 40)
(Figure 1). The nonhuman primates may be low for a mammal with an average LRE of
1.1 (± 0.53, N = 5) (Table SI.2), but we are somewhat hesitant to fully accept the low
primate value given limited data and the fact that many of the study populations are
endangered or threatened. Our basic finding is that humans, despite having somewhat
unusual life histories, have the LRE predicted for an optimal life history with the simplest
mortality and production constraints (1).
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Discussion
Human LRE is no different from that of a typical mammal. In large datasets of
mammalian life history characteristics, it has been shown that two of the components of
LRE, E and b, scale as allometric functions of body size of the same value (~1/4) but
opposite sign, making their product an invariant function of mass (10). For mammals, the
average of this product is about 6.4 births per lifetime and for humans this product is
about 6.7, demonstrating little difference even though humans have long lives and slow
birthrates for a mammal. However, as life history theory predicts not only the slopes of
these allometries but the correlation of their residuals (8, 11), it should not be surprising
that these two human features (long lives and slow birthrates) balance out to yield the
same product as a typical mammal. To arrive at LRE, the product of E x b is multiplied
by the relative cost of an offspring at weaning (mw/ma), adjusted for offspring mortality,
which results in the seemingly very different human life history converging on a very
standard LRE.
Although human children are weaned from their mothers at age 3, on average,
ethnographic data demonstrate that because they are not producing their own food they
are not fully energetically independent until later ages (4, 12). The architecture of life
history theory behind LRE considers energetic independence in terms of the sizedependent productivity of the mother (via the production function). Humans are
independent of the direct energetic production of their mothers when weaned but another
form of juvenile dependence continues post-weaning because of the subsidies of extramaternal resources (13). In life history terms, social resource flows could mean that a
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human female’s energy budget is not constrained by her body size alone, as it is for most
other mammals. We raised the value of mi to sizes at age five and ten, which yielded LRE
values of 1.9 (± 0.14) and 2.9 (± 0.27), respectively (figure 2). Thus, increasing mi to
sizes well past the actual weaning size demonstrates that even if m3 significantly underrepresents mi, human LRE is still within the range of other mammals. However, we
should also note that raising the size at independence to m5 and m10 has the effect of
increasing the relative cost of an offspring (E and b stay the same) from about 0.25 for m3
to 0.3 for m5 and 0.5 for m10 (the typical mammal value is about 0.3 (7)). If these
increases were due to the body-size dependent production of the mother, we could
conclude that extra-maternal provisioning was contributing to a meaningful increase in
human LRE, rather than simply a function of variability in the parameters. However, we
find this highly unlikely as the proportion of mother’s energy budget that is constrained
by her own mass is diverted to reproduction when a current offspring is weaned.
We suggest that age at weaning may ultimately be the most appropriate surrogate
for age of independence in humans. If age at weaning underrepresents the true size at
independence, then the time between births should be greater than the time it takes to
wean a child. In our dataset the average birth spacing is 3 years, about the same time span
required to wean a child, suggesting that (mortality-adjusted) size at age three is indeed
an appropriate estimate for mi. Because at weaning, mothers shift their direct
reproductive allocation from present to future offspring, mass at weaning conforms most
precisely to the assumptions of the theory predicting LRE (1, 7, 8). As such, the mw used
here is what human life history theoreticians are after with respect to maternal
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independence. Calculations of LRE based on mass at later ages, however, provide a
useful heuristic for understanding how the extra-maternal energy budget allows human
females to afford the costs of the extended juvenile period; the cost of which could
probably not be met by the typical mammal’s size-constrained production and requires
subsidies from other family and group members.
The LRE calculations based on mass at ages 5 and 10 could provide information
about the amount of provisioning needed to raise weaned yet still highly dependent
human juveniles through a lengthy period of growth during which brain development
occurs and mortality rates are kept exceptionally low for a primate (14). We offer a
speculative interpretation of the ratio of the LRE value based on the true size at weaning
(m3) and the LRE based on size at age 10: it could represent the proportional increase in
the energy that can be devoted to juvenile development that the mother gains as a result
of social resource flows. In this case we could say that the LRE based on m10 divided by
that based on m3 estimates the summed effect of the human social network
(grandmothers, provisioning males, and other shared resources) on a mother’s ability to
raise high quality offspring while having a high birth rate for an ape: LRE10/LRE3 =
2.8/1.45 = 1.9 times greater LRE. The extended period of juvenile dependence has some
energetic cost that is significantly subsidized by extra-maternal provisioning. To
successfully raise a human to the age of ten requires about two more times the energy
equivalent of an adult female’s mass than it takes to raise a child to weaning age (in a
typical mammal there would be essentially no additional costs). Note however, that the
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bulk of these post-weaning costs are likely met by the non-body size constrained portion
of the energy budget.
The values of LRE for nonhuman primates range from about 0.5 to 1.7, which
may be low for a mammal. The closest living ancestor to humans, chimpanzees (Pan
troglodytes) are the low end of this range at 0.5, and gorillas (Gorilla gorilla) have an

LRE of about 1. This suggests the hypothesis that the generally slow great ape life history
has resulted in an especially low LRE. Humans differ from chimpanzees in survivorship,
birthrate, and social structure, and have perhaps countered this trend of low LRE with the
extra-maternal provisioning mentioned above, which raises b and lifts human LRE back
up to that of a typical mammal. This hypothesis, if supported, would have important
implications for understanding the divergence of the human life history from the ape line
and for explaining why we became the primate species to successfully colonize the globe
while our nearest phylogenetic relatives face extinction in African tropical forests.
However, we should also be careful accepting these nonhuman ape life history
attributes as representing their natural histories, as the effects of poaching, disease, and
habitat fragmentation may be mainly responsible for their seemingly low LREs (14).
Indeed, Hill and colleagues (14) demonstrate that the chimpanzee populations from
which they derived their synthetic life table are at below replacement fertility on average,
a fact that affects the demographic parameters used in our calculation of LRE (although
juvenile survivorship is not a parameter in LRE and is generally thought to be the
variable most affected by density dependence). The two species of baboons in our
dataset, Papio cynocephalus and Papio hamadryas, are from relatively less threatened
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populations (compared to the chimpanzees) and have LREs of 1.7 and 1.2, respectively
(15, 16); this suggests that the typical primate life history may not be different from other
mammals and that the low values for apes may mainly be a result of population decline.
Moreover, note that there is no a priori theoretical link between the slow primate life
history and the specific value of LRE. Life histories of all paces should converge on the
same LRE at the optimum because the parameter that determines how fast organisms
grow and how long they live (the height of the production function) is not a part of LRE2
(1). On the other hand, this matter would be further complicated if our estimate of human
birthrate is indeed too high, a possibility suggested by Hawkes (5), as lowering b would
also lower human LRE to a value closer to chimps and gorillas. More attention is needed
in these areas, including the degree to which LRE can be used as an index relevant for
conservation purposes.
Variation in LRE exists at all body sizes (Figure 1), and potential causes of this
variation should be explored. However, we favor the hypothesis that most of this
variation is due to error in the data rather than due to evolutionarily driven causes. We
expect LRE to center on about 1.4 with substantial variation around this value. Some
error may occur from studying populations during periods of growth or decline and some
simply reflects the real difficulties of estimating demographic parameters on wild animal
populations. However, the predicted LRE of 1.4 is based on an optimization model that

2

The production function is dm/dt = Am0.7 and the pace of a mammal life history is largely determined by
the value of A, which is the height of the production function. The value of A is smaller in primates than it
is in other mammals (excluding bats) and this predicts that they should have slower birthrates and longer
lifespans for their body size (Charnov and Berrigan 1993). The height of the production function is not a
parameter in LRE, and hence there is no reason to suspect a slow life history itself to translate to a low
LRE.
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uses the simplest possible assumptions regarding mortality and production (1). Error in
the data is our preferred explanation for the slightly negative slope in Figure 1 as well,
but including a survival advantage for larger species in the derivation of LRE could
potentially could lead to lower values (1). A still more complex derivation that
incorporates size-dependent mortality and more detailed functions for growth and
production results in an expression for LRE that is more likely to vary but nonetheless is
highly constrained and centered roughly on 1.4 (1). Whether or not such elaborations will
prove useful for our understanding of variation in LRE is an important direction of future
research.
The relationship between body size and energy budget imposes an important and
widely recognized evolutionary constraint. Organisms with larger size have to invest
proportionally more per offspring because total energy budget is a decelerating function
of mass, but offspring costs increase linearly with mass (17, 18). Social resource flows
change the nature of this constraint because a mother’s energy budget is not determined
by mass alone but by an extension to the production of other group members. We
hypothesize that this increased energy budget leads to further investments in the quality
of offspring. These findings point toward an answer to the question of how slow life
histories and expensive offspring evolved in humans and primates. The benefits of social
resource flows appear to be realized in the extended juvenile period in particular, where
offspring delay growth and maturity to invest in some combination of brain growth,
cognitive skills, and immune function (3, 4). This suggests a parsing of a human female’s
energy budget. The portion of the energy needed for weaning a child from mother’s
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body-size-dependent production of milk is constrained by the conventional offspring
production function but the resources that do not flow directly through her are the
requirements needed for a lengthy and low-mortality juvenile period. The portion of a
mother’s productivity that is constrained by her own mass goes to further fertility as soon
as a current offspring is weaned, while the excess energy derived from social
provisioning goes toward increasing offspring quality during the extended period of
juvenile dependence.
Anthropologists tend to emphasize the many unique features of human behavior
and social organization. Because of this tendency, the finding that human LRE in natural
fertility populations is precisely the predicted value may be viewed as somewhat of a
surprise. Yet, given the generality of the constraints acting on the evolution of life
histories, it perhaps should come as no surprise at all. Very different evolutionary
trajectories converge upon, or are constrained by, similar underlying rules that structure
life histories in fundamental ways. Natural fertility humans do not appear unique with
respect to LRE, an observation favoring the null hypothesis that humans fit the standard
animal pattern.

Materials and Methods
Lifetime reproductive effort was calculated according to the procedure in Charnov et al.
(1):
LRE = b × E ×

mi

ma
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where b is birthrate in units of births per year, E is adult lifespan in years, mi is mass at
independence and ma is adult size. Birthrate b is conventionally calculated as clutch size
x clutches per year or as the inverse of the interbirth interval (years per birth). Mass at
independence mi represents the size at which an offspring is energetically independent
from its mother. This independence can be achieved in one of two ways. The first by
ceasing to receive food or breast milk from the mother, which is the justification for
using mass at weaning as mi and the second is by dying. Consequently, pre-weaning
mortality is included in the calculation of mi. Charnov and colleagues (2007) provide an
equation for survivorship to weaning Sw as a function of litter size L based on a review of
the literature which gave:

Sw = 0.7L−0.35 ,
We use this equation for our calculation of human LRE only for the case of mi as m3
(mass at age 3). This makes our calculation directly comparable to the mammal
calculations based on the Purvis and Harvey dataset used by Charnov et al. (1). This
provides a reasonable estimate of survivorship to weaning among humans as the
empirically based estimate is about 0.72 (the equation for Sw gives 0.7). Offspring that
die between birth and weaning are assumed to die at the average size between the two
ages and the proportion that die between birth and weaning is given by (1-Sw). The final
expression for mi is (1):
m i = S w × m w + 0.5 × (1 − S w )(m b + m w )
(with mb = mass at birth and mw = mass at weaning).
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This expression was modified to accommodate our calculations of mi at ages 5 and 10 by
simply substituting in the appropriate masses and adjusting Sw to account for any
mortality from birth up to that age (5 or 10). Note that this likely overestimates mi (and
hence LRE) at these ages because most mortality occurs early in the lifetime. Values for
mb were not available for all societies in our dataset and for those cases we used the
average birth mass of the sample (2.8 kg). The sample average was used for lifespan (E =
19 for all human populations). We do not extend the reproductive lifespan to later ages to
account for menopause as it is the productivity of females at these later ages that make
possible (at least in part) the birthrates and lower mortality rates at younger ages. To
assume that post-reproductive women were directly reproducing offspring would
essentially measure their productivity twice. For this reason we calculate E as the average
difference between observed last and first ages at reproduction in a sample of 16
populations (unpublished dataset compiled by RW). The survival probabilities for ages
after 3 were estimated from empirically derived survival-by-age curves reported in
Gurven and Kaplan (6). This resulted in S5 = 0.69 and S10 = 0.65 as average values used
for all groups.
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Figure 4.1. LRE as a function of log mass for mammals (open circles, N = 40), human
populations (shaded circles, N = 17), and nonhuman primates (triangles, N = 5). 95 %
confidence intervals are shown for the mean (dotted line) and the sample prediction
(dashed line), based on the mammal data (excluding the human and primate data points);
Regression equation: LRE = 2.0 - 0.16Log(Mass); slope standard error = 0.066; p = 0.02.
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Figure 4.2. Histogram of LRE values for mammals (open bars, data from Purvis and
Harvey (11)), with the three estimates of LRE for human foragers indicated (m3 = 1.45,
m5 = 1.9, m10 = 2.8).
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Supporting Information: Data and Sources

The mammal data used in Figure 1 are from Purvis and Harvey (11) and are also
used in Charnov et al. (1). This dataset contains one primate species (Pan troglodytes).
The data for b in hunter-gatherers are from Walker et al. (17). The human size/age data
are from Walker et al. (19). Pre-weaning mortality and lifespan for humans are from
Gurven and Kaplan (6).
For nonhuman primates, values for b and E are from Barrickman et al. (20) and
sizes at weaning are estimated from published growth curves (21, 22).
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Table SI.1. LRE data for human populations.

Population

m3

m5

m10

ma

b

m3

m5

m10

LRE

LRE

LRE

Ache res.

53.7

0.38

11.7

15.6

26.6

1.40

1.84

3.03

Aeta

38.0

0.35

-

13.0

22.0

1.99

3.24

Agta

40.3

0.33

10.1

13.0

19.6

1.42

1.79

2.62

Baka

44.4

0.33

12.4

18.9

32.4

1.56

2.34

3.88

Arnhem land

41.3

0.27

11.5

15.9

26.2

1.27

1.73

2.77

Guaja

50.4

0.35

13.8

19.0

29.6

1.62

2.19

3.31

Hadza

48.0

0.32

-

15.5

20.0

1.69

2.12

Hiwi

49.7

0.27

12.2

17.2

34.0

1.10

1.52

2.90

Ju'/hoansi

42.2

0.29

11.4

12.8

19.1

1.32

1.47

2.13

Maku-Nadeb

49.7

0.38

10.8

13.8

23.3

1.40

1.77

2.88

Pygmy (W. Af.)

42.7

0.28

9.8

15.5

22.0

1.08

1.67

2.30

Tsimane

51.0

0.36

12.4

15.3

23.9

1.46

1.78

2.69

Yanomamo

45.4

0.30

12.5

17.8

23.0

1.39

1.94

2.44

Ache forest

51.8

0.32

-

15.7

25.9

1.60

2.56

Gainj & Asai

38.0

0.32

9.5

-

-

1.34

Turkana

48.9

0.41

12.2

13.4

23.3

1.70

1.85

3.11

Gambian villages

52.1

0.38

11.9

15.1

23.9

1.46

1.83

2.80

Toba

64.2

0.42

12.7

17.1

29.4

1.41

1.87

3.10

Wichi

62.3

0.56

13.2

17.8

30.2

2.00

2.66

4.36

Maya

51.3

0.45

11.5

-

21.0

1.72

AVERAGE

48.3

0.35

11.7

15.7

25.0

1.45
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-

-

-

-

-

3.00
1.86

2.91

Table SI.2. LRE data for primate species.

Species

ma

b

mi

E

LRE

Gorilla gorilla
gorilla

80.0

0.26

19.8

16.0

0.96

Pan troglodytes

40.4

0.17

8.5

18.0

0.54

cynocephalus

12.3

0.57

3.0

13.6

1.70

Papio hamadryas

10.7

0.50

3.1

9.0

1.20

Pongo pygmaeus

35.7

0.15

11.0

24.9

0.95

AVERAGE

35.8

0.3

9.1

16.3

1.1

Papio
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Supporting Information: The Prediction that LRE should Equal the Inverse of the
Metabolic Exponent

The derivation of the predicted value of LRE is not presented in the main text. It
is elaborated on here for clarity. The sources for deriving LRE and its associated
predictions are presented in Charnov, et al. (1) and in Charnov (8). To arrive at the
prediction that LRE should equal 1/(the metabolic exponent), one only needs the simplest
production constraint, the conventional definition of the net reproductive rate, and the
definition that the reproductive lifespan is the inverse of the adult mortality rate.
The production function is given by

dm
= am δ
dt

eq. A.1

where dm/dt is mass per unit time, δ is the exponent describing the relationship between
mass and production (e.g., the metabolic exponent), and a is the height of the function.
Eq. A.1 determines the rate of biomass production during growth and the rate that energy
is diverted to reproduction during adulthood. More elaborate production functions could
be examined (and are by Charnov, et al. 2007), but eq. A.1 captures the basic constraint
for many organisms and fits the growth of Ache foragers quite well (23).
The net reproductive rate, R0, is given by:
R0 = S* b * E

eq. A.2
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where S is the probability an offspring will reach reproductive age (juvenile survival), b
is the birth rate, and E is reproductive lifespan. Juvenile survival can also be written as

S = He − Zα where H gives the strength of juvenile mortality early in the lifespan, Z is the
adult mortality rate (=1/E), and α is the age at first reproduction. Substituting this
expression for juvenile mortality into eq. A.2 gives

R 0 = He − Zα * b * E

eq. A.3

which can be used to find the optimal α, and hence the optimal life history, by solving for
∂ ln R 0
=0 .
∂α
This gives

∂ ln b
=Z
∂α

eq. A.4

but because the production function describes the energy that can be allocated to
reproduction, the birthrate b can be written as

b=

1 dm
1
=
am δ
m 0 dt
m0

which we substitute into eq.A.4 to get

∂ ln b
1
δ dm δ
=Z=
= am δ =
m dt
m
E
∂α
And since LRE is reproductive effort across the lifespan and reproductive effort is energy
devoted to reproduction normalized by adult size we have

dm
E
1
1
dt
= am δ −1 E = am δ −1 *
=
LRE =
δ −1
δ
mα
aδm
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Because of the simple production constraint and the fact that E is the inverse of the adult
mortality rate we get a convenient series of cancellations that results in the prediction that

LRE =

1

δ

.

The key feature to note for humans is that for this cancellation to work out (to
give LRE =

1

δ

) it has to be true that E = 1/Z, which is certainly the case for most

organisms. However, due to the post-reproductive lifespan in humans, the reproductive
lifespan (the value of E) is shorter than would be predicted by the inverse of the adult
mortality rate (1/Z) because the total adult lifespan is longer than the reproductive
lifespan, E (for females, but LRE is of course a measure of female reproductive effort).
This means that predicting the value of LRE specifically for humans is not
straightforward, requiring that it be calculated directly. Hence, finding that humans have
the same value as other organisms without the mortality constraint that E = 1/Z is all the
more exciting.
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CHAPTER 5: ON SIZE AND EXTINCTION: A RANDOM WALK MODEL PREDICTS THE BODY
SIZE OF LOWEST RISK FOR MAMMALS

In review as Burger and Ginzburg (2009) with Evolutionary Ecology Research.

Abstract
Many attributes of organisms vary with body size. Some are monotonic
(allometric) functions (e.g., lifespan, generation length, metabolic rate) and others are
peaked functions that change slope at some intermediate size (e.g., frequency
distributions of body sizes). Both classes of variables (monotonic and peaked) have
played a prominent role in the development of general theories of macroecological
processes. Here we examine the relationship between body size and extinction risk, using
a modified population viability analysis model where species take random walks at
generational time steps. Particular combinations of variance in growth rate and average
population density yield an extinction function that predicts a size of lowest relative
extinction risk for terrestrial mammals. This size is close to the mode of continental body
size distributions (at about 0.1 kg) and to the critical size for the “island rule” for
mammals (0.2 – 0.45 kg). Data from a large sample of time series on mammals support
model predictions.
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Introduction
Mammals vary tremendously in size, from shrews to elephants, but the most common
size is near 0.1kg, the modal size for continental body size distributions (Blackburn and
Gaston 1998; Brown, et al. 1993; Kozlowski and Gawelczyk 2002). The modal value is
highly consistent across continents (Smith, et al. 2004), which has lead some researchers
to suggest that the modal size is somehow advantageous or optimal. For instance, Brown
et al. (1993) develop a model suggesting that the modal size is optimal with respect to
allocating metabolized energy to offspring. Other lines of evidence also support the
notion that the most frequent size represents some evolutionary or ecological optimum.
The island rule for mammals suggests that species colonizing insular habitats from
continents tend to converge on a particular size near the continental mode (although the
island rule mass is a bit larger ~0.2 – 0.45 kg; Lomolino 1985, 2005). Further evidence
from insular faunas comes from Marquet and Taper’s (1998) hypothesis that extinction
risk may be lowest at the modal size. To evaluate this empirically, they reasoned that the
size of lowest extinction risk would have an advantage when colonizing islands.
Limitations of space and resources on the smallest islands should favor the least
extinction prone species. Data on the maximum and minimum size of mammals on
islands support this hypothesis as the smallest islands consistently have a few species of
modal-sized mammals. Moreover, the size of the smallest mammal gets smaller and the
maximum size gets larger as island area increases (Brown 1995; Marquet and Taper
1998). These results imply that when more area is available, progressively more
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extinction-prone species of both larger and smaller sizes are able to successfully colonize
and persist. However, extinction risk is also often hypothesized (or assumed) to be a
monotonic (rather than peaked) function of size, with larger species at greater risk
(Blackburn and Gaston 1998; Brook and Bowman 2005; Brown 1995; Clauset and Erwin
2008) because of the larger space requirements and lower population densities of larger
species (Kelt 1997). While the largest sizes may indeed be at high relative extinction risk,
explanations are still needed for why richness peaks at an intermediate size and how
extinction contributes to the statistical properties of the body size distribution.
We evaluate the role of extinction risk in explaining the modal size of mammals
by testing the hypothesis that the most typical size of about 0.1 kg is the size of lowest
relative extinction risk. Our approach is described with an analogy to a gambler’s ruin
problem where species are like gamblers attempting to stay in a game that ends in
eventual ruin (extinction). In the model developed below, the mammal body size
distribution represents a collection of bet-hedging strategies that have managed to stay in
an evolutionary game. Surviving species are those that employed winning strategies;
unstable ones have been eliminated (Ginzburg and Colyvan 2004:112). The most
successful strategies are at the modal size. This scenario emerges from a random walk
model that we borrow from population viability analysis (PVA) and modify using body
size allometries for population density and generation time (see below). PVA is a portion
of population dynamics theory that uses random walks to predict quasi-extinction
probabilities (Ginzburg, et al. 1982; Lande, et al. 2003; Lande and Orzack 1988;
Levinton and Ginzburg 1984; Morris and Doak 2002). In short, we take a conventional
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PVA equation, apply it to mammals at evolutionary time scales, and constrain the
parameters with body size allometries.
The model predicts that the size of lowest risk for mammals is close to the modal
size in continental distributions and the convergent size for insular populations. We show
that extinction risk is a peaked, rather than monotonic, function of size and is minimized
at an intermediate size near 0.1 kg. We conclude that a random walk model from
population dynamics describes the macroecological process that links size-specific
extinction risk to the modal size for mammals. The gambler’s ruin analogy, explained in
the next section, is useful for linking the observed distribution of mammal body sizes to
life history and population dynamics.

The Essence of the Argument
Basic features of a species’ life history and ecological attributes may be seen as
combinations of traits that have, among other things, prevented the species from
becoming extinct. The body size distribution represents a set of successful combinations
because life history and population traits (lifespan, maximum growth rate, etc.) are
allometric functions of size (Calder 1984; Charnov 2001; Damuth 1981; Peters 1983;
Savage, et al. 2004). We take population density, generation time, and variation in
population growth rate as three traits that have allowed the species to stay in the game
and are closely correlated with body size. In our model, species randomly walk toward
eventual extinction, and the number of steps during an interval of time is determined by
average generation length.
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To make the random walk process more intuitive, consider an analogy with the
classic gambler’s ruin problem in which species make bets that increase or decrease their
capital (population density) so that they either stay in the game or run out of money and
are ruined (extinct) (see Feller 1968:342 - 349; Thomas, et al. 1980). Generation time is
analogous to bet frequency because each generation the species takes a step either toward
or away from extinction and in a given period of time fast generation species take more
steps than those with slower life histories (see below). Variation in population growth
rate is analogous to the size of the bet placed each generation. If this variance is high,
then a species stands to gain or lose more capital (density) per gamble (generation) than
if variance is low. Certain combinations of capital, bet size, and frequency are more
likely to stay in an evolutionary game than are others. Because the key parameters
depend on body size, the frequency distribution of winning combinations is reflected in
the frequency distribution of body sizes. Of course the analogy between gamblers around
a roulette wheel and the evolutionary dynamics governing body size is not perfect. Real
gamblers can drastically change their strategies from hand to hand whereas body size
constrains the adjustments that animals can make from one generation to the next. The
gamblers ruin problem is introduced to give the following equations a more intuitive feel.

Population Variability as a Function of Body Size
A mathematical expression for the gambler’s ruin model is derived in Appendix A. The
probability of extinction, Pext, is given by:
⎛ log e N ⎞
⎟⎟ .
Pext (T | log e N,σ 2 ) = 2Φ⎜⎜
⎝ σ T ⎠

(1)
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This equation gives the probability of extinction, Pext, during some interval of
chronological time, T, as a function of the natural log of abundance, N, and the standard
deviation of population growth rate, σ . The function Φ is a standard normal distribution
(Appendix A). Equation 1 assumes that the long term average population growth rate is
zero, which is appropriate for studies of species extinction at macroevolutionary time
scales. Chronological time is scaled to the ½ power, because we assume an idealized
random walk (white noise); other values for the exponent could be used to explore the
effects of correlated or biased random walks (Inchausti and Halley 2001, 2003).
Chronological time, T, is used to denote a target interval over which probability of
extinction is calculated. In cases of PVA analysis we might, for example, be interested in
the mean time it takes a population to cross some specific threshold density below which
extinction is highly probable (Ludwig 1999).
We modify the standard PVA equation so that it computes species extinction risk
over evolutionary time. Because generation time increases as a function of body size (1/4
power allometry; Millar and Zammuto 1983), small species wager more often or take
more “steps” in a random walk through chronological time than do large species. For this
reason, we adjust the evolutionary clock by normalizing chronological time, T, in
equation 1 to units of generation length τ (Ginzburg and Damuth 2008):
⎛ log e N τ ⎞
⎟=C
Pext (τ | log e N, σ 2 ) = 2Φ⎜
⎟
⎜
σ
⎠
⎝

(2)

Equation 2 can be set to a constant level of extinction risk, C, in term of N, τ , and σ.
Chronological time, T, is dropped from the model because we assume that we start the
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‘clock’ at the same time for all mammal species thereby assuming that all of the players
(species) are present when the game begins. This is equivalent to ignoring speciation and
assuming that all the mammal species under consideration (extinct and extant) appeared
before the interval T began. This assumption does not affect our results if species
longevity does not depend on body size. The longevity of a taxon is independent of its
age (Van Valen 1973) and size may increase with time (Cope’s rule), but the specific
dependence of longevity on size is unclear (but see Liow, et al. 2008). The argument that
speciation may be more frequent at the modal size or that extinction probability is greater
for large species (Brown and Nicoletto 1991; McKinney 1997) suggests that some
dependence may exist but at evolutionary time scales the effect is likely to be rather
weak. The model could easily be adjusted to explore the effects of any hypothesized
dependence of longevity on body size by changing the value of the random walk
exponent (see Appendices). As a consequence of removing T from the expression, the
predictions we make are in terms of relative risk rather than the specific quantitative risk
calculations typical of PVA studies. While deriving exact extinction probabilities would
be desirable, the advantage of this simplification is that we have simple analytical
expressions with no free parameters that do not require computer simulation to solve.
This advantage allows us to calculate a measure of relative extinction risk solely in terms
of body size (not possible with a more complicated expression).
The variables that determine population density (capital) and the generation
length (bet frequency) are both allometric functions of body size and these can be
substituted into equation 2 yielding an expression for σ that depends only on size. The
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allometries for population density and generation time are: N = 47.75 M-0.77 and t =
1.74M0.27, where M is body size in kilograms. The allometry for N is the well-known
Damuth Rule (Damuth 1981, data from Damuth [1993]) and the expression for τ comes
from Millar and Zammuto (1983). Substituting these into equation 2 and rearranging
gives a proportionality relating s to body mass:
σ ∝ (5.1 − log e M )M 0.135 ,

(3)

which can be used to calculate isoclines for constant levels of extinction risk. This works
because equation 3 is obtained by setting the numerator and denominator equal in the
argument of the function described by equation 2, so any given combination of
parameters would necessarily give the same extinction risk. This function (eq. 3)
describes the surface of an extinction landscape with the peak of each isocline
representing the size of lowest risk. At this size randomly chosen steps in mass-sigma
space have the lowest chance of increasing relative extinction risk. The size at the
isocline peak is also where the greatest range in population variability (bet size) can exist
for any given combination of density and generation length. Data for mammals plotted on
this surface indicate the space they actually occupy. Values for non-extinct mammals
should be roughly bounded by this space and should tend to aggregate toward values of
low relative extinction risk.
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Methods
The predictions of equations 2 and 3 are evaluated with data on population growth rates
compiled by Hajagos (2005) from the online Global Population Dynamics Database3
(GPDD). Numerous records are available in the GPDD, but because of our interest in the
standard deviation of growth rate, only time series of 15 or more years were included.
Computation follows that of Pimm (1991), who was the first to compile measures of
population variability from population dynamics data (Pimm’s study lead to the
development of the GPDD). Many of the time series contain gaps, and we used only
those with a minimum of 14 individual rates of increase. Time series sampled more often
than annually were also excluded. In total, 669 time series for mammal populations met
the criteria (Hajagos 2005). Values for different populations of the same species were
averaged together, resulting in a total sample of 140 estimations of σ. A variety of
sources for body size were used for the original compilation of data by Hajagos, and any
missing values were taken from Smith et al. (2003).
The rate of increase r at time t was calculated as:
⎛N ⎞
rt = log e ⎜⎜ t +1 ⎟⎟
⎝ Nt ⎠

(4)

The standard deviation in rt, is given by:
σr =

∑(r − ri )2
n −1

(5)

where i is an index of each calculable rt in a time series, r is the average r for the series
and n is the number of r in the set (Hajagos 2005). It should be noted that the distribution
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of body sizes of the populations available for study in the GPDD that met our criteria is
not exactly proportional to the typical continental body size distribution. The GPDD
sample we use has a mode that is similar to actual continental distributions of mammals
sizes but has an overabundance of populations of large sizes (fig. 1). Nonetheless the
dataset used here provides a reasonable sample to evaluate the model.

Results
Extinction risk is minimized near the modal size. Equi-risk lines are plotted in Figure 2.
The lines can be interpreted as contours describing a surface where each isocline is a
change in the relative risk of extinction in size-sigma space. The majority of species are
contained within contours of low relative extinction risk and there are few at high risk
values. Figure 3 plots the number of species contained within each interval of extinction
risk in Figure 2; 92% of the species are in the lowest 3 intervals, demonstrating that most
species have relatively low-risk strategies. The body size where extinction risk is
minimized is approximately 0.1 kg (local maximum where dσ / dM = 0 ), near the
empirically observed modal size. We investigate the sensitivity of this prediction to
model parameters in Appendix B. The size of 0.1 kg represents the ‘maximum’ on the
extinction landscape where the widest range of values can exist at low levels of relative
extinction risk and hence predicts the mammal size that should be most common (modal).

3

located at http://cpbnts1.bio.ic.ac.uk/gpdd/
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Discussion
The model presented here demonstrates that extinction risk is indeed minimized at an
intermediate size, consistent with the prediction by Marquet and Taper (1998). Moreover,
a constrained random walk/diffusion process, modeled as a gambler’s ruin, appears to be
useful for understanding the mechanisms generating the statistical properties of
mammalian body size distributions (Alroy 1998; McShea 1994; Stanley 1973),
particularly the mode. However, most studies of the body size distribution which
implement random walk models tend to see the modal size as a statistical artifact rather
than as a an advantageous size that minimizes relative extinction risk. Our approach joins
two very different approaches to the topic, those that have argued somewhat
controversially for an ‘optimal’ body size (e.g., Brown et al., 1993) and those that have
studied body mass radiations as random diffusion processes through evolutionary time
(e.g., Clauset and Erwin 2008; Stanley 1973). The range of sizes that minimize extinction
risk is similar to the range of sizes predicted by Brown et al. (1993) to maximize
reproductive power. But more importantly, this range represents an especially stable size
for a terrestrial mammal because it is the size with the most species, and the largest
number of individuals, the convergent size for insular populations, and the size of lowest
extinction risk.
Extinction risk is minimized at the modal size and increases in each direction
toward larger and smaller sizes. While extinction risk may seem to be an increasing
function of size, this is because there are more species between the mode and the largest
size than between the mode and the smallest size; the long tail toward larger sizes masks
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the relationships between size and risk at small sizes. However, it is clearly the case that
the largest species are relatively more prone to extinction as many researchers have
suggested (Blackburn and Gaston 1998; Brook and Bowman 2005; Brown 1995; Purvis,
et al. 2000). The long tail towards large species also suggests that there is more “room”
on the extinction landscape for species that trade off high density for long generations
than there is for the exceptionally fast gambling, short-generation life histories at sizes
below the mode. Indeed, while the modal size is often termed an “intermediate” mass it is
much closer to the smallest size because of the highly right-skewed distribution (even on
a logarithmic scale). With respect to extinction, the mode represents the optimal tradeoff
between density (capital), population variability (bet size), and generation length
(frequency of bets and pace of life history). This is the size with the greatest range of
variation in population growth rate and where random steps in new directions have less
chance of crossing to higher levels of relative extinction risk. In a comment on Van
Valen’s (1973) study of extinction probability through time Salthe (1975) makes the
point that extinction should be more common when the variance in the probability of
extinction is greatest. Figure 2 suggests that species near the mode will be less vulnerable
to this variability because they have more space to explore without greatly elevated
extinction risk occupy for any given variance in growth rate.
The species viability model presented here helps illuminate the role that
extinction risk may play in the macroevolutionary processes that have given rise to the
mammal body size distribution and perhaps body size radiations in general. However,
extinction risk obviously cannot be the only process driving body size patterns of
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richness because the number of species in any body size class results from the two
opposing forces of extinction and speciation. Our model contributes to our understanding
of one half of the picture, but more work is needed on understanding how size-specific
extinction and speciation rates balance each other to affect species turnover and the
standing-stock number of species in a body size class. Along these lines, the analogy of
life histories as gambler’s ruin problems is useful; high risk strategies are eliminated and
low risk strategies tend to stay in the game. It would be interesting to see if random walk
processes can also be related to the probability that speciation will occur at any given size
as new species duplicate the strategies of their successful ancestors, change in mass, and
acquire different combinations of life history traits.
Finer spatial- or temporal- scale studies might find that additional variables are
important to understanding the case-specific details of extinction in individual
populations. For example, attributes such as niche-based predator avoidance, trophic
position, and mating structure (Purvis, et al. 2000) may all be relevant for particular
cases. However, the exciting feature of our model is that it captures the essence of the
problem at macroecological scales without having to account for many idiosyncrasies. It
is often useful to see how many specific details can be ignored and still capture the key
features of a large scale process, rather than specifying models that are over-fit or contain
many parameters (Ginzburg and Jensen 2004; May 2004). The model we use here
invokes few assumptions and has no free parameters. Additionally, the variables in our
model that predict the size of lowest risk are generally consistent with other studies that
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find similar attributes can explain most of the variation in mammal extinction risk (e.g.,
Pimm, et al. 1988).
A recent study by Clauset and Erwin (2008) uses a multiplicative random walk
computer simulation that accurately reproduces the body size distribution of terrestrial
mammals. While their underlying mechanism is also random walk, their model arrives at
the modal size from different dynamics and body size is the variable that undergoes the
multiplicative process. One of the specified parameters in their simulation is the
minimum size of a mammal, which is a boundary condition for the random walk such
that species arriving at the minimum size are more likely to take steps towards larger size
as the model evolves. The mode then represents the size where many species ‘pile up’
because a) they are repelled from the smallest size; b) the small species are more likely to
make big size increases than large species (to simulate Cope’s rule); and c) extinction
risk is assumed to increase monotonically with size. If this combination of mechanisms
led to the position of the empirical mode then there would be no need to think of the
modal size as advantageous. Yet, if the modal size does not have an advantage in terms
of extinction risk then we are left without a general mechanistic understanding for why
modal sized species are consistently the most likely to colonize and persist on the
smallest islands (Marquet and Taper 1998). Moreover, it is not clear why extinction risk
should be a monotonic function of mass as there are many lines of evidence suggesting
another functional form (such as the one proposed here). The resolution of these issues,
and the relationship between size and speciation probability, are important areas for
future research.
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An additional challenge is to ask whether microevolutionary and
macroevolutionary trends have opposing effects on the direction of body mass change.
For instance, it may be that Cope’s Rule is driven by microevolutionary advantages of
body size but this might seem to conflict with commonly held received wisdoms
regarding the Island Rule where large things frequently get smaller, also presumably do
to microevolutionary pressures. The very existence of Cope’s Rule might seem to detract
from the possibility that any advantage could exist for the relatively small mammals near
the mode. But if Cope’s Rule is driven by a microevolutionary process that generally
rewards large size within a population (i.e., male-male competition in males and higher
fertility in females) then it could probabilistically increases steps away from the size that
minimizes extinction risk at the largest of macroevolutionary scales. This would explain
the seemingly contradictory trends occasionally observed in studies of body size and
might also explain why the strength of Cope’s Rule seems to be relatively weak (Alroy
1998) (this could also just be noise in the data of course). These are puzzling problems
and we suggest that their resolution is not currently obvious.
In conclusion, the modal size is the size of lowest relative extinction risk, which is
part of the explanation for why the mode is an advantageous size for terrestrial mammals.
Combination of the ecological attributes generation time, population density, and
population variability yield size-specific strategies that have an ‘optimum’ where
extinction risk is lowest. This may be half of the explanation for why the mass of most
mammal species and individuals is similar to the convergent mass of islands. While an
organism’s life history is not specifically designed to avoid extinction, the combinations
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of strategies that occur at the mode have the effect of increasing the odds that a species
will stay in the evolutionary game.
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Appendix A
The probability of extinction expression used to derive equation 1 is based on a result
used frequently in studies of population viability analysis (Morris and Doak 2002). The
function was derived by Ginzburg and colleagues (1982) and subsequently applied in the
age-structured context by Lande and Orzack (1988):

P(T | log e
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(A.1)

where T is time to extinction, No is initial population size, NC is the critical population
size representing the absorbing boundary condition or extinction threshold, r is mean
growth rate and s its standard deviation. It represents the mean passage time to the
threshold Nc in a stochastic population. As is customary, we use a normal Gaussian
function for Φ with mean zero and variance of one (Ginzburg, et al. 1982; Morris and
Doak 2002):
x

⎛ 1 ⎞
⎟⎟ e
Φ ( x ) = ⎜⎜
⎝ 2π ⎠ −∞

∫

−x2
2 dx

(A.2)

The function Φ ( x ) is a normal distribution with x equal to the value obtained from
substituting the empirically derived calculations into

( )

⎛ - log e No - rT ⎞
NC
⎜
⎟
⎜⎜
⎟⎟ .
σ T
⎝
⎠

The corresponding value for Φ ( x ) could be obtained numerically or more simply by
using a look-up table as one might find in many introductory texts for statistics or
probability theory.
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However, we are interested in the case where r is 0 and NC is set to 1 and for this
reason we do not deal explicitly with the error function, Φ ( x ) . We assume long
evolutionary time scales and make the simplest possible assumption for NC, that
extinction occurs when the population size drops below one individual. As a result, the
ratio of No/NC can be written as N, which is population density. In our model T is
arbitrarily large, which in part justifies setting r = 0. These simplifications reduce
equation A.1 to:
⎛ log e N ⎞
⎟⎟ .
P(T | log e N, σ 2 ) = 2Φ⎜⎜
⎝ σ T ⎠

(A.3)

We set equation 1 in the main text equal to some constant C. To derive actual extinction
probabilities for individual populations, one would have to numerically solve equation
A.1 given specific parameters, but for the analysis in this paper only relative risks are
calculated, as explained in the text. Equation A.3 gives us the expression for s that holds
for any given constant level of extinction risk:
⎛ log e N τ ⎞
⎟,
⎜
⎟
T
⎝
⎠

σ =⎜

(A.4)

which is further simplified by making the substitutions of allometric expressions for
generation length τ and population density N. We can also write each of these
allometries in a general symbolic form: N = c1Mz1, τ = c2Mz2, where M is mass, c1 and c2
are the two normalization constants and z1 and z2 the two exponents. Because 1 T is
some arbitrary constant A, we factor it out and write the following general equation for

s:
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(

)(

σ = A ⎡log e c1M z1 ∗ c 2 M z 2
⎢⎣

)

z3 ⎤

(A.5)

⎥⎦

where the exponent z3 is usually set to ½ which is the case of an idealized random walk.
We drop the constant A from any further consideration, expressing σ as proportional to
the part of equation A.5 in brackets. A is some constant multiple of all estimates and is a
parameter we cannot obtain in any meaningful way. For this reason, our calculations of
extinction risk are for relative risk and are not to be directly equated with those obtained
from standard PVA studies.

Appendix B
A simple analytical exploration of the extinction risk equation was conducted to further
clarify how the model works and to relate the individual parameters to their impact on the
model’s predictions. The general equation for the size of lowest relative extinction risk is
found by differentiating eq. A.5 and solving for the local maximum, which yields:
1 / z1

M opt

⎛ ⎛⎜⎜ − z1 ⎞⎟⎟ ⎞
⎜ e ⎝ z 2 z3 ⎠ ⎟
⎟
=⎜
⎜ c1 ⎟
⎜
⎟
⎝
⎠

.

(B.1a)

The predicted value of Mopt, the size of lowest relative extinction risk, depends on the
allometric exponents: z1, which relates body size to population density; z2, relating body
size to generation time; and z3, the random walk exponent. The parameter c1 is the
intercept or normalization constant of the Damuth allometry. The normalization constant
from the generation time allometry c2 cancels out of the expression, implying that
lifetime or age at maturity could be used in its place as long as one is comfortable
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assuming that biological times generally scale similarly as ¼ powers (Brown, et al.
2004).
An understanding for the sensitivity of the predicted Mopt to each parameter in B.1
is determined by examining the partial derivatives. Calculating the partial derivatives is
easier if we write equation B.1a in the equivalent form:
M opt = e

⎛ -1 log e ( c1 ) ⎞
⎜⎜
⎟⎟
−
z1
⎝ z2z3
⎠

(B.1b)

Taking the derivatives, we get:
∂ log e M opt
∂c1
∂ log e M opt
∂z1
∂ log e M opt
∂z 2

∂ log e M opt
∂z 3

1
z1c1

(B.2)

log(c1 )

(B.3)

=−

=

=

=

z12
1

(B.4)

z 22 z 3

1

(B.5)

z 2 z 32

The exponents relating body size to generation time z2 and the random walk parameter z3
have relatively large effects on the predicted size of least risk, as they influence the
natural log of Mopt as 1/z22 and 1/z32 respectively, whereas the normalization constant
from the Damuth allometry, c1, has a relatively minor effect. The sensitivity of Mopt to the
random walk parameter z3 is interesting in that subtle biases in the ideal random walk
lead to large differences in predicted optimal sizes. The value of z3 could be changed to
investigate how body size dependence of taxon longevity, if found, would alter the
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predicted size of lowest risk (recall that the value of ½ for z3 used here assumes no
significant trend between longevity and size). Equation B.2 shows the fairly minimal
dependence of Mopt on estimates of c1, the normalization constant in the Damuth
allometry.
To investigate the dependence of the predicted size on the units of the Damuth
allometry we look at the values that would yield an acceptable estimate. The range of
masses that could be considered to encompass the typical mammal size lie between a low
of 20 g and a maximum of 400 g (one could argue for a range of perhaps 15 g to 450 g,
but this is slightly more conservative). This range is based on the empirically observed
modes on each content (Smith, et al. 2004) and empirical observations on insular fauna
(Lomolino 2005; Marquet and Taper 1998). Using the results of the sensitivity analysis
we can find the range of values for c1 that produce approximately this range of body
sizes. The empirical value of c1 used above is 48, based on the data in Damuth (1993),
but this value can vary by an order of magnitude between 15 and 145 and still predict the
range of acceptable sizes. In short, the dependence of the estimated size of minimal risk
is not sensitive to the value for c1.
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Figure Legends
Figure 1. Histograms of body size. A) The body size distribution for all continental
mammals (data from Smith et al. 2003). B) The body size distribution for the mammal
species from the GPDD that met the criteria for inclusion in this study. The figure
illustrates that the body size distribution for the species in our study are not exactly
proportional the continental distribution. This explains the seeming overabundance of
fairly large sized species in Figure 2.

Figure 2. Equi-risk contours on a plot of the standard deviation of growth rate vs. log
transformed body size (kg). Each data point is a species average. The lines are constant
values of extinction risk based on equation 3 (see text). The exact location for the peak of
the function, where extinction risk is minimized, is 0.10 kg and occurs where the space
on this size-sigma landscape is greatest.

Figure 3. The ranking of extinction risk. The abscissa represents intervals of increasing
relative extinction risk arranged from 0 to 1. The number of species at each value of
relative risk is the number of species between the equi-risk lines in Figure 1. More
species are concentrated at low extinction ranks. The specific values are ranks of relative
risk, not actual probabilities of extinction. The data points to the right of the non-zero xintercept in Figure 1 are not included because they are outside of the range of the equirisk lines.
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Supplementary Data: Population data for r_sigma calculation

species

genus

family

average
timespan

Np
op

bodymass (g)

mass ref

17.125

2

12.00

2

nN

nr

25

rsigma
stdev

rmean

rsigma

22

0.000

0.525

0.012

rmax
0.973

-0.973

rmin

Zapus_hudsonius

Zapus

*

Vulpes_vulpes

Vulpes

Canidae

4293.529

1

28.46

28

810

774

-0.015

0.548

0.370

1.074

-0.992

Vulpes_fulva

Vulpes

Canidae

4293.529

1

45.70

61

2594

2379

0.009

0.751

0.366

2.180

-1.937

Vulpes_corsac

Vulpes

*

Ursus_maritimus

Ursus

Ursidae

2400.000

2

24.00

1

13

10

-0.072

0.264

0.000

0.251

-0.532

307050.000

1

57.50

6

301

290

0.024

0.562

0.218

1.439

-1.665

Ursus_arctos_horribilis

Ursus

*

139440.843

2

10.00

2

22

20

0.001

0.240

0.069

0.304

-0.492

Ursus_arctos

Ursus

Ursidae

161153.846

1

67.00

5

207

194

0.012

0.929

0.371

2.412

-2.206

Ursus_americanus

Ursus

Ursidae

107736.364

1

33.06

36

1051

966

0.024

0.672

0.504

1.862

-1.572

Urocyon_cinereoargenteus

Urocyon

*

3833.717

2

10.56

27

307

277

0.140

0.440

0.192

0.889

-0.588

Tragelaphus_strepsiceros

Tragelaphus

*

213501.043

2

10.00

2

22

20

-0.002

0.170

0.074

0.282

-0.237

Tragelaphus_scriptus

Tragelaphus

*

43250.387

2

22.00

1

8

1

0.042

0.000

0.000

0.000

0.000

Taxidea_taxus

Taxidea

Mustelidae

Tamiasciurus_hudsonicus

Tamiasciurus

Scuridae

Tamias_townsendii

Tamias

*

Tamias_striatus

Tamias

Scuridae

Tamias_minimus

Tamias

Scuridae

Syncerus_caffer

Syncerus

*

Sus_scrofa

Sus

Stenella_attenuata
Spermophilus_tridecemlinea
tus

Stenella
Spermophilus

Scuridae

118.578

Spermophilus_franklinii

Spermophilus

Scuridae

444.333

Sorex_vagrans

Sorex

*

5.900

Sorex_tundrensis

Sorex

*

7.500

6611.667

1

42.40

30

1215

1041

0.029

0.893

0.372

2.475

-2.170

183.533

1

19.50

2

40

37

-0.035

0.792

0.101

1.301

-1.585

74.776

2

11.00

2

24

22

0.016

0.662

0.413

1.027

-1.045

105.107

1

13.50

4

56

48

0.000

0.935

0.341

1.184

-1.521

43.146

1

20.00

1

21

20

-0.102

1.175

0.000

1.894

-2.803

580002.680

2

24.75

4

57

36

0.143

0.552

0.597

1.308

-0.775

Suidae

86772.727

1

29.75

8

204

182

0.096

0.329

0.094

0.715

-0.595

Delphinidae

68333.333

1

20.00

1

21

20

-0.035

0.029

0.000

0.031

-0.080

1

20.00

1

21

20

-0.091

0.596

0.000

1.384

-0.974

1

20.00

1

21

15

-0.045

0.554

0.000

0.948

-0.953

2

11.00

1

12

6

0.000

1.172

0.000

1.099

-1.386

2

10.00

2

22

20

0.062

1.485

0.514

2.268

-2.322
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Sorex_trowbridgii

Sorex

*

3.800

2

11.00

3

35

11

0.080

0.568

0.222

0.672

-0.536

Sorex_roboratus

Sorex

*

9.124

2

10.00

1

11

10

-0.066

1.302

0.000

2.015

-2.351

Sorex_minutus

Sorex

*

4.500

2

10.00

2

22

20

0.042

1.110

0.079

2.131

-1.742

Sorex_minutissimus

Sorex

*

2.675

2

10.00

2

22

20

-0.103

0.821

0.214

1.429

-1.195

Sorex_isodon

Sorex

*

10.500

2

10.00

2

22

20

-0.029

1.405

0.081

1.599

-2.520

Sorex_daphaenodon

Sorex

*

6.790

2

10.00

1

11

10

-0.117

0.879

0.000

1.058

-1.293

Sorex_cinereus

Sorex

*

4.658

2

12.00

3

38

34

-0.120

1.140

0.566

1.612

-2.097

Sorex_caecutiens

Sorex

*

5.375

2

10.00

2

22

20

-0.137

1.964

0.009

2.053

-3.526

Sorex_araneus

Sorex

*

10.000

2

10.20

5

55

49

-0.016

1.185

0.384

1.552

-2.079

Sciurus_vulgaris

Sciurus

Sciuridae

334.857

1

11.67

3

38

35

0.022

0.760

0.561

1.394

-1.278

Reithrodontomys_megalotis

Reithrodontomys

*

9.375

2

9.50

2

21

17

0.392

1.277

0.198

2.765

-1.242

Redunca_redunca

Redunca

*

44050.415

2

22.00

1

8

1

-0.109

0.000

0.000

0.000

0.000

Rattus_norvegicus

Rattus

Muridae

290.478

1

14.00

1

15

14

-0.043

0.645

0.000

0.875

-1.232

Rangifer_tarandus

Rangifer

Cervidae

86033.333

1

24.60

5

106

93

0.020

0.235

0.093

0.289

-0.459

Puma_concolor

Puma

Felidae

52538.462

1

29.56

9

161

144

0.011

0.639

0.383

1.407

-1.070

Pteronura_brasiliensis

Pteronura

Mustelidae

25000.000

1

17.00

2

36

34

-0.071

0.624

0.422

1.104

-1.959

Procyon_Lotor

Procyon

*

5524.971

2

107.67

3

320

311

0.012

0.561

0.161

1.621

-2.264

Procapra_gutturosa

Procapra

Bovidae

27750.000

2

61.00

1

60

54

-0.009

0.503

0.000

1.320

-1.386

Phoca_vitulina

Phoca

Phocidae

106677.778

1

18.00

5

95

90

-0.026

0.167

0.123

0.287

-0.392

129500.000

1

48.00

1

48

46

0.008

0.596

0.000

2.007

-1.305

71000.270

2

22.00

1

8

1

0.174

0.000

0.000

0.000

0.000

Phoca_groenlandica

Phoca

Phocidae

Phacochoerus_aethiopicus

Phacochoerus

*

Peromyscus_maniculatus

Peromyscus

Muridae

19.641

1

11.70

10

126

103

0.019

1.128

0.365

1.673

-1.804

Peromyscus_eremicus

Peromyscus

*

23.650

2

9.50

2

21

19

0.270

1.058

0.338

2.036

-0.996

Perognathus_flavus

Perognathus

*

7.733

2

9.50

2

21

13

-0.161

1.451

0.067

1.386

-2.607

Papio_hamadryas

Papio

*

21250.052

2

22.00

1

8

1

-0.004

0.000

0.000

0.000

0.000

Panthera_leo

Panthera

Felidae

163352.941

1

24.00

1

20

18

0.019

0.091

0.000

0.266

-0.098

Pan_troglodytes

Pan

*

44999.740

2

9.00

1

10

9

-0.006

0.166

0.000

0.218

-0.268

Ovis_canadensis

Ovis

Bovidae

81940.000

1

37.00

1

27

21

-0.011

0.425

0.000

0.947

-1.317
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Ovibos_moschatus

Ovibos

Bovidae

Oryctolagus_cuniculus

Oryctolagus

Leporidae

196000.000

1

41.50

2

37

24

0.054

0.297

0.319

0.399

-0.176

1523.077

1

31.83

18

577

545

0.000

0.425

0.270

0.814

-1.241

Onychomys_torridus

Onychomys

*

24.967

2

9.50

2

21

19

-0.002

0.608

0.068

0.975

-0.936

Onychomys_leucogaster

Onychomys

*

27.925

2

9.50

2

21

19

0.109

0.668

0.225

1.171

-0.873

Ondatra_zibethicus

Ondatra

Muridae

1026.381

1

39.82

28

1125

1067

0.014

0.591

0.303

1.481

-1.277

Neotoma_albigula

Neotoma

*

206.025

2

9.50

2

21

19

0.107

0.763

0.424

1.221

-1.273

Neomys_fodiens

Neomys

*

14.300

2

10.00

2

22

20

0.030

2.410

0.368

3.640

-3.626

Napaeozapus_insignis

Napaeozapus

*

22.300

2

10.00

1

10

6

0.000

1.121

0.000

1.749

-1.749

Mustela_vison

Mustela

Mustelidae

1032.846

1

47.06

67

2967

2772

-0.002

0.550

0.297

1.523

-1.513

Mustela_rixosa

Mustela

*

0.000

1

12.00

1

13

6

-0.146

1.830

0.000

2.197

-3.296

Mustela_putorius

Mustela

Mustelidae

899.500

1

24.00

1

25

24

-0.011

0.504

0.000

0.880

-1.409

Mustela_nivalis_nivalis

Mustela

Mustelidae

83.400

1

17.00

2

36

34

-0.020

0.688

0.081

1.402

-1.064

Mustela_eversmanni

Mustela

Mustelidae

1350.000

2

25.00

1

26

25

0.001

0.280

0.000

0.594

-0.405

Mustela_ervalis

Mustela

Mustelidae

2

27.00

1

28

27

-0.030

1.104

0.000

1.627

-2.614

Mustela_erminea

Mustela

Mustelidae

167.438

1

19.07

15

293

263

-0.041

0.848

0.577

1.395

-1.277

Mirounga_leonina
Microtus_rossiaemeridionali
s

Mirounga

*

1600000.000

2

14.00

1

15

12

-0.005

0.820

0.000

1.281

-1.117

Microtus

*

37.100

2

10.00

1

11

10

-0.166

1.804

0.000

3.384

-2.303

Microtus_pennsylvanicus

Microtus

*

36.750

2

12.00

3

38

34

-0.039

0.622

0.307

0.999

-1.230

Microtus_oregoni

Microtus

*

20.350

2

10.67

3

35

19

-0.101

1.152

0.335

1.381

-1.477

Microtus_oeconomus

Microtus

Muridae

32.443

1

16.50

2

35

20

-0.040

1.986

0.525

3.165

-2.262

Microtus_montanus

Microtus

Muridae

33.375

1

17.00

1

18

17

0.179

1.499

0.000

2.351

-2.565

Microtus_gregalis

Microtus

*

47.500

2

11.00

1

11

9

-0.306

2.473

0.000

4.547

-3.350

Microtus_californicus

Microtus

Muridae

56.017

1

18.00

2

38

36

0.012

1.272

0.082

2.398

-2.977

Microtus_arvalis

Microtus

Muridae

35.683

1

14.50

2

31

29

-0.043

0.585

0.316

1.103

-0.987

Microtus_agrestis

Microtus

Muridae

27.550

1

18.20

5

96

57

-0.003

1.457

0.439

2.126

-2.070

Mephitis_mephitis

Mephitis

Mustelidae

1988.750

1

46.00

2

93

90

0.063

0.541

0.127

1.531

-1.319

Meles_meles

Meles

Mustelidae

9257.500

1

24.00

1

25

24

0.050

0.518

0.000

1.162

-1.222

Martes_zibellina

Martes

*

1130.000

2

22.00

1

17

12

-0.050

1.441

0.000

2.741

-2.485
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Martes_pennanti

Martes

Mustelidae

2650.000

1

61.67

18

1110

1034

0.023

0.684

0.366

1.992

-2.142

Martes_martes

Martes

*

1300.000

2

12.00

4

48

41

0.037

0.996

0.285

1.749

-1.513

Martes_foina

Martes

Mustelidae

1000.000

1

24.00

1

25

24

0.252

0.877

0.000

2.820

-2.084

Martes_americana

Martes

Mustelidae

935.500

1

55.09

23

1231

948

0.033

1.039

0.578

2.365

-2.592

Marmota_sibirica

Marmota

Sciuridae

8000.000

1

33.00

1

34

33

-0.033

0.243

0.000

0.416

-0.593

Marmota_flaviventris

Marmota

*

3349.963

2

9.75

4

43

37

-0.045

0.498

0.237

0.477

-0.912

Macaca_sylvanus

Macaca

Cercopithadae

11200.000

1

40.00

2

80

76

0.013

0.086

0.030

0.278

-0.241

Macaca_fuscata

Macaca

*

10400.000

2

11.83

6

67

53

-0.019

0.174

0.051

0.237

-0.318

Lynx_rufus

Lynx

Felidae

8235.833

1

37.45

44

1531

1350

0.033

0.778

0.299

1.870

-1.812

Lynx_lynx

Lynx

Felidae

17800.000

1

26.91

22

568

507

-0.019

0.568

0.393

1.128

-1.134

Lynx_canadensis

Lynx

Felidae

9765.000

1

71.00

34

2215

2108

0.012

0.732

0.279

1.814

-1.760

Lycaon_pictus

Lycaon

Canidae

22050.000

1

22.00

1

20

16

-0.043

0.331

0.000

0.544

-0.676

Lutra_lutra

Lutra

*

10999.932

2

13.00

1

13

11

-0.269

0.697

0.000

0.799

-1.386

Lutra_canadensis

Lutra

Mustelidae

7963.333

1

142.00

2

286

284

0.005

0.426

0.040

1.961

-1.837

Loxodonta_africana

Loxodonta

*

3940034.276

2

22.00

1

8

1

0.011

0.000

0.000

0.160

0.160

Lontra_longicaudis

Lontra

Mustelidae

8822.000

1

38.50

2

79

77

0.016

0.279

0.190

0.477

-0.546

Lepus_tolai

Lepus

Leporidae

1589.000

2

25.00

1

26

25

-0.046

0.351

0.000

0.500

-1.214

Lepus_timidus

Lepus

Leporidae

3098.333

1

22.00

19

437

418

0.002

0.576

0.221

1.061

-1.251

Lepus_europaeus

Lepus

Leporidae

3884.444

1

42.00

8

344

336

-0.028

0.365

0.207

0.723

-0.898

Lepus_americanus

Lepus

Leporidae

1632.857

1

30.75

16

479

449

-0.003

0.716

0.341

1.530

-1.637

Lemmus_trimucronatus

Lemmus

Muridae

230.400

1

20.00

1

21

20

-0.090

2.417

0.000

2.565

-4.248

Lemmus_sibiricus

Lemmus

*

52.266

2

11.00

1

11

9

0.092

3.699

0.000

5.160

-7.711

Lemmus_lemmus

Lemmus

*

47.500

2

23.00

1

24

1

-0.006

0.000

0.000

1.792

1.792

Kobus_ellipsiprymnus

Kobus

*

210000.341

2

22.00

1

8

1

-0.010

0.000

0.000

0.000

0.000

Hydrochaeris_hydrochaeris

Hydrochaeris

*

62449.649

2

9.00

1

10

9

-0.038

0.735

0.000

1.325

-1.175

Hippopotamus_amphibius

Hippopotamus

*

1417489.988

2

22.00

1

8

1

0.000

0.000

0.000

-0.247

-0.247

Halichoerus_grypus

Halichoerus

Phocidae

194000.000

1

19.00

3

47

41

0.083

0.458

0.271

1.220

-0.680

Gulo_gulo

Gulo

Mustelidae

10086.667

1

95.75

4

355

346

0.009

0.588

0.222

2.218

-1.813
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Glaucomys_sabrinus

Glaucomys

*

166.001

2

19.00

1

19

12

0.064

1.393

0.000

2.091

-2.091

Giraffa_camelopardalis

Giraffa

*

899994.800

2

22.00

1

8

1

0.008

0.000

0.000

0.000

0.000

Erinaceus_europaeus

Erinaceus

Erinaceidae

Equus_burchelli

Equus

*

766.733

1

17.00

2

36

34

-0.020

0.408

0.062

0.964

-0.758

164998.501

2

22.00

1

8

1

-0.005

0.000

0.000

0.006

0.006

Enhydra_lutris

Enhydra

Mustelidae

27050.000

1

20.00

1

21

20

-0.023

0.106

0.000

0.168

-0.258

Dipodomys_spectabilis

Dipodomys

*

135.875

2

9.50

2

21

19

-0.117

0.733

0.133

0.867

-1.844

Dipodomys_ordii

Dipodomys

*

60.400

2

9.50

2

21

19

0.234

0.448

0.069

0.916

-0.490

Dipodomys_merriami

Dipodomys

*

42.000

2

9.50

2

21

19

0.031

0.373

0.113

0.526

-0.682

Didelphis_virginiana

Didelphis

Didelphidae

2213.846

1

42.00

1

40

37

0.066

0.595

0.000

1.854

-1.157

Diceros_bicornis

Diceros

*

Dama_dama

Dama

Cervidae

1180510.896

2

22.00

1

8

1

-0.018

0.000

0.000

-0.560

-0.560

52475.000

1

32.00

2

51

43

-0.010

0.266

0.248

0.630

-0.145

Cryptotis_parva

Cryptotis

*

4.983

Connochaetes_taurinus
Clethrionomys_rufocanus_b
edfordiae

Connochaetes

Bovidae

184000.000

2

10.00

1

10

8

-0.230

0.683

0.000

0.661

-1.386

1

26.00

4

72

56

0.005

0.136

0.121

0.259

-0.267

Clethrionomys

Muridae

37.000

1

20.67

12

260

208

-0.013

1.555

0.495

2.496

-2.837

Clethrionomys_glareolus

Clethrionomys

Muridae

Clethrionomys_gapperi

Clethrionomys

*

29.740

1

20.75

16

346

310

0.016

1.419

0.474

2.805

-2.884

18.983

2

11.50

4

49

42

-0.025

1.500

0.240

2.250

-2.707

Chaetodipus_penicillatus

Chaetodipus

*

Cervus_nippon

Cervus

Cervidae

14.967

2

9.50

2

21

16

-0.055

0.875

0.630

1.609

-1.031

23250.000

1

25.00

1

26

25

0.043

0.253

0.000

0.652

-0.567

Cervus_elaphus_canadensis

Cervus

Cervidae

Cervus_elaphus

Cervus

Cervidae

226000.000

1

90.00

1

78

72

-0.023

0.747

0.000

2.345

-2.869

154157.143

1

52.67

6

197

176

0.066

0.297

0.214

0.917

-0.512

Castor_canadensis

Castor

Castoridae

24347.857

Capreolus_capreolus

Capreolus

Cervidae

20558.333

1

44.81

63

2697

2449

0.040

0.755

0.381

2.309

-2.017

1

43.20

5

183

168

0.016

0.316

0.131

0.874

-0.872

Canis_lupus

Canis

Canidae

31627.273

Canis_latrans

Canis

Canidae

13109.091

1

56.64

11

559

509

-0.014

0.692

0.308

1.964

-1.919

1

37.25

40

1334

1234

0.094

0.730

0.337

1.880

-1.594

Callorhinus_ursinus

Callorhinus

Otariidae

95600.000

Blarina_brevicauda

Blarina

*

28.000

1

29.50

2

61

59

-0.007

1.338

1.318

3.760

-2.672

2

10.00

1

10

5

0.000

1.553

0.000

1.792

-1.099

Bison_bonasus

Bison

Bovidae

Arvicola_terrestris

Arvicola

Muridae

400000.000

1

69.67

3

186

154

0.071

0.208

0.049

0.639

-0.695

180.200

1

34.07

15

526

501

-0.013

0.553

0.564

1.349

-1.241
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Arctocephalus_pusillus

Arctocephalus

Otariidae

Apodemus_sylvaticus

Apodemus

Muridae

130960.000

1

79.00

1

80

75

0.037

0.460

0.000

2.079

-1.504

22.642

1

21.33

3

64

58

0.057

1.262

0.544

2.060

-2.276

Apodemus_flavicollis

Apodemus

Muridae

24.875

1

14.00

1

15

14

-0.057

0.699

0.000

1.103

-1.258

Alopex_lagopus

Alopex

Canidae

3175.000

1

48.19

31

1517

1288

-0.019

1.261

0.641

2.647

-2.583

Alces_alces

Alces

Cervidae

346375.000

1

65.20

5

214

181

0.059

0.307

0.116

0.823

-0.690

Aepyceros_melampus

Aepyceros

*

52500.084

2

22.00

1

8

1

0.042

0.000

0.000

0.084

0.084

1 = Hajagos 2005
2 = Smith et al. 2004
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CHAPTER 6: CONCLUSION

The preceding chapters present case studies that each attempt to apply a body of
ecological theory to general problems relevant for understanding large-scale humanenvironment interactions. Numerous problems in large-scale human ecology can be
addressed by moving between these areas of theory: optimal foraging theory, life history
theory, and population dynamics (population viability analysis is specifically used here).
Examples of some attributes of humans relevant to their ecology and evolution that
especially need explanation include their capacity for geographic expansion and
population growth and the environmental impacts that result from human colonization.
Understanding the ultimate causes of these features can aid in explaining the nature of
human environmental impact through time and may be especially useful for explaining
contemporary trends in human behavior relevant to conservation and sustainability. The
long term potential of using the tools developed in Chapters Two – Five for
understanding the evolutionary causes and ecological consequences of population growth
and expansion are discussed below, after presenting the findings, limitations, and future
directions for each of the three case studies.

The Prey as Patch Model (Chapters Two and Three)
The two chapters covering the prey as patch model confirmed that human
butchery patterns do indeed generally meet the predictions of the marginal value theorem
and that we can recognize these tradeoffs archaeologically. While measures of butchery
intensity better than the processing index explored in Chapter Three are desirable, any
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such measure would also require much more attribute-based data than are typically
reported (e.g., Nagaoka 2005). Until large datasets of exceptionally well-recorded faunal
assemblages become available, the processing index used here can obtain meaningful
results while placing minimal demands on the data (Smith, et al. 2008). The indices and
basic approach seem especially useful for datasets such as that gathered in the Wyoming
Basin (Chapter Three) and could likely be similarly applied in other regions, especially
those dominated by forager adaptations spanning several millennia.
The archaeological motivation of this study was to formulate a general model to
predict the relationship between prey availability and processing intensity in
archaeofaunas. Further, understanding this relationship can be useful for a variety of
questions regarding larger-scale trends in human behavior and adaptation. Declining
return rates and resource fluctuation are related to a general process. Novel solutions to
the problems of decreasing returns represent key innovations that alter the relationship
between humans and ecosystems. While this process is typically discussed in the context
of agriculture, intensification occurs in hunter-gatherer societies as well, as novel
techniques are developed for acquiring or processing prey more efficiently (Stiner 2001;
Stiner, et al. 1999). Decreased return rates are pressures that fuel innovation. For
example, bone boiling, the making and storing of pemmican, the broad spectrum
revolution, and the bow and arrow all represent technological and/or behavioral
innovations that increase the energy a forager can extract per unit area and/or per unit
resource acquired. As humans repeatedly solve the problem of declining foraging returns
with such innovations, their populations become more stable, more dense, and impact a
wider array of other species. Such trends are essential features of human population
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dynamics during the Late Pleistocene and Holocene. The Prey as Patch Model can be
used to provide lines of evidence about this process at it plays out regionally and at
different paces in different settings.

Lifetime Reproductive Effort in Humans (Chapter Four)
Humans seem so unique in terms of their basic ecology that it seems intuitively natural
that they would have a unique life history. And in one sense they do, with very long
lifespans and birthrates that are high for a primate (in natural fertility populations).
However, in the aggregate, the separately unique features offset each other to yield a
product, the dimensionless number provided by lifetime reproductive effort (LRE), that is
typical for a mammal. This is an exciting finding because it shows that while humans
have clearly been successful in lifting many of the ecological barriers that act on other
organisms, some greater symmetry rule (Charnov 1993, 2002) still applies that grounds
the many aspects of human novelty to the same set of constraints that act on other
organisms.
The archaeological motivation for this study was twofold. The first was to
develop the ability to use life history models as a tool to apply to a wide range of
problems. The second, and more specific, motivation was to understand the life history
aspects of the explanation for why humans are such prolific colonizers of novel
environments. Humans have the widest geographic range of any terrestrial mammal in
addition to many other obvious traits indicating successful and stable populations. We
need an energetically-rooted ecological explanation for this expansive ability. Toward
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this aim, LRE is an ideal metric for cross-species comparison because it encapsulates the
fundamental aspects of the life history and is a key component of fitness:
…we note that life-history workers usually consider the age-specific
schedule of reproductive allocation to be the object of interest (e.g.,
Kozlowski 1992; Stearns 1992; Charlesworth 1994). Our interest is in a
more macro view in which we aggregate the life history by looking at the
“average reproductive allocation” and the “average life span” (Charnov
1997, 2002); LRE is an aggregate number that combines reproductive
allocation, adult size, and adult life span to yield a single dimensionless
characterization. We consider this approach complementary to the more
traditional fine-scale view of life histories. The LRE is a key component
of fitness and it encompasses the central core of 40 years of life-history
thought—reproductive allocation, size at maturity, and adult life span.
This places it central to the study of life histories; we suggest people
estimate it and theorists predict it from trade-off and production
assumptions beyond ours. - Charnov et al. (2007:135)
It should be noted that to say humans do not have unique life histories refers specifically
to the life history information captured by this particular metric, LRE. In general, the
more energy that goes into reproduction, the less is available for defense, foraging
efforts, predator avoidance, storage, etc. In this sense, the unique aspect of the human life
history becomes their ability to yield such high foraging returns, which are redistributed
such that allocation in all of these areas can be increased simultaneously. Thus, a primate
with a slow life history can be an invasive species if it has a specific and unique set of
complimentary attributes. Among these, the most prominent are likely to be the
productivity of adult males (Kaplan, et al. 2000) and post-reproductive females (Hawkes,
et al. 2000), the propensity for food sharing (Gurven 2004), and the hierarchical structure
of hunter-gatherer societies (Hamilton, et al. 2007). Another valuable insight from this
study is dividing the energy budget into body-size-constrained and non-body-sizeconstrained portions, which illuminates the unique allocation options made possible by
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the human social network. The study of human LRE not only failed to falsify the null
hypothesis that humans are like other mammals but it also failed to falsify the hypothesis
that the adaptations making humans such excellent colonizers of novel environments
would be captured by this aggregate life history measure. Future studies will more
carefully analyze non-human primate LRE as well as that of industrial societies who have
LRE values that are low using the conventional approach, but a different production
function is needed to capture the extra-metabolic effects of fossil fuel driven economies.

Extinction and Body Size in Terrestrial Mammals (Chapter Five)
The study of body size as a fundamental attribute of a species is common in ecology but
is relatively uncommon in archaeology. However, given that size can usually be
estimated from faunal data and that many variables of archaeological interest vary with
the average size of the species, such approaches have great potential for use in
zooarchaeology. Chapter Five makes use of two well-known allometric relationships
(generation length and population density) and finds that the relative risk of extinction
seems to be a peaked function of mass with the largest and smallest species at greater risk
of extinction because they have either too much variation in growth rate (small mass) or
too few individuals to buffer against reductions in population size (large mass). Or, using
the language of the gambler’s ruin problem, there is generally an advantage to having
more chips on the table for gambling (high population density) but this advantage can be
offset by gambling too frequently (short generation length) and by letting the size of the
bet vary too greatly (high variation in growth rate). This finding has particular relevance
to some longstanding debates in macroecology regarding the factors affecting
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distributions of mammal size. Chapter Five focuses on these in particular as the model
provides a potential mechanistic explanation for why the most common size of a mammal
is around 100g (Brown 1995).
The chapter raises some issues that deserve more exploration. For instance, the
model predicts the surface of an “extinction landscape” (Figure 5.2). While the majority
of species in the sample meet the prediction of clustering toward low values of relative
risk there are also some species that seem beyond the bounds of the isoclines to the right,
or off the surface of this landscape. What should we make of this? The intersection of the
equi-risk lines with the abscissa should not be taken as a prediction of maximum size.
However, an interesting possible explanation for these species that are off the extinction
landscape toward larger masses is that they are evidence for a second body size optimum.
At least two lines of evidence suggest that two optima exist. Alroy (1998), in a study of
Cope’s Rule in mammals, fits a quadratic equation to a plot of mammal masses through
evolutionary time beginning with the first appearance of mammals. In this fit, there
appear to be two points where masses congregate and these loosely agree with the two
modes of the continental distributions of all mammals in terminal Pleistocene North
America as well as in modern day Africa (Smith, et al. 2003). If there are indeed two
attracting points in the underlying stability criteria that influence the shape of the
mammal size distribution, then our model may apply only to the smaller mode, implying
that another process affects the dynamics of the larger or that a new set of allometries
could be used to derive a separate function for the second optimum.
Another possibility is, unfortunately for the model, that the approach of seeking
body size optima is itself flawed and the most frequent size is not an optimum but
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determined by some other process. For instance, the body size distribution may be
determined by a simple diffusion process whereby species have simply radiated outward
from the size of the first mammal (Stanley 1973). Such a model would require only some
sort of reflecting boundary at the smallest size, although more elaborate and parameter
intensive diffusion models have been developed that make the same basic argument
(Clauset and Erwin 2008).
While the extinction model developed in Chapter Five is internally consistent, the
notion of an optimal body size across species is somewhat difficult to rectify with a life
history perspective (Kozlowski and Gawelczyk 2002). For instance, the majority of any
stable population is juveniles. Hence, the bulk of the standing biomass subject to
whatever process governs the body size distribution is not the average adult size used to
generate the pattern but rather some smaller size. On the other hand, size at maturity is an
essential life history variable and we could envision the distribution of masses as the
distribution of stable strategies for reaching that size. However, most life history models
are not concerned with predicting the distribution of all masses. Each species has its own
separate optimum and the question is why any general trend should exist in the
distribution of these separate optima across species and especially why they should
generate the right-skewed distribution we observe. In spite of the attention this issue
receives from macroecologists, one thing is clear: the topic has many unresolved issues
and will receive more theoretical and empirical work in the future.
The archaeological motivation for this study was to understand the factors
contributing to extinction in mammals to help resolve some of the archaeological
disputes on the role of humans in extinction. The debates over the causes of extinction in
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mammals typically attempt to distinguish climate from hunting pressure as competing
hypotheses. The approach here is to further the development of general theory for how
prey might respond demographically to changes in mortality. While the study in Chapter
Five does not resolve the issue, it helps understand the general features of extinction risk
for assessing the a priori susceptibility of species to changes in either environmental
quality or predation-induced mortality rates. Most studies simply do not include
mechanistic frameworks of mammal life history and ecology in their studies of
Pleistocene extinctions and, rather, focus on correlations of either a climatic event or the
presence of humans and the disappearance of some collection of species. While exploring
such correlations is of course necessary it is also ill-conceived as a way to actually
explain the mechanisms driving the pattern. Moreover, major periods of climate change
often correlate with periods of human range expansion (i.e., the last glacial amelioration
and the peopling of the New World), making the associations difficult to disentangle.
The combination of insights from studies like the one in Chapter Five and life history
theory may prove to be exceptionally valuable for studying the human role in mammal
(and bird) extinctions.
The major insight of this model with relevance to the end-Pleistocene Megafauna
extinctions is that species of larger size are clearly disadvantaged in terms of relative risk.
This is part of the explanation for why it can be difficult to separate ecological from
human causes. However, one aspect of the pattern is striking: with each first appearance
of humans on a landmass, the largest sized species go extinct (Lyons, et al. 2004;
Surovell 2007). If climate simply makes the most extinction-prone species go extinct then
we should see the largest and the smallest species disappearing at the end of the
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Pleistocene (given the model’s predictions). While preservation bias influences the
ability to identify the remains of the smallest species, climate-based models do not
provide a clear mechanism for the observed body-size bias to the pattern. There is a clear
mechanism for how predation could selectively disadvantage the largest species: humans
are more likely to target them and the largest prey are tuned to low levels of adult
mortality. In this regard, it seems that arguments relating the disappearance of megafauna
to human actions have an advantage over the competing models.

Synthesis and Final Thoughts
In the introduction it was suggested that the three bodies of theory explored in this
dissertation had some long term utility in the fields of ecological anthropology and
archaeology. In this final section we briefly consider how the three might be
implemented to offer new explanatory understanding in the issues of the growth and
spread of human populations during the Holocene. The growth and spread of humans and
their impact on ecosystems can be understood as the same general problem because the
adaptations making humans successful colonizers also influence the strength of their
effects on ecosystems. Life history theory explains the relationships between the body
size and mortality rates of the prey species (and the human predators) and models can be
developed to predict how mammals might adjust their life history, perhaps by changing
size, given altered patterns of mortality (Charnov 1991). With the prey as patch model we
see quantifiable and archaeologically recognizable evidence for the declining abundance
of large bodied herbivores. This suggests the simple prediction that if human hunting is
responsible for the disappearance of a species, and sufficient data are available, then we
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should see evidence for increased butchery intensity of the now extinct species shortly
before it leaves the record. This basic finding is evident in Nagaoka’s (2002; 2005)
studies of avi-fauna but might be difficult to apply to cases where the disappearance
seems especially rapid and sites with preserved bones especially rare. With PVA we can
predict the probabilities of extinction of these mammals given certain demographic
scenarios as well as explain certain features of the extant distribution of body masses. A
further application of PVA worth exploring is using the modeling approach to understand
how different specific derived human adaptations alter their predicted mean times to
extinction, a measure of population stability. Yet, as a general process, ecological
constraints on foraging, life history tradeoffs, and the stability and viability of
populations are all crucial to understanding both the ability of humans to colonize
ecosystems and their role in the extinction of other organisms.
All organisms influence the dynamics of the ecosystems they inhabit, but humans
tend to have especially pronounced impacts (Barnosky 2008; Redman 1999). Certainly,
the capacity to impact ecosystems so dramatically must derive from a suite of uniquely
human attributes that, while resulting from the trends evident in mammal evolution, have
the cumulative effect of separating humans from other animals in particular ways.
Strangely enough, humans have many biological traits that would make them seem
especially prone to extinction, yet their obvious spread across all major continents of the
globe implies that human populations are demographically resilient. Studies of extinction
in mammals have consistently found that the following four traits greatly increase the
risk of extinction: 1) low population density; 2) slow life history; 3) large body size; and
4) small geographic range. Humans, as hunter-gatherers, exhibit all of the first three of
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these and yet achieved what is probably the largest geographic range of any terrestrial
mammal.
With PVA this seemingly contradictory trend can be quantified, leading to a more
precise theoretical understanding for how humans managed to reverse some of these
basic ecological trends. Humans, given the assumptions of a theory that is reasonably
successful in conservation biology, are predicted to be especially extinction-prone for a
mammal (of our size) and future studies combining these areas of theory will attempt to
rectify this problem. Explaining the obvious evolutionary success of humans should be a
focus of ecological anthropology because the suite of adaptations that made humans such
improbably proficient colonizers are linked to a variety of further implications essential
for understanding the basic ecology of humans an their environmental impact. The ability
of humans to colonize novel environments is related to their foraging behaviors and
group structure. Although social structure is not specifically addressed in this dissertation
it is clearly linked to both the foraging and life history patterns of humans (as suggested
in Chapter Four). These adaptations also affect the dynamics of other species and hence it
is useful to have a body of theory that can be readily applied to both humans and their
prey.
In the future, connections between these three areas need to be used together.
PVA models can be altered to accommodate different hypotheses about the role of human
life history and foraging adaptations in influencing extinction and stability dynamics in
humans. Recent work has also shown that many of the same tradeoffs characterizing
mammals (including human foragers) also characterize the seemingly bizarre
demographic pattern of low fertility among industrialized nations (Moses and Brown
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2003). Theory that links the energetic aspects of human ecology across the range of
human adaptations from foraging to industrialized nations would greatly improve our
ability to understand and explain the patterns of utmost importance to environmental
anthropology. The tools explored in this dissertation have the potential to make
significant contributions toward such aims.
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