



3.1 Jenis Data Penelitian  
 Jenis penelitian yang digunakan adalah penelitian kuantitaif. Menurut 
Sugiono (2012:13) menyatakan bahwa metode penelitian kuantitatif dapat 
diartikan sebagai metode penelitian yang berlandasan pada filsafat positifme, 
digunakan untuk meneliti pada populasi tertentu. Dalam penelitian ini data dapat 
diolah dengan metode regresi berganda. Metode regresi dapat digunakan untuk 
memperlihatkan bagaimana variabel independen mempengaruhi variabel 
dependen. 
3.2 Populasi dan Sampel Penelitian 
3.2.1 Populasi Penelitian  
 Menurut Sugiono (2011:08) populasi adalah “Wilayah generalisasi yang 
terdiri atas objek atau subjek yang mempunyai kualitas dan karakteristik tertentu 
yang diterapkan oleh peneliti untuk dipelajari dan kemudian ditarik kesimpulan”. 
Populasi yang dipakai dalam penelitian ini adalah perusahaan manufaktur yang 
terdaftar di Bursa Efek Indonesia pada tahun 2012-2016 yang diambil dari situs 
resmi BEI dan situs resmi masing-masing perusahaan. 
3.2.2 Sampel Penelitian  
 Menurut Sugino (2011:162) sampel adalah “bagian dari jumlah dan 




yang digunakan dalam penelitian ini adalah teknik purposive sampling. Menurut 
Sugiono (2011:85) purposive sampling adalah “Teknik penentuan sampel dengan 
pertimbangan tertentu yang sesuai dengan tujuan penelitian serta agar diperoleh 
sampel yang representatif sesuai dengan kriteria-kriteria yang ditentukan.  
 Adapun kriteria-kriteria pengambilan sampel dari data yang digunakan 
sebagai berikut: 
1. Perusahaan yang Continue Listing di BEI tahun 2012-2016 
2. Perusahaan sampel mempunyai data yang lebih lengkap sesuai dengan 
yang dibutuhkan untuk penelitian ini, yaitu perusahaan mengungkapkan 
data mengenai jumlah kompensasi dewan komisaris serta dewan direksi, 
persentase komsaris independen, komite audit, kompensasi manajemen 
dan kepemilikan manajerial. 
3. Perusahaa sampel melakukan pembukuan dengan menggunakan uang 
mata rupiah. 




NO Keterangan  
1. 




Perusahaan manufaktur yang tidak mengungkapkan data 






Perusahaan manufaktur yang tidak melakukan pembukuan 
dengan menggunakan mata uang rupiah 
11 
   4. 
perusahaan manufaktur yang memiliki sampel laba setelah 
pajak bernilai negatif untuk tahun 2012-2016 
29 
 
Jumlah sample 15 
(Sumber : Data Olahan 2018) 
          Tabel III.2 
      Ssampel Perusahaan 
No Nama Perusahaan Kode 
1.  PT. Alkindo Naratama Tbk ALDO 
2.  PT. Duta Pertiwi Nusantara Tbk DPNS 
3.  PT. Gudang Garam Tbk GGRM 
4.  PT. Intan Wijaya Internasional Tbk INCI 
5.  PT. Indofood Sukses Makmur Tbk INDF 
6.  PT. Indospring Tbk INDS 
7.  PT. Steel Pipe Industry of Indonesia Tbk ISSP 
8.  PT. Kedawung Setia Industrial Tbk KDSI 
9.  PT. Lionmesh Prima Tbk LMSH 
10.  PT. Nippres Tbk NIPS 
11.  PT. Sekar Laut Tbk SKLT 
12.  PT. Indo Acitama Tbk SRSN 




 (Sumber : www.idx.co.id) 
3.3 Jenis dan Sumber Data 
 Data yang akan dianalisis dalam penelitian ini adalah data sekunder yang 
bersifat kuantitatif, yang diperoleh dari populasi laporan keuangan oleh Bursa 
Efek Indonesia (BEI). Menurut sugiono (2008:402), data sekunder adalah sumber 
data yang tidak langsung memberikan data kepada pengumpul data. 
 Data diperoleh dari laman resmi Bursa Efek Indonesia (BEI) 
www.idx.co.id sumber data yang digunakan pada penelitian ini adalah data 
laporan keuangan tahunan perusahaan manufaktur yang terdaftar di Bursa Efek 
Indonesia (BEI) dari tahun 2012-2016. 
3.4 Metode Pengumpulan Data 
Metode pengumpulan data dalam penelitian ini adalah studi dokumentasi, 
yaitu mengumpulkan dan mempelajari dokumen-dokumen dan data yang 
diperlukan. Data yang dimaksud adalah data sekunder berupa laporan keuangan 




14.  PT. Ultrajaya Milk Industry and Trading Company 
Tbk 
ULTJ 




3.5 Devenisi Operasional Variabel dan Pengukurannya 
3.5.1 Variabel Dependen 
 Variabel dependen adalah variabel yang dipengaruhi oleh variabel 
independen. Dalam penelitian ini variabel dependen, yaitu manajemen pajak. 
3.5.1.1 Manajemen Pajak 
 Manajemen pajak merupakan untuk membayar jumlah yang lebih sedikit 
atas pajak dalam jangka waktu panjang. Manajemen pajak diukur dengan GAAP 
ETR dan Cash ETR. ETR adalah alat yang paling sering digunakan untuk 
mengukur seberapa besar perusahaan bisa melakukan tax avoidance yang 
merupakan bagian dari manajemen pajak. GAAP ETR adalah effective tax rate 
berdasarkan standar laporan akuntansi keuangan yang berlaku. GAAP ETR 
dihitung dengan rumus yang dipergunakan oleh Dyreng et al (2007) dalam 
Meilinda (2013), sedangkan Cash ETR dihitung dengan rumus yang dipergunakan 
oleh Derashid dan Zhang (2003) dalam Meilinda (2013). Model ini menggunakan 
total beban pajak satu tahun sebagai pembilang dan pendapatan sebelum pajak 
satu tahun sebagai penyebut untuk mengestimasi nilai GAAP ETR. 
 Berikut adalah model untuk mengestimasi GAAP ETR, perhitungan dapat 
dijabarkan sebagai berikut: Dryeng et al (2007) dalam Meilinda (2013). 
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a. GAAP ETR adalah efektif tax rate berdasarkan pajak penghasilan badan 
yang dibayarkan. 
b. Tax Expense      adalah Beban Pajak untuk perusahaan i pada tahun t 
berdasarkan laporan keuangan perusahaan. 
c. Pretax Income      adalah pendapatan sebelum pajak penghasilan untuk 
perusahaani pada tahun t berdasarkan laporan keuangan perusahaan. 
3.5.2 Variabel Independen 
 Variabel independen adalah variabel yang mempengaruhi variabel 
dependen, baik positif atau negatif. Variabel independen dalam penelitian ini 
adalah: 
3.5.2.1  Persentase Komisaris Independen 
 Komisaris independen adalah anggota dewan komisaris yang bukan 
merupakan pegawai atau orang yang berurusan langsung dengan organisasi 
tersebut, dan tidak mewakili pemegang saham. Dalam penelitian ini persentasi 
komisaris independen disimbolkan dengan INDEP. Skala yang digunakan untuk 
mengukur komposisi dewan komisaris independen yaitu dengan skala rasio, yaitu 
jumlah anggota dewan komisaris independen dengan jumlah total anggota dewan 
komisaris. Pengukuran ini sesuai dengan pengukuran dalam penelitian yang 
dilakukan oleh Khan (2010) dalam Bunga  (2017) 
      
                          
                    





3.5.2.2 Komite Audit (Board Commitee) 
 Kehadiran Komite Audit diharapkan dapat memberikan pandangan 
terhadap masalah-masalah yang berhubungan dengan kebijakan keuangan, 
akuntansi dan pengendalian intern (Mayang sari; 2003) dalam Limbong (2015). 
Dalam penelitian ini digunakan jumlah komite audit dalam suatu perusahaan 
sebagai alat ukur dan dilambangkan dengan KOM_AUDIT. Pengukuran ini sesuai 
dengan pengukuran dalam penilitian yang dilakukan oleh Limbong (2015). 
KOM_AUDIT = ∑ Seluruh anggota komite audit yang bergabung 
3.5.2.3 Kompensasi Manajemen 
 Kompensasi manajemen merupakan biaya sebagai kompensasi terhadap 
manajemen agar manajemen dapat lebih transparan dan meningkatkan kinerja 
manajemen dan otomatis meningkatkan kinerja perusahaan. Dalam penelitian ini, 
cara mengukur kompensasi manajemen  menggunakan nilai logaritma dari total 
kompensasi yang diterima selama setahun oleh eksekutif perusahaan (Dewan 
Komisaris dan Dewan Direksi). Kompensasi Komisaris dan Direksi biasanya 
diberikan remunerasi berupa jumlah gaji, bonus, tunjangan, dan saham, maupun 
stock option, yang dapat dilihat dari catatan atas laporan keuangan dan laporan 
tahunan yang dipublikasikan perusahaan. Dalam penelitian ini kompensasi dewan 
komisaris dan direksi disimbolkan dengan LCOMP. Pengukuran ini sesuai dengan 
pengukuran dalam penilitian yang dilakukan oleh Limbong (2015) dalam Bunga 
(2017). 




3.5.2.4 Kepemilikan Manajerial 
 Kepemilikan manajerial merupakan jumlah saham yang dimilki oleh pihak 
manajemen perusahaan, yang berarti pihak manajemen juga bertindak sebagai 
pemegang saham atas perusahaan yang dikelolanya. Kepemilikan manajerial 
dalam penelitian ini diukur dengan menggunakan skala rasio dengan menghitung 
jumlah saham yang dimiliki pihak manajemen terhadap jumlah saham perusahaan 
yang beredar. Kepemilikan manajerial dalam penelitian ini dilambangkan dengan 
KM dengan rumus sebagai berikut (Catherine, 2013) Dalam Nurfitri (2016) 
 KM= Jumlah saham yang dimiliki manajemen 
                            Jumlah saham yang beredar 
3.6 Metode Analisis Data 
 Metode analisis data yang digunakan dalam penelitian ini adalah analisis 
regresi linear berganda. Sebelum menguji hipotesis menggunakan analisis regresi 
berganda. Syarat untuk menggunakan analisis regresi berganda adalah data 
penelitian harus bebas dari uji asumsi klasik. Uji asumsi klasik yang akan 
digunakan dalam penelitian ini meliputi Uji Normalitas, Uji Autokorelasi, Uji 
Heteroskedasitas, Uji Multikolinearitas. 
3.6.1 Analisis Statistik Deskriptif 
 Analisis Statistik deskripstif memberikan gambaran atau deskriptif suatu 
data uang dimiliki dan tidak bermaksud menguji hipotesis. Analisis ini hanya 




agar dapat memperjelas keadaan suatu karakteristik data yang bersangkutan. 
Pengukuran yang dilakukan dalam penelitian ini adalah rata-rata (mean), nilai 
maksimum,dan nilai minimum (Ghozali, 2013) 
 Mean digunakan untuk mengetahui rata-rata data yang bersangkutan. 
Maksimum digunakan untuk mengetahui jumlah terbesar data yang bersangkutan. 
Minimum digunakan untuk mengetahui data terkecil dari data yang bersangkutan. 
3.7 Uji Asumsi Klasik 
3.7.1 Uji Normalitas Data 
 Uji normalitas bertujuan untuk mengukur apakah dalam model regresi 
variabel dependen dan variabel independen keduanya mempunyai distribusi 
normal atau mendekati normal. Model regresi yang baik adalah memiliki 
distribusi normal mendekati normal. Dalam penelitian ini, uji ormalitas 
menggunakan One-sample kolmogrov-smirnov. Suatu variabel dikatan normal 
jika memiliki nilai signifikan diatas 0,05 (Ghozali, 2016:156). 
3.7.2 Uji Autokorelasi 
 Uji auto korelasi bertujuan untuk menguji apakah dalam model regresi ada 
korelasi antara kesalahan pengganggu pada periode t dengan kesala penggunaan 
pada periode t-׀(sebelumnya). Jika terjadi korelasi, maka dinamakan terdapat 
problem auto korelasi (Ghozali, 2011). Model regresi yang baik adalah model 
regresi yang bebas dari autokorelasi. Autokorelasi dapat diketahui melalui uji 




 Nilai Durbin Wasington kemudian dibandingkan dengan nilai tabel. 
Adapun kriteria yang dihasilkan dengan ketentuan sebagai berikut: 
Angka DW dibawah -2 berarti ada auto korelasi positif 
Angka DW dibawah -2 sampai 2 berarti tidak ada autokorelasi 
Angka DW diatas dua berarti ada autokorelasi negatif.  
3.7.3 Uji Multikolinearitas 
 Tujuan dari uji multikolinearitas bertujuan untuk menguji apakah dalam 
model regresi ditemukan adanya korelasi antar variabel independen. Model 
regresi yang baik seharusnya tidak terjadi kolinearitas diantara variabel 
independen. Jika variabel independen saling berkorelasi maka variabel-variabel 
ini tidak orthogonal. Uji multikolinearitas dilakukan dengan menghitung nilai 
variance inflation factor (VIF) dari tiap variabel independen (bebas). Jika nilai 
tolerance value > 0,01 dan VIF < 10 maka tidak terjadi Multikolinearitas 
(Ghozali, 2013, 91)  
3.7.4 Uji Heteroskedastisitas 
 Uji Heteroskedastisitas bertujuan menguji apakah dalam regresi terjadi 
ketidak seimbangan variance dari residual suatu pengamatan ke pengamatan lain. 
Menurut Ghozali (2013:105), pengujian untuk mendeteksi ada atau tidaknya 
heteroskedastisitas dapat dilakukan dengan melihat grafik ploy antara nilai 
produksi variabel terikat (ZPERD) dengan residualnya (SRESID). Deteksi ada 
tidaknya heteroskedastisitas dapat dilakukan dengan melihat ada tidaknya pola 




a. Jika pola tertentu seperti titik-titik yang ada membentuk pola tertentu terukur 
(bergelombang, melebar kemudian menyempit), maka mengindikasikan adanya 
heteroskedastisitas. 
Jika tidak ada pola yang jelas, serta titik-titik menyebar keatas dan dibawah angka 
0 pada sumbu y, maka tidak terjadi heteroskedastisitas 
3.8 Analisis Regresi Linear Berganda 
 Analisis regresi linear berganda digunakan untuk mengukur hubungan 
antara dua variabel atau lebih, juga untuk menunjukan arah hubungan antara 
variabel, apakah memiliki hubungan positif atau negatif. 
 Adapun persamaan untuk menguji hipotesis secara keseluruhan pada 
penelitian ini adalah sebagai berikut: 
Y = a + b׀X׀ + b2X2 + b3X3 + b4X4 + e 
Dimana:  
Y  =merupakan beban pajak atas laba perusahaan sebelum pajak 
penghasilan (GAAP ETR). 
a  = konstanta 
b׀-b5 = kofesien regresi variabel X1,X2,X3,X4 
X1  = Persentase Komisaris Independen 
X2  = Komite Audit  
X3 = Kompensasi Manajemen 
X4  = Kepemilikan Manajerial 




3.9 Pengujian Hipotesis 
 Dasar pengambila keputusan dalam analisis regresi ini adalah dengan 
menggunakan uji koefisien determinasi, dan uji statistik t. Perhitungan statistik 
disebut signifikan secara statistik apanila nilai uji statistiknya berada dala daerah 
kritis (daerah dimana HO ditolak). Sebaliknya disebut tidak signifikan secara 
statistik apanila nilai uji statistiknya berada dala daerah kritis (daerah dimana HO 
diterima).(Ghozali : 2013) 
Kriteria pengujiannya: 
1. Tingkat kepercayaan yang digunakan adalah 95% atau tarif signifikan 5% 
(a=0,05). 
2. Kriteria penolakan atau penerimaan hipotesis didasarkanpada signifikan p-
value. 
3.9.1 Pengujian terhadap Koefisien Regresi Secara Parsial (Uji t) 
 Uji t adalah pengujian secara statistik untuk mengetahui apakah variavel 
independen secara individual mempunyai pengaruh terhadap variabel dependen. 
Jika tingkat probabilitasnya lebih kecil daro 0,05 maka dapat dikatan variabel 
independen berpengaruh terhadap variabel dependen. Pada pengujian ini juga 
menggunakan uji dua arah. Adapun prosedur pengujiannya adalah setelah 
melakukan perhitungan terhadap t hitung, kemudian membandingkan nilai t 




1. Apabila t hitung > t tabel dan tingkat signifikan  (a) < 0,05, maka Ho yang 
menyatakan bahwa tidak terdapat pengaruh variabel dependen ditolak. Ini 
berarti secara parsial variabel independen berpengaruh signifikan terhadap 
variabel dependen. 
2. Apabila t hitung < t tabel dan tingkat signifikan  (a) < 0,05, maka Ho diterima, 
yang berarti secara parsial variabel independen tidak berpengaruh signifikan 
terhadap variabel dependen. 
3.9.2 Pengujian terhadap Koefisien Regresi Secara Simultan (Uji F) 
 Uji simultan (Uji F) digunakan untuk mengetahui ada tidaknya pengaruh 
secara bersama0sama (simultan) variabel bebas (X) terhadap variabel terikat (Y). 
Yaitu dengan membandingkan F hitung dengan F tabel dengan tingkat 
kepercayaan 95% dan signifikansi 0,05. 
1. Jika nilai F hitung > f tabel maka hipotesis diterima. 
2. Jika nilai F hitung < f tabel maka hipotesis ditolak. 
 Uji statistik F pada dasarnya menunjukan apakah semua variabel 
independen atau bebas yang dimasukkan kedalam model mempunyai pengaruh 
secara bersama-sama terhadap variabel dependen atau terikat. Hipotesis diterima 
jika nilai probabilitas signifikansi ≤0,05. Hipotesis ditolak jika nilai probabilitas 






3.9.3 Uji Koefisien Determinasi (R²) 
 Uji Koefisien Determinasi (R²) digunakan untuk mengetahui persentase 
pengaruh variabel independen (prediktor) terhadap perusahaan variabel dependen. 
Dari sini akan diketahui seberapa besar variabel dependen akan mampu dijelaskan 
oleh variabel independennya, sedangkan sisanya dijelaskan oleh sebab-sebab lain 
diluar model. Nilai nilai yang mendekati satu berarti variabel-variabel independen 
memberikan hampir semua informasi yang dibutuhkan untuk memprediksi 
variabel dependen. 
 Hasil uji koefisien determinasi (R²) mengukur seberapa besar kemampuan 
model dalam menerangkan variasi variabel depende. Nilai koefisien determinasi 
adalah antara nol dan satu (Ghozali, 21011:177). Makin kecil nilai SEE akan 
membuat model regresi semakin tepat dalam memprediksi variabel dependen 
(Ghozali, 2011:100) 
 
 
 
 
 
 
