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1 Introduction
In predicting the financial market and pricing financial derivatives, the volatility,
dividend rate, and covariance of the underlying financial assets are very important
parameters. However, they can not be directly observed from the market data.
One way of obtaining these parameters is to calculate, or in other words, to
identify them from the option prices. This is called the inverse problem of option
pricing. There are researches which had been working on identifying asset volatility
(see for instance [2], [3], [4]) and also researches on identifying dividend on local
space (see for instance [8]) from option prices, and we will focus on how to identify
dividend rate and covariance between the assets on global space in this study.
An option is a financial contract whose price is derived from the price of some
specified financial assets. The buyer of the call (put) option gets the right but
not the obligation to buy (sell) the assets at a specified price in the future. The
specified asset is called the underlying asset, the specified price is called the strike
price and the specified transaction time in the future is called the maturity date.
In 1973, Black and Scholes introduced a model to calculate the price of the
European style options. By constructing a risk-free portfolio, they proved that the








σ2S2 − rV + (r − q)S∂V
∂S
= 0 for t ∈ (0, T ), S ∈ (0,∞),
where V = V (S, t) is the price of the option, r is the risk-free interest rate, q is
the dividend rate, S is the price of the underlying asset and σ is the volatility of
the underlying asset.
The terminal condition is V (S, T ) = max{S−K, 0} for call options and V (S, T ) =
max{K − S, 0} for put options, where T is the maturity date of the option, K is
the strike price.
By replacing r by a function of t, and replacing q and σ by functions of S and
1








σ2(S, t)S2 − r(t)V + (r(t) − q(S, t))S∂V
∂S
= 0
for t ∈ (0, T ), S ∈ (0,∞),
V (S, T ) = max{K − S, 0}.
(1)
It had also been proved that the price of basket option with two underlying


















+ ρ(S1, S2, t)σ1(S1, t)σ2(S2, t)S1S2
∂2V
∂S1∂S2
+ (r(t) − q1(S1, t))S1
∂V
∂S1
+ (r(t) − q2(S2, t))S2
∂V
∂S2
− rV = 0 for t ∈ (0, T ), S1, S2 ∈ (0,∞), (2)
where r is the risk-free interest rate, q1, q2 are the dividend rates, S1, S2 are the
prices of the underlying assets, σ1, σ2 are the volatilities of the underlying assets,
ρ is the correlation between S1 and S2, and V is the price of the basket option.
As for the terminal condition, in this study, we consider the spread style payoff
with an upper barrier, i.e.
V (S1, S2; T,K) = (S2 − S1)1[S1<S2<K], (3)
where 1[S1<S2<K] is the characteristic function.
A basket option with spread style payoff is called a spread basket option. These
kinds of options provide the investors tools to hedge against the price difference
between two assets at time T . Let us call the two underlying assets by asset 1 and
asset 2. Assume the investor buys asset 1 and a spread basket option with payoff
(3). Then at time T , if the price of asset 1 is lower than the price of asset 2, i.e.
S2 > S1, the investor gets S1 + (S2 − S1) = S2. Inversely, if S1 > S2, then the
value of the option is 0 and the investor gets S1. So, the option, in effect, gives
the investor the right to get the higher one of S1 and S2 at time T . However, if
at T , S1 > K, then the option becomes invalid. Usually, this upper barrier K is
added to reduce the price of the option.
In [2], [3], [4], σ(S, t) was identified by applying Tikhonov regularization, under
the assumption that the dividend q is a known function and only depends on t.
In [8], the dividend q was assumed to be only related to S and was identified by
applying Tikhonov regularization, under the assumption that the volatility σ is a
known constant.
In this study we assume both σ and q are functions of S and t, and we try to
identify q(S, t) from (1) with known σ(S, t). In Section 4, we proved Theorem 1,
2
which says that the solution of (1) can be viewed as an continuous and compact
operator from q(S, t) to V (S, t). It means that we can use Tikhonov regularization
to solve this problem. We also try to identify ρ(S1, S2, t) from (2), (3) with known
σ1(S1, t), σ2(S2, t), q1(S1, t) and q2(S2, t). In Section 5, we proved Theorem 2,
which says that the solution of (2), (3) can be viewed as a continuous and compact












C1(Rn): the set of continuous functions whose first derivatives are also continuous.
CjB(Rn): the set of functions which are j-th continuously differentiable and bounded.









[Dαf ]C0,γ(Rn) = sup
x,y∈Rn
x6=y




C∞c (Rn): the set of smooth functions with compact support on Rn.
S(Rn): the set of rapidly decreasing functions on Rn.









where Ω is a domain in Rn, f is a measurable function on Ω.
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W kp (Ω): Sobolev space with norm




W k,lp (Ω): Sobolev space on Ω = Rnx × (0, T ), with norm







C, Cp, CT : We use C to denote the constants and use Cp to denote the constants
whose value depend on p and use CT to denote the constants whose value depend
on T . The value of these constants may be different in different lines of formulas.
1A: characteristic function, that is, for a domain A ⊂ Rn,
1A(x) =
{
1 for x ∈ A,
0 for x /∈ A.











Definitions, Lemmas and Propositions
Lemma 1 Let η(t) be a differentiable function on [0, T ], γ(t) > 0, ξ(t) > 0 be
integrable on [0, T ], C1, C2, C3 be constants with C1, C3 > 0. If the inequality
η′(t) + C1γ(t) ≤ C2η(t) + C3ξ(t), t ∈ [0, T ]
holds, then











, t ∈ [0, T ]
where C ′1, C
′
3 > 0 are constants which depend on T .
Proof. Multiply both sides with e−C2s, we have
e−C2sη′(s) + C1e









Integrating on both sides from 0 to t, we get






e−C2sξ(s)ds, t ∈ [0, T ].
Since γ(s) > 0, ξ(s) > 0, we have
e−C2tη(t) − η(0) + C ′1
∫ t
0
γ(s)ds ≤ C ′3
∫ t
0
ξ(s)ds, t ∈ [0, T ],
where C ′1, C
′
3 > 0 are constants. Thus,











, t ∈ [0, T ]. ¤
Lemma 2 (Gagliardo-Nirenberg interpolation inequality, see for instance [10]) Let
u ∈ Lq(Rn), and its derivatives of order m, Dmu ∈ Lr(Rn), where 1 ≤ q, r ≤ ∞.
For the derivatives Dju, 0 ≤ j ≤ m, the inequalities
‖Dju‖Lp(Rn) ≤ C‖Dmu‖αLr(Rn) · ‖u‖
1−α
Lq(Rn)











) + (1 − α)1
q
for all α ∈ [ j
m
, 1].
Lemma 3 (Morrey’s inequality, see for instance [6]) Assume n < p ≤ ∞. Then
there exists a constant C, depending only on p and n, such that
‖u‖C0,α(Rn) ≤ C‖u‖W 1p (Rn)
for all u ∈ C1(Rn), where
α := 1 − n/p.
Definition 1 We say that the normed space X is embedded in the normed space
Y , and write X ↪→ Y to designate this embedding, provided
(i) X is a vector subspace of Y, and
(ii) the identity operator I defined on X by Ix = x for all x ∈ X is continuous.
Moreover, the embedding X ↪→ Y is called compact embedding, if any bounded
sequence in X has a convergent subsequence in Y .
Proposition 1 (Sobolev embedding theorem, see for instance [1]) Let Ω be a do-
main in Rn. Let j and m be non-negative integers and let p satisfy 1 ≤ p < ∞.
Then for mp > n,




Proposition 2 (compact Sobolev embedding theorem, see for instance [1]) Let Ω
be a domain in Rn, Ω0 be a bounded subdomain of Ω. Let j, m be integers, j ≥ 0,
m ≥ 1, and let 1 ≤ p < ∞. If mp > n, then the following embeddings are compact:
W j+mp (Ω) ↪→ C
j
B(Ω0).













+ c(x, t)u − ∂u
∂t
= 0, (4)
where aij, bi and c are defined in Ω ≡ Rn × [0, T ]. We assume that L is uniformly




aij(x, t)ξiξj ≤ λ1|ξ|2, ξ ∈ Rn, (x, t) ∈ Ω, (5)
and that there exist A > 0 and α > 0, such that for (x, t), (x0, t0) ∈ Ω,
|aij(x, t) − aij(x0, t0)| ≤ A(|x − x0|α + |t − t0|α/2), (6)
|bi(x, t) − bi(x0, t)| ≤ A|x − x0|α, (7)
|c(x, t) − c(x0, t)| ≤ A|x − x0|α. (8)
Definition 2 Let Ω = Rn× [0, T ]. A fundamental solution of Lu = 0 is a function
Γ (x, t; ξ, τ) defined for all (x, t), (ξ, τ) ∈ Ω with t > τ , which satisfies the following
conditions:
(i) for fixed (ξ, τ) ∈ Ω, as a function of (x, t) ∈ Rn × (τ, T ), Γ satisfies the
equation Lu = 0;





Γ (x, t; ξ, τ)h(ξ)dξ = h(x), x ∈ Rn, t ∈ [τ, T ].
Proposition 3 (See for instance [7].) If the conditions (5), (6), (7) and (8)
are satisfied, then there exists constant C, which only depends on A, λ0 and λ1,
and there exist constant λ0, which only depends on λ0 and λ1, such that for any
(x, t), (ξ, τ) ∈ Ω with t > τ , the fundamental solution of (4), Γ , satisfies the
inequality





Proposition 4 (See for instance [7].) Let L satisfy (5), (6), (7) and (8) and let
ϕ(x) be a continuous function and f(x, t) be a Hölder continuous function. If there
exist positive constants C and δ, such that











Γ (x, t; ξ, τ)f(ξ, τ)dξdτ, (10)
where Γ is the fundamental solution of Lu = 0, is a solution of the Cauchy problem
Lu(x, t) = f(x, t) in Ω0 = Rn × (0, T ), (11)
u(x, 0) = ϕ(x) on Rn. (12)
Definition 3 Define η(x) ∈ C∞(Rn) by
η(x) :=
{
Cexp( 1|x|2−1) if |x| < 1,
0 if |x| ≥ 1,
where the constant C > 0 is selected so that
∫
Rn ηdx = 1. η is called the standard







), x ∈ Rn.
We can see that by definition, ‖ηε‖L1(Rn) = 1.
Definition 4 We define the mollification of function f : Rn → R by




for x ∈ Rn.
Proposition 5 Let f ∈ Lp(Rn), 1 ≤ p < ∞, and let f ε be the mollification of f .
Then
‖f − f ε‖Lp(Rn) → 0 as ε → 0.
Proof. There are well known results that ‖f − f ε‖Lp,loc(Rn) → 0 as ε → 0 and
‖f − f ε‖Lp(U) → 0 as ε → 0 for bounded open set U ⊂ Rn (see for instance [6]).
Here, we try to expand the result to the global space.
We first start with f , which has a compact support A := {x
∣∣|x| ≤ M}. Define
B := {x
∣∣|x| ≤ M + 1}. We have
‖f − f ε‖pLp(Rn) = ‖f − f
ε‖pLp(B) + ‖f − f
ε‖pLp(Rn\B).
7
Since B is a compact set, the first term converges to 0. We now focus on the second
term. Based on the definition of B, we have that if x ∈ Rn\B, then |x| > M + 1.
We have on Rn\B,
|f ε(x)| = |
∫
Rn
f(y)ηε(x − y)dy| = |
∫
Rn








Since for x ∈ Rn\B, we have |x| > M +1, thus |x− z| > M for any |z| < 1. Thus,
when ε < 1, we have for x ∈ Rn\B
|f ε(x)| ≡ 0.
Thus
‖f ε‖Lp(Rn\B) = 0.
Moreover, since A ⊂ B, we have
‖f‖Lp(Rn\B) = 0.
Thus, we have
‖f − f ε‖Lp(Rn\B) = 0,
which implies for f with compact support,
‖f − f ε‖Lp(Rn) → 0 as ε → 0.
Now, for f ∈ Lp(Rn), we can always find a sequence of functions fn with
compact support such that
‖f − fn‖Lp(Rn) → 0 as n → ∞.
Thus, applying Young’s inequality for convolutions, we have
‖f − f ε‖Lp(Rn) ≤ ‖f − fn‖Lp(Rn) + ‖fn − f εn‖Lp(Rn) + ‖f ε − f εn‖Lp(Rn)
≤ ‖f − fn‖Lp(Rn) + ‖fn − f εn‖Lp(Rn) + ‖ηε‖L1(Rn)‖f − fn‖Lp(Rn).
Noticing that by Definition 3, ‖ηε‖L1(Rn) = 1, thus we have
‖f − f ε‖Lp(Rn) → 0 as ε → 0. ¤
Definition 5 Let a∗ and p∗ > 2 be constants, and let a, a > 0 with a ≤ a∗ ≤ a.
Define
Θ̃(a∗, p∗, a, a) := {f(x, τ) = a∗ + ã, ã ∈ W 1p∗(R2) : a ≤ f(x, τ) ≤ a},
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and introduce the distance d(u, v) = ‖u − v‖W 1
p∗ (R2)
for u, v ∈ Θ̃(a∗, p∗, a, a).
Let Ω = (−∞,∞) × (0, T ). Define space Θ(a∗, p∗, a, a) as the restriction of
Θ̃(a∗, p∗, a, a) on Ω, i.e.








. We define the mollification of f ∈ Θ(a∗, p∗, a, a) by




where f̃ ε is the mollification of f̃ .
Proposition 6 Let Ω = (−∞,∞) × (0, T ). Let f ε be the mollification of f ∈
Θ(a∗, p∗, a, a). Then f ε satisfies
(i) a ≤ f ε(x, t) ≤ a for any ε > 0;
(ii) |f ε(x, t) − f ε(x1, t1)| ≤ C(|x − x1|α + |t − t1|
α
2 ), where α = 1 − 2
p∗
, for any
(x, t), (x1, t1) ∈ Ω and any ε > 0, with constant C not depending on ε.
If moreover, there exists constant C, such that for any τ ∈ [0, T ], ‖fxx‖Lp∗/2(R)(τ) ≤
C, then,
|f εx(x, t) − f εx(x1, t)| ≤ C|x − x1|α,
where α = 1 − 2
p∗
, for any (x, t), (x1, t) ∈ Ω and any ε > 0, with constant C not
depending on ε.
Proof. Since Θ(a∗, p∗, a, a) is a restriction of Θ̃(a∗, p∗, a, a) on Ω, for any f ∈
Θ(a∗, p∗, a, a), there exists f̃ ∈ Θ̃(a∗, p∗, a, a), such that f = f̃
∣∣
Ω
. If we can prove
that for f̃ ∈ Θ̃(a∗, p∗, a, a)
a ≤ f̃ ε(x, t) ≤ a, (13)
and
|f̃ ε(x, t) − f̃ ε(x1, t1)| ≤ C(|x − x1|α + |t − t1|α), (14)
and
|f̃ εx(x, t) − f̃ εx(x1, t)| ≤ C|x − x1|α, (15)




a ≤ f ε(x, t) ≤ a,
and
|f ε(x, t) − f ε(x1, t1)| ≤ C(|x − x1|α + |t − t1|α) ≤ C(|x − x1|α + T
α
2 |t − t1|
α
2 )





|f εx(x, t) − f εx(x1, t)| ≤ C|x − x1|α.
Thus the proposition is proved.
Now we prove (13), (14) and (15). Based on the definition of mollification, and
the positiveness of f̃ and the mollifier ηε, we have
f̃ ε(x, t) =
∫
R2
f̃(y, s)ηε(x − y, t − s)dyds ≤ a
∫
R2
ηε(x − y, t − s)dyds = a,
as well as
f̃ ε(x, t) =
∫
R2
f̃(y, s)ηε(x − y, t − s)dyds ≥ a
∫
R2
ηε(x − y, t − s)dyds = a.
Thus, (13) is proved.
Based on the mollification theories, the mollified functions are smooth, thus we
have f̃ ε(x, t) ∈ C1(R2). Thus, based on the proof of Lemma 3 (see for instance
[6]) with n = 2, we have for any (x, t), (x1, t) ∈ Ω,
|f̃ ε(x, t) − f̃ ε(x1, t1)| ≤ C
(√
(x − x1)2 + (t − t1)2
)1− 2
p∗ ‖Df̃ ε‖Lp∗ (R2), (16)
with constant C not depending on ε.
Based on Proposition 5, we know that there exists ε0 > 0, such that for any
ε < ε0, we have ‖Df̃ ε‖Lp∗ (R2) ≤ C, with C being a constant not depending on ε.
Thus,
|f̃ ε(x, t) − f̃ ε(x1, t1)| ≤ C(|x − x1|1−
2
p∗ + |t − t1|1−
2
p∗ )
for any (x, t), (x1, t) ∈ R2. Thus, the proof of (14) ends by letting α = 1 − 2p∗ .
We can prove (15) in the same way by applying Lemma 3 with n = 1. Thus
the proof of the proposition is complete. ¤
Problem set of the inverse problem of option pricing
Let Ω = (0,∞) × (0, T ), let p∗ > 2, q∗ be constants, and let q, q > 0 with
q ≤ q∗ ≤ q. We define the function space for the dividend q(S, t) as Θ(q∗, p∗, q, q).
Let option price V be in the space H := W 2,1p,loc(Ω), equipped with the distance
d(u, v) = ‖u− v‖W 2,1p (Ω) for u, v ∈ H. If K, T , r, σ are known, then the solution of
(1) can be viewed as an operator from Θ(q∗, p∗, q, q) to H, which maps parameter
q, to option value V (q; K,T, r, σ). We denote it by F , i.e.
F : Θ(q∗, p∗, q, q) → H, q 7→ V (q; K,T, r, σ).
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This means that if we know dividend q, then we can calculate the option price
V = F (q). And, as an inverse problem, if we know the option price V , then
we may calculate the dividend q = F−1(V ), i.e. find q(S, t) that minimize the
functional
‖F (q) − V ‖W 2,1p (Ω).
However, this inverse problem is ill-posed, which means that if there is an error
embedded in the option price V , even if the error is very small, the calculated
dividend q will be largely different from the true dividend. In order to regularize
this ill-posed problem, we apply the Tikhonov regularization.
Results of Tikhonov regularization
For our problem, we introduce the concept of a q∗-minimum-norm solution q†, i.e.
F (q†) = V
and
‖q† − q∗‖W 1
p∗ (Ω)
= min{‖q − q∗‖W 1
p∗ (Ω)
| F (q) = V }.
The Tikhonov regularization strategy says that instead of finding q that min-
imize ‖F (q) − V δ‖W 2,1p (Ω), we should find the q
∗-minimum-norm solution q† that




‖F (q) − V δ‖p
W 2,1p (Ω)





where V δ is the market price with level of error δ (i.e. ‖V − V δ‖W 2,1p (Ω) ≤ δ), and
α > 0 is the regularization parameter.
Let F̃ (q̃) := F (q∗ + q̃), q̃ ∈ W 1p∗(Ω). The following propositions (see [5] and
[9]) show that if F̃ : W 1p∗(Ω) → H is continuous and compact, then the Tikhonov
regularized problem is well-posed and is convergent.
Proposition 7 shows that the regularized problem is well-posed and thus is
stable.
Proposition 7 (See for instance [5] and [9]) Let q∗ be a known function, let α > 0
and let Vk be a sequence such that Vk → V δ and qk be a minimizer of Jα,Vk(q). If
F̃ is a continuous and compact operator with respect to q̃, then there exists at least
one convergent subsequence of qk and the limit of every convergent subsequence is
a minimizer of Jα,V δ(q).
Proposition 8 shows that the strategy is convergent.
Proposition 8 (See for instance [5] and [9]) Let q∗ be a known function, q† be one
of the q∗-minimum-norm solution. Let α(δ) be such that α(δ) → 0 and δ2/α(δ) → 0
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as δ → 0. Let qδα be a minimizer of Jα,V δ(q). If F̃ is a continuous and compact
operator with respect to q̃, then every such sequence qδα has at least one convergent
subsequence. The limit of every convergent subsequence is a q∗-minimum-norm






After variable transformation τ = T − t, S = ex, u(x, τ) = e
R T
t r(s)dsV (S, t),
b(x, τ) = r(t) − q(S, t) and a(x, τ) = 1
2
σ2(S, t), (1) turns to{
uτ − a(x, τ)(uxx − ux) − b(x, τ)ux = 0 in Ω = R × (0, T ),
u(x, 0) = max{K − ex, 0}.
(18)
Definition 6 Let Ω = R × (0, T ), let p∗ > 2 and b∗ be constants, and let b, b > 0
with b ≤ b∗ ≤ b. We define the function space for b(x, τ) by Θ(b∗, p∗, b, b). Define
the function space for u by H := W 2,1p,loc(Ω), equipped with the distance d(u, v) =
‖u − v‖W 2,1p (Ω) for u, v ∈ H.
With Proposition 7 and Proposition 8, the problems of finding dividend now
turns to prove that the operator F̃ : W 1p∗(Ω) → H, b̃ 7→ u is continuous and
compact. We shall prove the following theorem in Section 4.
Theorem 1 Let Ω = R × (0, T ). If a ∈ Θ(a∗, p∗, a, a), b ∈ Θ(b∗, p∗, b, b), and
moreover, there exists constant C, for any τ ∈ (0, T ), ‖axx‖Lp∗/2(R)(τ) ≤ C,
‖bxx‖Lp∗/2(R)(τ) ≤ C, then there exists p̃ > 2, such that the operator F̃ : W 1p∗(Ω) →
H is continuous and compact for 2 ≤ p < p̃.
For calculating correlation between two assets, we perform the variable trans-
formation τ = T − t, S1 = ex, S2 = ey, u(x, y, τ ) = e
R T
t r(s)dsV (S1, S2, t), a1(x, τ) =
σ1(S1, t), a2(y, τ) = σ2(S2, t), b1(x, τ) = r(t) − q1(S1, t), b2(y, τ) = r(t) − q2(S2, t).




a21(uxx − ux) −
1
2
a22(uyy − uy) − ρa1a2uxy − b1ux − b2uy = 0, (19)
u(x, y, 0) = (ey − ex)1[ex<ey<K]. (20)
Definition 7 Let Ω = R2 × (0, T ), let ρ∗, δ be constants, with 0 < δ < 1. We
define the function space for ρ as
D(ρ∗) := {ρ ∈ ρ∗ + W 1∞(Ω) : ‖ρ‖L∞(Ω) ≤ δ}.
Define the function space for u by H̃ := W 2,12,loc(Ω), equipped with the distance
d(u, v) = ‖u − v‖W 2,12 (Ω) for u, v ∈ H̃.
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It should be noted that because basket options are usually constructed by under-
lying assets with low correlation in order to get the risk diversification effect, it
suffices to assume that ‖ρ‖L∞(Ω) ≤ δ < 1.
Let option price u be in the space H̃. If a1, a2, b1, b2, K are known, the solution
of (19), (20) can be viewed as an operator from D(ρ∗) to H̃, which maps parameter
ρ, to u(ρ; K,T, r, a1, a2, b1, b2). We denote it by G, i.e.
G : D(ρ∗) → H̃ , ρ 7→ u(ρ; K,T, r, a1, a2, b1, b2).
Similar to the previous problem, in order to use the Tikhonov regularization to reg-
ularize this ill-posed problem, we need to prove that G : D(ρ∗) → H̃ is continuous
and compact on ρ. We shall prove the following theorem in Section 5.
Theorem 2 Let Ω = R2 × (0, T ) and Φ = R × (0, T ). Let 1
2
a2i ∈ Θ(a∗i , p∗, a, a),
bi ∈ Θ(b∗i , p∗, b, b) for i = 1, 2 and let (a1)x, (a2)y ∈ L∞(Φ). If ρ ∈ D(ρ∗), then the
operator G : D(ρ∗) → H̃ is continuous and compact.
4 Proof of Theorem 1
We start with two propositions.
Proposition 9 Let Ω = R × (0, T ). If a ∈ Θ(a∗, p∗, a, a), b ∈ Θ(b∗, p∗, b, b), and
f ∈ Lp(Ω) ∩ L2(Ω), then
uτ − a(x, τ)(uxx − ux) − b(x, τ)ux = f, (21)
u(x, 0) = 0 (22)
has a unique solution u ∈ W 2,1p (Ω)∩W
2,1
2 (Ω), and there exists p̃ > 2, such that for
2 ≤ p < p̃, the solution satisfies the estimation
‖u‖W 2,1p (Ω) ≤ Cp‖f‖Lp(Ω),
where Cp depends on p, a, a, b and b.
Remark. In [3], under the assumption that the function b only depends on τ , it
was proved that ‖u‖W 2,1p (Ω) ≤ Cp‖f‖Lp(Ω) by making use of the density of the stock
price at maturity. The method is not applicable in our problem because when b
not only depend on τ but also depend on x, we can not express the density of the
stock price in the same way.
In [4], under the assumption that the function b only depends on τ , it was
proved that ‖u‖W 2,1p (Ω) ≤ Cp(‖f‖Lp(Ω) + ‖f‖L2(Ω)) by using the energy method. It
started with the proof of ‖u‖W 2,12 (Ω) ≤ C‖f‖L2(Ω) and then extended the result to
Lp-norm. But the method of the extension to Lp-norm was hard to follow.
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What we will show in the following is that even if b not only depend on τ but
also depend on x, we can still prove that ‖u‖W 2,1p (Ω) ≤ Cp‖f‖Lp(Ω) by making use
of fundamental solutions.
Proof of Proposition 9.
Let mollified a be aε and let mollified b be bε. Based on Proposition 5 and
Proposition 6, we know that {aε} converges to a in W 1p∗(Ω) as ε approaches 0,
aε assumes the bounds of a and satisfies condition (6) with α = 1 − 2
p∗
. Also,
{bε} converges to b in W 1p∗(Ω) as ε approaches 0, bε assumes the bounds of b and
satisfies condition (7) with α = 1− 2
p∗
. Moreover, since S(R2) is dense in Lp(R2), by
applying restrictions on the function space, we know that there exists a sequence
{f ε} that converges to f in Lp(Ω) as ε approaches 0 and {f ε} are Hölder continuous
on Ω.
Based on Proposition 4, the solution of the equation (21), (22) with a replaced






Γ ε(x, τ ; ξ, s)f ε(ξ, s)dξds, (23)
where Γ ε(x, t; ξ, τ) is the fundamental solution of Luε = 0. What we need to prove
is that uε assumes a uniform (not depending on ε) bound on W 2,1p (Ω).
Applying Proposition 3, we have the fundamental solution Γ ε satisfies the in-
equality
|Γ ε(x, τ ; ξ, s)| ≤ C(τ − s)−
1




with constant C, λ0 not depending on ε (Proposition 6 shows that a
ε are uniformly
bounded, and aε have the same Hölder constant. And the proof of Proposition
3 shows that C, λ0 only depend on the bounds and the Hölder constant of a
ε).
























































































































Γ ε(x, τ ; ξ, s)f ε(ξ, s)dξds|pdxdτ.




= 1 and using Hölder’s inequality and (25)





















































≤ Cp‖f ε‖pLp(Ω), (27)
where Cp does not depend on ε.
Next, we derive the estimate for ‖uεx‖Lp(Ω) and ‖uεxx‖Lp(Ω). Applying Lemma 2,

































































≤ (Cδ‖uεxx‖Lp(Ω) + Cδ−1‖uε‖Lp(Ω))p
≤ (Cδ‖uεxx‖Lp(Ω) + Cδ−1‖f ε‖Lp(Ω))p, (28)
where δ > 0 is a constant that can be arbitrary small.
Now the problem turns to prove the Lp-estimate for u
ε
xx. Letting ä = (a+a)/2,
equation (21) can be written as
g := f ε + (bε − aε)uεx + (aε − ä)uεxx = uετ − äuεxx. (29)
From Proposition 13 (see Appendix), we have
‖uεxx‖Lp(Ω) ≤ C(p)‖g‖Lp(Ω), (30)
with C(p) not depending on ε. Thus, from (27), (28) and (29) we have
‖uεxx‖Lp(Ω) ≤ C(p)(‖f ε‖Lp(Ω) + ‖(aε − bε)uεx‖Lp(Ω) + ‖(aε − ä)uεxx‖Lp(Ω))












where C is a constant not depending on ε. From Proposition 13 (see Appendix),
we have that C(p) → N ≤ 1
ä






< 1. Thus, we have that
there exists p̃ > 2, such that for 2 ≤ p < p̃, a−a
2
· C(p) < 1. And noticing that δ
can be arbitrary small, we can set it such that (Cδ + a−a
2
) ·C(p) < 1 for 2 ≤ p < p̃.
Thus,
‖uεxx‖Lp(Ω) ≤ Cp‖f ε‖Lp(Ω). (31)
Now from (21), (27), (28), and (31), we have
‖uετ‖Lp(Ω) ≤ Cp‖f ε‖Lp(Ω). (32)
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From (27), (28), (31) and (32), we conclude that
‖uε‖W 2,1p (Ω) ≤ Cp‖f
ε‖Lp(Ω).
Noticing that the constant Cp does not depend on ε, we have that there exists a
subsequence {uεk} of {uε}, which weakly converges in W 2,1p (Ω). Denoting the weak
limit by u, we see that it is a weak solution of equation (21), (22) and assumes the
bound of uε on W 2,1p (Ω).
As for the uniqueness, assume there exist two solutions u, ũ ∈ W 2,1p (Ω)∩W
2,1
2 (Ω)
of (21), (22), then by linearity, w̃ := u − ũ satisfies (21), (22) with f = 0, i.e.
w̃τ − a(x, τ)(w̃xx − w̃x) − b(x, τ)w̃x = 0, (33)
w̃(x, 0) = 0.
Multiplying w̃ on both sides of (33) and integrating on R with respect to x, and

















Arranging the terms, applying the Cauchy-Schwarz inequality and the bounded-























where ε > 0 can be arbitrary small, and we set M := ‖b − a − ax‖L∞(Ω). Noticing








Since ε > 0 can be arbitrary small, we can let it be such that C1 := a−Mε2 > 0.
Setting C2 := Mε








Let η(τ) = ‖w̃‖2L2(R)(τ), ξ(τ) = 0 and γ(τ) = ‖w̃x‖
2
L2(R)(τ). Applying Lemma









where C ′1 > 0 is a constant.
Thus, we have ‖w̃‖L2(Ω) ≤ 0, which implies u = ũ. Hence the uniqueness of the
solution. ¤
Proposition 10 Let Ω = R × (0, T ). If a ∈ Θ(a∗, p∗, a, a), b ∈ Θ(b∗, p∗, b, b),
and moreover, there exists constant C, for any τ ∈ (0, T ), ‖axx‖Lp∗/2(R)(τ) ≤ C,
‖bxx‖Lp∗/2(R)(τ) ≤ C, then for 2 ≤ p < 3,
uτ − a(x, τ)(uxx − ux) − b(x, τ)ux = 0 for (x, τ) ∈ Ω, (34)
u(x, 0) = max{K − ex, 0} (35)
has a unique solution u ∈ W 2,1p,loc(Ω) which satisfies the estimation
‖ux‖Lp(Ω) ≤ Cp,
where Cp depends on p, a, a, b and b.
Remark. A similar result was proved in [4], where it was assumed that b only
depends on τ . However, the argument was hard to follow.
In [3], under the assumption that b only depends on τ , it was proved that
‖uxx − ux‖Lp(Ω) ≤ Cp by using the density of the stock price at maturity. As we
mentioned before, the method is not applicable to our problem.
What we will show in the following is that even if b not only depend on τ but
also depend on x, we can still prove that ‖ux‖Lp(Ω) ≤ Cp.
Proof of Proposition 10.
In order to apply Proposition 3 and Proposition 4, we need to mollify a and
b. Let mollified a be aε and mollified b be bε, and let the solution of the equation
(34), (35) with a replaced by aε, b replaced by bε be uε. Based on Proposition 6,
aε satisfies condition (6) and bε satisfies condition (7).
The existence and uniqueness of uε and the uniform boundedness of {uε} on
W 2,1p,loc(Ω) can be proved based on the classical results on parabolic equations (see
for instance [7]). If we can further prove that uεx are uniformly bounded on Lp(Ω),
then we can find a subsequence of {uε}, let it be {uεk}, such that {uεkx } weakly
converges in Lp(Ω), and for any φ ∈ C∞c (Ω), let the support of φ be K, {uεk},
{uεkτ }, {uεkxx} weakly converges in Lp(K). If we denote the weak limit of {uεk} by
u and the weak limit of {uεkx } by v, then∫
Ω
uεkx φd(x, τ) = −
∫
Ω












where K is the compact support of φ, and also∫
Ω




Thus, based on the definition of the weak derivative, we can say that v is the
partial weak derivative of u on x. i.e. v = ux. We can apply the same argument
on {uεkxx} and {uεkτ }. Noticing that since this holds for any φ ∈ C∞c (Ω), it holds
for any compact set K ⊂ Ω. Moreover, since the solution is unique, for K1 ⊂ K2,
u found with K2 can actually be seen as the extension of u found with K1. Thus,
we see that u is a weak solution of equation (34), (35).
Now we move on to prove that uεx are uniformly bounded on Lp(Ω). First, we
differentiate on x on both sides of (34) and (35). Letting wε := uεx and we have
wετ − (aε(wεx − wε))x − (bεwε)x = 0, (36)
wε(x, 0) = −ex · 1[x<ln(K)]. (37)
















for any φ ∈ C∞c (R). We let wε(x, 0) := uεx(x, 0).
Since wε(x, 0) is not continuous, which means we can not directly apply Propo-
sition 4, we first mollify wε(x, 0). Let the mollified function be wδ(x, 0). Let the
corresponding solution of equation (36), (37) be wδ(x, τ). We need to prove that
wδ are uniformly bounded on Lp(Ω).





Γ (x, τ ; ξ, 0)wδ(ξ, 0)dξ, (38)










Also, we get that the L1 norm of the initial data, ‖wε(ξ, 0)‖L1(R) is bounded and
since wε(ξ, 0) does not depend on ε, the bound does not depend on ε. Thus, we
get by Proposition 5, that for δ close enough to 0,
‖wδ(ξ, 0)‖L1(R) ≤ C,
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where C is a constant which does not depend on δ or ε.


























































where Cp does not depend on δ or ε.
Thus, {wδ} has a weakly convergent subsequence {wδk}. Denoting the weak
limit by wε, we see that it is a unique solution of (36), (37) and wε assumes the
bound of wδ. Thus, we proved that the sequence {uεx} is uniformly bounded on
Lp(Ω).
The uniqueness of the solution can be proved following the same argument as
in the proof of Proposition 9. Thus, the proof of the proposition is complete. ¤
Now we use the result of Proposition 9, Proposition 10 to prove the continuity
and compactness of the operator F̃ : W 1p∗(Ω) → H.
Proof of Theorem 1.
First, we prove the continuity. Let Ω = R × (0, T ). Let bn ∈ Θ(b∗, p∗, b, b) and
bn → b in W 1p∗(Ω) as n → ∞. Let u(b) be the solution of (18), and un be the
solution of (18) with b replaced by bn. Let wn := un − u. Then, by linearity, wn
satisfies
wnτ − a(wnxx − wnx) − bwnx = (b − bn)unx for (x, τ) ∈ Ω, (39)
wn(x, 0) = 0. (40)
For 2 ≤ p < p̃, from Proposition 9, we have
‖wn‖W 2,1p (Ω) ≤ Cp‖(b
n − b)unx‖Lp(Ω) ≤ Cp‖bn − b‖L∞(Ω)‖unx‖Lp(Ω). (41)
By the Sobolev embedding theorem (Proposition 1), we have ‖bn − b‖L∞(Ω) ≤
C‖bn − b‖W 1
p∗ (Ω)
, with C not depending on n, and by Proposition 10, we have
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‖unx‖Lp(Ω) ≤ Cp, with Cp not depending on n. Thus,
‖w‖W 2,1p (Ω) ≤ Cp‖b
n − b‖L∞(Ω)‖unx‖Lp(Ω) → 0 as n → ∞, (42)
which implies the operator F̃ : W 1p∗(Ω) → H is continuous.
Next, we use the compact Sobolev embedding theorem (Proposition 2) to prove
the compactness.
Let {bn − b∗} be a bounded sequence in W 1p∗(Ω) and for a large enough M , let
ΩM := [−M,M ] × [0, T ], ΩcM := Ω\ΩM . Since {bn − b∗} is bounded on W 1p∗(Ω),
by Proposition 2, there exists a subsequence of {bn}, we denote it by {bnk}, which
converges in L∞(ΩM). We denote the limit by b, i.e. ‖bnk − b‖L∞(ΩM ) → 0 as
nk → ∞. We can extend b to Ω by letting b ≡ 0 on ΩcM .
Let u(b) be the solution of (18), and unk be the solution of (18) with b replaced
by bnk . Let wnk := unk − u(b). Then, by linearity, wnk satisfies equation
wnkτ − a(wnkxx − wnkx ) − bwnkx = (b − bnk)unkx for (x, τ) ∈ Ω, (43)
wnk(x, 0) = 0. (44)
For 2 ≤ p < p̃, from Proposition 9, we have
‖wnk‖p
W 2,1p (Ω)
≤ Cp‖(b − bnk)unkx ‖
p
Lp(Ω)
= Cp{‖(b − bnk)wnkx ‖
p
Lp(ΩM )















Now from ‖b − bnk‖L∞(ΩcM ) ≤ C, with C not depending on nk and ‖u
nk
x ‖Lp(ΩcM ) →
0 as M → ∞, we have
‖b − bnk‖L∞(ΩcM )‖u
nk
x ‖Lp(ΩcM ) → 0 as M → ∞. (46)
Also by Proposition 10, ‖unkx ‖Lp(ΩM ) ≤ Cp, with Cp not depending on nk, and with
‖bnk − b‖L∞(ΩM ) → 0, we have
‖b − bnk‖L∞(ΩM )‖unkx ‖Lp(ΩM ) → 0 as nk → ∞. (47)
From (45), (46)and (47), we get
‖wnk‖W 2,1p (Ω) → 0,
which implies the operator F̃ : W 1p∗(Ω) → H is compact.
This completes the proof of Theorem 1. ¤
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5 Proof of Theorem 2
To prove the theorem, we start with proving two propositions.
Proposition 11 Let Ω = R2×(0, T ) and let Φ = R×(0, T ). Let 1
2
a2i ∈ Θ(a∗i , p∗, a, a),
bi ∈ Θ(b∗i , p∗, b, b) for i = 1, 2. Let (a1)x, (a2)y ∈ L∞(Φ) and f ∈ L2(Ω). If




a21(uxx − ux) −
1
2
a22(uyy − uy) − ρa1a2uxy − b1ux − b2uy = f, (48)
u(x, y, 0) = 0 (49)
has a unique solution u ∈ W 2,12 (Ω), and the solution satisfies the estimation
‖u‖W 2,12 (Ω) ≤ C‖f‖L2(Ω).
Proof. As in the proof of Proposition 9, to prove that the solution of the
equation exits, we can find a series of Hölder continuous functions to approximate
the parameters ai, bi, ρ and the function f . If we can prove that the solutions
uε corresponding to those Hölder continuous parameters are uniformly bounded
on W 2,12 (Ω), we can find a subsequence of u
ε which weakly converges in W 2,12 (Ω).
Denoting the limit by u, we see that it is a unique weak solution of the original
equation.
We now prove the uniform boundedness. For simplicity, we will omit the ε
notation in the following proof.














































































































































and also noticing that 1
2
a2i ≥ a, we have
d
dτ
‖u‖2L2(R2)(τ) + 2(1 − δ)a‖ux‖
2








+ 2Mε2‖uy‖2L2(R2)(τ) + Mε
−2‖u‖2L2(R2)(τ),
where ε > 0 is a constant that can be arbitrary small and we set








Since δ < 1, we can take ε small enough such that C1 := 2(1− δ)a− 2Mε2 > 0
and let C2 := 2ε












Let ξ(τ) = ‖f‖2L2(R2)(τ), η(τ) = ‖u‖
2
L2(R2)(τ) and γ(τ) = ‖ux‖
2
L2(R2)(τ) +
‖uy‖2L2(R2)(τ). Applying Lemma 1, and noticing that ‖u‖
2
















where C ′1, C
′



































Next, we differentiate on both sides of (48) by x, integrate on R2 after multi-




















































































































































a2i ≥ a, we have
d
dτ
‖ux‖2L2(R2)(τ) + 2(1 − δ)a‖uxx‖
2









where ε > 0 is a constant that can be arbitrary small and we set
M := max{‖1
2















≤ C2‖ux‖2L2(R2)(τ) + C3‖f‖
2
L2(R2)(τ).





η(τ) = ‖ux‖2L2(R2)(τ). Applying Lemma 1, and noticing that ‖ux‖
2
















where C ′1, C
′
3 > 0 are constants.








Next, we differentiate on both sides of (48) by y, and integrate on R2 after











(50), (51), (52), (53) and (54) together imply
‖u‖W 2,12 (Ω) ≤ C‖f‖L2(Ω).
As for the uniqueness, assume there exist two solutions u and ũ of (48), (49),
then by linearity, w̃ := u − ũ satisfies (48), (49) with f = 0. Thus, we have
‖w̃‖W 2,12 (Ω) ≤ 0, which implies u = ũ. Hence the uniqueness of the solution. ¤
Proposition 12 Let Ω = R2×(0, T ) and let Φ = R×(0, T ). Let 1
2
a2i ∈ Θ(a∗i , p∗, a, a),




a21(uxx − ux) −
1
2
a22(uyy − uy) − ρa1a2uxy − b1ux − b2uy = 0, (55)
u(x, y, 0) = (ey − ex)1[ex<ey<K] (56)
has a unique solution u ∈ W 2,12,loc(Ω), which satisfies the estimation
‖uxy‖L2(Ω) ≤ C.
Proof. As in the proof of Proposition 10, to prove that the solution of the
equation exits, we can find a series of Hölder continuous functions to approximate




We now prove the uniform boundedness. For simplicity, we will omit the ε
notation in the following proof.
We want to take partial derivative on both sides of (55) and (56) on x. Notice
that (56) does not have partial derivative in the classic sense but has a weak partial
derivative on x, i.e.
∫
R2
u(x, y, 0)φxd(x, y) =
∫
ex<ey<K

























for any φ ∈ C∞c (R). We denote
ux(x, y, 0) := (−ex)1[ex<ey<K].
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Taking partial derivative on x and multiplying ux on both sides of (55) and































((b1 + b2)ux)xuxdxdy = 0.










where C1 > 0, C2 > 0 are constants.
Let ξ(τ) = 0, γ(τ) = ‖uxx‖2L2(R2)(τ) + ‖uxy‖
2
L2(R2)(τ) and η(τ) = ‖ux‖
2
L2(R2)(τ).
















where C ′1 > 0 is a constant.
Since this hold for any τ ∈ [0, T ], we let τ = T . Thus
‖uxy‖2L2(Ω) ≤ C.
The uniqueness of the solution can be proved following the same argument as
in the proof of Proposition 11. Thus the proof of the proposition is complete. ¤
Now we use the result of Proposition 11, Proposition 12 to prove the continuity
and compactness of the operator G : D(ρ∗) → H̃.
Proof of Theorem 2.
First, we prove the continuity. Let ρn ∈ D(ρ∗) and ρn − ρ → 0 in W 1∞(Ω). Let
u(ρ) be the solution of (19), (20), un be the solution of (19), (20) with ρ replaced











yy − wny ) − ρa1a2wnxy − b1wnx − b2wny
= (ρ − ρn)a1a2unxy, (59)
wn(x, y, 0) = 0. (60)
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From Proposition 11, we have
‖wn‖W 2,12 (Ω) ≤ C‖(ρ
n − ρ)unxy‖L2(Ω) ≤ C‖ρn − ρ‖L∞(Ω)‖unxy‖L2(Ω). (61)
We have ‖ρn − ρ‖L∞(Ω) → 0, as n → ∞. And by Proposition 12, we also have
‖unxy‖L2(Ω) ≤ C, with C not depending on n. Thus,
‖wn‖W 2,12 (Ω) ≤ C‖ρ
n − ρ‖L∞(Ω)‖unxy‖L2(Ω) → 0 as n → ∞, (62)
which implies the operator G : D(ρ∗) → H̃ is continuous.
Next, we move on to prove the compactness.
Let {ρn} be a bounded sequence in D(ρ∗), and let ΩM := [−M,M ] × [0, T ],
ΩcM := Ω\ΩM . Noticing that ρn ∈ W 1∞(Ω) implies that ρn is Lipschitz continuous,
hence uniformly continuous. Thus, by the Arzela-Ascoli theorem, there exists a
subsequence of ρn, we denote it by ρnk , which converges in L∞(ΩM). We denote
the limit by ρ, i.e. ‖ρnk − ρ‖L∞(ΩM ) → 0, as nk → ∞.
Let u(ρ) be the solution of (19), (20), unk be the solution of (19), (20) with ρ











yy − wnky ) − ρa1a2wnkxy − b1wnkx − b2wnky
= (ρ − ρn)a1a2unkxy , (63)
wnk(x, y, 0) = 0. (64)
Then, by Proposition 11, we have
‖wnk‖2
W 2,12 (Ω)
≤ C‖(ρ − ρnk)unkxy‖2L2(Ω)
= C{‖(ρ − ρnk)unkxy‖2L2(ΩM ) + ‖(ρ − ρ
nk)unkxy‖2L2(ΩcM )}
≤ C ′{‖ρ − ρnk‖2L∞(ΩM )‖u
nk




We have ‖ρ− ρnk‖L∞(ΩcM ) ≤ C, with C not depending on nk and ‖u
nk
xy‖L2(ΩcM ) → 0
as M → ∞, so
‖ρ − ρnk‖L∞(ΩcM )‖u
nk
xy‖L2(ΩcM ) → 0 as M → ∞. (66)
Also, we have ‖ρn − ρ‖L∞(ΩM ) → 0 as nk → ∞, and by Proposition 12, we have
‖unkxy‖L2(ΩM ) ≤ C, with C not depending on nk. Thus,
‖ρ − ρnk‖L∞(ΩM )‖unkxy‖L2(ΩM ) → 0 as nk → ∞. (67)
(66), (67) implies ‖wnk‖W 2,12 (Ω) → 0 as nk → ∞, thus the operator G : D(ρ
∗) →
H̃ is compact.
This completes the proof of Theorem 2. ¤
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6 Conclusion
In this study, we considered using the Tikhonov regularization to regularize the
ill-posed problem of identifying dividend rates and correlation of financial assets
from the option prices using Black-Scholes equations. It turns out that in order
to apply the Tikhonov regularization, we must prove that the operator that maps
the parameters to the options price is continuous and compact.
In section 4, we proved that when the volatility and dividend functions lie in
certain bounded Sobolev spaces, the map from dividend function to option price
is continuous and compact. Moreover, in section 5, we proved that for barriered
spread style basket options, when the correlation function lies in certain Sobolev
space and is absolutely bounded by some constant strictly less than 1, the map
from correlation funtion to the basket option price is continuous and compact.
7 Appendix
Proposition 13 Let Ω = R × (0, T ), let a ∈ L∞(Ω), and there exist a, a, such
that 0 < a < a(x, τ) < a for (x, t) ∈ Ω a.e., and let ä := a+a
2
. Let b ∈ L∞(Ω) and
f ∈ Lp(Ω) ∩ ÃL2(Ω). If u ∈ W 2,1p (Ω) ∩ W
2,1
2 (Ω) satisfies
uτ − a(x, τ)(uxx − ux) − b(x, τ)ux = f in Ω, (68)
u(x, 0) = 0, (69)
then with g := f + (b − a)ux + (a − ä)uxx, we have
‖uxx‖Lp(Ω) ≤ C(p)‖g‖Lp(Ω),
where C(p) is a continuous function of p ∈ [2,∞).
To prove Proposition 13, we apply the operator valued Fourier multiplier theo-
rem considered in [13] and perform a calculation similar to the one considered in
[12]. At first, we introduce some definitions and preliminary results.






e−τ ·λ−ix·yu(x, τ)dxdτ, (70)
where λ = γ + is a complex number with γ > 0.
In order to apply the Laplace-Fourier transformation to our problem, we assume
suppf ⊂ R2, f ≡ 0 and u ≡ 0 on τ < 0, so that g ≡ 0 on τ < 0.
Definition 8 Let X, Y be Banach spaces and B(X,Y ) be the set of all the bounded
operators from X to Y . Let γi(t) := sign(sin(2
iπt)), i ∈ N, t ∈ [0, 1]. Let A ⊂
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B(X,Y ) be an operator class. If there exist p ∈ (1,∞) and constant C, such that












then we say A is R bounded, and the minimal constant C that satisfies the in-
equality is denoted by R(A).
The next proposition gives a sufficient condition for R boundedness.
Proposition 14 (See for instance [11].) Let 1 < p < ∞, and let {k(s, x); s ∈
R\{0}, x ∈ Rn} be a family of L1loc(Rn) function. For f ∈ L2(Rn), let
K(s)f(x) := k ∗ f(x) =
∫
Rn
k(s, x − y)f(y)dy.
If there exists a constant C, which does not depend on s, such that
‖K(s)f‖L2(Rn) ≤ C0‖f‖L2(Rn), (72)∑
|β|=1
|∂βxk(s, x)| ≤ C0|x|−(n+1), x 6= 0, (73)
then, the operator K(s) is R bounded on B(Lp(Ω)) and there exists constant Cn,p,
which only depends on n and p, such that R(K(s)) ≤ Cn,p · C0.
The following lemma can be useful in proving condition (73) in our problem.
Lemma 4 (See for instance [11].) Let N ∈ {0}
∪
N, and let b = N + 1 − n. If
f(y) ∈ C∞(Rn\{0}; C),
Dlyf(y) ∈ L1(Rn; C) for any |l| ≤ N,
|Dlyf(y)| ≤ Al|y|b−|l| for any y 6= 0, |l| ∈ {0}
∪
N,
where l is a multi-index, then,
|F−1[f ](x)| ≤ Cn,b max
|l|≤N+2
Al|x|−(n+b)
for any x 6= 0, where F−1[f ](x) is the inverse Fourier transformation of f .
Definition 9 Let f be a measureable function on an n dimensional space. An
operator valued Fourier multiplier is an operator Tm defined by:
Tmf(τ) = F
−1
s [m(s)Fτ [f ](s)](τ), τ ∈ R,
where the operator valued function m(s) ∈ C1(R\{0}; B(X,Y )) is called the symbol
of the operator.
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The following is an operator valued Fourier multiplier theorem.
Theorem 3 (See for instance [13].) For 1 < p < ∞ and 1 < q < ∞, let X :=
Lp(Rn) and Y := Lq(Rm). Let m(s) be the symbol of the operator valued Fourier
multiplier. If
C0 ≡ R({m(s); s ∈ R\{0}}) < ∞, (74)
C1 ≡ R({sm′(s); s ∈ R\{0}}) < ∞, (75)
then there exists constant C, such that for f ∈ Lp(R; X),
‖Tmf‖Lp(R;Y ) ≤ C(C0 + C1)‖f‖Lp(R;X), (76)
where C depends only on p, m and n.
Now we move on to prove Proposition 13.
Proof of Proposition 13.
We prove the proposition with respect to equation
uτ − äuxx = g in Ω, (77)
u(x, 0) = 0. (78)
We first prove the proposition with g replaced by gδ ∈ S(R2), with ‖gδ−g‖Lp(Ω) →
0 as δ → 0. Let the corresponding solution of the equation be uδ.
By integration by parts, with uδ(x, 0) = 0, we have
L̂[uδτ ](y, λ) = λL̂[uδ](y, λ)
and
L̂[uδxx](y, λ) = −y2L̂[uδ](y, λ).
Also notice that, (70) can be written in the form of a Fourier transformation, i.e.
L̂[uδ](y, λ) = F [e−γτuδ](y, s), (79)
with λ = γ + is, γ > 0.
We perform the Laplace-Fourier transformation on both sides of (77) to obtain








With (79), we get



























Since the solution of equation (77), (78) is unique, we have that there exists a





Next, we expand (81) to p > 2. Continuing with (80), we have























may not necessarily converge, we add a e−εy
2
term,
with ε > 0, i.e. we let


















2] ∗ Fτ [e−γτgδ](s)](x, τ). (83)
We let










γ ∗ h](x), h ∈ S(R2).
Then (82) can be written as








This Kεγ(s) is the symbol of an operator valued Fourier multiplier. In order to




















Thus condition (72) holds.
We now move on to prove (73). With integration by parts, we have
∂xk
ε



















(iy)) ∈ L1(R; C),







for any l ∈ {0}
∪
N and the constant Al does not depending on ε or λ for 0 ≤ l ≤ 3.
Now by Lemma 4 with b = 1, N = 1, and n = 1, we get
|∂xkεγ(s, x)| ≤ C|x|−(1+1).
Thus, (73) (with n=1) also holds. Now by Proposition 14, Kεγ(s) is R bounded.
In the same way we can also prove that s(Kεγ(s))
′ is R bounded. Thus, by
Theorem 3,
‖e−γτ (uε,δxx)‖Lp(R;Lq(R)) ≤ C‖e−γτgδ‖Lp(R;Lq(R)).
Letting q = p, we get
‖e−γτ (uε,δxx)‖Lp(R2) ≤ C‖e−γτgδ‖Lp(R2), (84)
with the constant C does not depend on ε, δ or γ.
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Next, we want to take limits on the parameters ε, δ and γ to get the result

















2 − 1)F [e−γτgδ]. (87)
We have that ∣∣∣ −y2
λ + äy2
(e−εy
2 − 1)F [e−γτgδ]




Since gδ ∈ S(R2) and gδ ≡ 0 on τ < 0, we have e−γτgδ ∈ S(R2). Thus, we have
e−γτgδ ∈ L1(R2) and ∆(e−γτgδ) ∈ L1(R2). Thus
(1 + x2 + τ 2)
∣∣∣F [e−γτgδ]∣∣∣ = ∣∣∣F [e−γτgδ − ∆(e−γτgδ)]∣∣∣ ≤ C ′.
This implies that





2 − 1)F [e−γτgδ] → 0 a.e. as ε → 0,
and with (88) and (89), applying the dominated convergence theorem, we get∥∥∥ −y2
λ + äy2
(e−εy
2 − 1)F [e−γτgδ]
∥∥∥
L1(R2)
→ 0 as ε → 0.
With (87), this means∥∥∥F [e−γτ (uδ,εxx − uδxx)]∥∥∥
L1(R2)
→ 0 as ε → 0.
Thus,
‖e−γτ (uδ,εxx − uδxx)‖L∞(R2) =
∥∥∥F−1[F [e−γτ (uδ,εxx − uδxx)]]∥∥∥
L∞(R2)
≤
∥∥∥F [e−γτ (uδ,εxx − uδxx)]∥∥∥
L1(R2)
→ 0 as ε → 0. (90)
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Since e−γτgδ ∈ S(R2), we also have e−γτgδ ∈ L2(R2). Thus, with (88) and
applying the dominated convergence theorem, we can also get∥∥∥F [e−γτ (uδ,εxx − uδxx)]∥∥∥
L2(R2)
→ 0 as ε → 0.
Thus, by Plancherel’s theorem, we get that
‖e−γτ (uδ,εxx − uδxx)‖L2(R2) → 0 as ε → 0. (91)
Based on the log-convexity of the Lp-norm, with (90) and (91), we have that for
2 ≤ p ≤ ∞,
‖e−γτ (uδ,εxx − uδxx)‖Lp(R2) → 0 as ε → 0.
Thus, noticing that in (84), the constant C does not depend on ε, letting ε → 0,
we get
‖e−γτuδxx‖Lp(R2) ≤ C‖e−γτgδ‖Lp(R2).
Since the constant C does not depend on δ, and the solution of equation (77),
(78) is unique, we have that there exists a subsequence {e−γτuδkxx} that weakly




Noticing that the constant C does not depend on γ, based on the monotone
convergence theorem, letting γ → 0, we have
‖uxx‖Lp(R2) ≤ C‖g‖Lp(R2). (92)
Now we consider the continuity of C(p) on p. Letting Tmg = uxx, from (81),
we already have




Now we fix some r > 2, from (92), there exists an M , such that
‖Tm‖B(Lr(Ω),Lr(Ω)) = M. (94)










By the Reisz-Thorin theorem, we have
‖uxx‖Lp(Ω) = ‖Tmg‖Lp(Ω) ≤ (N)1−θM θ. (95)
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We can see that the right hand side of (95) is continuous on θ, i.e. when p → 2,
we have θ → 0 and thus
(N)1−θM θ → N ≤ 1/ä.
We set C(p) = (N)1−θM θ and the proof of Proposition 13 is complete. ¤
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