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Abstract—A finite-support constraint on the parameter space
is used to derive a lower bound on the error of an estimator of the
correlation coefficient in the bivariate exponential distribution.
The bound is then exploited to examine optimality of three
estimators, each being a nonlinear function of moments of
exponential or Rayleigh observables. The estimator based on
a measure of cosine similarity is shown to be highly efficient
for values of the correlation coefficient greater than 0.35; for
smaller values, however, it is the transformed Pearson correlation
coefficient that exhibits errors closer to the derived bound.
Index Terms—Deterministic parameter estimation, envelope
correlation coefficient, estimation error lower bounds
I. INTRODUCTION
THE bivariate exponential and Rayleigh probability dis-tributions, [1, pp. 401–475], [2], play a prominent role
in the development of models of dependent nondeterministic
phenomena in science and engineering. Such models include
power of a random signal received at multiple sensors ex-
ploiting time/space/frequency diversity, weather radar returns
observed at co-polar and cross-polar channels, weights of
edges in random graphs being matched, time intervals between
significant events occuring in parts of a complex biological or
man-made system and many more.
The statistical association between observables of interest
can be characterized by exploiting various measures of depen-
dence, such as mutual information, copulas and parametric or
nonparametric correlation coefficients [1, pp. 105–177], [3]. In
practice, the correlation coefficient appears to be a preferred
choice owing to its computational simplicity, and also the
fact that it can be functionally related to copulas and mutual
information [3], [4].
The problem of estimating the correlation coefficient be-
tween non-negative observables has been discussed in a
number of publications [5]–[8]. However, since the finite-
support constraint on the parameter space has been ignored, no
conclusions regarding optimality of proposed estimators could
be drawn. Therefore, it is of interest to establish a constrained
lower bound on the estimator error and examine estimators
that could attain this bound.
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II. RAYLEIGH AND EXPONENTIAL DISTRIBUTIONS
Consider two complex Gaussian random variables (rvs),
X , XI + jXQ and Y , YI + jYQ, where j2 = −1. The
four jointly Gaussian components, (XI , XQ, YI , YQ), have all
zero means, E{XI} = E{XQ} = E{YI} = E{YQ} = 0,
where E{·} denotes expectation, and their covariance matrix
is of the form [9]
CXY =

σ2X 0 σXσY ρc σXσY ρs
0 σ2X −σXσY ρs σXσY ρc
σXσY ρc −σXσY ρs σ2Y 0
σXσY ρs σXσY ρc 0 σ
2
Y

(1)
where |ρc| ≤ 1 and |ρs| ≤ 1 are correlation coefficients
between respective rvs.
In signal processing, the complex Gaussian rvs, X and Y,
may be viewed as discrete-time samples of two dependent
complex Gaussian processes X(t) and Y(t). The rvs, X and
Y, may also represent samples, taken at different time instants,
say, t and t + τ , of a single stationary complex Gaussian
process X(t); in such a case, Y(t) = X(t+τ) and σ2Y = σ
2
X .
A. Bivariate Rayleigh Distribution
Pairs of rvs, (XI , XQ) and (YI , YQ), can be used to
construct two Rayleigh rvs, V and Z, as follows
V =
√
X2I +X
2
Q and Z =
√
Y 2I + Y
2
Q (2)
The rvs V and Z represent magnitudes of the corresponding
underlying complex Gaussian rvs X and Y.
The joint probability density function (pdf) of V and Z is
given by [2]
pV Z(v, z) =
vz
σ2Xσ
2
Y (1− ρ2)
exp
[
− 1
2(1− ρ2)
(
v2
σ2X
+
z2
σ2Y
)]
× I0
[
ρvz
σXσY (1− ρ2)
]
, v, z ≥ 0, ρ ≥ 0 (3)
where ρ2 = ρ2c+ρ
2
s, and I0(·) denotes a modified Bessel func-
tion of the first kind of order zero. If ρ = 0, then pV Z(v, z)=
pV (v)pZ(z), where pV (v) and pZ(z) are marginal Rayleigh
pdfs of V and Z, respectively. Therefore, in this case, zero
correlation implies statistical independence.
Population joint moments, E{V κZν}, κ+ν = 1, 2, of rvs
V and Z are given by [9]
E{V } = σX
√
pi/2, E{Z} = σY
√
pi/2
E{V 2} = 2σ2X , E{Z2} = 2σ2Y
E{V Z} = σXσY
[
2E(ρ)− (1− ρ2)K(ρ)] (4)
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Table 1.  Cramer−Rao Bound on the variance of the estimator.
σCR
2n r(  )
r
where K(·) and E(·) are complete elliptic integrals of the first
and second kind. In particular,
K(0) = E(0) = pi/2, E(1) = 1 (5)
and when ρ approaches one, K(ρ) tends to infinity.
B. Bivariate Exponential Distribution
The transformation
U = V 2 and W = Z2 (6)
converts two Rayleigh rvs, V and Z, into two exponential rvs,
U and W . The joint pdf of U and W can be expressed as [2]
pUW (u,w) =
1
4σ2Xσ
2
Y (1− r)
exp
[
− 1
2(1− r)
(
u
σ2X
+
w
σ2Y
)]
× I0
[ √
ruw
σXσY (1− r)
]
, u, w ≥ 0, r ≥ 0 (7)
where r = ρ2. The parameter r is, in fact, the correlation
coefficient between exponential rvs U and W (see Section V).
Also in this case, when r = 0, rvs U and W are statistically
independent.
Population joint moments, E{UκW ν}, κ+ν = 1, 2, of rvs
U and W are given by [9]
E{U} = 2σ2X , E{W} = 2σ2Y
E{U2} = 8σ4X , E{W 2} = 8σ4Y
E{UW} = 4(r + 1)σ2Xσ2Y . (8)
III. PROBLEM FORMULATION
Assume that observations on rvs U and W are made in
pairs, (u,w) = {(ui, wi) : i = 1, 2, . . . , n}; alternatively,
observations, (v, z) = {(vi, zi) : i = 1, 2, . . . , n}, may be
made on Rayleigh rvs V and Z. Then, n pairs of observations
are used to determine sample joint moments,
mEκν ,
1
n
n∑
i=1
uκi w
ν
i or mRκν ,
1
n
n∑
i=1
vκi z
ν
i (9)
corresponding, respectively, to population moments (8) or (4).
This Letter addresses two associated problems:
1. Given the pdf (7) and the constraint, 0 ≤ r ≤ 1, derive
a lower bound on the error of an estimator of the correlation
coefficient r appearing in (7).
2. Make use of sample moments (9) to construct estimators
of r and examine their optimality with respect to the derived
lower bound.
IV. LOWER BOUNDS ON ESTIMATION ERRORS
In the case of a bivariate exponential distribution (7),
allowed values of the correlation coefficient r are restricted
to the (0, 1)-interval. If a statistic employed as an estimator of
r assumes values from a different, finite or infinite, interval,
then the constraint, 0 ≤ r ≤ 1 must be taken into account
when establishing a lower bound on the estimator error.
A. Crame´r-Rao Bound (CRB)
It is known [10] that under suitable regularity conditions,
the variance of any unbiased estimator can be bounded by
the lower Crame´r-Rao bound (CRB). Therefore, the CRB
is a useful measure when examining optimality of several
competing estimators of a parameter of interest.
Let a vector θ of nonrandom parameters be defined by
θ , (θ1, θ2, θ3)T ≡ (r, σ2X , σ2Y )T . (10)
Then (neglecting any constraints on the parameters), the Fisher
information matrix, I(θ), is a 3× 3 positive semidefinite
symmetric matrix, comprising the elements
[I(θ)]k,` , E
{
∂
∂θk
ln pUW (u,w)
∂
∂θ`
ln pUW (u,w)
}
,
k, ` = 1, 2, 3 (11)
Consequently, a lower bound on the variance of any unbiased
estimator Rˆ of r can be determined from
var{Rˆ} ≤ 1
n
[I−1(θ)]
1,1
≡ σ2CR(r), (12)
where I−1 is the inverse of I .
Elements of the Fisher information matrix I(θ), for selected
values of r, are given in [11]. Values of the Crame´r-Rao bound,
shown in Table 1, have been determined by selecting a first
diagonal element of the inverse I−1(θ) of I(θ).
B. Mean-Square-Error (MSE) Bound
When the parameter space is restricted, the Crame´r-Rao
approach appears to be inadequate [12]–[14]. Therefore, to
determine a lower bound on the error of an estimator of
parameter r in (7), knowledge of the finite-support constraint,
0 ≤ r ≤ 1, should be suitably combined with Fisher
information contained in available data.
Consider an unbiased estimator Rˆ of r and let pRˆ(rˆ; r) be
a pdf of Rˆ. Assume that the estimator Rˆ is so constructed
that values of its realizations (estimates) rˆ cannot exceed one.
However, depending on a set of processed data, {(ui, wi) :
i = 1, 2, . . . , n} or {(vi, zi) : i = 1, 2, . . . , n}, some estimates
rˆ may assume negative, hence not allowed values.
Therefore, when such an aberrant estimate rˆ is observed,
its value must be set to zero, and so modified estimate, rˆm,
will assume the form
rˆm =
{
rˆ, rˆ ≥ 0
0, rˆ < 0.
(13)
Consequently, the pdf of the modified estimator Rˆm will
become a censored distribution [15],
pRˆm(rˆm; r) = γ δ(rˆm) + pRˆ(rˆm; r)1(rˆm) (14)
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Fig. 1. The effect of censoring when r decreases from rβ to rα.
comprising a discrete probability mass and a continuous part.
In (14), δ(·) is an impulse (Dirac delta) function, γ is the
probability that Rˆ < 0,
γ =
∫ 0
−∞
pRˆ(rˆ; r) drˆ (15)
and 1(·) denotes the Heaviside step function,
1(ω) ,
{
1, ω ≥ 0
0, ω < 0.
(16)
Fig. 1 illustrates the effect of transforming the pdf of an
estimator Rˆ into its censored version, pRˆm(rˆm; r), when the
value of the correlation coefficient r being estimated decreases
from rβ to rα.
The mean-square error (MSE), ε2MS(r), of the modified
estimator Rˆm can be expressed as
ε2MS(r) , E{(Rˆm − r)2} = var{Rˆm}+ (E{Rˆm} − r)︸ ︷︷ ︸
bias squared
2.
In order to determine the lower MSE bound, assume that Rˆ
is a maximum-likelihood (ML) estimator. Since ML estimators
are known to be asymptotically unbiased, efficient and Gaus-
sian [10], let Rˆ ∼ N (r, σ2CR). The MS error of a modified
estimator Rˆm can be evaluated by exploiting moments of a
censored Gaussian distribution [15].
Let φ(λ) = (1/
√
2pi) exp(−λ2/2) be the pdf of a standard
Gaussian rv Λ, and F (µ) = Pr{Λ ≤ µ} its cumulative
distribution function. Then, the MSE of the estimator Rˆm can
be expressed as follows
ε2MS(r) = σ
2
CRF (µ)
[
(1− d) + F (−µ)(µ+ h)2]︸ ︷︷ ︸
variance
+
+ [F (µ)(r + hσCR)− r]︸ ︷︷ ︸
bias squared
2 (17)
where σ2CR ≡ σ2CR(r), µ = r/σCR, h = φ(µ)/F (µ) and
d = h(h+ µ).
The constrained error bound (17) differs from the CR bound
(12), when r is less than approximately 3σCR(r) . In the
region, 0 ≤ r < 3σCR(r), the estimator Rˆm becomes biased,
and its MS error,
σ2CR(0)/2 ≤ ε2MS(r) < σ2CR(r) (18)
remains below the CR bound. The bound reduction has re-
sulted from incorporating knowledge of the constraint.
V. ESTIMATORS OF THE CORRELATION COEFFICIENT
Consider the population Pearson product-moment correla-
tion coefficient defined by
rP (U,W ) ,
E{UW} − E{U}E{W}√
var{U} var{W} . (19)
By inserting moments (8) into (19), it can be verified that
rP (U,W ) = r. Therefore, the sample Pearson correlation
coefficient, i.e. the statistic
s(u,w) =
mE11 −mE10mE01√
(mE20 −m2E10)(mE02 −m2E01)
(20)
can be used to construct a censored estimate rˆ1 of r as follows
rˆ1 =
{
s(u,w), s(u,w) ≥ 0
0, otherwise. (21)
When the number n of observations tends to infinity, sample
moments converge to population moments, and the sample
correlation coefficient s(u,w) will approach r.
The use of sample correlation coefficient to estimate a pop-
ulation correlation coefficient is a standard practice. However,
such an approach may not necessarily lead to an efficient
estimator (an estimator whose variance attains the Crame´r-Rao
bound), especially in small or moderate sample sizes.
A. Estimator Based on Correlation of Rayleigh Variables
Consider now the bivariate Rayleigh distribution (3) and
the population Pearson correlation coefficient rP (V,Z), given
by a formula analogous to (19). The correlation coefficient
rP (V,Z) can be expressed in terms of moments (4) as follows
rP (V,Z) =
2 [2E(
√
r)− (1− r)K(√r)]− pi
4− pi . (22)
In this case, rP (V,Z) = r, only when r = 0 or r = 1;
otherwise, rP (V,Z) is a nonlinear function of r.
When n → ∞, the sample correlation coefficient s(v, z)
will approach (22). By employing the nonlinear transformation
ξ(v, z) = s(v, z) {1 + g [1− s(v, z)]}, g = 49/500 (23)
a censored estimate rˆ2 of r is obtained as
rˆ2 =
{
ξ(v, z), ξ(v, z) ≥ 0
0, otherwise. (24)
B. Approximate Maximum-Likelihood Estimator
It has been shown [16] that in a case of highly correlated
Rayleigh rvs, and when σX = σY , an approximate ML
estimator of the correlation coefficient ρ is of the form,
[2mR11/(mR20 + mR02)]
2. The constraint, σX = σY , can
be removed by employing the geometric mean rather than
the arithmetic mean. Consequently, the following statistic of
cosine-similarity-squared is obtained
c2(v, z) , m
2
R11
mR20mR02
. (25)
The statistic (25) asymptotically converges to
lim
n→∞ c
2(v, z) =
[
E(
√
r)− (1− r)K(√r)/2]2 . (26)
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Fig. 2. Estimated mean-square error, εˆ2, of the three estimators.
For r = 0 and r = 1, the respective limits are pi2/16 and 1.
When the nonlinear transformation
η(v, z) =
c2(v, z)− a
1− a
{
1 + b[1− c2(v, z)]}, (27)
a = pi2/16, b = 7/12
is applied, a censored estimate rˆ3 of r assumes the form
rˆ3 =
{
η(v, z), η(v, z) ≥ 0
0, otherwise. (28)
Owing to its origin, the estimator Rˆ3 is expected to be
asymptotically efficient, at least for larger values of r.
C. Performance of the Estimators
Computer simulations were employed to examine the per-
formance of the three estimators, Rˆ1, Rˆ2 and Rˆ3, of the
correlation coefficient r. Three sample sizes, n = 10, n = 50
and n = 200, were chosen, somewhat arbitrarily, to represent
the cases of small, moderate, and large sample sizes. Values of
the correlation coefficient r to be estimated varied from r = 0
to r = 0.98, in steps of 0.02. For each combination of n and
r, 106 Monte Carlo experiment replications were carried out
to determine the MS error, ε2, for each of the three estimators.
Results of the study are shown in Fig. 2 along with the
MSE bound (17) and the Crame´r-Rao bound (12); values of
the MSE bound are only shown when they differ from those
of the CR bound.
The results can be summarized as follows:
1. The derived MSE lower bound is superior to the standard
CRB when predicting errors of estimators of the correlation
coefficient r; the MSE lower bound is more precise when the
sample size is moderate or large.
2. When r is greater than r∗ ≈ 0.35, the estimator Rˆ3 is
better than the other two estimators, and its estimated MS
error, εˆ2, differs only slightly from the derived lower bound.
3. In the region, r < r∗, the estimator Rˆ2 is superior to the
estimator Rˆ3.
4. When r ≈ 0, the estimator Rˆ1 exhibits the smallest MS
error; this observation supports the conclusion in [8] that the
sample correlation coefficient (20) is an asymptotically most
powerful test of the hypothesis r = 0 against the alternative
r > 0.
5. When r < 0.1, the MS error of the estimator Rˆ3 markedly
exceeds those of the other two estimators; this effect can partly
be attributed to the approximate nature of the nonlinearity (27).
VI. CONCLUSION
The non-negativity constraint has been incorporated into the
standard CR bounding technique by utilizing moments of a
censored Gaussian distribution. The resulting MSE bound es-
tablishes a lower bound on the MS error of any estimator of the
correlation coefficient of exponentially distributed variables.
The simulation study has shown that MS errors associated
with two of the examined estimators are close to the derived
lower bound in two subintervals that jointly cover the entire
(0,1)-interval. Each of the two estimators is a nonlinear func-
tion of a measure of either cosine similarity or centred cosine
similarity (i.e. the sample correlation coefficient) between
Rayleigh variables.
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