A. System setup, force field and simulation details Water was represented by the TIP4P/Ice model [1] and methane was modelled using united atom Lennard-Jones interactions ( = 1.22927 kJ/mol and σ = 3.700Å). This combination has been shown previously to mimic experimentally determined properties very well [2] .
Water was represented by the TIP4P/Ice model [1] and methane was modelled using united atom Lennard-Jones interactions ( = 1.22927 kJ/mol and σ = 3.700Å). This combination has been shown previously to mimic experimentally determined properties very well [2] .
Most of the molecular dynamics(MD) simulations were performed using OpenMM 7.1.1 [3] . The Velocity Verlet with velocity randomization (VVVR) integrator (from openmmtools [4] ) was used to integrate the equations of motion. The integration time step was set to 2 fs. Hydrogen bond lengths were constrained. The van der Waals cutoff distance was 1 nm. Long range interactions were handled by the Particle Mesh Ewald technique. The MD simulations were performed in the NPT ensemble using the VVVR thermostat (frequency of 1ps) and a Monte Carlo barostat (frequency of 4ps). TPS simulations were performed using the CUDA platform of OpenMM on NVIDIA GeForce GTX TITAN 1080Ti GPUs. TPS was executed using the OpenPathSampling [5] package. The saving frequency of the frames was every 200ps. Considering that the total simulation time is in the order of milliseconds, we choose a low (an order of magnitude smaller than normal) saving frequency for the efficiency of the path sampling and optimising storage space which ran into several terabytes.
To obtain an initial configuration, a stable 4x4x4 methane hydrate sI structure was generated from the unit cell definition [6] . The structure was equilibrated by sequentially doing an energy minimization, an isothermal equilibration, an isothermal-isobaric equilibration and an 10 ns molecular dynamics simulation, all at a pressure of 500 bar using the Gromacs 4.3.4 package [7] . The thermostat and barostat used for the Gromacs simulation were v-rescale (relaxation time constant of 1ps) and Parrinello-Rahman (frequency of 4ps), respectively. The final configuration was used as the starting point for all the subsequent simulations. Note that the final configuration has a spherical gas bubble as a reservoir for the methane molecules.
B. Order Parameters
For analysis purposes, we track various order parameters (OP) or collective variables (CV) [8] . These order parameters can be divided into two categories, one measuring the size and other measuring the structure of the growing nucleus.
Size of the nucleus
The first category concerns the size of the nucleus, and is measured in terms of the number of methane molecules, or the number of water molecules inside the solid nucleus.
MCG:
The mutually coordinated guest (MCG) order parameter [9] counts the number of methane molecules involved in the largest solid nucleus in the system. It is a two component OP which uses both methane and water in its calculation. Each methane molecule (guest molecule) is checked whether its neighbouring molecules satisfy a set of geometric constraints [9] . If so, that methane is a MCG monomer. Neighbouring MCG monomers are part of the same cluster. The largest connected cluster in the system is then identified using a cluster algorithm. The MCG order parameter is defined as the size of this largest (solid) cluster.
Here, we use the MCG-1 (and refer it as MCG) as it checks for any possible occurrence of nucleus formation compared to MCG-3, which only identifies the stable nucleus [9] . We determined the MCG using a home written code.
Core and surface methanes:
The methane molecules in the solid nucleus of methanes can be divided into surface and core methanes. The methane molecules in the MCG-based cluster with only one methane neighbour represents the outermost shell of the cluster. The number N s,1 of such methanes represents the surface methanes. Analogous, N s,2 is defined for MCG methanes with at most 2 methane neighbours, and corresponds to a slightly larger surface shell. Subtracting these variables from the MCG yields the number of core methanes inside the cluster, N c,1 and N c,2 respectively.
Waters in nucleus:
The total number of waters in the MCG cluster, N w,3 is defined as the waters that have 3 MCG methanes within a radius of 6Å. In addition, we define N w,2 and N w,4 as the number of water molecules that have two (respectively four) or more carbon neighbours within a radius of 6Å. The number of surface waters is calculated from the difference between these CVs: N sw,2−3 = (N w,2 -N w,3 ) and N sw,3−4 = (N w,3 -N w,4 ).
www.pnas.org/cgi/doi/10.1073/pnas.1906502116 S2 2. Structure of the nucleus Cage type analysis: The structure of the growing nucleus can be identified by cage types that form it. We analyse the cage type for each methane in the MCGbased cluster using an algorithm similar to the one employed in Ref. [10] , using a home-written code. (Note that this means that we do not identify empty cages without methane.) We identified seven main types of cage structure, namely 5 12 , 5 12 6 2 , 5 12 6 3 , 5 12 6 4 , 4 1 5 10 6 2 , 4 1 5 10 6 3 , and 4 1 5 10 6 4 , where the superscript indicates the number of the polygons made by the hydrogen bonded water in the cage facet. The base number gives the type of polygon (4, square, 5 : pentagon, 6 hexagon). The ratio of the number of 5 12 6 2 and 5 12 cages, denoted the cage ratio (CR) can be used as an indicator of sI crystallinity and has been employed previously [11] [12] [13] [14] . This cage ratio is CR = 3 for a perfect sI methane hydrate, and lower than unity, CR ≤ 1, for an amorphous or sII structure. Note that previous studies have mostly focused on transition paths that end with CR < 1, characteristic for the amorphous or sII phase [14] [15] [16] .
F4 : The F4 parameter [17] is a global order parameter defined as the average of the cosine of the dihedral angle between two neighbouring water molecules which are closer than 3.5Å. F4 ≈ 0.7 for a hydrate structure and is close to -0.04 for the liquid phase.
C. Transition Path Sampling setup and details
Transition path sampling performs a random walk through trajectory space and generates an ensemble of new trajectories from an existing trajectory. TPS requires three main ingredients: a shooting scheme to generate and accept new trial pathways, a definition of the (meta)stable reactant and product states, and an initial trajectory connecting the two (meta)stable states. Each of these three ingredients are discussed below.
Spring shooting
We employ the spring shooting algorithm [18] . This one-way shooting algorithm selects a shooting point and creates a partial backward or forward path that, if successful, replaces part of the existing trajectory. The spring algorithm keeps shooting points close to the transition barrier automatically, avoiding partial paths that do not contribute much to the sampling. The variables that determine the spread of the shooting range, the spring constant, κ, and the maximum frame shift, ∆τ , are given in Table S1 . The choice of κ and ∆τ does not affect the sampled path ensemble, but is crucial for sampling efficiency. The values listed in table S1 were chosen based on trial and error. The partial path nature of the spring shooting algorithm requires checking for decorrelation of sampled pathways using path trees [19] .
Stable state definition and classification of pathways
The acceptance criterion for TPS requires an order parameter to identify whether the trial trajectory has reached one of the stable states. We use the MCG as an order parameter to determine whether we have reached the liquid or the solid stable state. This choice was made because MCG is more robust than global order parameters, such as F4, and faster in computing compared to full cage analysis. Here, we define the liquid stable state by the absence of any cluster larger than a dimer, MCG ≤ 2. We define the solid stable state by the presence of a largest cluster size MCG ≥ 420 methane molecules. However, for efficiency purposes, we stop trajectories at MCG ≥ 200, where all paths are post critical and already fully committed towards the solid phase. An important aspect is that these stable state definitions do not fix the final solid state to be amorphous, crystalline sI, or sII. All structures are acceptable as final state in the path sampling and the system is free to choose which is more favourable. For the analysis, we would like to know the final fate of these trajectories for MCG > 200. Therefore, each successful pathway in TPS is extended by regular MD (which can be done independently from the TPS run), to reach an MCG value ≥ 420, in order to solidify the entire simulation box, and determine the end point of the trajectories. In such an extension run, the periodic images of the growing crystal touch and the final structure is composed of the periodic nucleus with defects around it. These defects are mostly made up of nonstandard cages that reduce the cage ratio of a path. This fact hampers easy classification of the final solid structure. Therefore a trajectory is classified based on a post critical part of the trajectory where these defects have not yet occurred, e.g. in the 250 < MCG < 300 range. A trajectory is classified as amorphous (or sII), if the transition path in the 250 < MCG < 300 range has more frames with CR ≤1 than CR >1, and crystalline otherwise. While slightly ad hoc, this classification is more reliable than basing the fate of the trajectory on the end point alone.
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FIG. S1. Snapshots of the (meta)stable states. Left: a liquid phase configuration in which a methane gas reservoir is in equilibrium with a saturated methane solution. Middle: an amorphous solid phase. Right: sI crystal structure. Green sphere represents methane molecule. Red lines represents the hydrogen bond connecting the waters.
The initial path
The initial trajectory was generated using the Gromacs package with the above settings, by melting the 4x4x4 sI crystal at 400K and time reversing the trajectory. This unphysical trajectory was brought to the required temperature (280 K) by shooting trajectories from selected intermediate frames (identical to a committer simulation). When trajectories from the same frame reach both the solid as well as the liquid stable state, these partial trajectories were glued together, and used as an initial trajectory for TPS. Subsequently this path was relaxed for about 20 path decorrelations (a path becomes decorrelated if it has no frames in common with the previous decorrelated path). Fig. S1 shows snapshots of the initial and final frames from an equilibrated path. One of the accepted paths from the 280K ensemble was then used as an initial path for the 270, 275 and 285K path ensembles.
In addition, we generated a nucleation trajectory by brute force MD at low temperature (T=250 K), and used it as an initial trajectory at higher temperature 280 K, in order to check whether TPS would converge to a similar path ensemble. That data is discussed below in section II H.
TPS production run
The TPS production runs were executed using the OpenPathSampling [5] package and the extension carried on was with OpenMM 7.1.1 [3] MD engine. All trial paths were stored for later analysis.
D. Reaction Coordinate analysis by Likelihood Maximization (LM)
One of the major advantages of TPS is that it allows an unbiased evaluation of the reaction coordinates. The reaction coordinate (RC) can be viewed as the variable that describes the progress of the reaction at each stage in the process. In principle the committor function is the ideal reaction coordinate, as it gives exactly the probability to reach the product state [20] . However, since the committor is a function of the high dimensional configurational space, which is difficult to interpret, we approximate this function by the best possible low dimensional description. Such a description would give true insight in the process of interest. The committor function itself is a very expensive object. However, Peters and Trout devised a method that accomplishes this analysis based on TPS shooting point data only, using a Likelihood Maximization (LM) approach [21] . We employed this method to identify pertinent ingredients in the reaction coordinate. Interpreting the TPS shooting point data as instances of a committor calculation, the LM method predicts the best model to represent that data. Starting from a predefined set of candidate order parameters, the LM method finds linear combinations of these OPs with the highest likelihood to reproduce the shooting point data.
Each trial shooting point from the TPS run can be regarded as drawn from the committor distribution [22, 23] . In particular, the method uses the N forward (or backward) shooting point configurations x sp of the accepted trajectories ending in the final state B (x sp → B) and the shooting points of the rejected trajectories ending in state A (x sp → A), as input. The likelihood that a model Average of 3 times the cosine of the dihedral angle between two neighbouring waters. [17] reaction coordinate r can reproduce the observed data is then
where the committor p B (r) is a function of the prospect reaction coordinate r. The committor is parametrized as
where the reaction coordinate r(q(x)) can be approximated by a linear combination of m collective variables q(x)
Screening among (combinations of) candidate CVs this analysis returns the one that best parametrizes the committor probability. In this work we consider the candidate CVs listed in Table S2 . Increasing the number of candidate CVs in the linear combination, m, in principle, always yields a higher likelihood. Therefore, when incrementing the number of allowed variables in the linear combination m by one, the maximum likelihood has to increase by at least an amount given by the Bayesian Information Criterion (BIC) δL = 1 2 ln N sp , in order for the RC to be deemed a significant improvement [22, 23] . Here N sp is the number shooting points [21] . The iteration over various combinations is halted when the improvement is no longer significant according to the BIC. The spring shooting algorithm is naturally suited for use with the LM approach, since it gives access to shooting points close to the transition state ensemble.
II. SUPPLEMENTARY TEXT

A. Transition path sampling
We performed four separate TPS runs for the four temperatures 270, 275, 280, and 285 K using a different initial path for each ensemble. The resulting path statistics is given in Table S3 . The successful trials in TPS are the reactive trajectories that connects the two stable states across the barrier. Partial path trees for different temperatures are shown in Figure S2 . A decorrelated path is the one in which all the frames are unique compared to previously accepted path in the same tree. The number of decorrelated paths in the sampling is also given in Table S3 .
B. Barrier region analysis
The spring shooting algorithm keeps the successive shooting points in the TPS run automatically close to the top of the barrier, the region of highest relative free energy where the critical nucleus is located. Shooting points that are too far from the barrier do not lead to reactive paths. The collection of shooting points auto- matically demarcate the barrier region. We can thus use the set of spring shooting points to estimate the location of the critical nucleus. In Fig. S3 we plot both the backward and forward shooting points for each TPS run. Note that the backward and forward points are nicely sepa- rated. We estimate the critical nucleus size as the mean value of all shooting points, indicated by black dots. Each reactive trajectory in the path ensemble must cross the barrier at least once. Using the set of shooting points we can also extract the least changed path (LCP) from the path ensemble. Depending on the chosen κ and ∆τ values, the LCP diffuses around the barrier region bounded by the forward and backward shooting points at each side of the nucleation barrier. The LCP therefore constitutes a proxy for the location of the nucleation barrier, and can be used to estimate the range of the barrier region (see Table S4 .) Not surprisingly, these values are very similar to the data in Fig. S3 . We also analysed the LCP in terms of structural properties. The results of this analysis are summarized in the circle diagrams in Fig 2 of the main text, which show that as a function of temperature the structure of the critical nucleus dramatically changes. To interpret the path ensembles, we presented in Fig.  2 of the main text all the sampled (extended) pathways as a 2D path density plot, in the plane of the pertinent variables MCG and CR. In addition to the discussion in the main text we give below more information on the individual TPS runs at each temperatures.
270 K At this temperature, 110 successful pathways were sampled out of 323 trials (34% acceptance). The overall length of a transition path is around 0.5 µs. 80 % of these pathways ended in amorphous phase while others ended in a crystalline phase. Indeed, the path density in Figure 2A shows one dominant channel. Most paths end up with a cage ratio below 1, although during nucleation, the cage ratio can temporarily exceed unity.
275 K At this temperature, 231 successful pathways out of 518 trials (44% acceptance) were sampled, of which 91% pathways ended in the amorphous region. The free energy barrier towards the amorphous phase is naturally higher than for 270K. However, the molecular kinetics is faster (see also section E), leading to shorter nucleation trajectories (∼ 385 ns) and allowing the system to explore more crystalline structures. Some paths now make excursions to much higher cage ratio (compared to 270K) and even reach the crystalline state.
While most paths still end up in the amorphous phase where the 5 12 cage type is most prevalent, the few observed crystalline pathways have significantly more 5 12 6 2 cages, and hence a higher cage ratio beyond the critical region. The overall result is a small shift of path density to higher cage ratio as shown in Fig. 2B . The LCP indicates that the average critical nucleus size is around 50 to 60 MCG units. The LCP cage composition in the inset of Fig. 2B shows the barrier region is predominantly composed of 5 12 cages, and thus largely amorphous.
Similar to the 270 K TPS run, a few pathways (14) FIG. S4. Path density plot for sII forming trajectories at 275 K.
ended in a sII hydrate, characterized by a well-defined 5 12 /5 12 6 4 cage ratio. Fig. S4 depicts the path density of sII these paths in the plane of MCG and the cage ratio 5 12 /5 12 6 4 , which is sensitive to the sII crystal structure. Note the excursion to large cage ratios around the MCG ≈ 100, showing that the larger cages are mostly formed in the post critical region. 280 K At 280K, 230 successful pathways out of 720 trials (32 % acceptance) were sampled. 49 % of pathways reached the amorphous region while other 51 % reaching crystalline state. None of the sampled pathways ended in a sII crystal phase. The simulation starts with sampling the crystalline region and then switches to amorphous and thereafter back and forth. The LCP shows that the average critical nucleus size increases with respect to the lower temperature, to roughly 80 -100.
285 K At this temperature, 152 successful pathways out of 523 trials (28% acceptance) are sampled, all ending in the crystalline phase. The path density in Fig.  2D is now clearly shifted towards the crystalline region indicating that the barrier region is composed of a crystalline nucleus. All pathways are dominated by 5 12 6 2 cages throughout the transition, with CR> 1 The highest path density occurs around CR≈ 2, very different w.r.t. lower temperatures. The fast molecular kinetics at this temperature allows easy arrangement in the most stable hydrate form.
D. Switching of paths in the path ensemble
The path density plots in the main text shows that different solid phases is reached at each temperature. This implies that these mechanism also switch during the path sampling. In Fig. S5 we show the time evolution of the growing nucleus for several paths along the path sampling run for 275K and 280K, by plotting the number of observed cages for the seven main cage types as a function of time along the reactive trajectories. Also depicted are snapshots of the corresponding critical nucleus. All paths start with a low number of cages due to the small initial size of the nucleus. In the barrier region (indicated by two vertical dotted lines), some pathways diffuse around and spend more time without increasing the number of cages, whereas others directly cross the barrier. Significant rearrangement of cages can take place in this region. For example, in Fig. S5a , before 130 ns, 5 12 cages (shown in red) dominate the critical nucleus, whereas beyond this time, 5 12 6 2 (shown in blue) cages takes over, and the trajectory ends in a more crystalline state. All paths show a steep increase in nucleus size in the post-critical region after crossing the barrier, until they finally reach a plateau, indicating that the entire simulation box has solidified and is filled with hydrate cages. Note that the final cage composition of each of the shown paths differs completely. While in Fig. S5a the 5 12 6 2 cages dominate, indicating a crystalline phase, this cage type is completely absent in Fig. S5b , where an sII phase is formed, and the amor- phous path in Fig. S5c shows a mixture of different types of cages. Also, Fig. S5d ,e shows the striking change in cage signature between accepted paths for the 280 K TPS run. This occurs multiple times during the simulation. These observations show that the TPS is able to sample different nucleation mechanisms employing a realistic atomistic force field. Moreover, these mechanisms clearly compete with each other, and multiple mechanisms can occur under the same conditions. Note that in Fig. S5b where an sII phase is formed, the larger cage type 5 12 6 4 is initial very low, giving rise to the excursion to large cage ratios in Fig. S4 .
We provide two supplementary videos for typical 280 K paths (see also Section IIJ below).
While an amorphous solid has as its most abundant cage type the 5 12 cage, it contains also many nonstandard cages. Fig. S5f plots for the frames where MCG=300 in each trajectory the cage ratio CR (plotted on x axis) versus the sum of all non standard cages, namely 5 12 
, and 4 1 5 10 6 4 (plotted on y axis) that do not belong to sI phase. These two variables are clearly anti-correlated, ie, for higher CR this sum decreases. This trend is similar for the other temperatures.
E. Path length comparison
The duration of the transition from liquid to solid depends on the underlying free energy landscape that is being sampled (thermodynamics), as well as diffusion along that energy landscape (kinetics). In Fig. S6 , we plot the duration (length) of each individual transition path versus the CR of the solid state for different temperatures. Comparing the different temperatures in Fig. S6 , we observe that the path length on average shortens with higher temperature. This is summarized in figure 1C in the main text, and can be explained by the faster molecular kinetics at higher temperature.
The solid line in each panel in Fig. S6 indicates a linear fit through the points with negative slope (R 2 < 0.3). While the correlation is not very strong, these fits suggests that for the considered temperatures paths are shorter at high cage ratio than at low cage ratio. At 270K and 275K, the majority of the pathways end in the amorphous phase (c.f. Figure 2 of main text) and take a relatively long time to solidify. The plots for 280K and 285K show a similar trend with paths becoming more crystalline in nature and shorter at the same time.
It is tempting to rationalise the observation of shorten-S8 FIG. S6. Path length versus crystallinity for different temperatures. In each panel, the duration (in nanoseconds) of each trajectory in the path ensemble to reach the solid from the liquid state is plotted against the cage ratio (CR) in the solid state (taken at MCG = 300). Red dots represent pathways that ended in an amorphous region, while blue dots denote paths ending in the crystalline region. The black dotted line is a guide to the eye dividing the two regions. The blue line through the data points is a guide to the eye indicating a negative slope ing path length with crystallinity at a fixed temperature in terms of a difference in free energy gradient along the nucleus size, which would be higher in crystalline paths compared to amorphous paths. This would then agree with the notion that the crystal phase is more stable than the amorphous phase, thus has a lower free energy, while at the same time the nucleation barrier height for crystallization is higher than that for amorphous solidification (for T≤ 275 K). However, it is also very possible that there is a strong kinetic component, caused by difference in diffusion along the landscape.
F. Cage formation kinetics
We can obtain further insight in the kinetics of the cage formation by computing the growth rates during the nucleation process from the path ensembles. From the time evolution of the MCG for each path we determine how long it takes to traverse a certain (fixed) interval, here set to 50 MCG units. In Fig. S7a we plot the rate of cage formation in MCG/ns for the interval at different temperatures. Clearly, for each temperature the rate of cage formation is high for the precritical and post critical MCG regions ( eg, for 285K, k > 2 MCG/ns), while very low close to the critical nucleus (k ≈ 1 MCG/ns), where the driving force is small. For 270 K the situation is similar, with a low rate at the critical region, and a increased post-critical rate ( k > 2 MCG/ns). Here, an increased rate in the precritical region is not visible, as the critical nucleus is around 30-50 MCG units. Fig. S7b shows that even at same temperature of 280K, the crystalline pathways have a higher rate of formation compared to amorphous pathways in the post critical region.
From this analysis it is clear the higher temperature has a twice higher cage formation rate, and thus a much faster formation kinetics of the correct cage type. This seems in contradiction with the notion that the nucleation rate is lower at higher temperature due to a lower thermodynamic driving force. However, the molecular kinetics is enhanced at the higher temperature, which is not only clear from the figure Fig. S7 but also in line with the intuition that kinetics increases with temperature. The lower nucleation rate at lower undercooling is thus primarily caused by the increase in nucleation free energy barrier and not influenced much by the increase in molecular kinetics. 
G. Reaction coordinate analysis
In this study we view the nucleation process as a single reaction, transforming the liquid into a solid phase. One of the major questions is: what is the reaction coordinate that best describes this nucleation transition. Using the TPS shooting points, we can construct a low dimensional description in terms of predefined order pa- Table  S2 . This list is partly based on previous work [25] . When applying the LM analysis approach to this entire list, we found that the data set was sometimes not sufficiently large to distinguish (combinations of) these order parameters, and in some cases near degenerate reaction coordinate models were obtained, which prevented drawing clear conclusions. This near degeneracy could be caused by the fact that several of the order parameters in the list measure very similar features of the nucleation process, and are strongly correlated. Indeed, most parameters can either be viewed as measuring size and/or structural character of the growing solid nucleus. In order to obtain clear results, we therefore drastically reduced the number of order parameters based on initial LM results using the list in Table S2 . This reduced set of just six order parameters, given in Table S5 , still captures the essential features in the solid phase. These order parameters measure either the number of methane or number of waters in the nucleus (M CG, N w,3 , N cm,1 ) and represent size, or capture strutural features by the crystalline parameter (F4) or the cage type parameters ( 5 12 6 2 , 5 12 ).
In the following part we describe the results of the LM analysis using the set of OPs in Table S5 for the datasets obtained for each of the four temperatures.
270 K : We analysed 323 shooting points for this temperature. The top three 1-D representations of the reaction coordinate is shown in Table S6 . Clearly the best reaction coordinate is N w,3 , the number of waters with at least three MCG methane neighbours (see Table S2 ), although this parameter was only slightly more predictive than the next relevant parameters, N cm1 , and MCG itself. Moreover, the MCG and N w,3 variables are very much correlated. Adding a second order parameter to the model does not significantly improve the description according to the BIC (δ ln L min ≈ 2.88) for this temperature (see Tables S7 and S8 ). Thus at this temperature, size is the dominant RC, and structure does not play a significant role, as far as the data can tell.
275 K : For this temperature 518 shooting points were analysed. The best 1-D reaction coordinate is again given by the size of the nucleus as represented by the MCG, see Table S6 . Adding a second order parameter to the model does not significantly improve the description according to the BIC (δ ln L min ≈ 3.12) for this temperature, as shown in table S7 and S8. As discussed in the Main Text, similar to the 270K ensemble, the majority of the pathways still nucleate into an amorphous solid. This is also reflected in the reaction coordinate analysis. Also at this temperature, size is the dominant reaction coordinate, and structure does not play any significant role, as far as the data can tell. Note that the number of nonstandard cages, which is roughly given by subtracting the 5 12 cages from the nucleus size, also do not surface as a relevant reaction coordinate.
280 K At this temperature we analysed the 720 shooting points in the TPS data set. While the best 1D rep-S11 resentation of the reaction coordinate is still the size parameter N w,3 , adding a second order parameter to the description increases the likelihood by an amount more than the BIC (δ ln L min ≈ 3.09), and hence can be deemed significant. This second significant order parameter is the number of 5 12 6 2 cages, the structural signature for a growing crystalline sI hydrate phase. Indeed, as discussed in the Main Text, at 280 K there is a switching of mechanism from the amorphous to the crystalline regime and this becomes evident in the reaction coordinate. Methane hydrate nucleates into an sI solid, and 5 12 6 2 is the primary structural motif. The fraction of this structural motif in the growing nucleus differentiates it from the amorphous phase, as is clear from the reaction coordinate plot Fig. S8a Adding an third component to the reaction coordinate does not increase the likelihood significantly, as both 2D and 3D models shown in Table S7 and S8 are within the BIC limit.
We also performed an LM analysis for the separate amorphous and crystalline path ensembles. While the crystalline paths resulted in the same optimal reaction coordinate, the amorphous path ensemble now only has a single 1D reaction coordinate, which is shown by the vertical dashed line in Fig. S8a .
Hence, at 280 K the 2D representation, which combines a size related parameter with a structural feature, is the best RC at this temperature. It is striking that this additional parameter represents the distinguishing feature for the final phase.
285 K For this temperature we analysed 527 shooting points. The 1-D analysis gave exactly the same top three order parameters as for 280 K (see Table S6 ), indicating consistent behaviour in the data sets. Again, adding an additional order parameter improved the likelihood significantly (δ ln L min ≈ 3.13), and the 2D reaction coordinate clearly outperforms the 1D reaction coordinate, see S6 and S7. The first two entries in TableS7 are near degenerate, so also here one can conclude that the n w,3 and 5 12 6 2 cages are good RCs. The 2-D reaction coordinate plot is shown in Fig. S8 .
In summary, while at 270 and 275 K the best model for the RC only involves the size of the nucleus, for higher temperature 280 and 285 K, as second parameter, the big cage fraction does significantly improve the likelihood of the model. This is reasonable, since the high temperature mechanism involves the formation of the sI crystal structure, where large cages need to be formed. Strikingly, this does not hold for the amorphous phase, where no significant additional parameter emerges.
H. Testing the dependence on the initial path
The outcome of a TPS run should in principle be independent on the initial path. After equilibration the sampling of decorrelated paths should converge to the preferred channel or channels. However it is not incon-ceivable that the time to achieve convergence is beyond what we have sampled. One way to test for this is by taking an entirely different initial path, and check whether the resulting TPS path ensemble is able to sample the same parts of the trajectory space.
Instead of using a melting trajectory as an initial path we can also enforce spontaneous solidification by performing a brute force molecular dynamics simulation at 250K and 500 bar (similar to previous work [26] ). The resulting trajectory leads to an amorphous phase as shown in Fig. S9a . Using this initial path, which is as far away from a melting trajectory as one can possible get, we performed TPS at 280K and 500 bar using the OPS [5] package with the same settings as before. We performed 377 trial shooting moves, of which 126 were accepted. Analysis of the resulting path ensemble yields amongst others the path density, which in shown in Fig. S9 . This path density clearly shows that, while starting with an amorphous trajectory, the TPS at 280K spontaneously moves to the accessible crystalline channel. Hence, the 
MCG
Cage Ratio : 5 (12) 6 (2) /5 (12) FIG. S9. Test of the initial path dependence of TPS using an initial 250 K brute force MD path. Top: time evolution of the cage type composition for the MD simulation performed at 250K and 500 bar. Clearly, at this temperature spontaneous nucleation of an amorphous solid phase occurs. Bottom: Path density plot for the path ensemble obtained at 280K initiated with the amorphous path. Note that the paths spontaneously shift to nucleate into the sI crystal at this temperature. The LCP is shown as white dots on top of the PD. S12 switch from the entirely amorphous initial path to the crystalline phase spontaneously occurs at 280K.
However, the path density does not resemble the path density of Figure 2C in the Main Text entirely, but in fact resembles more the 285K path density in Figure 2D . Upon inspection of the trajectories it turns out that due to finite size effects the methane reservoir changed from a spherical to a cylindrical shape. This lowers the Laplace pressure in the gas reservoir, and hence the driving force. This in turn makes the crystalline path the dominant mechanism at a lower temperature, which explains the resemblance of Fig. S9 with Figure 2D .
While these simulations clearly show that an initial amorphous path coming from an entirely different origin also can relax to a crystallising path ensemble, the path ensembles discussed in the main text with the spherical reservoir differ from the ones with the cylindrical reservoir and do not show convergence. The barrier between the cylindrical and spherical reservoir topologies is evidently too high. For completeness, we therefore demonstrate that an amorphous path with an spherical reservoir also relaxes to crystalline regions. Starting with an amorphous trajectory taken from an equilibrated 275 K TPS simulation, we performed a TPS run at 280 K. Clearly, the paths in Fig. S10 quickly start exploring into the crystalline region again. This demonstrates that the crystalline and amorphous mechanism can relatively easily interchange in a TPS simulation. 
I. Estimation of nucleation barrier from Classical Nucleation Theory
In this section, we derive a rough estimate the free energy barrier for nucleation of the amorphous and crystal phases. Classical nucleation theory (CNT) gives the following expression for the free energy of the growing hydrate cluster from a supersaturated liquid [27] :
with γ the surface tension between the solid hydrate nucleus and the surrounding liquid, ρ the density of the solid hydrate, and ∆µ the driving force. As the critical nucleus is located at the maximum of the free energy, the radius of the critical nucleus is given by
and the corresponding free energy barrier height is
We can transform the radius r into the number of methanes n in the cluster by simply computing
One of the main factors in the nucleation free energy is the driving force ∆µ, the chemical potential difference between the liquid and solid phases, usually estimated from
where ∆S is the difference in the entropy of the liquid and the solid phases, and T m is the melting temperature. Note that here we take the units such that this ∆µ is the driving force per methane (or per cavity) formed. These quantitates involved are not known accurately for the methane hydrate model. However, we can turn the reasoning around, and compute these quantities based on the observation of the critical nucleus size, which can be determined reasonably well for our system from the TPS shooting points as shown in Fig. S3 . The critical nucleus sizes are 40, 59, 90 and 130 for the four temperatures 270, 275, 280 and 285 K, respectively (See Fig. S11 ) From this data we can compute the driving force directly, by inverting Eq. 5 ∆µ = 2γ ρr * .
This is the effective driving force, as observed in the simulation. The situation is complicated slightly due to the formation of the methane gas bubble in the systems.
(note that the only way to avoid such a bubble is to make S13 the systems size much larger, something that would render the simulation times much longer). This gas bubble has a higher internal pressure than the imposed pressure of 500 bar due to the Laplace pressure. From the simulation we gauge the radius of the bubble to be of the order of R ≈ 2 nm. The corresponding Laplace pressure is then
where we have set the surface tension of water γ lg = 72mJ/m 2 . The number of methane molecules in the gas bubble is at least 512 − 140 = 378 (at 280 K), which amounts to a density of 294 kg per m 3 . This is lower than the predicted density of 353 kg /m 3 , predicted from the methane gas equation of state for this pressure. A more accurate estimate for the radius is 1.86 nm, which gives a slightly higher Laplace pressure, but a density of 355 kg/m 3 , much closer to the expected density. In fact, we cannot really distinguish the difference in the radius, in the simulations. Therefore we assume that the radius is R ≈ 1.9 nm, leading to a total pressure of
The chemical potential difference ∆∆µ due to the Laplace pressure is thus
We can now subtract this additional chemical potential difference from the chemical potential difference estimate based on the size of the critical nuclei, to obtain the expected chemical potential difference for a flat gas-liquid interface. The expected driving force for a flat interface is ∆µ f lat = ∆µ sys − ∆∆µ.
This flat interface driving force should behave like ∆µ = ∆S(T m − T ). For this analysis we need the surface tensions, and the densities. The surface tension of the liquid-crystal interface is estimated to be 32mJ/m 2 [28, 29] , and for the amorphous solid it is slightly below this value, and here estimated to be 30.5mJ/m 2 . The methane density of the crystal is ρ s = 4.57224 (in units of cages per nm 3 ), while that of the amorphous phase ρ a is about 8% lower. (This is estimated, since no good numbers are available).
Using these numbers we estimate ∆S = 158J/K per mole methane for the amorphous and ∆S = 121J/K for the crystal. Per mole water this is ∆S = 27.5J/K for the amorphous and ∆S = 21.3J/K for the crystal phase. The latter is close to the estimated values from previous work of Molinero and co-workers using the mW model [28] . For the amorphous phase the correspondence is less good, but we point out that the previous work finds a much less dense amorphous phase then we do, FIG. S11. The temperature dependence of the critical nucleus size. Red points are the critical sizes based on the TPS results. Blue curve is amorphous phase, the orange curve is the crystalline phase. Note that they cross at 280 K probably because of the presence of empty cages, which do not observe in our case. This difference is caused by the fact that these authors used a different force field compared to ours. The predicted melting temperatures come out to be T m = 303K and T m = 298K for the crystalline and amorphous state, again in reasonable good agreement with experimental and theoretical work [2] .
From the estimated ∆µ functions we can establish the temperature dependence of the size of the nucleus. This is shown in Figure S11 .
Based on this analysis we can now compute and estimate the barriers using Eq. 4. These are showing the correct behaviour in Fig. S12 . Note that at 280 K the barriers are indistinguishable. This indistinguishability would also mean that the driving force in the post critical regime would be identical for amorphous and crys- FIG. S12. The CNT free energy barriers for amorphous (blue curves) and crystalline (orange curves) nucleation for the four temperatures 270, 275, 280 and 285 K. Note that the barrier height for both amorphous and crystal phase is equal around 280 K, as expected. S14 talline formation mechanisms. As our simulations show that that is not the case, the model used here is clearly too simplistic.
We stress that these barriers are very rough estimates and should be not take as accurate quantitative prediction. However, they do provide a qualitative physical picture of the thermodynamics of methane hydrate nucleation and complement our dynamical TPS simulations presented here and in the main text.
J. Supplementary videos
We provide two supplementary videos that illustrate the transition from the liquid phase to the solid phase at 280K for methane hydrate formation.
Caption SI Video 1: This movie corresponds to a typical amorphous pathway, taken from the TPS ensemble described in the main text. The video is smoothed using time averaging over 10 frames for visualization purposes. Water molecules are not shown for clarity. A spherical methane bubble is present in the simulation boxes, which shrinks throughout the transition.
Caption SI Video 2: This movie corresponds to a typical crystalline pathway, taken from the TPS ensemble described in the main text. The video is smoothed using time averaging over 10 frames for visualization purposes. Water molecules are not shown for clarity. A spherical methane bubble is present in the simulation boxes, which shrinks throughout the transition.
