Abstract. The paper deals with an iterative method for numerical solving frictionless contact problems for two elastic bodies. Each iterative step consists of a Dirichlet problem for the one body, a contact problem for the other one and two Neumann problems to coordinate contact stresses. Convergence is proved by the Banach fixed point theorem in both continuous and discrete case. Numerical experiments indicate scalability of the algorithm for some choices of the relaxation parameter.
Introduction
Contact problems take an important place in the computational mechanics (see [8] , [10] , [5] , [1] , [13] , [14] and references therein). Many numerical procedures have been proposed in engineering literature. The discretization of such problems leads to very large and ill-conditioned systems. Domain decomposition methods represent a possible remedy how to overcome this difficulty. Recently, a Neumann-Dirichlet algorithm for solving frictionless Signorini contact problems between two elastic bodies has been proposed and studied in the continuous and discrete setting [15] , [7] , [2] . Bayada, Sabil and Sassi proposed another approach in [3] and proved its convergence in the continuous setting. Each iterative step of their algorithm is given by a linear elasticity problem with prescribed displacements for one body and a contact problem with a prescribed gap function for the second one. Then two Neumann problems are used to ensure continuity of contact stresses along a common part of the boundary.
The purpose of this contribution is to present a modified version of the previous algorithm and to compare the resulting iterative schemes. This method is an extension of the one analyzed in [16] to variational inequalities.
The paper is organized as follows. Firstly in Section 2, we introduce the variational formulation of frictionless Signorini problems. In Section 3 we propose a modified version of the algorithm from [3] (see also [12] ). Convergence in the continuous and discrete setting is established in next two sections. Finally, in Section 6 we present implementations of the modified and the original algorithm both based on dual formulations. Results of model examples will be shown in Section 7.
Formulation of the Problem
Let us consider two elastic bodies occupying bounded domains Ω Before giving the weak formulation of the contact problem, we introduce notation. Let us define the following spaces (α = 1, 2):
will be denoted by · 1,Ω α in what follows. The bilinear form a : V × V → R representing the inner energy of the system is given by:
) are coefficients of a symmetric, positive definite tensor of the fourth order defining the linear Hook law,
By b : V → R we denote the work of applied forces:
The weak formulation of the contact problem reads as follows:
where K is the convex set of kinematically admissible displacements,
It is well-known that (P) has a unique solution [13, 11] .
The normal and tangential components of σ(v
(Γ c ) as follows from the smoothness assumption on Γ c . The duality pairing between H (Γ c ) will be denoted by , in what follows. In order to split problem (P) into two subproblems coupled through the contact interface, we introduce the mapping that builts functions in Ω α from their values on Γ c . Let
(Γ c ) we associate the closed convex set Find
) solves the original contact problem if and only if the contact stresses are continuously transmitted through Γ c (the law of action and reaction). Since σ t (u 1 ) = σ t (u 2 ) = 0 on Γ c as follows from (3.4) and (3.5), one needs only to guarantee that
Suppose that λ is chosen in such a way that w
solve the following problems:
If w
We propose the following algorithm.
, and λ k as follows:
Remark 1. Let us note that our algorithm is the modification of the one analyzed in [2, 17] , where Bayada, Sabil and Sassi used the extension operator
This choice of the extension operator gives a procedure in which continuity not only of the normal but also of the tangential component of the contact stress has to be ensured.
Convergence analysis
The aim of this section is to prove convergence of ALGORITHM 3.1. We shall use the Banach fixed point theorem for a suitably defined operator. First we reformulate the steps of the previous algorithm in terms of operators acting on Γ c . Let
where
i.e., u α = P α ϕ, α = 1, 2. From this and (4.1) we obtain the equivalent definition of S α :
where the sign of ψ is due to the orientation of ν on Γ c . In order to decouple the influence of the applied and contact forces, we introduce U
which is the weak formulation of
Thus u 1 k solving (3.7) can be written as:
The function u 2 k from (3.8) solves the following unilateral problem :
As before, we decouple u
be the solution of:
Then u
The weak formulation of (4.9) is given by:
(Γ c ) be defined by:
The solutions to (3.9) and (3.10) can be written by means of the Green formula and the Poincaré-Steklov operators S 1 and S 2 as follows:
Therefore
Using these representations we can express
Step 5. of the algorithm as follows:
where M := S −1
To simplify notation, let
,
From the properties of S −1 α , α = 1, 2 formulated in the next lemma it follows that M is a one-toone mapping. Thus ifλ ∈ H 1/2 (Γ c ) is a fixed point of T θ thenλ is the searched u 1 ν on Γ c which guarantees the satisfaction of (3.6).
To prove the existence (and uniqueness) of the fixed point and convergence of the iterative scheme (4.13), we shall need the following results. 
Lemma 2. (i) The mappings S
(4.14)
is Lipschitz continuous and monotone:
Proof. (i) are the standard properties of the Poincaré-Steklov operator. For the proof of (ii) we refer to [7] and also to the next section, where it will be done in the discrete case.
To apply the Banach fixed point theorem, the space H (Γ c ). Using this new norm, (4.14) and (4.16) read as follows:
Finally, the norm of a linear mapping F into H From (4.19) we obtain:
Further, (4.18) yields:
The last but one term in (4.20) will be neglected since
as follows from (4.17). Finally,
From (4.21)-(4.25) we see that
has the required property.
Convergence in Discrete Setting
In this section we shall suppose that both Ω 
In view of our assumptions on T α h and the decomposition of
be the extension operator defined by:
We define the discrete Poincaré-Steklov operator S α,h :
Finally, we introduce the mapping Q 2,h :
h is the finite element solution of (4.
To prove convergence in the discrete case, we shall suppose that the extension operators P α,h : W h → V α h enjoy the following property:
with C > 0 independent of h. From this we obtain the following statement.
hold for every q h , ϕ h ∈ W h , where C 1 > 0 and C 2 > 0 are independent of h, α = 1, 2.
Proof. Let q h , ϕ h ∈ W h be given and v
. From the definition of S α,h and (A) we have: 
Proof. Let ϕ h , ψ h ∈ W h be given and u
and a
It is easily seen that the convex sets
h,ν ) can be written as
respectively, where
h of (5.6) and (5.7), respectively, can be expressed as
h into (5.11) and summing both inequalities, we obtain
From this and (5.9) we have:
where c := const. > 0 does not depend on h. The definition of Q 2,h and the trace theorem yield:
with c > 0 independent of h, again. Finally,
for some l > 0. If (A) is satisfied then l does not depend on h as follows from Lemma 4.
To prove (5.5) let us observe first that from (5.10) it follows:
h are the solutions of (5.6) and (5.7), respectively. The last term in (5.13) is nonpositive. Indeed, Let T θ,h : W h → W h be the mapping defined by
h,ν and θ > 0. This mapping can be viewed to be a discretization of T θ introduced in Section 4. Let us comment on the satisfaction of (A) (see also [4] ). Recall that the extension mapping 2 is defined by (3.2) and P α,h : W h → V α h by the finite element approximation of (3.2): ϕ h ∈ W h given, the extension u
Next we shall suppose that the following assumptions are satisfied:
there exists ε ∈ (0, 1/2) such that for any ϕ ∈ H 1/2+ε
(Γ c );
Proposition 9. Under (i) and (ii), the assumption (A) is satisfied.
Proof. Let ϕ h ∈ W h be given and u
where c > 0 does not depend on h > 0 and 
Implementation
In this section we describe in more details the finite element approximation of the problem and its implementation. We start with the algebraic formulation of the original non-decomposed problem.
Let n α := dim V b 2 ) , where A α ∈ R n α ×n α are symmetric, positive definite and b α ∈ R n α , α = 1, 2. We introduce the (Dirichlet) trace matrices B α ∈ R 2m×n α , α = 1, 2 having only one non-zero component in each row, namely "1" on the position of a contact displacement component. Moreover, we denote by N ∈ R m×2m the matrix projecting contact displacements to the direction of ν, i.e., each row of N has at most two non-zero entries given by the coordinates of ν in the positions of contact displacement components. Let us note that B 1 , B 2 and N have full row-ranks. Finally, suppose that g ∈ R m collects the values of the initial gap at the contact nodes.
The finite element approximation of (P) leads to the following quadratic programming problem:
where 
We shall show that the dual formulation simplifies considerably the implementation of the algorithm. The minimization problem in Step 1 is equivalent to solving the following saddle-point system:
. Eliminating the first unknown u 1 , we obtain:
. Since C 1 is symmetric, positive definite, the system (6.2) can be solved by the conjugate gradient method [9] .
The constrained minimization in Step 2 is equivalent to the saddle-point problem:
: r 2 ≥ 0}. The max-min problem leads to the quadratic programming problem with the simple constraints:
2 B 2 N is again symmetric, positive definite and
To solve (6.3) one can use the conjugate gradient method combined with the projected gradient technique [6] .
Let s
2 be the solutions to (6.2), (6.3), respectively. Then the linear systems in Step 3 and Step 4 read as follows:
Let us note that the actions of A Let us denote the relative precision of the k-th iterative step of ALGORITHM 6.1 by
where · R m is the Euclidean norm in R m . We terminate if
for a prescribed tolerance tol > 0. In order to increase the efficiency of the algorithm, we initialize the inner iterative solvers in Step 1 and Step 2 by the respective results from the previous outer iterate, i.e. by s
and s
, and we terminate them by an adaptive (inner) terminating tolerance tol (k) in > 0. The idea is to choose tol (k) in in such a way that it respects the precision ε (k−1) λ achieved in the outer loop: tol
λ := 1. As we shall compare ALGORITHM 6.1 with the original one proposed in [3] , we recall its implementation.
as follows:
At the first glance ALGORITHM 6.1 and ALGORITHM 6.2 look similar, however, the second one uses vectors from R
2m
. Consequently, the solution of Step 1 of ALGORITHM 6.2 based on the dual formulation requires to solve two times larger linear system.
Numerical Experiments
In this section, we shall compare performances of both ALGORITHM 6.1 and ALGORITHM 6.2 for various values of θ and degrees of freedom n and m. In tables below we report the computational time (time), the number of the outer iterations (out:=final k), the number of the inner iteration (inn that is the total number of the matrix-vector multiplications by C 1 and C 2 ), the final precision of the contact displacements ε λ := ε (final k) λ , the relative continuity of the normal contact stresses (n stress) and the relative continuity of the tangential contact stresses (t stress). The total efficiency of the algorithms is assessed by the ratio eff := inn/m. We set tol = 10 , r tol = 0.5 and stop computations if the number of the outer iterations is greater than max it = 100. All computations are performed in Matlab 7.1 on Intel(R)Core(TM)2 Duo CPU, 2 GHz with 1 GB RAM.
The quantity inn supplies an information on the computational time as it is proportional to inn. The ratio eff represents a comparison of our algorithms with the realization of "similar linear problems" by the standard conjugate gradient method. It is well-known that the number of conjugate gradient iterations (i.e., the number of matrix-vector multiplications) is bounded by the size of the problem. One can say that our algorithms exhibit the complexity comparable with the conjugate gradient method when eff is less than two.
Let us note that the geometry of our model problems is similar to that one depicted in Figure 1 
The volume forces vanish for both bodies. The non-vanishing surface tractions p Tables 1 and 2 . It is seen that the performance of ALGORITHM 6.1 is considerably higher in all cases and, moreover, the continuity of the tangential stresses is comparable to the computer precision. As inn practically does not depend on m, the algorithms exhibit the scalability property. In Tables 3 and 4 we demonstrate robustness with respect to θ. The situation is better again for ALGORITHM 6.1 (the symbol "-" means that the terminating tolerance is not achieved in max it iterations). from the previous example so that . The results of computations are shown in Figure 3 . In Tables 5-8 we present analogous comparisons as in Example 1 (with max it=200). The conclusions are similar but the superiority of ALGORITHM 6.1 is now less expressive. The small number of iterations for n = 24, 72 and some θ corresponds to the wrong (zero) approximation of the contact stress on the coarsest meshes. 
Conclusions
The paper analyzes the new variant of the domain decomposition algorithm for solving frictionless contact problems. Convergence is proved in the continuous as well as discrete setting using the Banach fixed point theorem and, in addition, it is shown its independence on the discretization parameter h. The algorithm can be conceived as a modification of the one proposed in [3] . The main difference consists in the fact that the tangential contact stress is not treated iteratively as it vanishes a-priori. Consequently, the smaller subproblems have to be solved during the iterative process and the algorithm exhibits a better behavior than the original one.
The analysis of the paper can be extended to contact problems with friction. 
