Estimating bird and bat fatalities caused by wind-turbine facilities is challenging when fatalities are rare and the number of observed carcasses is either exactly zero or very near zero. The rarity of found carcasses is exacerbated when particular species are rare, when carcasses degrade quickly, when they are removed by scavengers, or when they are not detected by observers. With few observed fatalities, common statistical methods like logistic, Poisson, or negative binomial regression are biased and prone to fail due to complete or quasi-complete separation. Here, we propose a binomial N-mixture model to estimate fatality rates and totals that incorporates study covariates and separate information on probability of detection. Our model extends the 'evidence of absence' model (Huso et al., 2015) by relating carcass deposition rates to study covariates and by incorporating the number of turbines. Our model, which we call Evidence of Absence Regression (EoAR), can retrospectively and prospectively estimate the total number of birds or bats killed at a single wind-power facility or a fleet of wind-power facilities given covariates in the relation. Furthermore, with accurate prior distributions the model's results are extremely robust to complete or quasi-complete separation. In this paper, we describe the model, show its low bias and high precision via computer simulation, and apply it to bat fatalities observed on 21 wind power facilities in Iowa.
INTRODUCTION

EoAR Model Definition
We define a site to be the temporal and spatial units over which observed counts are summarized. For example, wind power 82 studies typically summarize fatalities by facility and year (i.e., site = annual facility). Alternatively, wind power fatalities could 83 be summarized by turbine and field season (i.e., site = annual turbine) or by turbine over all years of the study (i.e., site = turbine). 84 We assume sites are included in the study and that each site is searched a variable number of times over a variable length of 85 time. During each search, field personnel record , the number of observed carcasses detected on search of site . The count 86 summary we analyze is the total number of observed events at site i summed over searches that occurred during the monitoring 87 period, = ∑ . To accommodate sites of different sizes and monitoring periods of differing lengths, we define to be 88 the number of natural units (e.g., days, years, turbines, facilities, facility-years, etc.) over which past data was collected at site 89 i. Typically, is the total number of carcasses observed at facility during a particular year and is the number of turbines 90 monitored at facility .
91
The probability of detection ( ) is a key parameter, both here and elsewhere (Huso et al., 2015) , and its estimation for wind facility monitoring studies is too complicated to detail here. Wind facility carcass search detection probabilities are complicated because they depend on the timing of seasonal carcass arrivals, search start date, search end date, search interval, number of searched turbines, searcher efficiency (detection given presence), carcass removal rates, and the proportion of the carcasses that fall in the searched area. Here, we rely on established formulas implemented in the genest R package (west-inc.shinyapps.io/GenEst/; cran.r-project.org/GenEst) to compute detection probabilities and variation
given study design elements (Dalthorp and Huso, 2015; Reyes et al., 2016) . Whether using genest or not, we assume field data collection elements have been evaluated and that site-specific and have been computed. We then compute a weighted average across sites as,̂
where weights are typically the number of turbines at facility . We also compute a weighted standard deviation for the overall
We then model site-specific detection probabilities as random effects following a single Beta distribution. Given̂ and̂ , we estimate the the and parameters of 's Beta distribution using method of moments, If carcass detection were perfect (i.e., = 1) and if we observed > 0 for at least some sites, we could potentially model 98 as a function of study covariates using the weighted logistic analysis of King and Zeng (2001) , which should include as an 99 offset. If = 1 and events tallied by are sufficiently common to prevent incomplete separation issues, we could also model 100 variation in using well known models for binomial or count responses (e.g., logistic and negative-binomial regression), again 101 using as an offset term.
102
When < 1, we do not know the true number of events, only that it is greater than or equal to . Associated with in 103 this case is the true number of events at site over units, which we define to be ( ≥ . In many cases, the size of data collection units (i.e., ) differs from the size of future prediction units. , assuming independence of sites.
113
The key feature of EoAR is the regression relationship between and exogenous site-specific covariates, like season, habitat,
year, distance, etc. By estimating such a relationship, we allow heterogeneity in rates across sites and predictions of future fatalities are correspondingly improved. The hierarchical binomial N-mixture EoAR model is,
In this model, the 's are coefficients to be estimated, while and are constants. To illustrate the model visually, Appendix 114 S1: Figure S1 .1 contains a directed acyclic graph depicting the structure of EoAR, drawn for Bayesian analysis along the lines estimating EoAR models using formula-based specification is available from the authors and via links provided Appendix S1.
120
The minimum amount of information needed to estimate an EoAR model consists of detection probabilities ( , ) and the number of observed carcasses (i.e., for all ). If we have prior estimates or independent information about the location and width the distribution for certain coefficients, it can be incorporated into the EoAR model by setting and accordingly.
A special case arises when only an intercept is present in Equation 3 and independent information exists on the magnitude and variation of the average number of fatalities. Suppose we obtain independent information regarding the mean rate,̄ and its variation over all sites. For example, perhaps we obtain an estimate of total mortalities,̂ , and its standard deviation,̂ , during the previous year or using a separate technique. A reasonable prior estimate of̄ is then̂ ∕ ∑ , and a prior estimate of̄ 's standard error iŝ ̄ =̂ / ∑ . Assuminḡ follows a log-normal distribution, the intercept parameter in Equation
When prior information on coefficients is not available, we choose to use vague prior distributions for the 's. To implement 121 vague priors, we set =0 and equal to 100 times the upper limit of a (Wald) 95% confidence limit for obtained from a 122 Poisson regression of ∕ on 1 through . Specifically, our vague priors set = 100(| + 2 |) where and are the 123 estimated coefficient and standard error for in a Poisson regression containing covariates and offset term ( ) + ( ).
124
If the regression does not converge due to incomplete separation, we remove effects without variation in until the regression 125 converges and set prior standard deviations for the coefficients of removed effects equal to 100. 126
Simulations
127
To investigate bias and precision of the EoAR and estimators, we ran two set of simulations, one set without covariates 128 and another set with a simple factor covariate.
129
During the first set of simulations, we set 0 = 2.718 to simulate a true fatality rate of = 1. We set the number of sites, , to 20 and 50 and the true mean detection probability to = 0.1 and 0.3. For both levels of mean detection probability, the simulation assumed a variance of 2 = 0.005 and computed and using Equations 1 and 2. At all sites ( = 1, 2, . . . , ), the simulation generated actual fatalities using a Poisson distribution, i.e., ∼ Poisson( ).
Finally, the simulation generated observed fatalities using the binomial distribution, i.e.,
where ∼ Beta( , ). Given , , and , we estimated , and = ∑ using the EoAR model outlined in Section values translated into rates of = 10 for the first half of the simulated sites and = 1 for the second half. We set the remaining parameters to make the second simulations comaprable to the first. That is, we set to 20 and 50, = 0.1 and 0.3, simulated 139 ∼ Poisson( ), and ∼ Binomial( , ).
140
R code to carry out the simulations appears in Appendix S1. LBBA are considered rare and of concern. LBBA are considered to occur statewide in Iowa, while INBA officially occur only 146 in its range that encompasses the southeast quarter (approximately) of the state.
147
During data collection, field personnel regularly searched for bat carcasses beneath turbines on plots of varying size and shape.
148
In 2015 and 2017, personnel walked the perimeter of each turbine's pad and along the access road to a distance of 100m from 149 the turbine. In 2016, technicians mowed square plots centered on the turbine at a random sample of 20% of the turbines. The (Table 1) .
155
In the remainder of this section, we describe two example EoAR applications. In the first, we relate annual counts of LBBA to 156 study covariates and identify factors effecting fatalities per turbine per year. We illustrate the model using LBBA counts because level; coefficient = -80.8). Because EcoRegion is a factor, this type of quasi-complete separation in one dimension did not cause 194 bias in the other coefficient estimates, but it may have biased DIC downward. In addition, we felt the second ranked model was 195 more easily applied to study areas outside Iowa because we felt DistToWater effects were more likely to be accurate on other 196 study areas in the Mid West than the EcoRegion effects estimated here. For these reasons, we chose to report results derived 197 from the second-ranked model.
198
Coefficients in the final model (Table 3) at Facility B to be 64.5% lower than at Facility A (0.645 = 1 -exp(-0.1036 (10))). In other words, if the fatality rate at Facility
203
A is per turbine per year, this model predicts fatalities at Facility B will be (−0.1036(10)) = 0.355 .
204
We note that only 2 LBBA fatalities occurred in the western stratum of EastWestStratum, while 26 and 41 mortalities occurred 205 in the eastern and middle stratum, respectively. After factoring in probability of detection and the fact that the middle stratum 206 contained more turbines, the final model estimated that annual LBBA fatalities per turbine per year decreased by 30% (95% CI 207 = -8% to 53%) in the middle stratum relative to the eastern stratum, and by another 98% (95% CI = 95% to 99%) in the western 208 stratum relative to the middle stratum.
209
The final model also estimates that fatalities of LBBA decrease as the facility ages. The final model estimates that LBBA 210 fatalities per turbine decrease by an average of 12.5% every year the facility operates (95% CI = 6.6% to 19.3%). To illustrate,
211
fatalities during the first year of operation for a facility in the eastern stratum located 10 km from the nearest water were estimated 212 to be 1.6484 individuals per turbine per year. By year 10, the estimated annual fatalities at this same facility drop to 0.4948 213 individuals per turbine. By year 30, the model estimates 0.0341 annual fatalities per turbine for this same facility. 
Example 2: Indiana Bats
Detection probability is, in concept, similar to the detection probability parameters in other ecological field sampling tech-282 niques like distance sampling (Borchers, Zucchini, and Fewster, 1998; Buckland, Rexstad, et al., 2015 Sutton, et al., 2005) , and capture-recapture methods (Amstrup, McDonald, and Manly, 2005; Borchers and Efford, 285 2008; Efford, Borchers, and Byrom, 2009 ). Those methods, and EoAR, require probability of detection conditional on avail-286 ability (i.e., P(detect|available)) to adjust observed counts for missed targets. The difference between distance, occupancy, and 287 capture-recapture analysis and EoAR is that the former techniques estimate detection probabilities from the same data avail-288 able for abundance estimation. Indeed, one could argue that the key feature of these non-EoAR techniques is that they estimate 289 probability of detection from a single data set so that observed counts can be adjusted into density, occupancy, or abundance.
290
EoAR uses study design elements such as search timing, search frequency, and the proportion of carcasses sampled, along with 291 measured quantities like average carcass lifetime and searcher efficiency, to estimate probability of detection given presence.
292
If components of are unknown (e.g., carcass persistence rates), computation of EoAR's detection probability can be difficult.
293
EoAR requires at least that detection probabilities be bracketed by lows and highs prior to analysis. If low and high values are 294 identified, the variation in between the lows and high can be built into 's Beta distribution by setting and accordingly. If 295 absolutely no information is available on the range of detection probabilities, it is tempting to hypothesize a uniform distribution 296 for and set both and to 1.0. However, in this special case no additional information is injected into the model and the 297 convergence of (and ) depends solely on variation in the observed counts across covariate combinations. In the case when 298 absolutely no information on is available, practitioners should probably reject our model in favor of standard logistic or Poisson 299 regression and pool counts until > 0 for all covariate combinations.
300
In addition to its other features, EoAR is useful for planning and study design. Studies can generally control probability of 301 detection, at least absent budgetary constraints, and this allows planners to limit or control uncertainty in the form of credible 302 interval widths. Studies that can accept large amounts of uncertainty can design data collection efforts that result in low 303 values because low values generally produce wide credible intervals. Studies that require high precision surrounding the total 304 number of fatalities must allocate effort wisely and design data collection efforts to achieve high values. At a minimum, study 305 designers can hypothesize various values, compute credible interval widths and budgetary requirements associated with each, 306 and weigh the associated field costs against precision of the final estimates. For planning purposes, we emphasize that EoAR's 307 coefficient distributions can become more informative over time, and this feature, when implemented correctly, will maximize 308 precision levels.
309
In summary, EoAR provides viable estimates and upper-bounds for the number of fatalities in all situations but most notably 310 when no or few fatalities are observed. EoAR has the desirable feature of relating fatality rates to study covariates, which in 311 turn increases precision. An EoAR model is robust to quasi-complete separation issues and is relatively easy to compute using the MCMC routines provided in Appendix S1. The only drawback of EoAR is that separate estimates of detection probabilities
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