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Abstract
A dual porosity model of multidimensional, multicomponent, multiphase flow in naturally fractured
reservoirs is derived by the mathematical theory of homogenization. A fully compositional model is con-
sidered where there are N chemical components, each of which may exist in any or all of the three phases:
gas, oil, and water. Special attention is paid to developing a general approach to incorporating gravitational
forces, pressure gradient effects, and effects of mass transfer between phases. In particular, general equa-
tions for the interactions between matrix and fracture systems are obtained under homogenization by a
careful scaling of these effects. Using this dual porosity compositional model, numerical experiments are
reported for the benchmark problems of the sixth comparative solution project organized by the society of
petroleum engineers.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A naturally fractured reservoir has throughout its extent a system of interconnected fracture
planes dividing the reservoir into a series of essentially disjoint blocks of porous rock, called the
matrix. It has two main length scales of interest: the microscopic scale of the fracture thickness
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Z. Chen / J. Math. Anal. Appl. 326 (2007) 12–32 13(about 10−4 m) and the macroscopic scale of the average distance between fracture planes, i.e.,
the size of the matrix blocks (about 0.1–1 m). Since the entire reservoir is about 103–104 m
across, flow can be mathematically simulated only in some average sense. The concept of dual-
porosity [10,23,31] has been used to model the flow of fluids on its various scales. In this concept,
the fracture system is treated as a porous structure distinct from the usual porous structure of the
matrix itself. The fracture system is highly permeable, but can store very little fluid, while the
matrix has the opposite characteristics. When constructing a dual-porosity model, it is critical to
relate fracture and matrix quantities, since they are defined on different scales.
The problem of modeling the simultaneous flow of multiple components with change of phase
in naturally fractured reservoirs is considered herein. In this type of reservoir, various physical
phenomena occur on disparate length scales, so it is difficult to average properly their effects.
Gravitational forces pose special problems. Mass interchange between phases, which results in
phase density (pressure) and phase saturation changes, significantly complicates the interaction
between the matrix and fracture systems. The main purpose of this paper is to develop a general
approach to incorporating especially gravitational forces, pressure gradient effects, and effects of
mass interchange between phases in the dual-porosity concept.
Recently, the mathematical technique of two-scale homogenization [12,17,25] has been ex-
ploited to model single phase miscible and two phase, immiscible flow in naturally fractured
reservoirs [4,7,8,15]. The technique determines the proper form of the dual-porosity model,
including explicit formula for relating microscopically defined fracture quantities to the macro-
scopic scale. The resulting macroscopic models have proven to be quite accurate [3,5,16].
The two-scale homogenization technique averages the detailed microscopic equations of flow,
and yields simpler, macroscopic equations of dual-porosity type. This is achieved by a careful
scaling of the microscopic equations by the size of the matrix blocks ε, and then taking ε → 0.
However, the derivation of the three-phase model of compositional flow does not follow from
the previously cited works, since mass transfer between phases has not here-to-for been treated.
In this paper an approach based on chemical and mechanical equilibrium is introduced to derive
the dynamical equations of the interactions between the fractures and the matrix blocks. This ap-
proach, taken by the author and Arbogast in an unpublished report [6], is a physically consistent
derivation superior to that given in preliminary form by the author and Douglas in [13].
It can often be made completely mathematically rigorous (in present case by means of “two-
scale convergence”—see, e.g., [1,7]). However, it is a common practice to use only the formal
theory based on an assumed two-scale asymptotic expansion of the solution [17,25]. This is
done to simplify the homogenization and to gain intuition into the derivation of the macroscopic
model. We use the formal theory, since our primary concern herein is to find the correct mathe-
matical form of the microscopic and macroscopic models of the flow. Instead of giving a rigorous
convergence proof, computational work aimed at showing the implication of the dual porosity
model behind its derivation is described. In particular, this dual porosity model is utilized to sim-
ulate the benchmark problems of the sixth comparative solution project (CSP) organized by the
society of petroleum engineers (SPE) [18]. In these problems, various aspects of the physics of
multicomponent, multiphase flow in fractured petroleum reservoirs are studied. The question of
a fracture capillary pressure and its influence on reservoir performance is addressed by including
zero and nonzero gas-oil capillary pressures in the fractures, for example. The computational
results obtained using the present dual porosity model match those results obtained using a dual
porosity model of compositional flow derived on the basis of physical intuition [13].
The paper is organized as follows. In the next section we introduce some important notation.
We also make some remarks on the scaling of the microscopic model that is needed to obtain
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equations of compositional flow in a naturally fractured reservoir are presented. In Section 4,
the macroscopic model is stated. Formal homogenization from the microscopic model to the
macroscopic one is carried out in Section 5. Finally, in Section 6, computational results are
given.
2. Notation and scaling considerations
We idealize our naturally fractured reservoir by assuming that the fractures form three sets of
parallel, equally-spaced planes (see Fig. 1) so that all matrix blocks are identical, and the reser-
voir has a periodic structure. The homogenization technique starts from a microscopic model,
which consists of the known physical equations of flow on this reservoir defined on the micro-
scopic scale. Let ε denote the homogenization parameter, which we interpret to be the diameter
of the matrix blocks. For simplicity, ε = 1 refers to the physical reservoir. We embed this model
in a family of similar models describing flow on a fractured reservoir with matrix blocks that are
ε times the original size in any linear direction (see Fig. 2).
Let Ω denote the entire reservoir, and let Ωεf and Ωεm be the fracture and matrix part of the
ε-reservoir, respectively. The fractures give each ε-reservoir a periodic structure. Each period
is congruent to ε times the unit reference cell Q. The fracture part Qf completely surrounds
the matrix part Qm (see Fig. 3). For simplicity, let the centroid of Q be the origin and let Qf
be connected. The matrix-fracture interface is indicated by ∂Ωm, and the outward unit normal
vector to ∂Ωεm or ∂Qm is denoted by ν.
In general, x will denote a position in Ω , while y will indicate a position in Q as measured
from its centroid. Thus x is a variable on the macroscopic scale, while y is a microscopic variable.
Fig. 1. An idealized periodic reservoir.
Fig. 2. The first two domains in the ε-family.
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The period at a point x will be represented by Qε(x) with its centroid at xεc (x). As shown in
Fig. 3, we define y by x = xεc + εy.
The success of our homogenization depends heavily on the fact that the family of scaled
microscopic models we consider below satisfies the following four properties:
(P1) The correct microscopic model of Darcy’s flow is obtained if ε = 1.
(P2) Within the ε-reservoir, if any matrix block Qεm is expanded to unit size Qm, the transformed
equations reflect Darcy’s law.
(P3) If the fracture system is in chemical and mechanical equilibrium near a matrix block, that
block’s boundary conditions reflect this equilibrium.
(P4) If the entire system is in chemical and mechanical equilibrium in the vicinity of a matrix
block, there must be agreement between the total mass of each phase in the matrix block as
calculated from the perspective of the matrix and fracture systems (or, equivalently, from
the scaled and unscaled versions of the governing equations).
As remarked in [4], property (P1) assumes that we stay above Darcy’s scale, so that Darcy’s
law governs the system as ε = 1. This is well known to be the correct physical description of
the matrix flow. It is also correct for the fracture flow by the results of Witherspoon et al. [32].
Property (P2) is necessary to describe the physics of the flow for ε < 1; that is, flow in the
ε-reservoir “looks like” flow in the original system (ε = 1). Property (P3) says that the matrix
recognizes when the fracture system is in chemical and mechanical equilibrium. We need to scale
the governing equations to obtain (P2); thus property (P4) is introduced to ensure that our scaling
does not introduce changes in the total mass of any phase.
Since the point in this paper is to understand the flow in the interior of the reservoir, we
ignore outer boundary conditions on ∂Ω in the following sections; likewise, we ignore external
sources/sinks. We also neglect to specify initial conditions.
3. Scaled microscopic model
In this section we state the microscopic equations of multicomponent, multiphase flow with
mass interchange between phases. See [2,9,11,21,28,29] for general references on this subject.
The fluid phases will be gas, oil, and water, and they will be referred to by the subscripts g, o,
and w. (A straightforward generalization holds for more than three phases.) We consider the gen-
eral case of N chemical species, or components, each of which may exist in the three phases. Let
ciα denote the mass fraction of the ith component in the α-phase, and denote by pα phase pres-
sure, ρα(c1α, . . . , cNα;pα) density, μα(c1α, . . . , cNα) viscosity, sα saturation, and vα volumetric
flow rate, α = g,o,w and i = 1, . . . ,N . Denote by kr,α(sg, so, sw) the relative permeability to
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assume that only molecular diffusion occurs in the fractures, so the microscopic fracture diffu-
sion coefficients are of the form D∗iα,f . The capillary pressure between phases α and β is defined
by
pcαβ(sg, so, sw) = pα − pβ.
Finally, let Jiα denote the diffusive flux of the ith component in the α-phase such that
N∑
i=1
Jiα = 0, α = g,o,w.
For reservoir and fluid properties, we use subscript f for fracture quantities and m for matrix
quantities. Let ℘ be the gravitational, downward-pointing, constant vector, and let ej denote the
standard unit vector in the j th Cartesian direction, with e3 pointing in the direction of gravity.
Denote by φ∗f and k∗f the fracture porosity and absolute permeability defined on the microscopic,
fracture thickness scale. Then φ∗f ≈ 1 and k∗f is very large (often this is assumed to be approxi-
mately the fracture thickness squared divided by 12 [32]). The corresponding matrix quantities
are denoted by φm and km. For brevity of exposition, we assume that the entire reservoir is in-
compressible; i.e., φ∗f and φm do not vary with pressure.
We are now ready to state the microscopic model, which represents Darcy’s law, diffusion,
dispersion, equations for the conservation of mass imposed over the entire reservoir on the mi-
croscopic scale of the fracture thickness (with porosity and permeability discontinuous across the
interface ∂Ωεm), capillary pressure, and equations for phase equilibria. The microscopic model is
stated in three parts: the equations in the fractures, the equations in the matrix, and the matrix-
fracture interface conditions.
In the fractures, for i = 1, . . . ,N , α = g,o,w, and x ∈ Ωεf ,
vεα,f = −
k∗f kεr,α,f
μεα,f
(∇pεα,f − ρεα,f ℘),
J εiα,f = −ρεα,f D∗iα,f ∇cεiα,f ,
φ∗f
∂
∂t
w∑
β=g
(
cεiβ,f ρ
ε
β,f s
ε
β,f
)+ ∇ · w∑
β=g
(
cεiβ,f ρ
ε
β,f v
ε
β,f + J εiβ,f
)= 0,
pcgo,f
(
sεg,f , s
ε
o,f , s
ε
w,f
)= pεg,f − pεo,f ,
pcow,f
(
sεg,f , s
ε
o,f , s
ε
w,f
)= pεo,f − pεw,f ,
w∑
β=g
sεβ,f = 1,
N∑
j=1
cεjα,f = 1. (3.1)
(When a given function, such as kr,α , μα , or ρα , has a superscript ε, it refers to the argument(s).)
It should be noted that there are more dependent variables than there are equations. To close
the system, we assume that thermodynamic equilibrium exists between the fluid phases, and that
this equilibrium is expressed in a set of N constraints requiring that the phase fugacities fiα are
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χiα : for i = 1, . . . ,N , α = g,o,w, and x ∈ Ωεf ,
fi,g
(
χε1g,f , . . . , χ
ε
Ng,f ;pεg,f
)= fi,o(χε1o,f , . . . , χεNo,f ;pεo,f ),
fi,g
(
χε1g,f , . . . , χ
ε
Ng,f ;pεg,f
)= fi,w(χε1w,f , . . . , χεNw,f ;pεw,f ),
cεiα,f = wiχεiα,f
/ N∑
j=1
(
wjχ
ε
jα,f
)
, (3.1a)
where wi is the molecular weight of the ith-component (we have assumed constant temperature).
It can be seen that there are as many relations as there are dependent variables: 9 + 9N (χεiα,f ,
sεα,f , p
ε
α,f , and v
ε
α,f ). The system in (3.1) and (3.1a) is solvable if proper expressions for the
fugacities are given [21,24]. Alternatively, since
χεiα,f =
cεiα,f
wi
/ N∑
j=1
cεjα,f
wj
,
we may choose cεiα,f as primary unknowns in place of χ
ε
iα,f .
We remark that the phase fugacities can be obtained from, for example, the Peng–Robinson
equation of state [22]. A simpler example is to take
χεig,f = κigo,f
(
pεg,f ,p
ε
o,f
)
χεio,f , χ
ε
ig,f = κigw,f
(
pεg,f ,p
ε
w,f
)
χεiw,f ,
where κigo,f and κigw,f are the phase equilibrium constants.
We turn now to the matrix flow on the ε-reservoir Ωεm. The equations are the same, except for
the introduction of some scaling factors ε in the first, second, and third equations of (3.2) below.
For i = 1, . . . ,N , α = g,o,w, and x ∈ Ωεm,
vεα,m = −
kmk
ε
r,α,m
μεα,m
(
ε∇pεα,m − ρεα,m℘
)
,
J εiα,m = −ερεα,mDεiα,m∇cεiα,m,
φm
∂
∂t
w∑
β=g
(
cεiβ,mρ
ε
β,ms
ε
β,m
)+ ε∇ · w∑
β=g
(
cεiβ,mρ
ε
β,mv
ε
β,m + J εiβ,m
)= 0,
pcgo,m
(
sεg,m, s
ε
o,m, s
ε
w,m
)= pεg,m − pεo,m,
pcow,m
(
sεg,m, s
ε
o,m, s
ε
w,m
)= pεo,m − pεw,m,
w∑
β=g
sεβ,m = 1,
N∑
j=1
cεjα,m = 1,
fi,g
(
χε1g,m, . . . , χ
ε
Ng,m;pεg,m
)= fi,o(χε1o,m, . . . , χεNo,m;pεo,m),
fi,g
(
χε1g,m, . . . , χ
ε
Ng,m;pεg,m
)= fi,w(χε1w,m, . . . , χεNw,m;pεw,m),
cεiα,m = wiχεiα,m
/ N∑(
wjχ
ε
jα,m
)
. (3.2)j=1
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effects. This is easily done if we introduce the equilibrium pressure distribution ψα : [0,1]N ×
R→R by
∂ψα/∂x3 = ρα
(
ξ1, . . . , ξN ;ψα(ξ1, . . . , ξN ;x3)
)
℘,
ψα(ξ1, . . . , ξN ;0) = p0,α,
for some reference pressure p0,α at x3 = 0 (as was done in [4]). If we assume that ξ1, . . . , ξN are
fixed and that ∂ρα/∂pα  0, this is solvable by monotonicity; that is, ψα(ξ1, . . . , ξN ;x3) satisfies
ψα(ξ1,...,ξN ;x3)∫
p0,α
dπ
ρα(ξ1, . . . , ξN ;π) = x3℘.
The inverse of ψα is denoted by ψ−1α (ξ1, . . . , ξN ;·), again for ξ1, . . . , ξN fixed. Since ρα =
ρα(c1α, . . . , cNα;pα), ψ−1α (c1α, . . . , cNα;pα) is the pseudo-potential [19] plus x3 under the con-
dition that concentrations are fixed.
We define now the continuity equations on the matrix-fracture interface ∂Ωεm. An explanation
of the form of these equations will follow. For i = 1, . . . ,N , α = g,o,w, and x ∈ ∂Ωεm,
w∑
β=g
(
cεiβ,f ρ
ε
β,f v
ε
β,f + J εiβ,f
) · ν = w∑
β=g
ε
(
cεiβ,mρ
ε
β,mv
ε
β,m + J εiβ,m
) · ν,
cεiα,m = cεiα,f ,
pεα,m = ψα
(
cε1α,m, . . . , c
ε
Nα,m;
ψ−1α
(
cε1α,f , . . . , c
ε
Nα,f ;pεα,f
)− Zεref,α + (ε−1 − 1)(x3 − xεc,3)), (3.3)
where Zεref,α is a pressure distribution reference value on each matrix block Q
ε
m(x). Any reason-
able definition for this value results in the macroscopic model presented later; therefore, let us
simply define Zεref,α on Q
ε
m(x) such that, for i = 1, . . . ,N and α = g,o,w,
cεiα =
1
|∂Qεm|
∫
∂Qεm(x)
cεiα,f (X, t) dσ (X),
Zεα =
1
|∂Qεm|
∫
∂Qεm(x)
[
ψ−1α
(
cε1α, . . . , c
ε
Nα;pεα,f (X, t)
)− X3]dσ(X),
∫
Qεm(x)
φmρα
(
cε1α, . . . , c
ε
Nα;ψα
(
cε1α, . . . , c
ε
Nα;xεc,3 + Zεα − Zεref,α + ε−1
(
X3 − xεc,3
)))
dX
=
∫
Qεm(x)
φmρα
(
cε1α, . . . , c
ε
Nα;ψα
(
cε1α, . . . , c
ε
Nα;Zεα + X3
))
dX, (3.4)
where | · | indicates the volume or area of the given domain.
We close this section with three remarks. First, in the second equations of (3.1) and (3.2), we
have adopted an extension of the single-phase Fick’s law to multiphase flow for the diffusive
fluxes Jiα . While the precise constitutive relations for these quantities in the case of multiphase
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widespread use [11,20,26].
Second, our four properties are reflected in the microscopic model. If ε = 1, Darcy’s flow is
imposed over the reservoir in the standard way. Furthermore, Zεref,α = 0 in this case, so that we
have the usual interface conditions; that is, the first, second, and third equations of (3.3) enforce
continuity of the mass flux, concentrations, and pressures across ∂Ωεm, respectively. Thus (P1)
holds.
The matrix equations have been scaled so that (P2) is satisfied. This can be easily seen by
means of a dimensional argument [4,15] (it will be seen later in Section 5 as well).
If the fracture system is in chemical and mechanical equilibrium near a block, then cεiα,f is
constant and
pεα,f = ψα
(
cε1α,f , . . . , c
ε
Nα,f ;x3 + xref,3
)
for some constant reference depth xref,3. Then the second equation of (3.3) implies that the matrix
fracture interface is in chemical equilibrium, and the third equation of (3.3) implies that there
pεα,m = ψα
(
cε1α,m, . . . , c
ε
Nα,m;xεc,3 + xref,3 − Zεref,α + ε−1
(
x3 − xεc,3
))
.
This is a scaled mechanical equilibrium; when expanded to unit size, we have actual mechani-
cal equilibrium on the interface. Thus (P3) holds. Moreover, in this case, (3.4) tells us that for
x ∈ ∂Ωεm,
cεiα = cεiα,f = cεiα,m = constant, Zεα = xref,3.
Hence the third equation of (3.4) is simply∫
Qεm(x)
φmρα
(
cε1α,m, . . . , c
ε
Nα,m;pεα,m
)
dX =
∫
Qεm(x)
φmρα
(
cε1α,f , . . . , c
ε
Nα,f ;pεα,f
)
dX.
This says that if the entire system were in chemical and mechanical equilibrium, then the amount
of mass in the matrix block Qεm(x) from the perspective of the matrix and fracture systems agree,
giving (P4).
Finally, we make a remark on the solvability of the third equation of (3.4). Let
Z1,α = max
X∈Qεm(x)
(
ε−1 − 1)(X3 − xc,3),
Z2,α = min
X∈Qεm(x)
(
ε−1 − 1)(X3 − xc,3).
By the monotonicity assumption on the densities (i.e., ∂ρα/∂pα  0), there is a unique Zεref,α
between Z1,α and Z2,α solving the third equation of (3.4), unless the α-phase fluid is incom-
pressible (then set Zεref,α = 0, since its value is immaterial).
4. Macroscopic model
Define the auxiliary functions ωj (y), j = 1,2,3, as Qf -periodic solutions to the problems
∇2yωj = 0, y ∈ Qf ,
∇yωj · ν = −ej · ν, y ∈ ∂Qm, (4.1)
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average as
ϕ = 1|Q|
∫
Qf
ϕ(y)dy.
Let
φf = |Qf ||Q| φ
∗
f , kf =
[ |Qf |
|Q| I +A
]
k∗f , Diα,f =
[ |Qf |
|Q| I +A
]
D∗iα,f , (4.2)
where I is the identity tensor. We call φf , kf , and Diα,f , respectively, the macroscopic frac-
ture system porosity, the macroscopic permeability, and the macroscopic diffusion coefficient
of component i in the α-phase. These are the effective macroscopic parameters derived by ho-
mogenization in the next section and defined in terms of the physically measurable microscopic
quantities.
Homogenization (ε → 0) of the microscopic model leads to the following macroscopic model.
The fracture system is defined on Ω . The matrix system is defined on Ω × Qm; that is, at each
point x ∈ Ω , there is a matrix block Qm (albeit “infinitely small”). In the fracture system, we
have the usual equations except for the introduction of qm,i in the third equation of (4.3) and
defined in the eleventh equation of (4.3). For i = 1, . . . ,N , α = g,o,w, and x ∈ Ω ,
vα,f = −
kf k
0
r,α,f
μ0α,f
(∇xp0α,f − ρ0α,f ℘),
Jiα,f = −ρ0α,f Diα,f ∇xc0iα,f ,
φf
∂
∂t
w∑
β=g
(
c0iβ,f ρ
0
β,f s
0
β,f
)+ ∇x · w∑
β=g
(
c0iβ,f ρ
0
β,f vβ,f + Jiβ,f
)= qm,i,
pcgo,f
(
s0g,f , s
0
o,f , s
0
w,f
)= p0g,f − p0o,f ,
pcow,f
(
s0g,f , s
0
o,f , s
0
w,f
)= p0o,f − p0w,f ,
w∑
β=g
s0β,f = 1,
N∑
j=1
c0jα,f = 1,
fi,g
(
χ01g,f , . . . , χ
0
Ng,f ;p0g,f
)= fi,o(χ01o,f , . . . , χ0No,f ;p0o,f ),
fi,g
(
χ01g,f , . . . , χ
0
Ng,f ;p0g,f
)= fi,w(χ01w,f , . . . , χ0Nw,f ;p0w,f ),
c0iα,f = wiχ0iα,f
/ N∑
j=1
(
wjχ
0
jα,f
)
,
qm,i = − 1|Q|
∫
Qm
φm
∂
∂t
w∑
β=g
(
c0iβ,mρ
0
β,ms
0
β,m
)
dy, (4.3)
and in the matrix system, for i = 1, . . . ,N , α = g,o,w, and (x, y) ∈ Ω × Qm,
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kmk
0
r,α,m
μ0α,m
(∇yp0α,m − ρ0α,m℘),
J 0iα,m = −ρ0α,mD0iα,m∇yc0iα,m,
φm
∂
∂t
w∑
β=g
(
c0iβ,mρ
0
β,ms
0
β,m
)+ ∇y · w∑
β=g
(
c0iβ,mρ
0
β,mv
0
β,m + J 0iβ,m
)= 0,
pcgo,m
(
s0g,m, s
0
o,m, s
0
w,m
)= p0g,m − p0o,m,
pcow,m
(
s0g,m, s
0
o,m, s
0
w,m
)= p0o,m − p0w,m,
w∑
β=g
s0β,m = 1,
N∑
j=1
c0jα,m = 1,
fi,g
(
χ01g,m, . . . , χ
0
Ng,m;p0g,m
)= fi,o(χ01o,m, . . . , χ0No,m;p0o,m),
fi,g
(
χ01g,m, . . . , χ
0
Ng,m;p0g,m
)= fi,w(χ01w,m, . . . , χ0Nw,m;p0w,m),
c0iα,m = wiχ0iα,m
/ N∑
j=1
(
wjχ
0
jα,m
)
. (4.4)
The matrix boundary conditions are defined as follows: for i = 1, . . . ,N,α = g,o,w, and
(x, y) ∈ Ω × ∂Qm,
c0iα,m(x, y, t) = c0iα,f (x, t),
p0α,m(x, y, t) = ψα
(
c01α,f , . . . , c
0
Nα,f ;ψ−1α
(
c01α,f , . . . , c
0
Nα,f ;p0α,f
)− Z0ref,α + y3), (4.5)
where the pressure distribution reference Z0ref,α is given by
1
|Qm|
∫
Qm
φmρα
(
c01α,f , . . . , c
0
Nα,f ;ψα
(
c01α,f , . . . , c
0
Nα,f ;
ψ−1α
(
c01α,f , . . . , c
0
Nα,f ;p0α,f
)− Z0ref,α + y3))dy
= φmρα
(
c01α,f , . . . , c
0
Nα,f ;p0α,f
)
. (4.5a)
Again, the monotonicity assumption ensures a unique solution to (4.5a) for Z0ref,α , α = g,o,w
(for incompressible α-phase fluid, set Z0ref,α = 0).
The macroscopic model says that the fracture system, being highly permeable, quickly comes
into chemical and mechanical equilibrium on the fracture spacing scale locally. This equilibrium
is defined in terms of the concentrations and the “chemical equilibrium pseudo-potential,” and it
is reflected in the matrix equations through the boundary conditions in (4.5). Note also that mass
is conserved between the matrix and fracture systems, since fluid flow out of the matrix appears
in the fractures through the integral in the eleventh equation of (4.3).
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In this section we consider the formal homogenization from the microscopic model to the
macroscopic one. We employ the asymptotic relations
x = xεc (x) + εy, ∇ ∼ ε−1∇y + ∇x. (5.1)
The solutions are then assumed (formally) to have the asymptotic form
Ψ εf (x, t) ∼
∞∑
=0
εΨ f (x, y, t), (x, y) ∈ Ω × Qf ,
Ψ εm(x, t) ∼
∞∑
=0
εΨ m(x, y, t), (x, y) ∈ Ω × Qm, (5.2)
for generic functions Ψ εf and Ψ εm associated with the fracture and matrix systems, respectively.
Each of the functions Ψ f is assumed to be periodic in y ∈ Qf . The functions we need to expand
are pα , sα , and ciα . Functions of Ψ εf or Ψ εm can be expanded by Taylor’s theorem as
ϕ
(
ξε
)= ϕ(ξ0)+ ϕ′(ξ0)(ξε − ξ0)+ · · · ≡ ϕ(ξ0)+ εϕ1 + ε2ϕ2 + · · · ,
ξ = Ψf or Ψm, (5.3)
for some ϕ1, ϕ2, . . . . Finally, by the change of variables X = xεc (x) + εy,∫
Qεm(x)
ϕ
(
ξε(X)
)
dX = ε3
∫
Qm
ϕ
(
ξε
(
xεc (x) + εy
))
dy
∼ ε3
∫
Qm
(
ϕ
(
ξ0(x, y)
)+ ∞∑
=1
εϕ(x, y)
)
dy,
∫
∂Qεm(x)
ϕ
(
ξε(X)
)
dσ(X) = ε2
∫
∂Qm
ϕ
(
ξε
(
xεc (x) + εy
))
dσ(y)
∼ ε2
∫
∂Qm
(
ϕ
(
ξ0(x, y)
)+ ∞∑
=1
εϕ(x, y)
)
dσ(y). (5.4)
We substitute the formal asymptotic expansions given by (5.1)–(5.4) into (3.1)–(3.4) and
equate coefficients of like powers of ε. The process is rather long and somewhat tedious, but
it leads to our macroscopic model, which is the set of equations for the leading terms in the
expansions. The derivation of the fourth to tenth equations of (4.3), the first to tenth equations
of (4.4), and the first equation of (4.5) is straightforward and therefore omitted. (We remark that
the matrix equations are of the usual form because of (5.1) and our scaling, i.e., Property (P2).)
Special emphasis is placed on obtaining the first, second, third, and eleventh equations of (4.3),
the second equation of (4.5), and equation (4.5a).
From the ε−1-terms of the first and second equations of (3.1) and of the first equation of (3.3),
and the ε−2-term of the third equation of (3.1), we have
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k∗f k0r,α,f
μ0α,f
∇yp0α,f , (x, y) ∈ Ω × Qf ,
J−1iα,f = −ρ0α,f D∗iα,f ∇yc0iα,f , (x, y) ∈ Ω × Qf ,
∇y ·
w∑
β=g
(
c0iβ,f ρ
0
β,f v
−1
β,f + J−1iβ,f
)= 0, (x, y) ∈ Ω × Qf ,
w∑
β=g
(
c0iβ,f ρ
0
β,f v
−1
β,f + J−1iβ,f
) · ν = 0, (x, y) ∈ Ω × ∂Qm. (5.5)
This, together with the fourth to tenth equations of (4.3), is a steady-state system without sources
and gravity. For a physical meaningful set of data, the periodic solution of this system is clearly
constant in y; that is, for i = 1, . . . ,N , α = g,o,w,
p0α,f = p0α,f (x, t), s0α,f = s0α,f (x, t), c0iα,f = c0iα,f (x, t) only, (5.6)
and then, by the tenth equation of (4.3) and the first and second equations of (5.5),
χ0iα,f = χ0iα,f (x, t) only, v−1α,f = 0, J−1iα,f = 0. (5.6a)
Therefore, all terms containing ∇yp0α,f , ∇ys0α,f , and ∇yc0iα,f drop out in the analysis below.
This considerably simplifies the rest of our calculations.
From the ε0-terms of the first and second equations of (3.1) and of the first equation of (3.3),
and the ε−1-term of the third equation of (3.1), we observe that
v0α,f = −
k∗f k0r,α,f
μ0α,f
(∇yp1α,f + ∇xp0α,f − ρ0α,f ℘), (x, y) ∈ Ω × Qf ,
J 0iα,f = −ρ0α,f D∗iα,f
(∇yc1iα,f + ∇xc0iα,f ), (x, y) ∈ Ω × Qf ,
∇y ·
w∑
β=g
(
c0iβ,f ρ
0
β,f v
0
β,f + J 0iβ,f
)= 0, (x, y) ∈ Ω × Qf ,
w∑
β=g
(
c0iβ,f ρ
0
β,f v
0
β,f + J 0iβ,f
) · ν = 0, (x, y) ∈ Ω × ∂Qm. (5.7)
Therefore, for i = 1, . . . ,N and with
Fi(x, y, t) =
w∑
β=g
(
c0iβ,f ρ
0
β,f
k∗f k
0
r,β,f
μ0β,f
p1β,f + ρ0β,f D∗iβ,f c1iβ,f
)
, (5.8)
by (5.6) and (5.6a), we have
∇2yFi(x, y, t) = 0, (x, y) ∈ Ω × Qf ,
∇yFi · ν = −
w∑
β=g
(
c0iβ,f ρ
0
β,f
k∗f k
0
r,β,f
μ0β,f
(∇xp0β,f − ρ0β,f ℘)
+ ρ0β,f D∗iβ,f ∇xc0iβ,f
)
· ν, (x, y) ∈ Ω × ∂Qm.
Apply (4.1) to see that the solution can be written as
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3∑
j=1
w∑
β=g
(
c0iβ,f ρ
0
β,f
k∗f k
0
r,β,f
μ0β,f
(
∂p0β,f
∂xj
− ρ0β,f ℘j
)
+ ρ0β,f D∗iβ,f
∂c0iβ,f
∂xj
)
ωj (y) + θi(x, t), (5.9)
for some functions θi of x and t , i = 1, . . . ,N . Since only y-derivatives of Fi(x, y, t) will be
needed below, θi need not be evaluated.
From the ε0-term of the third equation of (3.1) and the ε1-term of the first equation of (3.3),
we see that
φ∗f
∂
∂t
w∑
β=g
(
c0iβ,f ρ
0
β,f s
0
β,f
)
+ ∇y ·
w∑
β=g
(
c0iβ,f ρ
0
β,f v
1
β,f + c0iβ,f ρ1β,f v0β,f + c1iβ,f ρ0β,f v0β,f + J 1iβ,f
)
+ ∇x ·
w∑
β=g
(
c0iβ,f ρ
0
β,f v
0
β,f + J 0iβ,f
)= 0, (x, y) ∈ Ω × Qf ,
w∑
β=g
(
c0iβ,f ρ
0
β,f v
1
β,f + c0iβ,f ρ1β,f v0β,f + c1iβ,f ρ0β,f v0β,f + J 1iβ,f
) · ν
=
w∑
β=g
(
c0iβ,mρ
0
β,mv
0
β,m + J 0iβ,m
) · ν, (x, y) ∈ Ω × ∂Qm. (5.10)
Locally average the first equation of (5.10) and use the definition of φf in the first equation of
(4.2) to obtain
φf
∂
∂t
w∑
β=g
(
c0iβ,f ρ
0
β,f s
0
β,f
)
+ 1|Q|
∫
Qf
∇y ·
w∑
β=g
(
c0iβ,f ρ
0
β,f v
1
β,f + c0iβ,f ρ1β,f v0β,f + c1iβ,f ρ0β,f v0β,f + J 1iβ,f
)
dy
+ ∇x ·
(
1
|Q|
∫
Qf
w∑
β=g
(
c0iβ,f ρ
0
β,f v
0
β,f + J 0iβ,f
)
dy
)
= 0. (5.11)
We now apply the divergence theorem to the first integral of (5.11), use the second equation of
(5.10), make a second application of the divergence theorem, and use the third equation of (4.4);
that is,
1
|Q|
∫
Qf
∇y ·
w∑
β=g
(
c0iβ,f ρ
0
β,f v
1
β,f + c0iβ,f ρ1β,f v0β,f + c1iβ,f ρ0β,f v0β,f + J 1iβ,f
)
dy
= 1|Q|
∫
∂Q
w∑
β=g
(
c0iβ,f ρ
0
β,f v
1
β,f + c0iβ,f ρ1β,f v0β,f + c1iβ,f ρ0β,f v0β,f + J 1iβ,f
) · ν dσ(y)
f
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∫
∂Qm
w∑
β=g
(
c0iβ,mρ
0
β,mv
0
β,m + J 0iβ,m
) · ν dσ(y)
= − 1|Q|
∫
Qm
∇y ·
w∑
β=g
(
c0iβ,mρ
0
β,mv
0
β,m + J 0iβ,m
)
dy
= 1|Q|
∫
Qm
φm
∂
∂t
w∑
β=g
(
c0iβ,mρ
0
β,ms
0
β,m
)
dy ≡ −qm,i . (5.12)
Here we have used periodicity to see that no contribution arises from the integral over ∂Q, the
outer boundary of Qf , and the fact that the outer normal to ∂Qf \∂Q is opposite to that of ∂Qm.
This defines qm,i as in the eleventh equation of (4.3).
For the second integral of (5.11), note that, by the first and second equations of (5.7) and
equation (5.9), the j th component of the vector is
w∑
β=g
(
c0iβ,f ρ
0
β,f v
0
β,f,j + J 0iβ,f,j
)
= −∂Fi
∂yj
−
w∑
β=g
(
c0iβ,f ρ
0
β,f
k∗f k
0
r,β,f
μ0β,f
(
∂p0β,f
∂xj
− ρ0β,f ℘j
)
+ ρ0β,f D∗iβ,f
∂c0iβ,f
∂xj
)
= −
w∑
β=g
3∑
=1
(
∂ω
∂yj
+ δj,
)
×
(
c0iβ,f ρ
0
β,f
k∗f k0r,β,f
μ0β,f
(
∂p0β,f
∂x
− ρ0β,f ℘
)
+ ρ0β,f D∗iβ,f
∂c0iβ,f
∂x
)
. (5.13)
If we recall the definition of the second and third equations of (4.2) for kf and Diα,f , and if we
define vα,f and Jiα,f by the first and second equations of (4.3), then we have
1
|Q|
∫
Qf
w∑
β=g
(
c0iβ,f ρ
0
β,f v
0
β,f + J 0iβ,f
)
dy =
w∑
β=g
(
c0iβ,f ρ
0
β,f vβ,f + Jiβ,f
)
. (5.14)
Now the third equation of (4.3) follows from (5.11), (5.12), and (5.14).
Finally, we consider the matrix boundary conditions. Clearly, the second equation of (4.5)
follows from the third equation of (3.3), since(
ε−1 − 1)(x3 − xεc,3)= (1 − ε)y.
As for (4.5a), note that from the first and second equations of (3.4), and using the second equation
of (5.4),
c0iα = c0iα,f , i = 1, . . . ,N, α = g,o,w,
Zεα ∼
1
|∂Qm|
∫
∂Qm
[
ψ−1α
(
c01α, . . . , c
0
Nα;p0α,f
)− xεc,3 − εy3]dσ(y) +O(ε).
Since xεc + εy = x,
Z0α = ψ−1α
(
c01α, . . . , c
0
Nα;p0α,f
)− x3,
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This completes our formal derivation of the macroscopic model by homogenization of the
microscopic model.
6. Computational results
The experimental problems are chosen from the benchmark problems of the sixth CSP [18,
27]. Ten organizations participated in that comparative project. In these problems, various aspects
of the physics of multiphase flow in fractured petroleum reservoirs are examined. The question of
a fracture capillary pressure and its influence on reservoir performance is addressed by including
zero and nonzero gas–oil capillary pressures in the fractures. The nonzero capillary pressure is
not based on any actual measurements, but is intended as a parameter for sensitivity studies. The
variation of gas–oil interfacial tension with pressure is also incorporated in these problems. The
gas–oil capillary pressure is directly related to interfacial tension, and thus this pressure should
be adjusted according to the ratio of interfacial tension at pressure and that at the pressure at
which capillary pressures are specified (see Table 2).
Table 1
Oil PVT data
pb
(psia)
Rso
(SCF/STB)
μo
(cp)
Cvo
(psi−1)
Bo
(RB/STB)
1688.7 367 0.529 0.0000325 1.3001
2045.7 447 0.487 0.0000353 1.3359
2544.7 564 0.436 0.0000394 1.3891
3005.7 679 0.397 0.0000433 1.4425
3567.7 832 0.351 0.0000490 1.5141
4124.7 1000 0.310 0.0000555 1.5938
4558.7 1143 0.278 0.0000619 1.6630
4949.7 1285 0.248 0.0000694 1.7315
5269.7 1413 0.229 0.0000751 1.7953
5559.7 1530 0.210 0.0000819 1.8540
7014.7 2259 0.109 0.0001578 2.1978
Table 2
Gas PVT data
pg
(psia)
μg
(cp)
Bg
(RB/STB)
IFT
(dyne/cm)
1688.7 0.0162 1.98 6.0
2045.7 0.0171 1.62 4.7
2544.7 0.0184 1.30 3.3
3005.7 0.0197 1.11 2.2
3567.7 0.0213 0.959 1.28
4124.7 0.0230 0.855 0.72
4558.7 0.0244 0.795 0.444
4949.7 0.0255 0.751 0.255
5269.7 0.0265 0.720 0.155
5559.7 0.0274 0.696 0.090
7014.7 0.0330 0.600 0.050
σ = IFT(p)/IFT(pref), pcgo(Sg) = pcgo,ref(Sg)σ .
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Basic physical and fluid data
km = 1 (md), φm = 0.29, φf = 0.01
Nx = 10, Ny = 1, Nz = 5
x = 200, y = 1000, z = 50 (ft)
z-Direction transmissibility: multiply computed values by 0.1
Initial pressure: 6014.7 (psia), saturation pressure: 5559.7 (psia)
Water viscosity: 0.35 (cp), water compressibility: 3.5 × 10−6 (psi−1)
Water formation volume factor: 1.07
Rock and oil compressibility: 3.5 × 10−6, 1.2 × 10−5 (psi−1)
Temperature: 200 ◦F, datum: 13400 (ft), depth to the top: 13400 (ft)
Densities of stock tank oil and water: 0.81918 and 1.0412 (gm/cc)
Gas specific gravity: 0.7595
Rate = krP I
Bμ
, p in psi, μ in cp, B in RB/STB, and rate in STB/D
Table 4
Reservoir layer description
Layer kf (md) Matrix block height (ft) PI (RB cpD psi )
1 10 25 1
2 10 25 1
3 90 5 9
4 20 10 2
5 20 10 2
Table 5
Fracture rock data
sw,f kr,w,f kr,ow,f pcow,f
0.0 0.0 1.0 0.0
1.0 1.0 0.0 0.0
sg,f kr,g,f kr,og,f pcgo,f
0.0 0.0 1.0 0.0375
0.1 0.1 0.9 0.0425
0.2 0.2 0.8 0.0475
0.3 0.3 0.7 0.0575
0.4 0.4 0.6 0.0725
0.5 0.5 0.5 0.0880
0.7 0.7 0.3 0.1260
1.0 1.0 0.0 0.1930
The example under consideration is a cross-sectional example, and is designed to simulate de-
pletion, gas injection, and water injection in fractured petroleum reservoirs. In these applications,
the compositional model involves three component and three phases, and reduces to the black oil
model. In this model, the hydrocarbon components are divided into a gas component and an oil
component in a stock tank at the standard pressure and temperature, and no mass transfer oc-
curs between the water phase and the other two phases (oil and gas). The gas component mainly
consists of methane and ethane. Furthermore, the mass balance equations are usually written us-
ing standard volumes that involve the formation volume factors Bα of the α-phase and the gas
solubility factor Rso [9,14,21]. These factors, together with the oil viscosity compressibility Cvo
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Matrix rock data
sw,m kr,w,m kr,ow,m pcow,m
0.2 0.0 1.0 1.0
0.25 0.005 0.860 0.5
0.30 0.010 0.723 0.3
0.35 0.020 0.600 0.15
0.40 0.030 0.492 0.0
0.45 0.045 0.392 −0.2
0.50 0.060 0.304 −1.2
0.60 0.110 0.154 −4.0
0.70 0.180 0.042 −10.0
0.75 0.230 0.000 −40.0
1.0 1.0 0.0 −100.0
sg,m kr,g,m kr,og,m pcgo,m
0.0 0.0 1.0 0.075
0.1 0.015 0.70 0.085
0.2 0.050 0.45 0.095
0.3 0.103 0.25 0.115
0.4 0.190 0.11 0.145
0.5 0.310 0.028 0.255
0.55 0.420 0.0 0.386
0.6 0.553 0.0 1.0
0.8 1.0 0.0 100.0
and the oil and gas viscosities, are given in Tables 1 and 2, which apply to both the fracture and
matrix systems.
Table 3 states the basic physical and fluid property data, Table 4 shows the reservoir layer
description, and Tables 5 and 6 indicate the fracture and rock data (relative permeabilities and
capillary pressures). In all the experiments, the injector is located at I = 1, and the producer is
located at I = 10. The input data for each experiment are given below.
Depletion. Depletion runs are performed to a maximum of ten years or whenever production is
less than 1 STB/D. The producer has a maximum rate of 500 STB/D, and it is constrained by a
maximum drawdown of 100 psi. This well is perforated only in the bottom layer (layer 5). Two
cases are studied: zero and nonzero fracture capillary pressures. The nonzero capillary data are
reported in Table 6. These data are given at the bubble point pressure pb of 5,545 psig and are
adjusted for the effect of pressure on interfacial tension, as noted.
Gas injection. In this experiment 90% of the gas produced from the previous time step is rein-
jected. The injector is perforated in layers 1–3. The producer is perforated in layers 4 and 5, and
is constrained by a maximum drawdown of 100 psi. A maximum rate of 1000 STB/D is applied,
and the minimum cut-off rate is 100 STB/D. Again, the zero and nonzero fracture capillary
pressures are studied, with the latter data given in Table 6.
Water injection. In this study water is injected initially at a maximum rate of 1750 STB/D
and constrained by a maximum injection pressure of 6,100 psig. The production rate is set at
1000 STB/D for the total fluid (water and oil). The injector is perforated in layers 1–5, and the
producer is perforated in layers 1–3. The final time of runs is 20 years.
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Fig. 6. Qo (depletion, pcgo = 0). Fig. 7. GOR (depletion, pcgo = 0).
Fig. 8. Qo (gas recycling, pcgo = 0). Fig. 9. GOR (gas recycling, pcgo = 0).
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= 0). Fig. 11. GOR (gas recycling, pcgo = 0).
Fig. 12. Qo (water flooding). Fig. 13. Water cut (water flooding).
The spatial discretization scheme used is based on a block-centered finite difference method
(equivalently, a mixed finite element method on rectangular parallelepipeds). The solution
scheme in time is fully implicit. No-flow outer boundary conditions are utilized. The Newton–
Raphson iteration is used to linearize the nonlinear partial differential equations. Finally, the
linear system solver used is based on the ORTHOMIN iteration with incomplete LU precondi-
tioning [30].
Computational results obtained using the macroscopic model in Section 4 are reported for
the oil production rate (Qo in STB/D) and gas-oil ratio (GOR in SCF/STB) versus time (year)
in the first two studies (depletion and gas injection), and for the oil production rate and water
cut (percent) in the last study (water injection). These results are shown in Figs. 4–13, where
the zero and nonzero fracture capillary pressure cases are illustrated. A comparison of these two
cases indicates that the capillary continuity has a major influence on the numerical results. The
reason for this influence is that in the depletion study, for example, when the capillary pressure
force is stronger than the gravity drainage force, the oil flow from the matrix blocks decreases
since interfacial tension increases with a decrease in pressure. Also, note that there is a stable
water-cut curve after the 10th year. This phenomenon occurs because the entire fracture system
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fractures depends on imbibition (minus the value of pcow) with a small flow rate for a long time.
7. Concluding remarks
In this paper a dual porosity model of multidimensional, multicomponent, multiphase flow in
naturally fractured reservoirs has been derived by the mathematical theory of homogenization,
and a general approach has been developed to include the gravitational forces, pressure gradi-
ent effects, and effects of mass transfer between phases in the interactions between matrix and
fracture systems. This approach is superior to the conventional approach that introduced vari-
ous ad hoc parameters (e.g., matrix shape factors) to model these interactions. Computational
results obtained using the dual porosity model derived match those published for the benchmark
problems of the sixth CSP [18,27].
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