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Introduction
Soit k un corps de caractéristique différente de 2, L/k une extension galoisienne
finie de groupe de Galois G = Gal(L/k). La forme trace qL(x, y) = TrL/k(xy) est une
forme bilinéaire symétrique non dégénérée qui est invariante sous l’action de G, i.e.,
qL(σx,σy)= qL(x, y) pour tout σ ∈G. Autrement dit, qL est une G-forme.
Le problème de savoir si l’extension L/k admet une base normale auto-duale revient à
savoir si la forme trace qL est isomorphe en tant que G-forme à la forme unité
q0 : k[G] × k[G] → k,
(eσ , eτ ) → δστ .
Il est essentiel de ne pas se borner aux extensions de corps mais de se placer dans une
catégorie plus large, à savoir celle des G-algèbres galoisiennes. Ceci nous permettra en
effet d’étendre les scalaires sans sortir du cadre étudié.
La classification des G-formes traces qL a été étudiée dans de nombreux articles et par
différents auteurs tels que E. Bayer-Fluckiger, H. Lenstra, M. Monsurrò, et J.-P. Serre.
En particulier, dans [3], il est démontré que si G est d’ordre impair, qL est toujours
G-isomorphe à la forme unité. Ceci n’est plus le cas si G est d’ordre pair. Dans [8], un
résultat complet de classification est donné dans le cas où le corps k est de 2-dimension
cohomologique inférieure ou égale à 1. Le cas de la 2-dimension cohomologique virtuelle
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P. Chabloz / Journal of Algebra 266 (2003) 338–361 339inférieure ou égale à 1 est traité complètement dans [4]. Dans le cas de dimensions
supérieures, il est très difficile d’obtenir la classification complète des formes traces. C’est
pourquoi dans [2], l’idée d’étudier les multiples de la forme trace est introduite. Des
résultats concernant les corps de 2-dimension cohomologique (virtuelle) 2 satisfaisant la
propriété d’approximation forte (SAP) sont obtenus dans [4] alors que dans [5], ces mêmes
résultats sont démontrés sans utiliser l’hypothèse SAP.
Une généralisation de ces travaux est faite dans [15] où des résultats sont obtenus
sur le produit des formes traces qL par une 1-forme de Pfister dans le cas des corps de
2-dimension cohomologique virtuelle 2 et satisfaisant l’hypothèse SAP.
Dans [2], des conjectures plus générales sont énoncées concernant le produit des
G-formes traces par des formes quadratiques quelconques. Supposons que cd2(k)  d .
Les G-algèbres galoisiennes étant classées à isomorphisme près par l’ensemble H 1(k,G),
soit φL ∈ H 1(k,G) l’élément correspondant à L. Pour tout x ∈ H 1(G,µ2), on note
xL ∈H 1(k,µ2) l’élément φ∗L(x)= x ◦ φL. Soient
en : I
n/In+1 →Hn(k,µ2)
les isomorphismes de Milnor–Voevodsky pour tout n 0.
E. Bayer-Fluckiger pose alors les questions suivantes [2] :
Question 1. Soit ϕ ∈ Id(k). Est-ce que ϕ ⊗ qL et ϕ⊗ qL′ sont G-isomorphes ?
Question 2. Soit ϕ ∈ Id−1(k). Est-ce que ϕ ⊗ qL et ϕ ⊗ qL′ sont G-isomorphes si et
seulement si
ed−1(ϕ)∪ (xL)= ed−1(ϕ)∪ (xL′) ∈Hd(k,µ2)
pour tout x ∈H 1(G,µ2) ?
Dans cet article, nous donnons des réponses positives à la Question 1 pour d quelconque
et à la Question 2 dans le cas d = 2. Nous démontrons également un théorème analogue
pour la 2-dimension cohomologique virtuelle 2, à savoir le résultat suivant :
Théorème. Soit k un corps tel que vcd2(k)  2, soient L et L′ deux G-algèbres
galoisiennes et qL, qL′ leurs formes traces associées. Soit ϕ une forme quadratique de
dimension paire. Alors ϕ ⊗ qL et ϕ ⊗ qL′ sont G-isomorphes si et seulement si
(i) (disc(ϕ), xL)= (disc(ϕ), xL′) ∈H 2(k) pour tout x ∈H 1(G) et
(ii) Lν ∼= L′ν pour tout ν ∈Ωk tel que sgnν(ϕ) = 0.
Tous ces résultats sont démontrés dans la Section 3. La Section 1 contient des définitions
préliminaires et des rappels. La Section 2 traite plus généralement de l’anneau de Witt des
G-formes et en particulier des questions des diviseurs de zéro de dimension impaire.
Ce travail a été réalisé dans le cadre de ma thèse de doctorat sous la direction d’Eva
Bayer-Fluckiger que je remercie vivement pour sa confiance et son soutien.
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Dans tout cet article, k désignera un corps commutatif de caractéristique différente de 2
et G un groupe fini.
1.1. G-formes et formes hermitiennes
Définition 1.1. Une G-forme sur k est un triplet (V , b,ρ) où V est un k-espace vectoriel
de dimension finie, b une forme bilinéaire symétrique sur V et ρ :G → O(b) une
représentation linéaire de G dans le groupe orthogonal de b.
On notera simplement σv l’action de σ ∈G sur v ∈ V (au lieu de ρ(σ)(v)). On a alors
la relation
b(σv,σw)= b(v,w) pour tout σ ∈G, v,w ∈ V.
Autre formulation :
Si (V , b,ρ) est une G-forme sur k, V peut être naturellement muni d’une structure de
k[G]-module à gauche. La k-algèbre k[G] possède une involution canonique k-linéaire,
donnée par g¯ = g−1.
On peut alors associer à b la forme hermitienne sesquilinéaire à droite
hb :V × V → k[G],
(v,w) →
∑
g∈G
b
(
g−1v,w
) · g.
Réciproquement, soit
p : k[G] → k,∑
kg · g → ke
la projection sur la composante neutre. Alors si h :V × V → k[G] est une forme
hermitienne,
b(x, y)= p(h(x, y))
est une G-forme. Ces deux constructions sont inverses l’une de l’autre et induisent donc
une bijection entre l’ensemble des G-formes sur k et l’ensemble des formes hermitiennes
sur (k[G], ¯ ).
Toute la théorie des formes hermitiennes sur les catégories additives (cf. [19, Chapitre 7]
ou [17]) peut ainsi être utilisée.
Si M est un k[G]-module, le dual M∗ = Homk(M,k) peut être muni d’un structure de
k[G]-module en posant (af )(x)= f (a¯x) pour tout f ∈M∗, x ∈M , a ∈ k[G]. Si σ ∈G,
on observe que l’on a alors (σf )(x)= f (σ−1x) etM∗ correspond à la représentation duale
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unique un homomorphisme de k[G]-module
hˆ :M→M∗
défini par hˆ(m)(n)= p ◦ h(n,m).
Une G-forme est dite non dégénérée si l’homomorphisme hˆ associé est un isomor-
phisme. Ceci revient à dire que la forme bilinéaire b est non dégénérée, i.e., det(b) ∈ k×.
Soient (V , b) et (V ′, b′) deux G-formes. On dira qu’elles sont G-isomorphes s’il existe
un isomorphisme de k-espace vectoriel f :V → V ′ tel que
– b′(f (x), f (y))= b(x, y) pour tout x, y ∈ V et
– f (σv)= σf (v) pour tout σ ∈G, v ∈ V .
Une G-forme est dire hyperbolique si elle est G-isomorphe à la G-forme définie par la
forme hermitienne
H :M ⊕M∗ → (M ⊕M∗)∗ ∼=M∗ ⊕M
où H est donnée par la matrice
H =
(
0 idM∗
idM 0
)
,
et où M est un k[G]-module quelconque (de dimension finie sur k bien entendu).
Soit (M,h) une G-forme et soit N ⊂M un sous-k[G]-module. On définit
N⊥ = {x ∈M | h(x,n)= 0 pour tout n ∈N}.
On peut montrer que (M,h) est hyperbolique si et seulement si il existe un sous-k[G]-
module N ⊂M qui est facteur direct et tel que N = N⊥. Dans ce cas, on a évidemment
que dimk N = 12 dimk M .
Notons que cette équivalence n’est plus vraie en caractéristique 2 auquel cas il faut
distinguer les notions d’hyperbolique et de métabolique.
1.2. Anneau de Witt des G-formes sur k
De manière similaire à ce qui est fait pour les formes quadratiques sur un corps, on
définit l’anneau de Witt des G-formes sur un corps k. Cet anneau sera noté WG(k) par la
suite.
Premièrement, si (V , b,ρ) et (V ′, b′, ρ′) sont deux G-formes sur k, on définit leur
somme orthogonale par (V ⊕ V ′, b ⊕ b′, ρ ⊕ ρ′) où b ⊕ b′ est la somme orthogonale
usuelle de b et b′ et ρ ⊕ ρ′ et la somme usuelle des représentations ρ et ρ′. La somme
orthogonale sera notée (M,h)⊥(M ′, h′) dans le formalisme des formes hermitiennes.
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(
V ⊗k V ′, b⊗ b′, ρ ⊗ ρ′
)
en posant
b⊗ b′(v⊗ v′,w⊗w′)= b(v,w)b′(v′,w′) et σ (v⊗ v′)= σv⊗ σv′
pour tout σ ∈G, v,w ∈ V , v′,w′ ∈ V ′.
On définit alors WG(k) comme le monoïde des classes d’isomorphisme des G-formes
sur k (muni de la somme orthogonale) quotienté par le sous-ensemble des formes hyperbo-
liques. Ceci en fait naturellement un groupe car la forme hermitienne (M,h)⊥(M,−h) est
hyperbolique. Le produit défini ci-dessus se transporte sur ce quotient et en fait un anneau
commutatif unitaire d’élément unité la forme (k, 〈1〉, σx = x pour tout x ∈ k).
Notons que le théorème de simplification de Witt est vrai dans ce cas. C’est un cas
particulier du Théorème 7.10.9 de [19]. Le lecteur se référera au Chapitre 7 de (loc.cit.) ou
à l’article [17] pour vérifier que la catégorie des G-formes satisfait bien les hypothèses du
Théorème 7.10.9.
Il est évident que toute forme quadratique est naturellement une G-forme où l’action de
G est triviale. Plus précisément, on a un homomorphisme injectif d’anneau
iG :W(k) → WG(k),
(V, b) → (V , b, id).
En particulier WG(k) est un W(k)-module. L’action d’une forme quadratique q ∈W(k)
sur une G-forme h ∈WG(k) sera également notée q ⊗ h.
La dimension mod 2 des G-formes donne un homomorphisme d’anneau
dimG :WG(k)→ Z/2
qui étend bien entendu l’homomorphisme dim :W(k)→ Z/2.
1.3. Extension des scalaires et réciprocité de Frobenius
1.3.1. Rappel : cas des formes quadratiques
On rappelle que si (V , b) est une forme quadratique sur k et L/k une extension, on peut
étendre les scalaires et définir une forme quadratique bL sur VL = V ⊗k L en posant
bL
(
v⊗ l, v′ ⊗ l′)= ll′b(v, v′).
Matriciellement, ceci revient simplement à considérer la matrice B ∈Mn(k) associée à b
dans Mn(L).
L’extension des scalaires donne un homomorphisme d’anneaux
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b → bL.
On a le théorème suivant [19, Théorème 2.5.9] :
Théorème 1.2. Si L/k est une extension finie de degré impair, alors r∗L/k est injectif.
Soient L/k une extension finie, s :L→ k est une application k-linéaire et (V , b) une
forme quadratique sur L. On peut alors définir une forme quadratique (V , s ◦ b) sur k.
(V étant naturellement un k-espace vectoriel.)
Ceci donne un homomorphisme de groupes (et non d’anneaux)
s∗ :W(L) → W(k),
(V, b) → (V , s ◦ b).
On a alors le théorème suivant (loc.cit., Théorème 2.5.6) :
Théorème 1.3. Soit L/k une extension finie, ϕ une forme bilinéaire symétrique sur k et ψ
une forme bilinéaire symétrique sur L. Soit s :L→ k une application k-linéaire. Il existe
alors une isométrie canonique
s∗(ϕL ⊗L ψ)∼= ϕ ⊗k s∗(ψ).
En particulier les applications composées
s∗ ◦ r∗L/k :W(k)→W(L)→W(k)
sont données par la multiplication par s∗(〈1〉).
1.3.2. Cas des G-formes
Ces constructions peuvent être généralisées au cas des G-formes. Ceci se fait de
manière évidente en notant que l’extension des scalaires pour l’action de G se fait ainsi :
σ(v⊗k l)= σv⊗k l, pour tout σ ∈G, v ∈ V , l ∈ L. On obtient alors un homomorphisme
d’anneaux
rGL/k :W
G(k) → WG(L),
(V, b,ρ) → (VL, bL,ρL)
et pour toute application k-linéaire s :L→ k, on a un homomorphisme de groupes
sG∗ :WG(L) → WG(k),
(V, b,ρ) → (V , s ◦ b,ρ).
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alors rGL/k est injectif [3, Théorème 4.1].
Muni de ces homomorphismes et vu comme W(k)-module, WG(k) est en fait un
module de Frobenius au sens de Lam [1, Chapitre XI, §2]. Nous ne rentrerons pas dans
les détails ici mais donnerons simplement les formules que ces homomorphismes satisfont.
On a pour toute extension finie L/k et tout application k-linéaire s :L→ k :
sG∗
(
r∗L/k(b)⊗ ϕ′
)= b⊗ sG∗ (ϕ′) ∈WG(k),
sG∗
(
b′ ⊗ rGL/k(ϕ)
)= s∗(b′)⊗ ϕ ∈WG(k)
pour tout ϕ ∈WG(k), ϕ′ ∈WG(L), b ∈W(k), b′ ∈W(L).
1.4. Torsion de WG(k)
L’on sait que W(k) n’a que de la 2-torsion et que si k n’est pas formellement réel, W(k)
est de torsion (cf. [19, Chapitre 2, §7]).
Ce résultat est encore vrai pour WG(k).
Théorème 1.4. WG(k) n’a que de la 2-torsion.
Preuve. Si k n’est pas formellement réel, W(k) est de 2-torsion et comme WG(k) est un
W(k)-module, le résultat suit immédiatement. Pour le cas formellement réel, voir la preuve
du Théorème 5.1 dans [18]. ✷
Corollaire 1.5. Soient h, h′ deux G-formes et q une forme quadratique de dimension
impaire. Si q ⊗ h et q ⊗ h′ sont G-isomorphes, alors h et h′ le sont.
Preuve. La preuve du Corollaire 6.5 du Chapitre 2 de [19] s’adapte exactement à notre
cas. ✷
La question qui se pose est de savoir si ce résultat est encore vrai si l’on remplace q par
une G-forme quelconque. Autrement dit, si WG(k) ne contient que des diviseurs de zéro
de dimension paire. La réponse est non en général comme le montre la suite.
2. Décomposition de WG(k)
2.1. Cas général
Rappelons qu’un A-module M est dit indécomposable s’il n’est pas la somme
orthogonale de deux A-module N ⊕ P avec N = 0 = P . Remarquons que si A est
semi-simple, les notions de module indécomposable et de module simple coïncident. La
catégorie des G-formes satisfait les hypothèses du Théorème 7.10.8 de [19] et on a donc
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(M,h)= s⊥
i=1
(Mi,hi)
où
Mi ∼=
(
Ni ⊕N∗i
)⊕ (Ni ⊕N∗i )⊕ · · ·
avec Ni indécomposable.
Si Ni ∼=N∗i , alors (Mi,hi) est hyperbolique (cf. [19, Théorème 7.10.9]). Sinon, Mi est
isotypique. On dira qu’un k[G]-module N est auto-dual si N ∼=N∗.
Soit C l’ensemble des classes d’isomorphisme des k[G]-modules (de dimension finie
sur k) indécomposables et auto-duaux. Le Théorème 7.10.9 (loc.cit.) permet de dire que
WG(k)=
⊕
N∈C
WG(k)|N
où WG(k)|N est le groupe de Witt des G-formes où le k[G]-module sous-jacent est
isomorphe à une somme orthogonale de copies de N .
Si la caractéristique de k ne divise pas l’ordre de G, k[G] est semi-simple (Théorème
de Maschke, cf. [14]) et donc(
k[G],¯ )∼=A1 ×A2 × · · · ×As × (As+1 ×Aos+1)× · · · × (Am ×Aom)
où Ai = Mni (Di) est une k-algèbre simple avec Di un corps gauche de centre Fi une
extension finie de k. L’involution canonique sur k[G] laisse invariant les facteurs A1 à
As et permute les facteur Ai et Aoi pour s < i  m. Pour 1  i  s, on dira que Ai est
orthogonale (resp. symplectique ou unitaire) si la restriction à Ai de l’involution canonique
sur k[G] est de type orthogonal (resp. symplectique ou unitaire). Cette involution sur Ai
sera notée σi .
De plus, tout module indécomposable est simple et donc (cf. [9, §5]) isomorphe à un
D
ni
i . On a le résultat suivant :
Lemme 2.2. Soit M un k[G]-module simple (avec k[G] semi-simple). Alors M est
isomorphe en tant que module à une ‘colonne’ Dnii de l’algèbre simple Ai pour un
unique i . On dira dans ce cas queM est de type Ai . De plusM est auto-dual si et seulement
si l’involution laisse Ai invariant.
Preuve. Le fait que le module simple M soit isomorphe à un idéal à gauche minimal d’un
des Ai est un résultat classique des algèbres semi-simples (cf. loc.cit.). Il reste à montrer
que M est auto-dual ssi l’involution laisse Ai invariant. M étant un composant simple
de Ai , c’est un Ai -module de manière canonique. Le dual M∗ de M est lui un A∗i module
(simple) où A∗i est l’image de Ai par l’involution canonique. Ainsi, si l’involution laisse Ai
invariant, alors M∗ est un Ai -module et donc est isomorphe à M (tous les modules simples
346 P. Chabloz / Journal of Algebra 266 (2003) 338–361sur un anneau simple sont isomorphes). Réciproquement, si A∗i =Ai , alors M ∼=M∗ et M
ne donne aucune contribution dans WG(k). ✷
Remarque. Le résultat du Lemme 1 peut aussi se traduire en langage cohomologique
par H 1(k,UAj⊗Aoj ) = 0 puisque les modules non auto-duaux ne donnent que de formes
hyperboliques.
Il reste à savoir quand un module indécomposable et auto-dual M possède une forme
hermitienne. Le Théorème 7.4.5 de [19] nous dit que si car(k) = 2 il existe toujours au
moins une forme hermitienne ou une forme anti-hermitienne. Notons que dans notre cas,
l’hypothèse ’E est J -adicquement complet’ est toujours vérifiée (cf. [19, p. 276]). La partie
(ii) du théorème nous donne alors les conditions pour qu’il y ait une forme hermitienne et
une forme anti-hermitienne. En effet, soit E = Endk[G]M . E est un anneau local d’idéal
maximal J et de corps gauche résiduel D =E/J . Si D est non commutatif, alors il existe
toujours une forme hermitienne h− 0 sur M et dans ce cas on peut transférer le problème
à l’aide de h0 et obtenir un isomorphisme de W(k)-module
WG(k)|N ∼=W(D,σ)
pour une involution σ bien choisie—dépendante de h0 (cf. [19, Chapitre 7, Théorèmes 4.1,
4.2 et 10.9(ii)]).
Si D est un corps commutatif et qu’il n’existe sur M que des formes anti-hermitiennes
alors l’involution sur D du Théorème 7.4.5 de [19] pour une forme (−1)-hermitienne
h0 est triviale. On a, dans ce cas, une bijection entre les formes hermitiennes sur V =
M ⊕M ⊕ · · · ⊕M (de longueur l) et les formes anti-symétriques sur D de dimension l.
Ceci entraîne que la longueur de V doit être paire et que toute forme hermitienne sur un
tel V est hyperbolique (car les formes anti-symétriques sur un corps sont classée par leur
dimension). On a donc WG(k)|M = 0 s’il n’existe pas de forme hermitienne sur M .
Dans le cas où k[G] est semi-simple, on peut montrer que ce qui précède entraîne
qu’un module auto-dual M n’admet pas de forme hermitienne ssi il est de type Ai avec
Ai décomposée et symplectique. (Ce résultat peut aussi être montré en utilisant une
équivalence de Morita.) On obtient alors le résultat suivant : si k[G] est semi-simple avec
(
k[G], ¯)∼=A1 × · · · ×As × (As+1 ×Aos+1)× · · · × (Am ×Aom),
Aj =Mnj (Dj ) et
C ′ = {1, . . . , s} \ {j |Dj est commutatif et Aj symplectique}
alors
WG(k)∼=
∏
i∈C′
W(Di,σi) en tant que W(k)-module.
Le produit est ainsi pris sur toutes les représentations irréductibles auto-duales et qui
admettent une forme 1-hermitienne.
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2.2.1. k = k¯ et k[G] semi-simple
Si k = k¯, k est le seul corps gauche de dimension finie sur k. L’involution est
automatiquement l’identité et on a donc W(Di,σi)=W(k)= Z/2. Ainsi
WG(k)∼=
∏
Z/2
où le produit est pris sur toutes les représentations irréductibles auto-duales admettant une
forme hermitienne (cf. Corollaire 7.11.4 de [19]). Comme mentionné plus haut, cet isomor-
phisme est un isomorphisme de W(k)-module mais pas d’anneau. La structure d’anneau
est donnée dans ce cas par le produit des représentations irréductibles correspondant à
chacun des facteurs Z/2.
2.2.2. k assez gros et k[G] semi-simple
Dans tout ce paragraphe, on suppose que k[G] est semi-simple et que k est assez gros
c’est-à-dire qu’il contient toutes les racines mème de l’unité où m est l’exposant de G.
Le théorème de Brauer nous dit alors que l’algèbre de groupe se décompose en produit
d’algèbres centrales simples toutes décomposées et de centre k. En tant que module,
WG(k) est donc isomorphe à un produit de copies de W(k).
Si G est abélien, toutes les représentations irréductibles sont de dimension 1 (k[G] ∼=
k × k × · · · × k) et une représentation irréductible ρ est auto-duale si et seulement si son
caractère χ satisfait χ(g)2 = 1 pour tout g ∈ G. On a donc ρ ⊗ ρ = id. De plus toute
représentation auto-duale admet une G-forme puisque les composants simples de k[G]
sont tous isomorphes à k (pas d’involution symplectique possible).
Lemme 2.3. Si G est cyclique d’ordre impair, l’anneau WG(k) est isomorphe à W(k).
Preuve. Il n’y a qu’une seule représentation auto-duale à savoir la représentation
triviale. ✷
Lemme 2.4. Si G= 〈σ 〉 est cyclique d’ordre pair, l’anneau WG(k) est isomorphe à
W(k)[X]/(X2 − 1).
Preuve. Il y a deux représentations auto-duales, la représentation triviale et la représenta-
tion ρ définie par ρ(σ)=−1. ✷
Tout groupe abélien fini est le produit de groupes cycliques et les représentations
irréductibles d’un produit de groupes sont en bijection avec l’ensemble des produits
des représentations irréductibles de chaque groupe. (On utilise ici le fait que tous les
composants simples de k[G] sont centraux sur k.) De plus si ρ est une représentation
auto-duale de G (cyclique) et ψ une représentation auto-duale de H (cyclique), en passant
par les caractères, on montre que ρ ⊗ ψ est une représentation auto-duale de G×H . On
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On a alors le résultat suivant :
Théorème 2.5. Si G abélien fini est isomorphe à
C2 ×C2 × · · · ×C2n ×Cpr × · · · ×Cqt
avec l facteurs étant des groupes cycliques d’ordre pair, alors WG(k) est isomorphe, en
tant qu’anneau, à
W(k)[X1, . . . ,Xl]/
{
X2i − 1 | 1 i  l
}
avec dimG(Xi)= 1 pour tout i .
Une paire (A,dim) où A est un anneau commutatif et dim :A→ Z/2 un homomor-
phisme d’anneau sera appelée un anneau à parité. On dira que a ∈ A est impair si
dim(a)= 1 et pair sinon.
On peut alors considérer l’anneau B = A[ξ ] = A[X]/(X2 − 1) et étendre l’homomor-
phisme dim en posant dim(ξ)= 1. On a alors le lemme suivant :
Lemme 2.6. Si (A,dim) est un anneau à parité ne contenant aucun diviseur de zéro impair,
alors il en est de même de B =A[X]/(X2 − 1).
Preuve. Supposons qu’on ait (a + a′ξ)(c + c′ξ) = 0 avec dim(a + a′ξ) = dim(a) +
dim(a′) = 1. On a alors que ac + a′c′ = ac′ + a′c = 0 donc que a(c − c′) = a′(c − c′)
ou encore (a − a′)(c − c′) = 0. Mais comme dim(a − a′) = 1 l’hypothèse implique que
c − c′ = 0 et donc c = c′. On a alors que (a + a′)c = 0 et de nouveau ceci entraîne que
c = 0. En conclusion c+ c′ξ = 0 ce qui montre que B ne possède pas de diviseur de zéro
impair. ✷
Comme corollaire, on obtient l’équivalent du théorème de Pfister dans le cas particulier
où G est abélien.
Corollaire 2.7. Si G est abélien, WG(k) ne contient pas de diviseur de zéro de dimension
impaire.
Preuve. La preuve se fait par réccurence sur l. Si l = 0, WG(k)∼=W(k) et le résultat est
vrai par le théorème de Pfister (voir [19, Corollaire 2.6.5]). Le pas de réccurence découle
du lemme précédent. ✷
On peut donner un résultat un peu plus précis dans le cas où −1 est un carré dans k.
Lemme 2.8. Soit A un anneau local de caractéristique 2. Alors l’anneau B = A[ξ ] =
A[X]/(X2 − 1) est local.
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montrons que mB est l’unique idéal maximal de B . Pour ceci, il suffit de montrer que
B\mB = B×. Soit a + a′ξ avec a + a′ ∈ A×. Alors (a + a′)2 = a2 + a′2 ∈ A× et donc
(a + a′ξ)(a + a′ξ)= a2 + a′2 ∈A× ce qui prouve que a + a′ξ est inversible. ✷
Corollaire 2.9. Si G est abélien et 〈1,1〉 = 0 dans W(k) alors WG(k) est un anneau local
d’idéal maximal l’ensemble des G-formes de dimension paire.
Preuve. Par [19, Théorème 2.7.9], W(k) est local de caractéristique 2. On achève alors la
preuve par réccurence sur l en utilisant le lemme précédent. ✷
En résumé on a le théorème suivant :
Théorème 2.10. Soit G un groupe abélien d’exposant m et k un corps contenant toutes les
racines mème de l’unité. Supposons de plus que car(k)  | m.
Alors WG(k) ne contient pas de diviseur de zéro de dimension impaire.
De plus si −1 est un carré dans k, alors WG(k) est un anneau local et en particulier
les G-formes de dimension impaire sont inversibles.
Ce résultat n’est plus vrai si G est non-abélien même sur C comme le montre l’exemple
ci-dessous.
2.2.3. k =C
Example 2.11. Soit G= S3 le groupe symétrique sur 3 lettres. Il y a sur C deux représen-
tations irréductibles de dimension 1, ρ1 = id et ρ2 et une représentation irréductible de
dimension 2, ρ3, toutes auto-duales. De plus elles sont toutes réalisables sur R et les
modules simples correspondant possèdent donc des G-formes. Comme espace vectoriel
sur F2, W
S3(C) est donc isomorphe à F2 · ρ1 × F2 · ρ2 × F2 · ρ3. En se basant sur une
table des caractères (cf., par exemple, [11]), on trouve que ρ2 · ρ3 = ρ3, ρ22 = ρ1 = id et
ρ23 = ρ1 + ρ2 + ρ3. Ainsi l’anneau WS3(C) est isomorphe à
F2[X,Y ]/
{
X2 − 1,XY − Y,Y 2 − Y −X− 1}
où X correspond à une G-forme irréductible de dimension 1 et Y à une forme irréductible
de dimension 2.
Dans cet anneau, on a (1+ Y )(1+X+ Y )= 1+X+ Y + Y + Y + Y +X+ 1 = 0 et
1+ Y correspond à une G-forme de dimension 3. Ainsi, il existe des diviseurs de zéro de
dimension impaire.
2.2.4. k =R
Toute représentation de G sur R est auto-duale. Ceci découle par exemple de [19,
Théorème 8.13.3]. Ce même théorème montre également que chaque module simple (sur
R[G]) possède une forme 1-hermitienne non singulière, i.e., une G-forme non dégénérée.
Le Corollaire 8.13.2 montre que les G-formes sont définies (la forme trace est définie
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G-formes sur chaque module simple.
On montre facilement que
– W(Mn(R),
t )∼=W(R)∼= Z,
– W(Mn(H),
t¯ )∼=W(H, ¯ )∼= Z et
– W(Mn(C),
t¯ )∼=W(C, ¯ )∼= Z
où ¯ désigne la conjugaison sur C et l’involution canonique sur les quaternionsH.
On a alors le résultat suivant :
Théorème 2.12. WG(R) est isomorphe, en tant que groupe abélien, à
∏
i Z · ρi où le
produit est pris sur toutes les représentations irréductibles de G sur R.
De plus 1 · ρi correspond à la G-forme définie positive et −1 · ρi à celle qui est définie
négative. La structure d’anneau sur WG(R) est ainsi entièrement définie par le produit des
représentations.
Nous donnons juste un exemple pour montrer qu’il existe des diviseurs de zéros de
dimension impaire et ceci même dans le cas où G est abélien.
Example 2.13. Soit G= C5 = 〈σ 〉. en utilisant une table des caractères, on trouve que
WC5(R)∼= Z[X,Y ]/{X2 = Y + 2, Y 2 =X+ 2, XY =X+ Y}
où X correspond à la représentation de dimension 2
σ →
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
et Y à la représentation de dimension 2
σ →
(
cos(2θ) sin(2θ)
− sin(2θ) cos(2θ)
)
avec θ = 2π5 .
On a alors (1 +X + Y )(X − Y )= X − Y + Y + 2 −X − Y +X + Y −X − 2 = 0 et
(1 + X + Y ) correspond à une G-forme de dimension 5. Il existe donc des diviseurs de
zéro de dimension impaire.
3. G-algèbre galoisienne et forme trace
Soient L et L′ des G-algèbres galoisiennes (cf. [12, Chapitre V] ou [8, §1.3]), qL et qL′
leurs formes traces respectives. qL et qL′ sont alors desG-formes (cf. [16]). L’ensemble des
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pointé H 1(k,G). Nous noterons
φL :Γk →G
le 1-cocycle dont la classe [φL] ∈H 1(k,G) représente l’algèbre galoisienneL. Rappellons
que L est un k[G]-module libre de rang 1.
Pour tout x ∈H 1(G), on note xL ∈H 1(k) la classe du 1-cocycle x ◦ φL.
La classification des G-formes trace des G-algèbres galoisiennes a été faite dans [8]
dans le cas où la 2-dimension cohomologique de k est  1. On a
Théorème 3.1. Soient k un corps tel que cd2(k) 1. Alors qL et qL′ sont G-isomorphes
si et seulement si
xL = xL′ ∈H 1(k,µ2)
pour tout x ∈H 1(G,µ2).
Preuve. Voir [8, Théorème 2.2.3]. ✷
Dans le cas où cd2(k)  2, il est plus difficile d’avoir des résultats de classification
pour les forme trace. C’est pourquoi, E. Bayer et M. Monsurrò ont étudié les multiples des
formes trace et plus généralement le produit d’une forme traces par une forme quadratique.
Rappelons que la conjecture de Milnor (cf. [8, §7.4.3]) suppose l’existence d’isomor-
phismes
en : I
n/In+1 →Hn(k) pour tout n 0
défini sur les n-formes de Pfister par en(〈〈a1, a2, . . . , an〉〉)= (−a1)∪ (−a2)∪· · ·∪ (−an).
Cette conjecture a été démontrée par Voevodsky.
3.1. Produit d’une G-forme trace par une forme quadratique
Soit k tel que cd2(k) d . Dans [2], E. Bayer-Fluckiger pose les questions suivantes.
Question 1. Les formes 2d ⊗ qL et 2d ⊗ qL′ sont-elles G-isomorphes ?
En utilisant la conjecture de Milnor, E. Bayer-Fluckiger montre qu’elles sont iso-
morphes en tant que formes quadratiques (cf. [2]).
Question 2. Soit ϕ ∈ Id−1k . Les formes ϕ ⊗ qL et ϕ ⊗ qL′ sont-elles G-isomorphes si et
seulement si
ed−1(ϕ)∪ xL = ed−1(ϕ)∪ xL′ ∈Hd(k,µ2)
pour tout x ∈H 1(G,µ2) ?
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résultat plus général. Nous montrerons plus loin que la Question 2 admet une réponse
positive dans le cas particulier où d = 2.
Notons que l’hypothèse cd2(k) d et la conjecture de Milnor impliquent que pour toute
extension L/k, on a Id+1L = 0 où IL est l’idéal fondamental de l’anneau de Witt W(L).
Théorème 3.2. Soit k un corps tel que pour toute extension L/k on ait Id+1L = 0. Soit
C une k-catégorie additive hermitienne tel que Hom(M,N) soit un k-espace vectoriel de
dimension finie pour tout objet M et N de C et tel que tous les idempotents de End(M) se
factorisent (cf. [19, Chapitre 7]). Soient (M,h) et (M,h′) deux formes hermitiennes non
dégénérées sur le même module sous-jacent M . Alors
2d · (M,h)∼= 2d · (M,h′).
De plus s’il existe une action de W(k) sur le groupe de Witt des formes hermitiennes de
cette catégorie, alors pour toute forme quadratique ϕ ∈ Idk on a
ϕ ⊗ (M,h)∼= ϕ ⊗ (M,h′).
Avant de démontrer ce résultat, signalons qu’il implique bien une réponse positive à la
question 1 puisque la catégorie des G-formes satisfait toutes les hypothèses du théorème
(cf. loc.cit.).
Preuve. Par le Théorème 7.10.9 de [19], il suffit de montrer que la forme 2d((M,h) ⊥
(M,−h′)) est hyperbolique. Par le point (i) de ce même théorème et le Théorème 7.10.8,
il suffit de le montrer si M est isotypique de type {N} avec N indécomposable et auto-
dual. Par le Théorème 7.10.8(ii), on peut transférer le problème aux formes hermitiennes
ou anti-hermitiennes sur un corps gauche (voir plus haut). Si N n’admet aucune forme
hermitienne alors par ce qui a été dit plus haut, h et h′ sont hyperboliques sur le même
module isotypique et donc on a déjà h∼= h′.
On peut donc supposer que le module indécomposable N admet une forme 1-hermi-
tienne h0 :N →N∗. On utilise h0 pour transférer le problème aux formes hermitiennes sur
le corps gaucheD =E/J avecE = End(N) et J le radical deE. Si M =N⊕N⊕· · ·⊕N
est de longueur l, h et h′ correspondent alors à des formes hermitiennes sur D de
dimension l. Il suffit donc de montrer que pour h,h′ ∈ W(D,σ) de dimensions égales,
ϕ ⊗ (h⊥− h′) est hyperbolique si ϕ ∈ Idk . On montre alors le résultat suivant :
Théorème 3.3. Soit k un corps tel que pour toute extensionL/k, Id+1L = 0 et soit (D,σ) un
corps gauche muni d’une involution de centre Z une extension de k. Soit J ⊂W(D,σ) le
sous-W(k)-module des formes hermitiennes de dimension paire. Soit I l’idéal fondamental
de W(k). Alors Id · J = 0.
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1. Si D = L est commutatif et σ = id alors W(D,σ)=W(L). Soit
rL/k :W(k)→W(L)
l’homomorphisme d’extension des scalaires. Si ϕ ∈ Idk et q ∈ J = IL ⊂W(L) alors
ϕ ⊗ q = rL/k(ϕ)⊗ q ∈ IdL · IL = Id+1L = 0.
2. Si D = L est commutatif et σ est l’unique automorphisme d’ordre 2 non trivial on
pose L′ le sous-corps de L tel que σ |L′ = id. Alors W(L,σ) est un quotient de W(L′).
En effet toute forme hermitienne sur L se diagonalise 〈l1, l2, . . . , ln〉 avec σ(li ) = li
donc li ∈ L′. Donc toute forme hermitienne sur L provient d’une forme quadratique
sur L′ par extension des scalaires. Le résultat découle alors du premier point.
3. Soit D non commutatif et Sym(D,σ)= {d ∈D | σ(d)= d}. Toute forme hermitienne
h sur D se diagonalise en h∼= 〈d1, d2, . . . , dn〉 avec di ∈ Sym(D,σ). Mais alors h ∈ J
est Witt équivalente à la forme
〈1, d1〉 ⊥ 〈−1, d2〉 ⊥ · · · ⊥ 〈1, dn−1〉 ⊥ 〈−1, dn〉
puisque n est pair. Il suffit donc de montrer que ϕ⊗〈1, d〉 est hyperbolique. Pour cela,
soit F le sous-corps du centre deD fixé point par point par l’involution σ . Considérons
alors l’extension L= F(d). On a un homomorphisme de W(k)-module
r∗ :W(L)→W(D,σ)
donné par l’extension des scalaires. Clairement 〈1, d〉 est dans l’image de r∗. Soit
q ∈W(L) tel que r∗(q)= 〈1, d〉. Alors
ϕ ⊗ 〈1, d〉 = ϕ ⊗ r∗(q)= r∗(ϕ ⊗ q)= r∗(ϕL ⊗ q)= 0
car ϕL ∈ IdL et q ∈ IL donc ϕL⊗ q ∈ Id+1L = 0. ✷
3.2. 2-dimension cohomologique 2
Nous donnons maintenant un résultat montrant que la question 2 admet une réponse
positive dans le cas d = 2. On rappelle que dans ce cas, le morphisme e1 : I/I 2 →H 1(k)
est simplement le discriminant à signe.
Théorème 3.4. Soient L et L′ deux G-algèbres galoisiennes sur un corps k de 2-dimen-
sion cohomologique  2 et qL, qL′ les formes traces associées. Soit ϕ ∈ Ik une forme
quadratique sur k de dimension paire.
Alors ϕ ⊗ qL et ϕ ⊗ qL′ sont G-isomorphes si et seulement si(
disc(ϕ), xL
)= (disc(ϕ), xL′) ∈ Br2(k)
pour tout x ∈H 1(G,µ2).
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Proposition 3.5. Soit k un corps de caractéristique différente de 2. Alors il existe une
extension k′ de k telle que
(1) k′ est réunion filtrante d’extensions de degrés impairs de k,
(2) k′ est un corps parfait,
(3) le groupe de Galois absolu de k′ est un pro-2-groupe.
Ceci implique en particulier que cd2(k′)= cd2(k).
Preuve. Cf. [8, Proposition 2.3.1]. ✷
Preuve du Théorème 3.4. Prouvons d’abord la nécessité de la condition.
On peut supposer x non trivial. Soit H le noyau de x vu comme homomorphisme de G
dans Z/2. Soient E = LH et E′ = L′H les sous-algèbres de L et L′ fixées par H . Ce sont
des algèbres quadratiques sur K (car (G :H)= 2) associées respectivement à xL = x ◦ϕL,
xL′ = x ◦ ϕL′ :Γk → Z/2. Soient qE et qE′ les formes traces de E et E′. On sait que
l’on a disc(qE) = xL et disc(qE′) = xL′ via l’isomorphisme H 1(k,Z/2) ∼= k×/k×2. On
peut montrer de manière analogue à la preuve du Théorème 1.4.1 de [8] que si ϕ ⊗ qL
et ϕ ⊗ qL′ sont G-isomorphes, alors ϕ ⊗ qE et ϕ ⊗ qE′ le sont aussi. En particulier
leurs invariants de Clifford e2 sont les mêmes, i.e., e2(ϕ ⊗ qE) = e2(ϕ ⊗ qE′) ou encore
(disc(ϕ), xL)= (disc(ϕ), xL′) ∈H 2(k,µ2) ce qui démontre la nécessité de la condition.
Montrons maintenant la suffisance.
Soit ¯: k[G] → k[G] l’involution canonique (g¯ = g−1). qL et qL′ sont des formes
hermitiennes sur (k[G], ¯ ) qui deviennent isomorphes à la forme unité sur ks . Or, ces
formes-ci sont en bijection avec l’ensemble pointéH 1(k,UG) où UG est le groupe unitaire
de l’algèbre k[G]. Notons uL,uL′ ∈H 1(k,UG) les éléments correspondant respectivement
à qL et qL′ . On sait (cf. [8, Théorème 1.5.3]) que uL est donné par l’application
uL :Γk
φL−→G→ UG(ks).
Choisissons une extension k′ de k ayant les propriétés de la Proposition 3.5. Par le
Théorème 4.1 de [3] cité plus haut, si l’on démontre un isomorphisme de G-formes sur k′
cet isomorphisme est déjà réalisé sur k. Quitte alors à remplacer k par k′ on peut supposer
par la suite que k est parfait.
Posons A= k[G], R le radical de A et A¯=A/R. L’application quotient A→ A¯ induit
une bijection canonique
α :H 1(k,UA)∼=H 1(k,UA¯).
Si ϕ = 〈λ1, λ2, . . . , λn〉 (n pair), alors ϕ ⊗ qL et ϕ ⊗ qL′ sont des formes hermitiennes
de rang n. Par une équivalence de Morita, les formes hermitiennes de rang n sur (A, ¯ )
sont en correspondance bijective avec les formes de rang 1 sur (Mn(A), t¯ ). On peut donc
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l’application induite par la tensorisation par ϕ au niveau des H 1 :
ϕ ⊗− :H 1(k,UA) → H 1(k,UMn(A)),
as → diag
(
as · (λ1), as · (λ2), . . . , as · (λn)
)
où (λi) est le 1-cocycle de H 1(k,µ2)∼= k×/k×2 correspondant à λi .
Comme A¯ est semi-simple, on a une décomposition
A¯∼=A1 × · · · ×As ×
(
As+1 ×Aos+1
)× · · · × (Am ×Aom)
où les Ai sont des algèbres centrales simples sur des extensions finies Fi de k. De plus,
l’involution canonique laisse invariant les s premiers facteurs et interchange lesAj suivants
avec leur opposé Aoj . On note Ui (1 i  s) le groupe unitaire de Ai . On peut montrer que
H 1(k,UAj×Aoj )= 0. Autrement dit, les formes hermitiennes à valeur dans Aj × Aoj sont
toutes hyperboliques.
Si l’on pose B =Mn(A), on a B¯ =Mn(A¯) [13, §4, ex. (7), p. 57] et on a donc une
décomposition analogue pour B¯
B¯ ∼=Mn(A1)× · · · ×Mn(As)×Mn(As+1)× · · · ×Mn(Am)×Mn
(
Aom
)
.
On sait (cf. [15]) que l’application canonique
A¯⊗k ks →
∏
i
Ai ⊗k ks →
∏
i
Ai ⊗Fi ks
induit un isomorphisme en cohomologie
β :H 1(k,UA¯)
∼=
s∏
i=1
H 1(Fi,Ui).
Par ce qui précède, on a aussi la bijection
H 1(k,UB¯)
∼=
s∏
i=1
H 1(Fi,UMn(Ai)).
Ceci nous donne finalement le diagramme commutatif suivant :
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α ∼=
ϕ⊗−
H 1(k,UB)
∼=
H 1(k,UA¯)
β ∼=
ϕ⊗−
H 1(k,UB¯)
∼=∏
i H
1(Fi,Ui)
∏
i ϕ⊗−∏
i H
1(Fi,UMn(Ai))
On note ui et u′i les images respectives de uL et uL′ par l’isomorphisme β ◦ α et hi
et h′i les formes hermitiennes de rang 1 sur Ai leur correspondant. Comme le diagramme
commute, il suffit de montrer que pour tout i , on a ϕ ⊗ hi ∼= ϕ ⊗ h′i en tant que formes
hermitiennes.
Notons que ϕ peut être vue comme forme quadratique sur Fi puisque Fi est une
extension de k.
Par le théorème de simplification, il suffit de montrer que ϕ ⊗ (hi ⊥−h′i ) est hyperbo-
lique. Si Ui est symplectique, le résultat découle immédiatement du Théorème 4.3.1 de [6]
car hi ⊥−h′i est de rang pair et donc déjà hyperbolique.
Si Ui est de type unitaire, ϕ ⊗ (hi ⊥−h′i ) est de rang pair et de discriminant trivial. Le
résultat découle alors du Théorème 4.1.1 de [6].
Dans le cas orthogonal, on considère les applications
f :ΓFi
i→ Γk φL−→G→ UG(ks)→Ui
(
(Fi)s
)→ Ui/U0i ((Fi)s)∼= Z/2
et
f ′ :ΓFi
i→ Γk φL′−→G→ UG(ks)→Ui
(
(Fi)s
)→ Ui/U0i ((Fi)s)∼= Z/2.
Ce sont des éléments (f ), (f ′) ∈ H 1(Fi,µ2) qui correspondent au discriminant relatif
par rapport à la forme unité h0 respectivement de hi et de h′i . En effet, l’application
Ui →Ui/U0i induit en cohomologie l’application discriminant relatif :
dh0 :H
1(Fi,Ui) → H 1
(
Fi,Ui/U
0
i
)∼=H 1(Fi,µ2),
[h] → disc(h⊥−h0).
On a donc que
(f ) · (f ′)= disc(hi ⊥−h0 ⊥−h′i ⊥ h0)= disc(hi ⊥−h′i) ∈H 1(Fi,µ2).
D’autre part, on voit immédiatement que f = i ◦ xL et f ′ = i ◦ xL′ pour un x ∈H 1(G).
Par hypothèse, on a alors que (disc(ϕ), (f ))= (disc(ϕ), (f ′)) ∈ Br2(Fi) pour tout i ou
encore que (disc(ϕ),disc(hi ⊥−h′ ))= 0.i
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du théorème, il suffit de montrer le résultat suivant :
Théorème 3.6. Soit (D,σ) un corps gauche de centre k (avec cd2(k)  2) muni d’une
involution de type orthogonal. Soit h une forme hermitienne sur (D,σ) de rang pair et ϕ
une forme quadratique sur k de dimension paire telle que (disc(ϕ),disc(h))= 0 ∈ Br2(k).
Alors ϕ ⊗ h est hyperbolique.
Preuve. Le rang de ϕ⊗ h est pair et son discriminant est trivial. Par le Théorème 4.4.1 de
[6], il suffit de montrer que l’invariant de Clifford de ϕ⊗h est trivial. Rappelons brièvement
comment il est défini.
Soit h′ une forme hermitienne de rang 2n et de discriminant trivial. Soient U2n(D,σ),
SU2n(D,σ) et Spin2n(D,σ) respectivement le groupe unitaire, spécial unitaire et spinoriel
de la forme hermitienne hyperbolique H2n de rang 2n. Alors H 1(k,U2n(D,σ)) est en
bijection avec les formes hermitiennes sur D qui deviennent isomorphes à H2n sur ksep.
Soit η ∈H 1(k,U2n(D,σ)) l’élément qui correspond à h′. La suite exacte courte
0 → SU2n(D,σ)→ U2n(D,σ)→µ2 → 0
donne la suite exacte en cohomologie
H 1
(
k,SU2n(D,σ)
) i∗−→H 1(k,U2n(D,σ)) d−→H 1(k,µ2).
L’application d est le discriminant relatif. Comme le point de base est ici la forme
hyperbolique H2n de discriminant trivial, c’est aussi le discriminant absolu. De ce fait,
comme disc(h′) est trivial, il existe ψ ∈H 1(k, SU2n(D,σ)) tel que i∗(ψ)= η. Rappellons
que i∗ est injectif ssi D est déployé (cf., par exemple, [6, p. 201]). Sinon, il existe deux
préimages ψ1 et ψ2 avec i∗(ψ1)= i∗(ψ2)= η. La suite exacte courte
0 →µ2 → Spin2n(D,σ)→ SU2n(D,σ)→ 0
donne la suite exacte
H 1
(
k,Spin2n(D,σ)
)→H 1(k,SU2n(D,σ)) δ−→H 2(k,µ2). (1)
On sait que δ(ψ1) + δ(ψ2) = [D] si D est non déployé. On définit alors l’invariant de
Clifford de h′ par c(h′)= [δ(ψ1)] ∈H 2(k,µ2)/[D].
Donnons encore la définition de l’algèbre de Clifford d’une algèbre à involution et son
rapport avec l’invariant défini ci-dessus.
Soit (B, τ ) une algèbre centrale simple sur k munie d’une involution orthogonale de
discriminant trivial (disc(τ ) = Nrd(u) pour un u tel que τ (u) = −u). Alors l’algèbre de
Clifford paire C0(B, τ ) de (B, τ ), définie par Jacobson [10], Tits [21] est isomorphe à une
algèbre centrale simple sur k× k de la forme C(τ)×C′(τ ) avec C(τ)+C′(τ )= [B] dans
Br2(k). On pose alors C(B, τ) = C(τ) dans Br2(k)/[B]. Le lien entre les deux notions
définies ci-dessus est donné par le lemme suivant
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trivial, alors
c(h)= C(M2n(D),σh).
Preuve. Voir [6, Lemma 2.1.3]. ✷
Revenons alors à la preuve du théorème. Soit 2s le rang de h et 2m la dimension de ϕ.
Considérons les algèbres à involution
(
B1 =M2m(k), σϕ
)
et
(
B2 =M2s(D),σh
)
et leur produit B = (B1 ⊗ B2, τ = σϕ ⊗ σh). On a que τ = σϕ⊗h. Par le lemme précédent
il suffit de montrer que C(B, τ) est triviale dans H 2(k,µ2)/[D].
SiD est non commutatif, alors 4|deg(B2) et les résultats de Tao ([20] ou [12, Chapitre II
Notes §8, p. 150]) montrent que C0(B, τ ) est de la forme
M4ms(D)⊗Q×Q
où Q est l’algèbre de quaternion (disc(ϕ),disc(h)). Ainsi, C(B, τ)=Q ∈ Br2(k)/[D]. Par
hypothèse, Q est trivial et donc c(ϕ ⊗ h) = 0 ∈ H 2(k,µ2)/[D]. On en déduit que ϕ ⊗ h
est hyperbolique par le Théorème 4.4.1 de [6].
Si D = L est commutatif, h est une forme quadratique sur L et ϕ peut également être
vue ainsi. On a alors que ϕ ⊗ h ∈ I 2(L). Le théorème de Merkuriev nous dit que
e2 : I
2
L/I
3
L → H 2(L,µ2),
〈〈a1, a2〉〉 → (a1, a2)
est bien défini et est un isomorphisme. Comme cd2(k)  2, on a aussi cd2(L)  2 et
donc I 3(L) = 0. De plus e2(ϕ ⊗ h) = (disc(ϕ),disc(h)) = 0 ce qui entraîne que ϕ ⊗ h
est hyperbolique. ✷
3.3. 2-dimension cohomologique virtuelle  2
Dans cette section, nous nous intéressons toujours au produit des formes traces de
G-algèbres galoisiennes par des formes quadratiques mais dans le cas où le corps est de
2-dimension cohomologique virtuelle inférieure ou égale à 2. Rappelons que la p-di-
mension cohomologique virtuelle du corps k (notée vcdp(k)) est la p-dimension
cohomologique du corps k(
√−1). Le Théorème 1.1 de [7] nous montre que si cd2(k) > 2
et vcd2(k) 2 alors k est formellement réel et cd2(k)=∞. Nous noterons Ωk l’ensemble
des ordres de k. Le théorème principal de cette section est le suivant :
Théorème 3.8. Soit k un corps avec vcd2(k) 2 et G un groupe fini. Soient L et L′ deux
G-algèbres galoisiennes sur k et qL et qL′ les formes traces associées. Soit ϕ une forme
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seulement si
(i) (xL,disc(ϕ))= (xL′,disc(ϕ)) dans H 2(k) pour tout x ∈H 1(G,µ2) et
(ii) Lν ∼= L′ν pour tout ν ∈Ωk tel que sgnν(ϕ) = 0.
Ce théorème a été démontré dans le cas où ϕ est une 1-forme de Pfister et où le corps k
satisfait l’hypoths`es SAP (cf. [4]).
Il a également été démontré pour la 1-forme de Pfister 〈〈1〉〉 sans utiliser l’hypothèse
SAP (cf. [5]).
Ici nous donnons une démonstration générale pour toute forme quadratique et pour tout
corps de 2-dimension cohomologique virtuelle inférieure ou égale à 2. Nous utilisons
abondamment les résultats de [7] sur la classification des formes hermitiennes en
dimension virtuelle 2 qui permettent d’aboutir au principe de Hasse établi dans ce même
article.
Preuve du Théorème 3.8. Faisons une première remarque : si Ωk = ∅, c’est-à-dire si
cd2(k) 2, la condition (ii) tombe et l’on se retrouve dans le cas du théorème précédent.
On peut donc supposer que k est formellement réel, i.e., Ωk = ∅. En particulier, k est de
caractéristique 0.
Posons P = {ν ∈Ωk | sgnν(ϕ) = 0}.
Prouvons d’abord la nécessité des conditions (i) et (ii). Si ϕ ⊗ qL ∼= ϕ ⊗ qL′ on a a
fortiori que ϕν ⊗ (qL ⊥−qL′)ν est hyperbolique sur toute clôture réelle kν . Mais sur kν ,
cette forme est isomorphe à sgnν(ϕ) · (qL ⊥ −qL′). Comme WG(kν) est isomorphe en
tant que Z-module à un produit de Z (cf. Théorème 2.12), il est sans torsion. Ainsi, si
sgnν(ϕ) = 0, (qL ⊥ −qL′)ν est hyperbolique. Le Théorème 3.1.1 de [8] montre que sur
les corps réels clos, deux formes traces qL et qL′ sont G-isomorphes si et seulement si
les G-algèbres galoisiennes L et L′ le sont. On a donc finalement que Lν est L′ν sont
isomorphes en tant que G-algèbres galoisiennes pour tout ν ∈ P . La condition (ii) est donc
bien nécessaire. Pour la preuve de la nécessité de (i) voir le Théorème 3.4. ✷
Démontrons maintenant la suffisance des conditions (i) et (ii).
La condition (ii) nous montre que (qL)ν ∼= (qL′)ν pour tout ν ∈ P . Mais pour ν ∈ P ,
on a sgnν(ϕ)= 0 et donc ϕν = 0 ∈W(kν). En conséquence, on a (ϕ ⊗ qL)ν ∼= (ϕ ⊗ qL′)ν
pour tout ν ∈Ωk . Comme car(k)= 0, k[G] est semi-simple et on a la décomposition
k[G] ∼=A1 × · · · ×As ×
(
As+1 ×Aos+1
)× · · · × (Am ×Aom)
où les Ai sont des algèbres centrales simples sur Fi . L’involution canonique sur k[G] laisse
les Ai,1 i  s, invariants et permute les termes Aj et Aoj pour tout s+ 1 j m. Nous
noterons Ui le groupe unitaire de Ai .
On a la bijection canonique (voir preuve du Théorème 3.4)
H 1(k,UG)∼=
s∏
H 1(Fi,Ui).i=1
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ui, u
′
i leurs équivalents par la bijection canonique ci-dessus. Notons comme avant hi
(respectivement h′i ) les formes hermitiennes de rang 1 sur Ai correspondant aux éléments
ui (respectivement u′i ). Comme pour le théorème précédent, il suffit de montrer que pour
tout i , on a que ϕ ⊗ hi ∼= ϕ ⊗ h′i .
L’égalité (ϕ⊗qL)ν ∼= (ϕ⊗qL′)ν pour tout ν ∈Ωk implique clairement que (ϕ⊗hi)ν ∼=
(ϕ ⊗ h′i )ν pour tout ν ∈Ωk . Ceci implique donc que
sgnν
(
ϕ⊗ (hi ⊥− h′i))= 0 pour tout ν ∈Ωk.
Si Ui est de type unitaire, la forme hermitienne ϕ ⊗ (hi ⊥− h′i ) est de dimension paire,
de discrimant trivial et de signature nulle. Par le Théorème 4.8 de [7] elle est donc
hyperbolique. Par le théorème de simplification on a alors que ϕ ⊗ hi ∼= ϕ ⊗ h′i .
Si Ui est de type symplectique, le Théorème 6.2 (loc.cit.) nous permet de conclure de
la même manière.
Supposons Ui de type orthogonal. La preuve dans ce cas réside dans l’observation
suivante : comme Ui est le groupe unitaire d’une algèbre centrale simple provenant de la
décomposition d’une algèbre de groupe, sur toutes les clôtures réelles kν , Ui est déployé.
Ceci découle du Théorème 8.13.3 de [19].
De plus comme précédemment (preuve du Théorème 3.4), la condition (i) implique que
(disc(hi ⊥−h′i ),disc(ϕ))= 0 dans H 2(k,µ2). Pour terminer la preuve, il suffit alors, par
équivalence de Morita, de prouver le théorème suivant.
Théorème 3.9. Soit k un corps de 2-dimension cohomologique virtuelle  2. Soit D un
corps gauche de centre k muni d’une involution orthogonale σ et tel que Dν est déployé
pour tout ν ∈ Ωk . Soit h une forme hermitienne sur D de rang pair et ϕ une forme
quadratique sur k de dimension paire telles que (disc(ϕ),disc(h)) = 0 dans H 2(k,µ2)
et telles que sgnν(h)= 0 pour tout ν ∈Ωk tel que sgnν(ϕ) = 0.
Alors ϕ ⊗ h est hyperbolique.
Preuve. ϕ ⊗ h est une forme hermitienne de rang paire et de discriminant trivial.
Comme précédemment, on a que c(ϕ ⊗ h) = [(disc(ϕ),disc(h))] = 0. Si l’on reprend les
notations de la preuve du Théorème 3.6, on peut donc supposer (quitte à renuméroter)
que δ(ψ1) = 0. La suite exacte (1) implique qu’il existe ξ ∈ H 1(k,Spin2n(D,σ)) qui est
une préimage de ψ1. On sait que l’invariant de Rost est défini par la classe de R(ξ) dans
H 3(k,Q/Z(2))/H 1(k)∪ [D]. En fait, dans notre cas, l’invariant de Rost prend ses valeurs
dans
H 3(k,Z/4)/H 1(k)∪ [D]
(cf. propriété (1), Section 3 de [7]). L’invariant de Rost étant fonctoriel, on a le diagramme
commutatif suivant :
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R
H 3(k,Z/4) H 3(k,Z/4)/H 1(k)∪ [D]
∏
H 1(kν,Spin2n(D,σ))
∏
Rν ∏
H 3(kν,Z/4)
f ∏
H 3(kν,Z/4)/H 1(kν)∪ [Dν] .
Comme (ϕ ⊗ h)ν est hyperbolique pour tout ν ∈Ωk par hypothèse sur les signatures,
on a que [R(ξ)ν] = R((ϕ ⊗ h)ν) = 0 dans H 3(kν,Z/4)/H 1(kν) ∪ [Dν]. Comme Dν
est déployé pour tout ν ∈ Ωk , on a que f est un isomorphisme. De plus, la flèche
vertivale du milieu est une injection par le Corollaire 2.6 de [7]. Ceci entraîne alors
que R(ξ) = 0 ∈ H 3(k,Z/4) et à fortiori que R(ϕ ⊗ h) = 0. ϕ ⊗ h est donc une forme
hermitienne de rang pair, de discriminant trivial, d’invariant de Clifford et de Rost triviaux
et de signatures triviales. Par le Théorème 7.3 de [7], elle est hyperbolique. ✷
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