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Abstract 
Information retrieval is an important task in the field of natural language processing. Retrieving information requires a bas ic 
representation at the sentence level. Representation for sentences with same meaning should be same so that we can claim that 
the representation seems to be good enough to use in various natural language tasks. AMR is such a semantic representation 
aimed at large-scale human annotation inorder to built a giant semantic bank. In this paper, we present an automatic AMR tool 
for simple sentences with the help of dependency parser. 
© 2016 The Authors.Published by Elsevier Ltd. 
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1. Introduction 
Semantic representation is basics for most of the information retrieval and extraction tasks. AMR is a common 
way of representation where sentences with same meaning have the same representation. The ma in application of 
such a representation is similarity checking. The Abstract Meaning Representation (AMR) (Banarescu et al., 2013) 
[3] is a rich, graph-based language for expressing semantics over a broad domain. Due to its wide capability of usage 
in different domains an automatic way of AMR is an urgent need for researchers as well as developers of Natural 
language task. Here we present such an automatic tool for AMR by using the concepts in dependency parser.  
1.1 Dependency Parser 
Stanford typed dependency representation will provide a general grammatical relationship in a sentence. This is 
easily understandable and effective also. This is in the form of a triples i.e., the relation between a pair of words. For 
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eg: Sam eats meat is represented in Fig. 1. 
2. AMR Overview 
AMR is a semantic representation aimed at large-scale human annotation in order to build a giant semantics 
bank. It is represented as a rooted, directed, and potentially cyclic graph, where nodes represent concepts and arcs 
are relationships between concepts. Nodes or roots represent the lexical items. The similarity between the sentences 
can be easily identified by using AMR since it has a common way of representation for the sentences with same 
meaning. A simple example for AMR in graphical model is shown in Fig. 2. 
Manual representation of AMR model for sentence “The boy wants to go” is given in Fig. 3. 
 
 
Fig. 1. Dependency Parser representation for the sentence “Sam eats meat”.  
3. Literature Review 
Most of the work done till date on AMR uses manual generation. It is very difficult and time-consuming. 
Hence, we decided to find a method for automatic generation of AMR for simple sentences. 
3.1. Abstract Meaning Representation: A Survey  
Abstract Meaning Representation (AMR) is a semantic representation language introduced by Banarescu et al. 
(2013). Here deals with nature and design principles behind AMR. This includes an in -depth description of the AM 
format and its content, as well as a discussion of the limitations of AMR and primary remarks on a nnotation and 
evaluation. Next step surveys the current state-of-the-art for computation with AMRs, providing insights in AM 
parsing, and current and future applications [1]. 
3.2. Abstract Meaning Represenation  for sembanking  
Abstract Meaning Representation (AMR) is a semantic representation language in which writing down the 
meanings of thousands of English sentences. A sembank of simple, whole-sentence semantic structures will spur 
new work in statistical natural language understanding and generation like the Penn Treebank encouraged work o 
statistical parsing. Here deals with an overview of AMR and tools associated with it [2]. 
 
 
 
1530   N. Pelja Paul et al. /  Procedia Technology  24 ( 2016 )  1528 – 1533 
 
3.3. Robust Subgraph generation Improves Abstract Meaning Represenation Parsing  
 
The Abstract Meaning Representation (AMR) is a representation for open domain rich semantics, with potential 
use in fields like event extraction and machine translation. Node generation, typically done using a simple dictionary 
lookup, is currently an important limiting factor in AMR parsing. Here a small set of actions that derive AMR 
 
   
 
Fig. 2. The AMR graph for “The boy wants the girl to believe him.”  
 
Fig. 3. Pennman notation for AMR 
4. Automatic AMR Tool 
Studies indicate that the manually created AMR is a good semantic way of representation  for sentences. What we 
lack is an automatic tool for AMR. Here we propose an automatic tool for the representation of simple sentences 
with the help of Stanford dependency parser. For simple sentences, the automatic AMR tool will produce the 
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semantic representation with the help dependency parser by eliminating the articles, plurals etc.AMR improves 
efficiency than dependency parser. Automatic functionality helps to preserve time for information retrieval tasks  
5.Proposed System 
We have developed an editor for AMR which is used to generate a semantic representation of simple sentences. 
For this, we are using dependency parser. Automatic AMR generation includes the following stages: 
 
5.1. Tokenization and POS Tagging  
 
Tokenization is the process of splitting the sentences into tokens. Consider the sentence  “The dog ate the bone”  
 Tokenization can be done as in Fig. 4: 
 After tokenization, POS Tagging is performed. It is the process of marking up a word in a text as 
corresponding to a particular part of speech, based on both its definition, as well as its context. The process is 
illustrated in Fig. 5. 
 
 
 
 
Fig. 4. Tokenization of the sentence “The dog ate the bone”.  
5.2. Dependency Parsing 
Dependency parser representation is a triple of relation which represen ts the grammatical relationships 
between the tokens in the given sentence. For the above example, triple of relation will be as follows  
 
 
 
 
Fig. 5. POS Tagging of the sentence “The dog ate the bone”.  
 
       root(Root-0,ate-3) 
det(dog-2,The-1) 
  nsubj(ate-3,dog-2) 
det(bone-5,the-4) 
 dobj(ate-3,bone-5) 
5.3. Dropping articles, plurality etc 
In this stage, we can drop articles, auxiliary verbs etc from the dependency parser representation because 
they are considering as syntactic sugars. Also, we need to avoid the plurality in the form the noun subject. From the 
above example, we can drop second and fourth triples. So the remaining triples will be: 
 
root(Root-0,ate-3) 
nsubj(ate-3,dog-2) 
dobj(ate-3,bone-5) 
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5.4. Focus Identification 
Focus identification is an important part in automatic AMR. The backbone of a sentence is the main verb in 
it, it is used as the focus. Usually, the focus will go on top and the remaining words are the arguments for this focus. 
In dependency parser, representation root of the parse tree will be the main verb. But the main verb will be as in the 
sense. For this, we can make use of propbank lexicon. They generalize across POS and etymologically related 
words. But don’t generalize over synonyms. 
In the given example, the focus is ’ate’. When we go with the root form, it becomes ’eat’. 
5.5. Arguments identification  
Finally, we have to identify the arguments which are the relations to the focus. It is easy to identify the 
arguments from the dependency parser representation. The last word in the triplet of the ’focus’ words will be the 
arguments for AMR. 
Here, there are two triples that containing focus ’ate’. S the arguments of focus will be dog and bone. The required  
AMR is given below: 
e/eat-01 
ARG0:(d/dog) 
ARG1:(b/bone) 
 
The proposed method can be represented in a flow chart. 
 
 
 
Fig. 6. Proposed Method 
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4. Conclusion and Future Works  
Manual Abstract meaning representation is a time- consuming task. Due to the efficiency of AMR its automation 
is an urgently needed task. As an initiative, we automated the abstract meaning representation for simple sentences. 
We conducted the Experiment and our results show that the proposed method works well for simple sentences with  
an accuracy of 80 %. 
The English language is rich in different types of sentences. We concentrated only on the simple declarative 
sentence, the work can be expanded to different types of sentences in The English language. 
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