Purpose: Although advanced MRI techniques are increasingly available, imaging differentiation between glioblastoma and primary central nervous system lymphoma (PCNSL) is sometimes confusing. We aimed to evaluate the performance of image classification by support vector machine, a method of traditional machine learning, using texture features computed from contrast-enhanced T 1 -weighted images.
Introduction
Glioblastoma is the most common malignant brain tumor in adults, and accounts for approximately 15% of all primary brain tumors. 1, 2 Primary central nervous system lymphoma (PCNSL) is an uncommon form of extra-nodal non-Hodgkin's lymphoma that is confined to the central nervous system, and it constitutes 2-3.1% of all primary brain neoplasms. [2] [3] [4] Glioblastoma and PCNSL share some common clinical features: they preferentially affect middle-aged or older patients with a slight male predominance, and the progression of symptoms can be very rapid. However, treatment strategies are substantially different between glioblastoma and PCNSL. For glioblastoma patients, maximal tumor resection followed by chemo-radiotherapy with temozolomide is the current standard for treatment, 5 whereas for all patients with findings suggestive of PCNSL, a stereotactic biopsy followed by methotrexate-based chemotherapy is indicated. 4 Therefore, preoperative differentiation of glioblastoma and PCNSL is of high clinical relevance. 6 Preoperative MRI for a brain tumor usually includes contrast-enhanced T 1 -weighted images. Glioblastoma typically exhibits heterogeneous enhancement with central
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Machine Learning-based MR Texture Analysis necrosis, which results in irregular ring-like enhancement patterns on contrast-enhanced T 1 -weighted images. In contrast, PCNSL arising in immunocompetent patients typically appears as a homogeneously enhancing tumor on contrast-enhanced T 1 -weighted images. 7, 8 However, these well-known imaging patterns are not reliable in some rare occasions where homogeneously enhancing glioblastoma without visible necrosis or PCNSL with visible necrosis is present.
Machine learning comprises a broad class of statistical analysis algorithms that iteratively improve in response to training data to build models for autonomous predictions. 9 Rapidly developing computer vision technology uses machine learning in object detection, localization, and classification on a large amount of digital images. 10 Machine learning can be applied to medical images as well, attracting increasing interest in the field of radiology. Since such machines have very recently demonstrated the capability to learn and even master tasks that were thought to be too complex for machines, machine learning is now considered to be a potentially useful component of computer-aided diagnosis and decision support systems. 10, 11 A few previous studies reported accuracy of support vector machine (SVM) classification between glioblastoma and PCNSL, based on textural features of MR images. [12] [13] [14] However, these studies performed cross-validation of a classifier model within a single training dataset but lacked external validation or testing with an independent dataset. Beyond the standard practice of internal validation, one method of which is cross-validation, testing a model with a dataset independent from a training dataset would be beneficial to assess generalizability of the model. 15 The purpose of the present study was to evaluate the feasibility of machine learning-based differentiation between glioblastoma and PCNSL, using contrast-enhanced T 1 -weighted image data, with independent training and test datasets on a potential clinical scenario.
Materials and Methods

Ethics statement
This retrospective study was approved by the local ethics committee and informed consent was waived.
Study population
The study population consisted of two independent patient groups: the training group and the test group. As described below, the training image data were obtained from the training group and the test image data were obtained from the test group respectively. All patients were enrolled at one single institution. The training group in the present study was comprised of the patients studied in our previous study, 16 and here we briefly describe how to enroll patients in the training group. We first performed a text search on our radiology report database up to August 2015. The search criteria were: 1) Untreated (i.e., not recurrent) case of pathologically proven glioblastoma or PCNSL, and 2) contrast-enhanced brain MR imaging performed on a 3T unit with the brain tumor imaging protocol at our institution before surgical resection or biopsy (Fig. 1 B-cell subtype that developed in immunocompetent patients.
Neither adult immunodeficiency syndrome-related nor Epstein-Barr virus-related lymphoma was included in our cases. 17 Histological diagnosis was made by experienced pathologists at our institution and was obtained from the medical records. Seven of the 51 patients with glioblastoma were excluded due to presence of motion artifacts (n = 5), non-enhancing tumor (n = 1), and protocol violation (n = 1) on MR imaging. Finally, 44 glioblastoma patients (30 men and 14 women; mean age: 61.5 years, range 26-81) and 16 PCNSL patients (13 men and 3 women, mean age: 60.6 years, range 42-75) were designated as the training group (Table 1) .
In the present study, we additionally enrolled patients who presented to our hospital more recently than the patients in the training group. The second text search on our radiology report database was performed with the same search criteria but on a more recent search period (from September 2015 through May 2017) such that the test image data obtained from the test group could be "unseen" data to an established image classifier (Fig. 1) . This scenario can realistically happen in clinical practice where newly incoming data are evaluated with already existing decision criteria. Thirteen consecutive patients with glioblastoma and 5 consecutive patients with PCNSL newly diagnosed in that period fulfilled the criteria, but two glioblastoma patients were excluded because of the presence of a non-enhancing tumor (n = 1) and a history of a previous biopsy at the referring hospital (n = 1). Finally, 11 glioblastoma patients (6 men and 5 women; mean age: 58.7 years, range 38-75) and 5 PCNSL patients (2 men and 3 women: mean age: 74.8 years, range 61-81) were designated as the test group ( Table 1) . The ratio of the number of patients in the training group over the test group resulted in approximately four to one.
MR imaging
Using the picture archiving and communication system of our institution, post-contrast trans-axial spin-echo T 1 -weighted images were retrieved from MR images obtained with the brain tumor protocol for 3T. All MR images were obtained on 3T scanners (Singa HDx and HDxt after system upgrade, GE Healthcare, WI, USA, and Magnetom Skyra, Siemens, Erlangen, Germany) with the following imaging parameters: TR/TE (ms) = 400/9-12 (Signa HDx and HDxt) or 406-466/9 (Skyra), FOV = 21.0 cm, matrix = 256 × 256, slice thickness = 5 mm, interslice gap = 1 mm, number of excitations = 1. All patients received intravenous injection of a gadoliniumbased contrast agent at the rate of 0.1 mmol/kg of body weight.
Feature extraction and development of a classifier with the training data
For image post-processing and statistical analyses, we used image processing software (ImageJ 1.48, National Institute of Health, Bethesda, MD, USA, http://imagej.nih.gov/ij), numerical analysis software (Matlab 2017a, The MathWorks, Natick, MA, USA), and statistical computing and graphics software (R 3.1.2, The R Foundation for Statistical Computing, Vienna, Austria, https://cran.r-project.org/). We used a computer containing two Intel Xeon E5-2609 2.4-GHz processors (Intel, Santa Clara, CA, USA) as the central processing unit (CPU), 2 TB of hard disk space and 32 GB of random access memory. Most of calculations in the following analyses took less than several minutes with the CPU.
A series of post-processing procedures to build a classifier on the training image data included: 1) Image feature extraction, 2) image feature selection, and 3) training and cross-validation (Fig. 2) . We had already performed the first (image feature extraction) and the second (feature selection) processes in our previous study, 16 and therefore, we delivered the results of our previous study to the third process (training and cross-validation) in the present study. Here we provide a brief description on the entire process.
First, a post-contrast T 1 -weighted image that harbored the largest contrast-enhancing lesion was selected for each case and the digital imaging and communication in medicine images were converted to 8-bit tagged image file format images with ImageJ, along with linearly scaling from minimum to maximum intensity between 0 and 255. Subsequently, a rectangular ROI was carefully placed within the enhancing lesion as large as possible but not to include surrounding brain tissue outside the enhancing lesion ( Fig. 3) , by two independent radiologists (both with more than 20 years of experience in neuroradiology), and all voxel values within the ROI were recorded as a matrix-style variable using the Matlab platform.
A total of 67 radiomic texture features, provided with the "radiomics" package of the R software, 18 were extracted from the matrices and Z-score transformation was performed per feature. These features included first-order texture features and second-or higher order features calculated with gray-level co-occurrence matrix, gray-level run length matrix (GLRLM), gray-level size zone matrix, and multiple graylevel size zone matrix. Machine Learning-based MR Texture Analysis or Gaussian (classifier-G) kernels, respectively. 25 The training dataset fulfilled the minimal sample size reported in the literature. 26 The sequential minimal optimization algorithm, a standard reported method, 25 was used in training. Leave-one-out cross-validation, which is widely used in machine learning studies and can provide a uniquely determined value for cross-validation, was performed to estimate the accuracy of each classifier model. 27, 28 It is well known that the leave-one-out cross-validation provides an almost unbiased estimate of the accuracy of a classifier model.
29
Feature selection was the second step. Interobserver reproducibility on the extracted features was assessed using the intraclass correlation coefficient of the two-way random model with the "psych" package of the R software, after the Kolmogrov-Smirnov test for normality. 19 An intraclass correlation coefficient of greater than 0.70 was considered reliable according to the literature, 20, 21 and 28 features with coefficients above 0.70 were included after averaging. Principal component analysis, a standard method for feature dimension reduction, 22 was subsequently performed with the Matlab platform for feature selection and principal components were selected such that cumulative percentage contribution exceeded 80%. According to our previous study, 16 four features were selected: first-order entropy, first-order median, GLRLM run length non-uniformity, and GLRLM run percentage. The rationale for feature dimension reduction was to avoid overtraining. In the present study, the training data with 60 samples and four features satisfied the provoked sample-per-feature ratio of at least 5 to 10. 23 The third step was training and cross-validation of a classifier, which was implemented in the Matlab platform. Prior to the present study, we preliminary tested classification performance of four common classification algorithms (k-nearest neighbor, decision tree, discriminant analysis, and SVM) 11 on the training data with sixfold cross-validation, using the classification learner application implemented in the Matlab. The sixfold split was deduced from the Sturges' formula. 24 We found that SVM showed the highest performance among the four algorithms and we developed two typical SVM classifier models, with the above-mentioned four selected texture features as the input variables, based on linear (classifier-L) 
Statistical analysis
Statistical analysis was performed on the diagnostic performance of the classifiers across kernels. Four features (firstorder entropy, first-order median, GLRLM run length non-uniformity, and GLRLM run percentage) were used as the explanatory (or input) variables of the classifier models and the responses were recorded on the training data. The performance metric was an area under the curve (AUC) of the receiver operating characteristic (ROC) analysis. The value of AUC with 95% confidence interval (CI) was obtained on each classifier using the "pROC" package of the R software.
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Classification of the test data
Feature extraction was similarly performed on the test image data as was done in the training process. Z-scores were calculated using the mean and the standard deviation values obtained in the training process for each of the four features. As described above, this followed a realistic scenario in clinical practice where an established classifier is applied to the next incoming data. The capability of binary classification of the test image data was estimated on each of the two classifiers supposing the four texture features as input variables, and the results were expressed as the posterior probability of the predicted classification for glioblastoma or PCNSL (Fig. 2) . The posterior probability means the probability with which an observation (i.e. a given image) represents a particular disease (glioblastoma or PCNSL) in the context of the present study.
Results
Cross-validation and ROC curve analysis of the classifiers
The results are summarized in Table 2 . Leave-one-out crossvalidation demonstrated overall accuracies of 0.70 for the classifier-L and 0.80 for the classifier-G, respectively. When subdivided into glioblastoma and PCNSL, accuracies of 0.66 and 0.82 were calculated for glioblastoma, and accuracies of 0.81 and 0.75 for PCNSL, with the classifiers-L and -G, respectively. In Fig. 4 , the classifiers-G and -L had the AUC values (95% CI) of 0.99 (0.96-1.00) and 0.87 (0.77-0.95), respectively. Figure 5 demonstrates the posterior probability in assigning the feature vector data calculated from a given test image into the correct pathological diagnosis (i.e., putting a label of glioblastoma on an unseen glioblastoma image or a label of PCNSL on an unseen PCNSL image) by each of the classifier models. The median posterior probability (1st-3rd quartile) was 0.82 (0.59-0.96) for the classifier-L and 0.87 (0.50-0.96) for the classifier-G. When using a standard decision criterion in which the posterior probability above 0.50 indicated correct or successful classification in our binary classification scheme, both of the classifiers yielded prediction accuracy of 75% (12/16) of the test data. As for glioblastoma or PCNSL, glioblastoma was correctly assigned in 10 out of 11 cases by the classifier-G and 9 out of 11 cases by the classifier-L. PCNSL was correctly assigned in 3 out of 5 cases by the classifier-L and 2 out of 5 cases by the classifier-G (Figs. 5 and 6 ).
Classification of the test data
Discussion
Even today, in the midst of imaging technology advancement, differential diagnosis between glioblastoma and PCNSL by conventional MR findings remains challenging in some cases. In the present study, we evaluated the feasibility of SVMbased classification approaches, commonly used in machine learning, for differentiation of glioblastoma from PCNSL. Our results demonstrated that standard SVM-based classifiers, trained with contrast-enhanced T 1 -weighted images, gave an accuracy of up to 0.80 in the cross-validation and an AUC value of up to 0.99 in the ROC curve analysis.
A strength of our study is that we used contrast-enhanced T 1 -weighted images alone, which is generally included in conventional MR examination protocols for brain tumor evaluation. Recent studies focused on the usefulness of advanced MR imaging for differentiation between glioblastoma and PCNSL, including quantitative diffusion-weighted, perfusion-weighted, and susceptibility-weighted imaging, or multiparametric combinations. 6, [31] [32] [33] However, advanced MR imaging techniques may not be necessarily available in every institution depending on the capability of MR scanners or to avoid a long or prolonged total scanning time. In contrast, contrast-enhanced T 1 -weighted imaging is often performed for imaging diagnosis of cerebral mass lesions. 36 for differentiation between radionecrosis and recurrent brain tumor using MR image-derived texture features and SVMs. Another SVM-based MR image classification study conducted by Alcaide-Leon et al. 12 reported the AUC value of 0.88 for differentiation between enhancing glioma and PCNSL. These previous studies reinforce our results suggesting that a SVM-based classification scheme may be feasible for differentiating glioblastoma from PCNSL.
Machine learning studies in the field of medicine often report prediction accuracy estimated from cross-validation but less often report prediction results with "real-world" testing. Cross-validation likely yields optimistic results, 37 and it is encouraged to perform a validation test, after cross-validation, using an independent dataset. The testing process is conducted to check a bias, and high performance on the test process suggests that a developed model can be generalizable. However, no testing process was conducted in the previous studies.
12 -14 In addition, we separated subjects into the training data and the test data in a time-course to allow a realistic clinical scenario where newly incoming data should be evaluated with a classifier obtained beforehand. Although, there may be concern about a historical control bias when patient groups are separated by the examination time, our study enrolled consecutive patients who had been studied with the uniformed MR imaging protocols on 3T scanners at the particular institution; therefore, we consider that data instability or bias was minimized.
We presented the results of the prediction on the test data using the posterior probability (Fig. 5) . When we conventionally assumed that the class of input data should be assigned to the class with the largest posterior probability (i.e. the posterior probability above 0.50 in the binary classification), the classifier models in the present study excellently identified unseen images in glioblastoma cases, but In this study, the classifiers obtained with a typical SVM algorithm demonstrated an overall accuracy of 0.80 in leaveone-out cross-validation. A classifier model with high accuracy is expected to be applicable to predicting data in the future. In contrast, the AUC is commonly used as a summary measure of the diagnostic performance of a classifier.
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A recent study by Rodriguez Gutierrez et al. 35 on SVM-based classification of three posterior fossa tumors reported averaged classification accuracy of 0.76-0.79, using contrastenhanced T 1 -weighted image histogram features. Overall accuracies of the classifier-G in our study reached 0.80, A. Kunimatsu et al. moderately in PCNSL cases. This may be attributable to the low and unbalanced number of PCNSL cases compared with glioblastoma cases in the training data. To cope with a class imbalance that can adversely impact the performance of a classifier, oversampling, including resampling, is advocated as a potential solution, 38 but some controversies exist on the effects of oversampling. 34 Moreover, the SVM-based classifiers in our study demonstrated accuracies of 0.66-0.82 for glioblastoma and 0.75-0.81 for PCNSL in cross-validation of the training data; the performance of the classifiers seemed to be similar regardless of the tumor type (Table 2) . It is unclear whether the addition of oversampling in our SVMclassification scheme can improve the prediction performance with newly incoming or independent data, as it is beyond the scope of the present study.
Image classification tasks with supervised machine learning typically include feature extraction and classification (or output). In the present study, texture analysis was used to extract image features and SVM was used to classify given image features. Image features with known image classes (i.e. the training data) were fed to classifiers, and the classifiers were trained with SVM so as to be applicable to the test data. We used four texture features in the present study (first-order entropy, first-order median, GLRLM run length non-uniformity, and GLRLM run percentage). The former two are histogram features and the latter two are GLRLM features. GLRLM features can evaluate the coarseness of a texture in a predetermined direction within an image or within a ROI. 22 On the other hand, SVM is a learning system that uses a hypothesis space of linear functions in a high dimensional feature space. In SVM, classifiers are trained with a learning algorithm from optimization theory that implements minimization of a learning bias. 25 Support vector machine is a traditional but sophisticated technique that is still in use in machine learning studies. 28 However, very recently, deep learning has started to be used in image recognition. 10 Deep learning, also known as deep neural network learning, has the benefit of not requiring image feature extraction as a first step, rather, features are autonomously identified by computer during the learning process. 11 Application of deep learning to the field of medical imaging will be rapidly encouraged. Recently, Yasaka et al. 39 reported that the median accuracy of classification of liver masses were 0.84 and the median AUC value for differentiating malignant from non-malignant categories was 0.92 using a deep convolutional neural network on liver CT images. 39 However, deep learning typically requires tens of thousands of images and this can be one of the biggest issues to utilize it in clinical practice where the number of patients with a rare disease is rather small. In contrast, SVM can be applied to a dataset even with a relatively small sample size. 26, 35, 36 Our study has several limitations. First, this was a retrospective feasibility study with a small number of patients at a single institution, which may have led to bias in patient selection. We enrolled 55 glioblastoma patients and 21 PCNSL patients in the present study, and the numbers of each tumor seemed to follow the naturally-observed, higher incidence of glioblastoma over PCNSL. 2 In addition, we enrolled consecutive patients studied with the uniformed MR imaging protocols on 3T scanners; therefore, data instability or bias derived from MR scanners and protocols could be minimized. Second, we did not make a head-to-head comparison between results with SVM classifiers and diagnosis with radiologists. However, one previous study suggests that non-inferiority of our SVM-based classification accuracy to that of radiologists, as comparable AUC values were observed in the present study. 12 It remains undetermined whether machine learning, especially deep learning, can build a classifier with better diagnostic performance than that of experienced radiologists. Future work is needed to explore the added value of machine learning-based classification in clinical practice. Third, a considerable amount of our pathological diagnoses was made based on Machine Learning-based MR Texture Analysis conventional histology before the World Health Organization classification was revised, adopting the integrated molecular-histological diagnosis in 2016. 1 Forth, we focused on the classification between glioblastoma and PCNSL, and therefore, the classifiers developed in the present study should not be used in the classification between other tumors. In addition, we used accuracy to estimate prediction performance of the test data, but it is known that accuracy depends on the incidence of a disease (i.e. pretest probability). 11 Moreover, because of the small sample size of test patients, the prediction accuracy in the present study is vulnerable to a selection bias. A further study with a larger sample size is needed to conclude the generalizable accuracy. Finally, we did not use other MR images than contrast-enhanced T 1 -weighted images in the present study. It remains unclear whether machine learning works best with contrast-enhanced T 1 -weighted images. The rationale for the use of contrast-enhanced T 1 -weighted images was clear delineation of tumor boundaries and high visibility of necrosis. Necrosis is a pathological hallmark of glioblastoma, 40 compared with PCNSL. Combined use of T 2 -weighted or other MR sequences may enable better classification performance; however, this was beyond the scope of the present study.
Conclusion
In this feasibility study, we evaluated the performance of SVM-based classification, by using radiomic texture features computed from routine contrast-enhanced T 1 -weighted images, on a training group and an independent test group from a single institution. Now that more powerful deep learning has started to be used in medical image recognition, machine learning is expected to facilitate laborious radiology practice. Although further improvement is needed, our results suggest that machine learning may provide complementary diagnostic information on routine MRI.
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