Abstract: This paper proposes a self-tuning feedforward active noise control (ANC) system with online secondary path modeling. The stepsize parameters of the controller and modeling filters have crucial rule on the system performance. In literature, these parameters are adjusted by trial-and-error. In other words, they are manually initialized before system starting, which require performing extensive experiments to ensure the convergence of the system. Hence there is no guarantee that the system could perform well under different situations. In the proposed method, the appropriate values for the step-sizes are obtained automatically. Computer simulation results indicate the effectiveness of the proposed method. Keywords: ANC, Self-tuning, Online modeling, FxLMS, Feedforward Classification: Science and engineering for electronics Proc. IEEE, vol. 8, no. 6, pp. 943-973, June 1999. [2] L. J. Eriksson and M. C. Allie, "Use of random noise for on-line transducer modeling in an adaptive active attenuation system," J. Acoust.
Introduction
In recent years, with the advances in technology and industry, ANC systems have received an important and interesting application area. ANC is based on the simple principle of destructive interference of an anti-noise with equal amplitude and opposite phase replica unwanted noise.
The effect shown by the secondary path transfer function, the path leading from the noise controller output to the error sensor measuring the residual noise, generally causes instability to the standard LMS algorithm. The filtered-x-least-mean-square (FxLMS) algorithm uses estimation of the secondary path to compensate the problem raised by the transfer function [1] . In many applications the secondary path is usually time varying, which leads to a poor performance or system instability. Hence, online modeling of secondary path is required to ensure convergence of the ANC algorithm [1, 2, 3, 4, 5, 6, 7] .
In literature, the step size parameters of the controller filter and the secondary path estimator need to be manually initialized before the system starts the process [2, 3, 4, 5, 6, 7] . These parameters are adjusted, by trial-and-error, for fast and stable convergence. Hence, comprehensive experiments are needed to find the appropriate values. Although the optimal values of these parameters are obtained through extensive experiments, but it doesn't guarantee that the system has a suitable performance under different situation. This fact becomes more evident in practical applications, where a system may encounter unknown noise or situations. Considering the above situation raises the need for a self-tuning ANC system, which automatically tunes its step-size parameters.
As the first novelty, this paper proposes a self-tuning feedforward ANC system. The proposed system is design in a way that it automatically determines the suitable step-size parameters and correspondingly changes their values to adapt the system with noise and environment variations. The second novelty of the proposed system is that it also considers online estimation of the secondary path. 
where
T is the tap-weight vector, and
T represents L samples of the reference signal vector. The residual error signal e(n) is expressed as:
where v(n) is an internally generated white Gaussian noise injected at the output of the control filter W (z). In this FigureŜ(z) is the modelling FIR filter with length M . As the figure shows,v (n)generates the error signal for the controller filter W (z) as:
The noise control filter W (z) is updated using FxLMS algorithm:
T and μ w is the step size, and the filtered reference signal is:
T is the impulse response of the modelling filterŜ(z). The self-tuning controller filter automatically obtains a proper value for μ w at each time (n). To calculate a suitable value for μ w it is required to consider the convergence analysis of LMS algorithm. It has been shown in [8, 9] that the convergence is guaranteed only if:
where λ max denotes the largest eigenvalue of covariance matrix
It has also been shown that λ max cannot be greater than the trace of Rx , which is sum of the diagonal elements of Rx that is [8, 9] : 
This is a more restrictive bond for μ w parameter but it is not enough for calculating the proper value. By adapting μ w with the reference and estimated signal powers, the proper value can be achieved [5, 6, 7] , thus:
where Px (n) is the signal power as mentioned in (9), P x (n) and Pd(n) are respectively power of reference signal x(n) and the estimated reference signal d(n). These powers can be estimated by low pass estimators, using [4, 5, 6, 7] :
here α is the forgetting factor. The estimated reference signal is obtained as:
Modeling Filter
As Fig. 1 shows, the tap-weights ofŜ(z) are updated using LMS algorithm:
where μ s (n) is the step-size parameter of the modelling process and
To find a proper value for μ s parameter, we consider the convergence analysis for (13). Benefiting from (7)- (9) gives us:
where R v = E[vv T ] and P v is power of the generated white noise. Equation (14) shows that μ s has an inverse relation with M and R v . To have a more accurate R v , we consider
Thus μ s (n) is obtained as below:
Computer simulations
In this section the proposed ANC system is simulated using Matlab version 7.1. We have used the primary path P (z) and secondary path S(z) of the experimental data provided in [10] . Using these data, P (z) and S(z) are considered as FIR filters with tap-weight lengths 48 and 16 respectively. A sampling frequency of 2 kHz is used. In these simulations, performance of the proposed method is compared with the methods of Zhang [3] and Akhtar [4] . It should be noted that these methods initialize their parameters manually. Hence, extensive experiments are required to find suitable values for a fast and stable performance of the two existing ANC systems which is completely in contrast with the proposed method in terms of the need for initial experiments. These simulations parameters for Zhang's method [3] The length of theŜ(z) for modelling the secondary path, and the length of the W (z) used for the noise cancellation were chosen 16 and 32, respectively. The length of the third filter H(z) and Δ in Zhang's method is set to 16.
In this evaluation, a white noise with variance of 0.05 has been used as training signal in secondary path modelling. To signify performance of the system on noise reduction the following equation is used:
To show the convergence rate and modelling accuracy of the system the relative modelling error is used:
All the results shown in each case have been obtained as an average of 10 different experiments. In these experiments we assume that the acoustic paths suddenly changes at n = 20,000 during the operation. To set the initial value forŜ(z)(ŝ(0)), off-line secondary path modeling is performed. The off-line modeling is stopped when the modeling error (17) is reduced to −5 dB. The α parameter of the proposed method is set to 0.99. Two distinct cases are considered for the evaluation. In Case1, performance of the proposed method is compared with the existing approaches using a narrow-band noise. Finally, Case2 shows superiority of the proposed approach over the two existing approaches in attenuating broad-band noise. It should be to note that in these cases both Akhtar's and Zhang's methods obtain the same noise reduction (16), while their modelling error (17) is different. 
Case 1
In this case, the reference noise is a narrow-band signal comprising frequencies of 100, 200, 300 and 400 Hz. Its variance is adjusted to 2, and a white noise with SNR of 30 dB is added. Fig. 2 (a) shows the noise reduction, R, curves. The corresponding curves for the relative modelling error, ΔS, as defined in (17) are shown in Fig. 2 (b) . This figure indicates the effectiveness of the proposed method.
Case 2
In the second case, the reference noise is a white Gaussian random (broadband) noise. Its variance is adjusted to 1, and it is selected to be uncorrelated with the auxiliary white noise. As can be seen from Fig. 3 , the proposed method achieved a good performance in noise reduction and has a suitable modelling accuracy.
Conclusion
In this paper we have proposed a self-tuning feedforward ANC system. In contrast with the existing methods, the proposed system automatically obtains the proper values for the step-sizes. These values are achieved by considering the convergence analysis of the LMS algorithm. Comparative results shown in this paper demonstrated effectiveness of the proposed method in automatically tuning the system under different situations.
