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ABSTRACT
Modeling of the spectral line energy distribution (SLED) of the CO molecule can reveal the physical
conditions (temperature, density) of molecular gas in Galactic clouds and other galaxies. Recently,
the Herschel Space Observatory and ALMA have offered, for the first time, a comprehensive view
of the rotational J = 4−3 through J = 13−12 lines, which arise from a complex, diverse range of
physical conditions that must be simplified to one, two, or three components when modeled. Here
we investigate the recoverability of physical conditions from SLEDs produced by galaxy evolution
simulations containing a large dynamical range in physical properties. These simulated SLEDs were
generally fit well by one component of gas whose properties largely resemble or slightly underestimate
the luminosity-weighted properties of the simulations when clumping due to non-thermal velocity
dispersion is taken into account. If only modeling the first three rotational lines, the median values of
the marginalized parameter distributions better represent the luminosity-weighted properties of the
simulations, but the uncertainties in the fitted parameters are nearly an order of magnitude, compared
to approximately 0.2 dex in the “best-case” scenario of a fully sampled SLED through J=10−9. This
study demonstrates that while common CO SLED modeling techniques cannot reveal the underlying
complexities of the molecular gas, they can distinguish bulk luminosity-weighted properties that vary
with star formation surface densities and galaxy evolution, if a sufficient number of lines are detected
and modeled.
Keywords: galaxies: ISM – ISM: molecules – submillimeter
1. INTRODUCTION
12CO (hereafter, CO) serves as a tracer of cool molec-
ular gas because of its high-dipole moment and low-lying
rotational energy levels (e.g., Bolatto et al. 2013; Carilli
& Walter 2013, and references therein). The ratios of its
line emission allows us to determine the physical condi-
tions (temperature, density) of the molecular gas (e.g.,
Weiß et al. 2007; Sliwa et al. 2012; Bayet et al. 2013;
Meijerink et al. 2013; Schirm et al. 2014; Greve et al.
2014; Spilker et al. 2014; Papadopoulos et al. 2014; Xu
et al. 2015; Rosenberg et al. 2015; Daddi et al. 2015;
Kamenetzky et al. 2017; Strandet et al. 2017) and the
absolute values of the emission (namely of J= 1−0) al-
lows us to determine the total molecular gas mass (e.g.,
Bolatto et al. 2013, and references therein). Combined,
this knowledge allows us to comment on the processes
jkamenetzky@westminstercollege.edu
exciting the gas and therefore its relationship to star
formation and galaxy evolution.
The Herschel Space Observatory opened a new obser-
vational window from 60 to 670 microns that allowed
the study of spectral line energy distributions (SLEDs)
through very high-J lines, thanks to the SPIRE Fourier
Transform Spectrometer (FTS) and PACS. Prior to this,
only the first few rotational transitions of CO were avail-
able to be studied through the atmosphere. Low-J
CO, especially J = 1−0, is a well used tracer of total
cold molecular gas, due to its low energy spacing (the
Jupper = 1 level is 5.53 K above ground) and strong
dipole moment. The CO J = 1−0 line is generally op-
tically thick and in local thermodynamic equilibrium
(LTE). As one climbs up the CO ladder to measure emis-
sion from higher-J lines in a cloud or galaxy’s SLED,
the lines begin to fall from LTE (i.e. when hν >> kT
as E(J + 1)−E(J) becomes larger with higher J), and
non-LTE calculations of the level populations, optical
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depth, and resulting emission are required using a large
velocity gradient (LVG) code like RADEX (van der Tak
et al. 2007).
Because the temperature and density are degener-
ate parameters, a full examination of the parameter
space using a grid method, Monte Carlo Markov Chain
(MCMC), or nested sampling algorithm is important to
characterize the shape of the parameter space and the
uncertainty in any given parameter. The line luminosi-
ties of the J=4−3 through J=13−12 lines of CO, avail-
able for local galaxies with SPIRE, were discovered to be
much more luminous than would be predicted by extrap-
olating the cold gas emission to higher-J lines, leading
observers to often invoke a second, warmer component
of gas to explain the luminous emission (see Kamenet-
zky et al. (2017) and references therein). The physical
condition of the gas (as determined by the relative lumi-
nosities of the lines) is instructive to study as both the
raw material for star formation and as indicating the
effects of star formation via feedback such as radiative
and turbulent excitation.
Tunnard & Greve (2016) studied the recoverability of
physical conditions using the Large Velocity Gradient
(LVG) code RADEX and two methods of χ2 minimiza-
tion: grid and Monte Carlo Markov Chain (MCMC). In
essence, they asked, “If one produces a SLED in RADEX
using a given set of physical conditions, can one fit the
SLED and recover those original physical parameters?”
They found that the parameters (temperature and den-
sity of the colliding partner, H2) are only recovered to
within half a dex, given the degeneracy between the pa-
rameters and some uncertainty in the modeled SLED
(as one would have observationally). Including isotopo-
logue lines with isotopologue abundance ratio as a free
parameter improves the constraints. Leroy et al. (2017)
studied the ability of dense gas tracers (HCN, HCO+,
HNC, CS) and the first few lines of CO to distinguish
changes in the dense gas fraction and median volume
density for modeled emission from an ensemble of gas
clouds with log-normal and power law density distribu-
tions. Their ensembles were combined one-zone models
of molecular emission, with a specified distribution of
densities, but all gas was taken to be isothermal and
with a fixed optical depth (and therefore escape proba-
bility. Analytical models, however, are often limited in
their ability to approximate the diverse range of condi-
tions in integrated extragalactic observations, typically
assuming, e.g. isothermal or isobaric conditions.
Galaxies are complex, with a diverse range of physi-
cal conditions, and in principle the observed SLED is a
superposition of the sum of individual SLEDs originat-
ing from all of the CO-emitting gas in a galaxy. What
has been missing, therefore, is an investigation into the
recoverability of physical conditions from SLEDs using
bona fide galaxy evolution simulations that contain a
large dynamic range in physical properties. Here, we
seek to do just that. Narayanan & Krumholz (2014)
used smoothed particle hydrodynamics to perform ideal-
ized simulations of isolated and interacting galaxies, and
then produced galaxy-integrated CO SLEDs given the
physical conditions of the simulated gas. In this paper,
we investigate whether fitting these theoretical SLEDs
in the same manner as is done for typical observations
recovers the average physical conditions in the gas. In
Section 2 we describe the methods used to the produce
the simulated galaxies, the simulated SLEDs, and the
fitting of those SLEDs. Our results and conclusions are
described in Sections 3, 4, and 5.
2. METHODS
2.1. Galaxy Evolution Simulations
Our basic strategy is to fit model SLEDs from the-
oretical simulations, and compare the derived physical
properties from these SLEDs to the actual gas physi-
cal properties from the simulations. The model SLEDs
were derived in Narayanan & Krumholz (2014), and we
defer the reader to that paper alongside Narayanan &
Krumholz (2017) for details regarding the hydrodynamic
and radiative transfer simulations, though summarize
the salient points here.
Following Narayanan et al. (2011, 2012), we employ
gadget-3 (Springel & Hernquist 2002, 2003; Springel
et al. 2005) hydrodynamic simulations of idealized galax-
ies in evolution. The galaxies are initialized as expo-
nential disks following the Mo et al. (1998) formalism,
and reside in live Hernquist (1990) dark matter halos.
The gas is initialized as primordial, and metals form as
the simulations evolve. The interstellar medium is mod-
eled as multiphase, with clouds pressure-confined by hot
ISM (McKee & Ostriker 1977). Star formation proceeds
in this cold gas following a volumetric Schmidt (1959)
star formation relation with index N = 1.5 (Kennicutt
1998; Kennicutt & Evans 2012). The ISM is pressur-
ized via supernovae via an effective equation of state;
here, we assume a modest pressurization qEOS = 0.25
(Springel et al. 2005). This said, tests by Narayanan
et al. (2011) show that the thermal properties of the
ISM in the molecular phase are relatively insensitive to
these choices.
In order to simulate a diverse range of physical con-
ditions, we concentrate in this work on major binary
galaxy mergers, with total baryonic mass Mbar = 3.1×
1011. The mergers are all identical on initialization,
though vary in their orbits. The physical properties of
these galaxies are summarized in Table 1 of NK14, and
in particular here we focus on models z0d4o, z0d4l, and
z0d4e. The varying orbital angle impacts the strength of
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the nuclear starburst upon final coalescence, and there-
fore the physical properties of the molecular ISM during
the most heavily-star forming phases.
The CO abundance depends on the carbon abun-
dance, set to XC = 1.5 × 10−4 times solar metallic-
ity, and the semi-analytic model of Wolfire et al. (2010)
to determine the fraction of carbon locked into CO.
This fraction varies by cell and simulation. Luminosity-
weighted averages for each snapshot vary from about
25% to 85%.
2.2. Determining Bulk Physical Conditions
For each snapshot from the simulations, the physical
properties of the SPH particles were projected onto an
adaptive mesh with an octree memory structure. The
neutral gas is assumed to all reside in giant, spherical,
isothermal clouds of constant density. The surface den-
sity is directly calculated from the mass within a given
oct cell, though (following Narayanan et al. 2011) we
consider a floor surface density of Σcloud = 85M pc−2,
comparable to observed values of local GMCs (Solomon
et al. 1987; Bolatto et al. 2008). The H2 gas mass within
these clouds is determined from the Krumholz et al.
(2008, 2009a,b) formalism that balances the photodis-
sociation rate of H2 molecules by Lyman-Werner band
photons against the growth rate of molecules on dust
grains.
We model the sub-resolution turbulent compression
(or “clumping”) of gas by scaling the volumetric densi-
ties by a factor eσ
2
p/2, where σp is a factor related to the
1 dimensional Mach number of the gas
σ2p ≈ ln
(
1 + 3M21D/4
)
(1)
where this factor derives from turbulent box simulations
(Ostriker et al. 2001; Padoan & Nordlund 2002; Lemas-
ter & Stone 2008). It is these re-scaled densities that
are used in calculating the collision rates for excitation,
and therefore these densities that we use for comparison
between simulations and mock observations. The effects
on the densities are shown in Figure 1. The total mass
is conserved.
While the physical conditions are calculated for every
cell, because, observationally, the bulk of SLED mod-
eling is done for unresolved galaxies, we compare to
weighted-averages of the physical properties (e.g. gas
temperature, dust temperature, ρH2) in our models. We
examine both the mass-weighted and CO- luminosity-
weighted1 physical properties, and show these in Fig-
ure 2.
In each of these and subsequent figures, the differ-
1 Our CO-luminosity weighting is summed over the first 10 ro-
tational transitions.
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Figure 1. Effect of clumping on gas density (and sub-
sequently, pressure). When producing the SLEDs with
DESPOTIC, the collision rate coefficients were enhanced
(Equation 1) due to clumping associated with the non-
thermal velocity dispersion. The filled markers are the as-
sociated (higher) mass-weighted densities and pressures due
to this clumping. We note that Figure 4 of NK14, which is
similar in form to our Figures 2 and 4, do not show the effect
of clumping. The non-clumped parameters in open markers
are not used for subsequent analysis.
ent simulations are indicated by different colors and
marker shapes. Within a simulation, different snapshots
at different points in time correspond to different star-
formation surface densities. This quantity, ΣSFR is the
x-axis our figures, to examine trends with star formation
activity. By visual comparison of the filled (luminosity-
weighted) and open (mass-weighted) markers, one can
see that the all of the parameters are generally higher
when using the luminosity-weighted values. The differ-
ence is most pronounced for the low-ΣSFR snapshots.
The snapshots range from 5 to 10 Myr apart.
2.3. Galaxy-Integrated SLEDs
“Observed” SLEDs were created for each simulation
snapshot by taking the integrated flux measurements of
each CO transition with Jupper ≤ 10 from Narayanan
& Krumholz (2014) and converting them into a line
brightness. These calculations were done with despotic
(Krumholz 2013), which operates under the escape prob-
ability formalism. Here, the thermal and radiative equi-
4 Kamenetzky et al.
1
2
3
4
5
6
lo
g
n
H
2
[c
m
−
3
]
d4o
d4l
d4e
1.0
1.5
2.0
2.5
3.0
lo
g
T
k
in
[K
]
Filled = Luminosity-Weighted
Open = Mass-Weighted
10−3 10−2 10−1 100 101 102 103
ΣSFR [M¯ yr−1 kpc−2]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
lo
g
σ
[k
m
s−
1
]
10−3 10−2 10−1 100 101 102 103
ΣSFR [M¯ yr−1 kpc−2]
2
3
4
5
6
7
8
9
lo
g
P
[K
cm
−
3
]
Figure 2. Summary of the luminosity-weighted (filled) and mass-weighted (open) parameters from the SPH grids. The values
of all parameters are generally higher when considering the luminosity-weighted versions; the difference is most enhanced for the
low-ΣSFR snapshots. For both types of weighting, the density (and therefore also the pressure) are enhanced due to a clumping
factor derived from the velocity dispersion (see Figure 1 and associated explanation).
librium are simultaneously solved for each model cloud.
For all CO transitions we assumed a total measurement
error of 10%.
The galaxies were assumed to be unresolved and were
placed at a fiducial redshift of z = 0.05 and are intended
to emulate SLEDs measured with Herschel or ALMA
observations (e.g., Kamenetzky et al. 2016; Lu et al.
2017). The SLED modeling requires an estimate of the
size of the molecular gas; we used the area within a
CO (1–0) contour of 1 K km s−1. We also performed
comparison fits using a luminosity weighted area (which
is typically much smaller than the “contour” area), but
the choice of area did not significantly alter our results
for the physical conditions of the molecular gas.
2.4. Line Fitting Procedure
The fitting of the “observed” SLEDs follows the pro-
cedure in Kamenetzky et al. (2014). We use the nested
sampling algorithm MultiNest (Feroz et al. 2009) and
its python wrapper, PyMultiNest (Buchner et al.
2014), to compare the “observed” SLEDs to those pro-
duced by the non-LTE code RADEX (van der Tak et al.
2007). As mentioned, the SLEDs themselves were pro-
duced using DESPOTIC, which introduces a minor in-
consistency in our modeling. We address further in Sec-
tion 3. We use the same code as used to fit actual extra-
galactic SLEDs observed by the Herschel-SPIRE FTS
reported in Kamenetzky et al. (2017), PyRadexNest
(Kamenetzky 2018), available online2. We also utilize
the Python wrapper to RADEX, PyRadex3.
Each RADEX model depends on four free param-
eters: the kinetic temperature (Tkin), volume density
of the collision partner with CO (molecular hydrogen,
nH2), column density of CO (NCO) per unit linewidth,
and the angular area filling factor (Φ < 1), which lin-
early scales the fluxes produced by RADEX. The rota-
tional level populations and optical depths of each line
are iteratively determined, and then the intensities (as
background-subtracted Rayleigh-Jeans equivalent radia-
tion temperatures) are calculated using an escape prob-
2 https://github.com/jrka/pyradexnest
3 https://github.com/keflavich/pyradex
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ability method. We assume a background temperature
of 2.73 K for the cosmic microwave background at z = 0.
In PyRadexNest, for a given set of parameters p, we
minimize the negative log likelihood of the predicted
RADEX model I(p) given the measurements x and er-
rors σ as:
−ln(L ) =
∑
i
0.5ln(2pi) + ln(σi) + 0.5(xi − Ii(p))2σ−2i .
(2)
In the above equation, L is the likelihood, xi is
the “measured” line intensity of a single CO transi-
tion, σi is total uncertainty in a single transition mea-
surement (10% of xi), and Ii(p) the RADEX-modeled
line intensity for that transition given the parameters
p = [Tkin, nH2 , NCO,Φ], described in the preceding para-
graph.
In practice, a few other galaxy-specific parameters
are set in the modeling. We assume a linewidth of
250 km s−1; the total emission scales with this quan-
tity, while the physical conditions (temperature, den-
sity) do not. The optical depth and escape probability
in RADEX depend only on the column density per unit
linewidth. Therefore, our total integrated line intensi-
ties must be divided by a linewidth for comparison to
RADEX. A different choice of linewidth therefore scales
the total integrated emission, which one must use to cal-
culate the total column density and then total mass. As
we are only interested in temperature and density, our
results do not depend on the choice of assumed linewidth
for the line fitting procedure.
We also place three binary priors on the likelihood
calculation. The prior is one if the simulated param-
eters satisfy all three conditions listed next to ensure
physically plausible solutions, and zero if the simulated
parameters violate any one condition. The first two con-
ditions are an upper limit of 3 × 1012 M on the total
mass and a maximum length of 10 kpc. Finally, due
to the limits of the escape probability formalism used
by RADEX, we only include lines with optical depths
between -0.9 and 100 in the likelihood calculation.
We focus primarily on what we will call the “physi-
cal conditions” of the gas, namely the kinetic temper-
ature and the density. Because the temperature and
density are degenerate, we also focus on the pressure
P/k = Tkin× nH2 . For each of these three parameters,
we marginalize over all other parameters to find a one-
dimensional probability distribution. From this distri-
bution, we calculate a median value which represents
our fitted estimate to compare to the grid value. We
also calculate a 1σ width in the distribution to quantify
the uncertainty in our fitted parameter.
3. RESULTS
Figure 3. A sample CO SLED derived from the d4o sim-
ulation, showing the “observed” line fluxes and the best-
fit model derived from the process described in Section 2.4.
The straight blue line represents the best-fit SLED, and the
shaded gray region represents the one-dimensional marginal-
ized parameter distribution uncertainties for each individual
line intensity modeled from RADEX. CO SLEDs and best-fit
models for the remainder of the simulations and snapshots
are shown in Figures 9 and 10.
In Figure 3 we show a representative CO SLED, de-
rived from the d4o simulation, along with the best-fit
single-component model and uncertainties obtained fol-
lowing the procedure outlined above. The “observed”
SLED is well-fit by the model, through the J = 10−9
line. Below we describe the differences between the sim-
ulated SLEDs and real galaxy SLEDs and how the best-
fit model parameters correspond to the “true” values of
the hydrodynamic simulations.
3.1. Differences Between Simulated and Real SLEDs
Our model SLEDs exhibit a number of features that
are unlike those observed in real galaxies. We find that
our model SLEDs (through J = 10−9) are well-fit by
one component of gas, whereas real galaxy-integrated
SLEDs, such as those in Kamenetzky et al. (2017), re-
quire two components. In real galaxies, when combining
ground-based data (J = 1−0 through usually J = 3−2)
and SPIRE FTS line measurements (J = 4−3 through
J = 13−12), the SLED is not well described by a sin-
gle component of gas; the emission of the low-J lines is
largely from cold gas, which falls off quickly by mid-J
(J = 4−3 through J = 6−5) lines. A second, warmer
component of gas is responsible for the emission of the
mid-J lines and higher. When we tried to fit our model
SLEDs with two components of gas, we found that the
statistically best-fit SLED was one component anyway
(with the second component being unconstrained, so
long as it contributed negligibly to the fit).
Similarly, unlike real galaxy-integrated SLEDs, we
find small uncertainties in the marginalized parameters
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(temperature, density, pressure) when modeling as a
single component. Although we include 10% error on
the “observed” data points, the smooth behavior of the
simulated SLED is often uniquely fit by a small set of
parameter combinations. The median uncertainty for
the density, temperature, and pressure was 0.2, 0.03
and 0.2 dex, respectively. For comparison, Tunnard &
Greve (2016) found the recoverability of single compo-
nent RADEX-created SLEDs to be about 0.5 dex with-
out using isotopologues. In the two-component models
of Kamenetzky et al. (2017), the warm component of
gas is the best constrained and most comparable to this
work; the uncertainty in the warm component pressure
was about 0.3 dex (but 1.0 dex for the cold component;
when modeled as two components, there is a larger de-
generacy between parameters).
3.1.1. Comparison to Luminosity Weighted Parameters
Figure 4 compares the luminosity-weighted simula-
tion parameters (filled symbols) to the PyRadexNest
derived parameters from fitting the “observed” SLEDs
(open symbols). As was shown in Figure 2, had we used
the mass-weighted simulation parameters, the parame-
ters (especially density) would be even lower and show
a greater discrepancy between the “observed” param-
eters. Therefore, we focus on the luminosity-weighted
parameters. However, there are still notable discrepan-
cies, which we now investigate further.
Figure 5 shows the difference in fitted vs. luminosity-
weighted parameters for density, temperature, and pres-
sure. The three simulations (shown in different colors),
which have different merger properties, do not follow
the same trends. Each one appears to have trends with
ΣSFR as the snapshots evolve over time. On this dif-
ference plot of PyRadexNest fitted value minus CO-
luminosity weighted simulation parameters, data points
above the dashed zero line indicate snapshots for which
our fitted values are higher than the grid values. For the
most part, our fits underestimate the density, match or
slightly overestimate the kinetic temperature, and un-
derestimate the pressure. In some snapshots, however,
we overestimate density and pressure instead.
In Figure 6, we show histograms of the differences be-
tween the luminosity-weighted and likelihood fitted pa-
rameters. The fitted, statistical uncertainties themselves
do not take into account the differences between using
Radex for fitting and Despotic for the creation of the
SLEDs.
The PyRadexNest best fit models are highly
weighted by and sensitive to the high-J line luminos-
ity. We also examined the impact of comparing to sim-
ulation parameters weighted by each grid point’s J =
8−7 luminosity instead of total CO-luminosity. Over-
all, the distributions are similar to those shown in Fig-
ures 4, 5, and 6. However, for some of the lowest ΣSFR
snapshots (< 0.1 Myr−1 kpc−2), the CO J = 8−7-
luminosity weighted parameters are slightly higher than
the total CO-luminosity weighted parameters, and are
better matched by our Radex models.
3.1.2. Dependence on Number of Lines Modeled and Area
We also compared the values derived from modeling
only up to J = 3−2 instead of J = 10−9. The re-
sult is much higher uncertainties in the parameters, but
median values which align better with the luminosity-
weighted parameters (see Figures 7 and 8). This is likely
because most of the CO luminosity, even in simulation
grid cells with extreme conditions, is in the low-J lines.
In our fitting algorithm, like in many others, the likeli-
hood of a model Radex SLED is weighted by the abso-
lute value of the error bar of each data point. Assuming
a constant relative error on each data point (e.g. 10%
here) means that the relatively low-luminosity, high-J
lines are significantly more heavily weighted in the fit.
(Figures 9 and 10 demonstrate the large dynamic range
of the SLEDs.) Fitting the whole SLED as one compo-
nent seems to drive the fitted parameters to more diffuse,
slightly hotter gas. Fitting only the low-J lines drives
the fitted parameters to more dense, cooler gas that are
more representative of the total luminosity-weighted pa-
rameters.
3.1.3. Dependence on Area
The mass depends on the product of the total column
density and the assumed area of emission. If we change
the area, the mass scales accordingly, but it does not
significantly affect the physical conditions (temperature,
density) because they are much more dependent on the
shape of the SLED.
3.2. RADEX vs. DESPOTIC
In Figures 9 and 10, we show the galaxy-integrated
“observed SLEDs”, the best-fit results from RADEX
likelihood fitting, and the RADEX and DESPOTIC
SLEDs that correspond to the temperature and density
from the grid-weighted parameters.
For most of the lower ΣSFR snapshots of d4e (Fig-
ure 9), the main differences in the grid and fit results
seem to be difference between RADEX and DESPOTIC
(because the dashed DESPOTIC lines from the grids
match the best-fit from RADEX). For d4o (Figure
10), however, we find the galaxy-integrated SLEDs are
not particularly consistent with either the RADEX or
DESPOTIC SLED corresponding to the luminosity-
weighted parameters. Appendix D of Krumholz (2013)
provides a detailed comparison to RADEX.
4. DISCUSSION
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Figure 4. Comparison of the luminosity-weighted vs. likelihood fitted parameters. Filled symbols are the simulation parameters;
each simulation has a specific color and symbol. Open symbols of equivalent color/shape correspond to the PyRadexNest
likelihood results.
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Figure 5. Differences between the luminosity-weighted vs. likelihood fitted parameters.
Fundamentally, we and others are attempting to an-
swer the question: how good are our modeling tech-
niques at determining the bulk physical properties of a
complex ensemble of molecular gas? Even the highest
resolution maps of nearby galaxies must convolve to-
gether a vast range of gas densities, temperatures, and
dynamical properties. For all but the closest galaxies,
line emission ratios must be constructed using a single
integrated beam measurement or a map of only a hand-
ful of beams spanning the entire galaxy. We have chosen
to model the lowest-resolution (one beam) scenario.
There are really two separate aspects (precision and
accuracy) to the aforementioned question: 1) what are
the inherent uncertainties in the modeling techniques,
and 2) how accurately do the median quantities repre-
sent the actual quantities? To the first question, the
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Figure 6. Top row: Histogram of the difference between the luminosity-weighted and likelihood fitted parameters. Bottom row:
Uncertainty (in dex) in the fitted parameters.
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Figure 7. Differences between the luminosity-weighted vs. likelihood fitted parameters, for only modeling up to J= 3−2.
work by Tunnard & Greve (2016) nicely showed that
one should consider median quantities from LVG mod-
els (kinetic temperature, volume density, and velocity
gradient) uncertain to at least 0.5 dex. Their simulated
observational data included an optimistic uncertainty of
10%, the same as we do here, though they use three
more lines than we do here (up to J= 13−12). Our ap-
proach differs from Tunnard & Greve (2016) in that we
model the SLED integrated over all the cells in the sim-
ulation; each individual grid cell of the hydrodynamic
simulation has its own smooth SLED. These integrated
SLEDs, which are also smoothly varying, can be mod-
eled by one component. Our approach also differs be-
cause Tunnard & Greve (2016) introduced slight errors
on the lines produced by RADEX to better emulate
real observations. We modeled the smoothly-varying
DESPOTIC-produced SLEDs without any added noise.
This likely caused our integrated parameter uncertain-
ties to be slightly smaller (bottom panel of Figure 6).
Our uncertainties of approximately 0.2 dex should be
considered the “best-case scenario” when ten or more
lines are available.
The precision drops significantly when only low-J lines
are used (bottom panel of Figure 8). A vast range
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of physical conditions can produce the same low-J line
emission. The distinguishing feature of the SLED is the
point at which it turns over, usually in the mid-J re-
gion of our range. Without determining the approx-
imate point of turnover and slope of the SLED after
turnover (when plotted in luminosity units vs. J-line),
one cannot precisely determine the bulk physical prop-
erties of the gas. Prior to ALMA and Herschel, this
was the case for the majority of galaxies. Some high-J
lines were available for bright galaxies under the best
conditions (Papadopoulos et al. 2010, e.g. CO J = 6−5
from JCMT, ). The approximately uncertainties in the
density, temperature, and their product (pressure) of
1.0-1.4, 0.4 - 0.8, and 0.8 - 1.0 dex, respectively, should
be considered the “worst-case scenario” when only low-J
lines are available.
Nearby galaxies observed with Herschel contain
enough lines for modeling up to J = 13−12, but often
require at least two unique components to fit the SLED,
as done in Kamenetzky et al. (2017). With two com-
ponents comes a total of eight free parameters in the
models; there is degeneracy between the cold and warm
components parameters. The resulting uncertainties in
the models, however, largely resemble what we find here
(Figure 1 of Kamenetzky et al. 2017). The warm com-
ponent, which is largely fit by the high-J lines, has a
pressure uncertainty of about 0.3 dex. The cool com-
ponent, which is largely fit by the low-J lines and is
analogous to our low-J only models here, are uncertain
to about 1.0 dex. The molecular mass, using a variety of
methods, was found to be uncertain to a factor of about
0.4 dex on average (we do not focus on the molecular
mass in this work). The uncertainty is larger, and re-
sult systematically offset (low), if the CO J = 1−0 line
is absent, because the majority of the molecular mass is
present in the ground state.
The recent progress made in the area of submillime-
ter observations of high-redshift galaxies offers a new,
different challenge. A full CO SLED from J = 1−0 to
J=10−9 or J=13−12 is rare and often difficult (Carilli
& Walter 2013; Casey et al. 2014). For galaxies in the
redshift range ∼ 0.3− 1.5 the J= 1−0 line is not acces-
sible to sensitive facilities such as ALMA or the VLA,
making the estimation of mass particularly uncertain.
Which lines are available from ground-based observato-
ries such as ALMA depend sensitively on the redshift. If
at least a few lines are available that somewhat span the
range from J = 1−0 through J = 13−12 (for example,
a SLED with J = 2−1, J = 5−4, J = 7−6, which will
likely encompass the SLED’s turnover), the uncertain-
ties in the physical conditions would likely be bracketed
by our best-case scenarios (0.2 dex) and worst-case sce-
narios (1.0 dex). Of course, the best way to determine
the parameters’ uncertainties is to examine the relatively
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Figure 9. Spectral Line Energy Distributions (SLEDs) for snapshots of d4e. Snapshots are in order from highest (upper left)
to lowest (lower right) ΣSFR. Each panel shows the galaxy-integrated SLED and the best-fit solution (solid line, color coded by
pressure). We also show the RADEX and DESPOTIC (dotted, dashed) SLEDs using the luminosity-weighted temperature and
density (effective clump density for RADEX) instead. We use the same column density and filling factor from the likelihood
results. We fix them to the same J= 1−0 value as the best fit to better see the relative shapes.
likelihoods over a large parameter space using a nested-
likelihood algorithm like we do here with MultiNest, or
a Markov chain Monte Carlo (MCMC) method.
The second aspect of our question, that of accuracy, is
harder to answer. What does it mean to accurately de-
termine the bulk properties of a complex range of molec-
ular gas clouds spanning an entire galaxy? As summa-
rized in Leroy et al. (2017), the “density” of gas could
refer to the collider density, critical density, effectively
critical density (taking into account radiative line trap-
ping), most effective density for emission, median den-
sity for emission, or median density by mass. Their
modeled emission takes into account a realistic sub-
resolution distribution of densities using log-normal and
power law distributions, but fix the temperatures and
optical depths of all gas clouds to the same value. Even
for a fixed temperature and optical depth, the emission
of a molecular line varies with density. As Leroy et al.
(2017) points out, regions with lower densities can still
emit, but with lower efficiency. Lower-density gas can
contribute significantly to the total galaxy-integrated
emission if it is present in a large enough amount. Our
galaxy evolution simulations are more detailed in that
they allow all properties (mass, temperature, density,
velocity dispersion) to vary on a cloud-by-cloud basis.
A clear conclusion from our work is that modeling of
galaxy-integrated SLEDs does not accurately reproduce
mass-weighted quantities, which are significantly lower
in density, temperature, and velocity dispersion (Fig-
ure 2). Bulk properties derived from SLED fitting more
accurately describe luminosity-weighted quantities. We
find systematic offsets by property. For the gas density,
our fitted parameters are systematically low (but not
always, Figure 5). For the kinetic temperature, our fits
are slightly systematically high. Both of these param-
eters are degenerate with one another, but their prod-
uct (pressure) is often better determined. Our resultant
pressures are much closer to the mass-weighted pressures
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Figure 10. Spectral Line Energy Distributions (SLEDs) for snapshots of d4o. See caption of Figure 9.
from the simulation and follow the same general trend of
increasing with ΣSFR (Figure 4, bottom right). When
using only the low-J lines, our median properties are
systematically closer to the luminosity-weighted proper-
ties of the simulations, but as discussed previously, the
uncertainties were much higher.
This demonstrates that the beam-integrated emission
from galaxies is dominated by the brightest, most ex-
tremely excited molecular gas. Such highly excited gas
represents a small fraction of the total mass, consis-
tent with the findings of Kamenetzky et al. (2014). For
only the smallest ΣSFR snapshots studied here was there
a difference between properties weighted by J = 8−7
vs. total CO luminosity. For these scenarios, the high-
J emission alone greatly weights the total integrated
SLEDs.
5. CONCLUSIONS
Any CO SLED integrated over a large area is the sum
of a gradient in physical conditions (temperature, den-
sity). Given a large number of free parameters for each
component of gas (temperature, density, column density,
area filling factor) and often a small number of molecu-
lar line luminosities available for fitting, observers must
necessarily model the smallest number of components
to make statistically robust conclusions. These com-
ponents (usually one, two, or occasionally three) are
an oversimplification of a complex galactic system. We
sought to take a computational model of such a complex
galactic system and “compress” its information into one
total integrated SLED, as an observer would see, and
then model the gas as observers do. Our main conclu-
sions are as follows:
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1. When fitting CO SLEDs as a discrete number of
components, the resultant parameters should be
considered analogous to luminosity-weighted pa-
rameters, not mass-weighted. The highest lumi-
nosity regions of galaxy SLEDs represent the most
excited conditions, but a small fraction of the
mass.
2. For large ΣSFR snapshots, the luminosity-weighted
parameters (temperature, density, and pressure)
were the same whether we weighted by CO J =
8−7 or the total CO-luminosity. For small ΣSFR,
however, weighting by CO J = 8−7 resulted in
slightly higher temperatures, densities, and pres-
sures, indicating that high-J emission has a greater
influence on the SLED when ΣSFR is low
3. When only using low-J lines (J = 1−0, J = 2−1,
and J = 3−2), the uncertainties in the derived
physical quantities are approximately one order of
magnitude. The true luminosity-related quantities
generally fall within the range of uncertainty.
4. On the other hand, when fitting the first 10 rota-
tional lines, the uncertainty is usually about 0.2
dex, through the true luminosity-weighted densi-
ties, temperatures and pressures generally fall out-
side this range of uncertainty. This indicates a
systematic difference between our recovered prop-
erties and the true luminosity-weighted properties,
though they are close. An uncertainty of 0.2 dex
is likely to be a lower limit on the uncertainty as
SLEDs are rarely more well sampled than with
data covering the first 10 rotational lines.
5. We therefore suggest that the typical systematic
uncertainty on the physical properties when SLED
modeling lies between 0.2 − 1 dex., depending on
the number of lines modeled, the sampling of the
SLED in energy space, and the uncertainties of the
integrated line fluxes.
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