Kučera and Gaćs independently showed that every infinite sequence is Turing reducible to a Martin-Löf random sequence. We extend this result to show that every infinite sequence S is Turing reducible to a Martin-Löf random sequence R such that the asymptotic number of bits of R needed to compute n bits of S, divided by n, is precisely the constructive dimension of S. We show that this is the optimal ratio of query bits to computed bits achievable with Turing reductions. As an application of this result, we give a new characterization of constructive dimension in terms of compression of infinite sequences to infinite sequences via Turing reductions.
Introduction
An infinite binary sequence S is Turing reducible to an infinite binary sequence R, written S ≤ T R, if there is a Turing machine M that can compute S, given oracle access to R. Any computable sequence is trivially Turing reducible to any other sequence. Thus, if S ≤ T R, then we can intuitively consider R to contain the uncomputable information about S needed by M .
Informally, a sequence is Martin-Löf random if it has no structure that can be detected by any algorithm. Kučera [Kuč85, Kuč89] and Gaćs [Gać86] independently obtained the surprising result that every sequence is Turing reducible to a Martin-Löf random sequence. Thus, it is possible to store information about an arbitrary sequence S into another sequence R, while ensuring that the storage of this information imparts no detectable structure on R. In the words of Gaćs, "it permits us to view even very pathological sequences as the result of the combination of two relatively well-understood processes: the completely chaotic outcome of coin-tossing, and a transducer algorithm. " Gaćs additionally demonstrated that his reduction does not "waste bits of R." Viewing R as a compressed representation of S, the asymptotic number of bits of R needed to compute n bits of S, divided by n, is essentially the compression ratio of the reduction. Gaćs showed that his reduction achieves a compression ratio of 1; only n + o(n) bits of R are required to compute n bits of S. Merkle and Mihailović [MM04] have provided a simpler proof of this result using an optimal constructive martingale.
Lutz [Lut03b] defined the (constructive) dimension dim(S) of a sequence S as an effective version of Hausdorff dimension (see [Hau19, Fal90] ), a measure of the density of computable information in S. Lutz defined dimension in terms of constructive s-gales, which are betting
Preliminaries and Previous Work
All logarithms are base 2. We write R for the set of all real numbers, Q for the set of all rational numbers, Z for the set of all integers, N for the set of all natural numbers, R + for the set of all positive real numbers, Q + for the set of all positive rational numbers, and Z + for the set of all positive integers.
{0, 1} * is the set of all finite, binary strings. The length of a string x ∈ {0, 1} * is denoted by |x|. λ denotes the empty string. Let s 0 , s 1 , s 2 , . . . ∈ {0, 1} * denote the standard enumeration of binary strings s 0 = λ, s 1 = 0, s 2 = 1, s 3 = 00 . . .. For k ∈ N, {0, 1} k denotes the set of all strings x ∈ {0, 1} * such that |x| = k. The Cantor space C = {0, 1} ∞ is the set of all infinite, binary sequences. For x ∈ {0, 1} * , y ∈ {0, 1} * ∪ C, xy denotes the concatenation of x and y. For S ∈ C ∪ {0, 1} * and i, j ∈ N, we write S[i] to denote the i'th character of S, with S[0] being the leftmost character, we write S[i . . j] to denote the substring consisting of the i'th through j'th characters of S, with S[i . . j] = λ if i > j, and we write S ↾ i to denote S[0 . . i − 1].
We work with the self-delimiting Kolmogorov complexity. See [LV97] for an account of this model. All Turing machines are self-delimiting. This means that
• A Turing machine M is allowed to move its input tape head only to the right, and
• if M does not halt with its tape head on the rightmost bit of its input, the computation is considered invalid.
Fix a self-delimiting universal Turing machine U .
For all q ∈ Q, let K(q) = K(s(q)), where s(q) ∈ {0, 1} * is some standard binary representation of the rational q with a numerator, denominator, and sign bit.
Definition. For all x ∈ {0, 1} * , let f (x) = 0 |x| 1x. Define the self-delimiting encoding function e : {0, 1} * → {0, 1} * for all x ∈ {0, 1} * by
For all n ∈ N, let e(n) = e(s n ).
Remark. For all x ∈ {0, 1} * , |e(x)| ≤ |x| + 2 log |x| + 3, and for all n ∈ N, e(n) ≤ log n + 2 log log n + 3.
Remark. Strings encoded by e and valid programs for U are self-delimiting. They can be prepended to arbitrary strings and uniquely decoded.
Reductions and Compression
Definition. Let M be a Turing machine and S ∈ C. We say M computes S if, on input n ∈ N, M outputs the string S ↾ n.
Definition. We define an oracle Turing machine (OTM ) to be a Turing machine M that can make constant-time queries to an oracle sequence. Let R ∈ C. We say M operates with oracle R if, whenever M makes a query with index n ∈ N, R[n] is returned. Let OTM denote the set of all oracle Turing machines.
Definition. Let S, R ∈ C and M ∈ OTM. We say S is Turing reducible to R via M , and we write S ≤ T R via M , if M computes S with oracle R.
Since we do not consider space or time bounds with Turing reductions, we may assume without loss of generality that an oracle Turing machine queries each bit of the oracle sequence at most once, caching the bit for potential future queries.
Definition. Let S, P, R ∈ C and M P S , M R P ∈ OTM such that S ≤ T P via M P S and P ≤ T R via M R P . Define the composition of M P S with M R P , denoted M P S • M R P , to be the oracle Turing machine that works as follows. On input n ∈ N and with oracle R, M P S • M R P simulates M P S to compute S ↾ n. Whenever a bit of P is queried by M P S , M P S • M R P simulates M R P with oracle R for the minimum number of steps needed to compute that bit of P .
Definition. Let S, R ∈ C and M ∈ OTM such that S ≤ T R via M . Define # R S (M, n) to be the query usage of M on S ↾ n with oracle R, the number of bits of R queried by M when computing S ↾ n.
Definition. Let S, R ∈ C and M ∈ OTM such that S ≤ T R via M . The lower and upper compression ratios of S with respect to R via M are respectively defined
are the best-case and worst-case compression ratios, respectively, when M decompresses R into S. Note that 0 ≤ ρ
Definition. Let S ∈ C. The lower and upper compression ratios of S are respectively defined
As we will see, by Lemma 3.2 and Theorem 3.3, the two minima above exist. In fact, there is a single OTM M that achieves the minimum compression ratio in each case.
Part 1 of the next theorem is due independently to Kučera and Gaćs, and part 2 is due to Gaćs.
Theorem 2.1. [Kuč85, Kuč89, Gać86] There is an OTM M such that, for all S ∈ C, there is a sequence R ∈ RAND such that
Constructive Dimension
See [Lut03a, Lut03b, AHLM04, Lut05, Hit03, Hit] for a more comprehensive account of the theory of resource-bounded dimension.
Definition.
1. An s-gale is a function d : {0, 1} * → [0, ∞) that, for all w ∈ {0, 1} * , satisfies
2. A martingale is a 1-gale.
Intuitively, a martingale is a strategy for betting in the following game. The gambler starts with some initial amount of money d(λ), termed capital, and it reads an infinite sequence S of bits. d(w) represents the capital the martingale has after reading the string w. At each step, the gambler bets some fraction of its capital on 0, and the remainder on 1. The capital that was bet on the bit that appears next is doubled, and the remaining capital is lost. The objective of a martingale is to make a lot of money, and it will make more money on a sequence if a larger fraction of capital is placed on the bits that occur in the sequence. All of the gambler's money must be bet, but it can "bet nothing" by betting half of its capital on each bit.
An s-gale is a martingale in which the amount of capital the gambler bet on the bit that occurred is multiplied by 2 s , as opposed to simply 2, after each bit. The lower the value of s, the faster money is taken away. An s-gale (for s < 1) must therefore bet more accurately than a martingale to make the same amount of capital. Note that if a gambler's martingale is d, then, for all s ∈ [0, ∞), its s-gale is given by 2 (s−1)|w| d(w).
The following theorem, due to Lutz, establishes an upper bound on the number of strings on which an s-gale can perform well.
Theorem 2.2. [Lut03a]
Let d be an s-gale. Then for all w ∈ {0, 1} * , k ∈ N, and α ∈ R + , there are fewer than
Corollary 2.3. Let d be a martingale. Then for all l ∈ R, w ∈ {0, 1} * , k ∈ N, and α ∈ R + , there are fewer than
Definition. Let S ∈ C and s ∈ [0, ∞). We say that an s-gale d succeeds on S if
We say that d strongly succeeds on S if
Definition. Let s ∈ [0, ∞), and let d : {0, 1} * → [0, ∞) be an s-gale. The success set and the strong success set of d are respectively defined
An s-gale succeeds on S if, for every amount of capital C, it eventually makes capital at least C. An s-gale strongly succeeds on S if, for every amount of capital C, it eventually makes capital at least C and stays above C forever.
The following definition of Martin-Löf randomness, due to Schnorr [Sch71] , is equivalent to Martin-Löf's traditional definition (see [Mar66, LV97] ).
Definition. Let R ∈ C. We say that R is Martin-Löf random, and we write R ∈ RAND, if there is no constructive martingale
Note that if d is an optimal constructive martingale, then RAND c = S ∞ [d]; i.e. d succeeds on exactly those sequences S ∈ RAND. It is known that such a martingale exists. The following well-known theorem (see [MM04] ) says that there is actually a constructive martingale that strongly succeeds on every S ∈ RAND.
Theorem 2.4. [MM04]
There is an optimal constructive martingale d such that
Let d : {0, 1} * × N → Q be the computable function testifying that d is constructive. Definition. Let S ∈ C. The (constructive) dimension and the (constructive) strong dimension of S are respectively defined
Remark. Let S ∈ C. If s > dim(S) and s ′ > Dim(S), then for infinitely many n, d(S ↾ n) ≥ 2 (1−s)n d(λ), and for all but finitely many n,
Remark. If S ∈ RAND, then dim(S) = Dim(S) = 1.
The following theorem -the first part due to Mayordomo and the second to Athreya et. al. -gives a useful characterization of the dimension of a sequence in terms of Kolmogorov complexity.
Theorem 2.6. [May02, AHLM04] For all S ∈ C,
Results
We now establish the new results.
The following lemma shows two senses in which the composition of two oracle Turing machines in a transitive Turing reduction bounds the compression ratio of the transitive reduction below the product of the compression ratios of the two original reductions.
Lemma 3.1. Let S, P, R ∈ C and M P S , M R P ∈ OTM such that S ≤ T P via M P S and P ≤ T R via M R P , and let
Proof. Let r
(S, P ), and r
S n. For all but finitely many n, # P S (M P S , n) < r P + S n, and # R P (M R P , n) < r R+ P n. Then, for all but finitely many n, to compute S ↾ n, M requires
queries to R. Since this holds for all but finitely many n,
For infinitely many n, to compute S ↾ n, M requires
queries to R. Since this holds for infinitely many n,
An oracle Turing machine that computes a sequence S, together with bits of the oracle that it queries, is a program to produce a prefix of S. Thus, the query usage of the Turing machine cannot be too far below the Kolmogorov complexity of the prefix. This is formalized in the following lemma, which bounds compression ratio below by dimension. Proof. Let π M be a self-delimiting program for M , so that, for all x ∈ {0, 1} * , U (π M x) = M (x). Let R n ∈ {0, 1} # S R (M,n) be the oracle bits of R queried by M on input n, in the order in which they are queried. Recall the self-delimiting encoding function e. For each n ∈ N, let π n = π M ′ π M e(s n )e(R n ), where π M ′ is a self-delimiting program that simulates M , encoded by π M , on input n, encoded by e(s n ), with oracle R, encoded by e(R n ). Then U (π n ) = S ↾ n, so K(S ↾ n) ≤ |π n |. By Theorem 2.6,
and similarly, Dim(S) ≤ ρ +
M (S, R).
The next theorem is the main result of this paper. It shows that the compression lower bounds of Lemma 3.2 are achievable. Furthermore, the oracle sequence to which a sequence reduces can be made Martin-Löf random. The randomness of the oracle sequence is easily accomplished by invoking the construction of Gaćs in a black-box fashion; the majority of the work in the proof is establishing the bound on the compression. Theorem 3.3. There is an OTM M such that, for all S ∈ C, there is a sequence R ∈ RAND such that 1. S ≤ T R via M .
ρ − M (S, R) = dim(S).

ρ + M (S, R) = Dim(S).
Proof idea: If the dimension of S is small, then the optimal constructive martingale d performs well on S. Thus, if we have already computed a prefix S ↾ n of S, then on average, d increases its capital more on the next k bits of S than on other k-bit strings that could extend S ↾ n. This places the next k bits of S in a small (on average) subset of {0, 1} k , namely, those strings on which d increases its capital above a certain threshold, the threshold being slightly below the actual amount of capital made after the next k bits of S, d(S ↾ (n + k)). Since d is constructive, it is possible to enumerate strings from this set by evaluating the function d in parallel on all possible length-k extensions of S ↾ n, and outputting a string u ∈ {0, 1} k when d((S ↾ n)u, t) is greater than the threshold, for some value of t ∈ N. We will encode the next k bits of S as an index into this set, where the index will represent the order in which this parallel evaluation enumerates the string we want -the next k bits of S.
We will need two lemmas to make this work. Lemma 3.4 shows that the average number of bits needed to encode the index of a length-k extension of S ↾ n is close to the dimension of S times k. We will also need to encode the threshold itself into the oracle sequence, since the actual amount of capital that d will make is uncomputable. Lemma 3.5 shows that we can find a rational threshold that requires so few bits to represent that it will not affect the compression ratio, yet which is still a "close" approximation to d(S ↾ (n + k)).
Lemma 3.4. Let S ∈ C, and let the indices n 0 < n 1 < n 2 < . . . partition S into blocks Proof. We show the result for Dim(S). The proof for dim(S) is similar, replacing "for all but finitely many i" conditions with "for infinitely many i." Let t ′ > t > Dim(S). It suffices to show that, for all but finitely many i ∈ N, i j=0 log |A j | ≤ t ′ n i . Since t > Dim(S), for all but finitely many i ∈ N,
. be a sequence of real numbers such that, for all
Then, by inequality (3.1), and the fact that
) and the definition of l i , if
(log(j + 1) + log(j − 1) − 2 log j)
t < t ′ and lim i→∞ log(i + 1) − log i = 0, so, for all but finitely many i,
Lemma 3.5. Let r ∈ [1, ∞), c ∈ R + , and i ∈ Z + such that r ≤ c2 i 2 . Then there is a rational
Let d ∈ Z + be the integer such that if x ∈ {0, 1} k is the first k bits of ⌊r⌋, then x0 ⌈log r⌉−k is the binary representation of d, the integer that shares its first k bits with r, and is 0 elsewhere.
, so d is in the interval I. d can be fully described by the first k bits of r, along with the binary representation of the number ⌈log r⌉ − k of 0s that follow. Thus, describing d requires no more than k + log ⌈log r⌉ ≤ log i 2 + 1 + log log c + log(i 2 ) = O(log i) bits. Now suppose that 1 ≤ r < i 2 . We approximate r by the binary integer ⌊r⌋, plus a finite prefix of the bits to the right of r's decimal point in binary form. If x.S is the binary representation of r, where x ∈ {0, 1} * and S ∈ C, let d ∈ Z + be represented by x.y, where y ⊑ S.
Since r < i 2 , |x| ≤ log i 2 = O(log i). We need r − d ≤ The only way this does not work is if r is a dyadic rational x.z, where x, z ∈ {0, 1} * and |z| ≤ |y|, which would result in d = r, rather than d < r. In this case, let r ′ ∈ r 1 − 1 2i 2 , r be irrational. Choose d for r ′ by the method just described, such that r ′ > d ≥ r ′ 1 − Finally, we prove Theorem 3.3. The following definition will be useful:
Definition. Let S ∈ C. Denote by RS(S) ∈ RAND and RM ∈ OTM the random sequence and oracle Turing machine, respectively, given by the construction of Gaćs in his proof of Theorem 2.1, satisfying S ≤ T RS(S) via RM and ρ + RM (S, RS(S)) = 1. Proof of Theorem 3.3. If S ∈ RAND, then S ≤ T S via the trival "bit copier" machine M ′ , with lower and upper compression ratio dim(S) = Dim(S) = 1, so assume that S ∈ RAND.
A single OTM M ′′ suffices to carry out the reduction described below, no matter what sequence S ∈ RAND is being computed. If S ∈ RAND, then M ′ is used. These two separate reductions are easily combined into one by reducing each sequence S to a random sequence bR via M ∈ OTM, where R = S if S ∈ RAND, and R is given by the construction below if S ∈ RAND. The bit b ∈ {0, 1} indicates to M whether to use M ′ or M ′′ for the reduction. Hence a single, universal machine M implements the "optimal decompression."
For all i ∈ N, define k i = i + 1, and define
. Note that n i ≤ i 2 for all i ≥ 3. k i represents the length of the i th block into which we subdivide S. n i is the total length of the first i blocks. Define d i ∈ Q + to be a rational number satisfying
is asymptotically smaller than the length of the i th block.
. By Theorem 2.4, S ∈ RAND implies that for all but finitely many i, d(S ↾ n i ) ≥ 1. Thus, by Lemma 3.5 (take r = d(S ↾ n i ) and c = d(λ)), there is a d i ∈ Q + satisfying the above two conditions. Define the set A i ⊆ {0, 1} k i for all i ∈ N as in Lemma 3.4 by:
the set of all length-k i extensions of S ↾ n i−1 that add more capital to the optimal constructive martingale d than S[n i−1 . . n i − 1] does, to within multiplicative factor 1 −
For all i ∈ N, let p i ∈ N be the order in which d(S ↾ n i ) is shown to exceed d i by a parallel evaluation of d((S ↾ n i−1 )u, t) on all extensions u ∈ {0, 1} k i of S ↾ n i−1 , for t = 0, 1, 2, . . .. The description of the OTM M P S below details exactly how p i is computed. Since d i < d(S ↾ n i ), there exists some t ∈ N such that d(S ↾ n i , t) > d i , and so p i is well-defined.
Since S[n i−1 . . n i −1] ∈ A i , it follows that p i ≤ |A i |, and so |e(p i )| ≤ log |A i |+2 log log |A i |+3. Therefore, by Lemma 3.4, 
Let i(n) denote the block in which n resides -the unique i ∈ N such that n i−1 ≤ n < n i , where n −1 = 0. By the definition of lim inf, lim inf In other words, because the block size grows slower than the prefix length, the lim sup over all blocks is at least the lim sup over all bits (in fact, they are equal by the definition of lim sup).
Regardless of the block growth rate, this inequality holds trivially for lim inf. Define the oracle Turing machine M P S that produces n bits of S, with oracle P , as follows. First, M P S reads the first i(n) + 1 blocks of P : e(p 0 )π(d 0 ) . . . e(p i(n) )π(d i(n) ). M P S then calculates the first i(n) + 1 blocks of S iteratively. On block i, M P S first computes d i from π(d i ). Then, M P S evaluates d((S ↾ n i−1 )u, t) for each t = 0, 1, 2, . . ., and, for each fixed value of t, in lexicographic order for all u ∈ {0, 1} k i . Whenever, for some string u, d((S ↾ n i−1 )u, t) > d i for the first time -i.e. the smallest t -M P S increments a counter. When the counter reaches p i for some u ∈ {0, 1} k i , M P S outputs u. For all n ∈ N, M P S requires i(n) j=0 |e(p j )π(d j )| bits of P in order to compute n bits of S, and hence, by inequalties (3.2)-(3.7), Remark. Both the reduction of Gaćs and our reduction satisfy the properties of the more esoteric weak truth-table reduction (see [MM04] ), which is a Turing reduction in which the query usage of the reduction machine M on input n is bounded by a computable function of n. For example, 2n + O(1) suffices.
From Lemma 3.2 and Theorem 3.3, we obtain a new characterization of constructive dimension.
Corollary 3.6. For every sequence S ∈ C, dim(S) = ρ − (S), and Dim(S) = ρ + (S).
