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Vehicular ad hoc networks (VANETs) are getting growing interest as they are expected to play crucial role in making safer, smarter,
and more efficient transportation networks. Due to unique characteristics such as sparse topology and intermittent connectivity,
Delay Tolerant Network (DTN) routing in VANET becomes an inherent choice and is challenging. However, most of the existing
DTN protocols do not accurately discover potential neighbors and, hence, appropriate intermediate nodes for packet transmission.
Moreover, these protocols cause unnecessary overhead due to excessive beacon messages. To cope with these challenges, this
paper presents a novel framework and an Adaptive Geographical DTN Routing (AGDR) for vehicular DTNs. AGDR exploits
node position, current direction, speed, and the predicted direction to carefully select an appropriate intermediate node. Direction
indicator light is employed to accurately predict the vehicle future direction so that the forwarding node can relay packets to the
desired destination. Simulation experiments confirm the performance supremacy of AGDR compared to contemporary schemes
in terms of packet delivery ratio, overhead, and end-to-end delay. Simulation results demonstrate that AGDR improves the packet
delivery ratio (5–7%), reduces the overhead (1–5%), and decreases the delay (up to 0.02ms). Therefore, AGDR improves route
stability by reducing the frequency of route failures.
1. Introduction
Recent advancements in sensing, computing, wireless com-
munication, and networking technologies have led to the
emergence of internet of vehicles (IoV) paradigm [1] which
will not only complement existing applications but also
introduce plethora of novel applications and services (e.g.,
collision avoidance, safety, intelligent traffic monitoring and
prediction, multimedia streaming, infotainment, and e-
health [2]). IoV primarily relies on vehicular ad hoc networks
(VANETs) [3] for autonomous communication among vehi-
cles on the road and traffic management. A routing protocol
in VANET is important to find the data forwarding path and
also tomaintain connection especially in sparse environment
for the successful completion of data delivery [4, 5]. In
VANETs, the state-of-the-art protocols exploit geographic
positions of neighbor nodes instead of physical addresses
[6, 7] as most of the modern vehicles are equipped with
number of devices such as sensors, On Board Units (OBU),
Navigation System (NS), and Geographic Positioning System
(GPS) [8].
The prime concern of routing is to discover and maintain
a reliable communication path that requires maintaining
up-to-date information about neighboring nodes which can
be acquired through either continuous flooding of control
packets or transmission of beaconmessages. However, sparse
node density and frequent high-speed mobility result in
network partitioning and intermittent connectivity [9, 10]
which makes it difficult for the packets to be delivered from
source to the destination [11]. In such dynamic environments,
adaptive Delay Tolerant Network (DTN) routing protocols
are necessary which can discover an appropriate next-hop
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forwarder node (neighbor) on the path towards the desti-
nation. This selection should be made in such a way that
improves data delivery probability with reduced delay and
balances the network overhead [12].
To cope with the problems of network partitioning and
frequent disruption, a novel Adaptive Geographical DTN
Routing (AGDR) protocol is proposed. AGDR employs
mobility features such as GPS, NS, and Direction Indicator
Light (DIL) information. Specifically, AGDR exploits the
node position, speed, current direction, and predicted future
direction. To the best of our knowledge, AGDR is the first
adaptive DTN routing protocol that exploits DIL informa-
tion. The next-hop selection process is used to select the
intermediate node and forward the packet to the desired
destination. The performance of AGDR is validated through
simulation experiments. Simulation results demonstrate the
effectiveness and efficiency of AGDR compared to contem-
porary schemes. To develop an adaptive routing protocol for
Delay Tolerant Network in vehicular environment, we need
to propose a novel framework which is easy to demonstrate,
accessible, and detailed enough to understand. The basic
architecture describing the framework is composed of several
parts with distinct predefined functions. Each layer is capable
of receiving the input and sending the output to below or
upper layer. The advantages and viability of this approach
are effectively used in many existing systems in present
days such as TCP/IP family of protocols [13]. Moreover,
this simplification provides a better understanding. It is
easy for development. Each module of the framework is
different in terms of its functionality and semantics. To
define the specialized validation routines on each module
for analysis, specific properties of the framework based on
characteristics of its essential components are being defined.
The framework is sort of amodel that can be representedwith
several independent modules which communicate via simple
interfaces.
The remainder of this paper is organized as follows.
Background and related works are discussed in Section 2.
Section 3 elaborates adaptive framework for the vehicular
DTN (VDTN). The details of AGDR are presented in
Section 4. Section 5 includes the experiment setup, results,
and analysis. Conclusions are made in Section 6.
2. Background and Related Work
Routing in ad hoc networks has been extensively investi-
gated. However, conventional ad hoc routing protocols may
not be suitable for VANETs due to unique characteristics
such as high-speed frequent mobility and sparse topology
especially in urban environments which leads to intermittent
connectivity. Therefore, VANETs are likely to experience
less delivery probability, high error rates, and long delays
as end-to-end route may not exist at a certain time [14].
Some recent approaches such as [15] rely on mobile crowd
sensing for traffic prediction. However, our objective in
this work is different and only relies on in-vehicle sensors.
Most of the conventional VANET protocols assumed a fully
interconnected networkwith end-to-end pathwhichmay not
be practical in sparse topology environments.
Geographic routing protocols are considered to be
more appropriate for highly dynamic environments such
as VANET. These protocols are generally categorized into
DTN and non-DTN [16]. The latter is only suitable for
high density networks that can provide reliable network
connectivity as alternative paths are available. On the other
hand, VDTN protocols are specifically designed to cope with
network partitioning and disconnections mainly caused due
to frequent mobility and sparse topology [17]. Therefore,
packet delivery in VDTN is more crucial than delay as
these networks are characterized by inadequate transmission
opportunities and intermittent connectivity.The focus of this
work is on VDTN [18].
As the direct connection with a node in VDTN may not
be possible due to limited transmission range of road side
units (RSUs), therefore, vehicles may serve as an intermediate
node to relay packets [19]. However, in such a case, end-to-
end path may not exist for a certain time and intermediate
nodes may have to buffer data [20] until a forwarding
opportunity arises. However, these forwarding opportunities
are of very short duration with high link error rates. The
prime objective of VDTN protocols in such circumstances
is to maximize data delivery probability while minimizing
end-to-end delay [21]. Most of the existing researches have
adopted conventional routing protocols with the assumption
of a fully connected VANET that can provide end-to-end
path. However, such protocols may not be suitable for VDTN
especially for nonurban environments where connectivity is
intermittent, end-to-end route may not exist for a certain
time, or the network is partitioned [22]. Moreover, proactive
approaches such as [23] to predict prepartitioning may
not be practical in context of VANET due to continuous
frequent topology changes. On the other hand, uncontrolled
movement of vehicular nodes makes it difficult to restore on-
demand connectivity [24].Therefore, an adaptive framework
for VDTN routing is indispensable.
Most of the existing routing protocols are unable to
handle frequent network disconnection. However, few pro-
tocols such as Vehicle-Assisted Data Delivery (VADD) aimed
at improving routing in disconnected vehicular networks
in urban scenarios [25] where it uses carry-and-forward
approach until a relay is found.Therefore, it takes long time to
deliver packets in low density networks. GeoOpps is a DTN
routing algorithm that exploits the availability of information
from the NS in order to opportunistically route a data packet
to a certain geographical location [22]. Nonetheless, these
protocols are not suitable for partitioned networks in urban
scenario. GPSR is an opportunistic protocol that requires
only the location information. It is more suitable for high
density networks with minimal probability of encountering
perimeter mode and hence delays. It uses digital maps for
improved topology view of the network but still reverts
to perimeter mode if relays are not found. It increases
transmission failures in a disconnected network. Both VADD
and GeoOpps have provisions for disconnections but still
face challenges of inducing higher delays due to their carry-
and-forward strategy on a single lane freeway mode and lack
of utilization of vehicle connections on the opposite lanes.
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Moreover, none of these protocols employ the knowledge of
the DIL information [26] of each vehicle in the network.
To address the main challenge of higher packet deliveries
during disconnections, new proposals are required as most
existing protocols do not consider continuously changing
network topology and thus are not suitable for sparse
networks with intermittent connectivity. The performance
of DTN routing protocol depends on vehicle density and
mobility model of the network, therefore, the vehicular traffic
model is also important. Vehicle movement (e.g., location,
velocity, and acceleration) is represented through mobility
models as it affects network connectivity. These models
are frequently used for simulating new routing protocols.
An efficient routing technique in VANETs, specifically in
sparse environment, impacts enhancing communication per-
formance of data transmission to the target destination,
reduces the packet overhead, and maximizes data delivery
in a minimum time. The prime concern is to discover and
maintain a reliable communication path for the vehicular
network which requires maintaining up-to-date information
about neighbor nodes which can be acquired through either
continuous flooding of control packets or transmission of
beacon messages [27, 28]. Sparse node density and frequent
high-speed mobility result in network partitioning and inter-
mittent connectivitywhichmakes it difficult for the packets to
be delivered from source to the destination. In such dynamic
environments, an adaptive framework and VDTN routing
protocols are necessary which can discover an appropriate
next-hop forwarder node (neighbor) on the path towards the
destination.This selection should be made in such a way that
improves data delivery probability with reduced delay and
balances the network overhead.
3. Framework for the Adaptive VDTN
This section presents a novel framework for OBU in VDTN.
The framework consists of fourmainmodules, that is, sensing
unit, processing unit, node discovery unit, and dedicated
short-range communication (DSRC) standardized by IEEE
802.11p. Figure 1 depicts the proposed framework and details
of each unit are described in the following.
3.1. SensingUnit. Thesensing unit collects data fromdifferent
sensors such as accelerator, break, and GPS and forwards it
to the application layer for onward processing which further
passes it to network layer. On-board diagnostics standard
interface [29] can be used for collecting data from sensors and
passing it to OBU. For example, brake sensor immediately
detects and transmits the corresponding information to the
speed control and monitor unit in OBU.
3.2. Processing Unit. The processing unit receives data from
sensors and processes it for decision-making. For example,
data from GPS and digital map can be used to determine
vehicle direction. Similarly, direction of the vehicle can be
predicted based on the digital map and DIL information.
3.3. Node Discovery Unit. This unit is responsible for dis-
covering an appropriate neighbor based on node geographic
position, vector information, and predicted future direction.
It uses HELLO messages to discover neighboring nodes. The
next-hop selection algorithm is used to find an appropriate
neighbor for data forwarding.
3.4. DSRC/WAVE Control Unit. Federal communication
commission has exclusively allocated 75MHz bandwidth
from 5.9GHz spectrum for vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure communication.
4. Mathematical Analysis of Performance
Metric for VDTN
This section presents mathematical analysis for the calcula-
tion of performance metrics such as routing overhead, end-
to-end delay, and message propagation for VDTN.
4.1. Mathematical Analysis of Routing Overhead in VDTN. In
VDTN, routing overhead primarily depends on the number
of neighboring nodes and the number of hopswhere the latter
refers to the count of intermediate nodes on the path from
source to the destination [30]. This work uses probabilistic
method for calculating routing overhead. Let us assume that
𝑛 nodes are randomly distributed in an area of 𝑎 × 𝑏 square
meter. The transmission range of each node is assumed to be
𝑙; therefore, the network dimensions are 𝑎 and 𝑏where 𝑎, 𝑏 ≫
𝑙. 𝑆 and 𝐷 are source and destination nodes. The probability
𝑝 of a node 𝐴 to be within transmission range of 𝑆 can be
calculated by
𝑝 =
𝜋𝑙
2
𝑎𝑏
. (1)
The probability of having 𝑚 neighbors (from 𝑛 − 1) of 𝑆 can
be calculated through the following equation:
𝑃
𝑀
(𝑚) = (
𝑛 − 1
𝑚
)𝑝
𝑚
(1 − 𝑝)
𝑛−1−𝑚
, (2)
where 𝑚 is a binomial random variable and 𝐸[𝑚] represents
the average number of neighbors for any node in the network.
We can find the probability distribution function (PDF) by
interchanging the variable 𝑢 = 𝑙2 from the arbitrary variables
𝑧 and 𝑤. Since 𝑧 and 𝑤 are independent, the PDF of 𝑢 can be
calculated by
𝑓
𝑈
(𝑢) = 𝑓
𝑍
(𝑧) ∗ 𝑓
𝑊
(𝑤) . (3)
In (3), ∗ stands for the convolution and the PDF of 𝑟 can also
be determined.
From (3), we can calculate the expected number of hops,
that is, 𝐸[𝑙] and 𝐸[𝑘]:
𝐸 [𝑟] = ∫𝑥𝑓𝑟 (
𝑥) 𝑑𝑥, (4)
𝐸 [𝑘] = [
𝐸 [𝑟]
𝑙
] , (5)
where 𝑑 is the node transmission range. We are interested
to find the average number of overhead packets. Routing
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Figure 1: Framework for adaptive VDTN routing.
overhead refers to the number of control packets (route
request and reply) propagated throughout the network. To
void redundancy, request ID and sender address of route
request are considered. The route request packet will prop-
agate to the depth of 𝐸[𝑑]. Figure 2 depicts two nodes 𝐴 and
𝐵 with (𝑛 − 1)𝑝 neighbors on average.
We denote the transmission range of 𝐴 and 𝐵 as 𝑆𝐴 and
𝑆𝐵, respectively, and the shared area as 𝑆𝐴 ∩ 𝑆𝐵. If 𝑅 is the
distance between𝐴 and 𝐵, then the intersection can be found
by
INTC (𝐴, 𝐵) = 4∫
𝑑
𝑅/2
√𝑟
2
− 𝑥
2
𝑑𝑥. (6)
As the average route request passes through the depth 𝐸[𝑘]
while not reaching the destination. From (4), we can find the
neighbors for the 𝐸[𝑘]th level as follows:
𝐸
𝐸[𝑘]
= 4
× 3
𝐸[𝑘]−1
[
[
4
∑
𝑖=2
[
[
(𝑛 − 1 − 𝑖) −
𝐸[𝑘]−1
∑
𝑗=1
𝑁
𝑗
]
]
𝑝 ⋅ 𝐶
𝑖
]
]
.
(7)
The expected number of total route request broadcasts can be
calculated by
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Figure 2: A simple VANET with two nodes.
𝐸 [Broadcasts] =
𝐸[𝑘]
∑
𝑖=1
𝑁
𝑖
, (8)
where𝑁
𝑖
denotes the number of neighbors in level 𝑖 that are
connected to the next level. As mentioned earlier, routing
overhead is based on route request and route reply while (8)
only represents the former. Therefore, the average number of
route replies from destination to the source can be found as
follows:
𝐸 [reply] = (𝑛 − 4) 𝑝 + 2. (9)
In general, the route reply of a message can be written as
follows:
𝐸 [reply] =
{
{
{
{
{
{
{
𝐸 [𝑘] +
𝐸 [𝑘]
2
(𝑛 − 𝐸 [𝑘] − 2) 𝑝 𝐸 [𝑘] is even
𝐸 [𝑘] + INT(𝐸 [𝑘]
2
(𝑛 + 𝐸 [𝑘] + 2) 𝑝 + (𝑛 − 𝐸 [𝑙] − 2)) 0.41𝑝 𝐸 [𝑘] is odd.
(10)
From (9) and (10), we can calculate the routing overhead.
4.2. Mathematical Analysis of End-to-End Delay in VDTN.
Let us assume that the PDF of the catch-up time 𝑇
𝑐
, ∫ 𝑇
𝑐
(𝑡)
is given by the following equation:
𝑃 (𝑋 (𝑡) ≤ 𝑥 | 𝑇
𝑐
= 𝑡) fl 𝑃
𝑋(𝑡)
(𝑥) = 𝑃 (𝑋 (𝑡) ≤ 𝑥) . (11)
From (11), we find that the PDF of 𝑋(𝑡) is conditional to 𝑇
𝑐
,
∫𝑋(𝑡) | 𝑇
𝑐
(𝑥
𝑐
| 𝑡). After that, multiplying ∫𝑋(𝑡) | 𝑇
𝑐
(𝑥
𝑐
| 𝑡)
by the PDF of 𝑇
𝑐
, ∫𝑇
𝑐
, we find the combined PDF [31]. When
𝑡 = 0, two nodes should be within the transmission range
of each other. Hence, the marginal cumulative distribution
function (CDF) goes through the following distribution:
𝑃 [𝑋
𝑐
≤ 𝑥 | 𝑋
𝑐
≤ 𝑙] = min(1 − 𝑒
−𝜆𝑥
1 − 𝑒
−𝜆𝑙
, 1) . (12)
But, when 𝑡 > 0, the joint CDF can be written as follows:
𝐹
𝑋(𝑡),𝑇
𝑐
(𝑥, 𝑡) =
{
{
{
𝐹
𝑋(𝑡)
(𝑥 − 𝑙) if 𝑥 > 𝑙
0 if 𝑥 ≤ 𝑙.
(13)
To simplify calculations, we change this function 𝐹
𝑋(𝑡)
in the
𝑥 coordinates by the transmission range of 𝑙 for data trans-
mission from one node to another. The radio propagation
covering distance 𝑙 for 𝑋
𝑐
can be found through the CDF of
𝐹
𝑋(𝑡)
which can be calculated from the following equation:
𝐹
𝑋
𝑐
(𝑥) = ∫
𝑡max
𝑡=0
𝐹
𝑋(𝑡),𝑇
𝑐
(𝑥, 𝑡) 𝑓
𝑇
𝑐
(𝑡) 𝑑𝑡, (14)
where𝑇max is themaximumpossible duration for the distance
𝑥max (𝑡max = 𝑥max/Vmin).
The combinedCDF𝐹
𝑋(𝑡),𝑇
𝑐
(𝑥, 𝑡) can be alias to𝐹
𝑋
1
,𝑇
1
(𝑥, 𝑡)
and its PDF to 𝑓
𝑋
1
,𝑇
1
(𝑥, 𝑡) as they are based on the dependent
probability of distance and time. A normal dependent CDF
for the total 𝑛 + 1 node is
𝐹
𝑋
𝑛+1
,𝑇
𝑛+1
(𝑥, 𝑡) = (𝐹
𝑋
𝑛
,𝑇
𝑛
∗ 𝑓
𝑋
1
,𝑇
1
) (𝑥, 𝑡) . (15)
The data pocket that reached final destination 𝐹
𝑇
𝑑
(𝑡) can be
found by
𝐹
𝑇
𝑛
(𝑡) fl 𝐺
𝑡,𝑛
(𝑥max) . (16)
From (16), end-to-end delay can be determined as follows:
𝐹
𝑇
𝑑
(𝑡) =
∞
∑
𝑛=0
𝐹
𝑇
𝑑
(𝑡) . (17)
4.3. Mathematical Analysis of Message Propagation for VDTN.
In most cases, data packets have a limited lifetime and they
are discarded once their lifetime is expired. In this subsection,
we calculate the message propagation probability of VDTN.
The total number of nodes joining the network of a road
section ℎ
𝑗𝑘
is considered as a static variable and related
stochastic process is modeled as a Poisson distribution [32].
The probability density function of the network at road ℎ
𝑗𝑘
is
thus given by the following:
𝑃
ℎ
𝑗𝑘
𝑧 (𝑡) =
(𝜆
𝑗𝑘
𝑡)
𝑧
𝑧!
𝑐
−(𝜆
𝑗𝑘
𝑡)
,
(18)
where 𝜆
𝑗𝑘
represents the mean arrival rate at road ℎ
𝑗𝑘
and 𝑧
represents the number of arrivals in time interval 0 to 𝑡. For
calculation simplicity, we considered a part of the roadway
network in our analysis as shown in Figure 3.
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Figure 3: An intersection in a road network.
Figure 3 shows roads ℎ
𝑖𝑗
and ℎ
𝑗𝑘
with corresponding
intersections 𝐼
𝑖
with 𝐼
𝑗
and 𝐼
𝑗
with 𝐼
𝑘
. The roads ℎ
𝑖𝑗
and
ℎ
𝑗𝑘
form an angle which is denoted by 𝜃. 𝑅 and 𝑀 are the
points at roads ℎ
𝑖𝑗
and ℎ
𝑗𝑘
, respectively, which are at distance
𝑙 from intersection 𝐼
𝑗
. At time 𝑡 = 0, a vehicle veh
1
travelling
with speed 𝑉
1
is at distance less than 𝑙 heading towards
intersection 𝐼
𝑗
. In this case, we concentrate on two basic
scenarios to propagate information. First is the probability
𝑝
1ℎ
𝑖𝑗
ℎ
𝑗𝑘
to transmit the information directly from vehicles
on ℎ
𝑖𝑗
to vehicles on ℎ
𝑗𝑘
. Second is the probability 𝑝
2ℎ
𝑖𝑗
ℎ
𝑗𝑘
,
where an informed vehicle veh
1
from ℎ
𝑖𝑗
turns into ℎ
𝑗𝑘
. The
probability 𝑝
ℎ
𝑖𝑗
ℎ
𝑗𝑘
depends on the portion of the traffic arrival
rate from road ℎ
𝑖𝑗
, compared to the total arrival rate towards
intersection 𝐼
𝑗
from different roads.
The following equation gives a lower bound of the
probability to propagate the information combining the two
aforementioned scenarios:
𝑝
1
ℎ
𝑖𝑗
ℎ
𝑗𝑘
= 𝑝
ℎ
𝑖𝑗
ℎ
𝑗𝑘
𝑡𝑙
+ (1 − 𝑝
ℎ
𝑖𝑗
ℎ
𝑗𝑘
𝑡𝑙
) ∗ 𝑝
ℎ
𝑖𝑗
ℎ
𝑗𝑘
𝑑𝑙
. (19)
Here, we need to calculate the probabilities 𝑝ℎ𝑖𝑗ℎ𝑗𝑘
𝑡𝑙
and 𝑝ℎ𝑖𝑗ℎ𝑗𝑘
𝑑𝑙
.
Probability of Information Propagation among Nodes on Inter-
sections (𝑝ℎ𝑖𝑗ℎ𝑗𝑘
𝑡𝑙
). From Figure 3, we analyze two different
cases. In the first case, veh
1
have received a packet of
information before passing point 𝑅. In the second case, veh
1
received a message from subsequent node after passing 𝑅
and before approaching intersection 𝐼
𝑗
. We calculate the
probability of message transmission from a node on ℎ
𝑖𝑗
to a
vehicle on ℎ
𝑗𝑘
in the time period [0, 𝑦], where𝑦 ≤ 𝑙/𝑉max(ℎ𝑖𝑗).
Although the higher value of 𝑦will increase the transmission
probability, however, it may also increase the transmission
time of packet [33]. We denote the probability of message
transmission and reception as 𝑝
𝑡
and 𝑝
𝑟
, which can be
calculated as follows:
𝑝
𝑡
= ∫
𝑦
0
𝐹
𝑋(𝑡)
(𝑑 (𝑡)) 𝑑𝑡. (20)
To simplify calculations, we assume that, during period [0, 𝑦],
there is at least one informed vehicle between 𝑅 and 𝐼
𝑗
to
propagate the information to any node entering ℎ
𝑗𝑘
. The
probability of entering is given by the same formula as
mentioned in case 1:
𝑝
𝑟
= 1 − 𝑃
ℎ
𝑗𝑘
0
(𝑦) . (21)
From this, we can derive that if during period [0, 𝑦]𝑄(𝑡, 𝑠) is
greater than𝑋(𝑡), the probability of receiving is as follows:
𝑝
𝑡
= ∫
𝑦
0
𝐹
𝑄(𝑡,𝑠)−𝑋(𝑡)
(0) 𝑑𝑡. (22)
To determine the overall probability 𝑝ℎ𝑖𝑗ℎ𝑗𝑘
𝑡𝑟
of finding trans-
mission efficiency from ℎ
𝑖𝑗
to ℎ
𝑗𝑘
, we have to find and add
both the transmission and reception probabilities.
First, we find probability for each case separately. Consid-
ering that the time gap and velocity difference between two
nodes veh
1
and veh
2
are 𝜏 and 𝑉, respectively, the distance is
𝜏𝑉. From (13), we can find the probability for case 1 as follows:
𝑃
1
= 𝑃
𝜏
(𝜏 >
𝑙
𝑉
) = 𝑒
−𝜆(𝑙/𝑉)
. (23)
Since case 2 is the complement of case 1,
𝑃
2
= 1 − 𝑃
1
. (24)
Therefore, the overall probability of transmitting a packet
from road ℎ
𝑖𝑗
to road ℎ
𝑗𝑘
during a time period 𝑦 is
𝑝
ℎ
𝑖𝑗
ℎ
𝑗𝑘
𝑡𝑟
= 𝑃
1
∗ (𝑝
1
𝑡
+ (1 − 𝑝
1
𝑡
) ∗ 𝑝
1
𝑟
) + 𝑃
2
∗ (𝑝
2
𝑟
+ (1 − 𝑝
2
𝑟
) ∗ 𝑝
2
𝑡
) .
(25)
5. Adaptive Geographical DTN Routing
The proposed AGDR protocol imitates a delay tolerant
behaviour by using carry-and-forward strategy. It requires
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Table 1: HELLO message format for AGDR.
Field Value
Node IP Node IP address
Node Dir Node current direction
Node DIL info Predicted direction information from DIL
Node Pos Node current position
Node Vel Node moving velocity
Node info Information about the neighbors’ nodes
Table 2: DIL information.
Code Indication Generated signal
00 No signal/highway 0 (stay in highway)
01 Right turn 1 (enter or exit highway)
10 Left turn
11 Not use −1 opposite direction
each node to discover, maintain, and update information
with the neighbors. Among the neighbors, an appropriate
next-hop forwarder node is picked for message passing. The
detailed algorithm is described in the following.
5.1. Discovering and Maintaining Neighbor Information. As
stated earlier, direct connection of nodes with RSUs may not
be available and a node may have to seek help of neighbors
and intermediate nodes to pass message from source to the
destination. Moreover, neighbors of a node keep on changing
due to various reasons such as speed variation and vehicles
may join and leave the network anytime in VANET. There-
fore, AGDR employs periodic HELLO messages to discover,
maintain, and update neighbors [34].Thesemessages contain
position, direction, speed, and DIL information. The nodes
can accurately determine their direction based on GPS or
NS. Two nodes can determine whether they are neighbors
or not based on their position and transmission range. If the
distance between two nodes is less than their transmission
range, they are considered neighbors. Each node maintains
a list of neighbors which is periodically updated. Before
leaving the highway, a vehicle will inform its neighbors to
avoid loosing information. Similarly, a new entering node
will discover its neighbors through HELLO messages and
vice versa. Table 1 shows the contents and format of HELLO
message.
5.2. Forwarded Selection. Based on the neighbor information,
nodes can determine an appropriate forwarder for message
passing. However, it is quite challenging because neighbors
of a node change frequently. Figure 4 depicts a forwarder
selection procedure of AGDR. It prefers to pick a forwarder
node moving in the same direction of the destination. AGDR
strives to avoid picking a forwarder node that may soon
leave the network which is difficult to predict. It employs
DIL to determine if the node is going to stay or leave the
network. Table 2 shows the possible values ofDIL.Aneighbor
with DIL value of “0” should be preferred to be forwarder
as it will continue its journey on highway and will not take
Discover
neighbor
The same
direction?
Select the highest
speed
Found node?
True (1)
False (0)
No
No
No
Yes
Yes
Yes
No
Yes
Is Ni(Gi) > 1?
Look for Ni that have
DIL = 0
Find Ni
of Ni of the same
direction?
Figure 4: Flowchart of the next-hop selection process.
next exit. However, in case such neighbor is not available,
a neighbor with DIL value “1” can be picked temporarily. It
might be possible that there is no vehicle moving towards the
destination. In this case, a vehicle in the opposite can also be
considered as temporary relay indicated by “−1.” In case none
of the neighbors exist for a node in a particular time, the node
will keeps on searching for an appropriate forwarder. Such a
case is referred to as relay disconnection which means lack of
vehicles in the direction of the destination. Recovering from
a relay disconnection using vehicle’s current position and the
destination is not sufficient [35].
5.3. Message Forwarding. First of all, source 𝑆 checks if the
destination 𝐷 is among the neighbors and it will forward
the message to it. The receiving node will acknowledge
the message receipt. If 𝐷 is not among the neighbors, 𝑆
forwards the message to a forwarder node and the latter
will acknowledge it. Every sending node sets a Confirmation
Time Duration (CTD) threshold with the message which is
continuously decremented. If the message confirmation is
received before the CTD expires, message transmission is
successful. Otherwise, themessage is dropped and the sender
looks for an alternative node to resend the packet. Before an
intermediate vehicle leaves the highway, it will forward the
message to any of its neighbors. In case a node does not find
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Source
Add target information to data
packet
Is a new neighbor
found? Yes
Yes
Yes
Yes
No
No
No
No
Is D neighbor of S?
Discover neighbor by node
GPS and NS data
Listen for new
neighbor
Buffer the packet
Set current direction of source
node from DIL information
Next-hop selection process
Is a node for next hop
is found?
Forward the packet
Set CTD
Is CTD
expired?
Packet delivered
Figure 5: Flowchart of AGDR protocol.
an appropriate forwarder, it will hold the packet temporarily
in its own buffer and keeps on looking for the relay node
which is referred to as store-carry-forward approach.
Figure 5 summarizes the procedure of delivering a mes-
sage from source 𝑆 to the destination 𝐷. If 𝐷 is the neighbor
of 𝑆, the latter will forward the message to the former.
Otherwise, 𝑆 will look for an appropriate forwarder using
the procedure described earlier and relay the packet to it.
The node will temporarily hold the packet in its buffer and
continue searching for an appropriate forwarder if it does
not exist already which is referred to as store-carry-forward
approach.
6. Results and Analysis
The performance of AGDR is validated through simulation.
This section elucidates the simulation setup, performance
metrics, and results.
6.1. Simulation Setup and Performance Metrics. To conduct
experiments, we employed network simulator (NS-2) and
VanetMobiSim is used to generate realistic vehicular envi-
ronment traffic. The experiments involve varying number of
nodes (10–150) and packet sizes (500–4000) bytes. We con-
sider an omnidirectional antennawith free space propagation
model and a Constant Bit Rate (CBR) traffic generator is used
for analyses. Table 3 summarizes the simulation parameters.
The performance of AGDR is assessed using the following
metrics:
(i) Packet delivery ratio is the ratio of the data packets
delivered to the destination [36].
(ii) Control packet overhead computes the accumulated
number of control packets transmitted over the net-
work.
(iii) End-to-end delay is the average time delay in deliver-
ing packets from source to the destination [37].
The following parameters were used to vary the VANET
configuration in the experiments:
(i) The number of nodes in the network affects the node
density and network connectivity.
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Table 3: Simulation setup.
Parameters Network size Data packet size
Number of nodes 10, 20, 50, 100, 150 10, 50, 150
Max. vehicle speed (m/s) 25 25
Simulation time (s) 250 250
Network space (sqm) 4000 × 3000 4000 × 3000
Transmission range (m) 250 250
Radio propagation model Free space propagation Free space propagation
Data packet size (bytes) 500 500, 1000, 2000, 3000, 4000
Antenna model Omnidirectional Omnidirectional
Traffic pattern CBR CBR
Vehicle beacon interval (s) 5.0 5.0
(ii) The data packet size influences the delay and over-
head.
(iii) The HELLO interval affects the efficiency of the
routing protocol.
We compare the performance of AGDR with the state-of-the
art VDTN routing protocols, that is, GPSR andGeoOpps, and
results are presented in the following.
6.2. Discussion of Results. First, we present and discuss the
results of varying network size that corresponds to the
number of vehicles. In Figures 6(a) and 6(b), the graph
shows a significant improvement of AGDR’s packet overhead
and packet delivery ratio compared to GPSR and GeoOpps.
It is due to the intelligent next-hop selection process that
considers DIL information and selects relay vehicles even on
opposite lanes if a suitable relay is not found in the same lane.
Figure 6(c) demonstrates the performance of end-to-end
delay for increasing number of vehicles. The figure indicates
that the performance of AGDR is better than GPSR and
GeoOpps in case of sparse topology (i.e., low node density).
However, for vehicles in the range of 60 to 100, end-to-end
delay converges for the protocols. This convergence is due to
the reduction of route failures caused in the perimeter mode
of GPSR for increasing number of vehicles. In other words,
it shows that, for vehicular networks with fewer vehicles
and possible network partitions, AGDR is a more suitable
communication option.
Figure 7(a) depicts the efficiency of data packet delivery
ratio as a function of packet size. The figure shows a trivial
decline in the efficiency of data packet delivery ratio, which
then becomes stable with the increase in data packet size
for the same number of packets. The reason for this is
that the packet size has more impact on the bandwidth
consumption, which is considered to be limited in VANET
that causes an issue for contention to the wireless channels.
However, the figure shows a noticeable improvement in
AGDR performance in terms of the efficiency of the data
packet delivery ratio over GPSR and GeoOpps, due to the
exploitation of the aspects of DIL information in next-hop
selection process to select the appropriate next-hop node to
forward the packet to its destination.
Figure 7(b) illustrates the impact of varying the data
packet size on the number of packets sent through the
network (overhead). It reveals that the overhead is settled by
increasing the data packet size, because the data packet size
has more impact on bandwidth consumption, which causes
an issue of contention when using the wireless channels.
Additionally, the figure shows a significantly better perfor-
mance for AGDR over the GPSR and GeoOpps. This derives
from the fact that it utilized the aspect of DIL information
in the next-hop selection process, in order to select the next-
hop node effectively, involving moving towards the desired
destination leading to a reduction in failed attempts to deliver
the packet to its destination, which has an impact on reducing
the overheads.
Figure 7(c) demonstrates the end-to-end time delay ver-
sus increasing the data packet size; the GPSR displays a
minor increase in end-to-end time delay compared with the
AGDR and GeoOpps shows less time when increasing the
data packet size. This occurs because of the traffic generated
in GPSR, which leads to the retransmitting of some packets
causing an increase in delay, while in AGDR the decision
about forwarding the packet to the next-hop node was more
accurate, taking the other factors into account like the DIL
information.
6.3. Effect of the HELLO Interval. The adaptive HELLO
beacon message acts as the heartbeat of the system and
therefore must be used carefully. Every node in the network
transmits a HELLO beacon message adaptively based on the
parameter value. Intended receivers of this HELLO message
are the immediate one hop neighbors of the transmitting
node. The packet itself is a very short derivative of the
complete header, containing only the information about
the transmitting node. On receiving the HELLO packet,
the neighboring nodes simply update their neighbor list
and then discard the message. The HELLO packet plays an
important role in the performance of the routing protocol.
The HELLO packet provides the receiving node with the
most recent correct geographic location, vector information
of the vehicle, and the predicted future direction from DIL.
All forwarding decisions are then based on this collected
information. All forwarding decisions are then based on
this collected information, that is, the adaptive HELLO
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Figure 6: (a) The packet delivery as a function of node density. (b) Impact of node density on overhead. (c) End-to-end delay as a function
of number of nodes.
beacon message accuracy of the location information for the
corresponding node.
6.3.1. HELLO Beacon Message Period Intervals to Efficiency.
Figure 8(a) represents the efficiency of message delivery
ratio with respect to HELLO beacon message broadcasting
interval. The diagram represents an initial linear decrease
for the AGDR; then, AGDR starts to settle in the passes of
time of broadcasting. The diagram depicts a considerable
improvement of the data delivery ratio of AGDR over GPSR
and GeoOpps. A significant decrease in the beginning of
the chart is considered to be a consistency in all charts of
varying the HELLO beacon messages intervals. The interval
of broadcasting HELLO beacon message is considered to be
less in the beginning area. The vehicular nodes collect the
latest information about surrounding nodes and hence show
a significant change.
6.3.2. HELLO Beacon Message Period Intervals to Overhead.
Figure 8(b) represents the effect of HELLO beacon message
interval on the data packet overhead. The diagram illustrates
that the overhead is noticeably decreased with the increasing
time interval as it needs fewer control packets to maintain
network. AGDR produces less packet overhead than GPSR
because it uses DIL information for next-hop selection
process to find the best intermediate node.
6.3.3. HELLOBeaconMessage Period to the End-to-EndDelay.
Figure 8(c) illustrates the end-to-end time delay verses the
HELLObeacon broadcasting time interval.TheAGDR shows
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less delay than GPSR and GeoOpps when increasing the
period between the sending of the HELLO beacon message.
7. Conclusion
This paper proposed a new framework for adaptive VDTN
routing protocol for partitionedVANETs.The framework sat-
isfies the connectivity requirement of vehicles while enhanc-
ing the path stability. The approach for solving partitioned
network shows that a next-hop selection process can accu-
rately select the next hop based on information such as
vehicle position, current direction, DIL information, and
speed.Theperformance of theAGDRmay vary on road traffic
situation. The newly developed adaptive VDTN routing
protocol AGDR outperforms GeoOpps and GPSR in packet
delivery ratio, overhead, and end-to-end delay as it improves
the packet forwarding by using the DIL information. The
protocol satisfies the connectivity requirement of vehicles
while enhancing the path stability. The approach for solving
partitioned network shows that a next-hop selection process
can accurately select the next hop based on information such
as vehicle position, vector, and DIL information. The AGDR
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routing protocol could be further extended by including
provisions for multiple applications having different com-
munication requirements as well as operating environments.
From the infotainment point of view, AGDR routing protocol
can be extended to support multicast traffic as it is the
default paradigm for Internet-to-vehicle communications.
Moreover, a security platform is required to ensure that
there is no exploitation of the DIL information to intrude or
influence other vehicles’ movements. Finally, it is concluded
that AGDR is an efficient routing for sparse and partitioned
VANET based on DIL information that can maintain route
stability by minimizing the route failures.
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