INTRODUCTION
Let r be the family of functions f holomorphic in the disk D = {Izl < I} having the Gelfer property that (1.1 ) f(z) + f(w) =I-0 for all z, wED. In particular, f never vanishes in D. We call a member of G = {g / g (O) ; g E r} a Gelfer function in honor of S. A. Gelfer [10] . We shall use the following notation in [8] for f holomorphic in D: Mp We shall investigate the BMOA property and univalency in conjunction with the Gelfer property. A typical result, among others, is the following. Although this theorem is a weak form of J. A. Cima and K. E. Petersen's [5, Theorem 2.1], it reveals the mechanism by which the following is derived:
Corollary A (see [3, Theorem] ). Suppose that a holomorphic lunction I in D satisfies ( 1.2) r 271 
IRe!(re il )ldt=O(I) asr-+1.
Then IE BMOA.
Note that [5] is not referred to in [3] and the proof is different from the present one. Less obvious is the following Corollary B (see [4, p. 357] It should be emphasized that even under the strong condition of univalency of I holomorphic in D, the boundary behavior of log! may be very pathological; see [17; 22, Theorem 2] . The statement logl E BMOA for each univalent I in D is therefore false.
In §2, emphasis is placed on the similarity of the family I1 of holomorphic functions I with real part Re I > 0 in D and the subfamily P = {I E I1; 1(0) = I} to rand G, respectively. Clearly, I1 c rand PeG. We shall prove, for example, r c H P , the Hardy class, for all p, 0 < p < 1. A role in the derivation of Corollary B will be played by the fact that logl E BMOA if I E r. Proofs of Theorem 1 and Corollary A will be given in §3. As is known, P is important in Univalent Function Theory. We can generalize some families of functions by replacing P by G. Therefore, for instance, a normalized I is called Gelfer-convex if z I' (z) / I (z) + 1 E G. Theorem 4 in §4 is a corresponding generalization of Corollary B. In §5 we shall give a short theory of univalent functions in terms of Gelfer functions. One of our tools is an improvement of Gelfer's theorem, in a sharp form, on the positiveness of the real part of Gelfer functions. Some problems are summarized in §6.
GELFER FUNCTIONS
We summarize here some known properties of lEG, most of which are due to Gelfer [10] . We suppose that lEG and zED in the following properties (G 1 )-(G8). 
The function A.( z)
If(z)1 ::; A(lzi).
I argf(z)1 ::; logA(lzi) (argf(O) = 0).
If(z) -11::; A(lzi) -1.
1/ (0)1 ::; i (0) = 2.
In particular, (G7) is observed in [10, (13) 
O<p<1.
We note that f(e it ) = limr-+I_o f(re it ) in (2.1) is the radial limit of f finite at almost every point e it and r(.) in (2.2) In view of the right-hand side a problem arises: logf E BMOA if fEr? We can restrict the problem, without loss of generality, to f E G, and the answer is in the affirmative. we have no answer for the sharpness of (2.5).
For the proof of Theorem 3 we recall the identity
due to N. Danikas [7] and the one
where [6] also) which we express in our norm: 
where z = x + iy and (IFI 2 )p(') is the value at , of the Poisson integral of 2 , or the value at , of the least harmonic majorant of the subharmonic function 1F12 in D. Applying (2.9) to Ff, and , = 0, and then making a change of variable in the right-hand side, we have (2.10)
by the subharmonicity of Ig12. Applying (2.10) to F = g and e = rp(W) , we then have
Proof of Theorem 3. As we have observed, subordination decreases the B M 0 A norm. We may therefore suppose, in view of (G2) that f is univalent. Then / is univalent and zero-free in D with /(0) = 1. Thus (2.4) is a consequence of (ii) applied to / . To consider log( 1 + f) again for univalent f E G we note that
and further, by (G3),
which, combined with (i) for g and h, yields (2.5). Q.E.D.
We emphasize that each f E P is subordinate to A., so that the estimate (2.4) for f E P is a direct consequence of Lemma 2.1.
Remark 2.1. We shall prove that if f is holomorphic and zero-free in D and if logf E BMOA, then we have a constant k > 0 and functions g, h E P such that
In particular, if f E G, then we have (2.11) with f(O) = 1 by Theorem 3. For the proof of (2.11) we first observe that
where gl and hi are holomorphic with bounded Re gl and Re hi in D, and
We thus have (2.11). See problems (8) and (9) 
, We call fEN close-to-convex of order
in [4] ) in notation, if there exist a real constant c and g E C depending on f such that
ZED.
Note that K = K(I).
To extend the above notion, we define Go; to be the family of go. with g E G, where 0: is a real constant and gO;(O) = 1. Obviously, GO = {I}.
( 
f(z) = zg'(z) and z/(z)lf(z) = h(z)"'.
We thus have / Ig' = hQ or f E KG(a, a) .
Most interesting for our purpose in the present section would be that (4.2) If the equality in (4.1) holds at a point zED, then e ic / I g' is a constant. Since f and g are normalized, it follows that f = g. Thus, in particular,
. Proof of( 4.2). We may suppose therefore that P > 0 and the inequality in (4.1) is strict everywhere. Then, for f E K(P) we have c, g E C and hE II such
Now, g E C G (l), and for rp = hlh(O) E G, we have
In view of (4.2) we observe that Corollary B is contained in the following theorem which is a consequence of Theorems 1 and 3. Proof. We first consider g E CG(a) . Then, there exists rp E G such that
Since M 2 (r, rpQ)IM2(r, rp)
It follows from Theorem 1 that logg' E BMOA. Next, for f E KG(a, P) we choose g E CG(a) and hE G such that! = g' h P . Then, log/ = logg' + P logh, together with Theorem 3, shows that log! E BMOA, and this completes the proof of the theorem. Q.E.D.
Remark 4.1. Suppose that fEN satisfies ! = g'rpP for g E C and rp E G in D. As is seen, this is the case for f E K(P) in particular. Since g' is subordinate to x(z)lz by [9, Problem 13, p. 213; 13, II, p. 187], together with the Alexander theorem, it follows that Illogg'll. ~ Illog(X(z)lz)ll. = V2n.
In view of (2.4) for rp, it is now easy to have II log/II. = IIlogg' +Plogrpll. ~ (2+p)nlV2·
The equality holds for I(z) = {(1-Z)-P-l_l}/(P+ 1), where g(z) = z/(I-z)
and qJ (z) = 1/( 1 -z) 
If lET, then (4.3) shows that (4.4) with g = A and a = 1 holds.
ProololTheorem4a. Since qJ=(i-l)/{2g'(0)}ES and 'II=2g'(0)/gEr, it follows from (i), log'll E BMOA, and logh E
In particular, if lEN, and (1 -z2)/(z)/ z E G, then 
For example, (4.5) is true for l E T by (4.3). It follows from I(z)/z =h(z)/(I-z 2 ), hEG,that
log(f(z)/z) = logh(z) -log(1 -i).
(1). For we set qJ(z) = bz/(z)/I(z). Then qJ E rand qJ(O) = b, so that z/(z)/I(z) = qJ/qJ(O) E G, whence IE S;(I).

PROPERTIES OF S;, C G , AND KG
For a complex number b, Ibl = 1, we set
the half-plane with the boundary {z; Re(bz) = O}. Set Ll( w , r) = {z; I z -wi/II -w z I < r} for WED and 0 < r < 1. This is a non-Euclidean disk with non-Euclidean center w and non-E~clidean radius tanh -I r, on the one hand, and a (Euclidean) disk with center w (l -r2)/(1 -IW1 2 r2 ) and radius r(l -lwI 2 )/ (1 _lwI 2 r 2 ) , on the other hand. We begin with Theorem 5. For each f E G and for each wED. Remark 5.1. Gelfer obtained his constant r G by making use of the estimate (G5'). It is now easy to obtain I arg f(z)1 ~ alog,l,(lzl), zED, for f E GCi .
We call fEN starlike, convex, and close-to-convex in {Izl < r} (0 < 
on the other hand, shows the sharpness of I/V2 for convexity. 
ZED.
This is a generalization of (G7). The equality is attained by f = A" at each 
On the other hand, (5.3) yields that
We thus obtain Re{z/'(z)//(zH+l
An important example of f E S is fEN such that / E II; in particular, Setting a = 1 and replacing G" by P, we have the MacGregor theorems.
In each case in (I) r" is the best possible. Let 1; E N satisfy h = 1/ Jc" in D,
For the proof of the first part of (I) we have from (G6) that
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J(z) = zg(z) h(z) I .
The problem is on the converse. The referee's criticisms improved the present paper very much. I wish to express my sincere thanks to her/him for her/his tasks.
