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The method of lines (MOL) is generally recognized as a comprehensive and powerful approach to the
numerical solution of time-dependent partial differential equations (PDEs). This method proceeds in two
separate steps:
• Spatial derivatives are ﬁrst replaced with ﬁnite difference, ﬁnite volume, ﬁnite element or other alge-
braic approximations.
• The resulting system of, usually stiff, semi-discrete (discrete in space—continuous in time) ordinary
differential equations (ODEs) is integrated in time.
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The success of this method is explained by the availability of high-quality numerical algorithms for the
solution of stiff systems of ODEs.
In addition to this classical approach, in which the time-step size can be automatically adjusted by
the ODE solver, moving grid or mesh reﬁnement techniques are now available to handle the challenging
problems characterized by sharp spatial transitions, such as steep moving fronts.
In this special issue, both aspects, time integration and spatial adaptation, are addressed. Moreover, the
interplay between the numerical solution of time-dependent PDEs and the intended use of the numerical
solution, e.g., simulation studies and system analysis, identiﬁcation of physical model parameters and
optimal control, are also highlighted.
The ﬁrst paper, A MATLAB Implementation of Upwind Finite Differences and Adaptive Grids in the
Method of Lines, reports on the development of a MATLAB library for the solution of PDE systems
following the method of lines. Attention is focused on upwind ﬁnite difference schemes and grid adap-
tivity, i.e., grid movement or grid reﬁnement. Several algorithms are presented and their performance
is demonstrated with illustrative examples including a ﬁxed-bed reactor with periodic ﬂow reversal, a
model of ﬂame propagation, and the Korteweg–de Vries equation.
The MOL, in its original form, involves making a simple algebraic approximation to the space deriva-
tives, and then using a “black box” ODE time integrator. However, moving mesh algorithms in space
have been developed, which allow challenging problems to be solved efﬁciently and reliably. Regridding
of the space variables poses special problems for the time integrator since sufﬁcient back information
to allow multistep formulae to run at high order is not available immediately after the regridding has
been performed. The second paper, Efﬁcient Time Integrators in the Numerical Method of Lines, surveys
some of the options available for the time integration when using a moving grid method of lines code. In
particular, “Runge–Kutta starters” are derived for use after grid adaptation, which allow a considerable
saving in computational effort.
The third paper,Nonlinear Krylov andMoving Nodes in theMethod of Lines, reports on some successes
and problem areas in the method of lines, in connection with moving node ﬁnite element methods. First, a
“nonlinear Krylov accelerator” for the modiﬁed Newton’s method used in a stiff ODE solver is presented.
Since 1990, this nonlinear Krylov accelerator has proved to be robust, simple, inexpensive, and automatic
on moving node computations. Second, the need for reliable automatic choice of spatially variable time
steps is highlighted. Third, recent developments of robust and efﬁcient iterative solvers for the difﬁcult
linearized equations (Jx = b) of the stiff ODE solver are discussed.
The dynamic mathematical model of a tubular reactor for the production of low density polyethylene
(LDPE) is introduced in the fourth paper, Dynamic Simulation of a Tubular Reactor for the Production
of Low Density Polyethylene using Adaptive Method of Lines. The plant consists of the tubular reactor,
compressors, heat exchangers and material recycles. The overall model formulation comprises ordinary
differential, partial differential and algebraic equations. This model formulation is transformed into a
DAE system using an adaptive MOL approach, where the grid points may change their position but their
number remains constant. With this technique a solution on a standard PC is feasible.
Mathematical modeling with a special modular catalytic reactor kit leads to a system of partial differ-
ential equations in two space dimensions. As usual, this model contains uncertain physical parameters,
which have to be adapted to ﬁt experimental data. The solution of this nonlinear least-squares problem us-
ing a damped Gauss–Newton method is the subject of the ﬁfth paper, Parameter Estimation and Accuracy
Matching Strategies for 2-D Reactor Models. A method of lines approach is used to solve the associ-
ated model equations. By an a-priori spatial discretization, a large DAE system is derived and integrated
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with an adaptive, linearly implicit extrapolation method. For sensitivity evaluation, an internal numerical
differentiation technique is applied, which reuses linear algebra information from the model integration.
In order not to interfere with the control of the Gauss–Newton iteration, these computations are usually
done very accurately and, therefore, with substantial cost. To overcome this difﬁculty, several accuracy
adaptation strategies, e.g., a master–slave mode, are discussed. Finally, some numerical experiments are
presented.
The sixth paper, Adaptive Computation for Boundary Control of Radiative Heat Transfer in Glass, is
concerned with optimal boundary control of the cool down process of glass, an important step in glass
manufacturing. Since the computation of the complete radiative heat transfer equations is too complex
for optimization purposes, simpliﬁed approximations based on spherical harmonics are used, including a
practically relevant frequency bands model. The optimal control problem is considered as a constrained
optimization problem.A ﬁrst-order optimality system is derived and decoupled with the help of a gradient
method based on the solution to the adjoint equations.The resulting partial differential-algebraic equations
of mixed parabolic–elliptic type are numerically solved by a self-adaptive method of lines approach of
the Rothe type. Adaptive ﬁnite elements in space and one-step methods of the Rosenbrock type with
variable step sizes in time are applied. Numerical results for a two-dimensional glass cooling problem
are presented.
The seventh paper,Method of Lines Solutions of the Extended Boussinesq Equations, presents a numer-
ical solution procedure based on the MOL for solving Nwogu’s one-dimensional extended Boussinesq
equations. The numerical scheme is accurate up to ﬁfth order in time and fourth order in space, thus reduc-
ing all truncation errors to a level smaller than the dispersive terms retained by most extended Boussinesq
models. Exact solitary wave solutions and invariants of motions recently derived by the authors are used
to specify initial data for the incident solitary waves in the numerical model of Nwogu and for the veriﬁ-
cation of the associated computed solutions. The proposed method of lines solution procedure is general
and can be easily modiﬁed to solve a wide range of Boussinesq-like equations in coastal engineering.
In the last paper, Adaptive Method of Lines Solutions for the Extended Fifth Order Korteweg–de Vries
Equation, the dynamics and interaction properties of a recently discovered “embedded soliton” in an
extended ﬁfth-order KdV model motivated by an application to water waves in the presence of surface
tension are investigated. The dynamical behaviour of the solitons can be efﬁciently followed by using
a moving or an adaptive ﬁnite difference mesh in combination with a suitable time integrator. This is
demonstrated numerically for different types of wave solutions, such as solitary waves, multi-humped
waves, and interacting waves.
The preceding descriptions of the papers in this special issue clearly indicate the broad applicability
of the MOL to physical and chemical systems modeled by PDEs. The models include the solution of
mixed systems of algebraic equations, ODEs and PDEs, the resolution of steep moving fronts, parameter
estimation and optimal control.
An important aspect of the reported studies is adaptivity in space and time. This dual approach to
adaptivity has been pioneered by Keith Miller, the author of the moving ﬁnite element method. This
special issue is dedicated to Keith Miller in recognition of his seminal contributions to the adaptive
solution of PDE systems, as reﬂected in the following selected list of his publications [1–11].
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