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We examine Ising models with heat-bath dynamics on directed networks. Our simulations show
that Ising models on directed triangular and simple cubic lattices undergo a phase transition that
most likely belongs to the Ising universality class. On the directed square lattice the model remains
paramagnetic at any positive temperature as already reported in some previous studies. We also
examine random directed graphs and show that contrary to undirected ones, percolation of directed
bonds does not guarantee ferromagnetic ordering. Only above a certain threshold a random directed
graph can support finite-temperature ferromagnetic ordering. Such behaviour is found also for out-
homogeneous random graphs, but in this case the analysis of magnetic and percolative properties
can be done exactly. Directed random graphs also differ from undirected ones with respect to zero-
temperature freezing. Only at low connectivity they remain trapped in a disordered configuration.
Above a certain threshold, however, the zero-temperature dynamics quickly drives the model toward
a broken symmetry (magnetized) state. Only above this threshold, which is almost twice as large
as the percolation threshold, we expect the Ising model to have a positive critical temperature.
With a very good accuracy, the behaviour on directed random graphs is reproduced within a certain
approximate scheme.
I. INTRODUCTION
The Ising model is certainly one of the most intensively
studied models in statistical mechanics. It provides a
wealth of possible behaviours and serves also as a test-
ing ground of various approximate or numerical meth-
ods. In addition to describing the properties of magnets
or a liquid-gas phase transition, it also finds more ex-
otic applications in socio- or econophysics [1]. This is
mainly due to the fact that our decisions (buy or sell),
preferences (republicans or democrats) or attitudes (op-
timistic, pessimistic) very often can be (approximately)
represented in terms of some two-state variables. Thus,
certain aspects of a social system or a financial market
can be modeled using some kind of Ising-like systems.
Not surprisingly, many versions of this model were pro-
posed and studied. An interesting class of models con-
sists of Ising models on directed networks. Since social
or economical links are often unsymmetric, an interest
in directed models stems mainly from such nonphysical
applications.
The Ising models on directed lattices are much differ-
ent from their undirected versions even at the very basic
level. Indeed, for the latter ones a detailed balance is
satisifed and in the steady state they are described by
the well-known equilibrium Hamiltonians. For directed
Ising models the detailed balance is not satisifed and such
models have only dynamical meaning [2] (nevertheless,
in some cases one can find that the steady state is de-
scribed by certain equilibrium Boltzmann-Gibbs distri-
butions [3]).
Since Ising model plays a fundamental role in statisti-
cal mechanics, it would be certainly desirable to under-
stand the behaviour of its versions on directed networks.
Monte Carlo simulations of Lima and Stauffer suggest
that on directed regular lattices the behaviour is much
different from its undirected counterpart [4]. In partic-
ular, the square (directed) lattice Ising model seems to
be disordered at any positive temperature and such be-
haviour is suggested also for higher dimensional mod-
els. Their conclusion in the case of the square lattice is
confirmed with the (exact!) analysis by Godre`che and
Bray, who confirmed the absence of finite temperature
ferromagnetism [3]. However, their analysis of the Ising
model on the directed Cayley tree suggests that three-
and higher-dimensional models might have a sufficiently
large branching number to support a finite-temperature
ferromagnetic ordering.
Taking into account interdisciplinary applications of
the Ising model, it is interesting to examine its behaviour
also on heterogenenous networks. Such networks include
random graphs, scale-free networks or small worlds and
one expects that they provide more realistic descrip-
tion of social or economic systems [5]. While undirected
Ising models on such networks are relatively well under-
stood [6], the behaviour of their directed counterparts
remains to a large extent unknown. Some studies pre-
dict that the Ising model on a directed random graph
undergoes a phase transition, which should be basically
similar to its undirected analogoue [7]. However, in the
case of an Ising model on scale-free networks consider-
able differences between directed and undirected versions
were reported. In particular, while for the Ising model on
undirected Baraba´si-Albert network the critical tempera-
ture increases logarithmically with the network size [8, 9],
the directed version most likely remains disordered at
any positive temperature [10]. Let us notice, however,
that Baraba´si-Albert network is only a particular case of
scale-free networks. Ising model on such systems exhibits
a rich critical behaviour, but so far mainly the undirected
version was examined [6].
Trying to understand the behaviour of Ising models on
2directed networks, we might perhaps find it instructive to
compare it with some other phenomena, which take place
on such networks. The simplest and most natural can-
didate is percolation. In the case of undirected random
graphs, it was shown that the emergence of a spanning
cluster coincides with the emergence of ferromagnetic so-
lutions of the corresponding Ising model [9, 11]. In other
words, percolating cluster provides a sufficiently strong
support for the finite-temperature ferromagnetic order-
ing. It would be interesting to examine whether models
on directed networks have a similar property.
In the present paper we examine the Ising model on
several directed lattices. Our simulations on regular lat-
tices show that Ising models on triangular and simple
cubic lattices have a finite critical temperature and the
critical point most likely belongs to the (equilibrium)
Ising model universality class. This conclusion is based
on the values of two critical exponents. Moreover, sim-
ulations confirm that on the directed square lattice the
Ising model remains disordered at any positive temper-
ature. We also analyse the Ising model on directed het-
erogeneous random graphs and show that in this case the
emergence of a percolating cluster does not guarantee a
ferromagnetic ordering. Such behaviour is different from
the behaviour of undirected random graphs. Addition-
ally, we analyse the zero temperature freezing and show
that also in this case some differences between directed
and undirected graphs are present. Moreover, we show
that the behaviour of the Ising model on heterogeneous
random graphs to a remarkable accuracy can be repro-
duced within an approximate scheme that assumes some
simplified form of a certain probability distribution of
spin variables. Finally, we discuss the behaviour of the
Ising model on a class of directed random graphs subject
to the constraint that the number of out-links is constant.
In this case both magnetic and percolative properties can
be analysed exactly.
II. ISING MODEL ON REGULAR DIRECTED
LATTICES
In the present paper we examine the Ising model that is
a collection of spin variables si = ±1 located at the sites
i = 1, 2, . . . , N of a certain directed lattice. The spin
variables evolve according to the heat-bath dynamics; at
each elementary step, we select randomly a site i and set
the corresponding variable si = 1 with probability
ri =
1
1 + exp(−2hi/T )
, hi =
∑
ki
ski , (1)
while with probability 1 − ri, we set si = −1. The pa-
rameter T might be interpreted as the temperature and
the summation in Eq. (1) includes all sites ki for which
there is an out-link from i to k. A unit of simulation
time (t = 1) is defined as N elementary steps (i.e., dur-
ing a unit of time each spin is updated once, on aver-
age). Starting from a certain initial configuration, we let
FIG. 1. Orientation of bonds on square (a), triangular (b)
and simple cubic (c) lattices. The triangular lattice is topo-
logically equivalent to a square lattice with one diagonal.
the system to reach the stationary state and then mea-
sure the magnetization m = 1
N
〈
∑
i si〉 and its variance
χ = 1
N
〈(
∑
i si − 〈
∑
i si〉)
2〉, where 〈...〉 denotes the time
average during Monte Carlo simulations. Using the rela-
tion which is valid for equilibrium systems, we will refer
to the variance χ as a the susceptibility, even though, as
we mentioned, our system is non-equilibrium. However,
we will present some evidence that χ indeed behaves sim-
ilarly to the susceptibility in equilibrium models.
A. d=2 square lattice
As a first example we analysed the Ising model on a
directed square lattice of linear size L (N = L2). At
each site links point toward Up and Right neighbours,
i.e., these are the only neighbours that have an influence
on a given site (Fig. 1a). The same orientation of bonds
was used in some previous works on basically the same
model [3, 4]. And similarly to the previous works, our
simulations suggest that the model does not show ferro-
magnetic ordering most likely at any positive tempera-
ture. We made simulations for system sizes up to L = 103
and even for very low temperatures we did not observe
a stable magnetization (instead, the system frequently
jumps between the states of positive and negative mag-
netization). The temperature dependence of the suscep-
tibility χ provides an additonal confirmation of the lack
of ferromagnetic ordering (Fig. 2). Indeed, the Arrhe-
nius behaviour log(χ) ∼ 1/T , over nearly three decades
of χ, suggests the absence of a finite-temperature ferro-
magnetic phase (a similar behaviour is obtained, e.g., for
the d = 1 equilibrium Ising model).
B. d=2 triangular lattice
It was suggested that the absence of the ferromag-
netic ordering for the directed square lattice could be
attributed to the violation of the action-reaction princi-
ple [4]. Namely, on our directed lattices si affects sj but
not vice versa. Simulations for the directed triangular
lattice (Fig. 1b) question, however, such an explanation.
Indeed, calculations of the magnetization (Fig. 3) and
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FIG. 2. (Color online) Logarithm of the susceptibility χ as a
function of 1/T for the directed square lattice model. A nearly
linear dependence supports the relation χ ∼ exp(a/T ), where
a > 0 is a certain constant.
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FIG. 3. (Color online) Magnetization m as a function of tem-
perature T for the directed triangular lattice model. The
estimated critical exponent β = 0.13(2) (inset) seems to be
close to the equilibrium Ising model value β = 0.125 [12].
Simulations started from the fully ferromagnetic configura-
tion (si = 1), and after t = 10
6 skipped for relaxation, lasted
for the same time interval.
susceptibility (Fig. 4) strongly suggest that the model un-
dergoes a typical Ising-like phase transition with power-
law singularities m ∼ (Tc − T )
β and χ ∼ |Tc − T |
−γ.
What is more, the estimated exponents β = 0.13(2) and
γ = 1.72(3) remain in a good agreement with the val-
ues for the two-dimensional Ising model, namely β =
0.125 [12] and γ = 1.75 [13]. We estimated the location
of the critical point (T = 1.437(1)) and values of criti-
cal exponents using the non-linear least-square method
known as Marquardt-Levenberg algorithm [14], that is
implemented in some popular data-processing software
like e.g., Gnuplot.
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FIG. 4. (Color online) Susceptibility χ as a function of tem-
perature T (> Tc) for the Ising model on directed triangu-
lar and simple cubic (d = 3) lattices. Estimated exponents
γ = 1.72(3) (triangular) and γ = 1.24(2) (simple cubic)
seem to be consistent with the equilibrium Ising model values
γ(d = 2) = 1.75 [13] and γ(d = 3) = 1.2373(2) [15].
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FIG. 5. (Color online) Magnetization m as a function of tem-
perature T for the Ising model on the directed simple cubic
lattice. The estimated critical exponent β = 0.32(2) (inset) is
in a good agreement with the equilibrium Ising model value
β = 0.3265(1) [15]. Simulations start from the fully ferro-
magnetic configuration (si = 1), and after t = 10
6 skipped
for relaxation, lasted for the same time interval.
C. d=3 simple cubic lattice
We also performed simulations for the directed three-
dimensional simple cubic lattice (Fig. 1c; interacting
neighbours: Up, Right and Back). The estimated values
of critical exponents β = 0.32(2) (Fig. 5) and γ = 1.24(2)
(Fig. 4) show that also in this case the model most likely
belongs to the equilibrium Ising model universality class,
for which β = 0.3265(1) and γ = 1.2373(2) [15].
Our extensive simulations clearly indicate that for tri-
angular and simple cubic lattices the model has a finite-
4temperature phase transition. Our results can be con-
fronted with the Godre`che and Bray analyses of the Ising
model (with the heat-bath dynamics) on directed Cayley
tree [3]. They have shown that a finite-temperature tran-
sition occurs only for the branching number q ≥ 3. Tak-
ing the number of out-links as the analogue of the branch-
ing number, we obtain that both triangle and simple cu-
bic lattices have q = 3 and thus Cayley-tree analysys
support our numerical results. Let us also notice that
for q = 3 Godre`che and Bray obtain Tc = 2.1038...,
which is not much different from our simple-cubic result
Tc = 1.872(1).
III. DIRECTED RANDOM GRAPHS
We also analysed the behaviour of the Ising model with
the heat-bath dynamics on directed random graphs. Such
graphs are constructed using the following rule: for each
directed pair (i, j), with probability p/N a link from i to j
is created (and with probability 1−p/N the sites remain
unconnected). The Ising model with heat-bath dynamics
was already examined on such graphs [7]. It was shown
that for p = 1 the model is disordered at any positive
temperature but for p = 2 and 3 simulations suggest a
positive Tc. Let us notice that p = 1 corresponds to the
percolation threshold on such graphs [16, 17]. Before we
briefly sketch the derivation of this well-known result, let
us recall that percolation on directed networks is more
subtle than on undirected ones. In particular, the notion
of a cluster to which a given site belongs must be modi-
fied so as to take into account directedness of links. Thus,
one introduces the notion of an in-component defined as
a set of sites from which a given site can be reached, and
of an out-component being a set of sites reachable from
this site. Of interest is also a strongly connected compo-
nent, where from each site one can reach any other site
of this component. To examine the percolative proper-
ties of these components, one might use the generating
function Φ(x, y) [16] defined as
Φ(x, y) =
∑
ki,ko
P (ki, ko)x
kiyko , (2)
where P (ki, ko) is the probability that a given site has ki
in-links and ko out-links. For our random graphs in the
limit N →∞ we have
P (ki, ko) =
pkie−p
ki!
pkoe−p
ko!
. (3)
Using Eq. (3), one can easily calculate the generating
function (2) and obtain
Φ(x, y) = ep(x−1)ep(y−1). (4)
Knowing the generating function Φ(x, y), one then cal-
culates the generating function of the in-link distribution
of the site which can be reached moving against the link
direction
Φ
(i)
1 (x) =
1
p
∂
∂y
Φ(x, y)
∣∣∣∣
y=1
(5)
whose derivative being equal to unity sets the condition
for the divergence of the in-component
∂
∂x
Φ
(i)
1 (x)
∣∣∣∣
x=1
= 1. (6)
Using Eq. (4), one obtains Φ
(i)
1 (x) = e
p(x−1) and from
the condition (6) we obtain that p = 1 determines the
point of divergence of the size of the in-component. Anal-
ogously, one finds the generating function of the out-
link distribution of the site which can be reached mov-
ing along the link direction Φ
(o)
1 (y) =
1
p
∂
∂x
Φ(x, y)
∣∣
x=1
=
ep(y−1) and from the condition ∂
∂y
Φ
(o)
1 (y)
∣∣
y=1
= 1 one
finds that again p = 1 marks the divergence of the size
of the out-component. For factorizable probability dis-
tributions P (ki, ko) (as, e.g., in Eq. (3)), the divergence
of the strongly connected component is related to the
divergence of in- and out-components [16]. In our case
it means that p = 1 marks also the divergence of the
strongly connected component.
One can thus ask whether for p > 1 the percolat-
ing components can support finite-temperature ferro-
magnetic ordering. Such situation takes place for the
Ising model on undirected random graphs [9, 11]. Our
simulations show that for directed graphs this is not the
case (Fig. 6). Indeed, while for p = 2.5 and 2 we can
observe a finite-temperature ordering, for p = 1.5, which
is above the percolation threshold (p = 1), the model is
not ordered at any positive temperature. Let us notice
that for p = 2 and 2.5 and at low temperatures, the mag-
netization remains much smaller than unity, even though
the simulations start from the ferromagnetic configura-
tion (all spins si = 1).
Such behaviour inclined us to examine whether a ferro-
magnetic state (with a spontaneously broken symmetry)
is actually the attractor of the zero-temperature dynam-
ics on such graphs. Thus, we ran T = 0 simulations
that started from the random initial configuration and
we monitored the magnetization of the final configura-
tion. Typically, the model quickly approaches the final
state and p-dependence of the zero-temperature magne-
tization is presented in Fig. 7. One can notice that, in-
deed, the ferromagnetic state is an attractor of the dy-
namics but only for p > 1.9. For smaller values of p
(but still above the percolation threshold), the dynam-
ics keeps the system in a paramagnetic (m = 0) state.
(We monitored also the total number of ferromagneti-
cally oriented bonds, so that even in the paramagnetic
case we could decide that the system reached the sta-
tionary state.) It is thus not surprising that we were not
able to observe a finite-temperature ferromagnetism for
p < 1.9, since in such a case even at zero temperature the
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FIG. 6. (Color online) Magnetization m as a function of tem-
perature T for the Ising model on the directed random graph.
For p = 1.5 (which is above percolation threshold p = 1) even
at T = 0.01 the ferromagnetic initial configuration quickly
becomes disorderd (m = 0). The simulation and relaxation
times were t = 105. The continuous blue line shows a numer-
ical solution of approximation (7).
system is paramagnetic. Let us notice that such a zero-
temperature coarsening is much different in undirected
random graphs, where the attractor is paramagnetic for
any p [18]. Our simulations in the case of undirected
random graphs confirm such a behaviour (Fig. 7).
Only close to p = 1.9, we found that the approach to
the steady state is much slower and perhaps power law.
We expect that at this value the model might exhibit
some kind of a critical behaviour, but we will not present
its more detailed analysis here.
In the final part of this section we would like to show
that the behaviour of the Ising model on the directed
random graph can be reproduced using a certain approx-
imate scheme. Our intention is to write an evolution
equation for the probability P (t) that a given spin, say si,
takes the value +1 at time t. According to the dynamics
of the model (1), the probability P (t) depends on the spin
configurations of out-neigbours of i. Let us notice, how-
ever, that since the graph is rare, those out-neighbours
are most likely connected/correlated neither with each
other nor with i. Provided that the out-neighbours of
the site i are described by the same probability as si, we
obtain that P (t) obeys the following equation
∂P (t)
∂t
= −P (t) +
∞∑
l=0
ple−p
l!
Rl(t), (7)
where
Rl(t) =
l∑
k=0
(
l
k
)
P k(t)[1 − P (t)]l−k
1 + exp [−4(k − l/2)/T ]
. (8)
In Eq. (7) the term p
le−p
l! is the probability that a ran-
domly chosen site has l out-links and Rl(t) is the proba-
bility that such a site is to be set to +1. The steady state
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FIG. 7. (Color online) Absolute value of a zero-temperature
magnetization m as a function of p for the Ising model on the
directed and undirected random graph. The system starts at
a random configuration of spins and evolves until a stationary
state is reached. While for the undirected random graph,
the model always ends up in the disordered state m ∼ 0,
for the directed graph and for p > 1.9, a broken symmetry
magnetized attractor is reached. The continuous blue line
shows a numerical solution of approximation (7).
of Eq. (7) can be easily found numerically, by equating
the r.h.s. to 0 and cutting-off the infinite summation
over l at a certain lmax (we used lmax = 20 but larger
values give nearly the same results). The numerical re-
sults, shown in Figs. 6–7, are in an excellent agreement
with the Monte Carlo data.
Although very accurate, the approximation (7) is not
exact. For some values of p and T , we performed more
extensive simulations, which show that this approxima-
tion in some cases has an error ∼ 1%. We attribute
such a disagreement mainly to the neglect of heterogene-
ity in (7) but more detailed analysis of the accuracy of
this kind of approximations is rather difficult [6]. More
accurate description of our model should use a set of
degree-dependent functions Pl(t) instead of a single func-
tion P (t), but the resulting scheme would be numerically
much more demanding.
IV. OUT-HOMOGENEOUS RANDOM GRAPHS
In our opinion, it is interesting to discuss the behaviour
of the Ising model on yet another class of directed net-
works, which in a way interpolates between regular net-
works (Section II) and random graphs (Section III). Such
networks are constructed in the following way: for each
site of a network, we generate z out-links to sites ran-
domly selected from the remaining ones (multiple links to
the same site are forbidden). Of course, for such networks
the distribution of in-links is Poissonian as for random
graphs. Since each site has a constant number of out-
links, we call such a graph out-homogeneous. The merit
of the analysis on such networks is that both magnetic
6and percolative properties can be examined (we believe)
exactly. The Ising model on such networks was used as
a simple model of a financial market, where each spin si
represents an agent, whose decision to buy (si = 1) or
sell (si = −1) is influenced by the decisions of its z neigh-
bours [19].
In the out-homogeneous case, the evolution equation
for P (t) is obtained replacing Poissonian distribution in
Eq. (7) with δl,z
∂P (t)
∂t
= −P (t)+
z∑
k=0
(
z
k
)
P k(t)[1 − P (t)]z−k
1 + exp [−4(k − z/2)/T ]
. (9)
The steady-state predictions of this equation were al-
ready analysed and accurate Monte Carlo simulations
strongly suggest that Eq. 9) provides an exact description
of the Ising model [19]. This is not surprising since, as we
already argued, due to a constant number of out-links,
there is no problem of heterogeneity and a description
in terms of a single probability function P (t) should be
sufficient.
Actually, in this case the graph locally becomes equiva-
lent to the directed Cayley tree, and the Ising model with
the heat-bath dynamics was already analysed on such a
network by Godre`che and Bray [3]. They found that
there is a ferromagnetic ordering in the system but only
for z > 2 while for z = 1 and 2 the critical temperature
Tc = 0. Our Eq. (9) is equivalent to that obtained by
Godre`che and Bray, and in particular, from that equa-
tion one can easily obtain the critical temperature for
z = 1, 2, 3 and 4 [19] that is in agreement with that al-
ready found by Godre`che and Bray.
One can also examine percolative properties of the out-
homogeneous networks. In this case the probability dis-
tribution P (ki, ko) has the form
P (ki, ko) = δko,z
zkie−z
ki!
, (10)
where δ is the Kronecker delta function. For such dis-
tribution, we obtain that the generating function (2) be-
comes Φ(x, y) = xzez(y−1). Repeating the calculations
of the previous section, we find Φ
(i)
1 (x) = e
z(x−1) and
Φ
(o)
1 (y) = y
z. Then we easily obtain that z = 1 marks
the percolation transition of in-, out-, and strongly con-
nected components.
Thus, for z = 2 the model is deeply in the percolat-
ing phase with infinite in-, out-, and strongly connected
components, but this is not enough to support the ferro-
magnetic ordering since in this case Tc = 0.
V. CONCLUSIONS
In the present paper we examined the Ising model on
several directed networks. The behaviour on regular net-
works suggests that such models have much in common
with the equilibrium Ising models. However, the absence
of the (finite-temperature) ferromagnetism on a square
lattice and its presence on a triangular lattice show that
the dimension and coordination number play here a more
subtle role than in equilibrium models and some more
general understanding of this aspect would be desirable.
In a way, our results on heterogeneous directed ran-
dom graphs lead to a similar conclusion. Namely, while
a percolating cluster provides a sufficient support for
the finite-temperature ferromagnetism in undirected (i.e.,
equilibrium) Ising models, this is not enough for directed
networks. Such an ordering appears but only for con-
siderably denser networks (with larger p). It would be
interesting to examine whether the appearance of fer-
romagnetism in this case might be related to a certain
topological change of the network such as, for example,
percolation of some other (more complex) geometrical
structures.
Let us notice, however, that since our model does
not obey the detailed balance, some other dynamics
(Metropolis, cluster algorithms) might exhibit a differ-
ent, but as we expect qualitatively similar, behaviour.
Of interest would be to examine also directed network
versions of some other closely related models such as, for
example, the voter model [20].
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