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HORSESHOES AND LYAPUNOV EXPONENTS FOR BANACH
COCYCLES OVER NONUNIFORMLY HYPERBOLIC SYSTEMS
RUI ZOU AND YONGLUO CAO*
Abstract. Let f be a Cr(r > 1) diffeomorphism of a compact Riemannian
manifoldM , preserving an ergodic hyperbolic measure µ with positive entropy,
and let A be a Ho¨lder continuous cocycle of injective bounded linear operators
acting on a Banach space X. We prove that there is a sequence of horseshoes
for f and dominated splittings for A on the horseshoes, such that not only the
measure theoretic entropy of f but also the Lyapunov exponents of A with
respect to µ can be approximated by the topological entropy of f and the
Lyapunov exponents of A on the horseshoes, respectively.
1. Introduction
Let f be a Cr(r > 1) diffeomorphism of a compact Riemannian manifold M ,
preserving an ergodic hyperbolic measure µ with positive entropy, and let A be a
Ho¨lder continuous cocycle of injective bounded linear operators acting on a Banach
space X. If the cocycle satisfies the so called quasi-compactness condition, then
there is a sequence of horseshoes for f and dominated splittings for A on the
horseshoes, such that not only the measure theoretic entropy of f but also the
Lyapunov exponents of A with respect to µ can be approximated by the topological
entropy of f and the Lyapunov exponents of A on the horseshoes, respectively. For
an explicit statement, see section 2.
This paper is inspired by Katok [10](or Katok, Mendoza [11, Theorem S.5.9])
and Cao, Pesin, Zhao [4]. The approximation of an ergodic hyperbolic measure by
horseshoes was first proved by Katok [10]. In [15], Mendoza showed that, for a C2
surface diffeomorphism, an ergodic hyperbolic SRB measure can be approximated
by a horseshoe with unstable dimension converging to 1. Avila, Crovisier and
Wilkinson [1] stated that the horseshoe constructed by Katok [10] also has a dom-
inated splitting( for Df) and the Lyapunov exponents of the hyperbolic measure
can be approximated by the exponents on the horseshoe.
In the C1 setting, if a hyperbolic measure has positive entropy and whose support
admits a dominated splitting, Gelfert [7] asserted the approximation of ergodic
hyperbolic measures by horseshoes. Wang, Zou and Cao [20] furtherly studied
the horseshoe approximation of Lyapunov exponents, which is used to show the
arbitrarily large unstable dimension of the horseshoes.
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The case of Cr(r > 1) maps was considered by Chung [5], Yang [21] and Gelfert
[6]. Cao, Pesin and Zhao [4] constructed repellers such that both the entropy and
the Lyapunov exponents can be approximated on the repellers. They also used this
result to show the continuity of sub-additive topological pressure, and then give a
lower bound estimate of the Hausdorff dimension of a non-conformal repeller.
For infinite-dimensional dynamical systems, Lian and Young [12] generalized
Katok’s results [10] to mapping of Hilbert spaces. They also proved analogous
results for semiflows on Hilbert spaces [13]. Kalinin and Sadovskaya [8] consider
the Holder continuous cocycle A for invertible bounded linear operates on Banach
space of f as above, and prove that the upper and lower Lyapunov exponents of A
with respect to µ can be approximated in term of the norms of the return values
of A on hyperbolic periodic point of f .
The main result of this paper is stated in Section 2, together with some notations
and preliminaries. In Section 3, we provide the proof of the main result.
2. Preliminaries
2.1. Cocycles and Lyapunov exponents for cocycles. Let f be a Cr(r > 1)
diffeomorphism of a compact Riemannian manifold M , and L(X) be the space of
bounded linear operators on a Banach space X. Assume A :M → L(X) is a Ho¨lder
continuous map. The cocycle over f generated by A is a map A : M × N→ L(X)
defined by A(x, 0) = Id, and A(x, n) = A(fn−1x) · · ·A(fx)A(x). We also denote
A(x,−n) := A(f−nx)−1 · · ·A(f−2x)−1A(f−1x)−1 for n > 0. Note that A(x,−n) is
not a map in general. To be more flexible, we also denote Anx := A(x, n).
We now study some properties of Lyapunov exponents. The following version
of multiplicative ergodic theorem was established by P. Thieullen [19], based on
the work of [16, 18, 14]. In order to state the multiplicative ergodic theorem, we
introduce some definitions.
Denote by B1 the unit ball of X. Then for any T ∈ L(X),We define the Hausdorff
measure of noncompactness of T by
‖T ‖κ := inf{ε > 0 : T (B1) can be covered by finite ε-balls}.
Then by the definition, we have ‖T ‖κ ≤ ‖T ‖, and ‖ · ‖κ is sub-multiplicative, that
is ‖T2T1‖κ ≤ ‖T2‖κ · ‖T1‖κ for any T1, T2 ∈ L(X). Let µ be an ergodic f -invariant
measure on M, then by the sub-additive ergodic theorem, the limits
χ(A, µ) := lim
n→+∞
1
n
∫
log ‖Anx‖dµ,
κ(A, µ) := lim
n→+∞
1
n
∫
log ‖Anx‖κdµ
exist. We call the cocycle A is quasi-compact with respect to µ, if χ(A, µ) >
κ(A, µ).
Given two topological spaces Y , Z and a Borel measure µ on Y , a map g : Y → Z
is called µ-continuous, if there exists a sequence of pairwise disjoint compact subsets
Yn ⊂ Y , such that µ(∪n≥1Yn) = 1 and g|Yn is continuous for every n ≥ 1. We write
Nk := {1, 2, · · · , k} for 1 ≤ k < +∞ and N+∞ := N+.
For a given f -invariant set Λ, a splitting X = E1(x) ⊕ · · · ⊕ Ei(x) ⊕ Fi(x) on Λ
is called an A-invariant splitting, if A(x)Ej(x) = Ej(fx) and A(x)Fi(x) ⊂ Fi(fx)
for every x ∈ Λ, j = 1, · · · , i.
We now state a version of multiplicative ergodic theorem used in this paper.
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Theorem 2.1 ([19]). Let f be a Cr(r > 1) diffeomorphism of a compact Rie-
mannian manifold M , preserving an ergodic measure µ , and let A : M → L(X)
be a Ho¨lder continuous map such that A(x) is injective for every x ∈ M . If A is
quasi-compact with respect to µ, then there exists an f -invariant set RA ⊂M with
µ(RA) = 1 such that for every x ∈ RA:
(i) There exist k0 ≤ +∞, numbers λ(A, µ) = λ1 > λ2 > · · · > κ(A, µ), finite
dimensional subspaces E1(x), E2(x), · · · and infinite dimensional closed
subspaces F1(x), F2(x), · · · indexed in Nk0 .
(ii) For any i ∈ Nk0 , there exists an A-invariant splitting on R
A:
X = E1(x) ⊕ · · · ⊕ Ei(x)⊕ Fi(x).
(iii) For any i ∈ Nk0 , lim
n→±∞
1
n
log
‖Anx (u)‖
‖u‖ = λi, ∀u ∈ Ei(x) \ {0};
lim
n→+∞
1
n
log ‖Anx |Fi(x)‖ = λi+1, where λk0+1 := κ(A, µ) if k0 < +∞.
(iv) For any i ∈ Nk0 , Ei(x), Fi(x) are Borel measurable µ-continuous and
the norms of the projection operators piiE(x), pi
i
F (x) associated with X =(
E1(x)⊕ · · · ⊕ Ei(x)
)
⊕ Fi(x) are tempered, that is,
(2.1) lim
n→±∞
1
n
log ‖piiτ (f
nx)‖ = 0, ∀τ = E,F.
The numbers λ1 > λ2 > · · · indexed in Nk0 are called the Lyapunov exponents
of A with respect to µ, and the decomposition X = E1(x) ⊕ · · · ⊕ Ei(x) ⊕ Fi(x) is
called the Oseledets decomposition. Denote dj := dim(Ej).
2.2. Main result. Recall that an ergodic f -invariant measure is called a hyperbolic
measure if it has no zero Lyapunov exponents for Df . We now state the main result
of this paper.
Theorem 2.2. Let f be a Cr(r > 1) diffeomorphism of a compact Riemannian
manifold M , preserving an ergodic hyperbolic measure µ with hµ(f) > 0. Assume
A : M → L(X) be a Ho¨lder continuous map such that A(x) is injective for every
x ∈ M and the generated cocycle A is quasi-compact with respect to µ. Then for
any i ∈ Nk0 , there exists εi > 0, such that for any 0 < ε < εi, there exists a
hyperbolic horseshoe Λ satisfying the following properties:
(i) |htop(f |Λ)− hµ(f)| < ε.
(ii) Λ is ε-close to supp(µ) in the Hausdorff distance.
(iii) For any f -invariant probability measure ν supported in Λ, D(µ, ν) < ε.
(iv) There exist m ∈ N and a continuous A-invariant splitting of X on Λ
X = E1(x) ⊕ · · · ⊕ Ei(x)⊕ Fi(x),
with dim(Ej(x)) = dj , ∀1 ≤ j ≤ i, such that for any x ∈ Λ, we have
e(λj−ε)m‖u‖ ≤ ‖Amx (u)‖ ≤ e
(λj+ε)m‖u‖, ∀u ∈ Ej(x), 1 ≤ j ≤ i,
‖Amx (v)‖ ≤ e
(λi+1+ε)m‖v‖, ∀v ∈ Fi(x).
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2.3. Lyapunov norm for cocycles. Fix any i ∈ Nk0 , ε > 0 and x ∈ R
A. We
define the Lyapunov norm for A ‖ · ‖x = ‖ · ‖x,i,ε on X as follows:
For any u = u1+· · ·+ui+1 ∈ X, where uj ∈ Ej(x), ∀j = 1, · · · , i, and ui+1 ∈ Fi(x),
we define
(2.2) ‖u‖x :=
i+1∑
j=1
‖uj‖x,
where
‖uj‖x =
+∞∑
n=−∞
‖Anx(uj)‖ · e
−λjn−ε|n|, ∀j = 1, · · · , i;
and
(2.3) ‖ui+1‖x =
+∞∑
n=0
‖Anx(ui+1)‖ · e
−(λi+1+ε)n.
Then the following lemma holds.
Lemma 2.3. Let f, µ and A be as in Theorem 2.2. Then for any i ∈ Nk0 , ε > 0,
the Lyapunov norm ‖ · ‖x = ‖ · ‖x,i,ε satisfies the following properties.
(i) For any x ∈ RA, we have
(2.4) eλj−ε‖uj‖x ≤ ‖A(x)uj‖fx ≤ e
λj+ε‖uj‖x, ∀uj ∈ Ej(x), j = 1, · · · , i,
(2.5) ‖A(x)ui+1‖fx ≤ e
λi+1+ε‖ui+1‖x, ∀ui+1 ∈ Fi(x).
(ii) There exists an f -invariant subset of RA with µ-full measure (we may also
denote it by RA), and a measurable function K(x) = Kε,i(x) defined on RA such
that for any x ∈ RA, u ∈ X, we have
(2.6) ‖u‖ ≤ ‖u‖x ≤ K(x)‖u‖,
(2.7) K(x)e−ε ≤ K(fx) ≤ K(x)eε.
Proof. (i) We will prove the inequality
‖A(x)uj‖fx ≤ e
λj+ε‖uj‖x, ∀uj ∈ Ej(x), j = 1, · · · , i,
the others can be proved analogously. By the definition, we have
‖A(x)uj‖fx =
+∞∑
n=−∞
‖Anfx(A
1
x(uj))‖ · e
−λjn−ε|n|
=
+∞∑
n=−∞
‖An+1x (uj)‖ · e
−λj(n+1)−ε|n+1| · eλj+ε(|n+1|−|n|)
≤ eλj+ε · ‖uj‖x.
(ii) For any u = u1 + · · ·+ ui+1 ∈ X , by the definition,
‖u‖ ≤ ‖u1‖+ · · ·+ ‖ui+1‖ ≤ ‖u1‖x + · · ·+ ‖ui+1‖x = ‖u‖x.
This estimates the lower bound. To estimate the upper bound, we define
Mj(x) := sup
{
‖Anx(uj)‖
eλjn+
1
2 ε|n| · ‖uj‖
: uj ∈ Ej(x), n ∈ Z
}
, ∀j = 1, · · · , i,
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Mi+1(x) := sup
{
‖Anx(ui+1)‖
e(λi+1+
1
2 ε)n · ‖ui+1‖
: ui+1 ∈ Fi(x), n ≥ 0
}
.
Then
‖u‖x ≤
i∑
j=1
+∞∑
n=−∞
Mj(x)e
− 12 ε|n| · ‖uj‖+
+∞∑
n=0
Mi+1(x)e
− 12 εn · ‖ui+1‖
≤ c0 ·
( i∑
j=1
Mj(x) · ‖pi
j
E(x) − pi
j−1
E (x)‖ · ‖u‖+Mi+1(x) · ‖pi
i
F (x)‖ · ‖u‖
)
=:M(x) · ‖u‖,
(2.8)
where c0 =
∑+∞
n=−∞ e
− 12 ε|n| and pi0E(x) = 0.
Claim. M(x) is tempered on an f -invariant subset of RA with µ-full measure, that
is
lim
n→±∞
1
n
logM(fnx) = 0, for µ-a.e. x ∈ RA.
Proof. Since ‖pijE(x)‖,‖pi
j
F (x)‖ are tempered by (2.1), it’s enough to prove Mj(x)
is tempered for any 1 ≤ j ≤ i+ 1. Since
Mi+1(x)
= sup
ui+1∈Fi+1(x)
n≥1
{
‖An−1fx (Ax(ui+1))‖
eλi+1(n−1)+
1
2 ε|n−1| · ‖Ax(ui+1)‖
·
‖Ax(ui+1)‖
eλi+1+
ε
2 (|n|−|n−1|) · ‖ui+1‖
, 1
}
≤max{c1 ·Mi+1(fx), 1},
where c1 = max
x∈X
‖Ax‖
e
λi+1−
1
2
ε
, we obtain
(
logMi+1(x) − logMi+1(fx)
)+
≤ log+max{c1,
1
Mi+1(fx)
} ≤ log+max{c1, 1},
then we conclude Mi+1(x) is tempered on a subset of full measure by [14, Lemma
III.8]. The result for 1 ≤ j ≤ i is obtained similarly. 
Let
K(x) :=
∑
n∈Z
M(fnx)e−ε|n|, ∀x ∈ RA,
then by [2, Lemma 3.5.7], K(x) satisfies (2.6) and (2.7). This completes the proof.

Fix any i ∈ Nk0 . Then by Lusin’s theorem, for any δ > 0, there exists a compact
subset RAδ ⊂ R
A such that µ(RAδ ) > 1− δ and K(x) is continuous on R
A
δ . Denote
(2.9) l = lδ = sup{K(x) : x ∈ R
A
δ }.
Since the Oseledets decomposition is µ-continuous, we may assume the Oseledets
decomposition is continuous on RAδ .
Let X˜ be the collection of norms on X which are equivalent to ‖ · ‖, then X˜ is a
metric space with respect to the metric
D˜(ϕ, ψ) = sup
u∈X\{0}
|ϕ(u)− ψ(u)|
‖u‖
, ∀ϕ, ψ ∈ X˜.
6 RUI ZOU AND YONGLUO CAO*
We claim that the function x 7→ ‖·‖x is continuous on RAδ . Indeed, for any x ∈ R
A
δ ,
u = u1 + · · · + ui+1 ∈ X, where uj ∈ Ej(x), ∀j = 1, · · · , i, and ui+1 ∈ Fi(x), we
define
‖u‖k,x :=
i∑
j=1
k∑
n=−k
‖Anx(uj)‖ · e
−λjn−ε|n| +
k∑
n=0
‖Anx(ui+1)‖ · e
−(λi+1+ε)n,
then by (2.8),
|‖u‖x − ‖u‖k,x| ≤
∑
|n|>k
e−
1
2 ε|n| ·M(x) · ‖u‖
≤
2e−
ε
2k
e
ε
2 − 1
·K(x) · ‖u‖
≤
2l · e−
ε
2k
(e
ε
2 − 1)
· ‖u‖,
that is,
D˜
(
‖ · ‖x, ‖ · ‖k,x
)
≤
2l · e−
ε
2 k
(e
ε
2 − 1)
,
which implies ‖ · ‖k,x → ‖ · ‖x uniformly for x ∈ RAδ as k → +∞. Since x 7→ ‖ · ‖k,x
is continuous, we have x 7→ ‖ · ‖x is continuous on RAδ . This proves the claim.
2.4. Regular neighborhoods. Let f be a Cr (r > 1) diffeomorphism of a com-
pact Riemannian d-dimensional manifoldM , preserving an ergodic hyperbolic mea-
sure µ. Then by Oseledets multiplicative ergodic theorem [16], there exists an
f -invariant set RDf with µ-full measure, a number χ > 0 and a Df -invariant
decomposition TM = Eu ⊕ Es on RDf such that for any x ∈ RDf , we have
lim
n→±∞
1
n
log ‖Dxf
n(u)‖ > χ, ∀u ∈ Eu(x) \ {0},
lim
n→±∞
1
n
log ‖Dxf
n(v)‖ < −χ, ∀v ∈ Es(x) \ {0}.
Denote du = dim(E
u), ds = dim(E
s), and denote by B(0, r) the standard Eu-
clidean r-ball in Rd centered at 0. We now introduce some properties of regular
neighborhoods, see [17] for the proofs.
Theorem 2.4 (Pesin). Let f be a Cr(r > 1) diffeomorphism of a compact Rie-
mannian manifold M , µ be an ergodic hyperbolic measure. Then for any ε > 0, the
following properties hold.
(i) There exists a measurable function l′ : RDf → [1,∞) and a collection of
embeddings Ψx : B(0, l
′(x)−1) → M for x ∈ RDf such that Ψx(0) = x,
l′(x)e−ε ≤ l′(fx) ≤ l′(x)eε, and the preimages E˜j(x) = (D0Ψx)−1Ej(x)
are orthogonal in Rd, where j = u, s.
(ii) If f˜x = Ψ
−1
fx ◦ f ◦Ψx : B(0, l
′(x)−1)→M, then there exist Au ∈ GL(du,R)
and As ∈ GL(ds,R) such that D0(f˜x) = diag(Au, As) and
‖A−1u ‖
−1 ≥ eχ−ε, ‖As‖ ≤ e
−χ+ε.
(iii) For any a, b ∈ B(0, l′(x)−1),
‖Da(f˜x)−Db(f˜x)‖, ‖Da(f˜x
−1
)−Db(f˜x
−1
)‖ ≤ l′(x)|a − b|r−1.
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(iv) There exists a constant 0 < c1 < 1 such that
‖D(Ψx)‖ ≤ c
−1
1 , ‖D(Ψ
−1
x )‖ ≤ l
′(x).
So for any a, b ∈ B(0, l′(x)−1),
c1 · d(Ψx(a),Ψx(b)) ≤ |a− b| ≤ l
′(x) · d(Ψx(a),Ψx(b)).
The set N (x) := Ψx(B(0, l′(x)−1)) is called a regular neighborhood of x. Let
r(x) be the radius of maximal ball contained in N (x), then Theorem 2.4 implies
r(x) ≥ l′(x)−2. By Lusin’s theorem, for any δ > 0, there exists a compact subset
RDfδ ⊂ R
Df with µ(RDfδ ) > 1 − δ such that x 7→ Ψx, l
′(x) and the Oseledets
splitting TxM = E
u
x ⊕ E
s
x vary continuously on R
Df
δ . Denote
l′ = l′δ = max{l
′(x) : x ∈ RDfδ }.
For x ∈ RDf , using chart Ψx, we can trivialize the tangent bundle over N (x)
by identifying TN (x)M ≡ N (x) × R
d. For any y ∈ N (x), u ∈ TyM, we can use the
identification to translate the vector u to a corresponding vector u¯ ∈ Rd, that is,
u¯ = Dy(Ψ
−1
x )u. We then define
‖u‖′y := ‖Dy(Ψ
−1
x )u‖.
This defines a norm on TN (x)M . For v ∈ TxM, Let vy ∈ TyM be the vector
translated from v, that is, vy = Da(Ψx)Dx(Ψ
−1
x )v, where a = Ψ
−1
x (y). Then
‖v‖′x = ‖vy‖
′
y. Thus without confusion, we may identify
(2.10) ‖v‖′x = ‖Dx(Ψ
−1
x )v‖ = ‖v‖
′
y.
By translating the splitting TxM = E
u(x) ⊕ Es(x), we define a new splitting
TyM = E
u(y)⊕Es(y), where Eu(y) = Da(Ψx)E˜u(x) and a = Ψ−1x (y)(and similarly
for Es(y)).
Using the identification TN (x)M ≡ N (x)×R
d, without confusion, we also identify
Dyf = Db(f˜x)( where b = Ψ
−1
fx (fy)) and identify TyM = E
u(y) ⊕ Es(y) with
R
d = E˜u(x) ⊕ E˜s(x). Then by Theorem 2.4,
(2.11) ‖Dxf(u)‖
′
fx ≥ e
χ−ε‖u‖′x, ∀u ∈ E
u(x),
(2.12) ‖Dxf(v)‖
′
fx ≤ e
−χ+ε‖v‖′x, ∀v ∈ E
s(x),
(2.13) c1‖u‖ ≤ ‖u‖
′
y ≤ l
′(x)‖u‖, ∀y ∈ N (x), u ∈ TyM.
2.5. (ρ, β, γ)-rectangles. LetM, f, µ be as above, let du = dim(E
u), ds = dim(E
s),
then du + ds = d. Let I = [−1, 1], we say R(x) ⊂ M is a rectangle in M if there
exists a C1 embedding Φx : I
d → M such that Φx(Id) = R(x) and Φx(0) = x. A
set H˜ is called an admissible u-rectangle in R(x), if there exist 0 < λ < 1, C1 maps
φ1, φ2 : I
du → Ids satisfying ‖φ1(u)‖ ≥ ‖φ2(u)‖ for u ∈ I
du and ‖Dφi‖ ≤ λ for
i = 1, 2, such that H˜ = Φx(H), where
H = {(u, v) ∈ Idu × Ids : v = tφ1(u) + (1 − t)φ2(u), 0 ≤ t ≤ 1}.
Similarly define an admissible s-rectangle in R(x).
Definition 2.5. Given f : M → M and Λ ⊂ M compact, we say that R(x) is a
(ρ, β, γ)-rectangle of Λ for ρ > β > 0, γ > 0, if there exists λ = λ(ρ, β, γ) satisfying:
(i) x ∈ Λ, B(x, β) ⊂ int R(x) and diam(R(x)) ≤ ρ/3.
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(ii) If z, fmz ∈ Λ ∩ B(x, β) for some m > 0, then the connected component
C
(
z,R(x) ∩ f−mR(x)
)
of R(x) ∩ f−mR(x) containing z is an admissible
s-rectangle in R(x), and fmC
(
z,R(x) ∩ f−mR(x)
)
is an admissible u-
rectangle in R(x).
(iii) diam fkC
(
z,R(x) ∩ f−mR(x)
)
≤ ρ · e−γmin{k,m−k}, for 0 ≤ k ≤ m.
The following lemma is a simplified statement of [11, Theorem S.4.16].
Lemma 2.6. Let f be a Cr(r > 1) diffeomorphism of a compact Riemannian
manifold M , µ be an ergodic hyperbolic measure. Then for any ρ > 0, δ > 0,
there exists a constant β = β(ρ, δ) > 0, such that for any x ∈ RDfδ , there exists a
(ρ, β, χ2 )-rectangle R(x).
3. Proof of Theorem 2.2
In this section, we will give the proof of Theorem 2.2. We begin with estimating
the growth of vectors in certain invariant cones.
3.1. Invariant cones. Let f be a Cr diffeomorphism of a compact Riemannian
manifoldM with r > 1, and µ be an ergodic hyperbolic measure for f with hµ(f) >
0. Assume A :M → L(X) be a Ho¨lder continuous map such that A(x) is injective
for every x ∈M and λ(A, µ) > κ(A, µ). Then by the multiplicative ergodic theorem
stated in subsection 2.1, there are Lyapunov exponents λ1 > λ2 > · · · indexed in
Nk0 for some k0 ≤ +∞.
Fix any i ∈ Nk0 , and let εi := min{
1
2χα,
χ
4 ,
χ(r−1)
2r ,
λ1−λ2
8 , · · · ,
λi−λi+1
8 }. For any
0 < ε < εi, x ∈ R
A, let ‖ · ‖x = ‖ · ‖x,i,ε be the Lyapunov norm on X defined in
(2.2). For any 1 ≤ j ≤ i, we have the Oseledets decomposition X = Hj(x)⊕Fj(x),
where Hj(x) = E1(x) ⊕ · · · ⊕ Ej(x). For any u ∈ X, let u = uH + uF , where
uH ∈ Hj(x), uF ∈ Fj(x), we consider two cones:
Uj(x, θ) := {u ∈ X : ‖uF‖x ≤ θ‖uH‖x},
Vj(x, θ) := {u ∈ X : ‖uH‖x ≤ θ‖uF ‖x}.
For any δ > 0, a sequence (xn)n∈Z is called a ρ-pseudo-orbit of f
m in RAδ for some
m ∈ N, if xn, fm(xn) ∈ RAδ and d(f
mxn, xn+1) ≤ ρ for any n ∈ Z. Let l = lδ be as
in (2.9). We have the following lemma.
Lemma 3.1. For any 0 < ε < εi, δ > 0, there exist ρ0 > 0, θ0 > 0 such that for any
0 < ρ < ρ0, 1 ≤ j ≤ i, any ρ-pseudo-orbit (xn)n∈Z of f
m in RAδ with m ≥
2 log l
ε
,
and for any y ∈M with d(fkxn, fk(fnmy)) ≤ ρ · e−
χ
2 min{k,m−k}, k = 0, · · · ,m, we
can find η = η(ε, δ,m) ∈ (0, 1) such that
(i) Am
fnm+ky
Uj(f
kxn, θ0) ⊂ Uj(fkxn+1, ηθ0), and
e(λj−4ε)m‖u‖ ≤ ‖Amfnm+ky(u)‖ ≤ e
(λ1+4ε)m‖u‖, ∀u ∈ Uj(f
kxn, θ0).
(ii) A−m
fnm+ky
Vj(f
kxn, θ0) ⊂ Vj(fkxn−1, ηθ0), and
‖Am
f(n−1)m+ky
(v)‖ ≤ e(λj+1+4ε)m‖v‖, ∀v ∈ A−m
fnm+ky
Vj(f
kxn, θ0).
Proof. (i) For simplicity of notations, we prove Amy Uj(x0, θ0) ⊂ Uj(x1, ηθ0) and
e(λj−4ε)m‖u‖ ≤ ‖Amy (u)‖ ≤ e
(λ1+4ε)m‖u‖, ∀u ∈ Uj(x0, θ0), 1 ≤ j ≤ i.
For any fixed 0 < ε < εi, δ > 0, denote θ0 := e
λi+1−λ1(eε − 1) < eε − 1, and
η0 := max{e
λj+1−λj+4ε : 1 ≤ j ≤ i}. We have the following claim.
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Claim. There exist ρ˜0 > 0, such that for any θ0 ≤ θ ≤ η
−1
0 θ
−1
0 , 1 ≤ j ≤ i, and for
any x0, f
mx0 ∈ RAδ , y ∈M with d(f
kx0, f
ky) ≤ ρ·e−
χ
2 min{k,m−k} for k = 0, · · · ,m
and 0 < ρ < ρ˜0, we have
(3.1) A(fky)Uj(f
kx0, θ) ⊂ Uj(f
k+1x0, η0θ), ∀ 0 ≤ k ≤ m− 1.
Proof of the Claim. For any 0 ≤ k ≤ m − 1, u = uH + uF ∈ Uj(fkx0, θ), by (2.4)
and (2.5), we have
(3.2) ‖A(fkx0)uH‖fk+1x0 ≥ e
λj−ε‖uH‖fkx0 ,
(3.3) ‖A(fkx0)uF ‖fk+1x0 ≤ e
λj+1+ε‖uF ‖fkx0 .
Let w = (A(fky) − A(fkx0))u = wH + wF , where wH ∈ Hj(f
k+1x0), wF ∈
Fj(f
k+1x0), then
(3.4) A(fky)u = w +A(fkx0)u.
By (2.6), (2.7) and (2.9),
‖wH‖fk+1x0 ≤ ‖w‖fk+1x0 ≤ K(f
k+1x0)‖A(f
ky)−A(fkx0)‖ · ‖u‖
≤ leεmin{k+1,m−k−1} · c0ρ
αe−
χ
2 αmin{k,m−k}‖u‖
≤ c0le
εραe(ε−
χ
2 α) min{k,m−k}‖u‖fkx0
≤ (1 + θ)c0le
ερα‖uH‖fkx0 ,
(3.5)
since ε− χ2α < 0. Similarly,
(3.6) ‖wF ‖fk+1x0 ≤ (1 + θ)c0le
ερα‖uH‖fkx0 .
Let
A(fky)u = (A(fky)u)H + (A(f
ky)u)F ,
where (A(fky)u)H ∈ Hj(fk+1x0), (A(fky)u)F ∈ Fj(fk+1x0). Then by (3.2), (3.4)
and (3.5), for any θ0 ≤ θ ≤ η
−1
0 θ
−1
0 ,
‖(A(fky)u)H‖fk+1x0 ≥ ‖A(f
kx0)uH‖fk+1x0 − ‖wH‖fk+1x0
≥ eλj−ε‖uH‖fkx0 − (1 + θ)c0le
ερα‖uH‖fkx0
≥ eλj−2ε‖uH‖fkx0
(3.7)
if ρ is small enough. Similarly, by (3.3), (3.4) and (3.6),
‖(A(fky)u)F ‖fk+1x0 ≤ ‖A(f
kx0)uF ‖fk+1x0 + ‖wF ‖fk+1x0
≤ eλj+1+ε‖uF‖fkx0 + (1 + θ)c0le
ερα‖uH‖fkx0
≤ θeλj+1+2ε‖uH‖fkx0 ,
(3.8)
if ρ is small enough. Thus
‖(A(fky)u)F ‖fk+1x0 ≤ η0θ‖(A(f
ky)u)H‖fk+1x0 , ∀θ0 ≤ θ ≤ η
−1
0 θ
−1
0 ,
that is, A(fky)Uj(f
kx0, θ) ⊂ Uj(f
k+1x0, η0θ). 
The Claim implies
Amy Uj(x0, θ) ⊂ Uj(f
mx0, η0θ), ∀θ0 ≤ θ ≤ η
−1
0 θ
−1
0 , 1 ≤ j ≤ i.
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Since, by subsection 2.3, the Lyapunov norm and the Oseledets decomposition are
uniformly continuous on the compact set ∪mk=1f
kRAδ , there exists η0 < η < 1 such
that
(3.9) Uj(f
mx0, η0θ) ⊂ Uj(x1, ηθ), ∀d(f
mx0, x1) ≤ ρ, θ0 ≤ θ ≤ η
−1
0 θ
−1
0 ,
if ρ is small enough. Hence for any 1 ≤ j ≤ i, we have
(3.10) Amy Uj(x0, θ) ⊂ Uj(x1, ηθ), ∀θ0 ≤ θ ≤ η
−1
0 θ
−1
0 .
Moreover, for any 0 ≤ k ≤ m− 1, u ∈ Uj(f
kx0, θ0), it follows from (3.7) that
‖A(fky)u‖fk+1x0 ≥ ‖(A(f
ky)u)H‖fk+1x0
≥ eλj−2ε‖uH‖fkx0
≥ (1 + θ0)
−1eλj−2ε‖u‖fkx0
≥ eλj−3ε‖u‖fkx0 .
Therefore, for any 1 ≤ j ≤ i, u ∈ Uj(x0, θ0), by (3.1) and (2.6), we conclude
‖Amy (u)‖ ≥
1
l
‖Amy (u)‖fmx0 ≥
1
l
e(λj−3ε)m‖u‖x0 ≥ e
(λj−4ε)m‖u‖.
Similar to (3.7), we can also get
‖(A(fky)u)H‖fk+1x0 ≤ ‖A(f
kx0)uH‖fk+1x0 + ‖wH‖fk+1x0 ≤ e
λ1+2ε‖uH‖fkx0 .
Thus we obtain by using (3.8) that
‖A(fky)u‖fk+1x0 ≤ ‖(A(f
ky)u)H‖fk+1x0 + ‖(A(f
ky)u)F ‖fk+1x0
≤ eλ1+2ε‖uH‖fkx0 + θ0e
λj+1+2ε‖uH‖fkx0
≤ eλ1+3ε‖u‖fkx0 .
Hence, for any u ∈ Uj(x0, θ0), by (3.1) and (2.6), we conclude
‖Amy (u)‖ ≤ ‖A
m
y (u)‖fmx0 ≤ e
(λ1+3ε)m‖u‖x0 ≤ le
(λ1+3ε)m‖u‖ ≤ e(λ1+4ε)m‖u‖.
This proves the conclusion (i).
(ii) For simplicity, we only prove A−mfmyVj(x1, θ0) ⊂ Vj(x0, ηθ0) and
‖Amy (v)‖ ≤ e
(λj+1+4ε)m‖v‖, ∀v ∈ A−mfmyVj(x1, θ0), 1 ≤ j ≤ i.
Similar to the proof of (3.10), one has
Am−k
fky
Uj(f
kx0, θ) ⊂ Uj(x1, ηθ), ∀θ0 ≤ θ ≤ η
−1
0 θ
−1
0 , 0 ≤ k ≤ m− 1.
Let U◦j (x, θ) := {u ∈ X : ‖uF‖x < θ‖uH‖x}. Then
U◦j (x, θ) =
∞⋃
n=1
Uj(x,
n− 1
n
θ).
Therefore, for any 0 ≤ k ≤ m− 1,
Am−k
fky
Uj(f
kx0,
n− 1
n
η−1θ−10 ) ⊂ Uj(x1,
n− 1
n
θ−10 ), ∀n > 1,
which implies
Am−k
fky
U◦j (f
kx0, η
−1θ−10 ) ⊂ U
◦
j (x1, θ
−1
0 ).
Since A(x) is injective for any x ∈M , we have
U◦j (f
kx0, η
−1θ−10 ) ⊂ (A
m−k
fky
)−1U◦j (x1, θ
−1
0 ).
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Thus
A−m+kfmy
(
X \ U◦j (x1, θ
−1
0 )
)
⊂ X \ U◦j (f
kx0, η
−1θ−10 ),
that is,
A−m+kfmy Vj(x1, θ0) ⊂ Vj(f
kx0, ηθ0), ∀0 ≤ k ≤ m− 1.
In particular,
A−mfmyVj(x1, θ0) ⊂ Vj(x0, ηθ0).
Now, for any w ∈ A−m+kfmy Vj(x1, θ0) ⊂ Vj(f
kx0, ηθ0) ⊂ Vj(fkx0, θ0), Let w =
wH + wF , where wH ∈ Hj(fkx0), wF ∈ Fj(fkx0). Then
‖A(fkx0)wH‖fk+1x0 ≤ e
λ1+ε‖wH‖fkx0 , ‖A(f
kx0)wF ‖fk+1x0 ≤ e
λj+1+ε‖wF ‖fkx0 .
It follows that
‖A(fkx0)w‖fk+1x0 ≤ ‖A(f
kx0)wH‖fk+1x0 + ‖A(f
kx0)wF ‖fk+1x0
≤ eλ1+εθ0‖wF ‖fkx0 + e
λj+1+ε‖wF ‖fkx0
≤ eλj+1+2ε‖w‖fkx0 .
Similar to (3.5), we can obtain ‖A(fky)w − A(fkx0)w‖fk+1x0 ≤ c0le
ερα‖w‖fkx0 .
Therefore, for any w ∈ A−m+kfmy Vj(x1, θ0), where 0 ≤ k ≤ m− 1, one has A(f
ky)w ∈
A−m+k+1fmy Vj(x1, θ0) and
‖A(fky)w‖fk+1x0 ≤ ‖A(f
ky)w −A(fkx0)w‖fk+1x0 + ‖A(f
kx0)w‖fk+1x0
≤ c0le
ερα‖w‖fkx0 + e
λj+1+2ε‖w‖fkx0
≤ eλj+1+3ε‖w‖fkx0 ,
if ρ is small enough. It implies that for any v ∈ A−mfmyVj(x1, θ0),
‖Amy (v)‖ ≤ ‖A
m
y (v)‖fmx0 ≤ e
(λj+1+3ε)m‖v‖x0 ≤ e
(λj+1+4ε)m‖v‖.
This completes the proof. 
We now consider the cones for diffeomorphisms. For any x ∈ RDf , by subsection
2.4, we consider the trivialization TN (x)M ≡ N (x)×R
d. For any y ∈ N (x), we have
the splitting TyM = E
u(y)⊕Es(y) which is translated from TxM = Eu(x)⊕Es(x).
For any u ∈ TyM , let u = uu+ us, where uu ∈ Eu(y), us ∈ Es(y). We consider the
cones
U(y, θ) := {u ∈ TyM : ‖us‖
′
y ≤ θ‖uu‖
′
y},
V (y, θ) := {u ∈ TyM : ‖uu‖
′
y ≤ θ‖us‖
′
y}.
Now for any ρ-pseudo-orbit (xn)n∈Z of f
m in RDfδ and for any y ∈ M with
d(fkxn, f
k(fnmy)) ≤ ρ · e−
χ
2 min{k,m−k}, k = 0, · · · ,m, we consider the splitting
TfnmyM = E
u(fnmy)⊕Es(fnmy) translated from TxnM = E
u(xn)⊕Es(xn). Then
we have the following Lemma, which comes from Katok [10]. We also give a proof
here for the completeness.
Lemma 3.2. For any 0 < ε < εi, δ > 0, let θ = e
ε − 1, then there exist ρ1 > 0,
0 < η′ < 1, such that for any 0 < ρ < ρ1, any ρ-pseudo-orbit (xn)n∈Z of f
m
in RDfδ with m ≥
log l′−log c1
ε
, and for any y ∈ M with d(fkxn, fk(fnmy)) ≤ ρ ·
e−
χ
2 min{k,m−k}, k = 0, · · · ,m, we have
(Dfnmyf
m)U(fnmy, θ) ⊂ U(f (n+1)my, η′θ),
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(Dfnmyf
−m)V (fnmy, θ) ⊂ V (f (n−1)my, η′θ),
for any n ∈ Z. Moreover, for any u ∈ U(fnmy, θ), v ∈ V (fnmy, θ), we have
‖Dfnmyf
m(u)‖ ≥ e(χ−4ε)m‖u‖, ‖Dfnmyf
−m(v)‖ ≥ e−(−χ+4ε)m‖v‖.
Proof. We will only prove that Dyf
mU(y, θ) ⊂ U(fmy, η′θ), and ‖Dyfm(u)‖ ≥
e(χ−4ε)m‖u‖ for u ∈ U(y, θ). the other conclusions can be proved analogously.
Fix any 0 < ε < εi, δ > 0, let η˜
′ = e−2χ+4ε. Then we have the following claim.
Claim. There exists 0 < ρ˜1 < l
′−2, such that for any 0 < ρ < ρ˜1, for any
x0, f
mx0 ∈ R
Df
δ , y ∈ M with d(f
kx0, f
ky) ≤ ρ · e−
χ
2 min{k,m−k} for k = 0, · · · ,m,
we have
DfkyfU(f
ky, θ) ⊂ U(fk+1y, η˜′θ), ∀0 ≤ k ≤ m− 2.
Proof of the Claim. For any 0 ≤ k ≤ m− 1, 0 < ρ < l′−2 ≤ l′(x0)−2, by Theorem
2.4,
d(fkx0, f
ky) ≤ ρ · e−
χ
2 min{k,m−k} ≤ l′(x0)
−2 · e−2εmin{k,m−k}
≤ l′(fkx0)
−2 ≤ r(fkx0).
Thus fky ∈ N (fkx0). Now for any u = uu + us ∈ U(fky, θ), by subsection 2.4,
considering the identification of Dfkx0f = D0(f˜fkx0) and TyM = E
u(y) ⊕ Es(y)
with Rd = E˜u(fkx0)⊕ E˜s(fkx0), (2.11) and (2.12) give
(3.11)
‖Dfkx0f(uu)‖
′
fk+1x0
≥ eχ−ε‖uu‖
′
fkx0
, ‖Dfkx0f(us)‖
′
fk+1x0
≤ e−χ+ε‖us‖
′
fkx0
.
Let w =
(
Dfkyf − Dfkx0f
)
(u) = wu + ws, where wu ∈ Eu(fk+1y) and ws ∈
Es(fk+1y). Since E˜u(fk+1x0) and E˜
s(fk+1x0) are orthogonal, we have ‖wu‖′fk+1y ≤
‖w‖′
fk+1y
. Then by Theorem 2.4,
‖wu‖
′
fk+1y ≤ ‖w‖
′
fk+1y ≤ l
′(fk+1x0)‖Dfkyf −Dfkx0f‖ · ‖u‖
≤ l′eεmin{k+1,n−k−1} · cd(fkx0, f
ky)r−1 · ‖u‖′fky
≤ (1 + θ)l′eεcρr−1 · e(ε−
χ
2 (r−1))min{k,n−k}‖uu‖
′
fky
≤ (1 + θ)l′eεcρr−1‖uu‖
′
fky,
(3.12)
since ε < χ(r−1)2r and u ∈ U(f
ky, θ). Similarly,
(3.13) ‖ws‖
′
fk+1y ≤ (1 + θ)l
′eεcρr−1‖uu‖
′
fky.
Let
Dfkyf(u) =
(
Dfkyf(u)
)
u
+
(
Dfkyf(u)
)
s
∈ Eu(fk+1y)⊕ Es(fk+1y).
Then by (2.10), (3.11) and (3.12)
‖
(
Dfkyf(u)
)
u
‖′fk+1y ≥ ‖
(
Dfkx0f(u)
)
u
‖′fk+1x0 − ‖wu‖
′
fk+1y
≥ eχ−ε‖uu‖
′
fkx0
− (1 + θ)l′eεcρr−1‖uu‖
′
fky,
≥ eχ−2ε‖uu‖
′
fky,
(3.14)
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if ρ is taken small enough. Similarly, by (3.11) and (3.13),
‖
(
Dfkyf(u)
)
s
‖′fk+1y ≤ ‖
(
Dfkx0f(u)
)
s
‖′fk+1x0 + ‖ws‖
′
fk+1y
≤ e−χ+ε‖us‖
′
fkx0
+ (1 + θ)cl′eερr−1‖uu‖
′
fky,
≤ θ · e−χ+2ε‖uu‖
′
fky,
if ρ is small enough. Thus ‖
(
Dfkyf(u)
)
s
‖′
fk+1y
≤ η˜′θ‖
(
Dfkyf(u)
)
u
‖′
fk+1y
, that is,
DfkyfU(f
ky, θ) ⊂ U(fk+1y, η˜′θ). This proves the claim. 
The claim gives
Dyf
m−1U(y, θ) ⊂ U(fm−1y, η˜′θ).
Notice that fmy ∈ N (fmx0). Let TfmyM = E˜u(fmy) ⊕ E˜s(fmy) be trans-
lated from Tfmx0M = E
u(fmx0) ⊕ Es(fmx0), ‖u‖′′fmy := ‖Dfmy(Ψ
−1
fmx0
)u‖, and
U˜(fmy, θ) := {u ∈ TfmyM : ‖u˜s‖′′fmy ≤ θ‖u˜u‖
′′
fmy}. Then the claim above also
gives Dfm−1yfU(f
m−1y, θ) ⊂ U˜(fmy, η˜′θ). Thus we have
Dyf
mU(y, θ) ⊂ U˜(fmy, η˜′θ).
By the definition of RDfδ , x 7→ Ψx and the Oseledets splitting TM = E
u ⊕ Es are
uniformly continuous on the compact set RDfδ . Hence there exists η˜
′ < η′ < 1, such
that
U˜(fmy, η˜′θ) ⊂ U(fmy, η′θ), ∀d(fmx0, x1) ≤ ρ,
if ρ is small enough. Therefore,
Dyf
mU(y, θ) ⊂ U(fmy, η′θ).
To show ‖Dyfm(u)‖′fmy ≥ e
(χ−4ε)m‖u‖′y for u ∈ U(y, θ), taking any v ∈ U(f
ky, θ),
0 ≤ k ≤ m− 2, it follows from (3.14) that
‖Dfkyf(v)‖
′
fk+1y ≥ ‖
(
Dfkxf(v)
)
u
‖′fk+1y ≥ e
χ−2ε‖vu‖
′
fky
≥ (1 + θ)−1eχ−2ε‖v‖′fky
= eχ−3ε‖v‖′fky.
For v ∈ U(fm−1y, θ), the same reason gives ‖Dfm−1yf(v)‖
′′
fmy ≥ e
χ−3ε‖v‖′
fm−1y
.
Hence for any u ∈ U(y, θ),
‖Dyf
m(u)‖′′fmy ≥ e
(χ−3ε)m‖u‖′y.
Thus by (2.13) and m ≥ log l
′−log c1
ε
, we conclude
‖Dfmy (u)‖ ≥
c1
l′(fmx0)
e(χ−3ε)m‖u‖ ≥ e(χ−4ε)m‖u‖.
This completes the proof of Lemma 3.2. 
3.2. Construction of hyperbolic horseshoes. The aim of this subsection is to
construct a hyperbolic horseshoe Λ satisfying the properties listed in Theorem 2.2.
We begin with producing a separated set with sufficiently large cardinality. For
n ≥ 1, denote by dn(x, y) = max0≤k≤n−1 d(fkx, fky) the dynamical distance on
M , and denote by Bn(x, ρ) = {y ∈ M : dn(x, y) ≤ ρ} the dn-balls of radius ρ. Let
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Nµ(n, ρ, δ¯) be the minimal numbers of dn-balls of radius ρ whose union has measure
at least δ¯. Then by [10, Theorem 1.1], for any δ¯ > 0,
hµ(f) = lim
ρ→0
lim inf
n→+∞
1
n
logNµ(n, ρ, δ¯).
Given any 0 < δ < 1/2, let Λδ = R
Df
δ ∩R
A
δ ∩ supp(µ). Then µ(Λδ) > 1 − 2δ > 0.
Take δ¯ = 12µ(Λδ), then for any given i ∈ Nk0 , 0 < ε < εi, there exist 0 < ρ2 <
ε/2, N > 1, such that for any 0 < ρ < ρ2, n ≥ N, one has
(3.15) Nµ(n, ρ, δ¯) ≥ e
(hµ(f)−ε)n.
Fix a dense subset {ϕj}∞j=1 of the unit sphere of C(M), then it induces a metric
on the set of f -invariant measures Mf (M):
D(µ1, µ2) =
∞∑
j=1
|
∫
ϕjdµ−
∫
ϕjdν|
2j
, ∀µ1, µ2 ∈ Mf (M).
Take J large enough such that 12J <
ε
8 , and take ρ < min{ρ0, ρ1, ρ2/2} small enough
(where ρ0, ρ1 are given by 3.1 and 3.2 respectively), such that
(3.16) |ϕj(x) − ϕj(y)| ≤ ε/4, ∀ d(x, y) ≤ ρ, j = 1, · · · , J.
Since Λδ ⊂ R
Df
δ , by Lemma 2.6, there exists 0 < β <
1
3ρ and finite (ρ, β,
χ
2 )-
rectangles R(q1), · · · , R(qt), such that ∪
t
j=1B(qj , β) ⊃ Λδ. We consider a partition
P = {P1, · · · , Pt} of Λδ, where
P1 = B(q1, β) ∩ Λδ, and Pk = B(qk, β) ∩ Λδ \ (∪
k−1
j=1Pj), ∀2 ≤ k ≤ t.
Let
Λδ,n :=
{
x ∈ Λδ : there exists k ∈ [n, (1 + ε)n] such that f
k(x) ∈ P(x) and∣∣∣ 1
m
m−1∑
p=0
ϕj(f
px)−
∫
ϕjdµ
∣∣∣ ≤ ε
4
, ∀m ≥ n, 1 ≤ j ≤ J
}
.
Claim. lim
n→∞
µ(Λδ,n) = µ(Λδ).
Proof of the Claim. Let
An =
{
x ∈ Λδ : there exists k ∈ [n, (1 + ε)n] such that f
k(x) ∈ P(x)
}
,
and An,j = {x ∈ Pj : there exists k ∈ [n, (1 + ε)n] such that fk(x) ∈ Pj}. Then
An = ∪tj=1An,j . Considering P1, we may assume µ(P1) > 0. For any τ > 0, let
Aτn,1 =
x ∈ P1 : µ(P1)− τ ≤ 1m
m−1∑
j=0
χP1(f
jx) ≤ µ(P1) + τ, ∀m ≥ n
 .
Then Birkhoff Ergodic Theorem gives µ(∪n≥1Aτn,1) = µ(P1). Since A
τ
1,1 ⊂ A
τ
2,1 ⊂
· · · , we have
lim
n→∞
µ(Aτn,1) = µ(P1).
HORSESHOES AND LYAPUNOV EXPONENTS FOR BANACH COCYCLES 15
Take τ < ε2+εµ(P1), then for any x ∈ A
τ
n,1, by the definition of A
τ
n,1,
card{k ∈ [n, n+ nε] : fk(x) ∈ P1} ≥ (µ(P1)− τ)(n + nε)− (µ(P1) + τ)n
= n(µ(P1)ε− 2τ − τε)
≥ 1,
if n is taken large enough. Thus x ∈ An,1, that is Aτn,1 ⊂ An,1. Therefore,
lim
n→∞
µ(An,1) = µ(P1). Reproduce the proof above for every Pj , then we conclude
(3.17) lim
n→∞
µ(An) = µ(Λδ).
Let
Bn =
{
x ∈ Λδ :
∣∣∣ 1
m
m−1∑
k=0
ϕj(f
kx)−
∫
ϕjdµ
∣∣∣ ≤ ε
4
, ∀m ≥ n, 1 ≤ j ≤ J
}
.
Then by Birkhoff Ergodic Theorem, µ(∪n≥1Bn) = µ(Λδ). Since B1 ⊂ B2 ⊂ · · · ,
one has
lim
n→∞
µ(Bn) = µ(Λδ).
Together with (3.17),
lim
n→∞
µ(Λδ,n) = lim
n→∞
µ(An ∩Bn) = µ(Λδ).
This proves the Claim. 
Choose n > max{ log l
ε
, log l
′−log c1
ε
, N, 1
ε
log t} large enough such that µ(Λδ,n) >
1
2µ(Λδ) = δ¯, and nε + 1 < e
εn. Denote by E an (n, 2ρ)-separated set of Λδ,n of
maximum cardinality. Then ∪x∈EBn(x, 2ρ) ⊃ Λδ,n. By (3.15),
card(E) ≥ Nµ(n, 2ρ, µ(Λδ,n)) ≥ Nµ(n, 2ρ, δ¯) ≥ e
(hµ(f)−ε)n.
For k ∈ [n, n(1 + ε)], let Fk = {x ∈ E : fk(x) ∈ P(x)}. And take m ∈ [n, n(1 + ε)]
satisfying card(Fm) = max{card(Fk) : n ≤ k ≤ n(1 + ε)}. Then
card(Fm) ≥
1
nε+ 1
card(E) ≥
1
nε+ 1
e(hµ(f)−ε)n ≥ e(hµ(f)−2ε)n.
Choose P ∈ P satisfying card(Fm ∩ P ) = max{card(Fm ∩ Pk) : 1 ≤ k ≤ t}. Then
card(Fm ∩ P ) ≥
1
t
card(Fm) ≥
1
t
e(hµ(f)−2ε)n.
By getting rid of some points in Fm ∩ P , we may assume
(3.18)
1
t
e(hµ(f)−2ε)n ≤ card(Fm ∩ P ) ≤
1
t
e(hµ(f)+2ε)n.
By the definition of the partition P , there exists q ∈ {q1, · · · , qt}, such that
P ⊂ B(q, β) ∩ Λδ. Thus for any x ∈ Fm ∩ P, since x, fm(x) ∈ B(q, β) ∩ Λδ, by
Definition 2.5, the connected component C
(
x,R(q)∩ f−mR(q)
)
of R(q)∩ f−mR(q)
containing x is an admissible s-rectangle in R(q), and fmC
(
x,R(q) ∩ f−mR(q)
)
is
an admissible u-rectangle in R(q).
We claim that if x1, x2 ∈ Fm ∩ P with x1 6= x2, then C
(
x1, R(q) ∩ f−mR(q)
)
∩
C
(
x2, R(q) ∩ f−mR(q)
)
= ∅. Indeed, if there is y ∈ C
(
x1, R(q) ∩ f−mR(q)
)
∩
C
(
x2, R(q) ∩ f−mR(q)
)
, by Definition 2.5, one sees d(fkxj , f
ky) ≤ ρ for any 0 ≤
k ≤ m and j = 1, 2. Thus dm(x1, x2) ≤ 2ρ. However, since Fm ∩ P is an (n, 2ρ)-
separated set, we obtain dm(x1, x2) ≥ dn(x1, x2) > 2ρ, which is a contradiction.
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Therefore, there are at least card(Fm ∩P ) disjoint s-rectangles in R(q), mapped by
fm to card(Fm ∩ P ) disjoint admissible u-rectangles in R(q).
Let
Λ∗ =
⋂
n∈Z
f−mn
( ⋃
x∈Fm∩P
C
(
x,R(q) ∩ f−mR(q)
))
.
Then fm|Λ∗ is conjugate to a full shift in card(Fm∩P )-symbols. And for any y ∈ Λ∗,
any n ∈ Z, there exists xn ∈ Fm ∩ P such that fmn(y) ∈ C
(
xn, R(q) ∩ f−mR(q)
)
.
It follows that y and (xn)n∈Z satisfy the conditions of Lemma 3.2. Thus by Lemma
3.2 and [2, Theorem 6.1.2], Λ∗ is hyperbolic for fm. Let
Λ = Λ∗ ∪ f(Λ∗) ∪ · · · ∪ fm−1(Λ∗).
Then Λ is a hyperbolic horseshoe.
It remains to show the conclusions (i)− (iv) of Theorem 2.2 hold for this Λ.
(i) Since
htop(f |Λ) =
1
m
htop(f
m|Λ∗) =
1
m
log card(Fm ∩ P ),
by (3.18), htop(f |Λ) ≥ −
1
m
log t+ n
m
(hµ(f)− 2ε). Since
1
ε
log t < n ≤ m ≤ n(1+ ε),
htop(f |Λ) ≥ −ε+
1
1 + ε
(hµ(f)− 2ε) ≥ hµ(f)− (hµ(f) + 3)ε.
By (3.18), we also have
htop(f |Λ) ≤ −
1
m
log t+
n
m
(hµ(f) + 2ε) ≤ hµ(f) + 2ε ≤ hµ(f) + (hµ(f) + 3)ε.
(ii) By the construction of Λ and the definition of R(q), for any y ∈ Λ, there exist
x ∈ Fm∩P, 0 ≤ k ≤ m−1 such that d(y, fkx) ≤ ρ < ε/2. Since x ∈ Λδ ⊂ supp(µ),
We conclude Λ is contained in an ε/2-neighborhood of supp(µ).
(iii) For any f -invariant measure ν supported on Λ, we may assume ν is ergodic
first. Since
D(µ, ν) ≤
J∑
j=1
|
∫
ϕjdµ−
∫
ϕjdν|
2j
+
1
2J−1
≤
J∑
j=1
|
∫
ϕjdµ−
∫
ϕjdν|
2j
+
ε
4
,
it’s enough to show: |
∫
ϕjdµ−
∫
ϕjdν| ≤
3
4ε, ∀1 ≤ j ≤ J. Take y ∈ Λ
∗ and s ∈ N
large enough such that
∣∣∣ 1
ms
ms−1∑
k=0
ϕj(f
ky)−
∫
ϕjdν
∣∣∣ ≤ ε
4
, 1 ≤ j ≤ J.
Then there exist x0, x1, · · · , xs−1 ∈ Fm ∩ P such that
d(fmk+ty, f txk) ≤ ρ, ∀0 ≤ k ≤ s− 1, 0 ≤ t ≤ m− 1.
By (3.16) and the construction of Λδ,m, we obtain |
∫
ϕjdµ−
∫
ϕjdν| ≤
3
4ε, 1 ≤ j ≤
J, which implies D(µ, ν) ≤ ε.
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If ν is not ergodic, by the ergodic decomposition theorem, ν-almost every ergodic
component is supported on Λ. Hence
D(µ, ν) =
∞∑
j=1
|
∫
ϕjdµ−
∫
ϕjdν|
2j
=
∞∑
j=1
|
∫
(
∫
ϕjdµ−
∫
ϕjdνx)dν(x)|
2j
≤
∫
D(µ, νx)dν(x)
≤ ε.
3.3. Dominated splitting for cocycles. The conclusion (iv) of Theorem 2.2 is
contained in the following Proposition.
Proposition 3.3. Under the condition of Theorem 2.2, for any i ∈ Nk0 , any
0 < ε < εi, let Λ be constructed as above. Then there exists a continuous A-
invariant splitting on Λ
X = E1(y)⊕ · · · ⊕ Ei(y)⊕ Fi(y),
with dim(Ej) = dj for 1 ≤ j ≤ i, such that for any y ∈ Λ, one has
e(λj−4ε)m‖u‖ ≤ ‖Amy (u)‖ ≤ e
(λj+4ε)m‖u‖, ∀u ∈ Ej(y), 1 ≤ j ≤ i,
‖Amy (v)‖ ≤ e
(λi+1+4ε)m‖v‖, ∀v ∈ Fi(y).
In order to prove this Proposition, we require the following definitions. Let G(X)
denote the Grassmannian of closed subspaces of X , endowed with the Hausdorff
metric dH , defined by:
dH(E,F ) = max{ sup
u∈SE
dist(u, SF ), sup
v∈SF
dist(v, SE)}, ∀E,F ∈ G(X),
where SF = {v ∈ F : ‖v‖ = 1}, dist(u, SF ) = inf{‖u − v‖ : v ∈ SF }. Denote
by Gj(X), Gj(X) the Grassmannian of j-dimensional and j-codimensional closed
subspaces, respectively. Then by [9, chapter IV, §2.1 ], (G(X), dH) is a complete
metric space, and Gj(X) , Gj(X) are closed in G(X). In order to compute dH
conveniently, we introduce the gap δˆ, defined by
δˆ(E,F ) = max{ sup
u∈SE
dist(u, F ), sup
v∈SF
dist(v, E)}, ∀E,F ∈ G(X).
Note that the gap is not a metric on G(X), but
δˆ(E,F ) ≤ dH(E,F ) ≤ 2δˆ(E,F ).
See [9, chapter IV, §2.1 ] for a proof.
We now prove Proposition 3.3.
Proof. Fix any i ∈ Nk0 , 0 < ε < εi and 1 ≤ j ≤ i. We first assume y ∈ Λ
∗, then by
the definition of Λ∗, there exist {xn}n∈Z ⊂ Fm, such that
d(fkxn, f
k(fnmy)) ≤ ρ · e−
χ
2 min{k,m−k}, ∀n ∈ Z, k = 0, · · · ,m.
We first prove {Amn
f−mny
Hj(x−n)}n≥1 is a Cauchy sequences in G(X). Denote
H˜j(x−n) = A
m
f−m(n+1)y
Hj(x−n−1). Then
Amnf−mnyH˜j(x−n) = A
m(n+1)
f−m(n+1)y
Hj(x−n−1).
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By Lemma 3.1, Amn
f−mny
H˜j(x−n) ⊂ Uj(x0, θ0). Since A(x) is injective for every
x ∈M , we have
(3.19) X = Amnf−mnyH˜j(x−n)⊕ Fj(x0).
Now for any u ∈ Hj(x−n),
dist
(
Amn
f−mny
(u)
‖Amn
f−mny
(u)‖
,A
m(n+1)
f−m(n+1)y
Hj(x−n−1)
)
= inf
v∈H˜j(x−n)
{∥∥ Amnf−mny(u)
‖Amn
f−mny
(u)‖
− Amnf−mny(v)
∥∥}
=
‖u‖
‖Amn
f−mny
(u)‖
inf
v∈H˜j(x−n)
{
‖Amnf−mny(
u
‖u‖
− v)‖
}
.
(3.20)
By (3.19), for Amn
f−mny
u
‖u‖ ∈ X , there exists vn ∈ H˜j(x−n) such that
Amnf−mny(
u
‖u‖
)−Amnf−mny(vn) ∈ Fj(x0) ⊂ Vj(x0, θ0).
Then it follows from (3.20) and Lemma 3.1 that
dist
(
Amn
f−mny
(u)
‖Amn
f−mny
(u)‖
,A
m(n+1)
f−m(n+1)y
Hj(x−n−1)
)
≤
‖u‖
‖Amn
f−mny
(u)‖
· ‖Amnf−mny(
u
‖u‖
− vn)‖
≤ e(λj+1−λj+8ε)mn · ‖
u
‖u‖
− vn‖.
Claim. There exists c = c(δ) > 0, such that ‖ u‖u‖ − vn‖ ≤ c.
Proof of the Claim. Using (3.19), we obtain
(3.21) X = H˜j(x−n)⊕A
−mn
y Fj(x0).
Indeed, define T : X → X by T =
(
Amn
f−mny
|
H˜j(x−n)
)−1
◦ pi1 ◦ Amnf−mny, where pi1
is the projection associated with (3.19) onto Amn
f−mny
H˜j(x−n) parallel to Fj(x0).
Then T has image H˜j(x−n) and kernel A−mny Fj(x0), which implies (3.21).
Let pi2 be the projection operator associated with (3.21) onto A−mny Fj(x0) par-
allel to H˜j(x−n) . Then
u
‖u‖
− vn = pi2(
u
‖u‖
) ∈ A−mny Fj(x0).
Since the splitting X = Hj(x)⊕ Fj(x) is uniformly continuous on RAδ , there exists
c = c(δ) > 0 such that for any x ∈ RAδ and any H ⊂ Uj(x, θ0), F ⊂ Vj(x, θ0) with
X = H ⊕ F , one has
(3.22) ‖piH(x)‖ ≤ c, ‖piF (x)‖ ≤ c,
where piH , piF are the projections associated with the splitting X = Hj(x)⊕Fj(x).
Therefore,
‖
u
‖u‖
− vn‖ = ‖pi2(
u
‖u‖
)‖ ≤ c.
This proves the claim. 
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The Claim gives
dist
(
Amn
f−mny
(u)
‖Amn
f−mny
(u)‖
,A
m(n+1)
f−m(n+1)y
Hj(x−n−1)
)
≤ e(λj+1−λj+8ε)mn · c.
Similarly, for any v ∈ Hj(x−n−1), we have
dist
 Am(n+1)f−m(n+1)y(v)
‖A
m(n+1)
f−m(n+1)y
(v)‖
,Amnf−mnyHj(x−n)
 ≤ e(λj+1−λj+8ε)mn · c.
Thus
δˆ
(
Amnf−mnyHj(x−n),A
m(n+1)
f−m(n+1)y
Hj(x−n−1)
)
≤ e(λj+1−λj+8ε)mn · c,
which implies {Amn
f−mny
Hj(x−n)}n≥1 is a Cauchy sequence in (G(X), dH). Similarly,
{A−mnfmnyFj(xn)}n≥1 is a Cauchy sequence in (G(X), dH). Let
Hj(y) := lim
n→∞
Amnf−mnyHj(x−n), Fj(y) := limn→∞
A−mnfmnyFj(xn).
Since X = Amny Hj(x0) ⊕ Fj(xn), similar to the proof of (3.21), one sees X =
Hj(x0)⊕A
−mn
fmnyFj(xn). Thus
codim
(
A−mnfmnyFj(xn)
)
= Dj = dim
(
Amnf−mnyHj(x−n)
)
,
where Dj = d1 + · · · + dj . It follows Hj(y) ∈ GDj (X), Fj(y) ∈ G
Dj (X), since
GDj (X) and G
Dj (X) are closed subset of G(X). Notice that Hj(y) ⊂ Uj(x0, θ0),
and Fj(y) ⊂ A
−m
fmyVj(x1, θ0) ⊂ Vj(x0, θ0), we conclude
X = Hj(y)⊕ Fj(y).
And by Lemma 3.1, we have
e(λj−4ε)m‖u‖ ≤ ‖Amy (u)‖ ≤ e
(λ1+4ε)m‖u‖, ∀u ∈ Hj(y),
‖Amy (v)‖ ≤ e
(λj+1+4ε)m‖v‖, ∀v ∈ Fj(y).
In general, for any z ∈ Λ, there exists 0 ≤ k ≤ m− 1, y ∈ Λ∗ such that z = fky.
similar to the proof above, we can also get
Hj(z) := lim
n→∞
Amnf−mn(fky)Hj(f
kx−n),
Fj(z) := lim
n→∞
A−mn
fmn(fky)
Fj(f
kxn),
satisfying X = Hj(z)⊕ Fj(z), Hj(z) ∈ GDj (X), Fj(z) ∈ G
Dj (X), and
(3.23) e(λj−4ε)m‖u‖ ≤ ‖Amz (u)‖ ≤ e
(λ1+4ε)m‖u‖, ∀u ∈ Hj(z),
(3.24) ‖Amz (v)‖ ≤ e
(λj+1+4ε)m‖v‖, ∀v ∈ Fj(z).
Claim. The splitting X = Hj(z)⊕ Fj(z) is A-invariant on Λ.
Proof of the claim. Before proving the invariance of the splitting, we show that: for
any y ∈ Λ∗, 0 ≤ k ≤ m− 1, any Hn,k ∈ GDj (X) satisfying Hn,k ⊂ Uj(f
kx−n, θ0) ,
one has
Hj(f
ky) = lim
n→∞
Amnf−mn(fky)Hn,k.
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Indeed, since X = Amn
f−mn(fky)Hn,k ⊕Fj(x0). Thus for any u ∈ Hj(f
kx−n), similar
to the estimation above, we have
dist
(
Amn
f−mn(fky)(u)
‖Amn
f−mn(fky)
(u)‖
,Amnf−mn(fky)Hn,k
)
=
‖u‖
‖Amn
f−mn(fky)
(u)‖
· inf
v∈Hn,k
‖Amnf−mn(fky)(
u
‖u‖
− v)‖
≤ e(λj+1−λj+8ε)mn · c,
which implies dH
(
Amn
f−mn(fky)Hj(x−n),A
mn
f−mn(fky)Hn,k
)
→ 0. Hence,
(3.25) Hj(f
ky) = lim
n→∞
Amnf−mn(fky)Hn,k, ∀0 ≤ k ≤ m− 1.
Now for any z = fky ∈ Λ, where y ∈ Λ∗, 0 ≤ k ≤ m − 1. If 0 ≤ k ≤ m − 2, then
by (3.1), A(f−mnz)Hj(f
kx−n) ∈ Uj(fk+1x−n, θ0); if k = m − 1, then by (3.9),
A(f−mnz)Hj(f
m−1x−n) ∈ Uj(x−n+1, θ0), thus (3.25) gives
Hj(fz) = lim
n→∞
Amnf−mn(fz)
(
A(f−mnz)Hj(f
kx−n)
)
.
Therefore, for any u ∈ Hj(z),
dist
(
A(z)u,Amnf−mn(fz)A(f
−mnz)Hj(f
kx−n)
)
≤ ‖A(z)‖ · dist
(
u,Amnf−mn(z)Hj(f
kx−n)
)
≤ ‖A(z)‖ · dH
(
Hj(z),A
mn
f−mn(z)Hj(f
kx−n)
)
→ 0,
which implies A(z)u ∈ Hj(fz). Thus A(z)Hj(z) ⊂ Hj(fz). It can be proved
analogously that A(z)Fj(z) ⊂ Fj(fz). Since dim(A(z)Hj(z)) = dim(Hj(fz)), we
have A(z)Hj(z) = Hj(fz). 
Claim. The splitting X = Hj(z)⊕ Fj(z) is continuous on Λ.
Proof of the Claim. Let pi
Hj
z , pi
Hj
z be the projection operators associated with X =
Hj(z)⊕Fj(z). Then for any z˜ ∈ Λ, u ∈ Hj(z˜), let w = A
−mn
z˜ (u) ∈ Hj(f
−mnz˜), by
the invariance of the splitting and (3.22), (3.23), (3.24), we may estimate
‖piFjz A
mn
f−mnz(w)‖ = ‖A
mn
f−mnzpi
Fj
f−mnz
(w)‖
≤ e(λj+1+4ε)mn‖pi
Fj
f−mnz
(w)‖
≤ c · e(λj+1+4ε)mn‖w‖
≤ c · e(λj+1−λj+8ε)mn‖u‖.
Thus
‖piFjz (u)‖ = ‖pi
Fj
z A
mn
f−mnz˜(w)‖
≤ ‖piFjz
(
Amnf−mnz˜ −A
mn
f−mnz
)
(w)‖ + ‖piFjz A
mn
f−mnz(w)‖
≤ c ·
(
e(4ε−λj)mn‖Amnf−mnz˜ −A
mn
f−mnz‖+ e
(λj+1−λj+8ε)mn
)
‖u‖,
Which gives
‖piFjz |Hj(z˜)‖ ≤ c · e
(4ε−λj)mn‖Amnf−mnz˜ −A
mn
f−mnz‖+ c · e
(λj+1−λj+8ε)mn.
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Similarly, for v ∈ Fj(z˜),
e(λj−4ε)mn‖piHjz (v)‖ ≤ ‖A
mn
z ◦ pi
Hj
z (v)‖
= ‖pi
Hj
fmnz ◦ A
mn
z (v)‖
≤ ‖pi
Hj
fmnz‖ ·
(
‖Amnz (v)−A
mn
z˜ (v)‖+ ‖A
mn
z˜ (v)‖
)
≤ c ·
(
‖Amnz −A
mn
z˜ ‖+ e
(λj+1+4ε)mn
)
‖v‖.
Therefore,
‖piHjz |Fj(z˜)‖ ≤ c · e
(4ε−λj)mn‖Amnz −A
mn
z˜ ‖+ c · e
(λj+1−λj+8ε)mn.
Now for any τ > 0, take n large enough such that c · e(λj+1−λj+8ε)mn < τ, and
then take δ > 0 small enough such that for any z˜ ∈ B(z, δ),
c · e(4ε−λj)mn ·max
{
‖Amnf−mnz˜ −A
mn
f−mnz‖, ‖A
mn
z −A
mn
z˜ ‖
}
< τ.
Then we have ‖pi
Hj
z |Fj(z˜)‖ ≤ 2τ, ‖pi
Fj
z |Hj(z˜) ≤ 2τ. Thus by [3, Remark 10],
dH
(
Fj(z), Fj(z˜)
)
≤ 4Dj‖pi
Hj
z |Fj(z˜)‖ ≤ 8Djτ,
dH
(
Hj(z), Hj(z˜)
)
≤ 4Dj‖pi
Fj
z |Hj(z˜)‖ ≤ 8Djτ,
which gives the continuity of Fj(z) and Hj(z). 
At last, for any z ∈ Λ, 1 ≤ j ≤ i, let Ej(z) := Hj(z)∩Fj−1(z), where F0(z) := X .
Then dim(Ej) = dj . Since
A(z)Ej(z) ⊂ A(z)Hj(z) ∩ A(z)Fj−1(z) ⊂ Hj(fz) ∩ Fj−1(fz) = Ej(fz),
and dim (A(z)Ej(z)) = dj = dim(Ej(fz)), we have A(z)Ej(z) = Ej(fz). Therefore,
we obtain a continuous A-invariant splitting on Λ:
X = E1(z)⊕ · · · ⊕ Ei(z)⊕ Fi(z),
with dim(Ej) = dj , ∀1 ≤ j ≤ i. And by (3.23), (3.24), we conclude
e(λj−4ε)m‖u‖ ≤ ‖Amz (u)‖ ≤ e
(λj+4ε)m‖u‖, ∀u ∈ Ej(z), 1 ≤ j ≤ i,
‖Amz (v)‖ ≤ e
(λi+1+4ε)m‖v‖, ∀v ∈ Fi(z).
This completes the proof. 
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