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Abstract
In the low-energy Antiproton Decelerator (AD) and the Extra Low ENergy Antiproton
(ELENA) rings at CERN, an absolute measurement of the beam intensity is essential
to commission and troubleshoot the different accelerator systems, to measure the oper-
ational efficiency, and to provide calibration information for the different experiments
using the antiproton (p) beam. Both the AD and ELENA are synchrotron decelerators,
operating with both bunched and debunched - Direct Current (DC) - beams. The beam
currents can be smaller than 100 nA, and the total number of circulating particles is of
the order of 107 p.
Non-intercepting measurements of low-intensity charged particle beams are particu-
larly challenging due to the low amplitude of the induced electromagnetic fields. This
is even more difficult for DC beams. The most common diagnostics that are able to
measure DC beams are the DC Current Transformers (DCCTs), but these present con-
siderable limitations when used to measure low-intensity beams, since these are limited
in current resolution to 1 µA. In the AD a longitudinal-Schottky (Schottky) monitor is
currently used for intensity measurements but this presents several limitations, including
accuracy errors above 10 %.
Several laboratories have shown in the past the potential of Superconducting QUan-
tum Interference Device (SQUID)-based Cryogenic Current Comparator (CCC), using
Low-Temperature Superconductors (LTS) technology, to measure beam current intensi-
ties of slowly varying beams in the nano-ampere range. However, previous CCC beam
monitors suffered from a strong susceptibility to mechanical vibrations, and Electro-
Magnetic Interference (EMI) perturbations, and also presented limited availability which
limited their operational use. Additionally, these were never able to cope with short
bunched beams in a synchrotron accelerator.
In the present work a CCC system was developed for the AD machine. This monitor
was optimised in terms of its current resolution, ability to cope with short bunched beams
and overall system stability. Also, a dedicated cryostat was designed and fabricated to
house the CCC, and to be installed in the AD beam line, aiming at decoupling external
mechanical vibrations from the monitor, and to have a reduced heat in-leak, allowing
for a standalone operation with an external liquid helium reliquefier.
The new monitor was characterized in laboratory and different measurements are
presented. Measurements with real beam were also performed in the AD, and the
resolution and accuracy of beam current and beam intensity measurements were assessed.
xvii
Optimal beam current resolutions of 2.5 nA, and beam intensity resolutions of 1.2× 104 p
charges (at the highest beam energy) were obtained. However, the limiting factor in
the obtained absolute measurement accuracy was the observed drift of the zero beam
baseline, which could amount to 25 nA. These are the first CCC beam current and
intensity measurements ever performed in a synchrotron machine with both coasting
and short bunched beams.
Future improvements could be obtained by studying the origin and effect of the exter-
nal perturbations causing the observed drift, leading to the implementation of mitigation
and compensation techniques.
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Chapter 1
Introduction
The purpose of this chapter is to introduce the low-energy antiproton facilities at CERN,
as well as the existing beam intensity diagnostics. Section 1.1 starts with a description
of the antiproton production process and an explanation of why these need to be de-
celerated in the Antiproton Decelerator (AD) in order to be used by the low-energy
experiments studying matter/antimatter asymmetries. An overview of the experiments
and their objectives is also presented. Section 1.2 covers the need for beam intensity
diagnostics in accelerator facilities, and describes the existing diagnostics in AD and
their limitations in providing an accurate measurement of the beam intensity due to the
reduced number of particles and their low-energy. The chapter continues by introducing
the Cryogenic Current Comparator (CCC), in Section 1.3, as a beam current diagnostic
capable of a superior current resolution and this is compared with the more common
types of diagnostics. The chapter terminates by stating in Section 1.4 the objectives of
the current project, the collaboration under which this was developed.
1.1 Low-Energy Antiproton Facilities at CERN
Particle physics and particle accelerator science are a rich and varied domain of sci-
ence, addressing a wide range of scientific questions from the fundamental laws of the
Universe to new techniques for cancer treatment. These areas have contributed to the
development of a large number of cutting-edge technologies, many of which have found
application in many other disciplines of science and engineering [1].
The European Organization for Nuclear Research (CERN) laboratory, located on
the border between France and Switzerland, founded in 1954, pursues a wide range of
research programs covering many areas in fundamental interactions physics and in the
development of new technologies employed in its accelerator and detector facilities. In
recent years CERN has been operating the world’s largest and most powerful particle
accelerator, the Large Hadron Collider (LHC). The LHC is 27 km long in circumference
and accelerates protons and lead ions for head-on collision at a top energy per beam of
6.5 TeV and 1.38 TeV/nucleon, respectively. On the other end of the energy spectrum,
CERN also develops a rich experimental program of low-energy antimatter research,
1
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with the AD [2–4]. The AD is 188 m long in circumference and provides a beam of
low-energy antiprotons (ps) with 5.3 MeV kinetic energy to 5 experiments. These are
ALPHA, AEg¯IS, ASACUSA, ATRAP and BASE [5]. The number of particles in the
LHC and in the AD also differ by many orders of magnitude. When fully filled the
LHC stores 3.2× 1014 protons per beam while the AD usually operates with 3× 107
ps. This results in a nominal LHC beam electric current of the order of 500 mA, and
in the AD, at its lowest energy, it is only approximately 300 nA. Non-intercepting
detection and measurement of the number of particles in these beams is crucial for the
operation of these accelerators. Other fields and applications relying on low-intensity
beams, besides low-energy antimatter studies with ps [6, 7] are nuclear physics studies
using rare isotope beams [8, 9], hadron cancer therapy [10], mass spectroscopy [11] or
ion implantation in semiconductor fabrication [12]. All of these areas require or would
profit from an improved non-intercepting beam intensity measurement.
The AD facility of CERN began its operation in 1999, and its function is to de-
liver low-energy antiprotons (ps) to experiments studying the symmetries between nor-
mal matter and antimatter. Using techniques such as high-precision laser spectroscopy
of antihydrogen and antiprotonic helium atoms, these experiments have measured the
antiproton-to-electron mass ratio, and the magnetic moment of ps. Other results con-
cern the interaction of ps with different types of target materials for which the energy
loss and cross-sections have been measured. Also the biological effectiveness of p beams
destroying cancer cells has been measured as a possible method for hadron therapy by
the past experiment ACE [13]. New experiments, currently under the preparation and
installation phases will attempt to measure the gravitational acceleration of antihydro-
gen. A review of the different experimental results can be found in [7].
Antimatter atoms can only be efficiently synthesised from component particles at
electron-volt and lower energy scales, what is far below the production energy of ps, in
the GeV range. The AD is currently the only source of low energy ps, but it can only
decelerate the ps down to 5.3 MeV which is higher than the experimental apparatus can
trap. The new Extra Low ENergy Antiproton (ELENA) [14–16] synchrotron decelerator
will receive the AD beam and further decelerate it to 100 keV. Figure 1.1 shows the
layout of the building housing the AD and ELENA decelerators, as well as the different
experimental areas and other equipment. Also the FAIR facility currently being built
in Darmstadt, Germany has in its planning for a later phase, the construction of a low
energy p facility under the FLAIR project.
The ps are produced by colliding the CERN Proton Synchrotron (PS) beam con-
taining ≈ 1.5× 1013 protons with kinetic energy EK = 26 GeV on a 50 mm long solid
iridium target. For a small fraction of the collisions, the following reaction will occur
(or a similar one involving a target neutron),
p(beam) + p(target)→ p+ p+ p+ p¯. (1.1)
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Injection line AD ringELENA Experimental halls
Figure 1.1: Organisation of the AD hall with the AD and ELENA synchrotron de-
celerators, as well as the different antimatter experimental halls. Image: CERN.
This reaction channel is open for incoming protons with EK ≈ 6 GeV, but the higher
energy of the PS beam provides for a higher production yield. At this energy, around
2.5× 105 incoming protons are required for each produced p. The p are produced with
an energy distribution centred on EK ≈ 2.75 GeV. Downstream of the production
target, the shower of ps is focused by a horn-type magnetic lens [17] into a parallel beam
with transverse emittance1  ≈ 200pimm mrad and momentum spread ∆p/p ≈ 6 %.
This beam containing ≈ 5× 107 p (nominal design value) is injected into the AD for
deceleration.
Figure 1.2 shows the layout of the AD, the production target, transfer line, AD syn-
chrotron ring, including the location of some of its relevant equipment: injection/ejection
elements, Radio-Frequency (RF) cavities, stochastic and electron cooling. Additionally,
the transfer lines for the different experiments are shown in red.
The kinetic energy of the injected ps needs to be reduced to at least . 10 keV so
that they can be trapped by the different experiments apparatus for further studies.
This requires a reduction of the kinetic energy by almost 6 orders of magnitude, which
is accomplished in part by the AD that reduces the energy while keeping a minimal
spreading of the region occupied by the beam in position and momentum phase-space.
At the end of the AD cycle, ps with EK = 5.3 MeV are ejected with a typical efficiency
of ≈ 85 %. In order to accomplish the beam deceleration with a high efficiency the AD
1Emittance is a measure of the average spread of the particle coordinates in position and momentum
phase-space.
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Figure 1.2: Layout of the AD hall including the AD ring, the production target,
transfer lines and the experimental facilities locations. In blue is indicated the Section
15 in Sector 2, where the CCC monitor developed in this project was installed. Adapted
from [7].
cycle comprises different phases that are shown in Figure 1.3. Right after injection, the
RF cavities perform a bunch rotation to reduce the momentum spread of the beam from
±3 % to ±0.75 %. Then, in order to reduce the emittance, stochastic beam cooling is
applied. After this, the RF cavities are turned on to capture and bunch the beam, for the
first deceleration ramp. The beam deceleration is accomplished by progressively reducing
the RF frequency. At the end of the ramp the beam is debunched again by turning off
the RF. The deceleration process causes the emittance growth due to adiabatic blow-
up and betatron resonances [18]. In order to minimise the beam losses the emittance
needs to be reduced again, which is done in a beam cooling phase after each deceleration
ramp. This process continues as a sequence of four beam cooling plateaus, and three
deceleration ramps. When the AD reaches its final energy, the beam is bunched again
before being ejected to the experiment transfer lines.
Presently further deceleration of the ps from 5.3 MeV down to (3-5) keV, the typical
energy of captured particles in a trap, is carried out using a sequence of degrading foils
(or gas filled cells), in which the particles lose energy by interacting with the electrons
in the material as shown in Figure 1.4. This causes the particles to scatter, deviating
from its trajectory and loosing kinetic energy. Each degrader will increase the energy
spread resulting in a larger final energy spread. This is a very inefficient process, and
the experiments are only able to trap (0.1-0.3) % of the particles. For a review of the
early developments in ps trapping and cooling techniques see [19].
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Figure 1.3: AD cycle with the succession of beam cooling plateaus and RF decelera-
tion ramps. Adapted from [7].
Figure 1.4: A schematic view of ps deceleration in foils. Adapted from [14].
The ASACUSA experiment currently uses a Radio-Frequency Quadrupole (RFQ)
for p deceleration down to around 100 keV [20]. The RFQ is an RF structure with four
specially shaped electrodes that provide at the same time a decelerating and focusing
quadrupolar field. It can be biased to different potentials to achieve the continuous
adjustment of the output energy required by the ASACUSA experiment [21]. Despite
the controlled deceleration, the RFQ also causes adiabatic blow up of the beam emittance
(by a factor of 7 in each plane) which results in a significant reduction of the trapping
efficiency [7]. Also the RFQ is very sensitive to trajectory and optics mismatch errors,
making it difficult and time consuming to properly tune the transfer line from the AD.
About 70 % of the beam is lost after passing through the RFQ, and since the transverse
beam size is very big (more than 100 mm), only a short beam transport is possible after
it (no more than few meters). The final p capturing efficiency of ASACUSA is about
(3− 5) %.
The ELENA ring will improve the overall deceleration process efficiency by further
decelerating the beam ejected from the AD down to EK = 100 keV. This will represent
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a 100× improvement in the number of ps trapped by the experiments that currently use
foil degraders.
An overview of the experiments using the AD beam is given in [7]. The first experi-
ments to have synthesised antihydrogen at low energies were ATHENA and ATRAP in
2002. More recently, ALPHA and ATRAP have cooled clouds of (103−106) p to temper-
atures T < 10 K, allowing for the production of antihydrogen atoms with sufficiently low
temperatures (T < 1 K) to be confined in a magnetic trap. The ASACUSA experiment,
using a radiofrequency RFQ has managed to produce and trap p¯He+ atoms, where one
of the atomic electrons is replaced by a p.
The AEg¯IS and GBAR experiments will probe the gravitational acceleration of an-
tihydrogen. These will require ps to be cooled down to mK temperature, to form a p
beam with 100 m/s velocity in AEg¯IS and 1 m/s in GBAR.
Figure 1.5 shows the wide range of energy scales that is covered by the CERN p
facilities.
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Figure 1.5: Energy and temperature scale of ps, putting in evidence the required
energy reduction, from production to trapping (inj. - injection; ejec - ejection; ).
The deceleration cycle of the AD passes through different energy plateaus which are
normally referred to by the corresponding p momentum. Table 1.1 shows the kinetic
energy EK and revolution frequency frev in the different plateaus, as well as the respec-
tive average beam current Iavg for the case of nominal injection of N = 5× 107 p, and
the case of a low-intensity injection with N = 1× 107 p, assuming a 100 % efficiency.
Currently, in a typical AD cycle, approximately 3.5× 107 p are injected and decelerated
with an efficiency of ≈ 85 %.
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Table 1.1: AD beam parameters during the different phases in the deceleration cycle
shown in Figure 1.3
Momemtum EK frev Iavg
(
5× 107 p) Iavg (1× 107 p)
[GeV/c] [MeV] [MHz] [µA] [µA]
3.57 2757 1.59 12.7 2.6
2.00 1271 1.49 11.9 2.4
0.30 46.8 0.500 4.0 0.8
0.10 5.3 0.174 1.4 0.3
1.2 Beam Instrumentation and Operations
The most important beam parameters in an accelerator are the beam energy, number of
particles or total charge, which is closely related to the beam current, the beam tempo-
ral (or longitudinal) distribution, and the transverse position. Usually these parameters
need to be monitored in an online and continuous way, making it important to have de-
tection methods and instruments that do not intercept the beam, what would otherwise
degrade it. These often rely on measuring the electromagnetic field of the beam.
The continuous measurement of beam intensity is important to ensure correct ac-
celerator operation within its nominal parameters. In the AD and ELENA, the beam
intensity is the main figure of merit to assess the machine operation performance, and
a precise measurement of the number of accumulated ps throughout the entire deceler-
ation cycle is important to optimise the (de)accelerator settings and also to reduce the
beam setup times.
Beam monitors can be designed to sense the beam electric field, magnetic field, or
combination of both [22]. Devices that rely primarily on interaction with the beam’s
electric field are often called capacitive pickups, and pickups designed to interact with
the magnetic field are called magnetic pickups or more commonly current monitors.
The beam is an assembly of electrically charged particles, creating an electric field
with strength proportional to the total charge, and magnetic field proportional to the
total charge and particle velocity. Beams are normally enclosed inside a vacuum chamber
bounded by an electrically conducting metallic wall. The beam electric field will induce
an image charge on the inner surface of the vacuum chamber wall travelling along with
the beam, and no electric field Direct Current (DC) component from the beam will exist
outside the conducting chamber. Conversely, the Alternating Current (AC) magnetic
field components will be highly attenuated outside of the chamber wall, and only the
DC component will not be attenuated.
In a circular synchrotron accelerator the beam is typically modulated longitudinally
by using RF-cavities to create so called RF-buckets in the longitudinal phase-space that
can be filled by bunches of particles. The frequency spectrum of the current of a bunched
beam is composed of harmonics at the repetition rate with a DC component equal to
the average current. If no RF-field is present the beam presents, to first approximation,
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no longitudinal structure2, and is said to be debunched or a coasting beam. Also, its
spectrum energy is almost entirely located at the DC average component. The temporal
structure of the beam will affect the frequency range of the electric and magnetic signals
that are available to be measured by the detector pickups.
For a comprehensive reference on beam diagnostics see [23, 24]. For a reference
specific to beam current and beam intensity monitors see [22].
The AD is operated with bunched beams during the deceleration phases and with a
coasting beam during the stochastic and electron beam cooling phases [25]. Continuous
measurement of the total beam intensity is important to monitor the efficiency of all
these phases. A more detailed description of the AD operation cycle is presented in
Section 3.3.1.
1.2.1 Beam Current and Intensity
The most general definition of beam intensity is the number of particles per unit of time,
however in a storage ring the word intensity is sometimes also used to refer to the total
number of stored particles N at any given moment. In this thesis, the latter definition
is used. If the electrical charge Q of the particles is known and Q 6= 0, N can be related
to the beam average electrical current Ibeam and the revolution frequency by
N =
Ibeam
Q · e · frev . (1.2)
Beams can be of low-intensity due to the reduced number of particles N , and/or due
to their low velocity and consequently lower frev. Both these factors contribute to a
low beam current which presents a considerable challenge for existing beam current
diagnostics [26], due to the reduced amplitude of the induced electromagnetic fields.
Commonly used devices for measuring beam current and intensity are the Beam
Current Transformer (BCT) and DC Current Transformer (DCCT), which measure
the azimuthal beam-induced magnetic field. While the BCTs are insensitive to the DC
average current but can exhibit a wide frequency bandwidth which enables them to probe
beam temporal structure, the DCCT are able to measure the beam DC component but
have a reduced bandwidth.
Assuming a DC beam current in a vacuum chamber with cylindrical symmetry, the
beam’s magnetic field will only have an azimuthal component as shown in Figure 1.6,
given by the Biot-Savart law or the Maxwell-Ampe`re equation,
B =
µ0 Ibeam
2pi r
eφ, (1.3)
where µ0 = 4pi × 10−7 V s/(A m) is the vacuum permeability, and r is the distance to
beam. For a beam current of 1 µA the field at r = 100 mm has a value of Bφ = 2 pT,
2Residual longitudinal modulation may be present even when RF power is off.
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which is several orders of magnitude lower than the Earth’s magnetic field BEarth ≈
50 µT.
Figure 1.6: Azimuthal magnetic field induced by a linear beam current. Adapted
from [24].
1.2.2 Beam Current Transformer Monitors
The BCT [27], shown in Figure 1.7, works much like an electrical transformer with
a ferromagnetic core, where the primary winding is replaced by the particle beam.
When the beam passes through the transformer it changes the magnetisation of the
high-permeability core that induces an electromotive force in the secondary winding.
According to the Maxwell-Faraday equation only a varying magnetic flux will induce an
Figure 1.7: BCT and its equivalent circuit. Adapted from [24].
electromotive force in the secondary coil, hence BCTs are unable to measure the DC
component of signals.
The signal induced in the secondary coil of the BCT can be read by a passive or
an active electronic circuit, with equivalent circuit shown in Figure 1.7. The transfer
function of the BCT has a passband shape, where the low-frequency cutoff is determined
by the droop time constant τdroop, and the high-frequency cutoff is related to the rise time
constant τrise. Therefore, the BCT is unable to measure coasting (debunched) beams as
the ones present in the AD during the beam cooling phases. A passive readout, usually
using a R = 50 Ω load resistor, is used to observe short beam bunches of less than a few
micro seconds, when a small rise time τrise is required. For measuring long beam pulses,
larger than several µs, the requirement for having a long τdroop is normally implemented
by having an active readout that reduces the load impedance seen by the secondary coil.
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The BCT is used to perform bunch-by-bunch charge measurements. Active BCTs
typically have a better current resolution, and are able to attain an accuracy at the
≈ 1 % level with a dynamic range that can go from 1 µA to 100 mA 3. However, mea-
surements of currents < 10 µA are difficult due to thermal and mechanical vibration
noise. Additionally, they usually are sensitive to the beam position and bunch length,
particularly at higher frequencies [28]. The calibration of BCTs is performed using a
carefully shielded and terminated single wire paralleling the beam through the monitor
core and driven by a precise current or charge source.
It is also worth noticing that for an ideal transformer connected to a low impedance
load, the ratio between primary and secondary current is inversely proportional to the
ratio of turns in the respective windings. So in the case of the BCT where the primary
winding is always single-turn
Isec =
1
Nsec
· Ibeam. (1.4)
This means that the sensitivity to the beam current will be inversely proportional to the
number of turns N in the BCT secondary coil. In the AD there are no BCTs installed
in the ring for the purpose of intensity measurement, but there is one installed in the
ejection line. Very wide-band BCT, so called Fast-BCT are used to probe the time
structure of the bunched beam.
1.2.3 DC Current Transformer Monitors
To measure the average beam current of bunched and coasting beams, the DCCT was
first introduced in the late 1960s [29, 30], inspired by the flux gate magnetic field sensors.
The DCCT is formed by two magnetic toroid cores, as shown in Figure 1.8, and uses
the saturation effect of non-linear magnetisation curves of ferromagnetic materials. The
magnetisation curve shows the dependence of the total magnetic induction field B inside
a material as a function of the applied magnetic field H, and is also commonly referred
to as the B-H curve). The two cores are periodically magnetised into saturation in
opposite direction by a modulation current applied in series. The difference is detected
by a common winding, and should equal zero when the cores are perfectly symmetric
and no other magnetic field sources are present. A beam current traversing the two cores
creates an additional magnetisation flux in each core in the same direction (common-
mode), which adds up to the modulation flux. This breaks the magnetisation symmetry,
and the difference flux is no longer zero. It is instead a periodic signal with twice
the frequency of the modulation signal, and with the amplitude of the even harmonics
proportional to the beam current. By demodulating one of these harmonics, it is possible
to obtain a measure of the beam current. In reality a feedback scheme is used where the
common-mode magnetisation is cancelled by a contrary feedback current which must be
equal to the beam current.
3The maximum current can be higher, but not the dynamic range
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Figure 1.8: Schematic of the DCCT, with its two ferromagnetic cores, differential
modulation winding and common-mode winding. Adapted from [24].
The absolute calibration of the DCCT is performed using a precision current source
to inject a known current through a dedicated calibration winding parallel to the beam
passing through the monitors cores. The bandwidth of the DCCT is limited to a maxi-
mum of half of the modulation frequency, which is typically in the range of (0.2-30) kHz
[31, 32]. It is common to add an AC-coupled core together with the DCCT, in order to
extend the measurement frequency range.
The DCCT current measurement resolution is limited by different factors [33]. Since
these monitors modulate the magnetic cores with high magnetic fields to drive them into
saturation, they are sensitive to the Barkhausen noise produced by the rearrangement of
the magnetic domains in the material. Also, hysteresis in the B-H curve of the cores will
affect measurement accuracy, as well as any remanent field present when the monitor
is turned on. Temperature variations, usually due to high-frequency components in
the beam, affect the magnetic properties of the core materials, and the influence of
environmental factors like stray magnetic fields, Electro-Magnetic Interference (EMI)
and mechanical vibrations (microphony) will also affect the measurement output. All
these factors limit the current resolution of the DCCT to > 1µA, and require integration
periods of the order of 1s [28, 33]. But the DCCTs are able to cover large dynamic ranges
up to 140 dB.
In the first years of the AD operation it was possible to inject a higher intensity beam
of ≈ 109 protons, and a DCCT was installed to measure it. Together with this device
an analogue module was used to normalise the beam current into beam intensity, using
an amplifier with gain proportional to 1/β, where β is the relativistic velocity, which
changes with the AD magnetic cycle. The beam current resolution was typically 1.5 µA.
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This corresponds to an intensity resolution of 5.9× 106 charges at injection (3.57 GeV/c,
β = 0.967), which deteriorates with the beam deceleration (due to the increase of the
normalisation factor proportional to 1/β), and at ejection (100 MeV/c, β = 0.106) the
resolution was 5.4× 107 charges [34]. This measurement performance was adequate to
measure the proton beam but was insufficient to measure the operational beam with
107 p, as is clearly visible in Figure 1.9.
Figure 1.9: Measurement of the number of particles circulating in the AD obtained
with the DCCT monitor. Top plot: cycle with proton beam; Bottom plot: cycle with
p beam. Courtesy of P. Odier [35].
The DCCT measurement of the proton beam was used to cross-calibrate another
beam intensity measurement provided by a Schottky noise monitor, which is discussed
in the next Section. Nowadays, proton beams are no longer used to setup the AD and
the DCCT has been uninstalled.
In both the BCT and the DCCT, almost always an insulating (ceramic) break is
placed in the vacuum beam pipe around which the devices are located. This serves to
break the beam mirror current that would otherwise shield the magnetic field seen by the
monitors. It also avoids excitation of the monitors by stray currents that may circulate in
the beam pipe. An electrical bypass is used to restore the electrical connectivity between
the two sides of the beam pipe. In most cases this takes the form of an electrical casing
well connected to the beam pipe, placed around the monitor, that also acts as an EMI
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shield. Sometimes additional magnetic shielding is provided by using high-permeability
materials such as mu-metal.
1.2.4 Longitudinal-Schottky Monitor
Any current created by a discrete ensemble of charge carriers presents random fluctua-
tions which give rise to shot noise that can be detected in its frequency spectrum. This
phenomenon was first investigated in electronic vacuum valves by W. Schottky in 1918
[36], and is usually referred to as Schottky noise. In a circular accelerator, this noise can
be measured using a sensitive pickup and shows up as different frequency band struc-
tures centred around the harmonics of the revolution frequency. From the analysis of
these frequency spectra it is possible to measure several beam parameters, like for ex-
ample: the number of particles, the momentum distribution, tune, transverse emittance
and chromaticity [37, 38]. This diagnostic techniques are mainly used in hadron storage
rings, and it is not applicable in the case of LINear ACcelerators (LINACs) due to the
non-repetitive circulation of the particles.
Different types of Schottky noise spectral structures may be measured depending
on the pickup used and on the characteristics of the circulating beam [39]. There is
the longitudinal-Schottky spectrum obtained from a pickup measuring the monopole
moment, dependent on the current amplitude and independent of the transverse distri-
bution. While the transverse-Schottky spectrum depends on the transverse position of
the beam and is obtained from pickups measuring the beam dipole moment. A bunched
or a debunched beam will also cause different spectral structures. The longitudinal-
Schottky spectrum in the case of a coasting beam consists only of incoherent noise bands
centred at harmonics of the revolution frequency. In the cased of bunched beams these
bands are mixed with the synchrotron frequency originating multiple bands around each
harmonic. Additionally, besides these incoherent bands, there will be a much stronger
coherent peak component exactly at the harmonics of the revolution frequency.
Time resolution of Schottky beam measurements are typically limited, since in order
to increase the frequency resolution and the Signal to Noise Ratio (SNR) of the measured
spectrum, higher acquisition times are required. Since the integral of the power in
each Schottky band stays constant, the required frequency resolution can be relaxed
by looking at the band of a higher harmonic. However, since the integral is constant
the amplitude of the Schottky bands decreases for higher harmonic, resulting also in
a reduced SNR. Another important limitation of an intensity measurement using the
Schottky noise is that this does not allow for an absolute calibration, what compromises
the measurement accuracy.
The AD beam intensity is measured by a longitudinal-Schottky (Schottky) monitor,
using a wide-band (20 kHz to 30 MHz) ultra-low-noise AC beam transformer pickup, but
this presents some performance limitations due to the low intensity of the circulating
beams [34, 40]. During the debunched beam phases the intensity is measured by in-
tegrating the total power in one of the Schottky noise bands, which is proportional to
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N . This measurement can be considerably degraded, even by very small coherent con-
tributions from residual longitudinal structure in the beam resulting for example from
small signal that may be present in the RF cavities, what will distort the measurement
by introducing baseline perturbations. During the bunched beam phases the intensity
is obtained from analysing the coherent Fourier frequency components occurring at the
revolution frequency harmonics. The amplitude of the coherent components will depend
on the longitudinal bunch shape, hence this must be taken into account when estimating
the beam intensity and this will also introduce significant errors in the measurement.
−80
−70
−60
−50
P
ow
er
[d
B
]
−80
−70
−60
−50
P
ow
er
[d
B
]
49 50 51
f [kHz]
49 50 51
f [kHz]
Figure 1.10: Examples of Schottky spectra during the four momentum plateaus in the
AD cycle, after being down-mixed by a local oscillator of variable frequency such that
the central frequency of the Schottky band is always at 50 kHz. Top-left: 3.5 GeV/c;
Top-right: 2.0 GeV/c; Bottom-left: 300 MeV/c; Bottom-right: 100 MeV/c.
The measurement obtained with the Schottky monitor during a typical AD cycle is
shown in Figure 1.11, in which the measurement points during the debunched phase are
shown in red and the measurement points during the bunched phase are shown in black.
The measurement during these two phases works in a fundamental different way.
Measurement of debunched beam:
During the debunched beam the Schottky noise is analysed using power spectral density
of a Schottky band like the ones in Figure 1.10. Despite the optimisation and matching
of the analysed Schottky band to the pickup sensitivity, the obtained Schottky noise
spectrum presents a limited SNR, as shown in Figure 1.10 for different instants during
each momentum plateau. The beam intensity measurement is proportional to the to-
tal power in the Schottky noise band, and is obtained by integrating measured power
spectrum. To properly account only for the Schottky noise power the noise floor needs
to be known. Any fluctuations and asymmetries in the noise baseline, due for exam-
ple to a remaining RF longitudinal modulation of the beam, as can be observed in the
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Figure 1.11: Measurement of the AD beam intensity from the analysis of Schottky
spectrum during debunched phases (red crosses), and from the analysis of Fourier co-
efficients of the coherent components during the bunched phases (black dots). The
top-left plot shows the magnetic cycle; the bottom-left plot shows the number of ps
throughout the entire cycle; and the right plot shows a zoom-in of the measurement
during the third deceleration ramp.
top-left plot of Figure 1.10, will significantly perturb the intensity measurement. The
obtained measurement resolution and accuracy is low with errors ≥ 10 %, even with a
low time resolution of ≈ 1.4 s [41]. An example of the intensity measurement during the
debunched beam phases is shown by the red crosses in Figure 1.11. It is visible the high
dispersion of the measurement points, and also that these are not entirely compatible
with the intensity values measured during the bunched phases.
Measurement of bunched beam:
During the bunched beam phases, the measurement does not rely on the analysis of the
Schottky noise, and hence is not a real Schottky measurement although it is processed
through by the same hardware. In the present thesis both measurements will be referred
to as being produced by the same Schottky monitor. The bunched beam intensity
measurement relies on the analysis of the amplitude of the Fourier components at certain
harmonics. It is assumed that the bunch current profile has the shape of a parabola,
for which a template Fourier series is computed which has two free parameters: bunch
amplitude and width. The coefficients of the truncated Fourier series for this signal
are calculated and fitted with the observed amplitudes, and from this it is possible
to derive the bunch length and current amplitude parameters. The total number of
charges is then easily derived from these two values. The intensity resolution during the
bunched phases is on the ≈ 1 % level, but there is a strong systematic error caused by
deviations of the longitudinal bunch shape from the assumed parabolic shape. The error
of this measurement can be of the order of 10 %, and the time resolution is 1 ms. In
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the measurement in the left-hand side of Figure 1.11 it is clearly visible that during the
initial bunching process the measurement is strongly dependent on the bunch length.
The right-hand side of Figure 1.11 shows a zoom-in of the measurement in the third
deceleration ramp, where an increase in the signal is measured. No new ps (or other
negatively charged particles) can be created during the cycle, and this increase in the
signal is due to the changing of the bunch shape during the beam cooling process,
deviating from the modelled parabolic bunch shape. The accuracy and time resolution
of the debunched measurement is better than the one obtained during the debunched
phases. However, the dependency on the longitudinal bunch shape introduces errors of
≈ 5 % [41].
The absence of absolute calibration procedure also limits the overall accuracy of the
Schottky intensity measurement. Despite these limitations, this monitor has enabled
routine operation of the AD over many years. The Schottky does not measure the beam
current, but this can be derived from the number of particles. Assuming errors of ≈ 10 %
in the intensity Schottky measurement at the last plateau of the AD cycle corresponds
to a current error of & 100 nA.
One possibility for improving the Schottky noise measurements is to increase the
pickup sensitivity and SNR, therefore increasing the measurement resolution, with a
resonant pickup cavity. Cavities with high quality factors have been used to measure
beams with intensity as low as 101 p (beam current 50 pA) [42], and more recently
even measurement of single-ion beams have been demonstrated [43]. But in order to
achieve these high sensitivities the pickup cavities need to be narrowly tuned to a very
precise revolution frequency, while broad band pickups, required for tracking particles
at different energies and de/acceleration phases, are much more limited in their SNR.
Besides the beam intensity measurement, transverse Schottky monitors are also used
sometimes to measure beam emittance, tune and chromaticity [37, 38]. Schottky noise
analysis is also an important measurement device to monitor action of the stochastic
beam cooling technique [25].
1.3 Cryogenic Current Comparators
In order to improve the resolution of the beam current measurement obtained by prob-
ing the induced magnetic field, as in the case of the DCCT, one can consider using
more sensitive magnetic sensors. The measurement of the low-intensity magnetic fields
induced by the low-intensity p beams in the AD, which as seen in Section 1.2.1 can be
≤ 1 pT, requires very sensitive magnetometers. The most sensitive magnetic measur-
ing instruments available today are DC Superconducting QUantum Interference Devices
(SQUIDs) made from Low-Temperature Superconductors (LTS) such as niobium [44].
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Commercially available instruments have a noise floor of (1-10) µφ0/
√
Hz 4 for the mag-
netic flux. Which for a sensing area of 1 mm2 corresponds to (1-10) fT/
√
Hz of the
magnetic field. These numbers correspond to an energy resolution of 10−32 J/Hz, or
≤ 10 ~ (where ~ is the reduced Planck constant) which is very close to the quantum
limit [45, 46]. However, the resolution of a bare SQUID magnetic sensor does not pro-
vide with sufficient resolution to measure the lowest beam currents in the AD with a
good resolution power. External perturbations which are always present in an acceler-
ator environment, also contribute to additional performance degradation. Also, when
measuring the magnetic field induced by an electric current, the spatial arrangement be-
tween the field sensor and the current path will affect the obtained measurement. In the
design of a current and intensity monitor for a beam of particles, all of these aspects are
of crucial importance. CCC measuring devices combine the resolution power of SQUID
sensors with the magnetic shielding properties of Superconducting (SC) structures to
overcome these problems.
The CCC was first developed by Harvey in 1972 [47] for the precise measurement
of DC current ratios in metrology systems. Modern versions of this device are rou-
tinely used in electrical metrology laboratories for the precise comparison of electrical
resistances with relative uncertainty of only ∼ 10−9, covering a resistance range from
100 µΩ to 1 GΩ [48]. These are also used for the amplification of extremely small electric
currents.
A first proposal for utilising SQUID devices to measure beam current in a particle
accelerator was made by Kuchnir at Fermilab [49]. Afterwards, the CCC was adapted
and optimised for the measurement of particle beam currents by Peters et al. at GSI
[50, 51] and Tanabe et al. at INS [52]. At DESY, Vodel et al. [53–56], have used a
CCC to measure electron dark currents from SC RF accelerating cavities. Other groups,
including Hao et al. [57] and Watanabe et al. [58], have developed CCC devices using
High-Temperature Superconductors (HTS) superconductors. These projects have shown
the principle ability of CCC devices and SQUID to measure beam currents with a nA
resolution for the case of LTS CCCs, and 100 nA in the case of HTS devices. However,
these implementations also suffered from issues concerning sensitivity to mechanical
vibrations, EMI perturbations or limited availability. Furthermore, these early setups
were only used to measure coasting beams or slowly extracted beams, usually from
transfer lines of accelerators, where the induced beam signal presented a reduced slew
rate, and were unable to measure short bunched beams presenting a high current slew
rate.
The CCCs shown in Figure 1.12 work by measuring the magnetic flux induced by the
beam current. This is contrary to the room temperature BCT which is only sensitive
to the time-varying flux. The magnetic flux is concentrated in a high-permeability
ferromagnetic pickup core, from which it is coupled into a SQUID by means of an SC
coupling circuit. Both the coupling circuit and SQUID are placed inside a SC magnetic
4The quantity φ0 is the magnetic flux quantum and its value is 2.067 833 83× 10−15 Wb.
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shield cartridge. A SC magnetic shield structure around the pickup-core, as described in
[51, 59, 60], renders the coupled magnetic field nearly independent of the beam position
and attenuates external magnetic field perturbations. Figure 1.12 shows the general
geometry of both the LTS and HTS prototypes that have been developed and used for
measuring beam currents. The HTS materials available today are ceramics that are hard
Figure 1.12: Schematic of two different CCC systems [61]. Left: a LTS version; Right:
HTS version. The SC magnetic shields are shown in grey.
to manufacture into complex shapes, hence the much simpler shielding geometry shown
in Figure 1.12. In addition it is difficult to form and connect HTS SC wires. Given these
limitations the HTS CCC devices developed to date are based on a straight cylindrical
tube of superconductor for shielding, with the SQUID sensor located directly on top
of the cylinder as shown in Figure 1.12. To maximise the coupling of the magnetic
field created by the mirror current to the sensor, a superconductor bridge pattern is
created in order to concentrate the total current under the SQUID pickup coil. A small
ferromagnetic core can also be used to increase the magnetic flux in the SQUID pickup
coil. However, problems due to the finite length of the shielding tube, shielding from
external sources and insufficient magnetic coupling to the SQUID detector, still limit
the performance of these devices when compared with the LTS version [58, 62].
A comparison of the typical performance parameters of the previously discussed
beam current and intensity monitors is presented in Table 1.2. The LTS CCC devices
Type Resolution Bandwidth
[µA]
BCT 100 10 Hz to 1 GHz
DCCT 1 DC to 30 kHz
Schottky 0.1 DC to Hz
CCC (HTS) 0.1 DC to 10 Hz
CCC (LTS) 0.001 DC to 10 kHz
Table 1.2: Current resolution and bandwidth comparison of different beam current
and intensity monitors [24, 33, 34, 50, 58, 63].
developed to date are the only non-perturbing intensity monitors which have achieved
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the current resolution required to measure the AD beam with a high degree of accuracy.
Hence this was the type of device that was selected to be used and further developed in
the framework of this PhD project.
1.4 Requirements for a New Intensity Monitor in the AD
This project aimed at developing a low-intensity beam current and intensity monitor
based on the CCC, optimised for the specific environment of the AD at CERN. This
device should present considerable improvement over the existing Schottky detector,
which should translate into an intensity measurement resolution at the 1 % level. Since
the lowest expected number of ps is 1× 107 and considering the revolution frequency at
ejection in Equation 1.2, results in a current resolution of at least 3 nA. Additionally,
the measurement bandwidth should go from DC to at least 1 kHz. Below is a list of the
requirements which guided the development of the project.
• Absolute measurement of bunched and debunched beams in AD
• Intensity resolution: ≤ 1× 105 p
• Current resolution: ≤ 3 nA
• Full range measurement: 300 nA to 12 µA
• Bandwidth: DC to 1 kHz
• Calibration with a precision current source
• Adapted to the AD environment and space constraints
• Stand-alone and continuous cryogenic operation
This project was developed in a collaboration between The University of Liverpool,
CERN, the GSI Helmholtz Centre for Heavy Ion Research and the Friedrich Schiller
University. The project was coordinated by the CERN Beam Instrumentation group
and received extensive support from the Mechanical and Materials Engineering, and the
Cryogenic groups.
1.5 Conclusion
This chapter introduced the low-energy antiproton experiments in the AD at CERN,
which is currently the only antiproton synchrotron decelerator in the world. The AL-
PHA, AEg¯IS, ASACUSA, ATRAP and BASE experiments aim at studying the symme-
try between antimatter and normal matter, in order to probe the fundamental physics of
elementary particles. Most of these studies are based on synthesising antimatter atoms,
such as anti-helium, to measure e.g. the p mass to charge ratio, or its coupling to the
gravitational field. The ps are produced with EK ≈ 2.75 GeV, but the experiments
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can only trap particles with EK . 10 keV. The AD is used to decelerate the produced
ps down to 5.3 MeV, with further deceleration being done with metallic foils. In order
to maximise the number of ps delivered to the experiments, the AD needs to deceler-
ate them with minimal losses. This is accomplished in a sequence of deceleration and
beam cooling phases, to reduce the beam emittance, in a cycle with total duration of
≈ 100 s. A continuous measurement of the p beam during the AD cycle is essential to
optimise the entire process. However, standard beam diagnostics are not able to provide
an accurate measurement due to the low intensity of the circulating p beam, which can
in some cases be smaller than 300 nA. Currently, the available intensity measurement
is provided by Schottky monitor, but this presents strong accuracy limitations, and a
low time resolution. Providing a continuous measurement of the p beam current and
intensity throughout the entire AD cycle using an operations ready diagnostic is the
objective of this project.
The SQUID-based CCC was developed for the precision measurement of electrical
currents, and later adapted to measure particle beam currents. These are SC devices
that measure the magnetic field proportional to the current amplitude, independently
of the beam’s spatial distribution. CCCs use a SC shield to isolate the azimuthal field
component (proportional to the beam current) from all other field components (which
are position dependent), including external magnetic perturbations. Both LTS and
HTS prototypes have been developed, but only LTS ones have been able to achieve
a resolution in the nano-ampere range, while HTS devices are until now limited to
≈ 100 nA. Based on this, it was decided to pursue the development of a LTS CCC
for the AD, with the following requirements: Measurement of the full dynamic range
of the AD average currents, from 300 nA to 12 µA, with a 1 % resolution, and a 1 kHz
bandwidth. Measurement of the beam intensity with 1× 105 p resolution. Measurement
of both the debunched and bunched beam, with shortest bunches with length 4σt = 30 ns,
with equal performance. The reliability and high availability of the monitor was also
needed in order to have an operational device. For this, a stand-alone cryogenic system
with reduced maintenance was also required.
Chapter 2
Theoretical foundations of the
CCC monitor
This chapter covers the basics of the elementary and macroscopic properties of supercon-
ductivity that are necessary to understand the different components of the CCC monitor.
It starts with a description of the superconductivity phenomenology in Section 2.1. In
Section 2.2 a brief mathematical overview of the fundamental superconductivity phe-
nomena are laid out. The main superconductivity effects of interest are explained under
this theoretical framework, including the Meissner-Ochsenfeld which is the basic prin-
ciple behind the CCC magnetic shield, and the flux quantisation which is behind the
SQUID sensor behaviour. Section 2.3 introduces the Josephson junctions, and analyses
its dynamic behaviour culminating in voltage to current model, which is modulated by
external magnetic fields. Josephson junctions are the building blocks of SQUID sensors,
which are described in Section 2.4. The section proceeds to explain how can SQUIDs be
used as magnetic sensors, and introduces the Flux-Locked Loop (FLL) electronic readout
scheme as technique for linearising the SQUID transfer function. Section 2.5 provides
an explanation of the functioning of the SC hollow cylinder as shielding structure, and
continues with a concise overview of more elaborate geometries. The chapter concludes
by presenting the performed magnetostatic simulations of the shielding geometry used
in this project.
The following books and review article were used as references for this chapter [64–
67].
2.1 Basics of superconductivity phenomenology
All SC materials observe the following properties: below a certain critical temperature
and critical magnetic field their electrical resistance to DC vanishes, and magnetic fields
are expelled from the interior of the material. It is known today that superconductivity
is a widespread phenomenon, showing up at different critical temperature ranges, for
many of the metals of the periodic table as well as more complex materials. Also, the
SC state reveals itself through other phenomena besides perfect conductivity and perfect
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diamagnetism. In general superconductors can be categorised according to the following
criteria:
• Response to a magnetic field B: Type-I (or soft) superconductors exhibit a single
critical magnetic field B < Bc1 above which all superconductivity vanishes, while
Type-II (or hard) superconductors show two critical temperatures. They behave
exactly the same as Type-I for B < Bc1, and show a mixed state where a magnetic
field is allowed to penetrate in the material while maintaining perfect conductivity
for Bc1 < B < Bc2.
• Critical temperature Tc: Depending on the temperature below which a material
becomes SC they may be classified as LTS or HTS. The critical temperature LTS
is below 30 K, while HTS have a critical temperature above 30 K. Other classifi-
cations consider the split temperature to be 77 K, since this is the boiling point
for liquid nitrogen, enabling HTS to be cooled down with liquid nitrogen, which is
more feasible than using liquid helium, as usually done for LTS. Usually LTS are
Type-I superconductors (niobium is an important exception since it is both a LTS
and Type-II), while all HTS are Type-II.
• Microscopic theory: “conventional” superconductor physics is successfully ex-
plained at the microscopic level through phonon-mediated interaction of the elec-
trons by the Bardeen Cooper Schrieffer (BCS) and related theories, while at present
there is no theoretical framework that fully describes the “unconventional” super-
conductors. Most “conventional” superconductors are Type-I.
• Type of material [68]: These may be pure elements, where metals are usually Type-
I superconductors at ambient pressure, while non-metal elements become SC only
at very high pressures. Many metal alloys are also superconductors and almost
always of Type-II (only known exception is TaSi2). Almost all known HTSs are
ceramic materials from two families, cuprates and iron-based pnictide compounds.
The simpler compound MgB2 has also been found to be a HTS (Tc = 39 K), while
at the same time behaving as a “conventional” superconductor.
For the rest of this thesis only LTS will be considered. Although superconductivity
reveals many of its properties as a macroscopic collective phenomenon, it can only be
explained in the frame of quantum mechanic interaction between electrons and ions in
the crystal lattice of the material. The superconducting electrons are able to travel
through the material without any resistance by occupying a quantum state that forbids
the interaction (“collision”) of these with the ions in the material.
The first well established theoretical model providing a phenomenological description
was the London brothers’ theory proposed in 1935 [69]. This purely classical theory
assumed the existence of SC electrons that travel inside the superconductor materials
as free electrons, without interacting with the crystal lattice, subject only to the effect
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of the electric and magnetic fields. The London equations greatest success was the
description of the Meissner-Ochsenfeld.
In 1950, Landau-Ginzburg proposed a more profound phenomenological theory that
combined Landau’s theory of second-order phase transitions with a Schro¨dinger wave-
like equation, which was able to explain the difference between Type-I and Type-II
superconductors [70].
2.1.1 Perfect conductivity
It was first observed by Kamerlingh Onnes [71, 72] that when mercury was cooled below a
certain threshold temperature a phase transition occurred that led to an abrupt decrease
of the electrical resistance by at least 14 orders of magnitude1. The plot in Figure 2.1,
from Onnes original publication, shows his measurement of the electric resistance versus
temperature for mercury, with the SC transition at 4.20 K. Precision measurements of
Figure 2.1: Historic plot of resistance (Ω) versus temperature (°K) for mercury mea-
sured by Kamerlingh Onnes in 1911 [71]. The SC transition happens at 4.20 K, within
0.01 K, when the resistance jumps to an unmeasurable small value (at least 107 times
smaller). Adapted from [66].
the transition temperature of very high purity samples of niobium indicate transition
widths of 0.3 mK around a critical temperature Tc = (9.288± 0.002) K, which reveals to
be very stable [74].
The first superconductors to be discovered were pure metals and metal alloys. The
most commonly used LTS are: pure Nb, pure Pb, and the alloys NbTi and Nb3Sn.
In order to reach the low transition temperatures of these materials, liquid helium is
1More recent direct resistivity measurements allow to measure that this is at least 17 orders of
magnitude smaller than the resistance of copper at room temperature [73].
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the most commonly used, which always represents considerable cost and an experimen-
tal limitation. During the second half of the 1980s the first cuprate (copper-oxide)
HTSs were discovered. This sprung a new interest in superconductivity research and
resulted in the discovery of materials that have critical temperatures above the liquid
nitrogen transition temperature, from which the most promising are YBa2Cu3O7 and
Bi2Sr2Ca2Cu3O10. However, these new HTS materials are ceramic materials with com-
plex crystalline structures which are usually difficult to produce. Being brittle materials,
it is almost impossible to form these into wires or complex bulk geometries [75]. This
represents a strong limitation in the fabrication of SC magnetic shields and coupling
circuit for the CCC monitors.
2.1.2 Meissner-Ochsenfeld effect
Materials in the superconducting state have zero electrical resistance, similar to perfect
conductors for which the resistivity ρ = 0. This is, however, not sufficient to explain
the SC behaviour. In 1933 Meissner and Ochsenfeld [76] found that under appropriate
conditions a material in the SC state completely expels the magnetic field from its
interior. This happens if the magnetic field is applied after the element is already in
the SC state, as would happen in a perfect conductor due to the action of screening
eddy currents, but more surprisingly, they also observed that the same happens if the
magnetic field is statically applied before it goes through the SC phase transition. In the
latter case the expulsion of the magnetic field occurs exactly when the sample is cooled
below Tc. The difference in behaviour between perfect conductors and superconductors
going through their phase transitions is shown in Figure 2.2. Meissner and Ochsenfeld
SCPC PC SC
Normal state
Superconductor state
Perfect-conductor state
Field applied:
after state transition
Field applied:
before state transition
Figure 2.2: Response to a magnetic field of between a perfect conductor and a super-
conductor going through the state transition.
also observed that applying a strong magnetic field above a certain threshold critical
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field Bc (dependent on the temperature), the superconductivity state was destroyed and
the material returned to its normal state.
2.2 The macroscopic wavefunction and London’s theory
Understanding of the microscopic interactions that give rise to the properties of “con-
ventional” superconductors was first possible with BCS theory proposed by Bardeen,
Cooper and Schrieffer in 1957 [77], after important contributions from Fro¨hlich [78].
The fundamental ideas behind the BCS theory are: 1) the effective forces between
electrons in a solid can sometimes be attractive rather than repulsive due to coupling
between the electrons and the phonons (quantum mechanical description of the vibration
modes) of the underlying crystal lattice; 2) under certain conditions this interaction
is able to bind electrons in a stable bounded pair state of charge qs = 2e and mass
ms = 2me, a so called Cooper pair
2; 3) all the superconducting electrons forming
Cooper pairs can be described by a many-particle coherent wavefunction similar to
those arising in the scope of superfluidity and Bose-Einstein Condensates.
The description of the superconducting electrons by a coherent wavefunction is possi-
ble because the Cooper pairs form a singlet state with zero spin and thus behave in many
aspects like bosons. Unlike fermions, which obey the Pauli exclusion principle, multi-
ple bosons can occupy the same quantum energy state. At sufficiently low-temperatures
these tend to form a large Bose-Einstein condensate, where a large fraction of the Cooper
pairs occupy the lowest energy quantum state. Thus, the many electron-pairs tend to
lock their phases coherently, and this coherence persists over the macroscopic scale of
the superconductor. This electron-pair condensate can be described by a macroscopic
many-body quantum wavefunction Ψ(r, t), which is the spatial average of the many
coherent wavefunctions of individual pairs. See for example [66, 79] for more details.
The energy of the Cooper pair bound state is very weak, of the order of 1× 10−3 eV
and can be easily broken by thermal vibrations of the material lattice nucleus. This is
the reason why superconductivity only emerges at very low-temperatures.
If the macroscopic wavefunction Ψ describes the ensemble of SC electrons, then, with
appropriate normalisation |Ψ|2 = nS(r, t), where ns is the local density of superconduct-
ing charges, and
Ψ(r, t) =
√
ns(r, t)e
iθ(r,t), (2.1)
where θ(r) is the phase of the wavefunction. The below equations, called London’s
equations, were derived following [66].
When the electric field E and the magnetic fieldH are weak, and since the relaxation
time in most materials is typically very fast, of the order of 10 ps, the charge distribution
can be assumed to be homogeneous, ns(r, t) = constant. This is one of the assumptions
of the London theory of superconductivity.
2Surprisingly the formation of stable Cooper pairs is possible even for low values of the attractive
force.
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In the presence of an electromagnetic field, described by the vector potential A, such
that B = ∇×A, the classical canonical momentum operator for a particle of charge qs,
mass ms and velocity vs is
p = msvs + qsA. (2.2)
Knowing that the canonical classical momentum p must be the result of computing the
expectation value of the quantum mechanical momentum operator pˆ = −i~∇, one can
write,
〈Ψ|−i~∇|Ψ〉 = p. (2.3)
Resolving the left-hand side for Equation 2.1 and replacing the right side by Equation 2.2
one obtains,
p = ~∇θ = msvs + qsA. (2.4)
Using Equation 2.4, the pair current density, given by Js = nsqsvs, can be written as
Js = qs ns
(
~
ms
∇θ(r, t)− qs
ms
A(r, t)
)
︸ ︷︷ ︸
vs
, (2.5)
where the expression in parentheses corresponds to the velocity vs of the SC electron
pairs. Applying the curl operator to both sides of Equation 2.5 results in the “second”
London equation,
∇× Js = − 1
Λ
B , (2.6)
where Λ = ms/(nsq
2
s) is the London parameter. If the SC electrons are to behave as
free particles inside the superconductor material, they should be subject to externally
applied electromagnetic fields. Using the Lorentz force law together with the partial
time derivative of Equation 2.5 it is possible to derive that,
∂Js
∂t
=
1
Λ
E − 1
2nsqs
∇ (Js2) . (2.7)
In the limit where |E|  |vs||B|, which is almost always the case in superconductors
since strong magnetic fields break the superconductivity state and high kinetic energy
of the SC electrons breaks the binding of Cooper pairs, the second term in Equation 2.7
can be ignored resulting in the “first” London equation,
∂Js
∂t
=
1
Λ
E. (2.8)
When solving an electromagnetic problem in a normal material, the Ohm law J =
σE is the constitutive relation required to close the Maxwell equations. In an SC
medium the “first” London equation plays the role of the constitutive relation, describing
electron-pairs as free particle, freely accelerated by electric fields as given by the Lorentz
force.
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2.2.1 Mathematical simplification of London equations
The electric and magnetic fields can be defined by the scalar and vector potential fields
through,
E = −∇Φ− ∂A
∂t
, (2.9)
B = ∇×A. (2.10)
The electric potential Φ and the vector potential A are defined in terms of their deriva-
tives and so are not uniquely defined. These contain some redundant degrees of freedom
which can be changed by a set of transformations without altering the physical E and
B fields being described. This is called the gauge invariance of electromagnetic theory,
and the allowed gauge transformations are
A→ A+∇χ, (2.11)
Φ→ Φ− ∂χ
∂t
, (2.12)
where χ is a scalar function. Such a transformation can always be performed without
changing the physical results. An additional gauge fixing condition can be imposed by
choosing χ, and this can be used to simplify the calculations.
It is possible to show that one can always find a gauge where ∇ ·A = 0, and this
condition defines the Coulomb gauge. The London gauge assumes, in addition to the
Coulomb gauge, that the electric potential is constant inside a superconductor, which is
valid in the low-field and low frequency regime. This implies that ∇Φ = 0. Assuming
the London gauge in Equation 2.6 the “second” London equation can be written as
Js = − 1
Λ
A . (2.13)
2.2.2 Understanding the Meissner state
The greatest success of the London theory was the explanation of the observed exclusion
of the magnetic field from the interior of Type-I superconductors. This is a result of
superconducting currents flowing near the surface such that the resulting field inside
the superconductor exactly cancels the applied external field. These currents flow on a
thin surface layer described by the London penetration depth, and any change of the
externally applied field will cause an immediate change of the screening to cancel the
field. It was seen that assuming perfect conductivity is not sufficient to account for
the exclusion of static magnetic fields from a superconductor, but London’s “second”
equation (Equation 2.13), does precisely this by allowing a current distribution to appear
in the presence of a static magnetic field.
In the quasi-stationary limit where the electric displacement current is zero, Maxwell-
Ampe`re law is simplified to ∇×H = Js. Combining this with Equation 2.6, and using
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the vector calculus identity for the curl of a curl, and since ∇ ·H = 0, one obtains the
following equations for H and Js,
∇2H =
(
1
λ2L
)
H, (2.14)
∇2Js =
(
1
λ2L
)
Js, (2.15)
where
λL =
√
Λ
µ0
(2.16)
is the London penetration depth. These correspond to the well-known Helmholtz equa-
tion for each vector component. The solutions of the magnetic field in the interior of
SC materials therefore exhibit an exponential decay with characteristic length equal to
λL. For the case of a superconductor occupying the half-space x > 0, and a parallel
magnetic field applied at x = 0, the magnetic field and current in the interior of the
superconductor, shown in Figure 2.3, are given by
B(x) ∝ exp (−x/λL) , Js(x) ∝ exp (−x/λL) . (2.17)
Figure 2.3: Attenuation of magnetic field inside a superconductor occupying the half-
space x > 0, due to the Meissner-Ochsenfeld.
When the superconductor element has a cylindrical shape, the magnetic field and
currents in the interior of the cylinder will depend on modified Bessel functions of the
first kind.
When the macroscopic dimensions of the superconductor material are much bigger
than λL, on can assume that the magnetic field is completely excluded from the interior
of the superconductor material, and the response to an applied field is given by surface
currents. This is called the bulk limit. The field distribution outside of the supercon-
ductor almost equally matches that caused by a perfectly diamagnetic material. Hence,
this is also called the ideal diamagnetic limit.
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2.2.3 Flux conservation and quantisation
Writing the line integral of the “first” London Equation in 2.8 along a contour C in a
multiple connected region inside a bulk superconductor of Type-I, as shown in Figure 2.4,
together with Maxwell-Faraday law in the integral form results in,
∂
∂t
[
ΦS +
∮
C
ΛJ · ds
]
= 0. (2.18)
C0
C1
Figure 2.4: Superconductor sample with a multiple connected region. Path C1 in-
cludes the multiple connected region in its interior, while path C0 does not. The “flux-
oid” traversing path C1 is conserved as long as the sample is in the superconducting
state.
For a contour within the superconductor where J = 0, the total magnetic flux
through the hole remains constant, and is thus conserved independently of any time
varying external field, as long as the SC state is maintained. The resulting magnetic
field in the region around a SC ring subject to different external magnetic fields is shown
in Figure 2.5.
More than being conserved, the magnetic flux threading a multiple connected region
of a superconductor is also quantised. This is a macroscopic quantum mechanical quan-
tisation effect, and one of the most striking properties of superconductivity as it puts in
evidence the existence of the long-range macroscopic wavefunction of the Cooper pairs
condensate. Calculating the line integral of the SC current density defined in Equa-
tion 2.5 around the same multiple connected contour C1, as shown in Figure 2.4, results
in ∮
C1
ΛJs · dl = −
∮
C1
(
A(r, t)− ~
qs
∇θ(r, t)
)
· dl. (2.19)
The first term on the right-hand side is simply the magnetic flux through C1. The second
term, although being the line integral of a gradient function over a closed path, it is not
necessarily zero since θ(r, t) is only defined in the interior of the SC element. However,
the wavefunction, defined in Equation 2.1, must be single valued and so θ(r, t) can only
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Figure 2.5: Different situations showing how an SC ring reacts to changes in the
external magnetic field in order to keep the total flux through the ring constant. a)
magnetic field is first applied when T > Tc before the SC transition; b) initial conditions
similar to previous case, but external field is turned off when T < Tc; c) initial magnetic
field before SC transition is zero, and applied only after T < Tc.
vary by integer multiples of 2pi when going around C1. Hence, Equation 2.19 results in
Λ
∮
C1
Js · dl+ Φc︸ ︷︷ ︸
fluxoid
= φ0n, with n = 0, 1, . . . (2.20)
where the flux quantum is [80],
φ0 =
h
2e
= (2.067 833 831± 0.000 000 013)× 10−15 Wb. (2.21)
In a contour around a multiply connected region of a superconductor, the “fluxoid”
defined in Equation 2.20, which is the sum of the flux penetrating the integration contour
plus the line integral of the current density along the same contour is always a multiple
of φ0. When C0 covers a simply connected region, as shown in Figure 2.4, the “fluxoid”
will always be equal to zero, and one recovers the “second” London equation in its
integral form.
In the bulk limit, where it is assumed that no current flows in the interior of the
superconductor, it is possible to choose a contour such that the first term of the “fluxoid”
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in Equation 2.19 is zero. In this limit case it is the flux alone that is quantised,
ΦC ≡
∫
C
B · ds = nφ0. (2.22)
It should be noted that while the total flux resulting from externally applied magnetic
fields plus the field created by shielding currents in the superconductor is quantised, the
external magnetic fields can assume any continuous value.
This quantisation phenomenon is fundamental in the physics of many SC devices as
is the case for the Josephson junctions and the SQUID.
2.3 Josephson junctions
Electron quantum tunnelling in metal junctions separated by a thin insulation layer is a
well known effect, that is explained by the leakage of the electron wavefunction outside
of the metal region. In 1962 Josephson predicted that a similar phenomenon should
happen for Cooper pairs in weakly coupled SC junctions [81]. Since these are SC elec-
trons, this should be possible even when no potential difference is applied across the
junction. These junctions can be formed by a thin insulating layer, a short section of
non-SC metal or a physical constriction that weakens the superconductivity, between two
SC elements. Many different geometries and fabrication processes have been proposed
for various Josephson junctions types. In the widely used Superconductor-Insulator-
Superconductor junctions, shown in Figure 2.6, the current transport occurs via tun-
nelling of Cooper pairs and quasiparticles. Quasiparticles are a idealised theoretical
particles resulting from approximating the complex microscopic behaviour interactions,
occurring in a many-body system context, by the simpler behaviour of effective particles
with properties that may differ from the original particles intervening at the microscopic
level (e.g. conducting electrons in a metal are quasiparticles that effectively behave as
normal free electrons but with a different mass). In superconductors these account for
the electron and hole charge carriers resulting from the breaking up of superconducting
Copper pairs.
Each SC electrode, on both sides of the junction, will have their own macroscopic
wavefunction. If these are made of the same material, the electron-pair density ns will be
equal for both wavefunctions, but the phases θ1 and θ2 are allowed to differ. When the
separation is small enough, a weak link is formed by the wavefunctions that penetrate
the barrier sufficiently to couple to each other. This allows pairs to pass through without
any energy loss establishing a current (the Josephson current) without any voltage drop
V = 0.
As shown in Equation 2.5, the gauge invariant supercurrent density is proportional
to the gauge invariant phase gradient, equal to vs, and the charge density ns. In the
case of a Josephson junction where there is a constriction to the supercurrent flow, the
charge density in the barrier will be much smaller. But since the current density must
be constant on both electrodes and on the junction, then the phase gradient will be
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Figure 2.6: Schematic of a Josephson element formed by a SC-insulation-SC junction.
much larger in the junction. This sharp change in the phase at the junction allows us
to define a macroscopic gauge invariant phase difference given by,
γ(t) = θ2(t)− θ1(t)− qs~
∫ 2
1
A(r, t) · dl. (2.23)
The Josephson current shall obey the following conditions 1) be a function of γ; 2) be
zero in case the phase difference is also zero; 3) any variation by 2pi of γ should maintain
the wave functions unchanged. Under these assumptions it can be demonstrated that
that this current is given by the first Josephson equation,
Is = Ic sin γ, (2.24)
where the constant Ic is the critical current. Equation 2.24 says that if there is a vector
potential or voltage applied across the junction, the phases become locked. In this case
γ = const. and a constant SC current develops bounded to the values of |Ic|. At low
temperatures, the critical current density is typically in the range (102-104) A/cm2. For
a junction area of 10 µm2, this results in a critical current in the range (10-100) µA.
Tunnelling of Copper pairs does still occur when a voltage V is applied across the
junction, but in this case the wavefunctions phases are not locked anymore. Instead,
their γ changes at a rate proportional to the voltage, as given by the second Josephson
equation,
∂γ
∂t
=
qs
~
V =
2pi
φ0
V. (2.25)
Solving this equation shows that when a constant voltage is applied, an oscillatory
current develops across the junction,
γ = γ0 + (2piV/φ0) t, (2.26)
I = Ic sin (γ0 + 2pi f t) . (2.27)
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This is the so called AC Josephson effect. The value of this voltage dependent frequency
is
f =
1
φ0
V. (2.28)
Since φ−10 = 483.6 MHz/µV, this frequency falls for most practical cases in the microwave
regime. This allows Josephson junctions to be used as voltage controlled oscillators in
the GHz and THz regime. And the fact that voltage and frequency are related by the
fundamental constants e and h opens the possibility for Josephson junctions to be used
as voltage standards.
2.3.1 Response to an external magnetic field
The critical current Ic is the main parameter in a Josephson junction. But this is not
a constant value and it changes in the presence of a magnetic field. It can be shown
that any magnetic field applied in the plane transverse to the junction direction will
modulate the critical current Ic in such away that
Ic(φ) = Ic(0)
∣∣∣∣sin(piΦ/φ0)(piΦ/φ0)
∣∣∣∣ . (2.29)
This dependency gives rise to the Josephson-Fraunhofer interference pattern that is
shown in Figure 2.7
Ic(φ)
Ic(0)
Φ/φ0-4 -3 -2 -1 0 1 2 3 4
Figure 2.7: Modulation of the critical current as a function of the applied magnetic
flux. The shaded grey area indicates the allowed region for the Josephson supercurrent.
In principle, this dependence of critical current of a single junction on the magnetic
flux could be used to perform measurements of the magnetic field. But since the area
of the Josephson junction AJ is in general small, the sensitivity to the magnetic field of
such a device would also be small since |B| = φ/AJ .
2.3.2 I-V characteristic of Josephson junctions
The tunnelling of Cooper pairs across a Josephson junctions described by the Josephson
equations gives rise to the SC current Is. However, this is not sufficient to describe
a real device, and it is necessary to also take into account the tunnelling current of
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Quasi-particle (QP) at finite voltages Iqp, as well as a displacement current Id across the
insulation layer, acting as a dielectric in a capacitor.
There are two mechanisms leading to the generation of QPs. Above 0 K there is a
probability for the Cooper pairs to brake up due to thermal excitation, or by externally
applying some energy to the circuit e.g. through a voltage. The properties of these
un-paired electrons mixed with the Bose-Einstein condensate however differs from that
of normal conducting electrons. Hence, the quasi-particles current depends in a compli-
cated way on the voltage V . However, if V is kept small these can still be treated as
normal electrons forming an ohmic current flow [66].
The separation between the two SC electrodes also works like a capacitor with the
insulation barrier being the dielectric. This gives rise to a displacement current that can
be approximated by the current flowing through a linear capacitance Id.
The capacitively-shunted junction (RCSJ) model, first proposed by the Stewart and
McCumber [82, 83], is a lumped-element model that takes into account these three
current contributions. Under certain assumptions [64], the dynamic behaviour and the
Current-to-Voltage (I-V) characteristic of a Josephson tunnel junction can be accurately
described by this model. The RCSJ model consists of a circuit element obeying Equa-
tions 2.24 and 2.25 through which flows a current Is, corresponding to an ideal Josephson
junction connected in parallel with a resistance R, accounting for Iqp, and a capacitance
C modelling Id. The most import simplification of the model is the assumption of a lin-
ear R. It also assumes a point-like junction and overlooks any spatial dependencies. The
electrical schematic of the RCSJ model is shown Figure 2.8 with the different currents
Is, Iqp and Id flowing through each branch element.
Ibias
RIqp
C
Id
Is
Ic
Figure 2.8: Lumped element RCSJ model of a real Josephson junction.
Using the second Josephson Equation 2.25, and writing the expression for the total
current flowing across the junction, it is possible to write a second order non-linear dif-
ferential equation for the dynamics of the phase difference γ that governs the behaviour
of the junction,
I = Ic sin γ +
1
R
(
φ0
2pi
)
dγ
dt
+ C
(
φ0
2pi
)
d2γ
dt2
. (2.30)
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This equation can be simplified by writing it in terms of the dimensionless variables
i = I/Ic, v = V/(IcR), τ = t/τc, and defining the parameters βc and τc,
βc =
2piIcR
2C
φ0
, (2.31)
τc =
φ0
2piIcR
. (2.32)
Using these transformations, Equation 2.30 is rewritten as,
i = sin γ +
dγ
dτ
+ βc
d2γ
dτ2
, (2.33)
where βc is the Stewart-McCumber parameter, which determines the behaviour of the
Josephson junction, and ωc = 1/τc is Josephson frequency at the characteristic voltage
Vc = IcR.
This equation is analogous to that of the mechanical system of a mass m and friction
coefficient ξ, moving down a varying potential profile with which it is constantly in
contact, resulting from a fixed term w(x) plus a varying term driven by a force Fd
3.
The dynamics of this mechanical system is described by
mx¨+ ξx˙ = −∂[w(x)− Fdx]
∂x
. (2.34)
To make this clear in Equation 2.33, the driving term, i, and constant potential term,
sin γ, can be combined in a generalised energy potential uJ equal to,
uJ(γ, i) = 1− cos γ − iγ, (2.35)
and Equation 2.33 can now be rewritten as,
βc
d2γ
dτ2
+
dγ
dτ
= −∂uJ
∂γ
. (2.36)
To complete the analogy with the mechanical system, the mass m corresponds to the
capacitance C, the friction coefficient ξ corresponds to the conductance 1/R, and the bias
current Ibias corresponds to the external force Fd that tilts the cosine-shaped potential,
this is sometimes also called a “washboard” potential.
Equations 2.36 and 2.34 describe a non-linear system that can only be solved nu-
merically and under certain conditions4 these may even show chaotic behaviour [84].
The system’s behaviour will be determined by the shape of the energy potential, and
is analysed next for the following cases i = 0, i < 1 and i > 1, whose potentials are
illustrated in Figure 2.9.
3Another mechanical system analogous to the Josephson junction is that of a damped pendulum with
a rigid rod driven by an angular force.
4This is a well known phenomenon in driven non-linear oscillators. In Josephson junctions this hap-
pens for underdamped junctions driven at microwave frequencies below the Josephson plasma frequency.
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Figure 2.9: Potential driving the dynamics in a Josephson junction according to
Equation 2.33, for different values of the bias current. The moving particle represents
the instantaneous phase difference γ(t).
The junction phase difference γ(t) is represented by the “particle” in the previously
described analogy with a mechanical system and shown in Figure 2.9. The voltage v
across the junction results from the time derivative of γ(t) as given by Equation 2.25.
When i = 0 (or Ibias = 0) the potential presents no tilting and γ(t) oscillates back
and forth trapped in a energy potential minimum. As the current increases up to i ≤ 1
(or equivalently Ibias ≤ Ic) the potential still presents no local minima and γ(t) remains
bounded in a potential minimum. When i reaches i ≥ 1 (or I ≥ Ic) the potential has
no longer any local minima, and γ starts sliding down the undulating potential. This
behaviour was simulated using the Simulink model shown in Appendix A. The obtained
time evolution of the voltage for different values of a bias current is shown in Fig 2.10.
When i < 1, as shown for the case i = 0.95 the particle is confined to one a potential
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i = 3
i = 2
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i = 0.95
Figure 2.10: Time evolution of the voltage across a Josephson junction for different
values of the bias current.
minima where it oscillates back and forth resulting in a zero average voltage 〈v〉. In this
case the I-V relation exhibits a superconducting behaviour. The oscillations occur at
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the so called plasma frequency [85], which for i = 0 is given by
ω2p =
(
2pi
φ0
Ic
C
)
. (2.37)
This is in general much higher than what is “visible” in most applications. For example,
for a typical shunt capacitance C = 1 pF and critical current Ic = 10 µA, when i = 0
the oscillation frequency is 27 GHz. Hence, in most systems only the time average of the
voltage curves, shown in Figure 2.10, is accessible to be measured, and it is this value
that will give origin to the typical I-V characteristic shown in Figure 2.11.
The transition from a bounded value of γ to a sliding one occurs when i > 1, inducing
a transition into a finite average voltage as indicated by the dashed trace in Figure 2.11.
This transition occurs within an interval of the order of 1 ps, and if i is further increased,
the average rate at which the γ slides down increases proportionally to i and the I-V
relation enter the ohmic regime.
When reducing the current starting from a value i > 1, different dynamics can occur
depending on the parameter βc of the junction. When the current reaches i = 1, the
potential exhibits again the local minima, but γ is not immediately trapped in one of
these minima and keeps sliding down the undulating potential inducing a finite average
voltage across the junction even for i < 1. This can be understood in the analogous
mechanical system this by the particle inertia which makes it overcome the potential
valleys until the tilting of the potential is sufficiently reduced to trap again the particle
in a stable minimum.
〈v〉
i
1
βc  1
〈v〉
i
ir
1
βc ∼ 1
〈v〉
i
1
βc  1
Figure 2.11: Dynamic I-V characteristic of Josephson junctions with different val-
ues of βc. Left-plot: strongly underdamped junction; Middle-plot: balanced junction;
Right-plot: strongly overdamped junction.
In the Josephson junction, the return current ir is defined as the current when γ
becomes locked again, and hence returning to the superconducting regime with 〈v〉 = 0.
Since this current is smaller than the critical current the I-V characteristic presents in
general a hysteretic behaviour. There exists two important limit cases concerning the
value of the junction parameter βc. When βc  1 the junction is said to be strongly
underdamped and the I-V curve is highly hysteretic. After reaching the ohmic phase
the junction does not recover to the superconducting regime until the current is reduced
to zero (ir = 0). This happens in junctions with a high capacitance value and resistance
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values, or in the analogy with the mechanical system, it corresponds to particles with
a very high mass and low friction coefficient. When βc  1 the junction is strongly
overdamped and the I-V curve presents no hysteresis (ir = 1). This corresponds to
junctions with a small capacitance or resistance, which is equivalent in the mechanical
system to particles of negligible mass and high friction coefficient. These two limit cases
are shown in Figure 2.11.
2.3.3 Effect of thermal noise
The resistance R in a real Josephson junction induces thermal noise that causes the
total current to fluctuate around its mean value. A qualitative description of the effect
of thermal noise on the junction characteristic can be obtained by resorting again to the
picture of the tilted undulating potential. The current noise will cause the potential uJ
tilt to fluctuate up and down. Even when i < 1, the current noise may cause the total
current to exceed the critical current, over tilting the potential uJ and permitting the
particle to roll to next potential minimum. In the overdamped junction this will induce
a series of voltage pulses randomly spaced in time, whose average will be a finite DC
voltage v. Hence the I-V curve will show a rounding effect at low voltages, as shown
in Figure 2.12 for different noise values. The amount of noise is usually defined by the
parameter Γ, which is the ratio of the thermal energy IT = kBT and the Josephson
coupling energy Icφ0/2pi,
Γ =
2pikBT
Icφ0
. (2.38)
This parameter can also be written as a current ratio Γ = IT /Ic, where IT is the
equivalent thermal noise current, which at T = 4.2 K equates to IT ≈ 0.15 µA.
Figure 2.12: Rounding effect of the I-V curve in the presence of current noise in the
limit case of strongly overdamped junctions. Adapted from [85].
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Increasing the noise levels will cause a decrease in the critical current Ic, and for
Γ ≈ 0.2, Ic vanishes completely.
2.4 Superconducting QUantum Interference Devices
A SQUIDs consist of an SC loop interrupted by one or two Josephson junctions. The
former are known as rf-SQUIDs, which rely on the AC-Josephson effect, and the latter
are named DC-SQUIDs, since they are based on the DC-Josephson effect. Their name
and principle of operation derive from the observed interference of the SC wavefunctions
across the junction. Nowadays, DC-SQUIDs present several advantages over rf-SQUIDs
for the measurement of low-frequency magnetic fields, and are usually preferred in most
applications. The following comprehensive references have been used [85–87].
DC-SQUIDs can be seen as a generalisation of a single Josephson junction. In order
to increase the sensitivity of the critical current modulation by a magnetic field in a
Josephson junction (discussed in Section 2.3.1), the simplest possibility is to increase
the junction area AJ . However this causes some undesired effects, as e.g. the increase
of the junction capacitance, and it is generally preferable to have small junction areas.
However, if the junction is stretched and split into two, keeping an SC loop connection,
then it would be possible to have bigger sensing areas for the magnetic field while keeping
small Josephson junctions.
Very high-quality Josephson junctions tend to have a high value of βc and present a
strongly hysteretic I-V characteristic. This is undesirable for conventional SQUIDs and
is usually compensated for by adding a parallel resistance to the junction, thus forcing
an overdamped behaviour. Also, in LTS SQUIDs the noise parameter Γ is usually kept
below 0.1. Figure 2.13 show the schematic of the DC-SQUID and its equivalent RSCJ
model circuit. The SC ring is biased by a current Ibias that is split by the two arms of
the SQUID, where each of the Josephson junctions is present. The SQUID behaviour
Φtotal
Icir
Ibias
Is2Is1
Φext.
Is1
RCIc
Is2
R C Ic
Lsquid/2 Lsquid/2
Ibias
Figure 2.13: Schematics of a symmetric SQUID. Left: diagram with the various
circulating currents and magnetic fluxes; Right: Equivalent RSCJ-model circuit.
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will be determined by the relation between the SC wavefunctions on each branch of the
loop, which will depend on the magnetic flux through the SQUID loop.
Proceeding as in Section 2.2.3 to derive the flux quantisation in an SC loop, using
the bulk approximation, one can generalise Equation 2.20 for the case of a DC-SQUID
loop by adding the phase difference terms across each junction, such that
Φtotal = φ0 n+
φ0
2pi
(γ1 − γ2)︸ ︷︷ ︸
Josephson
, with n = 0, 1, . . . (2.39)
For an ideal and symmetric SQUID the total supercurrent Ibias is given by,
Ibias = Is1 + Is2 = Ic(sin γ1 + sin γ2), (2.40)
which when combined with Equation 2.39 results in
Ibias = 2Ic cos
(
piΦtotal
φ0
)
sin
(
γ2 +
piΦtotal
φ0
)
, (2.41)
after rearranging both terms using fundamental trigonometric identities. Equation 2.39
indicates that the maximum value of the superconducting current that can flow through
the SQUID is 2Ic, but this maximum critical current of the SQUID can change depending
on the total magnetic flux, and possibly even become zero. Solving Equation 2.41 is in
general difficult since the flux Φtotal depends on the external flux and the loop current,
which on their own also affect the phase difference in the junctions. However, the
principle of operation of the DC-SQUID can be qualitatively understood by the following
argument: the total SQUID magnetic flux Φtotal can be written as
Φtotal = Φext + Φcir (2.42)
= Φext + Lsquid Icir, (2.43)
where Lsquid is the SQUID loop inductance. Starting from a situation with no flux
applied, Φext = 0, in the SQUID loop, the total bias current Ibias will split equally
between the two junctions, 1 and 2, such that Is1,2 = Ibias/2. In this case the I-V curve
of the SQUID (Ibias versus V ) will be identical to that of a single Josephson junction
but with a critical current that is the double, 2Ic. If the external magnetic flux Φext is
increased from zero, and due to the flux quantisation seen in Section 2.2.3, a screening
current Icir will appear in the loop inducing a flux Φcir such that the total magnetic field
is kept constant, Φtotal = Φext + Φcir = 0. On one side of the SQUID the current Icir
will add to the bias current and on the other side it will subtract from it. Hence, the
current on the SQUID branches will be
Is1 = Ibias/2 + Icir, Is2 = Ibias/2− Icir, (2.44)
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Figure 2.14: Modulation of the SQUID critical current (red trace) by an externally
applied magnetic flux (orange trace), which causes a circulating loop current inducing
a counteracting flux (orange trace). The exact quantisation of the total flux in the
SQUID (blue trace) occurs only in the case of devices with a large self-inductance. In
the case of a smaller LSQUID, the total flux is not exactly quantised.
and
Icir =
1
2
(Is1 − Is2) . (2.45)
Junction 1 will reach its critical current Ic before junction 2, and when this occurs a
voltage V 6= 0 will appear across the SQUID. This happens for a current Ibias < 2Ic,
hence the effective critical current of the SQUID will be reduce. If the external flux
is further increased, once it reaches φ0/2 it becomes energetically more favourable for
the SQUID to allow for one flux-quanta Φsquid = 1φ0 to enter its loop by reversing the
sense of the screening current Icir. If the Φext continues to increase the current Icir will
again decrease to maintain the loop flux at 1φ0 until Φext = 1φ0 when Icir = 0. With
the reduction of the current Icir, the critical current of the SQUID will increase until
its initial value, 2Ic, is recovered. This results in a periodic modulation of the SQUID
critical current by the external magnetic flux, with period equal to φ0, as shown in
Figure 2.14.
The previous description of the SQUID assumes that Lsquid is large enough for the
flux generated by the screening current Icir to reach at least φ0/2 (when Icir = Ic), in
order to guarantee the perfect quantisation of the total SQUID flux. In order to assess
how big the magnitude of the flux created by the screening current when compared to
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φ0/2, the dimensionless parameter βL is commonly used,
βL =
Ic Lsquid
φ0/2
. (2.46)
The perfect quantisation of the total SQUID flux is only possible if βL ≥ 1. However, this
also results in a reduced modulation depth ∆Isquidc of the SQUID critical current, as was
the case in Figure 2.14 [85]. Therefore, devices used to measure magnetic fields typically
have βL  1 for an increased sensitivity to variations in the magnetic field. In this case,
the total SQUID flux is not perfectly quantised, but the general principle behind the
modulation of the critical current as the result of a circulating current induced to try
to preserve the flux quantisation still holds true. In the limit case when βL  1, the
modulation of the critical current will be maximum, corresponding to the case where
the sine factor in Equation 2.41 equals 1 and
Isquidc = 2Ic
∣∣∣∣cos(piΦextφ0
)∣∣∣∣. (2.47)
For higher values of βL, the modulation depth of the critical current will decrease as
shown in Figure 2.15.
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Figure 2.15: Modulation of the SQUID critical current by action of an externally
applied magnetic flux, for different value of the parameter βL. Adapted from [85].
In order to use the SQUID as a magnetometer the modulation of its critical current
by the applied flux needs to be converted into a voltage-flux or current-flux modulation.
Considering the RCSJ-model of a SQUID, shown in Figure 2.13, where each junction has
resistance R, capacitance C and critical current Ic, and in the limit where βL  1 and no
magnetic field is applied, the SQUID observes the same dynamics as a single Josephson
junction [85], given by Equation 2.30, with resistance equal to R/2, capacitance 2C and
critical current 2Ic cos (piΦext/φ0). Consequently, the I-V curve will assume the same
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shape as that of a single Josephson junction, like the one shown in Figure 2.11. But
in the SQUID case, the I-V curve is periodically modulated between two limit curves,
with varying critical current, as shown in Figure 2.16. This allows the SQUID to be
used as flux to voltage (or current) transducer. For example, if a constant bias current
is applied to the SQUID, the average voltage will be modulated by the magnetic flux
as shown in Figure 2.16 by the Voltage-to-Flux (V-Φ) in the right-hand side plot. This
curve exhibits a period of φ0 and presents a peak-to-peak voltage swing Vpp which is
typically in the order of tens of micro-volt. The highest sensitivity occurs at points where
Φ = (2n+1)/4φ0, and for an approximately sinusoidal characteristic with Vpp = 100 µV
this has a value of VΦ = ∂V/∂Φ = 314 µV/φ0. When thermal noise is not taken into
account the SQUID I-V curve is not continuously differentiable at the critical current
point and this would cause a divergence in the V-Φ curve at points where Φ = nφ0,
when Ibias < 2Ic. However, in a real SQUID the thermal noise will round the I-V curve
near the critical current transition as was described in Section 2.3.3. Hence, the SQUID
V-Φ curve will be free of any divergence, independently of the bias current.
I
〈V 〉 R/2
RIc
2Ic
Φ = nφ0
Φ = (n+ 1/2)φ0
Φ
〈V 〉
0 1/2φ0 φ0 3/2φ0 2φ0
Ibias < 2Ic
Ibias ∼ 2Ic
Ibias > 2Ic
Figure 2.16: Modulation of the SQUID characteristic curves by an external magnetic
field. Left-plot: limit I-V curves for different values of the magnetic flux. Right-plot:
Voltage-flux response of a SQUID when different bias currents are applied.
2.4.1 Flux Lock Loop readout
After biasing the DC-SQUID with a constant current it behaves as a flux-to-voltage
converter with a periodic and non-linear V − Φ characteristic. A readout electronic
circuit is required to convert the SQUID changing voltage into a measure of the magnetic
flux. Most often a setup with a constant bias current is used with the SQUID becoming a
flux-voltage transducer as shown in the Figure 2.16. The vertical and horizontal position
of characteristic curve V-Φ can also be adjusted by means of an auxiliary bias voltage
Vbias and a bias flux Φbias, as shown in Figure 2.17.
A SQUID can be operated in a small-signal mode around a optimum working point
usually in the steepest part of the V − Φ curve, where VΦ is maximum. This working
point is obtained by properly setting a bias flux Φbias. This readout requires just an
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Figure 2.17: Left: Schematic of the SQUID biasing when this is used in a constant
bias current mode. Right: V-Φ curves resulting from adjusting the values of Vbias and
Φbias in order to properly adjust the SQUID working point.
amplifier to increase the voltage across the SQUID without introducing too much noise.
However, the V − Φ curve is linear only in a small region Φlin, shown in Figure 2.17,
which assuming a sinusoidal curve can be approximated by
Φlin .
φ0
pi
. (2.48)
This reduced linear range enables a limited dynamic range when the SQUID is operated
in a small-signal mode.
The dynamic range can be considerably increased by using a more sophisticated
readout scheme called a FLL. This circuit is shown in Figure 2.18, and it performs two
functions: it amplifies the weak voltage across the SQUID, and it linearises the SQUID
transfer function to increase the available dynamic range. Assuming that the SQUID
Mf
Φfb
Mi
Φin
2piGBW
∫
Rf
Vsquid = VΦ · Φerror
Vout
Figure 2.18: SQUID with FLL readout schematic, consisting of a negative feedback
loop with an integrator ensuring a constant magnetic flux working point. The pre-
amplifier gain is 2piGBW where GBW is the gain bandwidth constant product of the
feedback loop in hertz.
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is correctly biased, any applied flux change δΦin in the SQUID will induce a deviation
of the voltage around the working point (according to V − Φ curve). This voltage
variation is pre-amplified with a gain of 2piGBW (where GBW is the gain bandwidth
constant product of the feedback loop), integrated and negatively fed back into the
SQUID via the resistor Rf and a feedback coil which is coupled to the SQUID with
mutual inductance Mf . The negative feedback integrator will generate a flux signal Φfb
that will compensate any variation in the input flux, Φin, δΦfb + δΦin = 0, such that the
total SQUID flux, Φerror = Φin − Φfb, is brought to zero Φerror → 0. The small-signal
transfer function of the FLL circuit when locked around a stable working point, given by
GFLL(s) = Vout(s)/φin(s), can be calculated by solving the following system of equations
in the Laplace domain:
Vout =
2piGBW
s
· VΦ · Φerror, (2.49)
Φerror = Φin − Φfb, (2.50)
Φfb =
Mf
Rf
· Vout. (2.51)
The resulting SQUID/FLL transfer function has a first order low-pass behaviour,
GFLL(s) =
GFLL
1 + s/ωp
, (2.52)
with the DC-gain and pole frequency given by
GFLL =
Rf
Mf
, (2.53)
and
fp =
ωp
2pi
=
VΦ ·GBW ·Mf
Rf
(2.54)
= VΦ · GBW
GFLL
,
respectively. At low-frequencies the output voltage Vout becomes linearly dependent on
the applied flux Φin, for an extended range which is primarily limited by the saturation
of the pre-amplifier and the integrator. Contrary to the small-signal readout, the gain
factor GFLL becomes independent of the SQUID gain at the working point, depending
only on the circuit parameters Rf and Mf . The pole frequency on the other hand
depends on the VΦ flux-voltage coefficient, and pre-amplifier gain 2piGBW . For a single-
pole transfer function the −3 dB system bandwidth is identical to the pole frequency
BWFLL = fp. However, if a time delay is considered in the system this equivalence will
no longer hold true.
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The system maximum Slew Rate (SR) defines how fast the input signal can change
in time. It is defined in terms of the feedback flux Φfb by,
Φ˙fb =
∣∣∣∣dΦfbdt
∣∣∣∣
max
. (2.55)
The feedback flux can be written as a function of the variation of the flux error δΦerror
times the open loop gain function give byGOPEN = f/fp, such that Φfb = GOPEN·δΦerror.
In the case of a sine wave input signal, the SR can then be written as,
Φ˙fb = 2pif |Φfb|amp = 2pi fp |δΦerror|. (2.56)
Two conditions can be defined for the maximum allowed flux error. A more restrictive
one specifies that the system must be able to linearly track any changes in the input
signal, which implies that the flux error should only vary within the linear region of the
SQUID transfer function Φlin. Using Equation 2.48 and writing |δΦerror| ≤ Φlin/2, this
results in
Φ˙fb ≤ 2pi fp Φlin/2 = fp φ0. (2.57)
And a less restrictive condition which allows for the system response to become non-
linear when the SR of the input signal is maximum, but still requires that the FLL
feedback loop is able to stably operate at a fixed working point, and that not flux-jump
occurs due to excessive excursions of the δΦerror flux above φ0/2 or |δΦerror| ≤ φ0/2 .
This results in
Φ˙fb ≤ pifp φ0. (2.58)
Both conditions are independent of the frequency, but this only holds for the case of a
single-pole feedback loop [88]. As an example, for a SQUID/FLL system with a 1 MHz
bandwidth, the maximum allowed SR of the input signal that preserves the system
stability would be SR = 3.14 Mφ0/s. However, this stability estimation does not take
into account the system noise which will be superimposed in the δΦerror signal and may
also cause flux jumps occur. An analysis of the SQUID/FLL stability taking into account
the system noise and bandwidth will be presented in Section 3.3.
In the ideal case where there is no group delay in feedback loop SQUID/FLL band-
width is exactly equal to the pole frequency BWFLL = fp. But any group delay td will
distort the gain of the frequency transfer function |GFLL(s)|, as a function of the product
fptd. For low values fptd  0.08 the effect of td is negligible and BWFLL = fp. The
maximally flat gain response is obtained when fptd = 0.08, resulting in a FLL band-
width which is increased to BWFLL = 2.25fp = 0.18/td. For higher values of fptd the
transfer function starts showing a resonant peak which for excessive values compromises
the system stability [88].
In the FLL readout scheme the voltage noise of the pre-amplifier is commonly the
dominant noise source. To compensate this a flux modulation technique that defines
a working frequency above the 1/f -noise of the electronics was normally used in the
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past. However, this solution requires a more complex electronics readout and limits the
maximum bandwidth of the system. An alternative to the flux modulation is to use
the Additional Positive Feedback (APF) technique [89]. The APF circuit consists of a
resistor RAPF and a coil LAPF in series, with the coil magnetically coupled to the SQUID,
and fed by the SQUID voltage, as shown in Figure 2.19. The APF technique considerably
increases the SQUID’s maximum sensitivity VΦ, which results in a decrease of the weight
of the noise induced by electronics readout. This makes it possible to implement a
simpler direct-coupled FLL feedback loop, where the squid voltage Vsquid is measured by
a pre-amplifier without the need for any modulation. Higher SQUID/FLL bandwidth
can also be achieved using the APF scheme [90], and systems with bandwidths higher
than 15 MHz have been implemented [91]. However, increasing the SQUID transfer
coefficient VΦ at the expense of a reduced Φlin may result in an overall reduction of the
SR according to Equation 2.57.
Figure 2.19: SQUID using APF technique. Left: circuit schematic; Right: Modified
V-Φ transfer function with solid line representing the modified transfer function with
the APF technique.
In a direct readout electronics working at room temperature, as the one used in the
current project with a cable length of 1 m between the electronics box and the SQUID
sensor td ≈ 2× 5 ns. Hence the maximum flat bandwidth obtainable is BWFLL =
18 MHz. For values much higher than this, the system will become unstable.
For a comprehensive review of the different electronic readout techniques see [92].
2.5 CCC working principle
The CCC was invented by Harvey in 1972 [47] as a metrology device to compare two
currents with a high precision. For a review of CCC devices please see [93]. Its func-
tioning primarily rests on Maxwell-Ampe`re law and the perfect diamagnetism of the
superconductors in the Meissner state. The simplest form of a CCC is that of a hollow
SC cylinder where the wall thickness is sufficiently large for the bulk approximation to
be valid as shown in Figure 2.20. If two currents I1 and I2 pass through the cylinder,
there will a shielding supercurrent I flowing at the surface of the SC cylinder that will
ensure that the magnetic field B inside the cylinder is equal to zero, independently of
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Figure 2.20: Superconducting cylinder shielding structure. Adapted from [93].
the trajectories and spatial distribution of the currents I1 and I2. Applying Maxwell-
Ampe`re’s law to a closed contour C passing in the interior of the cylinder and around
its aperture, ∮
C
B · dl = µ0 (I1 + I2 − I) , (2.59)
results in that,
I = −(I1 + I2). (2.60)
This equality is valid independently of the path of the current inside the tube. More than
this, the distribution of the supercurrent I will tend to be homogeneous on the outer
surface of the cylinder, even for asymmetric paths of I1 and I2. Due to this fact, a precise
measurement of the imbalance in currents I1 and I2 can be obtained by measuring the
magnetic field Bext induced by current I in the exterior of the cylinder.
2.5.1 Magnetic shielding structure
This shielding structure relies on the Meissner-Ochsenfeld effect to shape the magnetic
field, and rejects the unwanted field components. In order to better understand the
shielding effect of the CCC shield structure, it is instructive to analyse the behaviour of
the field distribution of an off-centre current passing through a hollow cylinder depicted
in Figure 2.21. Assuming that the cylinder has infinite length, thickness d, and that the
SC material’s London penetration depth is λ, the expressions for the potential vector
inside and outside of the cylinder are [94]:
Inside the cylinder
Az(ρ, φ) u
µ0I
2pi
[
− ln r(ρ, φ)
K1
−
∞∑
n=1
(
Rl
Ri
)n( 1
n
− 2 λ
Ri
)(
ρ
Ri
)n
cosnφ
]
(2.61)
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Figure 2.21: Superconducting hollow cylinder with a traversing off-centre current.
The induced magnetic field inside the tube is asymmetric as expected, but the magnetic
field in the outside region will tend to be symmetric due to the SC shielding currents
flowing in the tube surface. This symmetrisation will only be perfect for a tube of
infinite length.
Outside of the cylinder
Az(ρ, φ) u
µ0I
2pi
[
− ln ρ
K2
+
4λ√
RiRo
e−d/λ
∞∑
n=1
(
R1
Ri
)n(Ro
ρ
)n
cosnφ
]
(2.62)
Equation 2.62 shows that for the field outside the cylinder the terms dependent on the
azimuthal position φ are highly suppressed by the factor e−d/λ. In the bulk limit, where
cylinder thickness is much larger than the London penetration depth this factor goes to
zero, and the resulting magnetic field is
H =
(
I
2piρ
)
eφ. (2.63)
Only the azimuthal magnetic field component is present outside of the cylinder and
all other components are suppressed. This is identical to the case where the field was
created by a current passing through the centre ez axis. It is as if the hollow SC cylinder
removed any information about the spatial position of the wire passing through it. In
CCC monitors measuring a particle beam current, this property is important to that
have the measurement that is has much as possible independent from the beam position.
The analysis of how the outside field deviates from a perfectly azimuthal field in case
of finite length cylinder can be found in [94].
2.5.2 Type I and Type II CCCs
The first developed CCCs, based on the principle described in the previous section is
usually said to be of the Type I. This designation refers only to the CCC geometry
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and has nothing to do with type I and type II superconductors. It would be rather
unpractical to have a very long shielding tube. In order to reduce the size of the shield,
and to try to mitigate the edge effects due to its finite length, in type I CCCs the tube
is in a torus with overlapping ends, as shown in Figure 2.22. The longer is the overlap,
the more efficient is the screening of the magnetic flux which tends to leak through the
gap of the overlap [95]. The wires carrying the currents to be compared pass through
the interior of the torus, and a small opening is made to bring them out and connect
them to their respective current sources. The external magnetic flux, which for this
geometry will assume a dipole distribution, will be proportional to the difference of
the turn-current products NlIl, and almost independent of their spatial arrangement.
Different aspects can be optimised to increase the resolution and accuracy of the current
comparison. However, with this design it is not possible to measure the current from a
beam of particles, since it would be impossible to make it pass through the interior of
the torus shield.
Figure 2.22: SC shield of type I CCC. Adapted from [93]
Another CCC design was proposed by Grohmann et al. [94], which is commonly
referred to as being a CCC of the type II. This design inverts the two relevant space
regions that are separated by the SC shielding barrier. In the cylinder type I CCC,
the region inside the shielding torus is where the currents flow and the magnetic fields
are asymmetric, while in the outside space is the region where the magnetic field to be
measured is symmetric. By continuous deformation of the type I CCC it is possible to
invert the hollow cylinder into a type II CCC, as shown in Figure 2.23. In the type II
CCC, the region outside the torus is where the currents and asymmetric fields are, and
the inside region of the resulting toroid is the region of highest symmetrisation, where
the magnetic field becomes suitable to be measured.
The type II CCC presents the advantage that the magnetic field sensing region is
enclosed inside the SC toroid geometry. This way, besides helping with the symmetrisa-
tion of the current fields, it also provides shielding against magnetic field perturbations
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Figure 2.23: Transformation of the Type-I CCC into a Type-II CCC. Adapted from
[96].
from external sources. In the type I systems a second shield enclosing is commonly used
for the purpose of shielding external perturbations [97].
Different geometries are possible for the type II shield, and these can be evaluated
concerning the symmetry, the magnetic fields induced by the currents one wants to mea-
sure, and also the shielding they provide for externally applied fields. Earlier studies and
Nested shield Helical shield
Figure 2.24: Different structures of Type-II CCC shields. Left: nested shield; Right:
helical shield.
measurements of the attenuation A of non-azimuthal components in the two geometries
in Figure 2.24 by Grohmann et al. [96], showed that this follows an exponential law
that is a function of the effective length leff, related to the path of the screening currents
in the inner surfaces. These measurements did not directly measure the magnetic field
attenuation factors but instead the current ratio error obtained when comparing two
known currents through input windings. By using these improved shield geometry er-
rors < 10−10 were obtained. It was also found that for DC and low frequency fields, the
helical configuration was better than the nested one by more than 3 orders of magnitude.
Additionally, increasing the number of folded surfaces or reducing the gap d, improved
the attenuation of non-azimuthal components. For higher frequencies the attenuation
decreased, and a convergence between the different geometries, for equivalent dimensions
was observed.
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A way of increasing the effective length while keeping a compact geometry is to have
a meander shaped geometry [96], as shown in Figure 2.25. By increasing the number
∆t
∆lw
l
ri
ro
Sensing cavity
Gap opening
z
ρ
θ
ρ
ρ
Figure 2.25: Meander shaped Type-II CCC shield. Region in red indicates the sensing
cavity where sits the pickup ferromagnetic core; region in green indicates a ring cavity
with decreasing ρ; region in blue indicates a ring cavity with increasing ρ.
of meanders it is possible to increase the effective length of the path connecting the
gap opening of the shield to the sensing cavity where the signal magnetic field is picked
up, without increasing much the total length of the shield. The following analysis of
the shielding geometry uses the system of coordinates shown in Figure 2.25, where z is
the direction oriented along the central aperture of the shield, ρ is the outward radial
direction and θ is the azimuthal angular direction.
Analytic solutions of the magnetic field distribution inside the shield and respective
attenuation factor have been calculated for the ring and coaxial geometries that com-
bined form the more complex shapes shown in Figure 2.25 [59, 60]. In the bulk limit,
the magnetic field distribution outside of the SC regions is obtained from the Maxwell-
Ampe`re law by imposing the appropriate boundary conditions. Under magnetostatic
conditions, Maxwell-Ampe`re equation can be simplified to ∇ ×H = 0, and the mag-
netic field can be represented by a scalar potential H = −∇V which obeys the Laplace
equation,
∇2V = 0. (2.64)
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The boundary condition that imposes the exclusion of all magnetic field from the SC
material is given by
∂V
∂n
= 0, (2.65)
where ∂/∂n denotes the derivative with respect to the vector normal to the material
surface.
All solutions without any dependence on z, can be written as a sum of cylindrical
multipole multipole modes,
V (ρ, φ, z) = V0
∞∑
k=1
(
1
ρk
)
(ak cos kφ+ bk sin kφ) , (2.66)
where k indicates the order of the multipole mode. In the limit case where ∆t is much
smaller than ri and ro, the meander geometry can be seen as being formed by a succession
of the two types of ring cavities highlighted in green and blue in Figure 2.25. The
cavities where ρ increases (blue cavity), when going from the outside gap opening to
the interior sensing cavity, and those where ρ is decreasing along the same path (green
cavity). Neglecting the field distribution in corners of that connect the two type of
ring cavities, one can assume that at the radial edges of each cavity, where ρ = ri,o,
the following conditions holds for the radial field component B+ρ (ri,o, φ) = −B−ρ (ri,o, φ).
This approximation is only valid for small w and when ∆l = ∆t. In this case the
solutions for the magnetic potential inside the two types of ring cavities is,
Increasing ρ: V (ρ, φ, z) = V0
(
ρ
ro
)−k
cos kφ, (2.67)
Decreasing ρ: V (ρ, φ, z) = V0
(
ρ
ro
)k
cos kφ. (2.68)
From these expressions it is possible to compute the attenuation factors A per cavity
for the transverse magnetic field components Bρ and Bθ, which for a cavity with inner
radius ri are given by [98],
Increasing ρ: A+ =
(
ri
ro
)k+1
, (2.69)
Decreasing ρ: A− =
(
ri
ro
)k−1
. (2.70)
The mode that is less attenuate is the dipole mode k = 1, corresponding to a homoge-
neous transverse field. In this case the cavities with increasing ρ provide an attenuation
factor ofA+ = (ri/r0)
2 and the cavities with decreasing ρ provide no attenuationA− = 1,
and are necessary only to connect consecutive cavities with increasing ρ.
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2.5.3 Simulations of magnetic shield
At the beginning of the project it was planned that a new CCC shield was going to be
designed and fabricated. As a starting point for the study of the optimal dimensions for
a new meander shaped shielding, the prototype that had been fabricated by GSI and
the University of Jena for the FAIR CCC project was used. The dimensions of the FAIR
CCC shield are shown in Table 2.1. The very narrow gap between successive meander
rings of ∆l = 0.5 mm makes the shield fabrication very challenging and requires tight
tolerances to avoid any contact between the plates. During the assembly process, the
welding of the different ring structures together, using electron beam welding, may cause
surface deformations which may put different meander rings in contact. Additionally,
the presence of any small particles may also cause electrical contacts. These possible
issues are aggravated by the tight spacing of the ring cavities.
ri ro l w ∆l ∆t Nmeander
[mm] [mm] [mm] [mm] [mm] [mm]
92.5 140 182 3 0.5 1 10
Table 2.1: Dimensions of the prototype magnetic shield fabricated for the FAIR CCC
To investigate whether some of these dimensions could be increased, thus relaxing the
mechanical fabrication constraints without a significant loss in the obtained shielding
factors, different simulations where performed using the magnetostatic solver of the
CST Electromagnetic Studio [99]. Different geometries with varying dimensions of the
ring cavities, and varying number of meanders were simulated. In these simulations an
external dipole field with magnitude 10 A/m was considered, since this is the mode of
smallest attenuation. Figures 2.27 and 2.28 shows the resulting magnetic vector field in
the longitudinal plane parallel to the applied field, and how this field penetrates inside
the SC shield.
leff
leff = 0
Figure 2.26: Path starting at shield opening and following through all meanders into
the sensing cavity. Results of magnetic field simulations are shown along this path.
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Figure 2.27: Field distribution around the shield geometry.
To compare the attenuation provided by the different geometries, the simulated mag-
nitude of the magnetic field was plotted along the path shown in Figure 2.26, traversing
through the meanders into the sensing. The obtained results are shown in Figure 2.29,
these are inline with the ones obtained in previous similar simulation [100]. In the top-
left plot is the attenuation obtained for geometries with different number of meanders
together with attenuation obtained from the analytic solution of Equations 2.69 and 2.70.
One observes that the analytic approximation accurately reproduces the simulation re-
sults in the ring cavities when the shielding geometry is formed by a reduced number
of meanders, with differences increasing with the number of meanders. In the top-right
plot are the simulation results for geometries with varying width of the longitudinal gap
∆t. And in the bottom-left plot are the results for two different values of the width of
the transverse gap ∆l.
From these results one concludes that the most effective way of achieving a higher
attenuation, for a fixed ri/ro ratio, is to increase the number of meanders. With the
considered dimensions, changing the ring cavities dimensions does not have a significant
impact in the obtained attenuation, resulting for example in an attenuation decrease
of ≈ 5 dB when ∆l is increased from 0.5 mm to 2 mm. Also, the increase of the ∆t
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Figure 2.28: Top-image: detail of how the magnetic |H| field is attenuated through
the meanders until reaching the sensing cavity. Bottom-image: detail of field entering
the shield gap opening.
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Figure 2.29: Magnetic field attenuation along path shown in Figure 2.26 for varying
dimensions of the shield meanders. Top-left: Fix longitudinal and transverse gap and
changing number of meanders; Top-right: Changing longitudinal gap; Bottom-left:
Changing transverse gap.
parameter had almost no impact on the resulting attenuation, as shown in bottom-left
plot of Figure 2.29. One concludes, that increasing the ring cavities dimensions ∆l and
∆t does not have a significant impact on the shielding effectiveness, while significantly
contributing to less challenging mechanical constraints.
The obtained attenuation for the FAIR prototype geometry was ≈ −105 dB. Taking
the Earth’s magnetic field of ≈ 50 µT as a reference, inside the sensing cavity this field
would be attenuated to ≈ 300 pT, which is still two orders of magnitude above the lowest
induced fields by the AD beam. However, it is important to note that the effect of a
dipole field inside the sensing cavity on a toroid inductor will be much further attenuated
due to the symmetry of the toroid geometry. In the ideal case, where the pickup core
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presents a perfect cylindrical symmetry, the coupling of the dipole field to the pickup
inductance would in fact be zero. But in a real pickup inductor, the cylindrical symmetry
is broken by inhomogeneities in the core’s ferromagnetic material and by the position of
the coil wires. Estimating this additional attenuation factor is quite a difficult problem
that could be better studied by real measurements.
After this study it was decided, under the collaboration with GSI and Jena Univer-
sity, that the CCC shield that had already been fabricated for FAIR was to be used in
the current project in the AD.
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Figure 2.30: Simulation of the azimuthal magnetic field distribution induced by a
beam current Ib = 1 A passing through the centre of the magnetic shield. Top plot:
colour map of absolute value of the magnetic field B = Bθ eθ; Bottom plot: amplitude
of the field in radial direction along the dash-dotted line shown in top plot.
Besides the attenuation of the different multipole modes it is also fundamental that
the azimuthal magnetic field distribution of the beam is not attenuated. In the absence
of any magnetic structure a beam passing through the centre of the shield structure, at
ρ = 0, induces a field distribution that only has an azimuthal component B = Bθ eθ,
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given by Equation 1.3. In the presence of the meander magnetic shield, this azimuthal
field distribution is always tangential to the magnetic shield surface, hence the condition
in Equation 2.65 is still satisfied even without a reconfiguration of the shield distribution.
This implies that the magnetic field reaching the sensing cavity will be the same and
follow the same radial dependence as if the shield structure was not present, Bθ ∼ 1/ρ.
A simulation of this situation was performed, and the field induced by a beam current
passing through the centre of the shield structure is shown in Figure 2.30. The bottom
plot shows the comparison between the radial dependence of the field amplitude in
vacuum, given by Equation , and the simulated field amplitude when the magnetic
shield structure is present.
2.6 Conclusion
In this chapter the fundamental aspects of superconductivity theory that enable the
CCC device to achieve its current measurement accuracy are introduced. The approach
taken sought to arrive at the main results starting from first SC principles, by combining
a classical description under London brother’s theory with a quantum description based
on the macroscopic superconducting quantum wavefunction. In this framework, it was
derived the Meissner-Ochsenfeld effect that describes the expulsion of magnetic fields
from the interior of a SC; the flux conservation and quantisation in a SC ring threaded
by a magnetic field; the behaviour of Josephson junctions with their critical current
modulation by applied magnetic fields; and the functioning of the SQUID device whose
building blocks are Josephson junctions.
The Meissner-Ochsenfeld effects repels the magnetic field from the interior of Type-
I superconductors except for the narrow region near the surface determined by the
London penetration depth. In the bulk limit, where the dimensions of the SC are much
larger that the London penetration depth, one can assume that no field can penetrate
the interior of the SC, and the static field distribution for any given geometry can be
obtained by solving the Laplace equation for a magnetic field scalar potential.
The behaviour of the Josephson junctions was explained using the common anal-
ogy with a point mass moving along a tilted undulating potential, which provides an
intuitive analogy to understand the dynamics of the Josephson junction’s V-Φ curve.
The equivalent lumped-element circuit RCSJ-model of the Josephson junction was also
introduced. Then, the DC-SQUID, with two Josephson junctions, was discussed as a
generalisation of the single Josephson junction. When no magnetic fields are applied to
the SQUID, this behaves as one Josephson junction with RCSJ-model components that
result from paralleling components of the individual models. When a magnetic field is
applied the flux quantisation unbalances the two branches of the SQUID, which results
in the modulation of the critical current. It is from this modulation, which has period
equal to φ0, that results the exceptional sensitivity of SQUIDs to magnetic fields vari-
ations. This effect is exploited in SQUID magnetometers which have a noise resolution
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power of (1-10) fT/
√
Hz. But in order to linearise and amplify the periodic low volt-
age SQUID output an appropriate electronic readout scheme is required. The analogue
technique that can achieve the highest system bandwidths, required to cope with the
high SR of the AD bunched signals, is the directly coupled FLL feedback loop.
It is worth restating that what is usually perceived as a constant voltage across the
SQUID, is in fact the average of a high-frequency oscillations. These high-frequency
signals are above the bandwidth of most applications, but, in case a similar-frequency
signal is coupled to the SQUID, the resulting down-mixed signals may show at lower
frequencies, which could perturb the “visible” V-Φ characteristic, and consequently affect
the SQUID measurement. Thus, in most SQUIDs the input and feedback inductances,
Mi and Mf (both defined in Figure 2.18), are protected by internal low-pass filters with
cutoff frequencies at a few mega-hertz. Additional filtering at the SQUID input can help
in further attenuating high-frequency perturbations.
After discussing the SQUID, the basic principles of the CCC devices were presented.
The equations of the field distribution in cylinder geometry shield which is the simplest
possible one, show the resulting symmetrisation of the magnetic field induced in the
exterior region. Other types of geometry are obtained from the this simple geometry, and
for measuring the current of a particle beam only the option of a Type-II CCC geometry
can be used. One advantage of this type of geometry is that, besides symmetrising the
beam field it also shields against external fields.
The CCC of this PhD project used the meander-shaped shield that had been pre-
viously fabricated as a prototype for the FAIR CCC. The dimensions of this shield are
presented in Table 2.1. The attenuation of a dipole field component obtained with this
shield geometry was simulated, and the results are inline with the theoretical prediction.
This simulation was repeated for different geometric dimensions of the model to see their
effect on the field attenuation. From the scanned parameters, the number of meanders
is the one with the strongest impact on the attenuation as expected. It was also seen
that increasing the longitudinal ∆l and transverse ∆t gaps of the meander almost does
not affect the attenuation. This is an important conclusion which may used to justify
the increase in the gaps ∆l and ∆t width, which would simplify requirements for the
mechanical fabrication process. During the fabrication of the current shield, several
problems due to short-circuits between the meanders showed up, particularly due to the
very tight longitudinal gap equal to ∆l = 0.5 mm.
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This chapter presents all the studies performed for the design of the CCC monitor op-
timised to measure the AD beam, and concludes by presenting the implemented device
and auxiliary data acquisition systems. It starts by introducing the used SQUID device
and presenting the measurement of its main parameters in Section 3.1. Section 3.2 cov-
ers the coupling circuit between the pickup inductor and the SQUID input, and different
options and configurations are analysed. The current sensitivity and the low-frequency
current noise resolution are estimated for different configurations of the coupling circuit.
The SR of the AD beam at injection will impose a stringent constrain on the stability of
the SQUID/FLL system. Section 3.3 starts by discussing SQUID/FLL SR limitations,
and how these affect the measurement stability, and in Section 3.3.1 the beam param-
eters during the AD bunched beam phases are presented. These limits and behaviour
are analysed using a theoretical and a simulation model. With these design tools the
coupling circuit is modified in order to reduce the signal SR, and the main results are
presented in Section 3.3.2. The implemented CCC monitor is presented in Section 3.4.
This chapter concludes with a description of the installed acquisition and control system,
designed to automatise the data acquisition during the AD cycle.
3.1 SQUID sensor measurements
Modern thin-film SQUIDs, with integrated input coil, have an input inductance Li
typically limited to a few micro henries. For modern low-noise devices the noise spectrum
of the combined intrinsic SQUID noise and the readout electronics noise, presents a
1/f -noise at low frequencies with corner frequency ∼ 1 Hz, and white noise spectrum
for higher frequencies with amplitude spectral density ∼ 1φ0/
√
Hz [101]. These devices
may achieve an input sensitivity 1/Mi of the order of & 0.1 µA/φ0. The input sensitivity
is correlated with the input inductance.
For the current project a commercially available SQUID system from Magnicon
GmbH was used. This consists of the high performance low noise DC-SQUID sensor
model C6L1 [102], combined with a low noise and high bandwidth FLL electronics model
[103]. This device uses the APF technique enabling a directly-coupled FLL readout.
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This sensor was chosen for its relatively high input inductance and current sensitivity,
which is important when coupling the sensor to a pickup coil with a much higher self-
inductance. Also its very low noise levels ensure the proper operation when used with
a high bandwidth FLL readout, which will be required to cope with the high SR of the
AD beam. The XXF-1 FLL electronics, also from Magnicon, was chosen for its low noise
and high bandwidth, together with the fact that it is highly customisable, being possible
to remotely configure many operation parameters, such as the SQUID bias current and
voltage, as well as the FLL Rf and GBW parameters, with a wide range of possible
values. Below are the main specifications of the used system [102].
• Input inductance Li: 400 nH
• Input coupling 1/Mi: 0.51 µA/φ0
• Feedback sensitivity 1/Mf : 43 µA/φ0
• Maximum voltage swing ∆Vmax: 53 µV
• Transfer coefficient VΦ: ≈ 570 µV/φ0
• White noise: 0.7 µφ0/
√
Hz
• 1/f -noise corner: 0.7 Hz
XXF-1 FLL electronics
Analog Signal output
Serial control interface
Cryocable CC-1
Flange connector
Niobium shield NC-1 and
SQUID carrier CAR-1
Niobium shield
Figure 3.1: Different components of the Magnicon SQUID/FLL system. Magnicon
images.
The different components of the Magnicon SQUID system are shown in Figure 3.1
[102–104]. The SQUID is installed in a printed circuit board carrier (CAR-1) which
is inserted inside a cylindrical niobium shield (NC-1) for shielding the device from ex-
ternal magnetic fields. The signals to be measured are coupled to the SQUID input
inductance through two screw pressure contacts, and the connections for biasing, read-
ing and controlling the remaining SQUID signals is made through the cryocable (CC-1)
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with a vacuum tight flange connector. This flange connector is to be installed in the
exterior vessel of the cryostat container used to cool down the SQUID. Directly at the
flange port is connected the FLL electronics box in order to reduce the length and time
delay between the SQUID and the feedback loop. All the XXF-1 FLL analogue and
control signals are distributed through a connector box which also implements a 10 kHz
low-pass filter in the FLL measurement output Vout.
SQUID inside
shield
Cryocable
Cryostat
Connector box
XXF-1
electronics
Laptop
Lecroy Waverunner
12bit oscilloscope
Analog signals
Serial interface
Figure 3.2: Setup used to measure the characteristic curves of the selected Magnicon
SQUID alone.
Measurements of the characteristic curves of the SQUID with its input inductance
disconnected from any source were performed to verify some of the SQUID parame-
ters and characteristic curves. These measurements were performed with the SQUID
inside the niobium cylindrical shield and placed inside a general purpose wide-neck
liquid-helium bath cryostat for cooling, as shown in Figure 3.2. The XXF-1 electron-
ics implements two signal generators which can be used to sweep the Ibias current or
generate magnetic flux signal ΦSQUID in the SQUID, through the Mf feedback mutual
inductance. The readout electronics also implements an amplifier with ×2000 gain,
which is used to measure the low-voltage VSQUID. In the following measurements this
gain was deducted from the measured signals, so that the plotted voltages correspond
to voltage across the terminals SQUID.
The measured I-V curve is shown in Figure 3.3. For Ibias < Ic the SQUID is operating
in the superconducting regime , and for Ibias > Ic it starts developing a voltage with a
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ohmic behaviour. This curve can be compared to the expected curves shown in the left
plot of Figure 2.16, when ΦSQUID is kept constant.
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Figure 3.3: Measured I-V curve of the selected SQUID from Magnicon. The ob-
served skewed shape of the transfer functions is a consequence of the implemented APF
technique.
The V-Φ curve was measured by first applying a constant bias current Ibias and then
modulating the flux coupled to the SQUID. The three curves shown in Figure 3.4 were
measured for three different values of the bias current Ibias. The value of Mf can be
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Figure 3.4: Measured V-Φ curve of the selected SQUID from Magnicon, for various
values of bias current Ibias.
estimated from the obtained curves by dividing on φ0, equal to the curves period, by
the current required to produce that same variation.
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In order to properly setup the SQUID, the bias current needs to be adjusted to the
point that produces the maximum voltage excursion ∆VSQUID of the V-Φ curve, and
the bias voltage is adjusted so that the curve is vertically centreed around VSQUID = 0.
Once the SQUID is correctly biased, it is possible to measure its transfer coefficient
VΦ, by computing the curve slopes at the intersections with the horizontal axis. This
procedure is shown in Figure 3.5, after the V-Φ curve was smoothed by an averaging
filter. The estimated optimal SQUID transfer coefficients at the negative and positive
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VΦ ≈ −140 µV/φ0
VΦ ≈ 570 µV/φ0
Figure 3.5: Measured optimal V-Φ curve for a bias current Ibias = 15.6 µA. Curve
has been smoothed by applying a window averaging filter. Bias voltage has also been
adjusted to Vbias = 31.6 µV, so that optimal working point crosses the zero volt line.
crests of the V-Φ curve are ≈ 140 µV/φ0 and ≈ 570 µV/φ0. These values should be seen
as approximate values, since any small variations in the SQUID bias Vbias or Ibias will
considerably affect the transfer coefficient V-Φ curve. Additionally the linear region,
particularly in the high slope side of SQUIDs with APF is limited, and any signals that
drive the SQUID flux ΦSQUID outside of this region will reduce the transfer coefficient.
Hence, there is always some uncertainty in the closed loop FLL bandwidth BWFLL
estimation using Equation 2.54.
3.2 Coupling circuit
In most SQUID applications a coupling circuit is required to couple the magnetic field
to be measure to the SQUID loop. SQUIDs present a very low intrinsic magnetic flux
noise, which of the order of ΦnoiseSQUID ≈ 1× 10−6 φ0/
√
Hz, but since their loop area As
needs to be kept small, the magnetic field noise BnoiseSQUID = Φ
noise
SQUID/AS is often too high.
To increase the magnetic field resolution it becomes necessary to enhance the effective
area. Simply increasing the SQUID geometric area would result in an increase of the
SQUID inductance Lsquid and βL with an associated reduction of the modulation depth
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and sensitivity as seen in Figure 2.14. In the case of LTS SQUIDs this can be easily
overcome by using a superconducting pickup circuit with a sensing input coil connected
to the SQUID input inductance, this is known as a flux transformer [105]. The flux
transformer integrates the magnetic field to be measured over a large surface at the
expenses of spatial resolution, and tightly couples the amplified magnetic field to the
SQUID loop.
In the current analysis it will be neglected that the presence of the flux transformer
reduces the SQUID inductance and consequently the coupling Mi. This changes the
optimal coupling conditions although this is a minor effect.
3.2.1 Flux transformer
Considering a closed SC circuit with multiple inductors connected in series as shown in
Figure 3.6, the total flux linkage must remain constant as long as the loop stays in the
SC state, due the magnetic flux conservation in a SC loop discussed in Section 2.2.3.
Φ1
Φ2 ΦN−1
ΦNL1
L2 LN−1
LN
Figure 3.6: Superconducting loop with multiple inductors, each with its associated
magnetic flux.
Assuming that there are N inductive elements in series forming a loop, then
Φ1(t) + Φ2(t) + . . .+ ΦN (t) = constant, (3.1)
where the sources of flux linkage can be: self-inductances La, mutual inductances Mab,
or externally applied fluxes Φext, such that
Φa = Laia +Mabib + . . .+ Φext. (3.2)
Such a circuit can be used as a flux transformer to transport magnetic flux signals, and
also to amplify magnetic field B signals.
In the case where one wants to couple the magnetic field induced by a beam current
into SQUID sensor, the simplest possible circuit is that shown in Figure 3.7, for which,
δΦp + δΦi = 0, → MpIbeam + Lpi = −Lii, (3.3)
where Mp is mutual inductance between the source current and the pickup inductance
Lp as shown in Figure 3.7. Considering that the flux in Li is coupled to the SQUID
loop with mutual inductance Mi, the coupling SIb of the source current into the SQUID
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Figure 3.7: SC flux transformer used to couple magnetic fields from a current source
into a SQUID sensor. DC magnetic field signals can also be coupled due to the total
flux conservation in the SC loop.
magnetic flux is given by,
SIb =
Φsquid(t)
Ibeam(t)
=
Mp
Lp + Li
Mi. (3.4)
One important characteristic of SC flux transformers is that they do not have a low
cutoff frequency and are able to couple fields and currents down to DC.
In general any mutual inductance can be written as function of the two self-inductances
L1,2 and the coupling factor k, which accounts for any leakage flux occurring when the
inductances are not tightly coupled and k < 1,
Mp = k
√
L1L2. (3.5)
For high permeability materials, L1,2 can be written in terms of the inductance factor
(self inductance per turn) AL,
L1,2 = N
2
1,2AL. (3.6)
When measuring a beam current using a high permeability pickup core with an
inductance Lp and mutual inductance Mp, the number of turns in the primary side is
equivalent to 1, while the number of turns in the secondary Np may be freely chosen.
Hence, assuming a perfect coupling k = 1 which is a good approximation when the
relative permeability of the core’s magnetic material is very high µr  1,
Mp = NpLp. (3.7)
In this case, Equation 3.4 is simplified to,
SIb =
Φsquid(t)
Ib(t)
=
1
Np
Lp
Lp + Li
Mi. (3.8)
To maximise SIb the number of turns Np should be the smallest possible, hence it is
almost always 1, although it could be possible to have a fractional equivalent number of
turns as described in [106]. The parameters Li and Mi are fixed by the chosen SQUID
and for a single stage dc-SQUID Li is typically limited to ≤ 1 µH, and Mi ≤ 5φ0/µA.
The pickup core inductance Lp should be large, although it is useless to have it much
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bigger than Li since the sensitivity of this coupling circuit is limited to SIb ≈ Mi for
Lp  Li. Higher magnetic field concentrations and consequently higher inductances are
achieved by forming the core in a closed magnetic circuit in a toroid. Because of their
symmetry, toroidal cores allow a minimum flux leakage. An inductor with a toroidal
geometry of height h, inner radius ri, outer radius ro and made of a material with relative
permeability µr, has a self-inductance.
L =
µoµr
2pi
· h ·N2 · log ro
ri
. (3.9)
To increase L, without changing N = 1, one can change the geometry, although this is
normally constrained, or increase µr. In the here-presented project the core geometry
was already set by the SC shield dimensions, described in Section 2.5.3.
The current resolution of the monitor will be fundamentally limited by the different
noise contributions. Increasing the pickup inductance Lp with a ferromagnetic core
of large dimensions will increase the sensitivity but will also add additional thermal
magnetisation noise. However, the additional flux noise is proportional to
√
Lp while
the sensitivity increases with Lp (as long as Lp < Li), hence, the SNR will increase with√
Lp,
Φin
Φnoise
∝√Lp. (3.10)
By choosing an appropriate ferromagnetic core material it is possible to increase Lp by
many orders of magnitude.
3.2.2 Ferromagnetic cores
Ferromagnetic materials have a high magnetic permeability µr  1, but also present
a non-linear behaviour with saturation and hysteresis effects as shown in the B − H
magnetisation curve in Figure 3.8. Hysteresis in the B −H curve is due to irreversible
expansion or rotation of the ferromagnetic domains. Materials that have a high perme-
ability but where fields are easily reversed due to a narrow hysteresis loop are known
as soft ferromagnetic materials. These are the materials normally used in magnetic ap-
plications. Additionally, for small enough variation of H around a fixed working point,
the domain walls perform reversible movements around some equilibrium position. This
occurs if δ|H|  Hc, and if |H| < Hc, where Hc is the coercive field of the material. In
the reversible regime, of small δH, the relation between H and B is approximately linear
and the magnetic permeability µ almost constant. If the core’s material is electrically
conducting, eddy currents will induce thermal losses and delays in the magnetisation
response. For all ferromagnetic materials the permeability is in general dependent on
the frequency, and for high frequencies µr → 1.
The magnetic noise of magnetic materials is normally associated with the different
loss mechanisms occurring in the material [107–109]. Losses in inductors are modelled
by a complex permeability µ∗ = µ′ − jµ′′, which results in a real and imaginary part
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Figure 3.8: Magnetisation curve of ferromagnetic materials.
inductance, L′ and L′′, respectively, such that
L = L′ − jL′′ = (µ′ − jµ′′)Lairkf , (3.11)
where Lair is the equivalent inductance of an inductor with the same geometry but
without any core material, µ = µ0. The filling factor kf of the core material, needs to be
considered in real inductors, as it accounts for the active area of the magnetic material.
From a circuit perspective, the complex inductance results in a resistance in series with
a lossless inductor, with impedance
Z(ω) = jωL
= ωµ′′Lair kf︸ ︷︷ ︸
Rs
+jω (µ′Lair kf )︸ ︷︷ ︸
Ls
. (3.12)
Both Rs and Ls can be measured using an impedance analyser, and from these one can
derive the real and imaginary parts of the permeability using,
µ′ =
Ls
Lairkf
, (3.13)
µ′′ =
Rs
ωLair kf
. (3.14)
At small variations of the magnetisation fields, H  1 mT, the noise in the response
magnetic field comes either from eddy currents or from thermal losses mechanisms re-
lated to magnetisation relaxation and rotation processes within fixed magnetic domains
[107]. At larger magnetisation variations, losses related to domain wall jumps, will in-
duce Barkhausen noise [110], which will become the dominant noise source. For cores
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made of tightly wound thin insulated ribbons, the eddy currents are strongly attenu-
ated and the thermal noise becomes dominant. In this case the magnetisation noise
can be treated as thermal fluctuations, originating from various dissipation mechanisms,
and it can be estimated using the fluctuation-dissipation theorem [108, 111]. If the
complex magnetic permeability of the material is known, the magnetisation noise can
be calculated by computing the equivalent Johnson-Nyquist noise of the resistor Rs in
Equation 3.12. For the circuit in Figure 3.7 consisting of a inductor with ferromagnetic
core under analysis Lp, in parallel with another inductor Li, as is the case of the simplest
SQUID coupling circuit, the power spectral density of the core flux noise coupled in the
SQUID is given by [108],
〈Φ2squid〉 =
2kBT
ω
· L
′′
p(ω)
|Li + Lp(ω)|2
·M2i , (3.15)
where T is the temperature and kB is the Boltzman constant.
The following properties are desired in a ferromagnetic core to be used for low in-
tensity current measurement:
• high value of real permeability;
• constant permeability up to frequency of interest;
• low hysteresis losses in the frequency range of interest;
Additionally, the permeability of most materials varies considerably with the working
temperature. Particularly relevant for the case of the CCC core is the fact that many
materials with high permeability at room temperature will have its permeability strongly
decreased when cooled down to cryogenic temperatures. For this reason it is important
to select an appropriate material that is able to keep the desired properties even at
cryogenic temperatures.
Amorphous and nanocrystalline alloys are good candidate for applications requiring
magnetically soft materials such as transformers and inductive devices, due to their very
high permeability and small magnetostrictive coefficient 1. Cobalt-based amorphous
alloys, iron-based amorphous alloys, and nanocrystalline alloys have evolved over the
past decades with soft magnetic properties which now exceed those of the bulk alloys
based on iron, cobalt and iron-cobalt [112]. Figure 3.9 shows the relation between the
magnetic permeability and saturation field for different classes of materials.
Initially it was planned that a new core was to be used in the current project and
preliminary measurements were performed to compare properties of different types of
materials. Measurements of the permeability, at Room Temperature (RT) and liquid
helium temperature (4.2 K), were performed on two toroidal core samples, one made of
a general cobalt based amorphous material (core A), and another made of a nanocrys-
taline material, Vitroperm 500F fabricated by VACUUMSCHMELZE GmbH (core B).
1Magnetostriction is a property of ferromagnetic materials causing them to change their shape or
dimensions during the process of magnetisation.
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Figure 3.9: Relationship between magnetic permeability and saturation field for soft
magnetic materials. Adapted from [112].
The measurements were performed on small core samples of these materials with the
dimensions shown in Table 3.1. The cores were placed inside a general purpose wide
neck cryostat and cooled down with a liquid helium bath. Each core was wound with
a 10 loop coil, and each coil was connected inside the cryostat to the vacuum BNC
connector feedthrough using a coaxial cable. Outside the cryostat another coaxial cable
was used to connect to an impedance analyser.
Core ro ri h N
[mm] [mm] [mm]
Core A (amorphous) 24 14 5 10
Core B (nanocrystaline) 8 5 6 10
Table 3.1: Dimensions of the sample cores made of an amorphous material and
nanocrystaline one.
A Keysight 4294A impedance analyser was used, configured to measure a series
inductance Ls and resistance Rs, over a frequency range from 40 Hz to 1 MHz. The
impedance analyser was calibrated taking into account the cables length outside of the
cryostat, but not the cable located inside the cryostat. However, this should not have
any significant impact in the measurement frequency range. From this measurement,
the complex permeability was calculated using Equations 3.13 and 3.14. The obtained
complex permeabilities of core A and core B, both at room temperature and 4.2 K, are
shown in Figure 3.10. The nanocrystaline material of core B shows superior properties
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Figure 3.10: Measurement of the complex relative permeability of core A (in the
left hand side) and core B (in the right hand side) at room temperature and at 4.2 K,
performed with a impedance analyser. Top plots: real part of the permeability; Bottom
plots: imaginary part of the permeability.
when compared with the amorphous material of core A already at RT, having much
smaller µ′′ at low frequencies, and constant µ′ up to ≈ 1 kHz. But more important,
when cooled down to 4.2 K the real permeability of core B is reduced only by ≈ 10 %,
while in the case of core B the initial permeability is reduced by ≈ 75 %.
These measurements are inline with results from other comparative studies of nanocrys-
taline magnetic materials at low temperatures, which have shown that these behave
better at very low temperatures when compared to amorphous materials [113, 114].
Nanocrystaline soft magnetic materials are thus good candidates to be used in CCCs
due to their high real permeability and low losses particularly at low-frequencies. Ad-
ditionally, the change in their properties when cooled down to cryogenic temperatures
is not as strong as for other types of materials. The amorphous material Metglas, pro-
duced by the company Metglas Inc., contrary to most amorphous materials is also able to
keep most of its permeability at cryogenic temperatures [111]. However, nanocrystaline
materials still exhibit better properties at cryogenic temperatures.
Despite these initial measurements, it was later decided that the already existing
FAIR CCC magnetic shield was going to be used in the current project under the
established collaboration agreement. This shield already had assembled in its interior a
ferromagnetic core, made of the material Nanoperm, which is a nanocrystaline material
produced by Magnetec GmbH. The complex permeability of the FAIR CCC core had
been previously measured by [115] and is shown in Figure 3.11. Similarly to the material
Vitroperm of core B, Nanoperm also presents a very high real permeability and low
imaginary permeability at low frequencies. It also presents a better frequency response
with constant permeability up to ≈ 100 kHz, and lower losses at lower frequencies.
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Figure 3.11: Complex relative permeability of Nanoperm ferromagnetic cores. Mea-
surements [114] and curve fitting at T = 4.2 K.
In general there are multiple mechanisms at various scales that account for material
magnetisation, and different models have been proposed to describe the frequency de-
pendent permeability. The permeability curves in Figure 3.11 can be fitted to reasonable
agreement, with a first-order relaxation Debye model [116, 117],
µr(f) = 1 +
Kspin
1 + j ffspin
. (3.16)
This model accounts for the gyromagnetic rotation of the material magnetic moments.
However, it does not account for the constant imaginary term observed at low frequen-
cies. Such a term −iK1/f will originate a 1/f noise spectrum and is known as viscosity
term [118],
µr(f) = 1 +
Kspin
1 + j ffspin
− iK1/f . (3.17)
The measured complex permeability of the Nanoperm material was fitted to the model
of Equation 3.17. The resulting parameters were Kspin = 49700 for the DC magnetic
susceptibility, fspin = 51.5 kHz for the resonant frequency, and imaginary permeability
term at low-frequencies K1/f = 556.
The dimensions of the core in the FAIR shield that was used in this project has
the following dimensions: h = 90 mm, r0 = 130 mm, ri = 102.5 mm, and a single turn
winding N = 1. At low frequencies the fitted permeability was µr(f = 0) = 49700,
and an area correction factor must be considered to take into account the proportion of
the active magnetic material, which equals kf = 0.5 [114]. Using these parameters, the
inductance obtained using Equation 3.9 and 3.11 is 106 µH. This is very close to the
measured value at T = 4.2 K,
Lp = 104 µH. (3.18)
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The theoretical flux noise induced by the SQUID/FLL and the ferromagnetic core
were estimated for the case of the simple coupling circuit in Figure 3.7. The SQUID
spectral noise parameters were provided by the manufacturer and are indicated in the
beginning of Section 3.1. These are ≈ 0.7 µφ0/
√
Hz for the white noise flux density, and
≈ 0.7 Hz for the 1/f -noise corner frequency The theoretical flux noise in the SQUID
induced by the ferromagnetic core was estimated using Equation 3.15. The previously
modelled complex permeability and pickup inductance as well as the following SQUID
parameters Li = 400 nH and Mi = 2φ0/µA we used. Both noise spectra are plotted in
Figure 3.12. The core noise is the dominant contribution up to frequencies of several
10−2 100 102 104 106 108
f [Hz]
10−7
10−6
10−5
10−4
10−3
Φ
S
Q
U
ID
[φ
0
/
√ H
z]
Core noise
SQUID/FLL noise
10−13
10−12
10−11
10−10
I b
e
a
m
[A
/√
H
z]
Figure 3.12: Theoretical flux spectral density of ferromagnetic thermal noise and
SQUID noise. The SQUID/FLL noise spectrum is obtained from the manu
10 MHz, and the combined (core plus SQUID/FLL noise) integrated noise density over
the bandwidth [0.01 Hz; 1 kHz] is 1.65 nA.
3.2.3 Current sensitivity and resolution
If the pickup inductance Lp is much higher than the SQUID input inductance, as is
usually the case, the sensitivity of the circuit in Figure 3.7 will be limited to SIb = Mi as
obtained from Equation 3.4. In order to further increase the sensitivity an inductance
matching transformer can be used to adapt the larger pickup inductance to the smaller
SQUID input inductance, resulting in the circuit shown in Figure 3.13. The sensitivity
of this coupling circuit is given by,
SIB =
[
MiMpMf
(Lp + L1)(L2 + Li)−M2f
]
, (3.19)
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Figure 3.13: Coupling circuit with an inductance matching transformer. A coupling
factor k is assumed for the matching transformer.
where L1 and L2 are the inductances of the primary and secondary of the matching
transformer, and Mf is the respective mutual-inductance. This circuit can be trans-
formed into an equivalent simpler circuit as the one without the matching transformer,
by applying the following transformation to the SQUID input self inductance and mutual
inductance [119],
L′i = L1 −
M2f
Li + L2
, (3.20)
M ′i =
MiMf
Li + L2
. (3.21)
For a matching transformer with coupling factor k, the optimal coupling is obtained by
making the primary and secondary inductances equal to,
L1 =
Lp√
1− k2 , (3.22)
L2 =
Li√
1− k2 . (3.23)
Figure 3.14 shows the calculated beam current sensitivity SIb and the beam current
resolution σ(Ib) as a function of the pickup inductance Lp for different combinations of
the coupling circuit and pickup inductance. The geometric dimensions of Lp were kept
constant and equal to the dimensions of the used SC shield, shown in Figure 2.25. Then
two options were considered: one where Lp is simply an “air” core with inductance
Lp = L
air (blue traces), and another where a ferromagnetic core of the Nanoperm
material with permeability shown in Figure 3.11 is used, and Lp = µrL
air (orange
traces). The same plot also shows the comparison between a coupling circuit where Lp
is directly connected to Li (dashed traces), and a coupling circuit where a matching
transformer with high coupling factor kf = 0.99 (this value is usually even higher) is
used (continuous traces). In the beam current resolution calculations a SNR= 1 and a
bandwidth up to 1 kHz were considered.
Introducing the matching transformer considerably improves the sensitivity. The
bigger the difference between Lp and Li, the bigger the improvement brought by the
matching transformer is. When Lp ∼ Li, having or not having the matching transformer
plays no difference. A similar improvement occurs for the current resolution, although
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Figure 3.14: Coupling circuit sensitivity and beam current resolution computed as a
function of the pickup inductance Lp for different configurations of the coupling circuit,
with SQUID parameters given in Section 3.1. Left plot: sensitivity; Right plot: current
resolution. The crosses indicated the theoretical parameters of the implemented circuit.
in the case where Lp has a magnetic core, this difference becomes relevant only when
Lp and Li are separated by more than 4 orders of magnitude.
Having Lp with a magnetic core increases the sensitivity by more than 2 orders of
magnitude when a matching transformer is used, and by more than 4 orders of magnitude
when no transformer is used. However, the improvements in current resolution are much
less significant and of a factor slightly higher than 2, when comparing two circuits with
matched inductances.
The inductance Lp = 104 µH of the pickup inductor with a magnetic core used in
the current project is indicated by a vertical line in Figure 3.14. It was decided to use
the option with a magnetic core pickup and matching transformer, which provides the
best theoretical resolution for equivalent dimensions.
For the coupling factor kf = 0.99, the optimal values of L1 and L2 would imply a
large number of winding turns on a relatively large core, which would be unpractical to be
installed near the SQUID inside a small SC shielding cartridge as shown in Figure 1.12.
A sub optimal coupling was chosen with a matching transformer with the following
parameters, this results in a small decrease in sensitivity and current resolution:
L1 = 101 µH, N1 = 15; (3.24)
L2 = 450 nH, N2 = 1. (3.25)
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This results in the following theoretical coupling sensitivity and beam current resolution
(marked by a cross in Figure 3.14),
SIb = 10.7φ0/µA, (3.26)
σ(Ib) = 0.15 nA. (3.27)
The spectral density of the flux noise coupled to the SQUID due to the magnetic core
alone, over a 10 MHz and 20 MHz bandwidth, amounts to,
Φcore = 3.34× 10−6 φ0/
√
Hz, BW = 10 MHz, (3.28)
Φcore = 2.38× 10−6 φ0/
√
Hz, BW = 20 MHz. (3.29)
These values will be important to estimate stability of the SQUID/FLL feedback system.
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Figure 3.15: Theoretical transfer function of the coupling circuit computed using the
modelled frequency dependent permeability of the ferromagnetic core in Lp.
The decreasing permeability for & 10 kHz results in a decreased sensitivity SIb above
these frequencies. It is possible to use the permeability model in Equation 3.16 to
compute the frequency dependent sensitivity, or transfer function of the coupling circuit,
by replacing Lp(s) as given by,
Lp(s) = L
air
p
(
1 +
Kspin
1 + s/s0
)
and Lp = Lp(0) = L
air
p (1 +Kspin), (3.30)
in Equation 3.19 resulting in
SIb(s) =
[
(MfMiL
air
p )
]
(s/s0) +MfMiLp[
(L1 + Lairp )(L2 + Li)−M2f
]
(s/s0) + (L2 + Li)(L1 + Lp)−M2f
, (3.31)
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where s0 = 2pif
res
spin. For low frequencies (s  s0) the constant coupling function of
Equation 3.19 with pickup inductance given by Lp is recovered, and for high frequencies
(s s0) SIb assumes the same form but with the pickup core inductance given by Lairp
as expected due to the vanishing permeability of the core. The magnitude and phase
plots of this transfer function are shown in Figure 3.15.
3.3 SQUID/FLL bandwidth and slew rate limits
Due to the non-linear and periodic nature of the SQUID V-Φ transfer function, the
SQUID/FLL systems may present an unstable behaviour if the feedback loop is not able
to lock into any working point, or if the working point jumps from crest to crest in the
V-Φ curve. This may happen due to excess noise in the system or too large slew rate of
the input signal.
When a SQUID is operated in the FLL mode with the circuit shown in Figure 2.18,
the SQUID output noise as well as the pre-amplifier noise will be amplified by the
feedback chain, and reintroduced into the SQUID. For a constant input signal the flux
error Φerror = Φin − Φfb, in Equation 2.50, should be ideally zero, but due the injected
noise Φerror will always be non-zero. When the amplitude of the error exceeds 1/2φ0,
the working point of the SQUID feedback circuit may undergo a flux jump by one or
more periods along the V − Φ characteristic, as shown in Figure 3.16. The error signal
-1 -0.5 0 0.5 1
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Figure 3.16: SQUID V-Φ transfer function, indicating an instability event resulting
in a flux jump that forces the FLL stable working point to change from WP1 to WP2.
This may occur if Φerror goes over the stability ±φ0/2 region highlighted in green.
may exceed this limit either because the system noise level is too high, or because the
SR (defined in Equation 2.55) of the applied signal Φin is too fast for the feedback loop
to be able to track its change. Both these situations may cause the amplitude of Φerror
to exceed the stability limit.
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To measure input signals with a high SR, the FLL bandwidth should be sufficiently
large to be able to continuously track the input signal. However, a larger the system
bandwidth will also increase the noise integrated by the feedback loop and coupled to
the SQUID. Hence, there imposes an upper limit in the FLL bandwidth. The follow-
ing analysis studies the system stability and the bandwidth limits derived from these
conditions. This follows from the work presented in [120].
A flux jump condition can be defined by looking at the probability for the noise to
exceed ±1/2φ0 at any given instant. If the distribution function of the noise values in
time can be modelled by a Gaussian distribution P (Φnoise), the probability for a flux
jump to occur will correspond to the integral of side bands shown in Figure 3.17. The
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Figure 3.17: Probability density of the flux distribution with no input signal applied.
In blue is indicated the instability region where flux jumps are likely to occur.
flux jump rate νFJ , can be estimated by the ratio of the probability of the noise to go
above the stability point over its correlation time. If the noise also has a white noise
power spectrum, it is reasonable to estimate the correlation time by the inverse of the
bandwidth of the noise coupled to the SQUID, which equals the FLL loop bandwidth
given by the frequency of its single-pole BW = fp, resulting in,
νFJ = BWnoise · P (|Φnoise| > φ0/2). (3.32)
Using this equation the flux jump rate was computed as a function of the bandwidth
for different levels of total flux noise in the SQUID, with the resulting curves shown in
Figure 3.18
A simulation of the dynamic of the SQUID/FLL in Figure 3.16 was performed using
the Mathworks Inc./Simulink. This simulation used the SQUID transfer function that
was measured in Figure 3.5, and it considered a single source of white noise. The
details of the model can be found in Appendix A. Configuring the FLL loop with Rf =
1 kΩ, GBW = 1 GHz, working point in a negative slope of the V-Φ-curve results in
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Figure 3.18: Flux jump rate for different values of average flux noise coupled to the
SQUID, as a function of the bandwidth of the feedback loop.
a FLL bandwidth BWFLL = 15.9 MHz and gain GFLL = 43 mV/φ0, obtained from
Equations 2.54 and 2.53, respectively. For example, adding to the SQUID flux a level
of white Gaussian noise with spectral density equal to Φnoise = 30.5 µφ0/
√
Hz and no
input signal, results in an unstable system with flux jumps occurring as shown in the
simulation results in Figure 3.19. A simulation step of ts = 1 ns was used to ensure that
all the dynamics of the system was captured.
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Figure 3.19: Simulation of the SQUID/FLL dynamics when a conjugation of excess
noise and high bandwidth causes successive flux jumps of the working point. Top:
V-Φ curve with the temporarily stable working points indicated in red; Bottom: time
evolution of the total SQUID flux Φtotal = Φnoise + Φfb.
The amplitude of the flux jumps can be a single flux quantum φ0, or multiple φ0 can
be covered between the temporary lock at two different working points. These jumps
show up in the measurement output Vout like jumps in the zero signal offset, as shown in
Figure 3.20. For a sensitivity of the coupling circuit equal to SIb = 10φ0/µA, each flux
jump would correspond to a measured beam current offset of δIb = 100 nA which is one
order of magnitude above the desired current resolution for the CCC monitor. Hence,
it is fundamental to guarantee that no flux jumps occur in the designed monitor.
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Figure 3.20: Voltage output signal resulting from the simulation of the SQUID/FLL
dynamics, where the successive flux jumps of the working point cause a jump in the
zero signal offset.
The previous analysis assumed that no signal was present at the SQUID input. But
when a time-varying signal Φin is present, and since the open loop gain is finite, there
will be a non zero value of the flux error Φerror = Φ
signal
∆ in the SQUID. Considering
that the FLL closed loop transfer function has a single pole at 2pifp, and that the input
signal is a sine wave with frequency much below the cutoff frequency, then the SQUID
flux error caused by an input signal with slew rate, SR, will be approximately given by2,
Φsignal∆ ≈
SR
2pifp
. (3.33)
This flux error will add up to the Gaussian flux noise,
Φerror = Φ
noise + Φsignal∆ , (3.34)
and shift the probability distribution as shown in Figure 3.21.
2Only valid for the case where the closed loop transfer functions is of the first-order low-pass type.
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Figure 3.21: Probability density of the flux distribution with a time-varying signal
applied. The slew rate of the signal induces a flux error equal to Φ∆ In blue is indicated
the instability region where flux jumps are likely to occur.
This shift will increase the area of the Gaussian distribution falling beyond φ0/2 and
thus increase the probability for a flux jump to occur, which is now given by
νFJ = BWnoise · P
(
|Φnoise + Φsignal∆ | > φ0/2
)
. (3.35)
By specifying a value for the maximum allowed jump rate νFJ, it is possible to
compute back what the maximum allowed SR of the signal at SQUID input must be.
The AD cycle has a typical duration of ≈ 100 s, hence it was considered that a single
jump occur could occur only every 10 000 s which is two orders of magnitude longer than
the AD cycle. This corresponds to a flux jump rate νFJ = 10
−4/s. The maximum SR
was computed by using an iterative method, where for each value of the noise bandwidth
BWnoise and flux noise Φ
noise, the flux jump rate νFJ is computed for an array of Φ
signal
∆
values. From the resulting array of flux jump rates, the one closest to the maximum
specified value for this parameter is selected. Assuming that the input signal is a sine
wave it is trivial to obtain the SR from Φsignal∆ using Equation 3.33. The resulting plot
of the maximum allowed SR as a function of the bandwidth is shown in Figure 3.22 for
various levels of flux noise density.
Chapter 3. CCC Design for the AD 84
104 105 106 107 108 109 1010
FLL Bandwidth [Hz]
104
106
108
1010
M
ax
im
u
m
sl
ew
ra
te
[φ
0
/s
]
100 µφ0/
√
Hz
10 µφ0/
√
Hz
1 µφ0/
√
Hz
Figure 3.22: Maximum allowed slew rate of the magnetic flux input signal as a
function of the FLL bandwidth, assuming a flux jump rate smaller than 1 per hour.
Different curves correspond to different average flux spectral noise density.
As an example of what happens when the signal slew rate renders the system un-
stable, a simulation was run using a sine wave input with f = 10 kHz and amplitude
10φ0. The previous Simulink simulation was used but with a smaller noise level equal to
Φnoise = 10× 10−6 φ0/
√
Hz, and with the GBW parameter set to 0.4 GHz, and 0.8 GHz.
These result in the following pole frequencies fp ≈ 5.3 MHz and fp ≈ 10.6 MHz, which
for the present case of a first-order system is identical to the FLL bandwidth. The SR
of the input signal is 0.63 Mφ0/s. The resulting SQUID flux and output voltage signals
are shown in Figure 3.23.
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Figure 3.23: Simulation of the response of two SQUID/FLL systems to a sinusoidal
input signal with slew rate near stability limit. Top plot: SQUID flux signal; Bottom
plot: measurement output.
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Momentum frf RF Number Bunch length SR
[GeV/c] [MHz] harmonic
of
bunches
[ns] [kA/s]
Injection: 3.57 9.54 6 4 30 8.60
3.57 - 2.00 1.59 - 1.49 1 1 172 - 420 1.05 - 0.18
2.00 - 0.30 1.49 - 0.50 1 1 136 - 859 1.67 - 0.04
0.30 - 0.10 1.50 - 0.52 3 3 104 - 370 0.95 - 0.08
Extraction: 0.10 0.17 1 1 110 2.56
Table 3.2: Parameters of the AD beam during the different bunched phases of the
cycle shown in Figure 1.3.
With the smaller bandwidth the feedback loop is not able to track the input signal,
resulting in a distorted output due to the flux jumps occurring when the input signal goes
through its highest SR points, while the system with the higher bandwidth is already
able to accurately track the input signal at all moments.
More details about the stability of SQUID/FLL systems when subject to high SR
signals can be found in [121].
3.3.1 AD bunched beam parameters
For a nominal injection, with N = 5× 107 p the average beam current ranges from
12.7 µA, at injection, to 1.4 µA, at extraction. The main beam parameters at the different
energy plateaus of the AD cycle were presented in Table 1.1. The parameters related
to the beam bunch structure are presented in Table 3.2. These will be used to compute
the SR of the beam current.
The average current profile during the deceleration is depicted in Figure 3.25 as-
suming a constant number of antiprotons N = 5× 107 p. The beam is injected with a
relativistic velocity factor of β = 0.97, and by the end of the cycle the beam is already
non-relativistic with β = 0.11. This transition to a non-relativistic regime is clearly
visible in the deceleration ramps, where in the first two the current changes non linearly
with the momentum, and by the last ramp this variation is almost linear.
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Figure 3.24: AD bunch shape at injection and extraction determined by the Fast-
BCT.
Assuming a Gaussian longitudinal charge distribution for the bunches during the
bunched phases, which is a reasonable assumption as seen in Figure 3.24, the instanta-
neous beam current is given by,
Ib(t) =
Q√
2piσt
exp
(
−(t− t0)
2
2σ2t
)
, (3.36)
where Q = N · e is the total charge in bunch and 4σt is the bunch length in time. The
SQUID systems using a FLL readout scheme are limited by the SR of the input magnetic
flux signal. Hence, it is fundamental to assess the SR of the beam during its different
bunched phases. The maximum value of the first derivative of Eq. 3.36 results in,
SR = max
(
dIb
dt
)
= ± Q√
2piσ2t
exp(−1/2). (3.37)
Using this equation and the bunch “length” in time for the different bunched beam
phases, specified in Table 3.2 for a 4σt length, together with the number of bunches,
allows to calculate the maximum SR of the beam current SR for each bunched phase.
This quantity is shown in the last column of the table. The highest observed SR is
8.60 kA/s occurring at injection when the beam is composed of 4 bunches, each one
populated with N = 1.25× 107 p and length equal to 4σt = 30 ns. From the signals of
wide-band BCTs at the injection and extraction lines of the AD, shown in Figure 3.24, it
was possible to observe that in the real beam the bunches length should be even slightly
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higher. Nevertheless, the more demanding nominal shorter bunch lengths were used in
the SR estimation.
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Figure 3.25: Evolution of the beam current and SR during the AD cycle, assuming a
nominal injection and 100 % deceleration efficiency. During the coasting beam phases
the particle velocity is kept constant, and during the bunched phases particles are
decelerated.
The SR of the AD bunched beam at injection reaches a value of 8.6 kA/s, which
for a constant sensitivity given by Equation 3.26 would result in flux signal coupled to
the SQUID with SR 86 Gφ0/s, this is more than 4 orders of magnitude higher than the
achievable FLL stability limits. Considering now the frequency dependent sensitivity
due to the ferromagnetic core given in Equation 3.31, and computing the response of
this system to the AD injection beam results in a SR of 1.2 Gφ0/s. This value is still
too high and additional filtering needs to be performed in the coupling circuit before the
flux signal reaches the SQUID to reduce the its SR.
3.3.2 Reducing the AD beam slew rate
The fact that the circuit loops connecting the pickup inductance to the SQUID input
need to be kept superconducting in order to couple DC fields imposes strong constraints
on the exact configuration and the order of the filter, since it is not possible to add any
series resistance in these loops. One of the simplest ways of further reducing the SR is
to use a RC filter inserted in parallel with the inductances of the coupling circuit
An RC-filter in the CCC coupling circuit could be inserted in the primary or sec-
ondary side of the matching transformer. As it results from the calculations, for the
same values of R and C a lower cutoff frequency can be achieved by placing the filter
in the primary side of the circuit. The two simplest possible configurations are having
an RC-series filter as shown in Figure 3.26, or having an RC-parallel filter as shown in
Figure 3.27. This option was the first to be considered since it was initially thought that
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the suppression of the additional Johnson-Nyquist noise at low frequencies due to the
series capacitor and resistive element would result in an overall noise reduction across
the entire FLL bandwidth. Computing the transfer function for this circuit one obtains
LpLp
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Ibeam
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L2L1
k,Mf
Li
Mi
SQUID
Figure 3.26: Coupling circuit with a matching transformer and a RC-series filter.
SIb(s) =
M ′iR
L′i
[
s+ 1/(RC)
s2 + s
(
R/L
)
+ 1/
(
LC
)] , (3.38)
with L′i and M
′
i defined in Equations 3.20 and 3.21, and L as
L =
L′iLp
L′i + Lp
. (3.39)
This second order transfer function has two poles and one zero, hence the high-frequency
roll-off attenuation will be limited to −20 dB/dec. Also, depending on the poles locations
the transfer function may present a resonance near the cutoff frequency.
Since the coupling network needs to be cooled down to cryogenic temperatures, this
limits the type of capacitors and resistors that can be used. Most commonly used ca-
pacitors at cryogenic temperatures are NPO/C0G3 ceramic [122], although these exhibit
nearly the same capacitance when cold, they are limited in value up to ≈ 100 nF. Some
metalised film capacitors also maintain a good performance at cryogenic temperatures,
specially ECPU series capacitors from Panasonic [123, 124], which are available up to
≈ 1 µF and loose only about 20 % of their room-temperature capacitance. So the value
of C is limited up to ≈ 10 µF, obtainable by connecting a few capacitors in parallel. For
the resistances there is a wider range of components suitable for working at cryogenic
temperatures. Carbon composition and ceramic resistors show a higher change in value
(> 15 %) when cooled to cryogenic temperatures, while metal film and wire wound re-
sistors are extremely stable [125]. Other types of resistor construction can also be used
in cryogenic applications depending on the required precision. All these are usually
available in a wide range of values.
3NPO, for the type of ceramic material, and C0G, for the very low temperature coefficients and strict
tolerances, are both designations according to the EIA-RS-198 standard.
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Figure 3.27: Coupling circuit with a matching transformer and a RC-parallel filter.
Parameter RC-series RC-parallel
ωn 1/
√
LC 1/
√
LC
ξ R/2 ·√C/L 1/2R ·√L/C
ωzero 1/RC no zero
Table 3.3: Parameters of second-order system obtained for the coupling circuit with
the RC-series and RC-parallel filter.
Instead of a RC-series filter, a second possible configuration is that of a parallel
RC-filter as shown in Figure 3.27. The transfer on for this circuit is given by,
SIB (s) =
M ′i
L′iC
[
1
s2 + s(1/RC) + 1/(LC)
]
. (3.40)
This second-order low pass system has no zeroes and hence the roll-off attenuation at
high frequencies is −40 dB/dec. The pole location will also be different from the RC-
series filter.
Considering the following general form for the denominator of a second order system
D(s) = s2 + 2ξωns+ ω
2
n, (3.41)
where ωn is the natural frequency, and ξ is the damping ratio. If ξ < 1 the system is
underdamped and the step response will present some oscillation, while if ξ > 1 the step
response does not oscillate. In Table 3.3 are the equations of the second order parameters
for both coupling circuits with the RC filter. Appendix B contains a summary of how
these parameters affect the shape of the time and frequency responses. The frequency
responses of the two circuits for R = 1 Ω and C = 1 µF or C = 10 µF were computed
using Equations 3.40 and 3.38, and are shown in Figure 3.28. For the same parameters,
the cutoff frequency of the RC-series is higher and it also presents a resonant peak,
which is not present in the RC-parallel case. Looking into reducing the resonant peak
by increasing the damping factor ξ, given in Table 3.3, of the RC-series circuit one
could consider further increasing C, or increasing R. But a higher R will decrease the
frequency of the zero, which will reduce the available attenuation to 20 dB/dec at lower
frequency. Therefore, the circuit with the RC-parallel filter was chosen.
Using the values of the different inductances of the implemented coupling circuit
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Figure 3.28: Comparison of the transfer function of the coupling circuit with an RC-
series and an RC-parallel filter. Left plot: with R = 1 Ω, C = 1µF. Right plot: with
R = 1 Ω, C = 10µF.
presented in Section 3.2.3, , the resulting value of L (Equation 3.39) is L = 32.5 µH. To
have a cutoff frequency of 1 kHz and a system that is close to critical damping would
require that C ≈ 779 µF. This value is too high to be practically achievable. Instead,
the values C = 10 µF (C = 12 µF at room temperature) and R = 0.225 Ω (R = 0.25 Ω at
room temperature) were selected. This results in two real poles located at f1 = 1.12 kHz
and f2 = 69.61 kHz. The magnitude and phase of the resulting transfer function is
shown in Figure 3.29.
One of the arguments for the RC-series circuit was a smaller amount of Johnson-
Nyquist noise from the resistor coupled to the SQUID. To compare the noise level in-
troduced by both filter configurations and for different values of R the expressions have
been computed. The thermal noise can be modelled by a current source in in parallel
with the resistor, with the one sided power spectral density given by,
PSD(in) =
4kBT
R
. (3.42)
For the RC-series circuit this results in
Φnoise =
LpM
′
i
Lp + L′i
· s(R/L)
s2 + s(R/L) + 1/(LC)
· in. (3.43)
Chapter 3. CCC Design for the AD 91
10−1
100
101
S
I
b
[φ
0
/µ
A
]
R = 0.225 Ω, C = 10 µF
101 102 103 104 105 106
f [Hz]
−180
−90
0
P
h
as
e
[°]
Figure 3.29: Transfer function of the implemented coupling circuit with an RC-
parallel filter, with R = 0.225 Ω, C = 10µF.
For the RC-parallel circuit this results in a flux noise at the SQUID equal to,
Φnoise =
M ′i
L′i + C
· 1
s2 + s(1/RC) + 1/(LC)
· in. (3.44)
The spectrum of the thermal noise induced by the resistor R alone was computed for
both circuits using Equations 3.43 and 3.44. This is shown in Figure 3.30 for both the
RC-series and RC-parallel circuits, with R = 0.225 Ω and C = 10 µF. The noise at
low-frequencies which is more severe in the RC-parallel case will reduce the resolution
of the average beam current measurement. The Root Mean Square (RMS) flux noise in
the desired measurement bandwidth of 1 kHz, referred to the input beam current is,
σ(Ib) = 8.35 pA, RC-series, (3.45)
σ(Ib) = 0.92 nA, RC-parallel. (3.46)
This value should not compromise the desired current resolution of σ(Ib) ≤ 10 nA. The
additional noise will also increase the probability of flux jumps to occur.
Figure 3.30 shows that for both circuits the resistor noise is concentrated below
1 MHz, and for both circuit it results in a total flux noise equal to 14.5× 10−3 φ0. This
is equivalent to the following white noise spectral densities over a 10 MHz and 20 MHz
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resistor R in the two coupling circuit configurations under analysis.
bandwidth
Φcore = 4.60× 10−6 φ0/
√
Hz, BW = 10 MHz, (3.47)
Φcore = 3.25× 10−6 φ0/
√
Hz, BW = 20 MHz. (3.48)
The flux output of the coupling circuit for the AD injection current is shown in
Figure 3.31. The parameters for the injection beam are those in Table 3.2, and it
was assumed that the beam kept this structure for the entire period of the calculation.
This reduces the SR of the flux coupled to the SQUID to 0.936 Mφ0/s, which should
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Figure 3.31: Time-response of the coupling circuit with the RC-parallel filter to the
AD beam current at injection, and to a step input signal.
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be already under the stability limits discussed before. If in the coupling circuit the
frequency dependent core permeability is also taken into account as in Equation 3.31,
the additional SR reduction is minimal to 0.930 Mφ0/s. The response of the coupling
circuit to a step function was also computed and it behaves almost exactly as the response
to the AD-injection signal. This is due to the fact that the Gaussian bunches in the AD
signal have a repetition frequency much higher than the cutoff frequency of the coupling
circuit.
In reality, the bunch rotation in the longitudinal phase-space takes place ≈ 50 µs
after injection, which reduces the beam momentum spread and increases the bunches
length. However, the maximum SR coupled to the SQUID occurs at ≈ 10 µs, hence the
bunch rotation should not affect maximum SR that the SQUID/FLL will have to cope
with.
The flux signal in Figure 3.31 was used as input to the Simulink model of the
SQUID/FLL system, and a single white noise source was used to account for the to-
tal noise from the different sources. The total equivalent white noise spectral den-
sity for different FLL bandwidth is shown in Table 3.4. For the simulation of the
Noise 10 MHz 15 MHz 20 MHz
source
[
µφ0/
√
Hz
] [
µφ0/
√
Hz
] [
φ0/
√
Hz
]
SQUID 0.7 0.7 0.7
Core 3.5 2.7 2.6
RC-filter 4.6 3.8 3.3
Total 5.8 4.7 4.3
Table 3.4: Comparison of average flux spectral noise density from different sources,
for different averaging bandwidths.
SQUID/FLL stability when measuring the AD injection signal, the used flux noise am-
plitude was Φnoise = 10 µφ0/
√
Hz, which doubles the total expected from the sources
described before. The simulation was performed for different values of the gain band-
width product parameter, GBW = 0.01 GHz, GBW = 0.1 GHz, GBW = 1.0 GHz and
GBW = 10 GHz, when the SQUID working point is on the high slope side of the V-
Φ characteristic in Figure 3.5, these correspond to the approximate FLL bandwidths,
BWFLL ≈ 160kHz, BWFLL ≈ 1.6MHz, BWFLL ≈ 16MHz and BWFLL ≈ 160MHz, re-
spectively. The resulting current measurement and total flux at the SQUID are shown
in Figure 3.32. The output voltage was calibrated to current using the total circuit gain
Vout/Ib = SIb ·GFLL
= 10.7φ0/µA× 43 mV/φ0
= 460 mV/µA. (3.49)
From the simulated responses, the FLL feedback system is only able to reliably track
the input current signal when GBW = 1 GHz, or BWFLL ≈ 16MHz. For smaller
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bandwidths the feedback loop is too slow to follow the high SR of the input signal,
and large flux jumps, as can be seen in the bottom plot of Figure 3.32. For example,
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Figure 3.32: Simulation of the SQUID/FLL dynamics the AD injection signal, after
filtering by the coupling circuit, for various values of the FLL closed loop bandwidth.
Top: Measured current calibrated using voltage to current gain of total circuit. Bottom:
Evolution of the total flux (error signal) coupled to the SQUID.
when BWFLL = 1.6 MHz (orange trace) a total of 88φ0 jumps occur, which results
in a final current measurement under valued by ≈ 8.3 µA. On the other hand, when
BWFLL = 160 MHz (red trace), the feedback loop is fast enough to track the initial high
SR current increase, but since the bandwidth is too large, the amount of integrated noise
will cause occasional stochastic flux jumps which distort the measured signal.
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Figure 3.33: Maximum allowed slew rate of the input signal as a function of the
FLL bandwidth. The grey region corresponds to the theoretically stable region and the
dashed line corresponds to the SR at AD injection, and . The cross markers indicate
the simulations from Figure 3.32. The red lines indicate the configurations for which
the response to the coupled AD injection signal was unstable, and the green line the
stable ones.
Figure 3.33 shows the expected SR stability region as a function of the FLL band-
width. This region is highlighted in grey and it follows from the analysis presented
in Section 3.3, for a flux noise spectral density Φnoise = 10 µφ0/
√
Hz, and a maximum
allowed flux jump rate of νFJ = 10
−4/s. The four simulations previously performed of
the AD injection signal coupled to the SQUID through the dimensioned coupling circuit
with the RC-parallel low-pass filter are indicated by cross markers. Simulations for other
FLL bandwidths were also performed, and their stability is indicated by red (unstable)
and green (stable) line segments.
The stable bandwidth region resulting from the simulations is considerably smaller in
the low-frequency end when compared with the theoretical analysis. One possible reason
for this is that the theoretical model does not consider any reduction in VΦ = ∂V/∂Φ due
to the non-linear nature of the V-Φ transfer function. This is only valid when the Φerror
signal has a small amplitude excursion. Additionally, the real APF V-Φ curve used in
the simulation, shown in Figure 3.5, although presenting a bigger VΦ when Φerror = 0
(and consequently a higher FLL bandwidth), also has a reduced Φlin region outside of
which VΦ is significantly reduced. This makes the model approximation of a constant
VΦ a crude approximation. In the high-frequency end the simulation results indicate
that the system response is stable for higher bandwidths than predicted by the model.
This is due to the fact that the stability condition used for the model was that the flux
jump rate should be smaller than 1 per 10 000 s, while the simulations were run only
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for periods of few milliseconds. Hence the chances that any jump occurred during these
shorter simulation periods was much reduced.
3.4 Complete assembly
The printed circuit board and assembly of the coupling circuit resulting from the circuit
specified in the previous section was performed at Jena University, and is shown in
Figure 3.34. The mechanical drawings can be found in Appendix C. This printed circuit
RC filter
Matching transformer
Screw SC contacts
Heater
SQUID shield
Calibration wires
Pickup wires
Figure 3.34: SQUID cartridge containing the printed circuit board with coupling
circuit and SQUID. Top: top view before installation; Middle: bottom view before
installation; Bottom: Top view after installation and connection to the pickup core and
calibration winding.
board is placed inside a superconducting cylinder for magnetic shielding and attached
to the CCC meander shield structure as shown in Figure 3.35.
Figure 3.35 shows the complete assembly of the CCC before welding the cap that
closes and locks the ferromagnetic pickup inductance inside the sensing cavity of the
shield. This single turn winding around the pickup core is formed not by a single wire,
but by a casing that covers the entire surface of the toroid core, except for a small gap,
where a pair of wires is welded and connected into the interior of the cartridge cylinder
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attached to the outside of the shield cap. Inside this cylinder is installed the coupling
circuit and the SQUID show in Figure 3.34.
Meanders SQUID cartridgeSC shield Pickup inductor
Figure 3.35: Exploded view of the CCC assembly, with the meander shield, the pickup
inductor with the ferromagnetic core and the end cap with the cartridge.
3.5 CCC acquisition and control system
A control and acquisition system was implemented to automatise the CCC measurement
of the beam current and beam intensity for every AD cycle. In order to dimension the
acquisition system it is necessary to specify the dynamic range of the CCC voltage
output for the expected input current signals.
3.5.1 FLL electronics and measurement output
The maximum expected AD beam average current is 12.7 µA as shown in Table 1.1,
and the expected input sensitivity is SIb = 10.7φ0/µA, given in Equation 3.26. The
Magnicon FLL electronics has an output voltage range between Vout = ±10 V, and
voltage output gain GFLL, given by Equation 2.53, with the SQUID parameters in
Section 3.1 is GFLL = (43×Rf ) µV/φ0. From the FLL feedback resistor Rf values that
it is possible to select in the Magnicon electronics, the best fitting one is Rf = 1 kΩ,
which results in,
Vout/Ib = GFLL · SIb = 0.46 mV/nA. (3.50)
With this gain the FLL voltage output for the expected beam current is 0 < Vout < 6 V,
which is within the saturation limits of the electronics.
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The FLL output voltage is to be acquired by an Analogue-to-Digital Converter
(ADC) card which needs to be able to provide the sufficient resolution and dynamic
range. The gain of the complete chain from the beam current to the ADC bin output is
given by,
GCCC = GADC ·GFLL · SIb (3.51)
=
2Nbin
∆VADC
· Rf
Mf
· SIb , (3.52)
where Nbin is the number of ADC bins and, ∆VADC is the input voltage range. The se-
lected ADC acquisition card, VD80 from INCAA Computers BV, has 16-bit and voltage
input range ∆VADC = ±10 V [126]. With these parameters the GCCC gain is,
GCCC = 1.507 bin/nA, or G
−1
CCC = 0.663 nA/bin. (3.53)
Additionally, and since the frequency range of the sampled signals is small, f < 1 kHz,
the signal wave length is much bigger than the length of the cable connecting the CCC
to the ADC, l ≈ 100 m. This means it is not necessary to have matched impedances
between the different systems, and a ADC with high input impedance can be used. The
selected ADC has 800 kΩ of differential input impedance. The quoted full-scale SNR
ratio of the selected ADC at fs = 10 kHz is > 80 dB, which is equivalent to ≈ 6 bin.
Considering the current sensitivity in Equation 3.50, and voltage range of ±10 V this
would represent a current measurement noise of ≈ 4 nA. This value is slightly higher
than the desired current resolution of 3 nA, however in reality the ADC noise level was
observed to be considerably smaller ≈ 1 bin which corresponds to ≈ 0.7 nA.
The main requirements for the CCC acquisition and control system are to:
• control SQUID/FLL electronics in order to bias the SQUID, setup the FLL working
point, reset the FLL integrator and check the SQUID functioning;
• control the current calibration source;
• acquire the CCC current measurement and other auxiliary signals, as e.g. the
magnetic cycle;
• compute the beam intensity from the acquired beam current measurements and
magnetic cycle;
• publish the data in a consistent format on a per cycle basis.
The architecture of the implemented system is shown in Figure 3.36 [127]. The data
acquisition system used for control and measurements is based on the VME standard
and comprised of a MEN-A20 CPU card, a VD80 ADC card, and a CERN Timing
Receiver (CTRV) card. All these devices are commonly used in CERN’s acquisition and
control systems. Additionally serial interface (RS-232) to Ethernet converter is used
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to allow the VME server to communicate and control the SQUID electronics and the
calibration current source.
Advantech 
Serial Server
Calibration 
Source
Tr
ia
x
VME Crate
1. CPU L866
2. CTRV timing
3. VD80 ADC
 16 channels
 16 bit
 +/- 10V
 800kOhm
 Isolated diff. inputsRS-232
Ethernet
NIM Crate
1. AD B-field cycle
2. Nº particles 
normalisation
HF 
filter
SQUID/FLL
Electronics
Acquisition
Figure 3.36: Architecture of the control and acquisition system.
• the CPU card hosts a dual core INTEL Core 2 Duo L7400 64-bit processor running
at 1.5 GHz with 4 GB of RAM;
• the VD80 ADC is a 16-bit card that can sample in simultaneous 16 channels
(32 MB per channel) at a maximum frequency of 200 kHz. All ADC inputs are
fully differential and galvanically isolated;
• the CTRV is a CERN timing receiver used to provide information on the occur-
rence of different accelerator events and triggers, via software interrupts or TTL
hardware outputs.
A real-time server application was developed by the Software section in the CERN’s
Beam Instrumentation group, to automate the configuration, calibration, acquisition
and publishing of the measurements. The architecture of this server is based on the
CERN Front-End Software Architecture (FESA) C++ framework [128].
The FESA server implements the instruction protocols used to configure the SQUID
electronics and calibration source according to the user settings. These settings include
important SQUID configuration parameters such as the bias current, bias voltage, gain
bandwidth and feedback resistance for the SQUID, and calibration steps and duration
for the current source. The time diagram in Figure 3.37 shows the main events, triggers
and actions performed during the acquisition of an AD cycle. At the start of each
cycle, and before the beam injection a reset of the SQUID integrator is performed to
guarantee the maximum dynamic range is available even when flux jumps may have
occurred previously, and also a sequence of calibration pulses is triggered. Time markers
produced by the CTRV card are registered for the beam injection, and the start and end
of each magnetic cycle plateau. The injection event is used in real-time for re-setting the
SQUID integrator in order to ensure a zero offset. The plateau markers are subsequently
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Figure 3.37: Different actions and events occurring during the AD cycle acquisition.
Adapted from [127]
used to automatically detect the beginning and the end of each phase time window for
which intensity measurements are particularly relevant for the operators.
With the first implementation of the acquisition FESA software the used sampling
rate was fixed at 1 kHz. Since the CCC bandwidth is BWFLL = 1 kHz, the sampling
rate does not fulfill with the Nyquist sampling theorem, according to which the sam-
pling frequency should be at least twice the maximum bandwidth of the sampled signal.
However, future modifications are already planned to allow higher sampling frequencies
allowing to capture the full available measurement dynamics and avoiding aliasing ef-
fects. However, the obtained RMS noise should be the same as with the current sampling
rate.
3.5.2 Current calibration source
A commercial available precision current source manufactured by Keithley (model 6221),
was used for the test and calibration of the CCC. This current generator is able to source
and sink both DC and AC signals up to 100 kHz. The specified current accuracy of this
source is summarised in Table 3.5.
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Range Accuracy (23 ◦C± 5 ◦C) Typical noise (RMS)
0.2 µA 0.3 %± 0.1 nA 4 pA
2 µA 0.1 %± 1 nA 40 pA
20 µA 0.05 %± 10 nA 400 pA
Table 3.5: Accuracy and noise levels of the precision low intensity current source used
for the CCC calibration [129].
3.6 Conclusion
This chapter covered the design of the CCC coupling circuit, both in the static limit and
in the frequency domain. The beam’s magnetic field is concentrated in the pickup core,
and then transferred to SQUID via a flux transformer circuit, which by the fact of being
a superconducting loop is able to couple DC fields. This is a mandatory requirement in
order to measure the beam’s average current. It is shown that using a high-permeability
ferromagnetic core in the pickup inductor increases the coupling sensitivity, and although
the thermal noise also increases with the permeability, the measurement the signal to
noise ratio is still improved being proportional to
√
µ. At cryogenic temperatures many
high-permeability materials loose their room-temperature properties, so it is important
to appropriately choose a material that when cooled down keeps its real part of the
permeability much bigger than the imaginary one.
Two sample cores were measured at liquid-helium temperatures to demonstrate this
effect, showing that nanocrystaline material keep most of their properties unchanged
when cooled down. The FAIR CCC shield used in this project already had integrated a
ferromagnetic core made of the material Nanoperm.
The beam current sensitivity and resolution were computed for different configura-
tions of the coupling circuits. This was done for a circuit with and without a ferromag-
netic core, and with and without an intermediate inductance matching transformer. Us-
ing a ferromagnetic core and a matching transformer increases the sensitivity by several
orders of magnitude, but the gains in current resolution are not so significant. However,
in the current project both were used and a theoretical sensitivity of SIb = 10.7 µA
and resolution of σ(Ib) = 0.15 nA, which at this point took only into account the core
thermal noise and the SQUID noise were estimated.
Next the analysis of the dynamic behaviour of the SQUID/FLL was presented. The
mechanism of the flux jumps of the SQUID/FLL readout is described as well as its im-
pact on the current measurements. An estimation of the maximum input signal SR and
stability limits was performed using a simple theoretical model and a simulation model
that used the measured SQUID V-Φ characteristic.This study was critical to ensure
the stable measurement of the high SR AD bunched beam, which presented the most
challenging requirements at injection. The SR stability limit of SQUID/FLL systems
is typically limited to a few Mφ0/s, while the AD injection beam after being filtered
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by the frequency dependent permeability core imposed a SR of 1.2 Gφ0/s. In order to
reduce the slew rate, a modification of the coupling circuit was performed in order to
filter and reduce the SR of the signal reaching the SQUID. Two filter configurations were
considered, one with a RC-parallel and another with a RC-series shunt in the coupling
circuit. The design was done taking into account the amount of filtering provided, the
additional noise introduced by the resistor and the limited availability of component val-
ues suitable to work at cryogenic temperatures. The RC-parallel option presented the
strongest attenuation, and despite adding more noise in the measurement bandwidth,
σ(Ib) = 0.92 nA, this was still under the resolution requirement. Matlab/Simulink simu-
lations of the system dynamics were performed and resulted in a stable system as long as
the FLL feedback loop bandwidth was set to ≈ 10 MHz, which is a reasonable value for
the used direct-readout FLL electronics. This chapter 3 concludes with the description
of the acquisition and control system that was installed in the AD to automatise all the
data taking of the deceleration cycles during AD operation. This acquisition system was
essential make the installed CCC an operations ready device, and to allow the consistent
data taking of many AD cycles which was used to perform the long-term performance
and stability analysis.
Chapter 4
AD Integration and Cryostat
Design
This chapter is divided in two parts. In the first part the performed studies concerning
the installation of the new CCC monitor in the AD are presented. Section 4.1 introduces
the installation location and presents the performed analysis of the expected background
magnetic fields. The beam pipe aperture constraints are also presented, and the possi-
bility of reducing this aperture in view of the dimensions of the developed CCC monitor
is also studied. In the second part, starting in Section 4.3, the design of the cryostat
fabricated to host the CCC monitor is presented. This discussion covers the mechanical
and thermal design, as well as the installed instrumentation and obtained performance.
4.1 Installation location
In a particle accelerator space for installing equipment in the beam line is always a
scarce resource. For installing the cryostat housing the CCC monitor at least 1 m of
longitudinal space was required.
The installation location for the CCC monitor was Section 15, in Sector 2A of the
AD, in between two quadrupoles, QDS15 and QFN16, as shown in Figure 4.1. This
section has a length of 1.7 m, and only a ion getter pump was present, which could be
shifted to open space for the new monitor to be installed in the middle of the section.
This was one of the few locations available but at the same time it also complied with
most of the desired properties. There are no dipole magnets in its immediate vicinity.
And it is also relatively distant to the following elements which may cause considerable
EMI problems, such as RF-cavities and kicker magnets. The relative location of these
elements to the CCC is shown in Figure 1.2.
4.1.1 Magnetic field environment
Different magnetic noise sources are present in a particle accelerator. Focusing and
bending magnets’ stray fields usually create the strongest perturbations, and this can
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Figure 4.1: Profile of part of the AD accelerator. The location selected for the
installation of the CCC monitor, corresponds to the middle point of the image. This is
Section 15, located between the quadrupoles QDS15 and QFN16.. The localisation of
this section in the full ring is indicated in Figure 1.2.
potentially affect the CCC performance. In order to assess the field levels in the CCC
installation location simulations of the accelerator magnets stray fields were performed.
As shown in Figure 4.1 the two closest magnet elements are two focusing and defocusing
quadrupoles located 1.6 m away from the mid-point of the proposed CCC location. These
two elements have been modeled and simulated using the magnetostatic solver from the
CST EM Studio software. The models created replicate the real iron yokes, the poles
shape, and the quadrupole coils, as shown in Figure 4.2. Both magnets are powered in
QDS15
QFN16
Figure 4.2: Model of the two quadrupoles magnets near the foreseen CCC installation
location.
series with the same current, which attains the maximum value of Iquad = 2005 A during
the first energy flat top of the AD cycle in Figure 1.3. The coils in quadrupole QDS15
have 17 turns, while the QFN16 one have 19. The obtained magnetic values are shown
in Figure 4.3
The plots in Figure 4.3 show the magnitude of the transverse and longitudinal mag-
netic field component in the XZ plane rotated by 45◦ around the Z axis, at different
radius values. This is the plane where the longitudinal components of the magnetic field
is maximum, while the transverse component has approximately the same magnitude as
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Figure 4.3: Simulated absolute value of the stray magnetic fields created by the two
adjacent quadrupoles at the maximum field condition. Left: absolute value of the
transverse component; Right: longitudinal component. The dashed line indicates the
magnitude of the Earth’s magnetic field. The CCC monitor will be located close to the
z = 0 position.
in the XZ plane. In the the region |z| < 1 m, both the transverse and longitudinal com-
ponents of the stray magnetic fields are smaller than the Earth’s magnetic field which
is ≈ 50 µT with a minimum of ≈ 2 µT.
Bz
Bρ
Bt
Figure 4.4: Magnetic field probe location during the measurements of magnetic stray
field during the AD magnetic cycle.
After performing these simulations it was possible to measure the actual magnetic
field in the center of the installation AD section, as shown in Figure 4.4. This mea-
surement was performed using a 3-dimensional fluxgate probe, MAG 03S-1000 from
Bartington Instruments Ltd. Additionally, a Hall effect sensor was placed inside one of
the quadrupoles to acquire a synchronisation reference measurement of the AD cycle.
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The measured magnetic field components throughout the AD cycle are shown in
Figure 4.5. At the highest energy plateau the amplitude of the magnetic field is ≈ 30 µT,
which is one order of magnitude higher than the value obtained by simulation at the
same location. This discrepancy is most likely explained by the inaccurate modelling of
the magnets’ iron yokes. In particular their real magnetic permeability, as well as the
fact that the iron works were not a single piece but were composed of many laminated
plates joined together, which was not taken into account in the simulation. Nevertheless,
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Figure 4.5: Measured magnetic fields during the AD cycle, in the midpoint of the
section selected for installation of the CCC monitor. In the top plot is a reference
measurement of the AD cycle.
the measured magnetic fields are in the order of magnitude of the Earths’ magnetic field
and should not have a significant impact in the CCC monitor current measurement.
4.1.2 Beam pipe aperture
The vacuum beam pipe in the installation AD section has a diameter of 160 mm. In
order to use the niobium magnetic shield prototype that had already been developed
for FAIR it was necessary to reduce the beam pipe diameter. The FAIR shield has an
inner diameter of only 185 mm, and it would be impossible to integrate this reduced
diameter in the existing beam pipe aperture of 160 mm, since the 25 mm gap would not
be sufficient to fit the different isolation layers between the accelerator vacuum pipe wall
and the cryostat liquid helium vessel wall. Hence, the possibility of reducing the beam
vacuum pipe diameter to at least 100 mm was studied.
To analyse the impact of reducing the beam pipe aperture on the available space
for the beam, some concepts of transverse beam dynamics need to be used [130]. The
transverse region occupied by the beam, Xh,v(s) in the horizontal (h) and vertical plane
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(v), along the longitudinal coordinate s is given by,
Xh,v(s) =
√
h,v βh,v(s) +O.C.h,v, (4.1)
where h,v is the beam emittance and βh,v(s) is the accelerator beta function at position
s, which is solely dependent on the accelerator “optics”. The “optics” is defined by
the ensemble of the bending, focusing and correcting magnets, as well as by the drift
sections in between. Usually, there would also be a dispersion term accounting for the
off-momentum particles which was not included in Equation 4.1 since this is quite small
in this straight section. The AD beam emittance at injection, which corresponds to
the highest value observed during the entire cycle, is h ≈ 200pimm mrad and v ≈
40pimm mrad, in the horizontal and vertical plane respectively. These are defined as the
2σ state-space region occupied by the beam, which contains ≈ 95 % of the particles.
Both the emittance and the beta function are defined in the vertical and horizontal
plane. The quantity O.C.h,v refers to the excursion of the beam orbit center around
beam pipe center, during the accelerator normal operation. The beta functions at any
point s of a drift section can be calculated from the parameters β, α and γ (so called
Twiss parameters) defined at a single point s = 0 using the following expression,
βh,v(s) = βh,v(0)− 2αh,v(0) s+ γh,v(0) s2. (4.2)
At the magnetic edge of the quadrupole QDS15, s = s1 (indicated by a cross in Fig-
ure 4.6), the Twiss parameters values are:
• βh = 2.460 m, αh = −0.896 m,
• βv = 12.351 m, αv = 2.273 m,
while γ can be calculated using γh,v = (1 + α
2
h,v)/βh,v. In order to compute the largest
transverse region that the beam can occupy in the CCC location, the AD acceptance
was used in place of the emittance in Equation 4.1, since part of the beam is still located
outside of the emittance region that accounts only for 95 % of the beam. The acceptance
Ah,v, however, corresponds to the widest region in phase-space that the beam particles
can occupy and still be captured by the machine optics. In the AD the horizontal and
vertical acceptances at injection are Ah = 220pimm mrad and Av = 200pimm mrad,
respectively.
In Figure 4.6 is shown the beam pipe section where the space occupied by the beam
satisfies |Xh|, |Xv| < 100 mm, which is located between −0.94 m < s < 0.81 m. This
interval represents the length available for the installation of the CCC cryostat.
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Figure 4.6: Region occupied by the beam in the drift section allocated to the CCC
installation, in the horizontal (blue trace) and vertical plane(red trace), along the lon-
gitudinal direction.
4.2 Radiation levels
The expected radiation level in the installation location was measured, since the FLL
electronics needs to be installed close to the cryostat. The used Magnicon system com-
bines both analogue and digital electronics which were not designed to be radiation
hard. The radiation level was monitored over a period of 6 months, before the cryostat
installation, using a RADiation-sensitive Field-Effect Transistor (RadFET) sensor [131]
for the total dose, and a SRAM memory sensor to measure the high energy hadron
fluence, located ≈ 10 cm below the beam pipe. The dose was estimated to be of the
order of 5 Gy/yr with a ±50 % uncertainty, and the measured fluence was in the order
of 107/cm2. These values are inline with the expected low levels of radiation, and are
below < 10 Gy/yr, what should pose no problems to the electronics. After installation
of the cryostat the general radiation level is probably higher due to the reduction of the
beam pipe aperture, but the electronics box is also installed farther away from the beam
pipe, than the radiation sensors, and off the horizontal where most beam losses should
in principle happen.
4.3 Cryostat
A new cryostat was developed at CERN to house the CCC monitor and to be installed
in the AD beam line. The conceptual, cryogenic and mechanical design was undertaken
by A. Lees, from the Cryogenic group [132], and the detailed drawings and fabrications
were undertaken by the Mechanical and Materials Engineering group. T. Koettig and
the Cryolab team, also from the Cryogenic group, were responsible for the tests and
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commissioning of all the cryogenic systems, and were also involved in the cryostat design.
The main requirements for the cryostat were:
• Long term operation at around 4.2 K;
• Annular cryostat with the inner wall of the vacuum vessel acting as the beam pipe;
• Thermal insulation vacuum separated from accelerator vacuum;
• Ceramic electric insulating rings to break the beam image current;
• Supporting structure optimised for stiffness and to minimise mechanical perturba-
tion of the CCC;
• Accessibility to the CCC device without the need to break the beam vacuum.
The general schematic of the cryostat structure is shown in Figure 4.7. It consists of
three main toroidal volumes, which are the external Vacuum Vessel (VV), an interme-
diate Thermal Shield (TS) and the inner Helium Vessel (HV) which contains the CCC
monitor. The inner diameter pipes of the three components are coaxial, with the beam
pipe of the VV connecting directly to the beam pipe of the AD ring. Ceramic insulators
were required in the beam pipe and in the inner diameter of the HV, to break the path of
the beam induced mirror currents that would otherwise highly attenuate the measured
magnetic fields down to low-frequencies.
As in most common liquid-helium cryostats, a good insulation vacuum is required
to reduce the thermal load on the cold mass due to residual gas convection. The TS,
which is cooled to a intermediate temperature in order to reduce the thermal radiation
heat load between the room temperature outer vessel and the HV. Additionally, multiple
layers of Multi Layer Insulation (MLI), reflective sheets made from aluminised mylar are
added to the cold surfaces to minimise the thermal radiation heat loads.
The CCC will be cooled by a liquid helium bath supplied by an external re-condensation
unit based on a pulse tube cryocooler. The decision to have a liquid bath cooling was
made in order to ensure a higher stability of the CCC temperature. A pulse-tube type of
cryocooler was selected due to the low level of mechanical vibrations it creates when com-
pared to other cryocoolers, as for example the Gifford-McMahon cryocooler [134]. The
PT415 helium reliquefier unit from Cryomech [133], shown in Figure 4.7, was selected.
The decision of having an external reliquefying unit, instead of directly integrating the
cryocooler cold-head into the cryostat HV, was taken in order to reduce the coupling of
mechanical vibrations produced by the cryocooler unit into the CCC.
The closed loop operation was designed to work in the following way. The helium
evaporated from the HV is circulated through a cooling pipe of the TS (shown in Fig-
ure 4.9), cooling the TS using the enthalpy of the evaporated helium to temperature
in the range (75 − 90) K. After leaving the TS the gaseous helium is heated to ap-
proximately 300 K and then returned to the reliquifying unit to be recondensed and
transferred back to the HV as liquid. If the recondensation rate (or equivalently the
cooling power) of the reliquefying unit is higher than the boil off rate of the cryostat (or
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Figure 4.7: Left: Schematic view of the cryostat and cryogenic systems. Adapted
from [127, 132]; Right: helium reliquefier unit from Cryomech containing in its interior
the PT415 pulse-tube cryocooler cold head [133].
equivalently the total heat in-leak rate) the system will work in a closed-cycle, without
the need for periodic refills. This will enable the stand-alone and continuous operation of
the CCC monitor. Modern, commercially available, pulse tube cryocoolers can provide
approximately 1.5 W of cooling power at 4.2 K. But when integrated in a reliquefier unit,
an inferior performance is obtained due to the helium gas convection around the cold
head. The selected unit from Cryomech specifies a reliquefaction rate of ≥ 15 l/d from
room temperature gas, and ≥ 27 l/d from cold gas, this is equivalent to ≥ 0.45 W and
≥ 0.80 W, respectively [133]. To balance the boil off rate and recondensation rate, two
heater/temperature controllers are available. One directly at the cryocooler cold-head,
and another at the warm helium gas return line.
4.3.1 Mechanical and thermal design
The main design challenge was to optimise the thermal and mechanical performance of
the cryostat to retain a stable amount of liquid helium while minimising the transmission
of vibrations to the CCC. Additionally, the space available between the inner diameter
of the CCC magnetic shield (185 mm) and the minimum allowed diameter for the accel-
erator vacuum beam pipe (103 mm) made the integration of the HV inner diameter, TS
inner diameter, ceramic insulation rings, bellows and MLI very challenging.
Table 4.1 shows calculated heat load for each of the main sources. The total estimated
heat load in the 4.2 K cold mass equals 0.57 W, which is ≈ 30 % inferior to the cooling
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power of the reliquefying unit. Different views of the main components of the designed
TS [W] HV [W]
Thermal radiation 2.84 0.12
Support rods 4.61 0.26
Bayonet connection 0.49 0.05
Safety valves line 0.56 0.02
SQUID feedthrough 0.53 0.06
Instrumentation 0.06 0.04
Heater line 0.09 0.01
Total 9.17 0.57
Table 4.1: Estimated heat load in the TS surface (at < 75 K) and HV (at 4.2 K) [132].
cryostat are shown in Figure 4.8, 4.9 and 4.10.
Figure 4.8: Lateral view of the main components of the CCC cryostat. Top-left:
External VV highlighted in grey; Top-right: TS highlighted in yellow; Bottom-left: HV
highlighted in blue; Bottom-right: CCC and respective support highlighted in grey.
Two main sources of mechanical vibrations affect the CCC. Firstly the helium com-
pressor located ≈ 20 m away from the cryostat, and connected to the cryocooler via
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two high-pressure helium flexible lines (inlet and outlet) that drive the operation cy-
cle happening in the cryocooler. The compressor motor with main vibration frequency
measured at 48 Hz, delivers a steady flow of high-pressure helium gas to the cryocooler
at ≈ 20 barg 1, where it undergoes a series of compression and expansions in the cold
head before returning at ≈ 8 barg. This cryogenic cycle in the cold head operates at
the frequency 1.4 Hz, inducing a strong beating in the helium gas flow. The helium gas
circuit between the compressor and the cryocooler is separated form the cryostat liquid
helium circuit.
The motor running in the cryocooler generates the second source of vibrations with
dominant components measured at 96 Hz and 139 Hz. On some occasions, a primary
rotary vacuum pump and a secondary turbomolecular pump were running and connected
to the VV. The first one uses a motor rotating at 50 Hz and the second uses a motor
with magnetic bearings rotating at 1.5 kHz.
Figure 4.9: Structure of rods supporting the HV and the TS highlighted in red.
Another requirement for the cryostat design and installation was to isolate as much
as possible the CCC from any mechanical vibrations, which were a strong affected pre-
vious CCCs projects [50, 51, 56]. In order to avoid resonance with external vibrations,
the design of the cryostats internal support systems were optimised to ensure that the
vibration resonant mode frequencies of the HV and TS where above 50 Hz. This was
achieved by optimising the layout, number, material and cross-sectional area of the sup-
port rods to increase stiffness while keeping heat in-leak by thermal conduction to a
minimum. In the resulting design, the masses of the HV (145 kg including 55 kg for the
CCC), and the mass of the TS 55 kg are independently supported by 24 titanium support
1The unit barg represents a gauge pressure measured in bar measured with relation to the atmospheric
pressure.
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rods in a hyperstatic configuration, as shown in Figure 4.9. Titanium was used due to
its high yield strength to thermal conductivity ratio, when compared to stainless steel.
The frequencies of the first mechanical vibration modes obtained through simulations
are 64.7 Hz for the HV and 68.1 Hz for the TS [132].
A longitudinal section of the different cryostat vessels annotated with its main di-
mensions is shown in Figure 4.7. The location of the ceramic breaks in the beam pipe
and HV, and of an opening in the TS also for the purpose of breaking the path of the
beam induced mirror currents is also shown.
860 mm
838 mm
100 mm
320 mm
540 mm
134 mm150 mm
658 mm
535 mm
57.5 mm
Figure 4.10: Cross section of the cryostat, showing the coaxial structure of its main
components, as well dimensions.
In order to increase the attenuation of the beam higher frequencies, and thus further
reduce the SR of the signal coupled to the SQUID, a so called RF-bypass was initially
installed in the ceramic gap of the beam pipe. This bypass consisted of a series of
capacitors and resistors distributed in parallel around the ceramic amounting to a total
capacitance of C = 150 µF and R = 1 Ω [135]. This capacitance opens a path for the
beam induced mirror currents to flow through the beam pipe instead of the outer shell
of the cryostat, attenuating the beam current. But will also allow stray currents flowing
in the beam pipe to pass through the CCC and be picked up as a beam current.
To further improve the isolation from the cryocooler vibrations, the helium relique-
fier vessel was installed in an aluminium support “bridge”, placed across the cryostat.
A flexible bayonet connection was designed to mechanically isolate the two systems. Vi-
brations propagating through the ground floor could also impact the CCC performance,
and so the 850 kg cryostat assembly was mounted on a 955 kg concrete mass sitting on
top of four anti-vibration mats. Additionally, to mitigate the impact of any vibrations
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Figure 4.11: Left: fabricated cryostat, designed to house the CCC monitor; Right:
cryostat installation in the AD accelerator together with the cryocooler installed in a
separate support “bridge”.
propagating through the accelerator beam pipe, flexible bellows were used on both sides
of the cryostat connection to the adjacent accelerator sections.
All the vacuum components were fabricated from 316LN stainless steel, which has
low-magnetic permeability, and exhibits almost no hysteresis. Figure 4.11 shows the
completed cryostat before and after installation in the AD accelerator.
4.3.2 Instrumentation
A Programmable Logic Controller (PLC) based system was implemented to monitor
and control the cryostat operating conditions, relying on the following set of sensors and
heaters installed in the cryostat:
• Temperature: 2× low-temperature sensors on the HV, 6× Pt100 sensors in the TS,
1× diode sensor in the cryocooler cold-head, and 1× Pt100 sensor in the helium
gas return line.
• Pressure: 1× pressure sensor to measure the gas pressure in the HV.
• Vacuum: vacuum pressure gauge to monitor the insulation vacuum.
• Heaters: 2× heaters in the HV, 2× heaters on the TS, 1× heater in the helium
gas return line, and 1× heater in the cryocooler cold-head.
• Level: a liquid helium level gauge was installed inside the HV.
A screenshot of the monitoring application with the different monitoring parameters is
shown in Figure 4.12.
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Figure 4.12: Screenshot of the PLC application interface, showing the different mon-
itored cryostat parameters.
4.3.3 Performance
In the first year’s run the cryostat thermal performance was limited and it was not
possible to keep the CCC within working temperatures range for more than 3 days.
This was due to an excess of heat in-leak in the cryostat. After implementing corrective
and improvement modifications, it was possible in 2016 to extend the cold periods first
to 20 days, and later in the year continual operation was attained [132], as shown in
Figure 4.13.
Different kinds of pressure variations in the HV were observed. Thermo-acoustic os-
cillations which severely compromise the cryogenic performance usually appeared during
the initial refill of the cryostat. These could be solved by adjusting the helium gas flow
between the HV and the reliquefier. Pressure variations and drifts were also observed on
a longer time scale. Figure 4.14 shows the pressure measurement during the last period
of 2016, this while the cryogenic system was continuously running with a filled cryostat.
The maximum pressure was limited by a pressure check valve opening at ≈ 250 mbarg 2.
These pressure variations have an impact on the CCC measurement, since the induced
temperature variation of the SQUID will make its V-Φ curve to drift. This results in
fluctuations of the CCC zero current baseline.
2This is independent of the two safety valves adjusted to open at 1.5 barg, which were also installed
in the cryostat.
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Figure 4.13: Evolution of the level of liquid helium inside the cryostat after the
improvement modifications.
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Figure 4.14: Long-term pressure variations in the liquid helium vessel.
4.4 Conclusion
In this chapter different aspects concerning the installation and integration of the CCC
monitor in the AD were presented, as well as the developed cryostat and cryogenic
system.
The diameter of the FAIR CCC shield was too small to enable the integration of the
monitor and cryostat in the allocated AD section, taking into account the diameter of the
existing vacuum beam pipe. However, due to modifications of the machine optics that
have occurred over the years, the beam size in this location permitted the reduction of
the aperture of the beam pipe to 100 mm. This was verified by looking into the machine
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optics functions and computing the maximum transverse space occupied by the beam
along the drift section.
An estimation of the stray magnetic field expected in this section was performed, by
simulating the field induced by the closest accelerator quadrupole magnets. These were
estimated to be smaller than the Earth’s magnetic field, with fields of the order of∼ 1 µT.
Afterwards, it was possible to measure the magnetic field . This measurement revealed
that the stray field present in the installation location is one order of magnitude higher
than expected from the simulation. This was probably due to inaccurate modelling of
the magnetic properties of the magnets’ yokes in the performed simulation. Also, only
the adjacent quadrupole magnets were considered in the simulation, while stray fields
could also be induced by magnets, although these contributions should not entirely
explain the observed difference. Nevertheless, the magnitude of the measured field was
under 100 µT, and hence, the CCC performance should not be strongly affected by the
magnetic stray fields present the AD cycle.

Chapter 5
Measurements and results
The measurements performed with the designed CCC are presented in this chapter.
Section 5.1 covers all the measurements performed in laboratory setting, to characterise
the device in terms of its current sensitivity, noise spectrum and frequency transfer func-
tions. These measurements are compared with the expected theoretical values obtained
in Chapter 3. The measurement dependency with current horizontal position is also
presented, as well as the dependency to an external magnetic field. Finally, the response
of the CCC to a current signal simulating the expected AD injection was also measured
in laboratory.
In Section 5.2 the beam measurements obtained after installation of the CCC in the
AD are presented. The beam current measurements performed with and without the
RF -bypass are presented in Section 5.2.1. The measurement of the beam intensity is
presented in Section 5.2.2, and this is compared with the similar measurement obtained
with the Schottky monitor. Section 5.3 covers the performance analysis performed over
the set of acquired AD cycles during the year 2017. This includes the analysis of the
beam current and intensity resolution, as well as the observed drifts and variations of
the zero-current baseline. The chapter concludes in Section 5.3.1 with a discussion of
observed flux jump at injection, including the measurements that have been performed
to try to identify the root cause.
5.1 CCC characterisation
The assembled CCC monitor was first measured and characterised alone in laboratory.
These measurements were performed in the University of Jena. The CCC schematic
of the is shown in Figure 5.1. Two single-turn current loops were used to inject a
current to be measured by the monitor: one through a loop directly wound around
the ferromagnetic core inside the magnetic shield, and a second through a loop wound
through the magnetic shield. Figure 5.2 is shows the setup used to measure the current
calibration curves and background noise spectrum.
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Figure 5.1: Schematic of the stand-alone CCC used.
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Figure 5.2: Setup used in the laboratory measurements of the CCC alone. Measure-
ment of the current calibration used the current source and oscilloscope. Measurement
of the background noise spectrum used the signal analyser as a spectrum analyser.
5.1.1 Current calibration of CCC alone
A current calibration was performed to determine the SIb parameter. The current was
performed with the reference current injected through: the single turn calibration loop
wound directly around the pickup core, and via wire passing through the CCC shield
structure. The first one will be referred to as “core wire”, and the second one as “beam
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wire” for beam simulation purpose. For generating the calibration currents the Keith-
ley 6221 precision source described in Section 3.5.2 was used, and for measuring the
SQUID/FLL voltage output the analogue oscilloscope Hameg HM1508-2 was used.
The precision current source was used to generate 100 Hz sine wave of variable am-
plitude. The FLL feedback resistor was set to Rf = 2.73 kΩ
1, which represents a flux
to voltage gain of GFLL = 2.73 kΩ × 44 µA/φ0 = 120.12 mV/φ0. Figure 5.3 shows the
measured voltage signals and fitted sine curves for the calibration using the “beam wire”.
From the amplitude values obtained with the fit of the acquired signals to the original
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Figure 5.3: Measured current calibration signals from the “beam wire”, with increas-
ing current amplitude.
sine wave function, the calibration parameters were determined using the least squares
method to the linear relation,
ΦSQUID = Φoffset + Ib · SIb . (5.1)
Each current point was weighted by its respective error, as described in Appendix D.
The obtained linear calibration curves are shown Figure 5.4, and the numerical values
are in Table 5.1. The measured calibration factors are very close to the theoretical one
SIb = 10.7φ0 obtained in Equation 3.26, exhibiting a difference of ≈ 3 %. The CCC
sensitivity to a current injected in the “core wire” is 0.6 % smaller than a current passing
trough the “beam wire”.
1At this point both Rf values of 1 kΩ and 2.73 kΩ were being considered for the final system param-
eters. Eventually it was decided to use 1 kΩ, but these early measurements were done using 2.73 kΩ.
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Figure 5.4: Current to magnetic flux calibration curve.
Calibration Φoffset SIb
[φ0] [φ0/µA]
Beam wire 0.00± 0.03 10.49± 0.01
Core wire 0.00± 0.04 10.43± 0.01
Table 5.1: Results of current calibration performed on the CCC alone.
5.1.2 Noise spectral density of CCC alone
The noise spectral density of the CCC alone in the test cryostat was measured using
the spectrum analyser HP 89410A. This instrument is based on the superheterodyne
architecture and provides a very good frequency resolution down to 0.01 Hz, covering
very low-frequency ranges from 1 Hz up to 10 MHz. In order to have a good compromise
between frequency resolution and sweep times, several acquisition of the noise spectral
density were performed with different frequency resolution for different frequency ranges.
Afterwards, these were concatenated together in measurement which is shown in Fig-
ure 5.5. During the acquisitions it was also important to keep any mechanical vibrations
to a minimum level. For example, even the footsteps of people waling in the nearby cor-
ridor would show up as a very strong spectral component. This was normalised to the
measured beam current using the previously obtained current calibration factor. The
spectrum shows a good agreement with the theoretical curve of the noise induced by the
RC-filter which is the dominant contribution at low frequencies. At around 100 kHz the
Chapter 5. Measurements and Results 123
10−1 100 101 102 103 104 105 106
f [Hz]
10−14
10−12
10−10
10−8
10−6
I b
e
a
m
[ A/√
H
z]
Measured
Total theoretical
RC-parallel
Core
SQUID
Figure 5.5: Measured current spectral density noise, compared with the theoretical
predictions.
measured noise is below the predicted core thermal noise, although this can be under-
stood by the overestimated imaginary component of the complex permeability obtained
in the fit of Figure 3.11 at these frequencies. On the other hand, between 5 Hz and
50 Hz, the core noise seems to be slightly underestimated. Additional perturbations are
visible in the range (8-100) Hz which are thought to be caused mostly by mechanical
vibrations and electrical power lines at 50 Hz. The obtained current resolution in the
1 kHz bandwidth was ≈ 2 nA.
5.1.3 Sensitivity to a magnetic dipole field
The sensitivity of the CCC to an external dipole magnetic field was measured using
a Helmholtz coil. First the field generated at the center of the Helmholtz coil was
measured using a magnetic field probe. After this, the Helmholtz coil was installed
around the wide-neck cryostat with the CCC inside. Very low-frequency sinusoidal
signals of different amplitude were imposed, and the CCC response was recorded. The
SQUID/FLL gain was set to a high value, with Rf = 30 kΩ, to increase the measurement
sensitivity. Two orientations of the magnetic field were measured, as shown in Figure 5.6.
The observed sensitivities were much higher than the expected values taking into the
account the magnetic shielding provided by the meander-shaped geometry. It was also
observed that when the field was parallel to the SQUID cartridge the sensitivity was
higher than the one obtained when the field was orthogonal to the cartridge. The
obtained values were:
• Sensitivity to parallel field: 179 nA/mT
• Sensitivity to orthogonal field: 72 nA/mT
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Figure 5.6: Measurement of the CCC sensitivity to an external dipole magnetic field
If the magnetic field was being coupled to the pickup core shielded inside the meander
shaped geometry, no difference in sensitivity would be expected for the two orientations.
Hence the coupling of the magnetic field to the CCC is thought to happen directly in
the coupling circuit and SQUID inside the tube cartridge.
5.1.4 Current calibration of the CCC in the new cryostat
After installation of the CCC in the new cryostat its characteristics were again measured
in a laboratory environment before the installation in the AD. The CCC configuration
is the same as in the previous measurements except for the beam simulating current
that was not injected through a stretched wire passing through the beam pipe aperture
as shown in Figure 5.7. These measurements were performed in the cryogenics labora-
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Figure 5.7: Schematic of the CCC and beam pipe.
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tory at CERN, in which, running equipment such as vacuum pumps, compressors and
reliquifiers, might perturb the CCC measurements. Also the liquid helium reliquifier was
already installed in the cryostat, with its compressor located right next to the cryostat,
and running at the same time that the measurements were being taken. Additionally, the
RF -bypass installed in the ceramic break of the cryostat beam pipe, shown in Figure 5.7,
was responsible for an observed high sensitivity to EMI interferences. All these factors
contributed to an excess of noise and perturbations in the performed measurements.
The same Keithley 6221 current source was used for generating the precision calibra-
tion currents, the SQUID/FLL voltage output was measured using the 12-bit oscilloscope
Lecroy HRO 6Zi. The complete measurement setup is shown in Figure 5.8 The Magni-
XXF-1 FLL electronics
Analog
output
Serial control
interface
Current calibration Current Source
Keithlhey 6221
Oscilloscope
HRO 6Zi
Figure 5.8: Setup used in the laboratory measurements of the CCC installed in the
new cryostat.
con SQUID/FLL electronics has a second-order Butterworth2 10 kHz low-pass filter at
the output of the feedback loop, as shown in Figure 5.7. For most of the measurements
shown in this chapter, the filter was turned on.
As before, a current calibration was performed using sine waves of various amplitudes
and constant frequency, equal to 100 Hz. The FLL feedback resistor was set to Rf =
1 kΩ, which represents a flux to voltage gain of GFLL = 44 mV/φ0. The measured and
fitted curves are shown in Figure 5.9.
Two different calibrations were performed. As before a current was injected through
the so-called “core wire”. And a second calibration was performed using a wire stretched
through the vacuum beam pipe opening of the cryostat, as shown schematically in
2The Butterworth filter is a type of signal processing filter designed to have a frequency response as
flat as possible in the passband.
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Figure 5.9: Measured current calibration signals from the “beam wire”, with increas-
ing current amplitude. The measurement was perturbed by many interferences which
limited the capture of the lower current signals.
Figure 5.7, which will also be referred to as “beam wire” port. In this configuration
the current source is connected to one side of the cryostat beam pipe, and the other side
is terminated with a resistive load. The injected DC current returns back to the source
through the cryostat vacuum vessel.
The obtained calibration curves are shown in Figure 5.10, and the values of the fitted
parameters in Table 5.2.
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Figure 5.10: Current to magnetic flux calibration curve.
Calibration Φoffset SIb
[φ0] [φ0/µA]
Beam wire 0.1± 0.5 10.41± 0.01
Core loop 0.0± 0.4 10.34± 0.01
Table 5.2: Results of current calibration performed on the CCC installed inside the
cryostat.
The fit of the smaller calibration currents is much less accurate, since these signals
were affected by the many strong interferences picked up by the CCC. The obtained
sensitivities are smaller than the ones previously obtained for the CCC alone by ≈ 0.8 %,
and the difference between the calibration through the “core wire” and the “beam wire”
is 0.7 % in line with what had been observed before. For a current sensitivity SIb =
10.4φ0/µA, this represents an uncertainty of δIb = 7 nA over a Ib = 1 µA current span.
5.1.5 Noise spectral density of the CCC in the new cryostat
The noise spectrum was estimated from the acquired time signals with the 12 bit oscillo-
scope, since a low frequency spectrum analyser was not available during these measure-
ment. The power spectral density was obtained by averaging the Fast Fourier Transform
(FFT) of multiple windowed segments, using the periodogram Welch’s method [136].
The obtained spectrum is shown in Figure 5.11. The general purpose Hann window was
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used to scale each segment before the FFT computation. The main perturbations were
observed at 72 Hz, which was thought to be originating in some mechanical equipment
running nearby; 1.4 Hz which is the cryocooler beating frequency; and at 50 Hz from
the electric network. The obtained current resolution in the 1 kHz bandwidth was be-
tween 50 nA and 100 nA, depending on the measurement conditions and other running
equipment.
When using discrete Fourier transforms different effects introduce errors in the spec-
trum shape amplitudes, and these affect differently the coherent and incoherent noise
components. The main example of such effects is spectral leakage, which is mitigated
by the use of weighing windows although never fully eliminated. Different windows
also introduce different coherent power gain errors affecting coherent components, and
equivalent noise bandwidth error overestimating the noise floor due the side lobes in the
windows spectrum. In the spectrum of Figure 5.11 the equivalent noise bandwidth error
was corrected by using the factor −1.76 dB corresponding to the Hann window [137].
Despite this correction it is not possible to observe, in the measured spectrum, the good
agreement of the noise floor with the theoretical prediction, as was the case with the
measurement in Figure 5.5. It is thought that this is mainly due to the fact that there
are many coherent perturbation components at adjacent frequencies, which mask the
noise floor due the spectral leakage effect.
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Figure 5.11: Measured current noise spectrum in laboratory.
5.1.6 Transfer function of the CCC
With the CCC already installed in the cryostat the frequency dependent transfer function
of the CCC was measured using a Keysight E5061B vector network analyser. This is
instrument is able to measure down to 5 Hz. The transfer function was derived from
the measurement of the S21 parameter with port 2 of the network analyser connected
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to the output of the FLL electronics. Two transfer functions were measured, depending
where the excitation current was applied. In one measurement this current was injected
the “beam wire” by connecting it to the port 1. And a second measurement was taken
by connecting the port 1 to the “core wire”. A schematic of the measurement setup is
shown in Figure 5.12. In order to perform the measurement a weak excitation signal
XXF-1 FLL electronics
Analog
output
Serial control
interface
Excitation signal
Oscilloscope
HRO 6Zi
Network Analyser
Keysight E5061BPort 1
Port 2
Figure 5.12: Setup used in the laboratory measurement of the transfer function of the
CCC installed in the new cryostat. This was measured with network analyser excitation
injected in the core wire and in the beam wire calibration loops.
was emitted by port 1, to guarantee that the currents being measured by the CCC
were sufficiently small to avoid the saturation or instability of the FLL circuit. For that
purpose, before each acquisition, the CCC output was observed in an oscilloscope to
make sure that the signal was not being distorted by the frequency scan of the network
analyser.
To account for low-pass 10 kHz filter at the output of the FLL electronics, the the-
oretical transfer function that had been derived in Equation 3.40, was convoluted with
the filter transfer function in order to compare with the performed measurements. Hence
the theoretical curves shown here differ from the one in Figure 3.29.
The DC-gain of the measured transfer functions was 7φ0/µA, this difference of
−3.5 dB was most probably due to the setup and the fact that no precise calibration of
the network analyser was performed. Since the aim of this measured was to compare
the evolution of the frequency response with the theoretical curves, the former were
normalised so that they exhibit the same gain at low-frequencies.
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Figure 5.13: Measured gain of the CCC transfer function, referred back to the sensi-
tivity of the coupling circuit. Left plot: signal injected through calibration loop - “core
wire”, right plot: signal injected through “beam wire”, with the RF -bypass installed
in the ceramic break. Both graphics should the same theoretical transfer function.
The left-hand side of Figure 5.13 shows the measured gain of the transfer function
with a current being injected directly through the “core wire”. The measured shape
shows a very good agreement with the theoretical curve, with the first pole very close to
the design frequency of 1.12 kHz, due to the fact that the 10 kHz filter was active at the
time of the measurement, it is not possible to verify the location of the second pole at
69.61 kHz. However, it could be observed from the phase function that indeed a second
pole was present, although the file with this plot was not correctly saved. The measured
transfer function with the current being injected through the “beam wire” is shown in
the right-hand side of Figure 5.13. In this measurement the cryostat geometry and the
RF -bypass do change the transfer function although it is possible to observe that this
has a reduced effect in this range of frequencies.
The RF-bypass was causing the CCC to pick up stray currents flowing in the ac-
celerator beam pipe which strongly perturbed the beam current measurement. At the
same time it was observed from the comparison of the two transfer functions measured
in Figure 5.13 that the RF-bypass was almost not affecting transfer function of the CCC
and hence was not having a significant impact in reducing the signals SR. Hence, it
was decided to remove the RF-bypass. One year after the first measurements it was
possible to measure again the transfer function from the “beam wire” port, after having
removed the RF -bypass from the ceramic break. The resulting measurement is shown
in Figure 5.14.
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Figure 5.14: Measured transfer function with signal injected through “beam wire”
port, and the RF -bypass removed from the ceramic break.
The measurement noise observed at low-frequencies is due to the improper setup
of the network analyser while taking this measurement, namely the frequency sweep
time, which was too fast, and the Intermediate Frequency filter Bandwidth (IFBW),
which was too large. In reality, the transfer function still maintained the flat response
at low-frequencies as expected theoretically and as had been previously measured.
5.1.7 Position dependency
The dependency of the CCC measurement with respect to the horizontal position of the
“beam wire” was measured using the same setup used for measuring the “beam wire”
current calibration shown in Figure 5.8. A movable current port, shown in Figure 5.15,
was used on both sides of the cryostat beam pipe to inject and change the position of the
wire along the horizontal axis. Similarly to what was done for the calibration, different
sine wave currents of constant amplitude were injected and the measured output were
measured for the different displacement values. The amplitude variations, calculated
with respect to the average of amplitude for the combined positions, as a function of the
wire position were fit the linear function,
∆Iobsb = a+ xpos · b. (5.2)
Figure 5.16 shows the measured current variations, and Table 5.3 shows the obtained fit
parameters.
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Figure 5.15: Setup used to change the position of the beam simulating wire passing
through the cryostat beam pipe.
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Figure 5.16: Measurement of the horizontal position dependency to currents injected
in the “beam wire”.
Position a b
[nA] [nA/mm]
Beam wire −0.27± 19.44 −0.018± 0.734
Table 5.3: Measurement of the CCC beam current position dependency, obtained by
measuring the CCC signal for different horizontal positions of the “beam wire”.
No correlation could be observed and the calculated position dependency factor is
compatible with zero. The measurement errors are large since this measurement was
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performed while the cryostat was still placed in the noisy environment of the Cryolab,
and with the RF -bypass was still installed in the ceramic break.
5.1.8 Measurement of an AD injection like signal
The stability of the SQUID/FLL system to a current identical to the AD beam injec-
tion was also measured in laboratory by injecting a current signal through the “beam
wire” generated with the waveform generator Keysight 33522A. This generator allows to
generate point-by-point arbitrary waveforms with bandwidths up to 30 MHz and with
16 bit precision. This allows to accurately reproduce the injection current as specified
by the parameters in Table 3.2. The measurement setup is shown in Figure 5.17.
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Signal generator
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Figure 5.17: Setup used in the laboratory measurement of the transfer function of the
CCC installed in the new cryostat. This was measured with network analyser excitation
injected in the core wire and in the beam wire calibration loops.
Figure. 5.18 shows the measurement for successive injections of the bunched signal.
The generated signal had the same time structure as the AD injection current and an
average voltage equal to 6 mV (peak-to-peak voltage was set to 70 mV). By injecting this
signal in port 1 of Figure 5.7, an average current equal to ≈ 17 µA should be measured
by the CCC. This is almost 50 % above the expected current amplitude during AD
injection.
The absence of a sustained strong drift, and the fact that the amplitude of the
measured signal is inline with expected value indicates that the system should able to
cope with the AD injection high slew rate signal without significant flux jumps. The
observed long-term variation of the mean values of the current reading at the top and
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Figure 5.18: Laboratory measurement of a current signal with the same structure
found during the AD injection. This signal was repeatedly switched on and off [138] .
bottom values is thought to be due to external perturbations, as e.g. fluctuations in the
pressure of the cryostat or any source of 1/f -noise.
5.2 Beam measurements in the AD
After the laboratory measurements the cryostat and the CCC were installed in the
AD, and measurements with real beam could be taken. For some measurements an
oscilloscope was used and on others the acquisition system described in Section 3.5 was
used.
During commissioning and before the first beams were injected excessive noise was
observed, with components mostly at odd harmonics of 50 Hz, as shown in the spectra
of Figure 5.19. Besides the interferences at 50 Hz and harmonics, it is possible to ob-
serve another expected perturbation at 1.4 Hz which is caused by the functioning of the
cryocooler in the reliquefying unit. Different configurations for the ground connection
of the cryostat, SQUID electronics were tried and a minimum RMS zero current noise
of σ(Ib) ≈ 180 nA, was obtained when most of the AD equipment were turned off, and
no beam was circulating.
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Figure 5.19: Noise spectrum measurement obtained right after installation of the CCC
in the AD and before improving grounding. The RMS noise level was σ(Ib) = 450 nA in
the current measurement, and this was later reduced to σ(Ib) = 180 nA by improving
the system grounding. Strong perturbation components are observed at 50 Hz and
harmonics.
5.2.1 Current measurement
When all the AD equipment was running and the first p beams injected, the noise
level increased to ≈ 250 nA. Additionally it was observed that at the moment of beam
injection, the zero current offset changed abruptly due to a flux jump of the SQUID/FLL
working point. This is visible in the measured raw output voltage shown in the middle
plot of Figure 5.20. This is the very first beam measurement obtained with the CCC. In
it the Vout signal was acquired using a Lecroy Wavejet 354-A digital scope. This scope
has only 8 bit what in the measurement range limits its voltage resolution to 150 mV,
producing the quantisation noise visible in Figure 5.20.
When injection, happens instead of measuring a current increase as expected, the
SQUID/FLL shows an unphysical sharp decrease in the voltage output VOUT. This can
be corrected for at the end of the cycle after beam ejection (or beam loss as in the current
example), when one knows that the current should be zero, allowing for a correction of
the measurement baseline, before and after injection. The bottom plot of Figure 5.20
shows the current measurement, after applying this offset correction, and after applying
the previously measured calibration factor.
The measurement noise could also be greatly reduced by applying a time-domain
moving average low-pass filter, with a window length multiple of the perturbation period.
This resulted in the averaged signal shown in Figure 5.20, with a current resolution of
≈ 30 nA, at the expenses of a bandwidth reduction to 11 Hz.
The RF -bypass, installed in the ceramic gap shown in Fig. 5.7, intended to provide
additional reduction of the beam signal slew rate, was thought to be responsible for the
excess of noise observed, by providing a path for stray currents flowing in the beam pipe
to pass through the CCC and be measured by it. Additionally, in the hypothesis that
Chapter 5. Measurements and Results 136
0.0
0.5
1.0
B
[a
rb
.
u
n
it
]
0 20 40 60 80 100
−6
−4
−2
0
V
O
U
T
[V
]
Raw SQUID/FLL output
Filtered SQUID/FLL output
0 20 40 60 80 100
time [s]
−2
0
2
4
I b
e
a
m
[µ
A
]
Corrected beam current
Corrected and averaged beam current
Figure 5.20: First measurements of the AD beam with the CCC. Uncalibrated mea-
surement showing the raw voltage signal obtained at the output of the FLL electronics,
sampled with an 8 bit oscilloscope at 2.5 kHz. Top plot: magnetic cycle of AD dipoles
in arbitrary units; Middle plot: measured SQUID/FLL output raw signal (in blue),
and same signal filtered with a moving average (in red); Bottom plot: calibrated beam
current measurement after filtering and baseline recovery (before beam injection and
after beam extraction).
the flux jump occurring at injection is caused by an excess of the beam current slew
rate, the RF-bypass was not able provide the required slew rate reduction. Hence, this
was removed for the measurements performed in 2016 and 2017. Indeed, removing the
RF-bypass eliminated most of the interference at 50 Hz and harmonics, and strongly
reduced the overall background perturbation level. Figure 5.21 shows the example of an
AD cycle with the corresponding CCC current measurement. The value obtained for
the current measurement noise resolution is
σ(Ib) ≈ 2.8 nA, (5.3)
and this is observed to be constant during the entire cycle. On some occasions the jump
observed at injection limited the dynamic range available for the current variation during
the remaining of the cycle. To compensate the CCC control system was configured to
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Figure 5.21: Measurement of the AD beam current. Top: magnetic cycle; Middle:
unfiltered CCC output signal acquired by 16 bit ADC; Bottom: Current measurement
obtained after calibration and offset correction.
perform a reset of the SQUID integrator right after the beam injection, as shown in
Figure 5.22. In this Figure is also shown the current steps generated by the precision
current source that are used to calibrate each cycle. Figure 5.23 shows a zoom in of the
different cycles phases of the measured current. During the first deceleration ramp it is
possible to observe two moments where the current decreases more abruptly, which could
be due to a flux jump in the SQUID/FLL. However, at these instants the currents vary by
≈ 70 nA while a jump by 1 flux quantum corresponds to 96 nA, since SIb = 10.4φ0/µA.
Additionally these current variations occur over a period of ≈ 10 ms, while the flux
jumps observed in the simulations happened in a much shorter time scale. Hence, the
observed variations are thought be real current variations due to particle losses.
5.2.2 Intensity measurement and comparison with Schottky monitor
During the operational use of the CCC monitor the following procedure is used to acquire
and compute the beam intensity measurement. When the timing signal indicating the
start of a new AD cycle arrives, the integrator of the FLL feedback loop is reset to
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Figure 5.22: Measurement of the AD beam current with a reset performed after
injection and calibration pulses. Top: magnetic cycle; Middle: CCC output acquisition
by 16 bit ADC; Bottom: Current measurement obtained after calibration and offset
correction.
zero the voltage output VOUT, and the acquisition ADC is started and kept acquiring
until the end of the cycle. Right after this, and before the beam is injected, a set of
programmable calibration pulses are sent to the monitor by controlling the calibration
current source. At the moment of injection, a significant flux jump occurs rendering
the measurement zero offset unknown, and the FLL integrator is reset again. Due to
this problem, throughout the cycle only a relative measurement is possible. After the
beam is extracted, the zero current offset is acquired making it possible to determine the
absolute current measurement. It is also at the end of the cycle that ADC is stopped
and its buffers are read. Then a post-processing computation is performed to apply the
measured calibration factor to the acquired signal, thus converting it from ADC bins
into current units. Finally the beam intensity (number of particles) is computed using
the revolution frequency which is computed from the acquired magnetic cycle of the AD
as explained next.
The CCC measures primarily the beam current, while the most relevant figure for the
AD operations and experiments is the number of circulating particles, often referred to
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Figure 5.23: Zoom in on measured current during the different AD phases. Left plots:
show the energy plateaus. Right plots: show the deceleration ramps and ejection.
as “beam intensity”. This value can be calculated by normalising the current measure-
ment with revolution frequency, as indicated in Equation 1.2. The revolution frequency
was obtained by synchronously acquiring in one of the ADC channels a voltage signal
proportional to the dipole magnetic field Bdipole created by the AD bending magnets.
This signal is proportional to the momentum of the circulating particles p, as given by,
Bdipole · ρ = p c
e
, (5.4)
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where ρ is the bending radius of the particle travelling across the dipole. The revolution
frequency frev can be calculated from the particle momentum using,
frev =
c
L
p√
m2 c2 + p2
, (5.5)
where m is the antiproton mass, and L = 182.5 m is the length of the center orbit in the
AD. The revolution frequency is computed from the acquired magnetic field signal, and
the beam intensity N can be obtained using Equation 1.2, with Q = 1.
The top plot of Figure 5.24 shows the revolution frequency curve derived from the
acquired magnetic cycle, and the bottom plot shows the resulting intensity measurement.
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Figure 5.24: Beam intensity measurement. Top plot: revolution frequency profile;
Middle plot: measured beam current; Bottom plot: beam intensity obtained from
normalising the beam current by the revolution frequency.
The noise resolution of the beam intensity measurement depends on the revolution
frequency. For smaller values of frev the absolute intensity noise increases. For the cycle
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in Figure 5.24 the intensity resolution values at each momentum plateau are,
σ(N) ≈ 0.0012× 107 p at 3.5 GeV/c, (5.6)
σ(N) ≈ 0.0012× 107 p at 2.0 GeV/c, (5.7)
σ(N) ≈ 0.0042× 107 p at 0.3 GeV/c, (5.8)
σ(N) ≈ 0.0130× 107 p at 0.1 GeV/c. (5.9)
These are long the best values that could be obtained for the acquired cycles.
With this current and intensity resolution it is possible to clearly observe that on
some occasions some beam is left circulating in the AD ring even after ejection, as
shown in Figure 5.25. This left portion of the beam is definitely lost only after the
dipole magnetic field is reduced to an equivalent momentum of 50 MeV/c without the
corresponding particle deceleration. Figure 5.25 shows a zoom of the period right after
ejection, where the CCC measurement clearly shows that a portion of the beam stays
in the AD and continues circulating until a change in the dipoles magnetic field causes
the residual beam loss in the accelerator.
0.05
0.07
0.09
0.11
p
[G
eV
c−
1
]
0.0
0.2
0.4
0.6
0.8
1.0
I b
[µ
A
]
111.0 111.2 111.4 111.6 111.8 112.0
t [s]
0
1
2
3
4
N
[×
10
7
]
0.05
0.07
0.09
0.11
0.00
0.02
0.04
111.4 111.5 111.6 111.7 111.8 111.9
t [s]
0.0
0.1
0.2
Figure 5.25: Measurement of the beam left after ejection.
By measuring the baseline corresponding to Ib = 0, when no beam was circulating, it
was possible to observe that several effects in the very low-frequency range could affect
the measurement accuracy. Figure 5.26 shows an example of a cycle where different
fluctuations can be observed.
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Figure 5.26: Baseline variation of the current measurement during a cycle where no
beam was injected.
There is a constant drift which in this case, and for the duration of one cycle amounts
to ∆Ib ≈ 15 nA, this was observed to be correlated with variations of the pressure in the
HV of the cryostat. There are fluctuations occurring at t ≈ 38 s and t ≈ 50 s, which were
correlated with the first two ramps of the magnetic cycle and amounted to ∆Ib ≈ 10 nA.
The CCC beam intensity measurement was also compared to the measurement ob-
tained with the Schottky monitor. Figures 5.27 and 5.28 show two cycles, with the
Schottky measurement (red dots) superimposed to the CCC one (green trace). When
the beam is debunched during the cooling plateaus, the CCC measurement presents
a clearly superior current and time resolution compared to the measurement obtained
from the analysis of the Schottky noise spectrum. When the beam is bunched (excluding
the points observed while the beam is being bunched or debunched) there is an agree-
ment between the CCC measurement and the intensity measurement obtained from the
analysis of the coherent component, within ±10 %. This serves as a first cross-validation
of the CCC measurement.
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Figure 5.27: CCC beam intensity measurement and comparison with the l-Schottky
monitor. Top plot: magnetic cycle; Middle plot: measured beam current; Bottom plot:
beam intensity measurements obtained with the CCC (green trace) and with Schottky
monitor (red dots).
Using the CCC as the reference one it is also possible to conclude that the Schottky
measurement performance is much more sensitive to other factors that the beam inten-
sity. When comparing the Schottky measurement during the first magnetic plateau for
these two cycles, with comparable injected intensity, one observes that the measurement
in Figure 5.28 is much more inaccurate than the one in Figure 5.27.
Chapter 5. Measurements and Results 144
0
2
4
p
[G
eV
c−
1
]
−20000
−10000
0
A
D
C
[b
in
]
0
5
10
I b
[µ
A
]
0 20 40 60 80 100
t [s]
0
1
2
3
4
5
N
[×
10
7
]
Schottky
CCC
Figure 5.28: CCC beam intensity measurement and comparison with the l-Schottky
monitor. Top plot: magnetic cycle; Middle plot: measured beam current; Bottom plot:
beam intensity measurements obtained with the CCC (green trace) and with Schottky
monitor (red dots).
5.3 Long-term performance analysis
With the acquisition system described in Section 3.5 it was possible to acquire and
save in a consistent way the AD cycles during the first months of the 2017’s run. This
permitted to assess the monitor performance and stability over an extended period of
time. Each saved cycle is represented in Figure 5.29 by a dot, where the injection
intensity is plotted against the date and time of the cycle. A total of 24767 cycles
were acquired, including many cycles where no beam was injected. Also, for about
the first half of the acquired cycles the cryostat insulation vacuum was being pumped
by a primary and a turbomolecular pump, and for the second half of acquired cycles
these pumps were turned off. Different parameters were analysed for each cycle and its
cumulative values represented by the histograms shown next.
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Figure 5.29: Acquired AD cycles used in the long-term performance analysis.
For each cycle the beam current resolution was measured immediately after the beam
injection and before the beam ejection, including those where no beam was injected. The
current resolution was estimated by computing the standard deviation of the acquired
signal during a period of 1 s subtracted from its trend obtained using a polynomial
fit. Figure 5.30 shows the histogram of the obtained values. The resolution σ(Ib) is
distributed around the value 2.6 nA, for the cycles when the vacuum pumps were turned
off and around 5.4 nA when the pumps were on.
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Figure 5.30: Distribution of the measured current resolution with the vacuum pumps
turned on and off. Left: measurement after beam injection; Right: Measurement before
beam ejection.
No observable difference exists between the measurement resolution after injection
or before injection. Also no difference could be observed between the cycles with or
without beam.
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Figure 5.31: Histogram of the computed beam intensity resolution with the vacuum
pumps turned on and off. Left: measured value right after injection; Right: measured
value just before ejection.
Figure 5.31 shows the obtained distribution for the beam intensity measurement
resolution. After injection, in the highest momentum plateau, the intensity resolution
was centred around 1.0× 104 p and 2.1× 104 p, when the pumps were off and on, re-
spectively. Before ejection the intensity resolution was centred around 11.1× 104 p and
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20.4× 104 p, when the pumps were off and on, respectively. This degradation of the
intensity resolution is according to expectation due to the normalisation procedure, and
resulting lower SNR.
The error introduced by the observed baseline variations was also analysed over the
acquired cycles. First, the trend of the current measurement of all the cycles where no
beam was injected was calculated by filtering the raw signal with a moving average filter
(with a Blackman window3 [139] of 100 ms duration), as shown in Figure 5.32, and the
variation was calculated using
∆Itrendb =
∣∣∣max(Itrendb )−min(Itrendb )∣∣∣. (5.10)
The histogram of this measurement is shown in Figure 5.32.
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Figure 5.32: Histogram of the current measurement baseline variation.
The maximum observed value for the baseline variation was ∆Ib ≈ 25 nA. The
low distribution of values <≈ 10 nA was seen to correspond to cycles where the AD
magnets were not being powered and hence are not representative of beam measure-
ment conditions. For the remaining cycles the baseline variation was observed to vary
3The Blackman window is a type windowing signal usually used to truncate time-domain signals
prior to the computation of the discrete Fourier transform in order to reduce the spectral leakage. The
characteristics of this window are its very low spectral leakage combined with reasonable bandwidth and
amplitude error.
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between 10 nA < ∆Ib < 25 nA. This corresponds to an error in the intensity measure-
ment between 4× 104 p < ∆N < 10× 104 p in the first plateau, and an error between
1× 105 p < ∆N < 3× 105 p in the last plateau.
5.3.1 Observed jump at injection
Figure 5.33 shows the measured jump for a typical injection occurring at t = 0, and this
is compared with the signal that would be expected to be measured in the case of an
injected beam with N = 5× 107 p like shown in Figure 3.31. Before the beam is injected
there is a slight increases in the measured signal, and when the beam is injected the
output signal starts decreasing, unable to track the input beam current.
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Figure 5.33: Measurement of the perturbation occurring at the moment of beam
injection (blue trace), compared with the expected signal response for beam injection
with N = 5× 107 p.
Different settings of the FLL loop parameters were tested but for all of them the
observed flux jump at injection was present. Also different tests were performed by
trying to identify whether this could be caused not by the beam itself but by the EMI
interference of some other equipment triggered simultaneous with the beam injection.
Many times the main sources of perturbations in an accelerator are the beam injec-
tion/extraction kicker magnets, which in AD are pulsed with much higher intensity
during injection. By pulsing the injection kicker magnet only, with no beam, it was
verified that this had no influence in the CCC measurement. The identified possible
source were the RF-cavities used for beam rotation a few tens of micro-second after the
beam is injected. By pulsing these cavities without no beam, it was observed that most
of the times they did not cause any flux jump. However, on very few cases these indeed
cause some flux jumps. These measurements should be repeated in a more consistent
and systematic way, which until now was not possible to do.
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Also, the measurement using a waveform generator signal to simulate beam at AD
injection was repeated. This time the current was injected through the calibration loop,
or port 3 in Figure 5.7, and the output was acquired over a much shorter time scale
to really capture the transient of the output measurement every time the signal input
was turned on. Different peak-to-peak voltages were used which correspond to the
input average currents shown in Table 5.4, given that the resistance of the calibration
loop is ≈ 3 Ω. The measurement was subject to a strong 50 Hz interference from the
electric network, most probably induced from an electrical ground loop between the
waveform generator and the SQUID electronics, but it was still possible to stably lock
the SQUID/FLL and measured the injected signal.
Figure 5.34 shows the acquired responses, which indicate that the SQUID/FLL is
able to accurately track the input signals. These signals were fitted to the expected time
response of a second order signal, given in Appendix B, and the obtained parameters for
the poles frequencies are compatible with the expected first pole of the coupling circuit
at 1.12 kHz and a second pole at 10 kHz from the output filter, shown in Figure 5.7.
Input Voltage Input Measured Ratio
Peak Average Current Current Errors Pole 1 Pole 2
[mVpp] [mVavg]
[
µAavg
] [
µAavg
]
[kHz] [kHz]
1 0.12 ≈ 4 3.87 ref. 1.12 8.53
2 0.24 ≈ 8 7.75 0.3 % 1.09 10.08
3 0.36 ≈ 12 11.72 2.8 % 1.06 11.81
5 0.60 ≈ 20 19.45 2.6 % 1.07 10.04
Table 5.4: Parameters of the AD injection current signal, injected through the CCC
calibration loop, and the resulting measured average current, as well as the fitted pole
parameters obtained from the measured time responses.
Also the measured current amplitudes are inline with the expected values, and the ratio
errors which are below 3 % could be due the strong 50 Hz perturbation.
Also the measurement of cycles such as the one shown in Figure 5.35, where the
injection beam current of ≈ 10 µA is suddenly lost, and the CCC is able to track this
current variation as verified by comparing with the Schottky measurement. However,
this measurement was taken with much reduced sampling rate, making it impossible to
verify how fast the beam losses really happens.
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Figure 5.34: Measurement of the CCC response to current pulses similar to the
AD injection bunched beam, using a signal generator coupled to the calibration loop.
Response to different voltage amplitudes of injected pulses was measured. These were
fitted to a double decaying exponential function.
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Figure 5.35: Top-plot: magnetic cycle of AD dipoles in arbitrary units; Middle-plot:
SQUID/FLL raw signal of beam current (in green), and same signal filtered with a
moving average (in orange); Bottom-plot: calibrated beam current measurement after
filtering and baseline recovery (before beam injection and after beam extraction).
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Further measurements and studies should be conducted to try to identify and if
possible completely eliminate this jump at injection. For the moment it was only possible
to verify that the CCC should be able to measure the injection beam current, but
that probably the high SR imposed during the injection transient, combined with other
sources of EMI perturbations are in the origin of the observed jump.
5.4 Conclusion
This chapter presented the measurements obtained with the CCC. Before installation in
the AD the CCC monitor was characterised in laboratory and the results were compared
with the theoretical expectations of the previous chapters. The first measurements of
the CCC were performed in the University of Jena in a laboratory with low-level of
mechanical and EMI interferences, before the CCC was installed in the new cryostat.
The obtained values for the coupling sensitivity using a wire simulating the beam passing
through the CCC was SIb = 10.49φ0/µA, which is inline with the expected value of
SIb = 10.7φ0/µA. A difference of 0.6 % was observed when compared to the calibration
obtained using the coil wound directly around the pickup core inside the CCC shield,
which will be used for calibration in the AD. This difference could be due to the fact that
the calibration loop passes through the SQUID cartridge, and some cross couplings may
reduce the field that is coupled to the high-sensitivity pickup core. The noise spectral
density was also measured, and it closely followed the theoretical curve of the noise
induced by the resistor in the RC filter of the coupling circuit, which is the dominant
source. Excess perturbations were measured at frequencies below 1 Hz, and between
10 Hz and 100 Hz. These are thought to be mostly due to mechanical perturbations.
The current resolution was σ(Ib) ≈ 3 nA.
After installation in the cryostat the CCC was measured in the Cryolab at CERN,
where the mechanical and EMI level of perturbations were much higher. Additionally,
the RF-bypass installed in the ceramic gap was responsible for the noise due to stray
currents flowing in the beam pipe that were then picked up by the monitor. This was also
the case for the first beam measurements in the AD, where an excess of the perturbations
at 50 Hz and harmonics limited the unfiltered current resolution to ≈ 250 nA. Removing
the RF-bypass eliminated most these perturbations, and resulted in current resolutions
of ≈ 2.5 nA when the cryostat vacuum pumps were turned off, and in ≈ 5.8 nA when
these were on.
The stability of this resolution values was confirmed over many AD cycles. The
analysis of the distribution of the baseline drift for the cycles where no beam was injected,
but most of the other accelerator equipment were running, revealed that the drift of the
baseline is the dominant factor limiting the overall absolute accuracy.
Tests performed to identify the source of the flux jump observed at the injection
were inconclusive. Nevertheless, these seem to indicate that the combination of the high
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SR transient induced by the beam injection current, together with perturbations from
other sources, possibly from the bunch rotation RF-cavities, may be the culprit.
Chapter 6
Summary and outlook
The work performed within this PhD project led to the development and installation
of an improved accelerator beam intensity diagnostic for the low-intensity beams of the
AD. This project was developed as a collaboration between University of Liverpool, GSI
Helmholtz Centre for Heavy Ion Research, the Friedrich-Schiller-University Jena and
CERN.
The first chapter began with a description of the low-energy antiproton experimen-
tal program at CERN, which currently use the p beam supplied by the AD. The main
aspects of the AD synchrotron decelerator are discussed with emphasis on the deceler-
ation cycle and the beam parameters. The AD beam contains only 5× 107 p which are
decelerated down to a momentum 100 MeV/c, by going through different deceleration
(when the beam is bunched) and beam cooling (when it is debunched) phases. The
reduced number of particles and momentum result in beam currents as low as 100 nA.
The non-intercepting measurement of these low intensities is very challenging for beam
diagnostics, particularly during the debunched phases. However, this is a fundamental
measurement for the accelerator operation, optimisation, but also for the experiments
calibration.
The chapter proceeds with an overview of the more common non-intercepting beam
intensity instrumentation, and how these diagnostics have until present been used to
measure the AD beam, and its fundamental performance limitations. Then, the SQUID-
based CCC devices are introduced and a review of other projects using CCCs for beam
current measurements is presented. These projects have demonstrated the superior
performance in terms of current resolution of these devices, but suffered from some
limitations concerning the immunity to external perturbations, particularly mechanical
vibrations, and where only able to measure slow debunched beams.
The CCC device relies on several aspects of superconducting technology, and devices
using LTS and HTS technology have been proposed, with the LTS versions achieving
the best current resolution performance of the order of nano-ampere. From this analysis
it was decided to pursue the development of a LTS device for measuring the AD beam
intensity.
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Building on the work developed by other groups, the current project should aim
at designing, fabricating and installing a CCC capable of measuring the high-dynamic
range of the AD beam with a current resolution below 10 nA. This should be able to
cope with both the debunched and bunched beam phases, present a strong immunity to
external perturbations, as well as present an overall stability and availability to allow it
to be used as an operational device.
In chapter 2 the theoretical basis required to understand the different aspects of the
CCC devices functioning are introduced. It starts with a description of superconductiv-
ity, combining aspects of the classical theory of the London brothers with aspects of the
macroscopic quantum wavefunction description. The basic principle of the CCC relies
on the measurement of the magnetic field induced by a current of charged particles.
It is the perfect diamagnetism of SCs in the Meissner state that allow the design of
shielding geometries that allows a field distribution to be obtained that is solely depen-
dent on the absolute magnitude of the currents being measured, and independent of the
path followed by the particles. This shield geometry is also important to reject external
perturbations perturbed by other sources of magnetic fields, e.g. the Earth’s magnetic
field.
The chapter continues with a description of the theory of Josephson junctions which
are the building blocks of SQUID sensors used to measured the magnetic field induced
by the beam in a CCC device, and proceeds by describing the theory of the DC-SQUID.
It is explained how the periodic V-Φ transfer function appears as a consequence of the
quantisation of the magnetic flux in superconducting loops, and how are this can be used
as a magnetic field sensor. When used alone, despite presenting a very high sensitivity to
magnetic fields, DC-SQUIDs have a very limited dynamic range due to their non-linear
transfer function. This limitation is overcome by the FLL readout electronic scheme,
which linearises the SQUID response to magnetic fields augmenting by many orders of
magnitude its dynamic range limits.
The various design aspects of the CCC monitor were presented in chapter 3. This
started by analysing the coupling circuit between the beam magnetic field pickup in-
ductor and the SQUID input in the DC regime. To measure the average beam current
throughout the entire AD cycle the magnetic field is transferred to the SQUID using
a flux transformer which by the fact of being a superconducting loop is able to couple
DC fields. It is shown that using a high-permeability ferromagnetic core increases the
coupling sensitivity, although it also introduces thermal noise to the circuit. This is
followed by a discussion of the behaviour of ferromagnetic materials at cryogenic tem-
peratures, and how can the induced noise be theoretical estimated from the complex
permeability. The performed measurements of the complex permeability of two sample
materials at cryogenic temperatures are presented, putting in evidence the superior prop-
erties of nano-crystalline materials at these temperatures. The beam current sensitivity
and resolution were then computed for different coupling circuits, with and without a
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ferromagnetic core, and with and without an intermediate inductance matching trans-
former. Using a ferromagnetic core and a matching transformer increases the sensitivity
by several orders of magnitude, but the gains in current resolution are not so signifi-
cant. However, in the current project both were used and a theoretical sensitivity of
Ib = 10.7 µA and resolution of σ(Ib) = 0.15 nA were estimated, when taking into account
only the SQUID and core noise.
Next the analysis of the dynamic behaviour of the CCC when measuring the AD
beam was presented in chapter 3. The mechanism of the flux jumps of the SQUID/FLL
readout is described as well as its impact on the current measurements. An estima-
tion of the maximum input signal slew rate and stability limits was performed using a
simple theoretical model and a simulation model that used the measured SQUID V-Φ
characteristic. If the AD injection signal was entirely coupled to the SQUID the mag-
netic flux slew rate would be 3 orders of magnitude above the stability limit. Hence, a
modification of the coupling circuit was performed in order to low-pass filter the input
signal before it reaches the SQUID, and hence reduce the flux slew rate. Two filter
configurations were considered, one with a RC-parallel and another with an RC-series
shunt in the coupling circuit. The design was done taking into account: the amount
of filtering provided; noise introduced by the resistor; and the limited availability of
component values suitable to work at cryogenic temperatures. The selected option was
the RC-parallel which presented the best attenuation, and despite adding more noise to
the measurement, σ(Ib) = 0.92 nA, this was still under the resolution requirement. The
performed dynamic simulations with this configuration resulted in a stable system as
long as the FLL feedback loop bandwidth was set to ≈ 10 MHz, which is a reasonable
value for the present day FLL direct read-out electronics. The expected noise level in
the SQUID should also not be a problem to attain this bandwidth. Chapter 3 concludes
with the description of the acquisition and control system that was installed in the AD
to automatise all the data taking during the AD cycles. This system also controlled the
SQUID electronics, as well as the calibration current source, which was used to perform
a quick calibration before each measured cycle. This acquisition system was essential to
make this CCC an operations ready device, and to allow the consistent data taking of
many cycles required to perform the long-term performance and stability analysis.
The performed theoretical analysis of the CCC performance provided a fairly ac-
curate picture of the observed characteristics and behaviour, and can be used for the
future development of other devices.
Chapter 4 presented the different aspects concerning the installation and integration
of the CCC monitor in the AD and the cryostat design. The aperture of the beam pipe in
the section allocated in the AD ring for the CCC installation was too big to fit a cryostat
housing the FAIR CCC shield. However, due to modifications of the machine optics that
have occurred over the years, it was possible to reduce the diameter of the beam pipe
to 100 mm as was verified by looking into the machine optics functions. An estimation
of the stray magnetic fields expected in this section was performed, by simulating the
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fields induced by the closest accelerator magnets. These were estimated to be smaller
than the Earth’s magnetic field. Real measurements performed afterwards revealed that
these were higher, but still in order of magnitude of the Earth’s magnetic field. Hence,
CCC performance should not be strongly affected my magnetic perturbations during
the AD cycle.
The CCC monitor with complete acquisition was installed in the AD. This has been
able to consistently provide a beam current measurement with resolutions 2.5 nA. This
performance was possible even with the cryocooler reliquefier running and supplying
liquid-helium to the cryostat, what was only possible due to the careful design of the
cryostat to suppress most mechanical vibrations. Also when vacuum pumps attached to
the cryostat were running it was possible measure the beam with a current resolution of
5 nA. However, a flux jump was always occurring at the beam injection. Tests performed
to identify the source of the flux jump observed at the injection were for the moment
inconclusive. To compensate for this jump, the baseline offset is acquired at the end of
the cycle, after beam extraction, allowing for providing the absolute measurement after
each was terminated cycle.
Statistical analysis of the monitor performance reveals that the drift of the baseline
is the dominant factor limiting the overall absolute accuracy. And future studies should
be conducted to reduce the observed drifts. Also tests performed to identify the source
of the flux jump observed at the injection were inconclusive. Nevertheless, these seem
to indicate that the combination of the high SR transient induced by the beam injec-
tion current, together with perturbations from other sources, possibly from the bunch
rotation RF-cavities, may be the culprit.
This is the first fully operational CCC system able to continuously measure both
bunched and coasting beams in a synchrotron accelerator. The performed measure-
ments demonstrated that the CCC can be an invaluable tool for reducing the beam
commissioning time, reducing the accelerator troubleshooting times, and for increasing
machine efficiency. During the current year, the measurements provided by this device
have been routinely used by the AD operations team. Another particular improvement
is the possibility of absolute calibration of the experiments receiving the particle beam
using data from the CCC, as well as cross-calibration of other intensity monitors for
which no simple calibration method is available.
Appendix A
Matlab simulation models
The following Matlab/Simulink simulation was used to solve the dynamic equations
of the RCSJ-model of the Josephson equation and obtain the voltage curves shown in
Figure 2.10.
Figure A.1: Matlab/Simulink model used to solve the dynamics of the RCSJ dynamic
model of the Josephson junction.
The following Matlab/Simulink model was used in the simulations of the dynamics
of the SQUID/FLL system shown in Section 3.3. The SQUID block implements the
measured V-Φ curve shown in Figure 3.5.
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Appendix B
Second order linear systems
A linear time-invariant second order system can be represented by the following transfer
function in the Laplace domain, where s is a complex frequency variable.
T (s) =
ω2n
s2 + 2ξωns+ ω2n
. (B.1)
The parameter ξ is the damping factor and ωn is the natural frequency. The roots of
the denominator are the poles, and their location in the complex plan determines the
behaviour of the system. A second-order system has two poles and they are located at
p1,2 = −ωn
(
ξ ±
√
ξ2 − 1
)
. (B.2)
Three different types of behaviour are possible depending on the value of the ξ:
• Overdamped circuit (ξ > 1): The two poles are real and there is not resonance or
oscillation in the frequency and time-domain;
• Critically damped (ξ = 1): The poles are real and equal;
• Underdamped circuit (ξ < 1): The poles are complex and system shows a reso-
nance and damped oscillations with frequency ωd;
The oscillation frequency in the underdamped case is given by,
In the underdamped case the expression of the time-response to an step input at t0
is given by
y(t) =
[
1− exp(−ξωnt)√
q − ξ2 sin
(√
q − ξ2ωnt+ θ
)]
h(t). (B.3)
which exhibits a decaying oscillation at frequency ωd
ωd = ωn
√
1− ξ2. (B.4)
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In the overdamped case, where the poles are real, the step response is given by
y(t) = k
(
1− p2 e
− p1
2pi
(t−t0) − p1 e−
p2
2pi
(t−t0)
p2 − p1
)
. (B.5)
Figure B.1 shows the time response to a step input for different values of the damping
factor ξ. Figure B.2 shows the magnitude and phase of the frequency response for
Figure B.1: Time response of a second-order linear system for different values of the
damping factor.
different values of ξ
Figure B.2: Frequency response of a second-order system for different values of the
damping factor.
Appendix C
Drawings
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Appendix D
Calibration curve and error
determination
The following procedure was used in the current calibration and position dependency
estimations. A periodic wave function, such as a sine or square wave, was generated
by the precision current source and used as input current with a known amplitude and
frequency, Iknown. The output of the CCC to this input signal was measured for a
few periods, and a non-linear interactive least-squares fitting method was used to fit
measured signal with the same shape as the one used at the input. The amplitude for
this fitted curve was used as the measured current output. No error in the input currents
Iknown were considered.
In the case of a sinusoidal input, shown in Figure D.1, the measured output was fit
to
yfit(t) = V obs sin(ωt+ θ0) + k, (D.1)
where ω is known from the input signal, and V obs, k and θ0 are free parameters to be
fitted. From this fit the value of the measured amplitude V obs was obtained and used
in the second fit to estimate the calibration curve.
The error considered in the measurement for each current value σ(V obs) was not
the error resulting directly from the covariance matrix of the fit, which is normalised
by the number of points of the signal acquisition in each curve. Instead, the standard
deviation of the measured curves subtracted from the fitted curves, shown in Figure D.1,
was used. In the shown example the estimated error was σ(Vsquid) = 2.7 mV while the
fit error would have been σ(Vsquid) = 86 µV. This underestimates the error of the
measurements to be performed with the CCC since the desired measurement period is
much shorter than the length of the current signals used for purpose of calibration.
The measured voltage was converted to an observed flux Φobs by using the SQUID/FLL
gain Gfll, given in Equation 2.53. This was done without considering any error for this
parameter. After obtaining the various pair of values Φobs and Iknown
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Figure D.1: Measurement and fit of calibration current signal.
The coupling sensitivity parameters could be obtained by fitting the following linear
function [140].
Iobs = (SIb)
−1Φobs + Ioffset (D.2)
For this a linear least-squares method that took into account the error of the observed
values was used. This was done by weighing each point by the observed error in the
function to minimise by the fit,
∑
i
(
Iknowni − Iobsi
σobsi
)2
. (D.3)
Appendix E
Measured AD cycles
Next Figures show examples of measured AD cycles where the beam was lost in the
machine before the complete deceleration could proceed. This are examples of situations
where the intensity measurement obtained with the CCC provides valuable information
to the operations team.
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Figure E.1: Cycle where the beam is lost at the beginning of the first deceleration
ramp.
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Figure E.2: Cycle where the beam is lost during first plateau.
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Figure E.3: Cycle where the beam becomes unstable during the last deceleration
ramp.
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Figure E.5: Cycle where the beam is lost during the first stochastic cooling plateau.
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