ABSTRACT Accelerated degradation test (ADT) has become the main method to assess system reliability. In ADT, Bayesian D-optimality criterion is an effective objective function to deal with the model parameter uncertainty in designing an ADT plan. Current optimal ADT designs based on Bayesian D-optimality usually assume a single degradation model. However, this assumption sometimes may not be robust enough because the degradation trajectories of the target systems are usually unknown. Thus, besides the model parameter uncertainty, the degradation model uncertainty is also a question worth considering during designing an optimal ADT plan. 
I. INTRODUCTION
The complex-huge systems are playing significant roles in the manufacture, aerospace engineering, military, and transportation. Because a single failure can lead to catastrophic consequences with profound impacts and potential safety hazards [1] , these systems often possess high standard of reliability. The high reliability of these systems makes it difficult to observe the failure of them under the normally used conditions, even if the actual operating environments are severe and rigorous. Therefore, acceleration test is an effective way to save the time and money in reliability evaluation for highly reliable systems. It usually includes accelerated life test (ALT) and accelerated degradation test (ADT) [2] , [3] . The ALT needs to observe the system failure under the accelerated stress levels, but the ADT only needs to obtain some degradation data. This means that the ADT could reduce test time consumption. Under the constraints of sample quantities and deadline for experiments, the ADT usually could obtain a more accurate assessment during the acceptable time span.
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Bayesian ADT design is an effective way to accomplish optimal ADT planning [4] - [7] . It treats the degradation model parameters as random variables, and assigns prior distributions to these model parameters based on the expert's knowledge. Therefore, the obtained test plan is a global optimal design, compared with the local optimal solution in traditional optimal ADT design, which is based on specified model parameter values [8] - [11] .
There are several kinds of objective functions adopted by Bayesian ADT design such as Bayesian alphabetic optimality, quadratic loss function, and relative entropy. In these objective functions, Bayesian D-optimality criterion, first introduced by Fedorov [12] , is the most robust one. This criterion maximizes the determinant of Fisher information matrix and contains important information about model parameter's estimation. Since its introduction, Bayesian D-optimality has become the focus of optimal ADT design. Ge and Li et al. [13] presented a detailed illustration about the D-optimality criterion, and obtained the optimal values of sample size, stress levels, total test duration, and testing time at each stress level. Guan and Tang [14] developed an optimal constant-stress ADT design under the assumption that the degradation characteristic followed a Gamma process. They adopted the D-optimality and V-optimality as the objective functions, and used the general equivalence theorem (GET) to verify that the obtained ADT plan was globally optimal. Atwood [15] further discussed the sequences converging to D-optimal designs.
Current optimal ADT designs based on Bayesian D-optimality usually assume a single degradation model. However, this single degradation model sometimes may be unfaithful, because the degradation trends of the target system are usually unknown. Thus, besides the model parameter uncertainty, the model uncertainty is also a question worth considering [16] , when designing the ADT plan. In order to deal with the uncertainties for degradation model and model parameter in optimal ADT design, this paper proposes a modified Bayesian D-optimality criterion which integrates the advantages of Bayesian model averaging to Bayesian D-optimality by modifying expected utility of objective function.
The rest of the paper is organized as follows. Section 2 introduces some candidate stochastic models. Based on the Bayesian model averaging method, the Bayesian D-optimality is modified with model uncertainty in Section 3. Section 4 gives numerical analysis. A short conclusion with an emphasis on future research challenges is given in Section 5.
II. DEGRADATION MODEL AND ACCELERATION MODEL
The degradation trajectory of the target system is depended on degradation mechanism. Here, we first provide some stochastic models and acceleration models to explain common degradation mechanism and acceleration mechanism.
A. CANDIDATE STOCHASTIC MODELS
Because both Gamma process and Inverse Gaussian (IG) process are the limiting process of compound Poisson processes, they possess monotonic paths. Therefore, in optimal ADT design, Gamma process and IG Process are commonly used to describe the monotonic degradation of wear and cumulative damage [17] , [18] . Because of the similarity of them, this section first introduces these two stochastic processes as the candidate degradation models to describe the model uncertainty in ADT design. In order to unify the statistical characteristics of these stochastic processes, we assume that the mean and variance functions of the above stochastic processes could be expressed as:
where µ > 0, σ 2 > 0, and (t) is a nonnegative increasing function which denotes the scaled time.
1) THE GAMMA PROCESS
For a specific Gamma process with mean value µ (t) and variance σ 2 (t), the degradation value Y (t) should follow the distribution:
The probability distribution function (PDF) of the degradation value Y (t), for any fixed t > 0, is expressed as:
Thus, the independent increment Y = Y (t + t) − Y (t) follows the Gamma distribution as:
2) THE IG PROCESS For a specific IG process, whose mean value and variance are µ (t) and σ 2 (t), respectively, the distribution of degradation value Y (t) is formulated as:
The PDF of the degradation value Y (t), for any fixed t > 0, can be written as:
The distribution of independent increment Y = Y (t + t)− Y (t) could be expressed as:
Based on the above introduced stochastic processes, we define a unified stochastic process Y (t) = USP(α(t), β(t)), which could be adopted to express each of the candidate models. What's more, because the mean and variance of this unified stochastic process are functions of α(t) and β(t), Equation (1) implies that α(t) and β(t) can be expressed in the terms of µ, σ 2 , and (t), when Y (t) = USP(α(t), β(t)) denotes different stochastic processes. TABLE 1 illustrates the relationships between them.
B. ACCELERATION MODELS
Arrhenius model, power model and exponential model are commonly used acceleration models in ADT. These acceleration functions describe the relationship between the stress variable and the selected characteristic parameter of the degradation model [19] . In order to simplify the method, we assume that the variance of USP(α(t), β(t)) is not accelerated by the stress variables but its mean is accelerated. Thus, in (1), σ 2 is constant, (t) is only the function of t, and µ is selected as the accelerated characteristic parameter.
Let µ(s) denote the acceleration function regarding the stress s, it could be expressed as:
where s i ∈ [0, 1] is the standardized stress value, which could be calculated through [20] , [21] :
where s P M and s P 0 denote the highest and the normal used stress levels, respectively.
C. EXPERIMENT SCENARIO
Because constant stress ADT is the most basic and reliable test scenario, this paper adopts it to illustrate the effectiveness of the modified Bayesian D-optimality. Assuming that number of stress levels is I , test samples under the i − th stress level is ni and measurements for unit j under the i − th stress level is m ij , thus i = 1, 2, . . . , I , j = 1, 2, . . . , n i and k = 1, 2, . . . , m ij . At time t ijk , the k − th degradation value of unit j under the i − th stress level is Y (t ijk ). What's more, considering that the shapes of different trajectories, i.e., linear, convex and concave [7] , it is appropriate to assume (t) = t γ (γ > 0). Then, we could use these four parameters: φ 0 , φ 1 , σ 2 , and γ , to express the unified degradation model and acceleration model. For the sake of simplicity, we assume that the four parameters are independent of each other and let = [φ 0 , φ 1 , σ 2 , γ ] denote the parameter vector.
Let
is the corresponding increment of the age function. The likelihood function of independent degradation increments could be written as:
where f USP (y ijk |α ijk , β ijk ) is the PDF of Gamma distribution in (4) or the PDF of IG distribution in (7) for different degradation models, α ijk and β ijk are the corresponding model distribution parameters.
III. MODIFIED BAYESIAN D-OPTIMALITY CRITERION
Traditional optimal ADT design is usually based on a single degradation model with specified parameter values. However, both the parameter uncertainty and degradation model uncertainty could result in a sub-optimal ADT plan. In current ADT design, the Bayesian D-optimality criterion has been widely adopted to process the parameter uncertainty. It is also noted that, Bayesian model averaging could provide a method to deal with the indefinite actual degradation model [22] - [25] , by integrating the model prior knowledge and the likelihood function of the obtained data. Thus, in order to deal with the uncertainties for degradation model and model parameter simultaneously, this paper proposes a modified Bayesian D-optimality criterion which integrates the advantages of Bayesian D-optimality and Bayesian model averaging.
A. BAYESIAN MODEL AVERAING
Because the optimal ADT design is a process of optimizing an objective function with respect to some bound variables, the expected utility of Bayesian model averaging should be the objective function of ADT plan, when adopting Bayesian model averaging to process the model uncertainty in optimal ADT design. We denote the candidate Gamma process and IG process by M 1 and M 2 , respectively. Then, let ∇ denote the objective function of ADT plan, for example the determinant of the Fisher information matrix. Then, considering Bayesian model averaging with the given data y, the posterior distribution of the objective function can be expressed as:
where P post (M c |y) is the posterior probability of model M c , and P post (∇|M c , y) is the posterior distribution of the objective function under model M c . In the above equation, P post (M c |y) is the weight of the model average, and could be calculated through:
where P(y|M c ) and P(M c ) are the integrated likelihood and priori distribution of model M c , respectively. We denote the parameter vector of model M c by c (= [σ 2 c , φ 0c , φ 1c , γ c ]) and parameter prior density by P( c |M c ). Thus, the integrated likelihood P(y|M c ) could be expressed as:
where L(y| c , M c ) denote the likelihood function of model M c . Let vector y denote the independent degradation increments of the defined degradation model VOLUME 7, 2019
Y (t) = USP(α(t), β(t)). Then, based on the PDF in (3) and (6), the likelihood functions L(y| 1 , M 1 ) and L(y| 2 , M 2 ) could be written as (16) and (17), as shown at the top of this page.
B. BAYESIAN D-OPTIMALITY CRITERION
Bayesian objective functions, such as relative entropy, quadratic loss function and D-optimality [26] , are usually adopted in optimal ADT plan to deal with model parameter uncertainty. Li et al. [5] have demonstrated that the Bayesian D-optimality is the most robust one among them. Thus, our paper focuses on modifying Bayesian D-optimality when handling optimal ADT design with model parameter uncertainty and model uncertainty simultaneously. Bayesian D-optimality criterion maximizes the determinant of the Fisher information matrix in optimal ADT design. We define that the plan space contains R choices of test plans η r , r = 1, 2, . . . , R, and denote the Fisher information matrix as I (η, ). The element of I (η, ) should be written as:
where θ i and θ j denotes the elements of parameter vector . Then the Bayesian D-optimality could be expressed as:
For the defined degradation model Y (t) = USP(α(t), β(t)), the Bayesian information matrix I (η, ) could be expressed as (20) and (23), as shown at the top of this page.
C. MODIFIED BAYESIAN D-OPTIMALITY CRITERION
The determinant of the Fisher information matrix is adopted as the expected objective utility of the ADT. Therefore, the modified Bayesian D-optimality is to maximize the determinant of the Fisher information matrix with model uncertainty, which could be expressed as:
where (η, c ) is the determinant of the Fisher information matrix for model M c , which could be expressed as:
where I (η, θ c ) is the Fisher information matrix for model M c , and could be written as:
Then, based on (17) and (16), the Fisher information matrix for model M c could be acquired. The expressions for elements in I (η, 1 ) and I (η, 2 ) are given in Appendix.
IV. SIMULATION ALGORITHM AND CASE STUDY A. SIMULATION ALGOTITHM
Because of the complexities of (15) and (23), this paper will implement a large-sample approximation to numerically calculate the objective function in (21) . Detailed steps are given as follows:
• Step 1: Define a plan space P η that contains R choices of test plans η, under the constraints of stress levels, test samples and measurement times.
• ) = 100, 000).
• Step 3: Based on the simulated rp c , generate the increment of degradation data y rpq c based on the distribution in (4) and (7) for Q times, q = 1, 2, . . . , Q (Q = 100, 000).
• Step 4: According to the Appendix A, calculate the elements of (23), as shown at the top of this page, based on log(det(I rpq (η r , rp ))). (24)
• Step 6: From (14), (15) , and P(M c ), the model posterior probability is proportional to the integrated likelihood P(y|M c ), which could be approximated as:
Due to P(M c |y) ∝ P(M c )P(y|M c ), we first have
Then, the model posterior probability could be given as:
• Step 7: Calculate the value of the proposed objective function (21) based on (η r , c ) in step 5 and P(M c |y) in Step 6, and select the optimal test plan η * that maximizes the modified Bayesian D-optimality.
B. CASE STUDY
Because the goal of the proposed optimization criterion is to deal with the uncertainties of degradation model and model parameter simultaneously, the robustness of the modified Bayesian D-optimality criterion is our interest. Considering that the parameter uncertainty could be handled by Bayesian D-optimality criterion well in [5] , here we mainly focus on the processing of degradation model uncertainty.
1) PLAN SPACE AND OPTIMAL ADT PLAN
Stress relaxation ADT design for electrical connectors is adopted to illustrate the influence of model uncertainty. For the stress relaxation degradation paths are monotonic, both Gamma process and IG process could be used to model them. The similarities between them cause the consideration of model uncertainty when designing the optimal ADT plan. In keeping with [27] • C, and s P 3 = 100 • C. What's more, because temperature is the accelerated stress variable, Arrhenius model should be adopted as the acceleration model. Thus, the standardized stress value, s i , is calculated through Equation (9), i.e.
. In general, the major constraint for ADT is the experiment budget [28] . Thus, the total test sample number N and total test measurement times M are restricted by each other for the reason that the sample cost and equipment operation cost are the major consumption of budget. What's more, the time of test duration is closely related to the measurement interval and times. Therefore, based on appropriate intervals for different stress levels, there should be N · C s + M · C m ≤ C total , where C total is the total budget, C s and C m are the cost of one sample and one inspection, respectively. Without loss of generality, we further set that the measurement time m ij for different test sample is equal to each other. Under the assumption that C s approximately equals to 10 · C m , allocations for sample size and inspection times could be given as TABLE 2. , s 2 , s 3 ), (n 1 , n 2 , n 3 ) , m ij ]. The number of choices for temperature, inspection times and sample allocation are 6, 3 and 7, respectively. Therefore, there are R = 6×3×7 = 126 choices in the plan space P η .
We set the priori probabilities of model M 1 and M 2 are P(M 1 ) = 1/2 and P(M 2 ) = 1/2, respectively. 
The priori distributions for
2), and γ ∼ Ga(2, 0.2) based on the parameters estimation in [18] , [29] . Based on the acceleration model and degradation model, it could be obtained that φ 0 and φ 1 effect the stress variable, σ 2 effects the total inspection times for all samples, and γ effects the test duration. Then, based on the modified Bayesian D-optimality in (21), we could obtain that the most optimal test plan is η * = [(0.56, 0.93, 1), (3, 1, 5), 20], under the above assumptions.
2) SENSITIVITY ANALYSIS FOR MODEL UNCERTAINTY
In practice, it can be difficult to specify prior probabilities to candidate models. Hence, sensitivity analysis should be carried out to study the robustness to different model prior probabilities. TABLE 3 shows the optimal ADT plans under a specific prior probabilities and the corresponding (η) under other prior probabilities. The optimal ADT plans for different prior probabilities are calculated under the parameter distributions:
In TABLE 3 , when model prior probabilities P Ga = 1, P IG = 0 or P Ga = 0, P IG = 1, it means that we do not consider the model uncertainty, and the original Bayesian D-optimality is adopted as the objective function under this condition. Here, η * Ga ,IG denotes the optimal ADT plan under the prior probabilities P Ga = Ga , P IG = IG , and Ga * ,IG * (η) denotes the objective function value of test plan η under the assumption that P Ga * = Ga * , P IG * = IG * . The results show that the objective function of optimal test plan η * Ga ,IG is maximal for a specific priori proportion, and for a given optimal plan η * Ga ,IG , the value of objective function Ga * ,IG * (η * Ga ,IG ) is larger, when the adopted priori proportion P Ga * = Ga * , P IG * = IG * is more closer to the corresponding actual proportions P Ga = Ga , P IG = IG of this optimal plan. From the results in Table 3 , we could obtain some conclusions as follows:
(a) Inspection times of each optimal ADT plan equal to 180(= 20 × 9). This means that more inspection times could provide more degradation information. Therefore, researchers should pay attention to increasing the total inspection times when allocating the experiment resources in ADT planning.
(b) When there exists a known degradation model for the target system, there is no need to consider the model uncertainty in optimal ADT design. However, if an inaccurate degradation model is adopted, the acquired ADT plan will be greatly different from the real optimal plan. For example, when the actual degradation trajectory follows a Gamma process, the optimal test plan is η * 1,0 = [(0.33, 0.93, 1), (3, 1, 5) , 20] and the objective function 1,0 (η * 1,0 ) = 25.827 under the priori information P Ga = 1, P IG = 0, however, when a IG process is adopted in the ADT design, the optimal test plan becomes η * 0,1 = [(0.56, 0.93, 1), (1, 3, 5) , 20] .
(c) The prior probabilities P Ga = 1/2 and P IG = 1/2 has a minimal mean absolute difference of corresponding objective function Ga * ,IG * (η) under different priori proportions. It means that this allocation scheme is the most robust one, when the actual degradation model is unknown. However, if the actual degradation model tends to a specific degradation model, a larger prior probability should be allocated to it. For example, when the degradation model tends to be a Gamma process, the prior probabilities allocation P Ga = 2/3 and P IG = 1/3 should be better.
V. CONCLUSION
In order to deal with the uncertainties of degradation model and model parameter simultaneously in ADT design, we proposed a modified Bayesian D-optimality criterion. This new method integrates the advantages of Bayesian model averaging to original Bayesian D-optimality by modifying expected utility of objective function. The modified Bayesian D-optimality criterion outperform the original method in processing degradation model uncertainty. This paper mainly focus on analyzing the model uncertainty and parameter uncertainty in constant stress ADT design. Future work may extend it to optimal ADT design under other stress profiles, such as progressive stress and step-stress.
APPENDIX A
For µ = exp(φ 0 + φ 1 s), the first and second derivatives of µ i respect to φ 0 and φ 1 could be written as:
Because (t) = t γ and the increment of the age function
, we could obtain that:
GAMMA PROCESS
Let ψ 1 (·) denote the trigamma function:
Let ψ(·) denote the digamma function. Then, for Gamma process,
The elements of I (η, 1 ) could be given as: In order to improve the readability, a list of symbols used in paper is given as follows:
Nonnegative increasing function Ga(α, β) Gamma distribution with shape α and scale β IG(α, β)
Inverse Gaussian distribution with mean α and shape β USP(α, β)
Unified distribution for Gamma and IG with α and β f USP (·) PDF of distribution USP(·) µ(s)
Parameter µ regarding the stress s I Number of accelerated stress levels n i , i = 1, 2, . . . , I
Number of test samples allocated to the i − th stress level m ij , j = 1, 2, . . . , n i Number of measurements for unit j under the i − th stress level Y (t ijk )
The k − th degradation value of unit j under the i − th stress level I (·)
Fisher information matrix Parameter vector for σ 2 , φ 0 , φ 1 and γ ψ(·) Digamma function ψ 1 (·)
Trigamma function
