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Abstract
The sparse structure of the solution for an inverse problem can be modelled using different sparsity enforcing pri-
ors when the Bayesian approach is considered. Analytical expression for the unknowns of the model can be obtained
by building hierarchical models based on sparsity enforcing distributions expressed via conjugate priors. We consider
heavy tailed distributions with this property: the Student-t distribution, which is expressed as a Normal scale mixture,
with the mixing distribution the Inverse Gamma distribution, the Laplace distribution, which can also be expressed
as a Normal scale mixture, with the mixing distribution the Exponential distribution or can be expressed as a Normal
inverse scale mixture, with the mixing distribution the Inverse Gamma distribution, the Hyperbolic distribution, the
Variance-Gamma distribution, the Normal-Inverse Gaussian distribution, all three expressed via conjugate distribu-
tions using the Generalized Hyperbolic distribution. For all distributions iterative algorithms are derived based on
hierarchical models that account for the uncertainties of the forward model. For estimation, Maximum A Posterior
(MAP) and Posterior Mean (PM) via variational Bayesian approximation (VBA) are used. The performances of re-
sulting algorithm are compared in applications in 3D computed tomography (3D-CT) and chronobiology. Finally, a
theoretical study is developed for comparison between sparsity enforcing algorithms obtained via the Bayesian ap-
proach and the sparsity enforcing algorithms issued from regularization techniques, like LASSO and some others.
Keywords: inverse problems, sparsity enforcing priors, conjugate priors, Student-t prior model (StPM), Laplace prior
model (LPM), uncertainties model, estimation, variational Bayesian approximation (VBA) 3D computed tomography,
chronobiology
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1 Introduction
In many applications, the prior information concerning the unknown(s) of the model, namely the classical linear
forward model, Equation (1)
g =Hf + ǫ (1)
used in inverse problems, can be translated as the sparse structure of the unknown(s) i.e. the f in Equation (1). In
particular, the linear forward model expressed in Equation (1) corresponds to many application such as signal de-
convolution, image restoration, Computed Tomography (CT) image reconstruction, Fourier Synthesis (FS) inversion,
microwave imaging [NMD94] and [FDMD07], ultrasound echography, seismic imaging, radio astronomy [KTB04]
fluorescence imaging, inverse scattering [CMD97], [FDMD05], [AMD10] and [?], Eddy current non destructive test-
ing [NMD96] or SAR imaging [AKZ06]. In all these examples the common inverse problem is to estimate f from
the observations of g. In general, the inverse problems are ill-posed [Had01], since the conditioning number of the
matrix H is very high. This means that, in practice, the data g alone is not sufficient to define an unique and satis-
factory solution. The interpretation of the linear forward model, Equation (1) is presented in Figure (1). When the
Observed data:
a signal, an image,
❄
Unknown
❄
g =Hf + ǫ
Transformation matrix:
Radon, Fourier, ...
✻ Model uncertainties&
measurements errors &
noise
✻
Figure 1: Interpretation of the forward linear model, Equation (1)
Bayesian approach is considered, one way to build hierarchical models that are favouring a sparse solution is to con-
sider distributions that are known to enforce sparsity for the prior. Such an approach gives the possibility to estimate
the hyperparameters of the hierarchical model, i.e. the associated variances for f and ǫ. A typical hierarchical model
associated to the forward model Equation (1) is presented in Figure (2). However, Figure (2) presents an hierarchical
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ψθǫ ✲✒✑
✓✏
θǫ ✲✒✑
✓✏
ǫ ✲✒✑
✓✏
g
g =Hf + ǫ ✒✑
✓✏
f
❄
H
ψθf ✲✒✑
✓✏
θf
❄
Figure 2: From linear forward model, Equation (1) to the Hierarchical Model: Direct sparsity, i.e. f is sparse
model for direct sparsity, i.e. an hierarchical model that asumes the sparse structure of f . In many applications, f
is not sparse but can be expressed via a transformationD on a sparse structure z. Evidently, when considering the
transformation on the sparse structure, the uncertainties and modelling errors have to accounted, Equation (2):
f =Dz + ξ (2)
In this cases, a more general general Hierarchical model is presented in Figure (3). When referring to the strategy
ψθǫ ✲✒✑
✓✏
θǫ ✲✒✑
✓✏
ǫ ✲✒✑
✓✏
g
✒✑
✓✏
f
❄
H
D
✒✑
✓✏
z✛
✒✑
✓✏
θz
❄
ψθz✛
{
g = Hf + ǫ
f = Dz + ξ
ψθξ ✲✒✑
✓✏
θξ ✲✒✑
✓✏
ξ
❅
❅
❅❘
Figure 3: From linear forward model, Equation (1) to the Hierarchical Model: Sparsity via a transformation, i.e. Df
is sparse
used in the Bayesian approach for searching sparse solution in the inverse problem context, we have used the word
favouring. It is important to mention that generally, the linear forward model, Equation (1), may have an infinite
number of solutions. Using a sparsity enforcing prior to model f results in algorithms selecting sparse solutions, but
this is possible only when the linear forward model, Equation (1) is allowing such solutions. Therefore, for those type
of algorithms there is no guarantee for the sparse structure of the solution.
In this work we present three classes of sparsity enforcing priors and show how a hierarchical model can be build
using these kind of priors. We discuss then the mechanism of sparsity enforcing and present the advantages of iterative
algorithms using sparsity enforcing priors that can be expressed via conjugate priors. e place this work in the context
of such heavy tailed distributions that in particular can be expressed via conjugate priors.
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2 Sparsity enforcing priors via conjugate priors
This section presents some sparsity enforcing priors, namely heavy tailed distributions that can be expressed via con-
jugate priors. First, a brief presentation of the Bayesian approach in inverse problems, Subsection (2.1). The sparsity
mechanism and its key factors that are to be considered when selecting a good sparsity enforcing prior is presented in
Subsection (2.2). It is shown that not only the heavy-tailed form of the distribution is of great interest for enforcing
sparsity but also the associated variance vector of the sparse structure plays a crucial role, for which we aim a specific
behaviour: small variances associated with the zero or close to zero values and important variances for the other val-
ues. Subsection (2.3) presents the Student-t distribution, expressed via a Normal variance mixture, using as the mixing
distribution the Inverse Gamma distribution. In particular, it is shown that via those two conjugate priors a two param-
eters version of the Student-t distribution is obtained when no condition is imposed for the scale and shape parameters
of the Inverse Gamma distribution, for which the corresponding variance can be decreased to any positive value, which
is a crucial fact in the sparsity mechanism. The same Normal variance mixture is obtained if the Student-t distribution
is viewed as a generalized Hyperbolic distribution. In Subsection (2.5) the Laplace distribution is expressed via two
conjugate distributions as a Normal variance mixture where the mixing distribution is the Exponential distribution.
The same Normal variance mixture is obtained if the Laplace distribution is viewed as a generalized Hyperbolic distri-
bution. Another way to express the Laplace distribution using conjugate distributions is via a Normal inverse-variance
mixture where the mixing distribution is the Inverse Gamma distribution. In Subsection (2.6) the Variance-Gamma
distribution is expressed via two conjugate distributions as a Normal mean-variance mixture where the mixing distri-
bution is the Inverse Gamma distribution. The expression is obtained using the generalized Hyperbolic distribution.
In Subsection (2.7) the Normal-Inverse Gaussian distribution is expressed via two conjugate distributions as a Normal
mean-variance mixture where the mixing distribution is the Inverse Gaussian distribution.
2.1 General Perspective: from the forward model to inversion via a Bayesian approach
The strategy adopted for doing the inversion in Equation (1) (or an equivalent one) is to build an hierarchical model,
accounting for the available prior informations (i.e. accounting for the sparsity when the prior information concerning
f is its sparse structure) and also accounting for the particularities of the errors and uncertainties of the model, mod-
elled via ǫ based on a Bayesian approach. Considering the linear forward model, Equation (1), the Bayesian inference
is based on the fundamental relation given by the Bayes rule:
p(f |g, θǫ, θf ) = p(g|f , θǫ) p(f |θf )
p(g|θǫ, θf ) , θ = (θǫ, θf ) (3)
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where θ represents the hyperparameters appearing in the hierarchical model (namely the variances vf and vǫ associ-
ated with the unknowns of the linear forward model, f and ǫ. The Bayes rule can be interpreted as a proportionality
relation between the posterior law and the product of the prior law (the prior information, sparsity in our case) and the
likelihood:
p(f |g, θǫ, θf ) ∝ p(g|f , θǫ) p(f |θf ) (4)
Generally, the likelihood is obtained via the linear forward model, Equation (1) and the distribution considered for
modelling the errors and the uncertainties ǫ. More details on this, in Section (3). An extension of Equation (4) is the
general Bayesian Inference, where the hyperparametersθ = (θǫ, θf ) from Equation (4) are considered to be unknown
and are to be estimated, along with the unknowns of the forward model, Equation (1):
p(f , θǫ, θf |g) ∝ p(g|f , θǫ) p(f |θf ) p(θǫ|ψθǫ) p(θf |ψθf ) p(ψθǫ) p(ψθf ) (5)
For the case when the sparsity appears via a transformation, the forward linear model Equation (1) and Equation (2)
are considered (Figure (3)):
p(f , θǫ, θξ, θz|g) ∝ p(g|f , θǫ) p(f |z, θξ) p(z|θz) p(θǫ|ψθǫ) p(θξ|ψθξ) p(θz|ψθz) p(ψθǫ) p(ψθξ) p(ψθz) (5bis)
Evidently, considering the general Bayesian Inference implies assigning distributions for the hyperparameters, i.e.,
assigning p(θ|ψ). The set of distribution assigned for the prior, the likelihood and for the hyperparameters represents
the hierarchical model, Figure (4). The choices of the distributions are done in accordance with the application and
with the available prior informations. In particular, when the prior information is the sparse structure of the unknown
f of the forward model Equation (1) sparsity enforcing priors will be used. From the hierarchical model the posterior
distribution is obtained via Equation (5) fromwhich the unknowns and the hyperparameters can be estimated. Another
representation of an hierarchical model built on the linear forward model, Equation (1) is presented in Figure (4). We
will see that when sparsity enforcing priors that can be expressed via conjugate distributions laws are considered,
analytical expressions can be obtained for the unknowns of the hierarchical model. This is a great advantage and the
fundamental reason for the great interest of such priors.
2.2 Iterative algorithms sparsity mechanism
In those type of approaches, the mechanism of sparsity is based not only on the heavy tailed property of the prior
distribution (or its property to induce sparsity) but also on a particular behaviour of the associated variances. In such
an approach a bivariate prior is set for the unknown of the model that needs to be estimated and for the corresponding
variance. The algorithm that results is an iterative one, updating at every iteration both the unknown of the model and
7
Hierarchical
Model
Likelihood:
p(g|f )
from p(ǫ)
Hyperparam:
p(θ)
Sparsity
Prior: p(f )
Figure 4: Hierarchical Model: probability density functions assigned for the unknowns
the corresponding variance. In order to obtain a sparse solution for the unknowns, the structure of the variance must
be sparse itself. In particular the variances associated with the zero or close to zero points from the unknown of the
model must be small, and the variances associated with the non-zero elements of the sparse unknowns of the model
must be significant. Therefore, the parameters of the distribution modelling the variance (for example the shape and
sparsity enforcing prior
❄
f sparse
✲
✛ vf sparse
✻
distribution modelling variance
Figure 5: Sparsity Mechanism: For direct sparsity applications
scale parameters of the Inverse Gamma distribution appearing in the conjugate prior models for sparsity enforcing
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via Student-t or Laplace) must be chosen such that the variance vector vf is sparse, i.e. the expected value of the
elements vfj is close to zero, E
[
vfj
] ց 0. Furthermore, in a Bayesian approach, we may have a prior knowledge
for the numerical value associated with the variance of the distribution modelling vfj , i.e. Var
[
vfj
]
= w, where
w is the numerical value obtained via prior knowledge. Evidently, depending on the parameters corresponding to
the distribution modelling the variance, the behaviour of the marginal, i.e. the sparsity enforcing prior distribution.
We note that in order to select a prior model that enforces sparsity, those parameters must be chosen such that the
prior distribution expressed via conjugate prior distributions, modelling the unknown of the linear forward model,
Equation (1), is concentrated around zero, i.e. it’s variance is very small, VarPrior [fkj ]ց 0.
2.3 Student-t prior: expressed via conjugate priors: Normal and Inverse Gamma
In the following, the Student-t distribution is discussed. It is a sparsity enforcing prior because of its heavy-tailed form.
It can be expressed via conjugate priors as the marginal of a Normal variance mixture distribution, with the mixing
distribution an Inverse Gamma distribution. The standard form, with one parameter ν representing the degrees of
freedom is obtained when shape and scale parameters corresponding to the Inverse Gamma distribution are considered
equal, α = β = ν2 . When this equality is not imposed, a two parameters Student-t distribution is obtained, which is of
great importance in the context of sparsity enforcing since in this case, the corresponding variance (which generally
needs to be small) can take any positive values. In probability and statistics, Student’s t-distribution (or simply the
t-distribution) is any member of a family of continuous probability distributions that arises when estimating the mean
of a normally distributed population in situations where the sample size is small and population standard deviation is
unknown. It was developed byWilliam Sealy Gosset under the pseudonymStudent. Whereas a normal distribution de-
scribes a full population, t-distributions describe samples drawn from a full population; accordingly, the t-distribution
for each sample size is different, and the larger the sample, the more the distribution resembles a normal distribution.
The t-distribution plays a role in a number of widely used statistical analyses, including Student’s t-test for assessing
the statistical significance of the difference between two sample means, the construction of confidence intervals for the
difference between two population means, and in linear regression analysis. The Student’s t-distribution also arises in
the Bayesian analysis of data from a normal family.
A random variable has a Student-t(x|ν) distribution if its probability density function is:
St− t(x|ν) = Γ
(
ν+1
2
)
√
πνΓ
(
ν
2
) (1 + x2
ν
)(− ν+12 )
, ν ∈ R+, Γ representing the Gamma function; (6)
The comparison between the standard Normal distribution N (x|0, 1) and the standard Student-t distribution St −
t (x|0, 1) is presented in Figure (6).
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-10 -5 5 10
0.1
0.2
0.3
0.4N ( x | 0, 1 )
St-t ( x | 0,1 )
(a) Normal vs. Student-t distribution
-6 -5 -4 -3 -2 -1
0
0.05
0.1
0.15
0.2
0.25N ( x | 0, 1 )
St-t ( x | 0,1 )
(b) Heavy tailed property of the Student distribution
Figure 6: Comparison between the Normal distributionN (x|0, 1) and Student-t distribution St− t (x|0, 1).
2.3.1 Student-t distribution via Normal variance mixture
For the linear model expressed in Equation (1), the Student-t distribution can be used as a prior via the Student-t Prior
Model (StPM), Equation (7), which considers a zero-mean Normal distribution for f j |vfj , with the variance vfj |α, β
modelled as an Inverse Gamma distribution, with the corresponding shape and scale parameters, α and β:
StPM:

p(f j |0, vfj ) = N (f j |0, vfj ) = (2π)−
1
2 v
− 12
fj
exp
{
− fj22vfj
}
p(vfj |α, β) = IG(vfj |α, β) = β
α
Γ(α) v
−α−1
fj
exp
{
− β
vfj
}
,
(7)
The expression of the joint probability distribution f j , vfj |α, β is a bivariate Normal-Inverse Gamma distribution,
Equation (8),
p(f j , vfj |α, β) = N (f j |0, vfj ) IG(vfj |α, β), (8)
and the marginal p(f j |α, β) is, Equation (9):
p(f j |α, β) = (2π)−
1
2
βα
Γ(α)
∫
v
− 12
fj
exp
{
− f j
2
2vfj
}
v−α−1fj exp
{
− β
vfj
}
dvfj . (9)
In Equation (9) an IG distribution can be identified inside the integral,
I =
∫
v
−(α+ 12 )−1
fj
exp
{
−β +
fj
2
2
vfj
}
dvfj =
Γ(α+ 12 )(
β +
fj2
2
)(α+ 12 )
∫
IG
(
vfj |α+
1
2
, β +
f j
2
2
)
dvfj︸ ︷︷ ︸
1
, (10)
so, the marginal from Equation (9) is two-parameters Student-t distribution:
p(f j |α, β) = (2π)−
1
2
βα
Γ(α)
Γ(α+ 12 )(
β +
fj2
2
)(α+ 12 ) = (2πβ)− 12 Γ(α+
1
2 )
Γ(α)
(
1 +
f j
2
2β
)−(α+ 12 )
(11)
If α = β = ν2 , from Equation (11) we can conclude that the marginal is the Student-t distribution, p(f j |α = ν2 , β =
ν
2 ) = St (f j |ν):
p(f j |α = ν
2
, β =
ν
2
) =
Γ
(
ν+1
2
)
√
πνΓ
(
ν
2
) (1 + f j2
ν
)(− ν+12 )
= St (f j |ν) (12)
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Using the Student-t Prior Model (StPM), Equation (7), the Student-t distribution can be used as a sparsity enforcing
prior for the forward linear model, Equation (1). The interest of expressing the prior distribution via prior models
using conjugate priors is the possibility to compute analytical expressions for the unknown estimates.
Section (4) presents the developments of hierarchical models based on Student-t prior distribution for the linear for-
ward models Figure (2) and Figure (3).
2.3.2 Student-t distribution via the Generalized Hyperbolic distribution
In the following, a short introduction of the Generalized Hyperbolic distribution. The interest of this distribution is
its heavy tailed form for different parameters and the fact that it can be expressed via conjugate priors, namely the
Normal distribution and the generalized Inverse Gaussian distribution.
The generalised Hyperbolic distribution (GH), introduced by Ole Barndorff-Nielsen, is a continuous probability distri-
bution defined as the normal variance-meanmixture where the mixing distribution is the generalized Inverse Gaussian
(GIG) distribution. Its probability density function is given in terms of modified Bessel function of the second kind,
Kλ. A random variable has a generalized Hyperbolic GH(x|λ, α, β, δ, µ, γ) distribution if its probability density
function is:
GH(x|λ, α, β, δ, µ) =
(
γ
δ
)λ
√
2πKλ (δγ)
Kλ− 12
(
α
√
δ2 + (x− µ)2
)
(√
δ2 + (x− µ)2/α
) 1
2−λ
exp {β (x− µ)} , λ, α, β, δ, µ ∈ R, γ =
√
α2 − β2;
(13)
For the linear model expressed in Equation (1), the Generalized Hyperbolic Prior Model (GHPM), Equation (14),
considers a Normal distribution for f j |vfj with the mean µ+ βvfj and variance vfj . The variance vfj |γ2, δ2, λ is
modelled as a generalized Inverse Gaussian distribution, with the corresponding parameters γ2, δ2, and λ:
GHPM:

p(f j |µ, vfj , β) = N
(
f j |µ+ βvfj , vfj
)
= (2π)
− 12 v
− 12
fj
exp
{
− 12
(x−µ−βvfj )
2
vfj
}
p(vfj |γ2, δ2, λ) = GIG(vfj |γ2, δ2, λ) = (
γ
δ )
λ
2Kλ(δγ)
vλ−1fj exp
{
− 12
(
γ2vfj + δ
2v−1fj
)}
,
(14)
The expression of the joint probability distribution f j , vfj |µ, β, γ2, δ2, λ is given by Equation (15),
p
(
f j , vfj |µ, β, γ2, δ2, λ
)
= N (f j |µ+ βvfj , vfj) GIG(vfj |γ2, δ2, λ), (15)
so the marginal is, Equation (16):
p(f j |µ, β, γ2, δ2, λ) =
(
γ
δ
)λ
2
√
2πKλ (δγ)
∫
v
λ− 32
fj
exp
{
−1
2
((
f j − µ− βvfj
)2
vfj
+ γ2vfj + δ
2v−1fj
)}
dvfj (16)
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For solving Equation (16) we can identify a GIG inside the integral:
I =exp {β (f j − µ)}
∫
v
(λ− 12 )−1
fj
exp
{
−1
2
([
β2 + γ2
]
vfj +
[
δ2 + (f j − µ)2
]
v−1fj
)}
dvfj
=exp {β (f j − µ)}
2Kλ− 12
√
(β2 + γ2)
(
δ2 + (f j − µ)2
)
(
β2+γ2
δ2+(fj−µ)
2
)λ
2−
1
4
∫
GIG
(
vfj |λ−
1
2
,
[
β2 + γ2
]
,
[
δ2 + (f j − µ)2
])
dvfj︸ ︷︷ ︸
1
(17)
Introducing the notations:
α2 = β2 + γ2 ; q(f j)
2 = δ2 + (f j − µ)2 , (18)
the marginal from Equation (16) can be written as:
p(f j |µ, β, γ2, δ2, λ) =
(
γ
δ
)λ
√
2πKλ (δγ)
Kλ− 12
√
αq(f j)(
q(f j)
α
) 1
2−λ
exp {β (f j − µ)} (19)
Introducing between the parameters the parameter α and excluding the parameter γ, considering as parameters δ
instead of δ2 and reordering the parameters we obtain:
p(f j |λ, α, β, δ, µ) =
(
γ
δ
)λ
√
2πKλ (δγ)
Kλ− 12
√
αq(f j)(
q(fj)
α
) 1
2−λ
exp {β (f j − µ)} , γ =
√
α2 − β2 (20)
The interest of this distribution is that is of a very general form, being the superclass of, among others, the Student-t
(St− t) distribution for the particular set of parameters GH (− ν2 , 0, 0,√ν, µ), the Hyperbolic (H) distribution for the
particular set of parameters GH(x|λ = 1, α, β, δ, µ) - Subsection (2.4.1), the Laplace (L) distribution for the particular
set of parameters GH(x|λ = 1, α = b−1, β = 0, δ ց 0, µ) - Subsection (2.5.3), the variance-gamma (VG) distribution
for the particular set of parameters GH(x|λ, α, β, δ ց 0, µ) - Subsection (2.6.1), the Normal-InverseGaussian (NIG)
distribution GH(x|λ, α = − 12 , β, δ, µ) - Subsection (2.7.1).
In the following we consider the Student-t distribution expressed via the generalized Hyperbolic distribution:
X ∼ GH(x|λ = −ν2 , α ց 0, β = 0, δ =
√
ν, µ) has a Student’s t-distribution with ν degrees of freedom, St −
t (x|µ, ν).
Fixing the asymmetry parameter β = 0, as an immediate consequence γ = α and exp {β (x− µ)} = 1. The particular
case of the probability density function is:
GH(x|λ, α, β = 0, δ, µ) =
(
α
δ
)λ
√
2πKλ (αδ)
Kλ− 12
(
αδ
√
1 + (x−µ)
2
δ2
)
(
δ
√
1 + (x−µ)
2
δ2
/α
) 1
2−λ
. (21)
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Fixing δ2 = ν and considering αց 0, the particular case of the probability density function is:
GH(x|λ, αց 0, β = 0, δ = √ν, µ) = 1√
2π
(
α√
ν
)λ√ν
α
√
1 +
(x− µ)2
ν
λ−
1
2 Kλ− 12
(
α
√
ν
√
1 + (x−µ)
2
ν
)
Kλ (α√ν)
=
1√
2π
(
α√
ν
) 1
2
(
1 +
(x− µ)2
ν
) 1
2 (λ−
1
2 ) Kλ− 12
(
α
√
ν
√
1 + (x−µ)
2
ν
)
Kλ (α√ν) .
(22)
Since we considered α ց 0, for both arguments of the modified Bessel functions of the second kind appearing in
Equation (22) we have α
√
ν
√
1 + (x−µ)
2
ν
ց 0 and α√ν ց 0 so for computing the values of the two modified Bessel
functions of the second kind we can use the asymptotic relations for small arguments:
Kλ (x) ∼ Γ (λ) 2λ−1 x−λ, as xց 0 and λ > 0
Kλ (x) ∼ Γ (−λ) 2−λ−1 xλ, as xց 0 and λ < 0.
(23)
We have:
Kλ− 12
α√ν
√
1 +
(x− µ)2
ν
 = Γ(1
2
− λ
)
2−λ+
1
2−1
(
α
√
ν
)λ− 12 (1 + (x− µ)2
ν
) 1
2 (λ−
1
2 )
Kλ
(
α
√
ν
)
= Γ (−λ) 2−λ−1 (α√ν)λ
(24)
Using Equation (24) in Equation (22), the particular case of the probability density function becomes:
GH(x|λ, α ց 0, β = 0, δ = √ν, µ) = 1√
2π
(
α√
ν
) 1
2 √
2
(
α
√
ν
)− 12 Γ (12 − λ)
Γ (−λ)
(
1 +
(x− µ)2
ν
)λ− 12
(25)
Finally, fixing λ = − ν2 , Equation (25) becomes:
GH(x|λ = −ν
2
, αց 0, β = 0, δ = √ν, µ) = 1√
νπ
Γ
(
ν+1
2
)
Γ
(
ν
2
) (1 + (x− µ)2
ν
)− ν+12
= St− t (x|µ, ν) . (26)
Figure (7a) presents four Student-t probability density functions with different means (µ = 0, blue and red, µ = 1,
yellow and µ = −1, violet) and different degrees of freedom (ν = 1, blue and yellow, ν = 1, 5, red and ν = 0.5,
violet). Figure (7b) presents the Generalized Hyperbolic probability density function for parameters GH(x|λ =
−ν/2, α ց 0, β = 0, δ = √ν, µ) with ν and µ set with the same numerical values as the corresponding ones from
Figure (7a). For α, the numerical values is 0.001. Figure (7c) presents the comparison between the four Student-
t probability density functions and the corresponding Generalized Hyperbolic probability density functions, St − t
vs. GH. In all forth cases the probability density functions are superposed. Figure (7d) presents the comparison
between the logarithm of distributions, − logSt − t vs. − logGH. Figure (8c) presents the comparison between the
standard Student-t probability density function, St− t (x|µ = 0, ν = 1) (reported in Figure (8a)) and the Generalized
13
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Figure 7: Four Student-t probability density functions with different means (µ = 0, blue and red, µ = 1, yellow
and µ = −1, violet) and different degrees of freedom (ν = 1, blue and yellow, ν = 1, 5, red and ν = 0.5, violet),
Figure (7a) and the corresponding Generalized Hyperbolic probability density functions, with parameters set as in
Equation (26), with α = 0.001, Figure (8b). Comparison between the distributions, St − t vs. GH, Figure (8c) and
between the logarithm of the distributions logSt− t vs. logGH, Figure (8d).
Hyperbolic density function for parameters GH(x|λ = − ν2 = 12 , α ց 0, β = 0, δ =
√
ν = 1, µ = 0) (reported
in Figure (8b)), showing that the two probability density functions are almost superposed. Figure (8d) presents the
comparison between the logarithm of the two distributions,− logSt−t vs. − logGH. In this case, the numerical value
for α is 0.01. The behaviour of the Generalized Hyperbolic density function GH(x|λ = −ν/2, α ց 0, β = 0, δ =
√
ν, µ = 0) depending on α is presented in Figure (9a): a comparison between the standard Student-t probability
density function St− t (x|µ = 0, ν = 1) (in blue) and the Generalized Hyperbolic density function GH(x|λ = − ν2 =
− 12 , α ց 0, β = 0, δ =
√
ν = 1, µ = 0) for α = 1 (in red), α = 0.1 (in yellow), α = 0.01 (in violet) and
α = 0.001 (in green) is presented in Figure (9a). The difference between those four Generalized Hyperbolic density
functions and the Student-t density function is presented in Figure (9b). Considering the Generalized Hyperbolic
Prior Model (GHPM), Equation (14), for the structure of the parameters corresponding to the Student-t distribution
λ = −ν2 , α ց 0, β = 0, δ =
√
ν, µ we obtain a Normal variance mixture (since β = 0) with the mixing distribution
the Inverse Gamma distribution (since GIG(vfj |γ2 ց 0, ν, −ν2 ) = IG(vfj | ν2 ν2 )). Indeed, if α ց 0, β = 0 and
14
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Figure 8: The standard Student-t distribution (ν = 1), Figure (8a) and the Generalized Hyperbolic distribution, with
parameters set as in Equation (26), Figure (8b). Comparison between the two distribution, St− t vs. GH, Figure (8c)
and between the logarithm of the distributions− logSt− t vs. − logGH, Figure (8d).
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Figure 9: The behaviour of the Generalized Hyperbolic density function GH(x|λ = −ν/2, α ց 0, β = 0, δ =√
ν, µ = 0) depending on α.
γ =
√
α2 + β2 we obtain γ ց 0. So p(vfj |γ2, δ2, λ) = p(vfj |γ2 ց 0, ν, −ν2 ) = GIG(vfj |γ2 ց 0, ν, −ν2 ).
Since γ2 ց 0, for the modified Bessel function of the second kind appearing in the expression of the generalized
Inverse Gaussian distribution the asymptotic relation for small arguments can be used, Kλ (δγ) ∼ Γ (λ) 2−λ−1 (δγ)λ,
so the generalized Inverse Gaussian can be written as an Inverse Gamma with equal shape and scale parameters
GIG(vfj |γ2 ց 0, ν, −ν2 ) ∼
( ν2 )
ν
2
Γ( ν2 )
v
− ν2−1
fj
exp
{
− ν2v−1fj
}
= IG(vfj | ν2 , ν2 ). We obtain the same conjugate prior
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model for the Student-t distribution, the Normal variance mixture with the mixing distribution an Inverse Gamma
distribution. If the condition δ =
√
ν is not imposed in the Generalized Hyperbolic distribution, the two parameters
Student-t distribution form is obtained.
2.4 Hyperbolic prior: expressed via conjugate priors
The interest is given by the fact that the Hyperbolic distribution is a heavy-tailed distribution and therefore can be
successfully used as a sparsity enforcing prior. The Hyperbolic distribution is a continuous probability distribution,
for the logarithm of the probability density function is a hyperbola, therefore the distribution decreases exponentially,
which is more slowly than the Normal distribution. It is suitable to model phenomena where numerically large values
are more probable than is the case for the Normal distribution. The origin of the distribution is the observation by
Ralph Alger Bagnold, that the logarithm of the histogram of the empirical size distribution of sand deposits tends to
form a hyperbola. The Hyperbolic distribution has the following probability density function:
H (x|α, β, δ, µ) = γ
2αδK1 (δγ) exp
{
−α
√
δ2 + (x− µ)2 + β (x− µ)
}
, γ =
√
α2 − β2 (27)
2.4.1 Hyperbolic prior: via Generalized Hyperbolic distribution
X ∼ GH(x|λ = 1, α, β, δ, µ) has a Hyperbolic distribution,H (x|α, β, δ, µ).
The goal of this section is to derive the Hyperbolic distribution from the Generalized Hyperbolic distribution. For the
particular case of the Generalized Hyperbolic distribution with λ = 1, the probability density function is:
GH(x|λ = 1, α, β, δ, µ) = 1√
2π
γ
δ

√
δ2 + (x− µ)2
α

1
2 K 1
2
(
α
√
δ2 + (x− µ)2
)
K1 (δγ) exp {β (x− µ)} , (28)
For λ = 12 , the modified Bessel function of the second kind Kλ (x) can be stated explicitly with:
K 1
2
(x) = K− 12 (x) =
√
π
2x
exp {−x} , x > 0, (29)
so:
K 1
2
(
α
√
δ2 + (x− µ)2
)
=
 π
2α
√
δ2 + (x− µ)2

1
2
exp
{
−α
√
δ2 + (x− µ)2
}
. (30)
Plugging Equation (30) in Equation (28):
GH(x|λ = 1, α, β, δ, µ) = γ
2αδK1 (δγ) exp
{
−α
√
δ2 + (x− µ)2 + β (x− µ)
}
= H (x|α, β, δ, µ) . (31)
Figure (10a) presents four Hyperbolic probability density functions H (x|α, β, δ, µ) with different parameters. Fig-
ure (10b) the corresponding Generalized Hyperbolic density functions for parameters GH(x|λ = 1, α, β, δ, µ). The
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Hyperbolic probability density functions and the corresponding Generalized Hyperbolic density functions are super-
posed, Figure (10c). Figure (10d) presents the comparison between the logarithm of the two distributions, − logH
vs. − logGH. The Hyperbolic distribution can be expressed using the Generalized Hyperbolic Prior Model (GHPM),
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Figure 10: The Hyperbolic distribution, Figure (10a) and the Generalized Hyperbolic distribution, with parameters set
as in Equation (31), Figure (10b). Comparison between the two distribution,H vs. GH, Figure (10c) and between the
logarithm of the distributions − logH vs. − logGH, Figure (10d).
Equation (14) by fixing λ = 1, .
HypPM:

p(f j |µ, vfj , β) = N
(
f j |µ+ βvfj , vfj
)
= (2π)
− 12 v
− 12
fj
exp
{
− 12
(x−µ−βvfj )
2
vfj
}
p(vfj |γ2, δ2, λ) = GIG(vfj |γ2, δ2, λ = 1) = (
γ
δ )
2K1(δγ)
exp
{
− 12
(
γ2vfj + δ
2v−1fj
)}
,
(32)
2.5 Laplace prior: expressed via conjugate priors
In the following, we present how the Laplace distribution, a sparsity enforcing prior because of its heavy-tailed form
can be expressed via conjugate priors, namely the Normal distribution and the Exponential distribution.
For this part of the work, the following resources were used:
[2] A variational Bayes framework for sparse adaptive estimation - K. E. THEMELIS, A. A. RONTOGIANNIS,
arvix: 1401.2771v1 [statML], 13 Jan 2014.
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In probability theory and statistics, the Laplace distribution is a continuous probability distribution named after Pierre-
Simon Laplace. It is also sometimes called the double exponential distribution, because it can be thought of as two
exponential distributions (with an additional location parameter) spliced together back-to-back, although the term
’double exponential distribution’ is also sometimes used to refer to the Gumbel distribution. The difference between
two independent identically distributed exponential random variables is governed by a Laplace distribution, as is a
Brownian motion evaluated at an exponentially distributed random time. Increments of Laplace motion or a variance
gamma process evaluated over the time scale also have a Laplace distribution.
A random variable has a Laplace(µ, b) distribution if its probability density function is:
p(x|µ, b) = 1
2b
exp
{
−|x− µ|
b
}
=
1
2b
 exp
{−µ−x
b
}
, x < µ
exp
{−x−µ
b
}
, x ≥ µ , b > 0; (33)
Figure (11) presents the comparison between the Normal distribution and the standard Laplace distribution. We
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Figure 11: Comparison between the standard Normal distribution and the Laplace distribution.
present two ways to obtain the Laplace distribution via conjugate priors. The first possibility is to consider a zero-
mean Normal distribution for which the variance is modelled as an Exponential distribution. The second possibility
considers an Inverse Gamma distribution for the inverse of the variance, with the shape parameter set at 1.
2.5.1 Laplace prior: Normal and Exponential
We start with the linear model expressed in Equation (1). We consider the Laplace Prior Model (LPM), Equation (34),
which considers a zero-mean Normal distribution for f j |vfj while the variance vfj |b is modelled as an Exponential
distribution, with the corresponding parameter λ:
LPM:
 p(f j |0, vfj ) = N (f j |0, vfj ) = (2π)
− 12 v
− 12
fj
exp
{
− 12 fj
2
vfj
}
p(vfj |λ) = E(vfj |λ) = λ exp
{−λ vfj} , (34)
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The expression of the joint probability distribution f j , vfj |b is given by Equation (35),
p(f j , vfj |λ) = N (f j |0, vfj ) E(vfj |λ), (35)
so the marginal is, Equation (36):
p(f j |vfj , λ) = (2π)−
1
2 λ
∫
v
− 12
fj
exp
{
−1
2
(
2λvfj +
f j
2
vfj
)}
dvfj (36)
The probability distribution of the generalized inverse Gaussian distribution is presented in Equation (37)
GIG(x|a, b, c) = (a/b)
c
2
2Kc(
√
ab)
xc−1 exp
{
−1
2
(
ax+ bx−1
)}
, a, b ≥ 0, c ∈ R, (37)
and Kc(◦) is the modified Bessel function of the second kind. So, for solving Equation (36) we can identify a GIG
inside the integral:
I =
∫
v
− 12
fj
exp
{
−1
2
(
2λvfj +
f j
2
vfj
)}
dvfj = 2K 1
2
(√
2λf j2
)(
2λ
f j2
)− 14 ∫
GIG
(
vfj |2λ, f j2,
1
2
)
dvfj︸ ︷︷ ︸
1
(38)
So, the marginal from Equation (36) can be written as:
p(f j |vfj , b) = (2π)−
1
2 λ (2λ)
− 14 f j
1
2 2 K 1
2
(√
2λf j2
)
= 2
1
4 π−
1
2 λ
3
4 f j
1
2 K 1
2
(√
2λf j2
)
(39)
The following equality stands:
K 1
2
(√
2λf j2
)
=
√
π
2
(2λ)
−1
4 f j
− 12 exp
{
−
√
2λf j2
}
(40)
From Equation (39) and Equation (40) the marginal from Equation (36) becomes:
p(f j |vfj , λ) = 2
1
4 π−
1
2 λ
3
4 f j
1
2 π
1
2 2−
1
2 2
−1
4 λ
−1
4 f j
− 12 exp
{
−
√
2λf j2
}
= 2−
1
2λ
1
2 exp
{
−
√
2λf j2
}
(41)
So, we conclude that the marginal is a Laplace distribution, p(f j |vfj , λ) = L
(
f j |0 (2λ)−
1
2
)
:
p(f j |vfj , λ) =
1
2(2λ)−
1
2
exp
{
− |f j |
(2λ)−
1
2
}
= L
(
f j |0 (2λ)−
1
2
)
(42)
2.5.2 Laplace prior: Normal and Inverse Gamma
We start with the linear model expressed in Equation (1). We consider the Laplace Prior Model (LPM), Equation (43),
which considers a zero-mean Normal distribution for f j |vfj and the inverse of the variance. The variance vfj |b is
modelled as an Inverse Gamma distribution, with the corresponding shape parameter α equal to 1:
LPM:

p(f j |0, vfj ) = N (f j |0, v−1fj ) = (2π)
− 12 v
1
2
fj
exp
{
− vfj2 f j2
}
p(vfj |b) = IG(vfj |1, b2 ) = b2 v−2fj exp
{
− b2 v−1fj
}
,
(43)
19
The expression of the joint probability distribution f j , vfj |b is given by Equation (44),
p(f j , vfj |b) = N (f j |0, v−1fj ) IG(vfj |1,
b
2
), (44)
so the marginal is, Equation (45):
p(f j |vfj , b) = (2π)−
1
2
b
2
∫
v
− 12−1
fj
exp
{
−1
2
(
f j
2vfj + bv
−1
fj
)}
dvfj (45)
The probability distribution of generalized inverse Gaussian distribution is presented in Equation (46)
GIG(x|a, b, c) = (a/b)
c
2
2Kc(
√
ab)
xc−1 exp
{
−1
2
(
ax+ bx−1
)}
, a, b ≥ 0, c ∈ R, (46)
and Kc(◦) is the modified Bessel function of the second kind. So, for solving Equation (45) we can identify a GIG
inside the integral:
I =
∫
v
− 12−1
fj
exp
{
−1
2
(
f j
2vfj + bv
−1
fj
)}
dvfj =
2K− 12 (
√
bf j2)(
fj2
b
)− 14
∫
GIG
(
vfj |f j2, b,−
1
2
)
dvfj︸ ︷︷ ︸
1
(47)
So, the marginal from Equation (45) can be written as:
p(f j |vfj , b) = (2π)−
1
2
b
2
v
− 12−1
fj
(
f j
2
b
) 1
4
2 K− 12
(√
bf j2
)
= (2π)
− 12 b
3
4 f j
1
2 K− 12
(√
bf j2
)
(48)
The following equality stands:
K− 12
(√
bf j2
)
=
√
π
2
b
−1
4 f j
− 12 exp
{
−
√
bf j2
}
(49)
From Equation (48) and Equation (49) the marginal from Equation (45) becomes:
p(f j |vfj , b) = 2−
1
2 π−
1
2 b
3
4 f j
1
2 π
1
2 2−
1
2 b−
1
4 f j
− 12 exp
{
−
√
bf j2
}
=
1
2
√
b exp
{
−
√
bf j2
}
(50)
So, we conclude that the marginal is a Laplace distribution, p(f j |vfj , b) = L
(
f j |0, b− 12
)
:
p(f j |vfj , b) =
1
2b−
1
2
exp
{
− |f j |
b−
1
2
}
= L
(
f j |0, b− 12
)
(51)
2.5.3 Laplace prior: via the Generalized Hyperbolic distribution
X ∼ GH(x|λ = 1, α = b−1, β = 0, δ ց 0, µ) has a Laplace distribution, L (x|µ, b).
The goal of this section is to derive the Laplace distribution from the Generalized Hyperbolic distribution. The Laplace
distribution has the following probability density function:
L (x|µ, b) = 1
2b
exp
{
−|x− µ|
b
}
(52)
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Considering λ = 1 in the expression of the Generalized Hyperbolic probability density function, a Hyperbolic dis-
tribution is obtained, Subsection (2.4.1). Fixing β = 0 implies γ = α and the expression of the probability density
function becomes:
GH(x|λ = 1, α, β = 0, δ, µ) = H(x|α, β = 0, δ, µ) = 1
2δK1 (δα) exp
{
−α
√
δ2 + (x− µ)2
}
(53)
Further, considering δ ց 0, for the expression of the modified Bessel function of the second degree K1 (δα) the
asymptotic relation for small arguments presented in Equation (23) can be used, obtaining:
K1 (δα) = α−1δ−1, for δ ց 0. (54)
Using Equation (54) in Equation (53), the expression of the probability density function becomes:
GH(x|λ = 1, α, β = 0, δ ց 0, µ) = H(x|α, β = 0, δ ց 0, µ) = 1
2α−1
exp
{
−|x− µ|
α−1
}
. (55)
Finally, for α = b−1, the standard Laplace probability density function is obtained:
GH(x|λ = 1, α = b−1, β = 0, δ ց 0, µ) = H(x|α = b−1, β = 0, δ ց 0, µ) = 1
2b
exp
{
−|x− µ|
b
}
= L (x|µ, b)
(56)
Figure (12a) presents four Laplace probability density functions L (x|µ, b) with different means values (µ = 0, blue
and red, µ = 1, yellow and µ = −1, violet) and different scale parameter values (b = 1, blue and violet, b = 2, red
and b = 0.5, yellow). Figure (12b) presents the Generalized Hyperbolic probability density function for parameters
GH(x|λ = 1, α = b−1, β = 0, δ ց 0, µ) with µ and b set with the same numerical values as the corresponding ones
from Figure (12a). For δ, the numerical values is 0.001. Figure (12c) presents the comparison between the four Laplace
probability density functions and the corresponding Generalized Hyperbolic probability density functions, L vs. GH.
In all forth cases the probability density functions are superposed. Figure (12d) presents the comparison between the
logarithm of distributions,− logL vs. − logGH. Figure (13c) presents the comparison between the standard Laplace
probability density function, L (x|µ = 0, b = 1) (reported in Figure (13a)) and the Generalized Hyperbolic density
function for parameters GH(x|λ = 1, α = b−1 = 1, β = 0, δ = 0.01, µ = 0) (presented in Figure (13b)), showing the
two distributions superposed. Figure (13d) presents the comparison between the logarithm of the two distributions,
− logL vs. − logGH. The behaviour of the Generalized Hyperbolic density functionGH(x|λ = 1, α = b−1 = 1, β =
0, δ ց 0, µ = 0) depending on δ is presented in Figure (14a): a comparison between the Laplace probability density
function (in blue) and the Generalized Hyperbolic density function GH(x|λ = 1, α = b−1 = 1, β = 0, δ ց 0, µ = 0)
for δ = 1 (in red), δ = 0.1 (in yellow), δ = 0.01 (in violet) and δ = 0.001 (in green) is presented in Figure (14a). The
difference between those four Generalized Hyperbolic density functions and the Laplace density function is presented
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Figure 12: Four Laplace probability density functions with different means values (µ = 0, blue and red, µ = 1, yellow
and µ = −1, violet) and different scale parameter values (b = 1, blue and violet, b = 2, red and b = 0.5, yellow),
Figure (12a) and the corresponding Generalized Hyperbolic probability density functions, with parameters set as in
Equation (56), with δ = 0.001, Figure (12b). Comparison between the distributions, L vs. GH, Figure (12c) and
between the logarithm of the distributions logL vs. logGH, Figure (12d).
in Figure (14b). The Laplace distribution can be expressed using the Generalized Hyperbolic Prior Model (GHPM),
Equation (14) by fixing λ = 1, α = b−1, β = 0, δ ց 0:
LPM:
 p(f j |µ, vfj , β) = N
(
f j |µ+ βvfj , vfj
)
= (2π)
− 12 v
− 12
fj
exp
{
− 12
(x−µ−βvfj )
2
vfj
}
p(vfj |γ2, δ2 ց 0, λ = 1) = GIG(vfj |γ2, δ2 ց 0, λ = 1) = E(vfj | 12b2 ) = 12b2 exp
{− 12b2 vfj} ,
(57)
2.6 Variance-Gamma distribution: expressed via conjugate priors
The Variance-Gamma distribution, or the generalized Laplace distribution or Bessel function distribution is a con-
tinuous probability distribution that is defined as the normal variance-mean mixture where the mixing density is the
gamma distribution. The tails of the distribution decrease more slowly than the normal distribution. It is therefore
suitable to model phenomena where numerically large values are more probable than is the case for the normal distri-
bution. In particular, it can be successfully used for modelling sparse phenomena. Examples are returns from financial
assets and turbulent wind speeds. The distribution was introduced in the financial literature by Madan and Seneta
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Figure 13: The standard Laplace distribution, Figure (13a) and the Generalized Hyperbolic distribution, with param-
eters set as in Equation (56), Figure (13b). Comparison between the two distribution, L vs. GH, Figure (13c) and
between the logarithm of the distributions− logL vs. − logGH, Figure (13d).
-10 -5 5 10
0.1
0.2
0.3
0.4
0.5Lapalce ( x | 0,1 )
GH ( x | 1,1,0,1,0)
GH ( x | 1,1,0,0.1, )
GH ( x | 1,1,0,0.01,0)
GH ( x | 1,1,0,0.001,0)
(a) L vs. GH for δ ∈ {1, 0.1, 0.01, 0.001}
-10 -5 5 10
-0.2
-0.15
-0.1
-0.05
δ = 1
δ = 0.1
δ = 0.01
δ = 0.001
(b) GH− L for δ ∈ {1, 0.1, 0.01, 0.001}
Figure 14: The behaviour of the Generalized Hyperbolic density function GH(x|λ = 1, α = b−1, β = 0, δ ց 0, µ)
depending on δ.
(D.B. Madan and E. Seneta (1990): The variance gamma (V.G.) model for share market returns, Journal of Business,
63, pp. 511–524.). The Variance-Gamma distributions form a subclass of the generalised hyperbolic distributions.
The fact that there is a simple expression for the moment generating function implies that simple expressions for all
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moments are available. The Variance-Gamma distribution has the following probability density function:
V − G(x|α, β, λ, µ) =
γ2λ|x− µ|λ− 12Kλ− 12 (α|x− µ|)√
πΓ (λ) (2α)
λ− 12
exp {β (x− µ)} , λ > 0, γ =
√
α2 − β2; (58)
2.6.1 Variance-Gamma: via Generalized Hyperbolic distribution
The goal of this subsection is to derive the Variance-Gamma distribution from the Generalized Hyperbolic distribution.
X ∼ GH(x|λ, α, β, δ ց 0, µ) has a variance-gamma distribution, V − G(x|α, β, λ, µ). Considering δ ց 0, the
particular form of the Generalized Hyperbolic distribution becomes:
GH(x|λ, α, β, δ ց 0, µ) = γ
λ|x− µ|λ− 12Kλ− 12 (α|x − µ|)
δλ
√
2παλ−
1
2Kλ (δγ)
exp {β (x− µ)} (59)
Since δ ց 0, for the expression of the modified Bessel function of the second degree Kλ (δγ) the asymptotic relation
for small arguments presented in Equation (23) can be used, obtaining:
Kλ (δγ) = Γ (λ) 2λ−1 (δγ)−λ , for δ ց 0. (60)
Using Equation (60) in Equation (59), the particular form of the Generalized Hyperbolic distribution becomes:
GH(x|λ, α, β, δ ց 0, µ) =
γ2λ|x− µ|λ− 12Kλ− 12 (α|x − µ|)√
πΓ (λ) (2α)
λ− 12
exp {β (x− µ)} = V − G(x|α, β, λ, µ) (61)
Figure (15c) presents the comparison between the Variance-Gamma probability density function, V − G(x|α, β, λ, µ)
(presented in Figure (15a)) and the Generalized Hyperbolic density function for parameters GH(x|λ, α, β, δ ց 0, µ)
(presented in Figure (15b)). Figure (15d) presents the comparison between the logarithm of the two distributions,
logV − G vs. logGH. The Variance-Gamma distribution can be expressed using the Generalized Hyperbolic Prior
Model (GHPM), Equation (14) by fixing δ ց 0:
V-GPM:

p(f j |µ, vfj , β) = N
(
f j |µ+ βvfj , vfj
)
= (2π)
− 12 v
− 12
fj
exp
{
− 12
(x−µ−βvfj )
2
vfj
}
p(vfj |γ2, δ2 ց 0, λ = 1) = GIG(vfj |γ2, δ2 ց 0, λ = 1) = IG(vfj |λ, γ
2
2 ) =
(
γ2
2
)λ−1
Γ(λ) v
λ−1
fj
exp
{
− γ22 vfj
}
,
(62)
2.7 Normal-Inverse Gaussian distribution: expressed via conjugate priors
The interest of the Normal-Inverse Gaussian distribution is given by the fact that it can be a heavy-tailed distribution
and therefore can be successfully used as a sparsity enforcing prior. The Normal-Inverse Gaussian distribution is a
continuous probability distribution, defined as the Normal variance-mean mixture, where the mixing density is the
Inverse Gaussian distribution. The parameters of the Normal-Inverse Gaussian distribution can be used to construct
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Figure 15: The Variance-Gamma distribution, Figure (15a) and the Generalized Hyperbolic distribution, with param-
eters set as in Equation (61), Figure (15b). Comparison between the two distribution, V −G vs. GH, Figure (15c) and
between the logarithm of the distributions logV − G vs. logGH, Figure (15d).
a heaviness and skewness plot called the NIG-triangle. The Normal-Inverse Gaussian distribution has the following
probability density function:
NIG (x|α, β, δ, µ) =
αδK1
(
α
√
δ2 + (x− µ)2
)
π
√
δ2 + (x− µ)2
exp {γδ + β (x− µ)} (63)
2.7.1 Normal-Inverse Gaussian distribution: via Generalized Hyperbolic distribution
The goal of this subsection is to derive the Normal-Inverse Gaussian distribution from the Generalized Hyperbolic
distribution.
X ∼ GH(x|λ = − 12 , α, β, δ, µ) has a Normal-Inverse Gaussian distribution.
Considering λ = − 12 , the Generalized Hyperbolic distribution is:
GH(x|λ, α = −1
2
, β, δ, µ) =
(
γ
δ
)− 12
√
2πK− 12 (γδ)
K1
(
α
√
δ2 + (x− µ)2
)
(√
δ2+(x−µ)2
α
) 1
2−λ
exp {β (x− µ)} (64)
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Using the fact that for λ = 12 , the modified Bessel function of the second kind Kλ (x) can be stated explicitly,
Equation (29), we expressK− 12 (γδ):
K 1
2
(γδ) =
(
π
2γδ
) 1
2
exp {−γδ} . (65)
Plugging Equation (65) in Equation (64):
GH(x|λ = −1
2
, α, β, δ, µ) =
αδK1
(
α
√
δ2 + (x− µ)2
)
π
√
δ2 + (x− µ)2
exp {γδ + β (x− µ)} = NIG (x|α, β, δ, µ) (66)
Figure (16c) presents the comparison between the Normal-Inverse Gaussian probability density function,
NIG(x|α, β, δ, µ) (presented in Figure (16a)) and the Generalized Hyperbolic density function for parameters
GH(x|λ = − 12 , α, β, δ, µ) (presented in Figure (16b)). Figure (16d) presents the comparison between the logarithm
of the two distributions, logNIG vs. logGH.
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Figure 16: The Normal-Inverse Gaussian distribution, Figure (16a) and the Generalized Hyperbolic distribution, with
parameters set as in Equation (66), Figure (16b). Comparison between the two distribution,NIG vs. GH, Figure (16c)
and between the logarithm of the distributions logNIG vs. logGH, Figure (16d).
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3 From uncertainties models to likelihood models
Depending on the application the corresponding linear forward model variances might be unknown and are to be
estimated. For the linear forward model, Equation (1), the unknowns are f , representing a signal or an image and ǫ,
which accounts for measurements errors and uncertainties. When the corresponding variances are alos considered to be
unknowns, we want to estimate the associated variances, i.e. vf and vǫ. Typically, the construction of the hierarchical
models is based on general Bayesian inference, which gives the possibility to derive the posterior distribution from the
prior and likelihood. In this section, for the prior distribution we will use the Student-t distribution, in order to enforce
sparsity on f . The likelihood is obtained from the distribution proposed for modelling the uncertainties of the model,
ǫ. Different distributions can be proposed for modelling the uncertainties, resulting in different likelihoods.
3.1 Stationary Gaussian Uncertainties Model
A stationary Gaussian uncertainties model (sGUM) can be proposed, under the assumption that the associated uncer-
tainties variances are equal, Equation (67):
vǫi = vǫj = vǫ. (67)
The uncertainties vector elements are modelled using zero-mean Normal distributions, with the same associated vari-
ance, vǫ, Equation (68):
p (ǫi|vǫ) = N (ǫi|0, vǫ) , i ∈ {1, 2, . . . , N} . (68)
leading to the sGUM, a multivariate normal distribution, Equation (69):
sGUM: p (ǫ|vǫ) = N (ǫ|0, vǫI) (69)
The likelihood p (g|f , vǫ) is obtained via the linear forward model, Equation (1) and the stationary Gaussian un-
certainties model (sGUM), Equation (69). The distribution modelling the likelihood is also a multivariate normal
distribution with the same covariance matrix vǫI and meanHf , stationary Gaussian likelihood (sGL), Equation (70):
sGL: p (g|f , vǫ) = N (g|Hf , vǫI) (70)
3.2 Non-stationary Gaussian Uncertainties Model
A non-stationary Gaussian uncertainties model (nsGUM) can be proposed, when the assumption that the associated
uncertainties variances are equal, Equation (67) is not imposed.
The uncertainties vector elements are modelled using zero-mean Normal distributions like in sGUM, but with different
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associated variances, vǫi for each uncertainties vector element ǫi, Equation (71):
p (ǫi|vǫi) = N (ǫi|0, vǫi) , i ∈ {1, 2, . . . , N} . (71)
leading to the nsGUM, a multivariate normal distribution, Equation (72):
nsGUM: p (ǫ|vǫ) = N (ǫ|0,V ǫ) , (72)
where the following notations were used:
vǫ = [vǫ1 , vǫ2 , . . . , vǫN ] ; V ǫ = diag [vǫ] . (73)
The likelihood p (g|f ,vǫ) is obtained via the linear forward model, Equation (1) and the stationary Gaussian un-
certainties model (nsGUM), Equation (72). The distribution modelling the likelihood is also a multivariate normal
distribution with the same covariance matrix V ǫ and mean Hf , non-stationary Gaussian likelihood (nsGL), Equa-
tion (74):
nsGL: p (g|f , vǫ) = N (g|Hf ,V ǫ) (74)
3.3 Stationary Student-t Uncertainties Model
A stationary Student-t uncertainties model (sStUM) can be proposed, under the assumption that the associated uncer-
tainties variances are equal, Equation (67).
The uncertainties vector elements given the same associated variance vǫ, are modelled using zero-mean Normal dis-
tributions, ǫ|vǫ ∼ N (ǫ|0, vǫ) and the variance vǫ is modelled using an Inverse Gamma distribution, Equation (75):
p (vǫ|αǫ, βǫ) = IG (vǫ|αǫ, βǫ) = β
αǫ
ǫ
Γ(αǫ)
v−αǫ−1ǫ exp
{
−βǫ
vǫ
}
, (75)
such that via the Student-t Prior Model, Equation (7), the error vector ǫ is modelled by a Student-t distribution,
Equation (76):
p(ǫi|αǫ, βǫ) = (2πβǫ)−
1
2
Γ(αǫ +
1
2 )
Γ(αǫ)
(
1 +
ǫ2i
2βǫ
)−(αǫ+ 12 )
. (76)
The sStUM is represented by a multivariate Student-t distribution, Equation (77):
p (ǫ|αǫ, βǫ) = (2πβǫ)−
N
2
(
Γ(αǫ +
1
2 )
Γ(αǫ)
)N N∏
i=1
(
1 +
ǫ2i
2βǫ
)−(αǫ+ 12 )
(77)
and is expressed by a multivariate Normal distribution and an Inverse Gamma distribution, Equation (78):
sStUM:
 p (ǫ|vǫ) = N (ǫ|0, vǫI)p (vǫ|αǫ, βǫ) = IG (vǫ|αǫ, βǫ) , (78)
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The likelihood p (g|f , vǫ) is obtained via the linear forward model, Equation (1) and the stationary Student-t un-
certainties model (sStUM), Equation (78). The distribution modelling the likelihood is also a multivariate normal
distribution with the same covariancematrix vǫI and meanHf , stationary Student-t likelihood (sStL), Equation (79):
sStL:
 p (g|f , vǫ) = N (g|Hf , vǫI)p (vǫ|αǫ, βǫ) = IG (vǫ|αǫ, βǫ) , (79)
3.4 Non-stationary Student-t Uncertainties Model
A non-stationary Student-t uncertainties model (nsStUM) can be proposed, when the assumption that the associated
uncertainties variances are equal, Equation (67) is not imposed.
The uncertainties vector elements given the associated variances vǫi are modelled using zero-mean Normal distribu-
tions, ǫi|vǫi ∼ N (ǫi|0, vǫi) and the variances vǫi are modelled using Inverse Gamma distributions, having the same
shape and scale parameters, Equation (80):
p (vǫi |αǫ, βǫ) = IG (vǫi |αǫ, βǫ) =
βαǫǫ
Γ(αǫ)
v−αǫ−1ǫi exp
{
− βǫ
vǫi
}
, i ∈ {1, 2 . . . , N} , (80)
such that via the Student-t Prior Model, Equation (7), every element of the uncertainties vector ǫ is modelled by a
Student-t distribution, Equation (76). The sStUM is represented by a multivariate Student-t distribution, Equation (77)
and is expressed by a multivariate Normal distribution and a product of Inverse Gamma distributions, Equation (81):
nsStUM:

p (ǫ|vǫ) = N (ǫ|0,V ǫ)
p (vǫ|αǫ, βǫ) =
∏N
i=1 IG (vǫi |αǫ, βǫ) ,
(81)
The likelihood p (g|f , vǫ) is obtained via the linear forward model, Equation (1) and the non-stationary Student-t un-
certainties model (nsStUM), Equation (81). The distribution modelling the likelihood is also a multivariate normal dis-
tribution with the same covariance matrix vǫI and meanHf , stationary Student-t likelihood (nsStL), Equation (82):
nsStL:

p (g|f ,vǫ) = N (g|Hf ,V ǫ)
p (vǫ|αǫ, βǫ) =
∏N
i=1 IG (vǫi |αǫ, βǫ) ,
(82)
3.5 Stationary Laplace Uncertainties Model
A stationary Laplace uncertainties model (sLUM) can be proposed, under the assumption that the associated uncer-
tainties variances are equal, Equation (67).
The uncertainties vector elements given the same associated variance vǫ, are all modelled using zero-mean Normal
distributions, ǫi|vǫ ∼ N
(
ǫi|0, v−1ǫ
)
and the variance vǫ is modelled using an Inverse Gamma distribution, for which
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the shape parameter is set at 1 and the considered scale parameter is bǫ2 Equation (83):
p
(
vǫ|1, bǫ
2
)
= IG
(
vǫ|1, bǫ
2
)
=
bǫ
2
v−2ǫ exp
{
− bǫ
2vǫ
}
, (83)
such that via the Laplace Prior Model, Equation (43), the error vector ǫ is modelled by a Laplace distribution, Equa-
tion (84):
p(ǫi|bǫ) = 1
2b
− 12
ǫ
exp
{
− ǫi
b
− 12
ǫ
}
. (84)
The sLUM is represented by a multivariate Laplace distribution, Equation (85):
p (ǫ|bǫ) =
N∏
i=1
p(ǫi|bǫ) = 1
2Nb
−N2
ǫ
exp
{
−
∑N
i=1 ǫi
b
− 12
ǫ
}
(85)
and is expressed by a multivariate Normal distribution and an Inverse Gamma distribution, Equation (86):
sLUM:
 p (ǫ|vǫ) = N
(
ǫ|0, v−1ǫ I
)
p
(
vǫ|1, bǫ2
)
= IG (vǫ|1, bǫ2 ) , (86)
The likelihood p (g|f , vǫ) is obtained via the linear forward model, Equation (1) and the stationary Laplace uncertain-
ties model (sLUM), Equation (86). The distribution modelling the likelihood is also a multivariate normal distribution
with the same covariance matrix v−1ǫ I and meanHf , stationary Student-t likelihood (sLL), Equation (87):
sLL:
 p (g|f , vǫ) = N
(
g|Hf , v−1ǫ I
)
p
(
vǫ|1, bǫ2
)
= IG (vǫ|1, bǫ2 ) , (87)
3.6 Non-stationary Laplace Uncertainties Model
A non-stationary Laplace uncertainties model (nsLUM) can be proposed, when the assumption that the associated
uncertainties variances are equal, Equation (67) is not imposed.
The uncertainties vector elements given the associated variance vǫi , are modelled using zero-mean Normal distribu-
tions, ǫi|vǫi ∼ N
(
ǫi|0, v−1ǫi
)
and the variances vǫi are modelled using Inverse Gamma distributions, for which the
shape parameter is set at 1 and the considered scale parameter is bǫ2 , Equation (88):
p
(
vǫi |1,
bǫ
2
)
= IG
(
vǫi |1,
bǫ
2
)
=
bǫ
2
v−2ǫi exp
{
− bǫ
2vǫi
}
, i ∈ {1, 2 . . . , N} , (88)
such that via the Laplace Prior Model, Equation (43), every element of the uncertainties vector ǫ is modelled by a
Laplace distribution, Equation (84). The nsLUM is represented by a multivariate Laplace distribution, Equation (85)
and is expressed by a multivariate Normal distribution and a product of Inverse Gamma distributions, Equation (89):
nsLUM:

p (ǫ|vǫ) = N
(
ǫ|0,V −1ǫ
)
p
(
vǫ|1, bǫ2
)
=
∏N
i=1 IG
(
vǫ|1, bǫ2
)
,
(89)
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The likelihood p (g|f ,vǫ) is obtained via the linear forward model, Equation (1) and the non-stationary Laplace un-
certainties model (nsLUM), Equation (89). The distribution modelling the likelihood is also a multivariate normal
distribution with the same covariance matrix V −1ǫ I and meanHf , non-stationary Laplace likelihood (nsLL), Equa-
tion (90):
nsLL:

p (g|f ,vǫ) = N
(
g|Hf ,V −1ǫ
)
p
(
vǫ|1, bǫ2
)
=
∏N
i=1 IG
(
vǫi |1, bǫ2
)
,
(90)
4 Hierarchical Models with Student-t prior via StPM
Considering the Student-t distribution for modelling the sparse structure of f in linear forward model, Equation (1),
expressed via the conjugate priors StPM, depending on the model proposed for the uncertainties of the model, ǫ, and
implicitly the corresponding likelihood, sGL or nsGL, different hierarchical models can be proposed:
4.1 Student-t hierarchical model: stationary Gaussian uncertainties model, known uncer-
tainties variance
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is known;
S
tu
d
en
t-
t
sG
L
K Likelihood : sGL: p (g|f , vǫ) = N (g|Hf , vǫI) ∝ v
−N2
ǫ exp
{
− 12vǫ ‖ (g −Hf ) ‖
}
.
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf ) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(91)
4.2 Student-t hierarchical model: non-stationary Gaussian uncertainties model, known un-
certainties variances
• the hierarchical model is using as a prior the Student-t distribution;
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• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following assumption:
a) the variance vector vǫ is known;
S
tu
d
en
t-
t
n
sG
L
K Likelihood : nsGL:
 p (g|f ,vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
}
,
V ǫ = diag [vǫ] , vǫ = [. . . vǫi , . . .] .
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(92)
4.3 Student-t hierarchical model: stationary Gaussian uncertainties model, unknown un-
certainties variance
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is unknown;
S
tu
d
en
t-
t
sG
L
U
N
K Likelihood : sGL: p (g|f , vǫ) = N (g|Hf , vǫI) ∝ v−
N
2
ǫ exp
{
− 12vǫ ‖ (g −Hf) ‖
}
.
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf ) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(93)
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4.4 Student-t hierarchical model: non-stationary Gaussian uncertainties model, unknown
uncertainties variances
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following assumption:
a) the variance vector vǫ is unknown;
S
tu
d
en
t-
t
n
sG
L
U
N
K Likelihood : nsGL:
 p (g|f , vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
}
,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] .
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(94)
4.5 Student-t hierarchical model: stationary Student-t uncertainties model, unknown un-
certainties variance
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Student-t uncertainties model is proposed, i.e. a multivariate Stu-
dent distribution expressed via StPM is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is unknown;
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S
tu
d
en
t-
t
sS
tL
U
N
K Likelihood : sStL:

p (g|f , vǫ) = N (g|Hf , vǫI) ∝ v−
N
2
ǫ exp
{
− 12vǫ ‖ (g −Hf) ‖
}
,
p (vǫ|αǫ, βǫ) = IG (vǫ|αǫ, βǫ) ∝ v−αǫ−1ǫ exp
{
βǫ
vǫ
}
,
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf ) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(95)
4.6 Student-t hierarchical model: non-stationary Student-t uncertainties model, unknown
uncertainties variances
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a non-stationary Student-t uncertainties model is proposed, i.e. a multivariate
Student-t distribution expressed via StPM is used under the following assumption:
a) the variance vector vǫ is unknown;
S
tu
d
en
t-
t
n
sS
tL
U
N
K Likelihood : nsStL:

p (g|f ,vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
}
,
p (vǫ|αǫ, βǫ) =
∏N
i=1 IG (vǫi |αǫ, βǫ) ∝
∏N
i=1 v
−αǫ−1
ǫi
exp
{
−∑Ni=1 βǫvǫi } ,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] ,
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf ) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(96)
The hierarchical model build over the linear forwardmodel, Equation (1), using as a prior for f a Student-t distribution,
expressed via the Student-t Prior Model (StPM), Equation (7) and modelling the uncertainties of the model ǫ using the
non-stationary Student-t Uncertainties Model (nsStUM), Equation (81), is presented in Equation (96). The posterior
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distribution is obtained via the Bayes rule, Equation (97):
p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) ∝ p (g|f ,vǫ) p (vǫ|αǫβǫ) p(f |0,vf ) p(vf |αf , βf )
∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
} N∏
i=1
v−αǫ−1ǫi exp
{
−
N∑
i=1
βǫ
vǫi
}
M∏
j=1
v
− 12
fi
exp
{
−1
2
‖V − 12f f‖
} M∏
j=1
v
−αf−1
fj
exp
−
M∑
j=1
βf
vfj

(97)
The goal is to estimate the unknowns of the hierarchical model, namely f , the main unknown of the linear forward
model, Equation (1) which was suppose sparse, and consequently modelled via the Student-t distribution and the two
variances appearing in the hierarchical model, Equation (96), the variance corresponding to the sparse structure f ,
namely vf and the variance corresponding to uncertainties of model ǫ, namely vǫ.
4.6.1 Joint MAP estimation
First, the Joint Maximum A Posterior (JMAP) estimation is considered: the unknowns are estimated on the basis of
the available data g, by maximizing the posterior distribution:(
f̂ , v̂f , v̂ǫ
)
= argmax
(f , vf , vǫ)
p(f , vf , vǫ|g, αf , βf , αǫ, βǫ) = argmin
(f , vf , vǫ)
L(f , vf , vǫ), (98)
where for the second equality the criterion L(f ,vf ,vǫ) is defined as:
L(f ,vf , ,vǫ) = − ln p(f , vf , vǫ|g, αf , βf , αǫ, βǫ) (99)
TheMAP estimation corresponds to the solution minimizing the criterionL(f ,vf ,vǫ). From the analytical expression
of the posterior distribution, Equation (97) and the definition of the criterion L, Equation (99), we obtain:
L(f ,vǫ,vf ) = − ln p(f ,vǫ,vf |g) = 1
2
‖V − 12ǫ (g −Hf) ‖+
(
αǫ +
3
2
) N∑
i=1
ln vǫi +
N∑
i=1
βǫ
vǫi
+
1
2
‖V − 12f f‖+
(
αf +
3
2
) M∑
j=1
ln vfj +
M∑
j=1
βf
vfj
(100)
One of the simplest optimisation algorithm that can be used is an alternate optimization of the criterion L(f ,vǫ,vf )
with respect to the each unknown:
• With respect to f :
∂L(f ,vf ,vǫ)
∂f
= 0⇔ ∂
∂f
(
‖V ǫ− 12 (g −Hf) ‖2 + ‖V f− 12 f‖2
)
= −HTV ǫ−1 (g −Hf) + V f−1f = 0
⇔ (HTV ǫ−1H + V f−1)f = HTV ǫ−1g
⇒ f̂ = (HTV ǫ−1H + V f−1)−1HTV ǫ−1g
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• With respect to vf , j ∈ {1, 2, . . . ,M}:
∂L(f ,vf ,vf )
∂vfj
= 0⇔ ∂
∂vfj
[(
αf +
3
2
)
ln vfj +
(
βf +
1
2
f j
2
)
v−1fj
]
= 0
⇔
(
αf +
3
2
)
vfj −
(
βf +
1
2
f j
2
)
= 0
⇒ v̂fj =
βf +
1
2f j
2
αf +
3
2
• With respect to vǫi , i ∈ {1, 2, . . . , N}:
First, we develop the norm ‖V ǫ− 12 (g −Hf) ‖:
‖V ǫ− 12 (g −Hf ) ‖ = gTV ǫ−1g − 2gTV ǫ−1Hf +HTfTV ǫ−1Hf
=
N∑
i=1
v−1ǫi gi
2 − 2
N∑
i=1
v−1ǫi giHif +
N∑
i=1
v−1ǫi f
THi
THif ,
whereH i denotes the line i of the matrixH , i ∈ {1, 2, . . . , N}, i.e. H i = [hi1, hi1, . . . , hiM ].
∂L(f ,vf ,vǫ)
∂vǫi
= 0⇔ ∂
∂vǫi
[(
αǫ +
3
2
)
ln vǫi +
(
βǫ +
1
2
(
gi
2 − 2giH if + fTHiTHif
))
v−1ǫi
]
= 0
⇔
(
αǫ +
3
2
)
vǫi −
(
βǫ +
1
2
(gi −Hif)2
)
= 0
⇒ v̂ǫi =
βǫ +
1
2 (gi −Hif)2
αǫ +
3
2
The iterative algorithm obtained via JMAP estimation is presented Figure (17).
4.6.2 Posterior Mean estimation via VBA, partial separability
In this subsection, the Posterior Mean (PM) estimation is considered. The Joint MAP computes the mod of the
posterior distribution. The PM computes the mean of the posterior distribution. One of the advantages of this estimator
is that it minimizes the Mean Square Error (MSE). Computing the posterior means of any unknown needs great
dimensional integration. For example, the mean corresponding to f can be computed from the posterior distribution
using Equation (101),
Ep {f} =
∫∫∫
f p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)dfdvfdvǫ. (101)
In general, these computations are not easy. One way to obtain approximate estimates is to approximate
p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) by a separable one q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) = q1(f ) q2(vf ) q3(vǫ), then com-
puting the posterior means using the separability. The mean corresponding to f is computed using the corresponding
separable distribution q1(f), Equation (102),
Eq1 {f} =
∫
f q1(f )df . (102)
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f̂ =
(
HT V̂ ǫ
−1H + V̂ f−1
)−1
HT V̂ ǫ
−1g
(a) - update estimated f
v̂f j =
βf+
1
2 f̂ j
2
αf+
3
2
(b) - update estimated variances vfj
v̂ǫi =
βǫ+
1
2
(
gi−H if̂
)2
αǫ+
3
2
(c) - update estimated uncertainties variances vǫi
V̂ f = diag [v̂f ]
(d)
V̂ ǫ = diag [v̂ǫ]
(e)
Initialization
Figure 17: Iterative algorithm corresponding to Joint MAP estimation for Student-t hierarchical model, non-stationary
Student-t uncertainties model
If the approximation of the posterior distribution with a separable one can be done in such a way that conserves the
mean, i.e. Equation (103),
Eq {x} = Ep {x} , (103)
for all the unknowns of the model, a great amount of computational cost is gained. In particular, for the proposed hier-
archical model, Equation (96), the posterior distribution, Equation (97), is not a separable one, making the analytical
computations of the PM very difficult. One way the compute the PM in this case is to first approximate the posterior
law p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) with a separable law q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ), Equation (104),
p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) ≈ q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) = q1(f ) q2(vf ) q3(vǫ) (104)
where the notations from Equation (105) are used
q2(vf ) =
M∏
j=1
q2j(vfj ), ; q3(vǫ) =
N∏
i=1
q3i(vǫi) (105)
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Algorithm 1 Joint MAP - Student-t hierarchical model, non-stationary Student-t uncertainties model
Ensure: INITIALIZATION f̂ (0) ⊲Where f̂ (0) = f̂ via a basic estimation method or f̂ (0) = 0
1: function JMAP(αǫ, βǫ, αf , βf , g,H ,f
(0),M,N,NoIter) ⊲ αǫ, βǫ, αf , βf are set in modeling phase, Eq. (96)
2: for n = 0 to IterNumb do
3: for j = 1 toM do
4: v̂
(n)
fj
=
βf+
1
2 (f̂j
(n))2
αf+
3
2
⊲ v̂
(n)
fj
is computed using αf , βf ,f
(n)
5: end for
6: V̂ f
(n) = diag
[
v̂
(n)
f
]
⊲ The diagonal matrix V̂ f
(n) is build using v̂
(n)
fj
, j ∈ {1, 2, . . . ,M}
7: for i = 1 to N do
8: v̂
(n)
ǫi =
βǫ+
1
2
(
gi−Hif̂ (n)
)2
αǫ+
3
2
⊲ v̂
(n)
ǫi is computed using αǫ, βǫ, gi,H i,f
(n)
9: end for
10: V̂ ǫ
(n) = diag
[
v̂
(n)
ǫ
]
⊲ The diagonal matrix V̂ ǫ
(n) is build using v̂
(n)
ǫi , i ∈ {1, 2, . . . , N}
11: f̂ (n+1) =
(
HT
(
V̂ ǫ
(n)
)−1
H +
(
V̂ f
(n)
)−1)−1
HT
(
V̂ ǫ
(n)
)−1
g ⊲ New value f̂ (n+1)
12: end for
return
(
f̂ (n+1), v̂f
(n), v̂
(n)
ǫ
)
, n = NoIter
13: end function
by minimizing of the Kullback-Leibler divergence, defined as:
KL (q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) : p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)) =
=
∫∫
. . .
∫
q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) ln q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)dfdvǫdvf
(106)
where the notations from Equation (107) are used
dvf =
M∏
j=1
dvfj ; dvǫ =
N∏
i=1
dvǫi . (107)
Equation (105) is selecting a partial separability for the approximated posterior distribution
q(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) in the sense that a total separability is imposed for the distributions corresponding to
the two variances appearing in the hierarchical model, q2 (vf ) and q3 (vǫ) but not for the distribution corresponding
to f . Evidently, a full separability can be imposed, by adding the supplementary condition q1(f) =
∏M
j=1 q1j(f j)
in Equation (105). This case is considered in Subsection (4.6.3). The minimization can be done via alternate
optimization resulting the following proportionalities from Equations (108a), (108b) and (108c),
q1(f) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
}
, (108a)
q2j(vfj ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (108b)
q3i(vǫi) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
}
, i ∈ {1, 2 . . . , N} , (108c)
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using the notations:
q2−j(vfj ) =
M∏
k=1,k 6=j
q2k(vfk) ; q3−i(vǫi) =
N∏
k=1,k 6=i
q3k(vǫk) (109)
and also 〈
u(x)
〉
v(y)
=
∫
u(x)v(y)dy. (110)
Via Equation (99) and Equation (100), the analytical expression of logarithm of the posterior distribution is obtained,
Equation (111):
ln p(f ,vǫ,vf |g) =− 1
2
‖V − 12ǫ (g −Hf) ‖ −
(
αǫ +
3
2
) N∑
i=1
ln vǫi −
N∑
i=1
βǫ
vǫi
− 1
2
‖V − 12f f‖ −
(
αf +
3
2
) M∑
j=1
ln vfj −
M∑
j=1
βf
vfj
(111)
Computation of the analytical expression of q1(f ). The proportionality relation corresponding to q1(f) is pre-
sented in established in Equation (108a). In the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free of f
can be regarded as constants. Via Equation (111) the integral 〈〉 defined in Equation (110) becomes:〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
= −1
2
〈
‖V − 12ǫ (g −Hf) ‖
〉
q3(vǫ)
− 1
2
〈
‖V − 12f f‖
〉
q2(vf )
.
(112)
Introducing the notations:
v˜fj =
〈
v−1fj
〉
q4j(vfj )
; v˜f =
[
v˜f1 . . . v˜fj . . . v˜fM
]T
; V˜ f = diag [v˜f ]
v˜ǫi =
〈
v−1ǫi
〉
q3i(vǫi)
; v˜ǫ =
[
v˜ǫ1 . . . v˜ǫi . . . v˜ǫN
]T
; V˜ ǫ = diag [v˜ǫ]
(113)
the integral from Equation (112) becomes:〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
= −1
2
‖V˜ − 12ǫ (g −Hf ) ‖ − 1
2
‖V˜ − 12f f‖. (114)
Noting that
〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
is a quadratic criterion and considering the proportional-
ity from Equation (108a) it can be concluded that q1 (f ) is a multivariate Normal distribution. Minimizing the criterion
leads to the analytical expression of the corresponding mean. The variance is obtained by identification:
q1(f) = N
(
f |f̂ , Σ̂
)
,

f̂ =
(
HT V˜ ǫH + V˜ f
)−1
HT V˜ ǫg,
Σ̂ =
(
H1
T V˜ ǫH + V˜ f
)−1
.
(115)
We note that both the expressions of the mean and variance depend on expectancies corresponding to two variances of
the hierarchical model.
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Computation of the analytical expression of q2j(vfj ). The proportionality relation corresponding to q2j(vfj ) is
presented in established in Equation (108b). In the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free of
vfj can be regarded as constants. Via Equation (111) the integral defined in Equation (110) becomes:〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
=− 1
2
〈
‖V − 12f f‖
〉
q1(f ) q2−j(vfj )
−
(
αf +
3
2
)
ln vfj −
βf
vfj
(116)
Introducing the notations:
v˜−1f
−i
=
[
v˜−1f1 . . . v˜
−1
fi−1
v−1fi v˜
−1
fi+1
. . . v˜−1fN
]T
; V˜ −1f
−i
= diag
(
v˜−1f
−i
)
(117)
the integral
〈
‖V − 12f f‖
〉
q1(f ) q2−j(vfj )
can be written:
〈
‖V − 12f f‖
〉
q1(f ) q2−j(vfj )
=
〈
‖V˜ − 12f
−i
f‖2
〉
q1(f )
(118)
Considering that q1(f ) is a multivariate Normal distribution, Equation (115):〈
‖V˜ − 12f
−i
f‖2
〉
q1(f )
= ‖V˜ − 12f
−i
f̂‖2 + Tr
(
V˜ −1f
−i
Σ̂
)
= C + v−1fi
(
f̂ j
2 + Σ̂jj
)
(119)
From Equation (116) and Equation (119):〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= −
(
αf +
3
2
)
ln vfj −
(
βf +
1
2
(
f̂ j
2 + Σ̂jj
))
vf
−1
(120)
from which it can establish the proportionality corresponding to q2j(vfj ):
q2j(vfj ) ∝ v
−(αf+ 32 )
fj
exp
−βf +
1
2
(
f̂2j + Σ̂jj
)
vf
 , (121)
leading to the conclusion that q2j(vfj ) is an Inverse Gamma distribution with the following shape and scale parame-
ters:
q2j(vfj ) = IG
(
vfj |α̂fj , β̂fj
)
,

α̂fj = αf +
1
2
β̂fj = βf +
1
2
(
f̂2j + Σ̂jj
) (122)
Computation of the analytical expression of q3i(vǫi). The proportionality relation corresponding to q3i(vǫi) is
presented in established in Equation (108c). In the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free of
vǫi can be regarded as constants. Via Equation (111) the integral defined in Equation (110) becomes:〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
=− 1
2
〈
‖V − 12ǫ (g −Hf ) ‖
〉
q1(f ) q3−i(vǫi )
−
(
αǫ +
3
2
)
ln vǫi −
βǫ
vǫi
(123)
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Introducing the notations:
v˜−1ǫ
−i
=
[
v˜−1ǫ1 . . . v˜
−1
ǫi−1
v−1ǫi v˜
−1
ǫi+1
. . . v˜−1ǫN
]T
; V˜ −1ǫ
−i
= diag
(
v˜−1ǫ
−i
)
(124)
the integral
〈
‖V − 12ǫ (g −Hf) ‖
〉
q1(f ) q3−i(vǫi )
can be written:
〈
‖V − 12ǫ (g −Hf ) ‖
〉
q1(f ) q3−i(vǫi )
=
〈
‖
(
V˜ −1ǫ
−i
) 1
2
(g −Hf ) ‖2
〉
q1(f )
(125)
Considering that q1(f ) is a multivariate Normal distribution, Equation (115):〈
‖
(
V˜ −1ǫ
−i
) 1
2
(g −Hf) ‖2
〉
q1(f )
= ‖
(
V˜ −1ǫ
−i
) 1
2
(
g −Hf̂
)
‖2 + Tr
(
HTV −1ǫ
−i
HΣ̂
)
(126)
and considering as constants all terms free of vǫi :
‖
(
V˜ −1ǫ
−i
) 1
2
(
g −Hf̂
)
‖2 = C + v−1ǫi
(
gi −Hif̂
)2
; Tr
(
HT V˜ −1ǫ
−i
HΣ̂
)
= C + v−1ǫi HiΣ̂Hi
T (127)
whereHi is the line i of the matrixH , so we can conclude:〈
‖V − 12ǫ (g −Hf) ‖2
〉
q1(f ) q3−i(vǫi )
= C +
(
HiΣ̂Hi
T +
(
gi −Hif̂
)2)
v−1ǫi (128)
From Equation (123) and Equation (128):
〈ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)〉q1(f ) q2(vf ) q3−i(vǫi ) =−
(
αǫ +
3
2
)
ln vǫi
−
(
βǫ +
1
2
(
HiΣ̂Hi
T +
(
gi −Hif̂
)2))
v−1ǫi
(129)
from which it can establish the proportionality corresponding to q3i(vǫi):
q3i(vǫi) ∝ v
−(αǫ+ 32 )
ǫi exp
−
βǫ +
1
2
(
HiΣ̂Hi
T +
(
gi −Hif̂
)2)
vǫ
 , (130)
leading to the conclusion that q3i(vǫi) is an Inverse Gamma distribution with the following shape and scale parameters:
q3i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫj = αǫ +
1
2
β̂ǫj = βǫ +
1
2
(
HiΣ̂Hi
T +
(
gi −Hif̂
)2) (131)
Equations (115), (122) and (131) resume the distributions families and the corresponding parameters for q1(f), a mul-
tivariate Normal distribution and q2j(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N}, Inverse Gamma dis-
tributions. However, the parameters corresponding to the multivariate Normal distribution are expressed via V˜ −1ǫ and
V˜ −1f (and by extension all elements forming the three matrices v˜
−1
ǫi
, i ∈ {1, 2, . . . , N} and v˜−1fj , j ∈ {1, 2, . . . ,M}).
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Computation of the analytical expressions of V˜ −1ǫ and V˜
−1
f . For an Inverse Gamma distribution with scale and
shape parameters α and β, IG (x|α, β), the following relation holds:〈
x−1
〉
IG(x|α,β)
=
α
β
(132)
The prove of the above relation is done by direct computation, using the analytical expression of the Inverse Gamma
Distribution:〈
x−1
〉
IG(x|α,β)
=
∫
x−1
βα
Γ(α)
x−α−1 exp
{
−β
x
}
dx =
βα
Γ(α)
Γ(α+ 1)
βα+1
∫
βα+1
Γ(α+ 1)
x−(α+1)−1 exp
{
−β
x
}
dx =
=
α
β
∫
IG(x|α + 1, β)︸ ︷︷ ︸
1
dx =
α
β
Since q2j(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N} are Inverse Gamma distributions, with the corre-
sponding parameters α̂fj and β̂fj , j ∈ {1, 2, . . . ,M} respectively α̂ǫi and β̂ǫi , i ∈ {1, 2, . . . , N} the expectancies
v˜−1fj and v˜
−1
ǫi
can be expressed via the parameters of the two Inverse Gamma distributions using Equation (132):
v˜−1f =
α̂f
β̂f
; v˜−1ǫi =
α̂ǫi
β̂ǫi
(133)
Using the notation introduced in (113):
V˜ −1f =

α̂f1
β̂f1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂fj
β̂fj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂fM
β̂fM

= V̂ −1f ; V˜
−1
ǫ =

α̂ǫ1
β̂ǫ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂ǫi
β̂ǫi
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂ǫN
β̂ǫN

= V̂ −1ǫ (134)
In Equation (134) other notations are introduced for V˜ −1f and V˜
−1
ǫ . Both values were expressed during the model via
unknown expectancies, but via Equation (134) those values don’t contain any more integrals to be computed. There-
fore, the new notations represent the final analytical expressions used for expressing the density functions qi. Using
Equation (134) and Equations (115), (122) and (131), the final analytical expressions of the separable distributions qi
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are presented in Equations (135a), (135b) and (135c).
q1(f ) = N
(
f |f̂ , Σ̂
)
,

f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg,
Σ̂ =
(
H1
T V̂ ǫH + V̂ f
)−1 , (135a)
q2j(vfj ) = IG
(
vfj |α̂fj , β̂fj
)
,

α̂fj = αf +
1
2
β̂fj = βf +
1
2
(
f̂2j + Σ̂jj
) , j ∈ {1, 2, . . . ,M} , (135b)
q3i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫj = αǫ +
1
2
β̂ǫj = βǫ +
1
2
(
H iΣ̂H i
T +
(
gi −H if̂
)2) , i ∈ {1, 2, . . . , N} . (135c)
Equation (135a) establishes the dependency between the parameters corresponding to the multivariate Normal dis-
tribution q1(f ) and the others parameters involved in the hierarchical model: the mean f̂ and the covariance ma-
trix Σ̂ depend on V̂ −1ǫ and V̂
−1
f which, via Equation (134) are defined using
{
α̂fj , β̂fj
}
, j ∈ {1, 2, . . . ,M} and{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N}. The dependency between the parameters of the multivariate Normal distribution q1(f)
and the parameters of the Inverse Gamma distributions q2j(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N} is
presented in Figure (18). Equation (135b) establishes the dependency between the parameters corresponding to the In-
{
α̂fj , β̂fj
}
,
{
α̂ǫj , β̂ǫj
}
✲ f̂ , Σ̂
Figure 18: Dependency between q1(f) parameters and q2j(vfj ) and q3i(vǫi) parameters
verse Gamma distributions q2j(vfj ), j ∈ {1, 2, . . . ,M} and the others parameters involved in the hierarchical model:
the shape and scale parameters
{
α̂fj , β̂fj
}
, j ∈ {1, 2, . . . ,M} depend on the mean f̂ and the covariance matrix Σ̂
of the multivariate Normal distribution q1(f ), Figure (19). Equation (135c) establishes the dependency between the
f̂ , Σ̂ ✲
{
α̂fj , β̂fj
}
Figure 19: Dependency between q2j(vfj ) parameters and q1(f) and q3i(vǫi) parameters
parameters corresponding to the Inverse Gamma distributions q3i(vǫi), i ∈ {1, 2, . . . , N} and the others parameters
involved in the hierarchical model: the shape and scale parameters
{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N} depend on the mean
f̂ and the covariance matrix Σ̂ of the multivariate Normal distribution q1(f), Figure (20).
The iterative algorithm obtained via PM estimation is presented Figure (21).
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f̂ , Σ̂ ✲
{
α̂ǫj , β̂ǫj
}
Figure 20: Dependency between q3i(vǫi) parameters and q2j(vfj ) and q1(f) parameters
f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg
Σ̂ =
(
H1
T V̂ ǫH + V̂ f
)−1
(a) - update estimated f and the covariance matrix Σ̂
α̂fj = αf +
1
2
← ct. during iterations
β̂fj = βf +
1
2
(
f̂ 2j + Σ̂jj
)
(b) - update estimated IG param-
eters modelling the variances vfj
α̂ǫj = αǫ +
1
2
← ct. during iterations
β̂ǫj = βǫ+
1
2
(
H iΣ̂H i
T +
(
gi −H if̂
)2)
(c) - update estimated IG parameters
modelling the uncertainties variances vǫi
V̂ f = diag
[
α̂fj
β̂fj
]
(d)
V̂ ǫ = diag
[
α̂ǫj
β̂ǫj
]
(e)
Initialization
Figure 21: Iterative algorithm corresponding to PM estimation via VBA - partial separability for Student-t hierarchical
model, non-stationary Student-t uncertainties model
4.6.3 Posterior Mean estimation via VBA, full separability
In this subsection, the Posterior Mean (PM) estimation is again considered, but via a full separable approximation.
The posterior distribution is approximated by a full separable distribution q (f ,vf ,vǫ), i.e. a supplementary condition
is added in Equation (105):
q1(f ) =
M∏
j=1
q1j(f j), ; q2(vf ) =
M∏
j=1
q2j(vfj ), ; q3(vǫ) =
N∏
i=1
q3i(vǫi) (136)
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Algorithm 2 PM via VBA partial sep. - Student-t hierarchical model, non-stationary Student-t uncertainties model
Ensure: INITIALIZATION f̂ (0) ⊲Where f̂ (0) = f̂ via a basic estimation method or f̂ (0) = 0
1: function JMAP(αǫ, βǫ, αf , βf , g,H ,f
(0),M,N,NoIter) ⊲ αǫ, βǫ, αf , βf are set in modeling phase, Eq. (96)
2: for n = 0 to IterNumb do
3: for j = 1 toM do
4: v̂
(n)
fj
=
βf+
1
2 (f̂j
(n))2
αf+
3
2
⊲ v̂
(n)
fj
is computed using αf , βf ,f
(n)
5: end for
6: V̂ f
(n) = diag
[
v̂
(n)
f
]
⊲ The diagonal matrix V̂ f
(n) is build using v̂
(n)
fj
, j ∈ {1, 2, . . . ,M}
7: for i = 1 to N do
8: v̂
(n)
ǫi =
βǫ+
1
2
(
gi−Hif̂ (n)
)2
αǫ+
3
2
⊲ v̂
(n)
ǫi is computed using αǫ, βǫ, gi,H i,f
(n)
9: end for
10: V̂ ǫ
(n) = diag
[
v̂
(n)
ǫ
]
⊲ The diagonal matrix V̂ ǫ
(n) is build using v̂
(n)
ǫi , i ∈ {1, 2, . . . , N}
11: f̂ (n+1) =
(
HT
(
V̂ ǫ
(n)
)−1
H +
(
V̂ f
(n)
)−1)−1
HT
(
V̂ ǫ
(n)
)−1
g ⊲ New value f̂ (n+1)
12: end for
return
(
f̂ (n+1), v̂f
(n), v̂
(n)
ǫ
)
, n = NoIter
13: end function
As in Subsection (4.6.2), the approximation is done byminimizing of the Kullback-Leibler divergence, Equation (106),
via alternate optimization resulting the following proportionalities from Equations (137a), (137b) and (137c),
q1(f j) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1−j(fj)q2(vf ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (137a)
q2j(vfj ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (137b)
q3i(vǫi) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
}
, i ∈ {1, 2 . . . , N} , (137c)
using the notations introduced in Equation (109), Equation (110) and Equation (138).
q1−j(f j) =
M∏
k=1,k 6=j
q1k(fk) (138)
The analytical expression of logarithm of the posterior distribution ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) is obtained in
Equation (111).
Computation of the analytical expression of q1j(f j). The proportionality relation corresponding to q1(f ) is pre-
sented in established in Equation (137a). In the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free of f i
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can be regarded as constants:〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1−j(fj) q2(vf ) q3(vǫ)
=− 1
2
〈
‖V − 12ǫ (g −Hf) ‖
〉
q1−j(fj) q3(vǫ)
− 1
2
〈
‖V − 12f f‖
〉
q1−j(fj) q2(vf )
.
(139)
Using Equation (113) the integral from Equation (139) becomes:〈
ln p(f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)
〉
q1−j(fj) q2(vf ) q3(vǫ)
= −1
2
〈
‖V˜ − 12ǫ (g −Hf) ‖
〉
q1−j(fj)
− 1
2
〈
‖V˜ − 12f f‖
〉
q1−j(fj)
.
(140)
Considering all the f j free terms as constants, the first norm can be written:
‖V˜ − 12ǫ (g −Hf) ‖ = C + ‖V˜ −
1
2
ǫ H
j‖2f j2 − 2HjT V˜ −
1
2
ǫ
(
g −H−jf−j) f j (141)
whereHj represents the column j of the matrixH ,H−j represents the matrixH except the column j,Hj and f−j
represents the vector f except the element f j . Introducing the notation
f˜ j =
∫
f jq1j(f j)df j ; f˜
−j =
[
f˜1 . . . f˜ j−1 f˜ j+1 . . . f˜M
]T
(142)
the expectancy of the first norm becomes:〈
‖V˜ − 12ǫ (g −Hf) ‖
〉
q1−j(fj)
= C + ‖V˜ − 12ǫ Hj‖2f j2 − 2HjT V˜ −
1
2
ǫ
(
g −H−j f˜−j
)
f j (143)
Considering all the free f j terms as constants, the expectancy for the second norm becomes:〈
‖V˜ − 12f f‖2
〉
q1−j(fj)
= C + v˜−1fj f j
2 (144)
From Equation (137a), (140), (143), and (144) the proportionality for q1j(f j) becomes:
q1j(f j) ∝ exp
{(
‖V˜ − 12ǫ Hj‖2 + v˜−1fj
)
f j
2 − 2HjT V˜ −1ǫ
(
g −H−jf−j) f j} (145)
Considering the criterion J(f j) =
(
‖V˜ − 12ǫ Hj‖2 + v˜−1fj
)
f j
2 − 2HjT V˜ −1ǫ
(
g −H−jf−j) f j which is quadratic,
we conclude q1j(f j) is a Normal distribution. For computing the mean of the Normal distribution, it is sufficient to
compute the solution that minimizes the criterion J(f j):
∂J(f j)
∂f j
= 0⇔ f̂ j =
HjT V˜ −1ǫ
(
g −H−jf−j)
‖V˜ − 12ǫ Hj‖+ v˜−1f
. (146)
The variance can be obtained by identification. The analytical expressions for the mean and the variance corresponding
to the Normal distributions, q1(f j) are presented in Equation (147).
q1(f j) = N
(
f j |f̂ j , v̂arj
)
,

f̂ j =
HjT V˜ −1ǫ (g−H
−jf−j)
‖V˜
−
1
2
ǫ Hj‖2+v˜−1fj
v̂arj =
1
‖V˜
−
1
2
ǫ Hj‖2+v˜−1fj
, j ∈ {1, 2, . . . ,M} (147)
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Computation of the analytical expression of q2j(vfj ). The proportionality relation corresponding to q2j(vfj )
established in Equation (137b) refers to vfj , so in the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free
of vfj can be regarded as constants,
ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) = C − 1
2
ln vfj −
1
2
〈
f j
2
〉
q1j(fj)
v−1fj − (αf + 1) ln vfj − βfv−1fj , (148)
so the integral of the logarithm becomes:
〈ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)〉q1(f ) q2−j(vfj ) q3(vǫ) = C −
(
αf +
3
2
)
ln vfj −
[
βf +
1
2
(
f̂ j
2 + v̂arj
)]
v−1fj .
(149)
Equation (149) leads to the conclusion that q2j(vfj ) is an Inverse Gamma distribution. Equation (150) presents the
analytical expressions for to the shape and scale parameters corresponding to the Inverse Gamma distribution.
q2j(vfj ) = IG
(
vfj |α̂fj , β̂fj
)
,

α̂fj = αf +
1
2
β̂fj = βf +
1
2
(
f̂2j + v̂arj
) , j ∈ {1, 2, . . . ,M} (150)
Computation of the analytical expression of q3i(vǫi). The proportionality relation corresponding to q3i(vǫi) es-
tablished in Equation (137c) refers to vǫi so in the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free of
vǫi can be regarded as constants:
ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) = C −
(
αǫ +
3
2
)
ln vǫi −
(
βǫ +
1
2
(gi −H if)2
)
v−1ǫi . (151)
Introducing the notation 〈
f
〉
q1(f )
=
[
f̂1 . . . f̂ j . . . f̂M
]T
Not
= f̂ ; Σ̂ = diag [v̂arj ] (152)
the expectancy of the logarithm becomes
〈ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ)〉q1(f ) q2(vf ) q3−i(vǫi ) = C −
(
αǫ + 1 +
1
2
)
ln vǫi
−
(
βǫ +
1
2
[
H iΣ̂H i
T +
(
gi −H if̂
)2])
v−1ǫi ,
(153)
so and the proportionality relation for q3i(vǫi) from Equation (137c) can be written:
q3i(vǫi) ∝ v
−(αǫ+ 32 )
ǫi exp
{
−
(
βǫ +
1
2
[
H iΣ̂H i
T +
(
gi −H if̂
)2])
v−1ǫi
}
(154)
Equation (154) shows that q3i(vǫi) are Inverse Gamma distributions. The analytical expressions of the corresponding
parameters are presented in Equation (155).
q3i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
1
2
β̂ǫi = βǫ +
1
2
[
H iΣ̂H i
T +
(
gi −H if̂
)2] , i ∈ {1, 2, . . . , N} (155)
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Since q2(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N} are Inverse Gamma distributions, it is easy to obtain
analytical expressions for V˜ −1ǫ , defined in Equation (113) and v˜
−1
fj
, j ∈ {1, 2, . . . ,M}, obtaining the same expressions
as in Equation (134). Using Equation (134) and Equations (147), (150) and (155), the final analytical expressions of
the separable distributions qi are presented in Equations (156a), (156b) and (156c).
q1(f j) = N
(
f j |f̂ j , v̂arj
)
,

f̂ j =
HjT V˜ −1ǫ (g−H
−jf−j)
‖V˜
−
1
2
ǫ H j‖2+v˜−1fj
v̂arj =
1
‖V˜
−
1
2
ǫ H j‖2+v˜−1fj
, j ∈ {1, 2, . . . ,M} (156a)
q2j(vfj ) = IG
(
vfj |α̂fj , β̂fj
)
,

α̂fj = αf +
1
2
β̂fj = βf +
1
2
(
f̂2j + v̂arj
) , j ∈ {1, 2, . . . ,M} (156b)
q3i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
1
2
β̂ǫi = βǫ +
1
2
[
HiΣ̂H i
T +
(
gi −Hif̂
)2] , i ∈ {1, 2, . . . , N} (156c)
Equations (156a), (156b) and (156c) establish dependencies between the parameters of the distributions, very similar
to the one presented in Figures (18), (19) and (20). The iterative algorithm obtained via PM estimation with full
separability, is presented Figure (22).
4.7 IS: Student-t hierarchical model: non-stationary Student-t uncertainties model, un-
known uncertainties variances
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a non-stationary Student-t uncertainties model is proposed, i.e. a multivariate
Student-t distribution expressed via StPM is used under the following assumption:
a) the variance vector vǫ is unknown;
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f̂ j =
H jT V˜ −1ǫ (g−H−jf−j)
‖V˜ −
1
2
ǫ H j‖2+v˜−1fj
v̂arj =
1
‖V˜ −
1
2
ǫ H j‖2+v˜−1fj
(a) - update estimated f j and the corespnding variance varj
α̂fj = αf +
1
2 ← ct. during iterations
β̂fj = βf +
1
2
(
f̂2j + v̂arj
)
(b) - update estimated IG param-
eters modelling the variances vfj
α̂ǫi = αǫ +
1
2 ← ct. during iterations
β̂ǫi = βǫ +
1
2
[
H iΣ̂H i
T +
(
gi −H if̂
)2]
(c) - update estimated IG parameters
modelling the uncertainties variances vǫi
V̂ f = diag
[
α̂fj
β̂fj
]
(d)
V̂ ǫ = diag
[
α̂ǫj
β̂ǫj
]
(e)
Initialization
Figure 22: Iterative algorithm corresponding to PM estimation via VBA - full separability for Student-t hierarchical
model, non-stationary Student-t uncertainties model
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Likelihood : nsStL:

p (g|f ,vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖2
}
,
p (vǫ|αǫ, βǫ) =
∏N
i=1 IG (vǫi |αǫ, βǫ) ∝
∏N
i=1 v
−αǫ−1
ǫi
exp
{
−∑Ni=1 βǫvǫi } ,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] ,
Likelihood : nsStL:

p(f |z,vξ) = N (f |Dz, V ξ) ∝ det {V ξ}−
1
2 exp
{
− 12‖V
− 12
ξ (f −Dz) ‖2
}
,
p(vξ|αf , βf ) =
∏M
j=1 IG(vξj |αξ, βξ) ∝
∏M
j=1 v
−αξ−1
ξj
exp
{
−∑Mj=1 βξvξj } ,
V ξ = diag [vξ] , vξ =
[
. . . , vξj , . . .
]
,
P rior : StPM:

p(z|0,vz) = N (z|0, V z) ∝ det {V z}−
1
2 exp
{
− 12‖V
− 12
z z‖2
}
,
p(vz|αz, βz) =
∏M
j=1 IG(vzj |αz , βz) ∝
∏M
j=1 v
−αz−1
zj
exp
{
−∑Mj=1 βzvzj } ,
V z = diag [vz] , vz =
[
. . . , vzj , . . .
]
.
(157)49
The hierarchical model showed in Figure (3), which is build over the linear forward model, Equation (1) and Equa-
tion (2), using as a prior for z a Student-t distribution, expressed via the Student-t Prior Model (StPM), Equation (7)
andmodelling the uncertainties of the model ǫ and ξ using the non-stationary Student-t UncertaintiesModel (nsStUM),
Equation (81), is presented in Equation (157). The posterior distribution is obtained via the Bayes rule, Equation (158):
p(f , z,vǫ,vξ,vz|g,αǫ, βǫ, αξ, βξ, αz, βz) ∝ p (g|f ,vǫ) p (vǫ|αǫβǫ) p(f |z,vξ)p(vξ|αf , βf )p(z|0,vz)p(vz |αz, βz)
∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖2
} N∏
i=1
v−αǫ−1ǫi exp
{
−
N∑
i=1
βǫ
vǫi
}
det {V ξ}−
1
2 exp
{
−1
2
‖V − 12ξ (f −Dz) ‖2
} M∏
j=1
v
−αξ−1
ξj
exp
−
M∑
j=1
βξ
vξj

det {V z}−
1
2 exp
{
−1
2
‖V − 12z z‖2
} M∏
j=1
v−αz−1zj exp
−
M∑
j=1
βz
vzj

(158)
The goal is to estimate the unknowns of the hierarchical model, namely f , the main unknown of the linear forward
model expressed in Equation (1), z, the main unknown of Equation (2), supposed sparse and consequently modelled
using the Student-t distribution and the three variances appearing in the hierarchical model, Equation (157), the vari-
ance corresponding to the sparse structure z, namely vz and the two variances corresponding to the uncertainties of
model ǫ, and ξ, namely vǫ and vξ .
4.7.1 Joint MAP estimation
First, the Joint Maximum A Posterior (JMAP) estimation is considered: the unknowns are estimated on the basis of
the available data g, by maximizing the posterior distribution:(
f̂ , ẑ, v̂ξ, v̂ǫ, v̂z
)
= argmax
(f , z, vξ, vǫ, vz)
p(f , z, vξ, vǫ, vz|g, αξ, βξ, αǫ, βǫ, αz, βz)
= argmin
(f , z, vξ, vǫ, vz)
L (f , z, vξ, vǫ, vz) ,
(159)
where for the second equality the criterion L (f , z, vξ, vǫ vz) is defined as:
L (f , z, vξ, vǫ, vz) = − ln p (f , z, vξ, vǫ, vz|g, αξ, βξ, αǫ, βǫ, αz, βz) (160)
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The MAP estimation corresponds to the solution minimizing the criterion L (f , z, vξ, vǫ, vz). From the analytical
expression of the posterior distribution, Equation (158) and the definition of the criterionL, Equation (160), we obtain:
L (f , z, vξ, vǫ, vz) = − ln p (f , z, vξ, vǫ, vz|g, αξ, βξ, αǫ, βǫ, αz, βz)
+
1
2
‖V − 12ǫ (g −Hf) ‖2 +
(
αǫ +
3
2
) N∑
i=1
ln vǫi +
N∑
i=1
βǫ
vǫi
+
1
2
‖V − 12ξ (f −Dz) ‖2 +
(
αξ +
3
2
) N∑
i=1
ln vξi +
N∑
i=1
βξ
vξi
+
1
2
‖V − 12z z‖2 +
(
αz +
3
2
) M∑
j=1
ln vzj +
M∑
j=1
βf
vzj
(161)
One of the simplest optimisation algorithm that can be used is an alternate optimization of the criterion
L (f , z, vξ, vǫ, vz) with respect to the each unknown:
• With respect to f :
∂L (f , z, vξ, vǫ, vz)
∂f
= 0⇔ ∂
∂f
(
‖V ǫ− 12 (g −Hf ) ‖2 + ‖V −
1
2
ξ (f −Dz) ‖2
)
= 0
⇔ −HTV ǫ−1 (g −Hf) + V ξ−1 (f −Dz) = 0
⇔ (HTV ǫ−1H + V ξ−1)f = HTV ǫ−1g + V ξ−1Dz
⇒ f̂ = (HTV ǫ−1H + V ξ−1)−1 (HTV ǫ−1g + V ξ−1Dz)
• With respect to z:
∂L (f , z, vξ, vǫ, vz)
∂z
= 0⇔ ∂
∂f
(
‖V − 12ξ (f −Dz) ‖2 + ‖V
− 12
z z‖2
)
= 0
⇔ −DTV ξ−1 (f −Dz) + V z−1z = 0
⇔ (DTV ξ−1D + V z−1) z = DTV ξ−1f
⇒ ẑ = (DTV ξ−1D + V z−1)−1DTV ξ−1f
• With respect to vǫi , i ∈ {1, 2, . . . , N}:
First, we develop the norm ‖V ǫ− 12 (g −Hf) ‖2:
‖V ǫ− 12 (g −Hf) ‖2 = gTV ǫ−1g − 2gTV ǫ−1Hf +HTfTV ǫ−1Hf
=
N∑
i=1
v−1ǫi gi
2 − 2
N∑
i=1
v−1ǫi giHif +
N∑
i=1
v−1ǫi f
THi
THif ,
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whereH i denotes the line i of the matrixH , i ∈ {1, 2, . . . , N}, i.e. H i = [hi1, hi1, . . . , hiM ].
∂L (f , z, vξ, vǫ, vz)
∂vǫi
= 0⇔ ∂
∂vǫi
[(
αǫ +
3
2
)
ln vǫi +
(
βǫ +
1
2
(
gi
2 − 2giH if + fTHiTH if
))
v−1ǫi
]
= 0
⇔
(
αǫ +
3
2
)
vǫi −
(
βǫ +
1
2
(gi −Hif)2
)
= 0
⇒ v̂ǫi =
βǫ +
1
2 (gi −Hif)2
αǫ +
3
2
• With respect to vξj , j ∈ {1, 2, . . . ,M}:
First, we develop the norm ‖V ξ− 12 (f −Dz) ‖2:
‖V ξ− 12 (f −Dz) ‖2 = fTV ξ−1f − 2fTV ξ−1Dz +DTzTV ξ−1Dz
=
M∑
j=1
v−1ξj f j
2 − 2
M∑
j=1
v−1ξj f jDjz +
M∑
j=1
v−1ξj z
TDj
TDjz,
whereDj denotes the line j of the matrixD, j ∈ {1, 2, . . . ,M}, i.e. Dj = [dj1, dj1, . . . , djM ].
∂L (f , z, vξ, vǫ, vz)
∂vξj
= 0⇔ ∂
∂vξj
[(
αξ +
3
2
)
ln vξj +
(
βξ +
1
2
(
f j
2 − 2f jDjz + zTDjTHjz
))
v−1ξj
]
= 0
⇔
(
αξ +
3
2
)
vξj −
(
βξ +
1
2
(f j −Diz)2
)
= 0
⇒ v̂ξj =
βξ +
1
2 (f j −Djz)2
αξ +
3
2
• With respect to vzj , j ∈ {1, 2, . . . ,M}:
∂L (f , z, vξ, vǫ, vz)
∂vzj
= 0⇔ ∂
∂vzj
[(
αz +
3
2
)
ln vzj +
(
βz +
1
2
zj
2
)
v−1zj
]
= 0
⇔
(
αz +
3
2
)
vzj −
(
βz +
1
2
zj
2
)
= 0
⇒ v̂zj =
βz +
1
2zj
2
αz +
3
2
The iterative algorithm obtained via JMAP estimation is presented Figure (23).
4.7.2 Posterior Mean estimation via VBA, partial separability
In this subsection, the Posterior Mean (PM) estimation is considered. The Joint MAP computes the mod of the
posterior distribution. The PM computes the mean of the posterior distribution. One of the advantages of this estimator
is that it minimizes the Mean Square Error (MSE). Computing the posterior means of any unknown needs great
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f̂ =
(
HT V̂ ǫ
−1H + V̂ ξ−1
)−1 (
HT V̂ ǫ
−1g + V̂ ξ−1Dẑ
)
(a) - update estimated f
ẑ =
(
DT V̂ ξ
−1D + V̂ z−1
)−1
DT V̂ ξ
−1f̂
(b) - update estimated z
v̂ξj =
βξ+
1
2(f̂ j−Djẑ)
2
αξ+
3
2
(c) - update estimated variances vfj
v̂ǫi =
βǫ+
1
2
(
gi−H if̂
)2
αǫ+
3
2
(d) - update estimated uncertainties variances vǫi
v̂zj =
βz+
1
2zj
2
αz+
3
2
(e) - update estimated uncertainties variances vǫi
V̂ ξ = diag [v̂ξ]
(f)
V̂ ǫ = diag [v̂ǫ]
(g)
V̂ z = diag [v̂z]
(e)
Initialization
Figure 23: Indirect sparsity (via z) - Iterative algorithm corresponding to Joint MAP estimation for Student-t hierar-
chical model, non-stationary Student-t uncertainties model
dimensional integration. For example, the mean corresponding to f can be computed from the posterior distribution
using Equation (162),
Ep {f} =
∫∫∫
f p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)dfdzdvξdvǫdvz. (162)
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Algorithm 3 Joint MAP - Student-t hierarchical model, non-stationary Student-t uncertainties model
Ensure: INITIALIZATION f (0), z(0)
1: function JMAP(αξ, βξ, αǫ, βǫ, αz, βz, g,H ,D,f
(0), z(0),M,N,NoIter)
2: for n = 0 to IterNumb do
3: for j = 1 toM do
4: v̂
(n)
ξj
=
βξ+
1
2 (f̂j
(n)−Djẑ(n))
2
αξ+
3
2
5: end for
6: for i = 1 to N do
7: v̂
(n)
ǫi =
βǫ+
1
2
(
gi−Hif̂ (n)
)2
αǫ+
3
2
8: end for
9: for j = 1 toM do
10: v̂
(n)
zj =
βz+
1
2 (zj
(n))
2
αz+
3
2
11: end for
12: f̂ (n+1) =
(
HT diag
[(
v̂
(n)
ǫi
)−1]
H + diag
[(
v̂
(n)
ξj
)−1])−1(
HT diag
[(
v̂
(n)
ǫi
)−1]
g + diag
[(
v̂
(n)
ξj
)−1]
Dẑ
)
13: ẑ(n+1) =
(
DT diag
[(
v̂
(n)
ξj
)−1]
D + diag
[(
v̂
(n)
zj
)−1])−1
DT diag
[(
v̂
(n)
ξj
)−1]
f̂ (n+1)
14: end forreturn
(
f̂ (n+1), ẑ(n+1), v̂
(n)
ξj
, v̂
(n)
ǫi , v̂
(n)
zj
)
n = NoIter
15: end function
In general, these computations are not easy. One way to obtain approximate estimates is to approxi-
mate p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz) by a separable one q(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz) =
q1(f )q2(z)q3(vξ)q4(vǫ)q5(vz), then computing the posterior means using the separability. The mean correspond-
ing to f is computed using the corresponding separable distribution q1(f), Equation (102),
Eq1 {f} =
∫
f q1(f )df . (163)
If the approximation of the posterior distribution with a separable one can be done in such a way that conserves the
mean, i.e. Equation (164),
Eq {x} = Ep {x} , (164)
for all the unknowns of the model, a great amount of computational cost is gained. In particular, for the proposed hier-
archical model, Equation (157), the posterior distribution, Equation (158), is not a separable one, making the analytical
computations of the PM very difficult. One way the compute the PM in this case is to first approximate the poste-
rior law p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz , βz) with a separable law q(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz),
Equation (165),
p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz) ≈ q(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
= q1(f ) q2(z) q3(vξ) q4(vǫ) q5(vz)
(165)
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where the notations from Equation (166) are used
q3(vξ) =
M∏
j=1
q2j(vξj ), ; q4(vǫ) =
N∏
i=1
q3i(vǫi) ; q5(vz) =
M∏
j=1
q3i(vzj ) (166)
by minimizing of the Kullback-Leibler divergence, defined as:
KL (q(f ,z,vǫ,vξ, vz|g, αǫ, βǫ, αξ, βξ , αz, βz) : p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)) =
=
∫∫
. . .
∫
q(f ,z,vǫ,vξ,vz|g, αǫ, βǫ, αξ , βξ, αz, βz) ln q(f ,z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
p(f ,z,vǫ, vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)dfdzdvξdvǫdvz,
(167)
where the notations from Equation (168) are used
dvξ =
M∏
j=1
dvξj ; dvǫ =
N∏
i=1
dvǫi ; dvz =
M∏
j=1
dvzj . (168)
Equation (166) is selecting a partial separability for the approximated posterior distribution
q(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz) in the sense that a total separability is imposed for the distributions
corresponding to the three variances appearing in the hierarchical model, q3 (vξ), q4 (vǫ) and q5 (vz) but not for the
distribution corresponding to f and z. Evidently, a full separability can be imposed, by adding the supplementary
conditions q1(f ) =
∏M
j=1 q1j(f j) and q3(z) =
∏M
j=1 q2j(zj) in Equation (166). This case is considered in
Subsection (4.7.3). The minimization can be done via alternate optimization resulting the following proportionalities
from Equations (169a), (169b), (169c), (169d) and (169e),
q1(f) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz , βz)
〉
q2(z) q3(vξ) q4(vǫ) q5(vz)
}
, (169a)
q2(z) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q3(vξ) q4(vǫ) q5(vz)
}
, (169b)
q3j(vξj ) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2(z) q3−j(vξj ) q4(vǫ) q5(vz)
}
,
j ∈ {1, 2 . . . ,M} , (169c)
q4i(vǫi) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2(z) q3(vξ) q4−i(vǫi ) q5(vz)
}
,
i ∈ {1, 2 . . . , N} , (169d)
q5j(vzj ) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2(z) q3(vξ) q4(vǫ) q5−j(vzj )
}
,
j ∈ {1, 2 . . . ,M} , (169e)
using the notations:
q3−j(vξj ) =
M∏
k=1,k 6=j
q3k(vξk) ; q4−i(vǫi) =
N∏
k=1,k 6=i
q4k(vǫk) ; q5−j(vzj ) =
M∏
k=1,k 6=j
q5k(vzk) (170)
and also 〈
u(x)
〉
v(y)
=
∫
u(x)v(y)dy. (171)
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Via Equation (160) and Equation (161), the analytical expression of logarithm of the posterior distribution is obtained,
Equation (172):
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz) =− 1
2
‖V − 12ǫ (g −Hf) ‖2 −
(
αǫ +
3
2
) N∑
i=1
ln vǫi −
N∑
i=1
βǫ
vǫi
− 1
2
‖V − 12ξ (f −Dz) ‖2 −
(
αξ +
3
2
) M∑
j=1
ln vξj −
M∑
j=1
βξ
vξj
− 1
2
‖V − 12z z‖2 −
(
αz +
3
2
) M∑
j=1
ln vzj −
M∑
j=1
βf
vzj
(172)
Computation of the analytical expression of q1(f ) (first part). The proportionality relation corresponding to
q1(f ) is established in Equation (169a). In the expression of p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz) all the terms
free of f can be regarded as constants. Via Equation (172) the integral 〈〉 defined in Equation (171) becomes:〈
p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz)
〉
q2(z) q3(vξ) q4(vǫ)
=− 1
2
〈
‖V − 12ǫ (g −Hf) ‖2
〉
q4(vǫ)
− 1
2
〈
‖V − 12ξ (f −Dz) ‖2
〉
q2(z)q3(vξ)
.
(173)
Introducing the notations:
v˜ξj =
〈
v−1ξj
〉
q3j(vξj )
; v˜ξ =
[
v˜ξ1 . . . v˜ξj . . . v˜ξM
]T
; V˜ ξ = diag [v˜ξ]
v˜ǫi =
〈
v−1ǫi
〉
q4i(vǫi)
; v˜ǫ =
[
v˜ǫ1 . . . v˜ǫi . . . v˜ǫN
]T
; V˜ ǫ = diag [v˜ǫ]
(174)
the integral from Equation (173) becomes:〈
p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q2(z) q3(vξ) q4(vǫ)
=− 1
2
‖V˜ 12ǫ (g −Hf) ‖2
− 1
2
〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q2(z)
.
(175)
Evidently,
〈
p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz)
〉
q2(z) q3(vξ) q4(vǫ)
is a quadratic form with respect to f . The
proportionality from Equation (169a) leads to the following corollary:
Corollary 4.0.1. q1 (f) is a multivariate Normal distribution.
Computation of the analytical expression of q2(z). The proportionality relation corresponding to q2(z) is estab-
lished in Equation (169b). In the expression of p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz) all the terms free of z can
be regarded as constants. Via Equation (172) the integral 〈〉 defined in Equation (171) becomes:〈
p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q3(vξ) q5(vz)
=− 1
2
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1(f )q3(vξ)
− 1
2
〈
‖V − 12z z‖2
〉
q5(vz)
.
(176)
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Using the notations introduced in Equation (174) and introducing the notations:
v˜zj =
〈
v−1zj
〉
q5j(vzj )
; v˜z =
[
v˜z1 . . . v˜zj . . . v˜zM
]T
; V˜ z = diag [v˜z] (177)
the integral from Equation (176) becomes:〈
p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q2(z) q3(vξ) q4(vǫ)
=− 1
2
〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q1(f )
− 1
2
‖V˜ 12z z‖2.
(178)
The norm from the first term in Equation (178) can be developed as it follows:
‖V˜ 12ξ (f −Dz) ‖2 = fT V˜ ξf − 2zTDT V˜ ξf + zTDT V˜ ξDz = ‖V˜
1
2
ξ f‖2 − 2zTDT V˜ ξf + ‖V˜
1
2
ξ Dz‖2, (179)
so Equation (178) can be developed as it follows:〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q1(f )
=
〈
‖V˜ 12ξ f‖2
〉
q1(f )
− 2zTDT V˜ ξ
〈
f
〉
q1(f )
+ ‖V˜ 12ξ Dz‖2. (180)
Using Corollary (4.0.1), we can easily compute
〈
‖V˜ 12ξ f‖2
〉
q1(f )
and 〈f〉
q1(f ). For the multivariate Normal distribu-
tion q1(f ) we will denote f̂ the corresponding mean and Σ̂f , obtaining:〈
f
〉
q1(f )
= f̂ ;
〈
‖V˜ 12ξ f‖2
〉
q1(f )
= ‖V˜ 12ξ f̂‖2 + Tr
[
V˜ ξΣ̂f
]
(181)
From Equations (178), (180), (181) we obtain:〈
p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q2(z) q3(vξ) q4(vǫ)
=− 1
2
‖V˜ 12ξ f̂‖2 +−
1
2
Tr
[
V˜ ξΣ̂f
]
+ zTDT V˜ ξf̂
− 1
2
‖V˜ 12ξ Dz‖2 −
1
2
‖V˜ 12z z‖2
(182)
Evidently,
〈
p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q2(z) q3(vξ) q4(vǫ)
. The proportionality from Equa-
tion (169b) leads to the following corollary:
Corollary 4.0.2. q2 (z) is a multivariate Normal distribution.
Minimizing the criterion
J(z) = −1
2
‖V˜ 12ξ f̂‖2 +−
1
2
Tr
[
V˜ ξΣ̂f
]
+ zTDT V˜ ξf̂ − 1
2
‖V˜ 12ξ Dz‖2 −
1
2
‖V˜ 12z z‖2, (183)
leads to the analytical expression of the corresponding mean, denoted ẑ:
∂J(z)
∂z
= 0⇔ ∂
∂z
f̂T V˜ Tξ Dz −
1
2
∂
∂z
‖V˜ 12ξ Dz‖2 −
1
2
∂
∂z
‖V˜ 12z z‖2 = 0⇔DT V˜ ξf̂ −DT V˜ ξDz − V˜ zz = 0
⇔
(
DT V˜ ξD + V˜ z
)
z =DT V˜ ξf̂ ⇒ ẑ =
(
DT V˜ ξD + V˜ z
)−1
DT V˜ ξf̂
(184)
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The variance can be obtained by identification:
Σ̂z =
(
DT V˜ ξD + V˜ z
)−1
(185)
Finally, we conclude that q2(z) is a multivariate Normal distribution with the following parameters:
q2(z) = N
(
z|ẑ, Σ̂z
)
,

ẑ =
(
DT V˜ ξD + V˜ z
)−1
DT V˜ ξf̂ ,
Σ̂z =
(
DT V˜ ξD + V˜ z
)−1
.
(186)
We note that both the expressions of the mean ẑ and variance Σ̂z depend on expectancies corresponding to the three
variances of the hierarchical model.
Computation of the analytical expression of q1(f) (second part). We come back for computing the parameters of
the multivariate Normal distribution q1(f ). Using the fact that q2(z) was proved a multivariate Normal distribution,
the norm from the latter term in Equation (175) can be computed. The norm was developed in Equation (179) and the
computation of the integral uses the particular form of q2(z):〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q2(z)
= ‖V˜ 12ξ f‖2 − 2fT V˜ Tξ D
〈
z
〉
q2(z)
+
〈
‖V˜ 12ξ Dz‖2
〉
q2(z)
= ‖V˜ 12ξ f‖2 − 2ẑDT V˜ ξf + ‖V˜
1
2
ξ Dẑ‖2 + Tr
[
DT V˜ ξDΣ̂z
]
.
(187)
Minimizing the criterion
J(f ) = −1
2
‖V˜ 12ǫ (g −Hf) ‖2 − 1
2
‖V˜ 12ξ f‖2 + ẑDT V˜ ξf −
1
2
‖V˜ 12ξ Dẑ‖2 −
1
2
Tr
[
DT V˜ ξDΣ̂z
]
(188)
leads to the analytical expression of the corresponding mean, denoted ẑ:
∂J(f )
∂f
= 0⇔ −1
2
∂
∂f
‖V˜ 12ǫ (g −Hf) ‖2 − 1
2
∂
∂f
‖V˜ 12ξ f‖2 +
∂
∂f
ẑTDT V˜ ξf = 0
⇔HT V˜ ǫg −HT V˜ ǫHf − V˜ ξf + V˜ Tξ Dẑ = 0
⇔
(
HT V˜ ǫH + V˜ ξ
)
f = V˜ Tξ Dẑ +H
T V˜ ǫg ⇒ f̂ =
(
HT V˜ ǫH + V˜ ξ
)−1 (
V˜ Tξ Dẑ +H
T V˜ ǫg
)
(189)
The variance can be obtained by identification:
Σ̂f =
(
HT V˜ ǫH + V˜ ξ
)−1
(190)
Finally, we conclude that q1(f ) is a multivariate Normal distribution with the following parameters:
q1(f ) = N
(
f |f̂ , Σ̂f
)
,

f̂ =
(
HT V˜ ǫH + V˜ ξ
)−1 (
V˜ Tξ Dẑ +H
T V˜ ǫg
)
,
Σ̂f =
(
HT V˜ ǫH + V˜ ξ
)−1
.
(191)
We note that both the expressions of the mean f̂ and variance Σ̂f depend on expectancies corresponding to the three
variances of the hierarchical model.
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Computation of the analytical expression of q3j(vξj ). The proportionality relation corresponding to q3j(vξj ) is
presented in established in Equation (169c). In the expression of p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz) all the
terms free of vξj can be regarded as constants. Via Equation (172) the integral defined in Equation (171) becomes:〈
ln p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2(z) q3−j(vξj )
= −1
2
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1(f ) q2(z) q3−j(vξj )
−
(
αξ +
3
2
)
ln vξj − βξv−1ξj
(192)
Introducing the notations:
v˜−1ξ
−j
=
[
v˜−1ξ1 . . . v˜
−1
ξj−1
v−1ξj v˜
−1
ξj+1
. . . v˜−1ξM
]T
; V˜ ξ
−j
= diag
(
v˜−1ξ
−j
)
(193)
the integral
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1(f ) q2(z) q3−j(vξj )
can be written:
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1(f ) q2(z) q3−j(vξj )
=
〈
‖V˜ 12ξ
−j
(f −Dz) ‖2
〉
q1(f ) q2(z)
(194)
Considering that q1(f) and q2(z) are multivariate Normal distributions, Equations (191) and (186) and considering
the development of the norm Equations (179), we have:〈
‖V˜ 12ξ
−j
(f −Dz) ‖2
〉
q1(f ) q2(z)
=
〈
‖V˜ 12ξ
−j
f‖2
〉
q1(f )
− 2
〈
zTDT V˜ ξ
−j
f
〉
q1(f ) q2(z)
+
〈
‖V˜ 12ξ
−j
Dz‖2
〉
q2(z)
=
= ‖V˜ 12ξ
−j
f̂‖2 + Tr
[
V˜ ξ
−j
Σ̂f
]
− 2ẑTDT V˜ ξ
−j
f̂ + ‖V˜ 12ξ
−j
Dẑ‖2 + Tr
[
DT V˜ ξ
−j
DΣ̂z
]
=
= C + v−1ξj f̂
2
j + v
−1
ξj
Σ̂fjj − 2v−1ξj ẑTDTj f̂ j + v−1ξj ‖Dj ẑ‖2 + v−1ξj
M∑
k=1
M∑
i=1
djkdjiΣ̂zik
(195)
where C denotes terms not containing vξj and Dj denotes the line j of the matrix D. From Equation (192) and
Equation (195):〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ,βξ, αz, βz)
〉
q1(f ) q2(z) q3−j(vξj )
= −
(
αξ +
3
2
)
ln vξj
−
(
βξ +
1
2
[
f̂2j + Σ̂fjj − ẑTDTj f̂ j + ‖Dj ẑ‖2 +
M∑
k=1
M∑
i=1
djkdjiΣ̂zik
])
v−1ξj
(196)
from which it can establish the proportionality corresponding to q3j(vξj ):
q3j(vξj ) ∝ v
−(αξ+ 32 )
ξj
exp
−βξ +
1
2
(
f̂2j + Σ̂fjj − 2ẑTDTj f̂ j + ‖Dj ẑ‖2 +
∑M
k=1
∑M
i=1 djkdjiΣ̂zik
)
vξj
 , (197)
leading to the following corollary:
Corollary 4.0.3. q3j
(
vξj
)
is an Inverse Gamma distribution.
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The shape and scale parameters are obtained by identification, from Equation (197):
q3j(vξj ) = IG
(
vξj |α̂ξj , β̂ξj
)
,

α̂ξj = αξ +
3
2
β̂ξj = βξ +
1
2
(
f̂2j + Σ̂fjj − 2ẑTDTj f̂ j + ‖Dj ẑ‖2 +
∑M
k=1
∑M
i=1 djkdjiΣ̂zik
)
(198)
Computation of the analytical expression of q4i(vǫi). The proportionality relation corresponding to q4i(vǫi) is
presented in established in Equation (169d). In the expression of p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz) all the
terms free of vǫi can be regarded as constants. Via Equation (172) the integral defined in Equation (171) becomes:〈
ln p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q4−i(vǫi )
=− 1
2
〈
‖V − 12ǫ (g −Hf ) ‖2
〉
q1(f ) q4−i(vǫi )
−
(
αǫ +
3
2
)
ln vǫi −
βǫ
vǫi
(199)
Introducing the notations:
v˜−1ǫ
−i
=
[
v˜−1ǫ1 . . . v˜
−1
ǫi−1
v−1ǫi v˜
−1
ǫi+1
. . . v˜−1ǫN
]T
; V˜ ǫ
−i
= diag
(
v˜−1ǫ
−i
)
(200)
the integral
〈
‖V − 12ǫ (g −Hf) ‖2
〉
q1(f ) q4−i(vǫi )
can be written:
〈
‖V − 12ǫ (g −Hf) ‖2
〉
q1(f ) q4−i(vǫi )
=
〈
‖V˜ 12ǫ
−i (g −Hf) ‖2
〉
q1(f )
(201)
Considering that q1(f ) is a multivariate Normal distribution, Equations (191) we have:〈
‖V˜ 12ǫ
−i (g −Hf) ‖2
〉
q1(f )
= ‖V˜ 12ǫ
−i
(
g −Hf̂
)
‖2 + Tr
[
HT V˜ ǫ
−i
HΣ̂f
]
= C + v−1ǫi
(
gi −Hif̂
)2
+ v−1ǫi HiΣ̂Hi
T
(202)
where C denotes terms not containing vǫi and H i denotes the line i of the matrix H . From Equation (199) and
Equation (202):〈
ln p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q4−i(vǫi )
= C −
(
αǫ +
3
2
)
ln vǫi
−
(
βǫ +
1
2
[(
gi −H if̂
)2
+HiΣ̂fHi
T
])
v−1ǫi
(203)
from which it can establish the proportionality corresponding to q4i(vǫi):
q4i(vǫi) ∝ v
−(αξ+ 32 )
ǫi exp
−
βǫ +
1
2
[(
gi −H if̂
)2
+HiΣ̂fHi
T
]
vǫi
 , (204)
leading to the following corollary:
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Corollary 4.0.4. q4i (vǫi) is an Inverse Gamma distribution.
The shape and scale parameters are obtained by identification, from Equation (204):
q4i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[(
gi −Hif̂
)2
+HiΣ̂fHi
T
] (205)
Computation of the analytical expression of q5j(vzj ). The proportionality relation corresponding to q5j(vzj ) is
presented in established in Equation (169d). In the expression of p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz) all the
terms free of vzj can be regarded as constants. Via Equation (172) the integral defined in Equation (171) becomes:〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz , βz)
〉
q2(z) q5−j(vzj )
=− 1
2
〈
‖V − 12z z‖2
〉
q2(z) q5−j(vzj )
−
(
αz +
3
2
)
ln vzj −
βf
vzj
(206)
Introducing the notations:
v˜−1z
−j
=
[
v˜−1z1 . . . v˜
−1
zj−1
v−1zj v˜
−1
zj+1
. . . v˜−1zM
]T
; V˜ z
−j
= diag
(
v˜−1z
−j
)
(207)
the integral
〈
‖V − 12z z‖2
〉
q2(z) q5−j(vzj )
can be written:
〈
‖V − 12z z‖2
〉
q2(z) q5−j(vzj )
=
〈
‖V˜ 12z
−jz‖2
〉
q2(z)
(208)
Considering that q2(z) is a multivariate Normal distribution, Equations (186) we have:〈
‖V˜ 12z
−jz‖2
〉
q2(z)
= ‖V˜ 12z
−j ẑ‖2 + Tr
[
V˜ z
−j
Σ̂z
]
= C + v−1zj z
2
j + v
−1
zj
Σ̂zjj (209)
From Equation (206) and Equation (209):〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q2(z) q5−j(vzj )
= C −
(
αz +
3
2
)
ln vzj
−
(
βz +
1
2
[
z2j + Σ̂zjj
])
v−1zj
(210)
from which it can establish the proportionality corresponding to q5j(vzj ):
q5j(vzj ) ∝ v
−(αz+ 32 )
zj exp
−βz +
1
2
[
z2j + Σ̂zjj
]
vzj
 , (211)
leading to the following corollary:
Corollary 4.0.5. q5j
(
vzj
)
is an Inverse Gamma distribution.
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The shape and scale parameters are obtained by identification, from Equation (211):
q5j(vzj ) = IG
(
vǫi |α̂zj , β̂zj
)
,

α̂zj = αz +
3
2
β̂zj = βz +
1
2
[
z2j + Σ̂zjj
]
.
(212)
Equations (191), (186), (198), (205) and (212) resume the distributions families and the corresponding parameters
for q1(f ), q2(z) ( multivariate Normal distribution), q3j(vξj ), j ∈ {1, 2, . . . ,M}, q4i(vǫi), i ∈ {1, 2, . . . , N} and
q5j(vzj ), j ∈ {1, 2, . . . ,M} (Inverse Gamma distributions). However, the parameters corresponding to the multivari-
ate Normal distributions are expressed via V˜ ξ, V˜ ǫ and V˜ z (and by extension all elements forming the three matrices
v˜ξj , j ∈ {1, 2, . . . ,M}, v˜ǫi , i ∈ {1, 2, . . . , N}, both defined in Equation (174) and v˜zj , j ∈ {1, 2, . . . ,M}, defined in
Equation (177).
Computation of the analytical expressions of V˜ ξ, V˜ ǫ and V˜ z . For an Inverse Gamma distribution with scale and
shape parameters α and β, IG (x|α, β), the following relation holds:〈
x−1
〉
IG(x|α,β)
=
α
β
(213)
The prove of the above relation is done by direct computation, using the analytical expression of the Inverse Gamma
Distribution:〈
x−1
〉
IG(x|α,β)
=
∫
x−1
βα
Γ(α)
x−α−1 exp
{
−β
x
}
dx =
βα
Γ(α)
Γ(α+ 1)
βα+1
∫
βα+1
Γ(α+ 1)
x−(α+1)−1 exp
{
−β
x
}
dx =
=
α
β
∫
IG(x|α + 1, β)︸ ︷︷ ︸
1
dx =
α
β
Since q3j(vξj ), j ∈ {1, 2, . . . ,M}, q4i(vǫi), i ∈ {1, 2, . . . , N} and q5j(vzj ), j ∈ {1, 2, . . . ,M} are Inverse Gamma
distributions, with the corresponding parameters α̂ξj and β̂ξj , j ∈ {1, 2, . . . ,M}, α̂ǫj and β̂ǫj , j ∈ {1, 2, . . . , N}
respectively α̂zj and β̂zj , j ∈ {1, 2, . . . ,M} the expectancies v˜ξj , v˜ǫi and v˜zj can be expressed via the parameters of
the two Inverse Gamma distributions using Equation (213):
v˜ξj =
α̂ξj
β̂ξj
; v˜ǫi =
α̂ǫi
β̂ǫi
; v˜zj =
α̂zj
β̂zj
(214)
Using the notation introduced in (174):
V˜ ξ =

α̂ξ1
β̂ξ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂ξj
β̂ξj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂ξM
β̂ξM

= V̂ f ; V˜ ǫ =

α̂ǫ1
β̂ǫ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂ǫi
β̂ǫi
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂ǫN
β̂ǫN

= V̂ ǫ ; V˜ z =

α̂z1
β̂z1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂zj
β̂zj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂zM
β̂zM

= V̂ z (215)
In Equation (215) other notations are introduced for V˜ ξ, V˜ ǫ and V˜ z . Both values were expressed during the model
via unknown expectancies, but via Equation (215) those values don’t contain any more integrals to be computed.
Therefore, the new notations represent the final analytical expressions used for expressing the density functions qi.
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Using Equation (215) and Equations (191), (186), (198), (205), and (212), the final analytical expressions of the
separable distributions qi are presented in Equations (216a), (216b), (216c), (216d) and (216e).
q1(f ) = N
(
f |f̂ , Σ̂f
)
,

f̂ =
(
HT V̂ ǫH + V̂ ξ
)−1 (
V̂ Tξ Dẑ +H
T V̂ ǫg
)
,
Σ̂f =
(
HT V̂ ǫH + V̂ ξ
)−1
.
, (216a)
q2(z) = N
(
z|ẑ, Σ̂z
)
,

ẑ =
(
DT V̂ ξD + V̂ z
)−1
DT V̂ ξf̂ ,
Σ̂z =
(
DT V̂ ξD + V̂ z
)−1
.
, (216b)
q3j(vξj ) = IG
(
vξj |α̂ξj , β̂ξj
)
,

α̂ξj = αξ +
3
2
β̂ξj = βξ +
1
2
[(
f̂ j −Dj ẑ
)2
+DjΣ̂zDj
T
] , j ∈ {1, 2, . . . ,M} , (216c)
q4i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[(
gi −Hif̂
)2
+H iΣ̂fH i
T
] , i ∈ {1, 2, . . . , N} , (216d)
q5j(vzj ) = IG
(
vǫi |α̂zj , β̂zj
)
,

α̂zj = αz +
3
2
β̂zj = βz +
1
2
[
z2j + Σ̂zjj
]
.
, j ∈ {1, 2, . . . ,M} . (216e)
Equation (216a) establishes the dependency between the parameters corresponding to the multivariate Normal distri-
bution q1(f ) and the others parameters involved in the hierarchical model: the mean f̂ and the covariance matrix Σ̂f
depend on V̂ ǫ, V̂ ξ which, via Equation (215) are defined using
{
α̂ξj , β̂ξj
}
, j ∈ {1, 2, . . . ,M} and
{
α̂ǫi , β̂ǫi
}
, i ∈
{1, 2, . . . , N} and ẑ. The dependency between the parameters of the multivariate Normal distribution q1(f ) and the
parameters of the Inverse Gamma distributions q3j(vξj ), j ∈ {1, 2, . . . ,M} and q4i(vǫi), i ∈ {1, 2, . . . , N} and the
multivariate Normal distribution q2(z) is presented in Figure (24). Equation (216b) establishes the dependency be-
ẑ,
{
α̂ξj , β̂ξj
}
,
{
α̂ǫi , β̂ǫi
}
✲ f̂ , Σ̂f
Figure 24: Dependency between q1(f) parameters and q2(z), q3j(vξj ) and q4i(vǫi) parameters
tween the parameters corresponding to the multivariate Normal distribution q2(z) and the others parameters involved
in the hierarchical model: the mean ẑ and the covariance matrix Σ̂z depend on V̂ ξ, V̂ z which, via Equation (215)
are defined using
{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N} and
{
α̂zj , β̂zj
}
, j ∈ {1, 2, . . . ,M} and f̂ . The dependency between
the parameters of the multivariate Normal distribution q2(z) and the parameters of the Inverse Gamma distributions
q4i(vǫi), i ∈ {1, 2, . . . , N} and q5j(vzj ), j ∈ {1, 2, . . . ,M} and the multivariate Normal distribution q1(f ) is pre-
sented in Figure (25). Equation (216c) establishes the dependency between the parameters corresponding to the Inverse
f̂ ,
{
α̂ǫi , β̂ǫi
}
,
{
α̂zj , β̂zj
}
✲ ẑ , Σ̂z
Figure 25: Dependency between q2(z) parameters and q1(f), q4i(vǫi) and q5j(vzj ) parameters
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Gamma distributions q3j(vξj ), j ∈ {1, 2, . . . ,M} and the others parameters involved in the hierarchical model: the
shape and scale parameters
{
α̂ξj , β̂ξj
}
, j ∈ {1, 2, . . . ,M} depend on the element j of the mean f̂ of the multivariate
Normal distribution q1(f), i.e. f̂ j and the mean ẑ and the covariance matrix Σ̂z of the multivariate Normal distri-
bution q2(z), Figure (26). Equation (216d) establishes the dependency between the parameters corresponding to the
f̂ j , ẑ, Σ̂z ✲
{
α̂ξj , β̂ξj
}
Figure 26: Dependency between q3j(vξj ) parameters and q1(f ) and q2(z) parameters
Inverse Gamma distributions q4i(vǫi), i ∈ {1, 2, . . . , N} and the others parameters involved in the hierarchical model:
the shape and scale parameters
{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N} depend on the mean f̂ and the covariance matrix Σ̂f
of the multivariate Normal distribution q1(f ), Figure (27). Equation (216e) establishes the dependency between the
f̂ , Σ̂f
✲
{
α̂ǫi , β̂ǫi
}
Figure 27: Dependency between q4i(vǫi) parameters and q1(f ) parameters
parameters corresponding to the Inverse Gamma distributions q5j(vzj ), j ∈ {1, 2, . . . ,M} and the others parameters
involved in the hierarchical model: the shape and scale parameters
{
α̂zj , β̂zj
}
, j ∈ {1, 2, . . . ,M} depend on the
element j of the mean ẑ and the element jj of the covariance matrix Σ̂z corresponding to the multivariate Normal
distribution q2(z), Figure (28).
ẑj , Σ̂zjj
✲
{
α̂zj , β̂zj
}
Figure 28: Dependency between q5j(vzj ) parameters and q2(z) parameters
The iterative algorithm obtained via PM estimation is presented Figure (29). More formal, the iterative algorithm
obtained via PM estimation is presented Algorithm (4).
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Algorithm 4 PM via VBA partial sep. - Student-t hierarchical model, non-stationary Student-t uncertainties model
Ensure: INITIALIZATION α̂
(0)
ξj
, β̂
(0)
ξj
, α̂
(0)
ǫi , β̂
(0)
ǫi , α
(0)
zj , β
(0)
zj
⊲Where α̂
(0)
ξj
= αξ, β̂
(0)
ξj
= βξ, α̂
(0)
ǫi = αǫ, β̂
(0)
ǫi = βǫ, α
(0)
zj = αz, β
(0)
zj = βz
⊲ Leads to V̂ ξ
(0) =
αξ
βξ
I, V̂ ǫ
(0) = αǫ
βǫ
I, V̂ z
(0) = αz
βz
I
⊲ αξ, βξ, αǫ, βǫ, αz, βz are set in modeling phase, Eq. (157)
1: function PMVIAVBAPS(αξ , βξ, αǫ, βǫ, αz , βz, g,H,D, z
(0),M,N,NoIter)
2: for n = 0 to IterNumb do
3: Σ̂
(n)
f =
(
HT diag
[
αǫ+
3
2
β̂
(n)
ǫi
]
H + diag
[
αξ+
3
2
β̂
(n+1)
ξj
])−1
⊲ New value Σ̂
(n)
f
4: f̂ (n) = Σ̂
(n)
f
(
diag
[
αξ+
3
2
β̂
(n+1)
ξj
]T
Dẑ(n) +HT diag
[
αǫ+
3
2
β̂
(n)
ǫi
]
g
)
⊲ New value f̂ (n)
5: for j = 1 toM do
6: β̂
(n+1)
ξj
= βξ +
1
2
[(
f̂
(n)
j −Dj ẑ(n+1)
)2
+DjΣ̂
(n+1)
z D
T
j
]
7: end for
8: for i = 1 to N do
9: β̂
(n+1)
ǫi = βǫ +
1
2
[(
gi −Hif̂ (n)
)2
+HiΣ̂
(n+1)
f Hi
T
]
10: end for
11: for j = 1 toM do
12: β̂
(n+1)
zj = βz +
1
2
[(
z
(n+1)
j
)2
+ Σ̂
(n+1)
zjj
]
13: end for
14: Σ̂
(n+1)
z =
(
DT diag
[
αξ+
3
2
β̂
(n+1)
ξj
]
D + diag
[
αz+
3
2
β̂
(n+1)
zj
])−1
⊲ New value Σ̂
(n+1)
z
15: ẑ(n+1) = Σ̂
(n+1)
z D
T diag
[
αξ+
3
2
β̂
(n+1)
ξj
]
f̂ (n) ⊲ New value ẑ(n+1)
16: end for
return
(
f̂ (n), Σ̂
(n)
f , ẑ
(n+1), Σ̂
(n+1)
z , β̂
(n+1)
ξj
, β̂
(n+1)
ǫi , β̂
(n+1)
zj
)
n = NoIter
17: end function
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f̂ =
(
HT V̂ ǫH + V̂ ξ
)−1 (
V̂ TξDẑ +H
T V̂ ǫg
)
Σ̂f =
(
HT V̂ ǫH + V̂ ξ
)−1
(a) - update estimated f and covariance matrix Σ̂f
ẑ =
(
DT V̂ ξD + V̂ z
)−1
DT V̂ ξf̂
Σ̂z =
(
DT V̂ ξD + V̂ z
)−1
(b) - update estimated z and covariance matrix Σ̂z
α̂ξj = αξ +
3
2
β̂ξj = βξ +
1
2
[(
f̂ j −Djẑ
)2
+DjΣ̂zDj
T
]
(c) - update estimated IG parameters corresponding to vξj
α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[(
gi −H if̂
)2
+H iΣ̂fH i
T
]
(d) - update estimated IG parameters corresponding to vǫi
α̂zj = αz +
3
2
β̂zj = βz +
1
2
[
z2j + Σ̂zjj
]
(e) - update estimated IG parameters corresponding to vzj
V̂ ξ = diag [v̂ξ]
(f)
V̂ ǫ = diag [v̂ǫ]
(g)
V̂ z = diag [v̂z]
(h)
Initialization
Figure 29: Indirect sparsity (via z) - Iterative algorithm corresponding to partial separability PM estimation for
Student-t hierarchical model, non-stationary Student-t uncertainties model
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4.7.3 Posterior Mean estimation via VBA, full separability
In this subsection, the Posterior Mean (PM) estimation is again considered, but via a full separable approximation.
The posterior distribution is approximated by a full separable distribution q (f , z,vξ,vǫ,vz), i.e. a supplementary
condition is added in Equation (166):
q1(f ) =
M∏
j=1
q1j(f j) ; q2(z) =
M∏
j=1
q2j(zj) ; q3(vξ) =
M∏
j=1
q3j(vξj ) ; q4(vǫ) =
N∏
i=1
q4i(vǫi) ; q5(vz) =
M∏
j=1
q5j(vzj )
(217)
As in Subsection (4.7.2), the approximation is done byminimizing of the Kullback-Leibler divergence, Equation (167),
via alternate optimization resulting the following proportionalities from Equations (218a), (218b), (218c), (218d) and
(218e),
q1j(f j) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz |g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1−j(f ) q2(z) q3(vξ) q4(vǫ) q5(vz)
}
,
j ∈ {1, 2 . . . ,M} , (218a)
q2j(zj) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2−j(z) q3(vξ) q4(vǫ) q5(vz)
}
,
j ∈ {1, 2 . . . ,M} , (218b)
q3j(vξj ) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2(z) q3−j(vξj ) q4(vǫ) q5(vz)
}
,
j ∈ {1, 2 . . . ,M} , (218c)
q4i(vǫi) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz , βz)
〉
q1(f ) q2(z) q3(vξ) q4−i(vǫi ) q5(vz)
}
,
i ∈ {1, 2 . . . , N} , (218d)
q5j(vzj ) ∝ exp
{〈
ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz, βz)
〉
q1(f ) q2(z) q3(vξ) q4(vǫ) q5−j(vzj )
}
,
j ∈ {1, 2 . . . ,M} , (218e)
using the notations introduced in Equation (170), Equation (171) and Equation (219).
q1−j(f j) =
M∏
k=1,k 6=j
q1k(fk) ; q2−j(zj) =
M∏
k=1,k 6=j
q2k(zk) (219)
The analytical expression of logarithm of the posterior distribution ln p(f , z,vǫ,vξ,vz|g, αǫ, βǫ, αξ, βξ, αz , βz) is
obtained in Equation (172).
Computation of the analytical expression of q1j(f j). The proportionality relation corresponding to q1j(f j) is
presented in established in Equation (218a). In the expression of ln p (f ,vf ,vǫ|g, αf , βf , αǫ, βǫ) all the terms free of
f j can be regarded as constants:〈
ln p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz)
〉
q1−j(f ) q2(z) q3(vξ) q4(vǫ) q5(vz)
=
= −1
2
〈
‖V − 12ǫ (g −Hf) ‖2
〉
q1−j(f ) q4(vǫ)
− 1
2
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1−j(f )q2(z)q3(vξ)
.
(220)
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Using the notations introduced in Equation (174), the integral from Equation (220) becomes:〈
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1−j(f ) q2(z) q3(vξ) q4(vǫ) q5(vz)
=
= −1
2
〈
‖V˜ 12ǫ (g −Hf) ‖2
〉
q1−j(f )
− 1
2
〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q1−j(f )q2(z)
.
(221)
Introducing the notations
f˜ j =
〈
f j
〉
q1j(fj)
; f˜−j =
〈
f
〉
q1−j(f )
=
[
f˜1 . . . f˜ j−1 f j f˜ j+1 . . . f˜M
]T
(222)
f−j =
[
f1 . . . f j−1 f j+1 . . . fM
]T
; f˜−j =
〈
f−j
〉
q1−j(f )
=
[
f˜1 . . . f˜ j−1 f˜ j+1 . . . f˜M
]T
(223)
and denotingHj the column j of matrixH andH−j the matrixH without column j, the development of the norm
from the first term if Equation (232) is
‖V˜ 12ǫ (g −Hf) ‖2 = ‖V˜
1
2
ǫ g‖2 − 2gT V˜ ǫHf + ‖V˜
1
2
ǫ Hf‖2. (224)
Using the equalityHf = H−jf−j +Hjf j we establish the equalities from Equation (225) and Equation (226):
gT V˜ ǫHf = g
T V˜ ǫ
(
H−jf−j +Hjf j
)
= gT V˜ ǫH
−jf−j + gT V˜ ǫH
jf j (225)
‖V˜ 12ǫ Hf‖2 = ‖V˜
1
2
ǫ
(
H−jf−j +Hjf j
) ‖2 = (f−jTH−jT +HjT f j) V˜ ǫ (H−jf−j +Hjf j) =
= f−jTH−jT V˜ ǫH
−jf−j + 2HjT V˜ ǫH
−jf−jf j +H
jT V˜ ǫH
jf2j
(226)
so the corresponding integrals are:〈
gT V˜ ǫHf
〉
q1−j(f )
= gT V˜ ǫH
−j f˜−j + gT V˜ ǫH
jf j〈
‖V˜ 12ǫ Hf‖2
〉
q1−j(f )
=
〈
‖V˜ 12ǫ H−jf−j‖2
〉
q1−j(f )
+ 2HjT V˜ ǫH
−j f˜−jf j + ‖V˜
1
2
ǫ H
j‖2f2j
(227)
Considering all the term that don’t contain f j as constants, using Equation (227) via Equation (224), the integral of
the norm from the first term of Equation (232) is:〈
‖V˜ 12ǫ (g −Hf ) ‖2
〉
q1−j(f )
= C − 2
(
gT V˜ ǫH
j −HjT V˜ ǫH−j f˜−j
)
f j + ‖V˜
1
2
ǫ H
j‖2f2j (228)
The norm corresponding to the latter term of Equation (232) is developed considering all the term that don’t contain
f j as constants:
‖V˜ 12ξ (f −Dz) ‖2 =
M∑
j=1
v˜ξj (f j −Djz)2 = C − 2v˜ξjDjzf j + v˜ξjf j2. (229)
Introducing the notations
z˜j =
〈
zj
〉
q2j(zj)
; z˜ =
〈
z
〉
q2j(z)
=
[
z˜1 . . . z˜j−1 z˜j z˜j+1 . . . z˜M
]T
, (230)
the integral of the norm from the latter term of Equation (232) is:〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q1−j(f )q2(z)
= C − 2v˜ξjDj z˜f j + v˜ξjf j2. (231)
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From Equation (232) via Equation (228) and Equation (231):〈
ln p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1−j(f ) q2(z) q3(vξ) q4(vǫ) q5(vz)
= C−
−
(
gT V˜ ǫH
j −HjT V˜ ǫH−j f˜−j + v˜ξjDj z˜
)
f j +
1
2
(
‖V˜ 12ǫ Hj‖2 + v˜ξj
)
f j
2,
(232)
so
〈
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1−j(f ) q2(z) q3(vξ) q4(vǫ) q5(vz)
is a quadratic form with respect
to f j . The proportionality from Equation (218a) leads to the following corollary:
Corollary 4.0.6. q1j (f j) is a Normal distribution.
Minimizing the criterion
J(f j) = C −
(
gT V˜ ǫH
j −HjT V˜ ǫH−j f˜−j + v˜ξjDj z˜
)
f j +
1
2
(
‖V˜ 12ǫ Hj‖2 + v˜ξj
)
f j
2, (233)
leads to the mean of the Normal distribution q1j (f j):
∂J(f j)
∂f j
=0⇔ −
(
gT V˜ ǫH
j −HjT V˜ ǫH−j f˜−j + v˜ξjDj z˜
)
+
(
‖V˜ 12ǫ Hj‖2 + v˜ξj
)
f j = 0⇒
⇒f̂ j =
(
‖V˜ 12ǫ Hj‖2 + v˜ξj
)−1 [
HjT V˜ ǫ
(
g −H−j f˜−j
)
+ v˜ξjDj z˜
]
.
(234)
By identification, the variance can be easily derived:
Σ̂fjj =
(
‖V˜ 12ǫ Hj‖2 + v˜ξj
)−1
. (235)
Finally, we conclude that q1j (f j) is a Normal distribution with the following parameters:
q1j(f j) = N
(
f j |f̂ j , Σ̂fjj
)
,

f̂ j =
(
HjT V˜ ǫH
j + v˜ξj
)−1 [
HjT V˜ ǫ
(
g −H−j f˜−j
)
+ v˜ξjDj z˜
]
Σ̂fjj =
(
HjT V˜ ǫH
j + v˜ξj
)−1 (236)
Computation of the analytical expression of q2j(zj). The proportionality relation corresponding to q2j(zj) is
presented in established in Equation (218b). In the expression of ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz) all the
terms free of zj can be regarded as constants:〈
lnp (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz)
〉
q1(f ) q2−j(z) q3(vξ) q4(vǫ) q5(vz)
=
= −1
2
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1(f ) q2−j(z) q3(vξ)
− 1
2
〈
‖V − 12z z‖2
〉
q2(z)q5(vz)
.
(237)
Using the notations introduced in Equation (174) and Equation (177), the integral from Equation (237) becomes:〈
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2−j(z) q3(vξ) q4(vǫ) q5(vz)
=
= −1
2
〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q1(f )q2−j(z)
− 1
2
〈
‖V˜ 12z z‖2
〉
q2−j(z)
.
(238)
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Introducing the notations
z˜j =
〈
zj
〉
q2j(zj)
; z˜−j =
〈
z
〉
q2−j(z)
=
[
z˜1 . . . z˜j−1 zj z˜j+1 . . . z˜M
]T
(239)
z−j =
[
z1 . . . zj−1 zj+1 . . . zM
]T
; z˜−j =
〈
z−j
〉
q2−j(z)
=
[
z˜1 . . . z˜j−1 z˜j+1 . . . z˜M
]T
(240)
and denotingDj the column j of matrix D and D−j the matrix D without column j, the development of the norm
from the first term if Equation (238) is
‖V˜ 12ξ (f −Dz) ‖2 = ‖V˜
1
2
ξ f‖2 − 2fT V˜ ξDz + ‖V˜
1
2
ξ Dz‖2. (241)
Using the equalityDz =D−jz−j +Djzj we establish the equalities from Equation (242) and Equation (243):
fT V˜ ξDz = f
T V˜ ξ
(
D−jz−j +Djzj
)
= fT V˜ ξD
−jz−j + fT V˜ ξD
jzj (242)
‖V˜ 12ξ Dz‖2 = ‖V˜
1
2
ξ
(
D−jz−j +Djzj
) ‖2 = (z−jTD−jT +DjT zj) V˜ ξ (D−jz−j +Djzj) =
= z−jTD−jT V˜ ξD
−jz−j + 2DjT V˜ ξD
−jz−jzj +D
jT V˜ ξD
jz2j
(243)
so the corresponding integrals are:〈
fT V˜ ξDz
〉
q1(f ) q2−j(z)
= f˜T V˜ ξD
−j z˜−j + f˜T V˜ ξD
jzj〈
‖V˜ 12ξ Dz‖2
〉
q2−j(z)
=
〈
‖V˜ 12ξ D−jz−j‖2
〉
q2−j(z)
+ 2DjT V˜ ξD
−j z˜−jzj + ‖V˜
1
2
ξ D
j‖2z2j
(244)
Considering all the term that don’t contain zj as constants, using Equation (244) via Equation (241), the integral of
the norm from the first term of Equation (238) is:〈
‖V˜ 12ξ (f −Dz) ‖2
〉
q1(f ) q2−j(z)
= C − 2
(
fT V˜ ξD
j −DjT V˜ ξD−j z˜−j
)
zj + ‖V˜
1
2
ξ D
j‖2z2j (245)
The norm corresponding to the latter term of Equation (238) is developed considering all the term that don’t contain
zj as constants:
‖V˜ 12z z‖2 =
M∑
j=1
v˜zj z
2
j = C + v˜zjzj
2. (246)
so the integral of the norm from the latter term of Equation (238) is:〈
‖V˜ 12z z‖2
〉
q2−j(z)
= C + v˜zjzj
2. (247)
From Equation (238) via Equation (245) and Equation (247):〈
ln p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz)
〉
q1(f ) q2−j(z) q3(vξ) q4(vǫ) q5(vz)
= C−
−
(
fT V˜ ξD
j −DjT V˜ ξD−jz˜−j
)
zj +
1
2
(
‖V˜ 12ξ Dj‖2 + v˜zj
)
zj
2,
(248)
so
〈
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2−j(z) q3(vξ) q4(vǫ) q5(vz)
. The proportionality from Equa-
tion (218b) leads to the following corollary:
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Corollary 4.0.7. q2j (zj) is a Normal distribution.
Minimizing the criterion
J(zj) = C −
(
fT V˜ ξD
j −DjT V˜ ξD−jz˜−j
)
zj +
1
2
(
‖V˜ 12ξ Dj‖2 + v˜zj
)
zj
2, (249)
leads to the mean of the Normal distribution q2j (zj):
∂J(zj)
∂zj
=0⇔ −
(
fT V˜ ξD
j −DjT V˜ ξD−j z˜−j
)
+
(
‖V˜ 12ξ Dj‖2 + v˜zj
)
zj = 0⇒
⇒ẑj =
(
‖V˜ 12ξ Dj‖2 + v˜zj
)−1 [
fT V˜ ξD
j −DjT V˜ ξD−j z˜−j
]
.
(250)
By identification, the variance can be easily derived:
Σ̂zjj =
(
‖V˜ 12ξ Dj‖2 + v˜zj
)−1
. (251)
Finally, we conclude that q2j (zj) is a Normal distribution with the following parameters:
q2j(zj) = N
(
zj |ẑj , Σ̂zjj
)
,

ẑj =
(
DjT V˜ ξD
j + v˜zj
)−1 [
DjT V˜ ξ
(
f −D−j z˜−j)]
Σ̂zjj =
(
DjT V˜ ξD
j + v˜zj
)−1 (252)
Computation of the analytical expression of q3j(vξj ). The proportionality relation corresponding to q3j(vξj ) is
presented in established in Equation (218c). In the expression of ln p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz) all the
terms free of vξj can be regarded as constants:〈
lnp (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2(z) q3−j(vξ) q4(vǫ) q5(vz)
=
= −1
2
〈
‖V − 12ξ (f −Dz) ‖2
〉
q1(f ) q2(z) q3−j(vξ)
−
(
αξ +
3
2
)
ln vξj −
βξ
vξj
.
(253)
Using the notations introduced in Equation (193), Corollary (4.0.6) and Corollary (4.0.7), the integral from Equa-
tion (253) becomes:〈
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2(z) q3−j(vξ) q4(vǫ) q5(vz)
=
= −1
2
v−1ξj
〈
(f j −Djz)2
〉
q1j(fj)q2(z)
−
(
αξ +
3
2
)
ln vξj −
βξ
vξj
=
= −1
2
v−1ξj
〈
f2j − 2f jDjz + (Djz)2
〉
q1j(fj)q2(z)
−
(
αξ +
3
2
)
ln vξj −
βξ
vξj
=
= −
(
αξ +
3
2
)
ln vξj −
βξ +
1
2
[(
f̂ j −Dj ẑ
)2
+ Σ̂fjj +D
T
j Σ̂zDj
]
vξj
.
(254)
The proportionality from Equation (218c) via Equation (254) leads to the following corollary:
Corollary 4.0.8. q3j
(
vξj
)
is an Inverse Gamma distribution.
By identification we conclude that q3j
(
vξj
)
is an Inverse Gamma distribution with the following parameters:
q3j
(
vξj
)
= IG
(
vξj |α̂ξj , β̂ξj
)
,

α̂ξj = αξ +
3
2
β̂ξj = βξ +
1
2
[(
f̂ j −Dj ẑ
)2
+ Σ̂fjj +D
T
j Σ̂zDj
] (255)
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Computation of the analytical expression of q4i(vǫi). The proportionality relation corresponding to q4j(vǫi) is
presented in established in Equation (218d). In the expression of ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz) all the
terms free of vξj can be regarded as constants:〈
lnp (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2(z) qj(vξ) q4−i(vǫ) q5(vz)
=
= −1
2
〈
‖V − 12ǫ (g −Hf) ‖2
〉
q1(f ) q4−i(vǫ)
−
(
αǫ +
3
2
)
ln vǫi −
βǫ
vǫi
.
(256)
Using the notations introduced in Equation (200) and Corollary (4.0.6), the integral from Equation (256) becomes:〈
lnp (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2(z) qj(vξ) q4−i(vǫ) q5(vz)
=
= −1
2
v−1ǫi
〈
(gi −Hif)2
〉
q1(f )
−
(
αǫ +
3
2
)
ln vǫi −
βǫ
vǫi
=
= −1
2
v−1ǫi
〈
g2i − 2giHiz + (H if )2
〉
q1(f )
−
(
αǫ +
3
2
)
ln vǫi −
βǫ
vǫi
=
= −
(
αǫ +
3
2
)
ln vǫi −
βǫ +
1
2
[(
gi −Hif̂
)2
+HTi Σ̂fHi
]
vǫi
.
(257)
The proportionality from Equation (218d) via Equation (257) leads to the following corollary:
Corollary 4.0.9. q4i (vǫi) is an Inverse Gamma distribution.
By identification we conclude that q4i (vǫi) is an Inverse Gamma distribution with the following parameters:
q4i (vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[(
gi −Hif̂
)2
+HTi Σ̂fHi
] (258)
Computation of the analytical expression of q5j(vzj ). The proportionality relation corresponding to q5j(vzj ) is
presented in established in Equation (218e). In the expression of ln p (f , z,vξ,vǫ,vz|g, αξ, βξ, αǫ, βǫ, αz , βz) all the
terms free of vzj can be regarded as constants:〈
lnp (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2(z) q3(vξ) q4(vǫ) q5−j(vz)
=
= −1
2
〈
‖V − 12z z‖2
〉
q2(z) q5−j(vz)
−
(
αz +
3
2
)
ln vzj −
βz
vzj
.
(259)
Using the notations introduced in Equation (207) and Corollary (4.0.7), the integral from Equation (259) becomes:〈
ln p (f , z,vξ,vǫ,vz |g, αξ, βξ, αǫ, βǫ, αz, βz)
〉
q1(f ) q2(z) q3(vξ) q4(vǫ) q5−j(vz)
=
= −1
2
v−1zj
〈
z2j
〉
q2(z)
−
(
αz +
3
2
)
ln vzj −
βz
vzj
=
= −1
2
v−1zj
(
ẑ2j + Σ̂zjj
)
−
(
αz +
3
2
)
ln vzj −
βz
vzj
=
= −
(
αz +
3
2
)
ln vzj −
βz +
1
2
(
ẑ2j + Σ̂zjj
)
vzj
.
(260)
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The proportionality from Equation (218e) via Equation (260) leads to the following corollary:
Corollary 4.0.10. q5j
(
vξj
)
is an Inverse Gamma distribution.
By identification we conclude that q5j
(
vzj
)
is an Inverse Gamma distribution with the following parameters:
q5j
(
vzj
)
= IG
(
vzj |α̂zj , β̂zj
)
,

α̂zj = αz +
3
2
β̂zj = βz +
1
2
(
ẑ2j + Σ̂zjj
) (261)
Equations (236), (252), (255), (258) and (261) resume the distributions families and the corresponding parameters
for q1j(f j), j ∈ {1, 2, . . . ,M}, q2j(zj), j ∈ {1, 2, . . . ,M} (Normal distribution), q3j(vξj ), j ∈ {1, 2, . . . ,M},
q4i(vǫi), i ∈ {1, 2, . . . , N} and q5j(vzj ), j ∈ {1, 2, . . . ,M} (Inverse Gamma distributions). However, the parameters
corresponding to the Normal distributions are expressed via V˜ ξ, V˜ ǫ and V˜ z (and by extension all elements forming
the three matrices v˜ξj , j ∈ {1, 2, . . . ,M}, v˜ǫi , i ∈ {1, 2, . . . , N}, both defined in Equation (174) and v˜zj , j ∈
{1, 2, . . . ,M}, defined in Equation (177).
Computation of the analytical expressions of V˜ ξ, V˜ ǫ and V˜ z . For an Inverse Gamma distribution with scale and
shape parameters α and β, IG (x|α, β), the following relation holds:〈
x−1
〉
IG(x|α,β)
=
α
β
(262)
The prove of the above relation is done by direct computation, using the analytical expression of the Inverse Gamma
Distribution:〈
x−1
〉
IG(x|α,β)
=
∫
x−1
βα
Γ(α)
x−α−1 exp
{
−β
x
}
dx =
βα
Γ(α)
Γ(α+ 1)
βα+1
∫
βα+1
Γ(α+ 1)
x−(α+1)−1 exp
{
−β
x
}
dx =
=
α
β
∫
IG(x|α + 1, β)︸ ︷︷ ︸
1
dx =
α
β
Since q3j(vξj ), j ∈ {1, 2, . . . ,M}, q4i(vǫi), i ∈ {1, 2, . . . , N} and q5j(vzj ), j ∈ {1, 2, . . . ,M} are Inverse Gamma
distributions, with the corresponding parameters α̂ξj and β̂ξj , j ∈ {1, 2, . . . ,M}, α̂ǫj and β̂ǫj , j ∈ {1, 2, . . . , N}
respectively α̂zj and β̂zj , j ∈ {1, 2, . . . ,M} the expectancies v˜ξj , v˜ǫi and v˜zj can be expressed via the parameters of
the two Inverse Gamma distributions using Equation (262):
v˜ξj =
α̂ξj
β̂ξj
= v̂ξj ; v˜ǫi =
α̂ǫi
β̂ǫi
= v̂ǫi ; v˜zj =
α̂zj
β̂zj
= v̂zj (263)
Using the notation introduced in (174):
V˜ ξ =

α̂ξ1
β̂ξ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂ξj
β̂ξj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂ξM
β̂ξM

= V̂ f ; V˜ ǫ =

α̂ǫ1
β̂ǫ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂ǫi
β̂ǫi
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂ǫN
β̂ǫN

= V̂ ǫ ; V˜ z =

α̂z1
β̂z1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂zj
β̂zj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂zM
β̂zM

= V̂ z (264)
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In Equation (264) other notations are introduced for V˜ ξ, V˜ ǫ and V˜ z . Both values were expressed during the model via
unknown expectancies, but via Equation (264) those values don’t contain any more integrals to be computed. There-
fore, the new notations represent the final analytical expressions used for expressing the density functions qi. Using
Equation (264) and Equations (236), (252), (255), (258) and (261), the final analytical expressions of the separable
distributions qi are presented in Equations (265a), (265b), (265c), (265d) and (265e).
q1j(f j) = N
(
f j |f̂ j , Σ̂fjj
)
,

f̂ j =
(
HjT V̂ ǫH
j +
α̂ξj
β̂ξj
)−1 [
HjT V̂ ǫ
(
g −H−j f̂−j
)
+
α̂ξj
β̂ξj
Dj ẑ
]
Σ̂fjj =
(
HjT V̂ ǫH
j +
α̂ξj
β̂ξj
)−1 ,
(265a)
q2j(zj) = N
(
zj |ẑj , Σ̂zjj
)
,

ẑj =
(
DjT V̂ ξD
j +
α̂zj
β̂zj
)−1 [
DjT V̂ ξ
(
f̂ −D−j ẑ−j
)]
Σ̂zjj =
(
DjT V̂ ξD
j +
α̂zj
β̂zj
)−1 , (265b)
q3j(vξj ) = IG
(
vξj |α̂ξj , β̂ξj
)
,

α̂ξj = αξ +
3
2
β̂ξj = βξ +
1
2
[(
f̂ j −Dj ẑ
)2
+DjΣ̂zDj
T
] , j ∈ {1, 2, . . . ,M} , (265c)
q4i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[(
gi −Hif̂
)2
+H iΣ̂fH i
T
] , i ∈ {1, 2, . . . , N} , (265d)
q5j(vzj ) = IG
(
vǫi |α̂zj , β̂zj
)
,

α̂zj = αz +
3
2
β̂zj = βz +
1
2
[
ẑ2j + Σ̂zjj
]
.
, j ∈ {1, 2, . . . ,M} . (265e)
Equation (265a) establishes the dependency between the parameters corresponding to the Normal distributions q1j(f j)
and the others parameters involved in the hierarchical model: the mean f̂ j and the variance Σ̂fjj depend on V̂ ǫ, V̂ ξ
which, via Equation (264) are defined using
{
α̂ξj , β̂ξj
}
, j ∈ {1, 2, . . . ,M} and
{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N} and ẑ.
The dependency between the parameters of the Normal distribution q1j(f j) and the parameters of the Inverse Gamma
distributions q3j(vξj ), j ∈ {1, 2, . . . ,M} and q4i(vǫi), i ∈ {1, 2, . . . , N} and the Normal distributions q2j(zj) is
presented in Figure (30). Equation (265b) establishes the dependency between the parameters corresponding to the
ẑ, f̂−j , α̂ξj , β̂ξj ,
{
α̂ǫi , β̂ǫi
}
✲ f̂ j , Σ̂fjj
Figure 30: Dependency between q1j(f j) parameters and q2j(zj), q3j(vξj ) and q4i(vǫi) parameters
Normal distributions q2j(zj) and the others parameters involved in the hierarchical model: the mean ẑj and the
variance Σ̂zjj depend on V̂ ξ, V̂ z which, via Equation (264) are defined using
{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N} and{
α̂zj , β̂zj
}
, j ∈ {1, 2, . . . ,M} and f̂ . The dependency between the parameters of the Normal distribution q2j(zj)
and the parameters of the Inverse Gamma distributions q4i(vǫi), i ∈ {1, 2, . . . , N} and q5j(vzj ), j ∈ {1, 2, . . . ,M}
and the Normal distributions q1j(f j) is presented in Figure (31). Equation (265c) establishes the dependency between
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f̂ , ẑ−j,
{
α̂ǫi , β̂ǫi
}
, α̂zj , β̂zj ✲ ẑj , Σ̂zjj
Figure 31: Dependency between q2j(zj) parameters and q1j(f j), q4i(vǫi) and q5j(vzj ) parameters
the parameters corresponding to the Inverse Gamma distributions q3j(vξj ), j ∈ {1, 2, . . . ,M} and the others parame-
ters involved in the hierarchical model: the shape and scale parameters
{
α̂ξj , β̂ξj
}
, j ∈ {1, 2, . . . ,M} depend on the
of the Normal distribution q1j(f j), i.e. f̂ j and the mean zj and the variance Σ̂zjj of the Normal distribution q2j(zj),
Figure (32). Equation (265d) establishes the dependency between the parameters corresponding to the Inverse Gamma
f̂ j , ẑ, Σ̂z ✲ α̂ξj , β̂ξj
Figure 32: Dependency between q3j(vξj ) parameters and q1j(f j) and q2j(zj) parameters
distributions q4i(vǫi), i ∈ {1, 2, . . . , N} and the others parameters involved in the hierarchical model: the shape and
scale parameters
{
α̂ǫi , β̂ǫi
}
, i ∈ {1, 2, . . . , N} depend on the mean f̂ j and the variance Σ̂fjj of the Normal distri-
bution q1j(f j), Figure (33). Equation (265e) establishes the dependency between the parameters corresponding to
f̂ , Σ̂f ✲ α̂ǫi , β̂ǫi
Figure 33: Dependency between q4i(vǫi) parameters and q1j(f j) parameters
the Inverse Gamma distributions q5j(vzj ), j ∈ {1, 2, . . . ,M} and the others parameters involved in the hierarchical
model: the shape and scale parameters
{
α̂zj , β̂zj
}
, j ∈ {1, 2, . . . ,M} depend on the mean ẑj and the variance Σ̂zjj
corresponding to the Normal distribution q2j(zj), Figure (28).
ẑj , Σ̂zjj
✲ α̂zj , β̂zj
Figure 34: Dependency between q5j(vzj ) parameters and q2j(zj) parameters
The iterative algorithm obtained via PM estimation is presented Figure (35). More formal, the iterative algorithm
obtained via PM estimation is presented Algorithm (5).
4.8 Student-t hierarchical model: stationary Laplace uncertainties model, unknown uncer-
tainties variance
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Laplace uncertainties model is proposed, i.e. a multivariate Laplace
distribution expressed via LPM is used under the following two assumptions:
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Algorithm 5 PM via VBA full sep. - Student-t hierarchical model, non-stationary Student-t uncertainties model
Ensure: INITIALIZATION α̂
(0)
ξj
, β̂
(0)
ξj
, α̂
(0)
ǫi , β̂
(0)
ǫi , α
(0)
zj , β
(0)
zj
⊲Where α̂
(0)
ξj
= αξ, β̂
(0)
ξj
= βξ, α̂
(0)
ǫi = αǫ, β̂
(0)
ǫi = βǫ, α
(0)
zj = αz, β
(0)
zj = βz
⊲ Leads to V̂ ξ
(0) =
αξ
βξ
I, V̂ ǫ
(0) = αǫ
βǫ
I, V̂ z
(0) = αz
βz
I
⊲ αξ, βξ, αǫ, βǫ, αz, βz are set in modeling phase, Eq. (157)
1: function PMVIAVBAFS(αξ , βξ, αǫ, βǫ, αz , βz, g,H,D, z
(0),f (0),M,N,NoIter)
2: for n = 0 to IterNumb do
3: for j = 1 toM do
4: Σ̂
(n+1)
fjj
=
(
HjT diag
[
αǫ+
3
2
β̂
(n)
ǫi
]
Hj +
α̂ξ+
3
2
β̂
(n)
ξj
)−1
⊲ New value Σ̂
(n+1)
fjj
5: f̂ j
(n+1) = Σ̂
(n+1)
fjj
[
HjT diag
[
αǫ+
3
2
β̂
(n)
ǫi
](
g −H−j
(
f̂−j
)(n))
+
α̂ξ+
3
2
β̂
(n)
ξj
Dj ẑ
(n)
]
⊲ New value
f̂ j
(n+1)
6: end for
7: for j = 1 toM do
8: Σ̂
(n+1)
zjj =
(
DjT diag
[
αξ+
3
2
β̂
(n)
ξi
]
Dj +
α̂z+
3
2
β̂
(n)
zj
)−1
⊲ New value Σ̂
(n+1)
zjj
9: ẑj
(n+1) = Σ̂
(n+1)
zjj
[
DjT diag
[
αξ+
3
2
β̂
(n)
ξi
](
f̂ (n+1) −D−j (ẑ−j)(n))] ⊲ New value ẑj(n+1)
10: end for
11: for j = 1 toM do
12: β̂
(n+1)
ξj
= βξ +
1
2
[(
f̂
(n+1)
j −Dj ẑ(n+1)
)2
+DjΣ̂
(n+1)
z D
T
j
]
13: end for
14: for i = 1 to N do
15: β̂
(n+1)
ǫi = βǫ +
1
2
[(
gi −Hif̂ (n+1)
)2
+HiΣ̂
(n+1)
f Hi
T
]
16: end for
17: for j = 1 toM do
18: β̂
(n+1)
zj = βz +
1
2
[(
ẑ
(n+1)
j
)2
+ Σ̂
(n+1)
zjj
]
19: end for
20: end for
return
(
f̂ (n+1), Σ̂
(n+1)
f , ẑ
(n+1), Σ̂
(n+1)
z , , β̂
(n+1)
ξj
, β̂
(n+1)
ǫi , β̂
(n+1)
zj
)
, n = NoIter
21: end function
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f̂ j =
(
HjT V̂ ǫH
j + v˜ξj
)−1 [
H jT V̂ ǫ
(
g −H−jf̂−j
)
+ v˜ξjDjẑ
]
Σ̂fjj =
(
HjT V̂ ǫH
j + v˜ξj
)−1
(a) - update estimated f and covariance matrix Σ̂f
ẑj =
(
DjT V̂ ξD
j + v˜zj
)−1 [
DjT V̂ ξ
(
f −D−jẑ−j)]
Σ̂zjj =
(
DjT V̂ ξD
j + v˜zj
)−1
(b) - update estimated z and covariance matrix Σ̂z
α̂ξj = αξ +
3
2
β̂ξj = βξ +
1
2
[(
f̂ j −Djẑ
)2
+DjΣ̂zDj
T
]
(c) - update estimated IG parameters corresponding to vξj
α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[(
gi −H if̂
)2
+H iΣ̂fH i
T
]
(d) - update estimated IG parameters corresponding to vǫi
α̂zj = αz +
3
2
β̂zj = βz +
1
2
[
z2j + Σ̂zjj
]
(e) - update estimated IG parameters corresponding to vzj
V̂ ξ = diag [v̂ξ]
(f)
V̂ ǫ = diag [v̂ǫ]
(g)
V̂ z = diag [v̂z]
(h)
Initialization
Figure 35: Indirect sparsity (via z) - Iterative algorithm corresponding to full separability PM estimation for Student-t
hierarchical model, non-stationary Student-t uncertainties model
a) each element of the uncertainties vector has the same variance, vǫ;
77
b) the variance vǫ is unknown;
S
tu
d
en
t-
t
sL
L
U
N
K Likelihood : sLL:
 p (g|f , vǫ) = N
(
g|Hf , v−1ǫ I
)
,
p
(
vǫ|1, bǫ2
)
= IG (vǫ|1, bǫ2 ) .
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf ) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(266)
4.9 Student-t hierarchical model: non-stationary Laplace uncertainties model, unknown
uncertainties variances
• the hierarchical model is using as a prior the Student-t distribution;
• the Student-t prior distribution is expressed via StPM, Equation (7), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a non-stationary Laplace uncertainties model is proposed, i.e. a multivariate
Laplace distribution expressed via LPM is used under the following assumption:
a) the variance vector vǫ is unknown;
S
tu
d
en
t-
t
n
sL
L
U
N
K Likelihood : nsLL:

p (g|f ,vǫ) = N
(
g|Hf ,V −1ǫ
)
,
p
(
vǫ|1, bǫ2
)
=
∏N
i=1 IG
(
vǫi |1, bǫ2
)
,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] ,
P rior : StPM:

p(f |0,vf ) = N (f |0, V f ) ∝ det {V f}−
1
2 exp
{
− 12‖V
− 12
f f‖
}
,
p(vf |αf , βf ) =
∏M
j=1 IG(vfj |αf , βf) ∝
∏M
j=1 v
−αf−1
fj
exp
{
−∑Mj=1 βfvfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(267)
5 Hierarchical Models with Laplace prior via LPM
Considering the Laplace distribution for modelling the sparse structure of f in linear forward model, Equation (1),
expressed via the conjugate priors LPM, depending on the model proposed for the uncertainties of the model, ǫ, and
implicitly the corresponding likelihood, sGL or nsGL, different hierarchical models can be proposed:
5.1 Laplace hierarchical model: stationary Gaussian uncertainties model, known uncer-
tainties variance
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
78
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is known;
L
ap
la
ce
sG
L
K
Likelihood : sGL: p (g|f , vǫ) = N (g|Hf , vǫI) ∝ v−
N
2
ǫ exp
{
− 12vǫ ‖ (g −Hf) ‖
}
.
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |bf ) =
∏M
j=1 IG(vfj |1, bf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 bf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(268)
5.2 Laplace hierarchical model: non-stationary Gaussian uncertainties model, known un-
certainties variances
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following assumption:
a) the variance vector vǫ is known;
L
ap
la
ce
n
sG
L
K
Likelihood : nsGL:
 p (g|f ,vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
}
,
V ǫ = diag [vǫ] , vǫ = [. . . vǫi , . . .] .
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |bf ) =
∏M
j=1 IG(vfj |1, bf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 bf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(269)
5.3 Laplace hierarchical model: stationary Gaussian uncertainties model, unknown uncer-
tainties variance
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is unknown;
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L
ap
la
ce
sG
L
U
N
K
Likelihood : sGL: p (g|f , vǫ) = N (g|Hf , vǫI) ∝ v−
N
2
ǫ exp
{
− 12vǫ ‖ (g −Hf) ‖
}
.
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |bf ) =
∏M
j=1 IG(vfj |1, bf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 bf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(270)
5.4 Laplace hierarchical model: non-stationary Gaussian uncertainties model, unknown
uncertainties variances
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Gaussian uncertainties model is proposed, i.e. a multivariate Gaus-
sian distribution is used under the following assumption:
a) the variance vector vǫ is unknown;
L
ap
la
ce
n
sG
L
U
N
K
Likelihood : nsGL:
 p (g|f , vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
}
,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] .
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |bf ) =
∏M
j=1 IG(vfj |1, bf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 bf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
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5.5 Laplace hierarchical model: stationary Student-t uncertainties model, unknown uncer-
tainties variance
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Student-t uncertainties model is proposed, i.e. a multivariate Stu-
dent distribution expressed via StPM is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is unknown;
L
ap
la
ce
sS
tL
U
N
K Likelihood : sStL:

p (g|f , vǫ) = N (g|Hf , vǫI) ∝ v−
N
2
ǫ exp
{
− 12vǫ ‖ (g −Hf) ‖
}
,
p (vǫ|αǫ, βǫ) = IG (vǫ|αǫ, βǫ) ∝ v−αǫ−1ǫ exp
{
βǫ
vǫ
}
,
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |bf ) =
∏M
j=1 IG(vfj |1, bf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 bf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(272)
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5.6 Laplace hierarchical model: non-stationary Student-t uncertainties model, unknown
uncertainties variances
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a non-stationary Student-t uncertainties model is proposed, i.e. a multivariate
Student-t distribution expressed via StPM is used under the following assumption:
a) the variance vector vǫ is unknown;
L
ap
la
ce
n
sS
tL
U
N
K Likelihood : nsStL:

p (g|f , vǫ) = N (g|Hf ,V ǫ) ∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf) ‖
}
,
p (vǫ|αǫ, βǫ) =
∏N
i=1 IG (vǫi |αǫ, βǫ) ∝
∏N
i=1 v
−αǫ−1
ǫi
exp
{
−∑Ni=1 βǫvǫi } ,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] ,
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |βf ) =
∏M
j=1 IG(vfj |1, βf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 βf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(273)
The hierarchical model build over the linear forward model, Equation (1), using as a prior for f a Laplace distribution,
expressed via the Laplace Prior Model (LPM), Equation (43) and modelling the uncertainties of the model ǫ using the
non-stationary Student Uncertainties Model (nsStUM), Equation (81), is presented in Equation (273). The posterior
distribution is obtained via the Bayes rule, Equation (274):
p(f ,vf ,vǫ|g, βf , αǫβǫ) ∝ p (g|f ,vǫ) p (vǫ|βǫ) p(f |0,vf ) p(vf |βf )
∝
N∏
i=1
v
− 12
ǫi exp
{
−1
2
‖V − 12ǫ (g −Hf ) ‖
} N∏
i=1
v−(αǫ+1)ǫi exp
{
−
N∑
i=1
βǫ
vǫi
}
M∏
j=1
v
1
2
fi
exp
{
−1
2
‖V 12f f‖
} M∏
j=1
v−2fj exp
−12
M∑
j=1
βf
vfj

(274)
The goal is to estimate the unknowns of the hierarchical model, namely f , the main unknown of the linear forward
model, Equation (1) which was suppose sparse, and consequently modelled via the Laplace distribution and the two
variances appearing in the hierarchical model, Equation (273), the variance corresponding to the sparse structure f ,
namely vf and the variance corresponding to uncertainties of model ǫ, namely vǫ.
5.6.1 Joint MAP estimation
First, the Joint Maximum A Posterior (JMAP) estimation is considered: the unknowns are estimated on the basis of
the available data g, by maximizing the posterior distribution:(
f̂ , v̂f , v̂ǫ
)
= argmax
(f , vf , vǫ)
p(f , vf , vǫ|g, βf , αǫ, βǫ) = argmin
(f , vf , vǫ)
L(f , vf , vǫ), (275)
where for the second equality the criterion L(f ,vf ,vǫ) is defined as:
L(f ,vf , ,vǫ) = − ln p(f , vf , vǫ|g, βf , αǫ, βǫ) (276)
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TheMAP estimation corresponds to the solution minimizing the criterionL(f ,vf ,vǫ). From the analytical expression
of the posterior distribution, Equation (274) and the definition of the criterion L, Equation (276), we obtain:
L(f ,vǫ,vf ) = − ln p(f ,vǫ,vf |g βf , αǫ, βǫ) = 1
2
‖V − 12ǫ (g −Hf) ‖+
(
αǫ +
3
2
) N∑
i=1
ln vǫi +
N∑
i=1
βǫ
vǫi
+
1
2
‖V 12f f‖+
3
2
M∑
j=1
ln vfj +
1
2
M∑
j=1
βf
vfj
(277)
One of the simplest optimisation algorithm that can be used is an alternate optimization of the criterion L(f ,vǫ,vf )
with respect to the each unknown:
• With respect to f :
∂L(f ,vf ,vǫ)
∂f
= 0⇔ ∂
∂f
(
‖V ǫ− 12 (g −Hf ) ‖+ ‖V f 12f‖
)
= −HTV ǫ−1 (g −Hf ) + V ff = 0
⇔ (HTV ǫ−1H + V f)f =HTV ǫ−1g
⇒ f̂ = (HTV ǫ−1H + V f)−1HTV ǫ−1g
• With respect to vf , j ∈ {1, 2, . . . ,M}:
∂L(f ,vf ,vf )
∂vfj
= 0⇔ ∂
∂vfj
(
3 ln vfj + βfv
−1
fj
+ f j
2vfj
)
= 0
⇔ f j2v2fj + 3vfj − βf = 0
⇒ v̂fj =
−3±√9− 4f j2βf
2f j2
• With respect to vǫi , i ∈ {1, 2, . . . , N}:
First, we develop the norm ‖V ǫ− 12 (g −Hf) ‖:
‖V ǫ− 12 (g −Hf ) ‖ = gTV ǫ−1g − 2gTV ǫ−1Hf +HTfTV ǫ−1Hf
=
N∑
i=1
v−1ǫi gi
2 − 2
N∑
i=1
v−1ǫi giHif +
N∑
i=1
v−1ǫi f
THi
THif ,
whereH i denotes the line i of the matrixH , i ∈ {1, 2, . . . , N}, i.e. H i = [hi1, hi1, . . . , hiM ].
∂L(f ,vf ,vǫ)
∂vǫi
= 0⇔ ∂
∂vǫi
[(
αǫ +
3
2
)
ln vǫi +
(
βǫ +
1
2
(
gi
2 − 2giH if + fTHiTHif
))
v−1ǫi
]
= 0
⇔
(
αǫ +
3
2
)
vǫi −
(
βǫ +
1
2
(gi −Hif)2
)
= 0
⇒ v̂ǫi =
βǫ +
1
2 (gi −Hif)2
αǫ +
3
2
The iterative algorithm obtained via JMAP estimation is presented Figure (36).
82
f̂ =
(
HT V̂ ǫ
−1H + V̂ f
)−1
HT V̂ ǫ
−1g
(a) - update estimated f
v̂f j =
−3±
√
9−4fj2βf
2f j2
(b) - update estimated variances vfj
v̂ǫi =
βǫ+
1
2(gi−H if)
2
αǫ+
3
2
(c) - update estimated uncertainties variances vǫi
V̂ f = diag [v̂f ]
(d)
V̂ ǫ = diag [v̂ǫ]
(e)
Initialization
Figure 36: Iterative algorithm corresponding to Joint MAP estimation for Laplace hierarchical model, non-stationary
Student-t uncertainties model
5.6.2 Posterior Mean estimation via VBA, partial separability
In this subsection, the Posterior Mean (PM) estimation is considered. The Joint MAP computes the mod of the
posterior distribution. The PM computes the mean of the posterior distribution. One of the advantages of this estimator
is that it minimizes the Mean Square Error (MSE). Computing the posterior means of any unknown needs great
dimensional integration. For example, the mean corresponding to f can be computed from the posterior distribution
using Equation (278),
Ep {f} =
∫∫∫
f p(f ,vf ,vǫ|g, βf , αǫ, βǫ)dfdvfdvǫ. (278)
In general, these computations are not easy. One way to obtain approximate estimates is to approximate
p(f ,vf ,vǫ|g, βf , βǫ) by a separable one q(f ,vf ,vǫ|g, βf , αǫ, βǫ) = q1(f ) q2(vf ) q3(vǫ), then computing the
posterior means using the separability. The mean corresponding to f is computed using the corresponding separable
distribution q1(f ), Equation (279),
Eq1 {f} =
∫
f q1(f )df . (279)
If the approximation of the posterior distribution with a separable one can be done in such a way that conserves the
mean, i.e. Equation (280),
Eq {x} = Ep {x} , (280)
for all the unknowns of the model, a great amount of computational cost is gained. In particular, for the proposed hier-
archical model, Equation (96), the posterior distribution, Equation (274), is not a separable one, making the analytical
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computations of the PM very difficult. One way the compute the PM in this case is to first approximate the posterior
law p(f ,vf ,vǫ|g, βf , αǫ, βǫ) with a separable law q(f ,vf ,vǫ|g, βf , αǫ, βǫ), Equation (281),
p(f ,vf ,vǫ|g, βf , αǫ, βǫ) ≈ q(f ,vf ,vǫ|g, βf , αǫ, βǫ) = q1(f ) q2(vf ) q3(vǫ) (281)
where the notations from Equation (282) are used
q2(vf ) =
M∏
j=1
q2j(vfj ), ; q3(vǫ) =
N∏
i=1
q3i(vǫi) (282)
by minimizing of the Kullback-Leibler divergence, defined as:
KL (q(f ,vf ,vǫ|g, βf , αǫ, βǫ) : p(f ,vf ,vǫ|g, βf , αǫ, βǫ)) =
=
∫∫
. . .
∫
q(f ,vf ,vǫ|g, βf , αǫ, βǫ) ln q(f ,vf ,vǫ|g, βf , αǫ, βǫ)
p(f ,vf ,vǫ|g, βf , αǫ, βǫ)dfdvǫdvf
(283)
where the notations from Equation (284) are used
dvf =
M∏
j=1
dvfj ; dvǫ =
N∏
i=1
dvǫi . (284)
Equation (282) is selecting a partial separability for the approximated posterior distribution q(f ,vf ,vǫ|g, βf , αǫ, βǫ)
in the sense that a total separability is imposed for the distributions corresponding to the two variances appearing in the
hierarchical model, q2 (vf ) and q3 (vǫ) but not for the distribution corresponding to f . Evidently, a full separability
can be imposed, by adding the supplementary condition q1(f ) =
∏M
j=1 q1j(f j) in Equation (282). This case is
considered in Subsection (5.6.3). The minimization can be done via alternate optimization resulting the following
proportionalities from Equations (285a), (285b) and (285c),
q1(f) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
}
, (285a)
q2j(vfj ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (285b)
q3i(vǫi) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
}
, i ∈ {1, 2 . . . , N} , (285c)
using the notations:
q2−j(vfj ) =
M∏
k=1,k 6=j
q2k(vfk) ; q3−i(vǫi) =
N∏
k=1,k 6=i
q3k(vǫk) (286)
and also 〈
u(x)
〉
v(y)
=
∫
u(x)v(y)dy. (287)
Via Equation (276) and Equation (277), the analytical expression of logarithm of the posterior distribution is obtained,
Equation (288):
ln p(f ,vǫ,vf |g, βf , αǫ, βǫ) =− 1
2
‖V − 12ǫ (g −Hf) ‖ −
(
αǫ +
3
2
) N∑
i=1
ln vǫi −
N∑
i=1
βǫ
vǫi
− 1
2
‖V 12f f‖ −
3
2
M∑
j=1
ln vfj −
1
2
M∑
j=1
βf
vfj
(288)
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Computation of the analytical expression of q1(f ). The proportionality relation corresponding to q1(f) is pre-
sented in established in Equation (285a). In the expression of ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) all the terms free of f can
be regarded as constants. Via Equation (288) the integral defined in Equation (287) becomes:〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
= −1
2
〈
‖V − 12ǫ (g −Hf) ‖
〉
q3(vǫ)
− 1
2
〈
‖V 12f f‖
〉
q2(vf )
. (289)
Introducing the notations:
v˜fj =
〈
vfj
〉
q2j(vfj )
; v˜f =
[
v˜f1 . . . v˜fj . . . v˜fM
]T
; V˜ f = diag [v˜f ]
v˜−1ǫi =
〈
v−1ǫi
〉
q3i(vǫi)
; v˜ǫ
−1 =
[
v˜−1ǫ1 . . . v˜
−1
ǫi
. . . v˜−1ǫN
]T
; V˜ ǫ
−1 = diag
[
v˜ǫ
−1
] (290)
the integral from Equation (289) becomes:〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q2(vf ) q3(vǫ)
= −1
2
‖V˜ − 12ǫ (g −Hf) ‖ − 1
2
‖V˜ 12f f‖. (291)
Noting that
〈
ln p(f ,vf ,vǫ|g, αǫ, βf , βǫ)
〉
q2(vf ) q3(vǫ)
is a quadratic criterion and considering the proportionality
from Equation (285a) it can be concluded that q1 (f ) is a multivariate Normal distribution. Minimizing the criterion
leads to the analytical expression of the corresponding mean. The variance is obtained by identification:
q1(f ) = N
(
f |f̂ , Σ̂
)
,

f̂ =
(
HT V˜ ǫ
−1H + V˜ f
)−1
HT V˜ ǫ
−1g,
Σ̂ =
(
H1
T V˜ ǫ
−1H + V˜ f
)−1
.
(292)
We note that both the expressions of the mean and variance depend on expectancies corresponding to two variances of
the hierarchical model.
Computation of the analytical expression of q2j(vfj ). The proportionality relation corresponding to q2j(vfj ) is
presented in established in Equation (285b). In the expression of ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) all the terms free of vfj
can be regarded as constants. Via Equation (288) the integral defined in Equation (287) becomes:〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= −1
2
〈
‖V 12f f‖
〉
q1(f ) q2−j(vfj )
− 3
2
ln vfj −
1
2
βf
vfj
(293)
Introducing the notations:
v˜f
−i
=
[
v˜f1 . . . v˜fi−1 vfi v˜fi+1 . . . v˜fN
]T
; V˜ f
−i
= diag
(
v˜f
−i
)
(294)
the integral
〈
‖V 12f f‖
〉
q1(f ) q2−j(vfj )
can be written:
〈
‖V 12f f‖
〉
q1(f ) q2−j(vfj )
=
〈
‖V˜ 12f
−i
f‖2
〉
q1(f )
(295)
Considering that q1(f ) is a multivariate Normal distribution, Equation (292):〈
‖V˜ 12f
−i
f‖2
〉
q1(f )
= ‖V˜ 12f
−i
f̂‖2 + Tr
(
V˜ f
−i
Σ̂
)
= C + vfi
(
f̂ j
2 + Σ̂jj
)
(296)
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From Equation (293) and Equation (296):〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= −3
2
ln vfj −
1
2
βfv
−1
fj
− 1
2
(
f̂ j
2 + Σ̂jj
)
vfj (297)
from which it can establish the proportionality corresponding to q2j(vfj ):
q2j(vfj ) ∝ v−
3
2
fj
exp
{
−1
2
[(
f̂ j
2 + Σ̂jj
)
vfj + βfv
−1
fj
]}
, (298)
leading to the conclusion that q2j(vfj ) is a generalized inverse Gaussian distribution (see Equation (46)) with the
following parameters:
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + Σ̂jj
h˜fj = βf
ĉfj = − 12
(299)
Computation of the analytical expression of q3i(vǫi). The proportionality relation corresponding to q3i(vǫi) is
presented in established in Equation (285c). In the expression of ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) all the terms free of vǫi
can be regarded as constants. Via Equation (288) the integral defined in Equation (287) becomes:〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
=− 1
2
〈
‖V − 12ǫ (g −Hf) ‖
〉
q1(f ) q3−i(vǫi )
−
(
αǫ +
3
2
)
ln vǫi −
βǫ
vǫi
(300)
Introducing the notations:
v˜−1ǫ
−i
=
[
v˜−1ǫ1 . . . v˜
−1
ǫi−1
v−1ǫi v˜
−1
ǫi+1
. . . v˜−1ǫN
]T
; V˜ −1ǫ
−i
= diag
(
v˜−1ǫ
−i
)
(301)
the integral
〈
‖V − 12ǫ (g −Hf) ‖
〉
q1(f ) q3−i(vǫi )
can be written:
〈
‖V − 12ǫ (g −Hf ) ‖
〉
q1(f ) q3−i(vǫi )
=
〈
‖V˜ − 12ǫ
−i (g −Hf ) ‖2
〉
q1(f )
(302)
Considering that q1(f ) is a multivariate Normal distribution, Equation (292):〈
‖V˜ − 12ǫ
−i (g −Hf) ‖2
〉
q1(f )
= ‖V˜ − 12ǫ
−i
(
g −Hf̂
)
‖2 + Tr
(
HTV −1ǫ
−i
HΣ̂
)
(303)
and considering as constants all terms free of vǫi :
‖V˜ − 12ǫ
−i
(
g −Hf̂
)
‖2 = C + v−1ǫi
(
gi −Hif̂
)2
; Tr
(
HT V˜ −1ǫ
−i
HΣ̂
)
= C + v−1ǫi HiΣ̂Hi
T (304)
whereHi is the line i of the matrixH , so we can conclude:〈
‖V − 12ǫ (g −Hf) ‖2
〉
q1(f ) q3−i(vǫi )
= C +
(
HiΣ̂Hi
T +
(
gi −Hif̂
)2)
v−1ǫi (305)
86
From Equation (300) and Equation (305):〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
=−
(
αǫ +
1
2
)
ln vǫi
−
(
βǫ +
1
2
[
H iΣ̂Hi
T +
(
gi −H if̂
)2])
v−1ǫi
(306)
from which it can establish the proportionality corresponding to q3i(vǫi):
q3i(vǫi) ∝ v
−(αǫ+ 32 )
ǫi exp
{
−
(
βǫ +
1
2
[
HiΣ̂Hi
T +
(
gi −Hif̂
)2])
v−1ǫi
}
, (307)
leading to the conclusion that q3i(vǫi) are Inverse Gamma distributions with the following parameters:
q3i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[
H iΣ̂H i
T +
(
gi −H if̂
)2] (308)
Equations (292), (299) and (308) resume the distributions families and the corresponding parameters for q1(f ),
a multivariate Normal distribution, q2j(vfj ), j ∈ {1, 2, . . . ,M} Inverse Gamma distributions and q3i(vǫi), i ∈
{1, 2, . . . , N}, generalized inverse Gaussian distributions. However, the parameters corresponding to the multivariate
Normal distribution are expressed via V˜ −1ǫ and V˜ f (and by extension all elements forming the three matrices v˜
−1
ǫi
,
i ∈ {1, 2, . . . , N} and v˜fj , j ∈ {1, 2, . . . ,M}).
Computation of the analytical expression V˜ f . For an generalized inverse Gaussian distribution with parameters
a, b and − 12 , GIG (x|a, b, c), the following relation holds:
〈
x
〉
GIG(x|a,b,− 12 )
=
(a
b
)− 12 K 12 (√ab)
K− 12
(√
ab
) , (309)
where Kp represents the modified Bessel function of the second kind.
To prove the above relation we consider the direct computation, using the analytical expression of the generalized
inverse Gaussian distribution:〈
x
〉
GIG(x|a,b,− 12 )
=
∫
x GIG(x|a, b,−1
2
)dx =
∫
x
(
a
b
)− 12
K− 12
(√
ab
)x− 12−1 exp{−1
2
(
ax+ bx−1
)}
dx
=
(
a
b
)− 12
K− 12
(√
ab
) ∫ x 12−1 exp{−1
2
(
ax+ bx−1
)}
dx
=
(
a
b
)− 12
K− 12
(√
ab
) K 12
(√
ab
)
(
a
b
) 1
2
∫ (a
b
) 1
2
K 1
2
(√
ab
)x 12−1 exp{−1
2
(
ax+ bx−1
)}
dx
=
(a
b
)−1 K 1
2
(√
ab
)
K− 12
(√
ab
)
︸ ︷︷ ︸
1
∫
GIG(x|a, b, 1
2
)dx︸ ︷︷ ︸
1
=
b
a
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The fact that the integral of the generalized inverse Gaussian distribution is obvious. Proving that the ratio between
the two modified Bessel functions of the second kind is 1, i.e. thatK 1
2
(√
ab
)
= K− 12
(√
ab
)
comes from expressing
the modified Bessel function of the second kind Kα (x) via the modified Bessel function of the first kind Iα (x):
Kα (x) = π
2
I−α (x) − Iα (x)
sin (απ)
=
π
2
Iα (x)− I−α (x)
− sin (απ) =
π
2
Iα (x)− I−α (x)
sin (−απ) = K−α (x) (310)
Since q2j(vfj ), j ∈ {1, 2, . . . ,M} are generalized inverse Gaussian distributions, with the corresponding parameters
âfj , h˜fj and ĉfj , j ∈ {1, 2, . . . ,M}, the expectancies v˜fj can be expressed via the parameters of the generalized
inverse Gaussian distributions using Equation (309):
v˜fj =
h˜fj
âfj
(311)
Using the notation introduced in (290):
V˜ f =

h˜f1
âf1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
h˜fj
âfj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
h˜fM
âfM

= V̂ f (312)
In Equation (312) other notation is introduced for V˜ f . The value was expressed during the model via unknown
expectancies, but via Equation (312) this value doesn’t contain any more integrals to be computed. Therefore, the new
notation represents the final analytical expression used for expressing the density functions qi.
Computation of the analytical expression V˜ −1ǫ . For an Inverse Gamma distribution with scale and shape parame-
ters α and β, IG (x|α, β), the following relation holds:〈
x−1
〉
IG(x|α,β)
=
α
β
(313)
The prove of the above relation is done by direct computation, using the analytical expression of the Inverse Gamma
Distribution:〈
x−1
〉
IG(x|α,β)
=
∫
x−1
βα
Γ(α)
x−α−1 exp
{
−β
x
}
dx =
βα
Γ(α)
Γ(α+ 1)
βα+1
∫
βα+1
Γ(α+ 1)
x−(α+1)−1 exp
{
−β
x
}
dx =
=
α
β
∫
IG(x|α + 1, β)︸ ︷︷ ︸
1
dx =
α
β
Since q3i(vǫi), i ∈ {1, 2, . . . , N} are Inverse Gamma distributions, with the corresponding parameters α̂ǫi and β̂ǫi ,
i ∈ {1, 2, . . . , N} the expectancies v˜−1ǫi can be expressed via the parameters of the Inverse Gamma distributions using
Equation (313):
v˜−1ǫi =
α̂ǫi
β̂ǫi
(314)
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Using the notation introduced in (290):
V˜ −1ǫ =

α̂ǫ1
β̂ǫ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
α̂ǫi
β̂ǫi
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
α̂ǫN
β̂ǫN

= V̂ −1ǫ (315)
In Equation (315) other notation is introduced for V˜ −1ǫ . The value was expressed during the model via unknown
expectancies, but via Equation (315) this value doesn’t contain any more integrals to be computed. Therefore, the new
notation represents the final analytical expressions used for expressing the density functions qi. Using Equation (312)
and Equations (292), (299) and (308), the final analytical expressions of the separable distributions qi are presented in
Equations (316a), (316b) and (316c).
q1(f ) = N
(
f |f̂ , Σ̂
)
,

f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg,
Σ̂ =
(
H1
T V̂ ǫH + V̂ f
)−1 , (316a)
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + Σ̂jj
h˜fj = βf
ĉfj = − 12
, j ∈ {1, 2, . . . ,M} , (316b)
q3i(vǫi) = IG
(
vǫi |α̂ǫi , β̂ǫi
)
,

α̂ǫi = αǫ +
3
2
β̂ǫi = βǫ +
1
2
[
HiΣ̂Hi
T +
(
gi −Hif̂
)2] , i ∈ {1, 2, . . . , N} . (316c)
Equation (316a) establishes the dependency between the parameters corresponding to the multivariate Normal dis-
tribution q1(f ) and the others parameters involved in the hierarchical model: the mean f̂ and the covariance
matrix Σ̂ depend on V̂ ǫ and V̂ f which, via Equation (312) are defined using
{
âfj , h˜fj
}
, j ∈ {1, 2, . . . ,M}
and
{
âǫi , h˜ǫi
}
, i ∈ {1, 2, . . . , N}. The dependency between the parameters of the multivariate Normal distribu-
tion q1(f) and the parameters of the generalized inverse Gaussian distributions q2j(vfj ), j ∈ {1, 2, . . . ,M} and
q3i(vǫi), i ∈ {1, 2, . . . , N} is presented in Figure (37). Equation (316b) establishes the dependency between the
{
âfj , h˜fj
}
,
{
âǫj , h˜ǫj
}
✲ f̂ , Σ̂
Figure 37: Dependency between q1(f) parameters and q2j(vfj ) and q3i(vǫi) parameters
parameters corresponding to the Inverse Gamma distributions q2j(vfj ), j ∈ {1, 2, . . . ,M} and the others param-
eters involved in the hierarchical model: the shape and scale parameters
{
âfj , h˜fj
}
, j ∈ {1, 2, . . . ,M} depend
on the mean f̂ and the covariance matrix Σ̂ of the multivariate Normal distribution q1(f), Figure (38). Equa-
tion (316c) establishes the dependency between the parameters corresponding to the Inverse Gamma distributions
q3i(vǫi), i ∈ {1, 2, . . . , N} and the others parameters involved in the hierarchical model: the shape and scale param-
eters
{
âǫi , h˜ǫi
}
, i ∈ {1, 2, . . . , N} depend on the mean f̂ and the covariance matrix Σ̂ of the multivariate Normal
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f̂ , Σ̂ ✲
{
âfj , h˜fj
}
Figure 38: Dependency between q2j(vfj ) parameters and q1(f) and q3i(vǫi) parameters
distribution q1(f ), Figure (39).
f̂ , Σ̂ ✲
{
âǫj , h˜ǫj
}
Figure 39: Dependency between q3i(vǫi) parameters and q2j(vfj ) and q1(f) parameters
The iterative algorithm obtained via PM estimation is presented Figure (40).
f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg
Σ̂ =
(
H1
T V̂ ǫH + V̂ f
)−1
(a) - update estimated f and the covariance matrix Σ̂
âfj = f̂ j
2 + Σ̂jj
h˜fj = βǫ ← ct. during iterations
(b) - update estimated GIG param-
eters modelling the variances vfj
âǫj = H iΣ̂H i
T +
(
gi −H if̂
)2
h˜ǫj = βǫ ← ct. during iterations
(c) - update estimated GIG parameters
modelling the uncertainties variances vǫi
V̂ f = diag
[
h˜fj
âfj
]
(d)
V̂ ǫ = diag
[
h˜ǫj
âǫj
]
(e)
Initialization
Figure 40: Iterative algorithm corresponding to PM estimation via VBA - partial separability for Laplace hierarchical
model, non-stationary Student-t uncertainties model
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5.6.3 Posterior Mean estimation via VBA, full separability
In this subsection, the Posterior Mean (PM) estimation is again considered, but via a full separable approximation.
The posterior distribution is approximated by a full separable distribution q (f ,vf ,vǫ), i.e. a supplementary condition
is added in Equation (282):
q1(f ) =
M∏
j=1
q1j(f j), ; q2(vf ) =
M∏
j=1
q2j(vfj ), ; q3(vǫ) =
N∏
i=1
q3i(vǫi) (317)
As in Subsection (5.6.2), the approximation is done byminimizing of the Kullback-Leibler divergence, Equation (283),
via alternate optimization resulting the following proportionalities from Equations (318a), (318b) and (318c),
q1(f j) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1−j(fj)q2(vf ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (318a)
q2j(vfj ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (318b)
q3i(vǫi) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
}
, i ∈ {1, 2 . . . , N} , (318c)
using the notations introduced in Equation (286), Equation (287) and Equation (319):
q1−j(vj) =
M∏
k=1,k 6=j
q1k(vk) (319)
The analytical expression of logarithm of the posterior distribution ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ) is obtained in Equa-
tion (288).
Computation of the analytical expression of q1(f ). The proportionality relation corresponding to q1(f) is pre-
sented in established in Equation (318a). In the expression of ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) all the terms free of f i can
be regarded as constants:〈
ln p(f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1−j(fj) q2(vf ) q3(vǫ)
=− 1
2
〈
‖V 12ǫ (g −Hf) ‖
〉
q1−j(fj) q3(vǫ)
− 1
2
〈
‖V 12f f‖
〉
q1−j(fj) q2(vf )
.
(320)
Using Equation (290) the integral from Equation (320) becomes:
〈ln p(f ,vf ,vǫ|g, βf , βǫ)〉q1−j(fj) q2(vf ) q3(vǫ) = −
1
2
〈
‖V˜ 12ǫ (g −Hf) ‖
〉
q1−j(fj)
− 1
2
〈
‖V˜ 12f f‖
〉
q1−j(fj)
. (321)
Considering all the f j free terms as constants, the first norm can be written:
‖V˜ 12ǫ (g −Hf) ‖ = C + ‖V˜
1
2
ǫ H
j‖2f j2 − 2HjT V˜
1
2
ǫ
(
g −H−jf−j) f j (322)
whereHj represents the column j of the matrixH ,H−j represents the matrixH except the column j,Hj and f−j
represents the vector f except the element f j . Introducing the notation
f˜ j =
∫
f j q1j(f j) df j ; f˜
−j =
[
f˜1 . . . f˜ j−1 f˜ j+1 . . . f˜M
]T
(323)
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the expectancy of the first norm becomes:〈
‖V˜ 12ǫ (g −Hf) ‖
〉
q1−j(fj)
= C + ‖V˜ 12ǫ Hj‖2f j2 − 2HjT V˜
1
2
ǫ
(
g −H−j f˜−j
)
f j (324)
Considering all the free f j terms as constants, the expectancy for the second norm becomes:〈
‖V˜ 12f f‖2
〉
q1−j(fj)
= C + v˜fjf j
2 (325)
From Equation (318a), (321), (324), and (325) the proportionality for q1j(f j) becomes:
q1j(f j) ∝ exp
{(
‖V˜ 12ǫ Hj‖2 + v˜fj
)
f j
2 − 2HjT V˜ ǫ
(
g −H−jf−j) f j} (326)
Considering the criterion J(f j) =
(
‖V˜ 12ǫ Hj‖2 + v˜fj
)
f j
2 − 2HjT V˜ ǫ
(
g −H−jf−j) f j which is quadratic, we
conclude q1j(f j) is a Normal distribution. For computing the mean of the Normal distribution, it is sufficient to
compute the solution that minimizes the criterion J(f j):
∂J(f j)
∂f j
= 0⇔ f̂ j =
HjT V˜ ǫ
(
g −H−jf−j)
‖V˜ 12ǫ Hj‖+ v˜f
. (327)
The variance can be obtained by identification. The analytical expressions for the mean and the variance corresponding
to the Normal distributions, q1(f j) are presented in Equation (328).
q1(f j) = N
(
f j |f̂ j , v̂arj
)
,

f̂ j =
HjT V˜ ǫ(g−H−jf−j)
‖V˜
1
2
ǫ H j‖+v˜fj
v̂arj =
1
‖V˜
1
2
ǫ Hj‖+v˜fj
, j ∈ {1, 2, . . . ,M} (328)
Computation of the analytical expression of q2j(vfj ). The proportionality relation corresponding to q2j(vfj )
established in Equation (318b) refers to vfj , so in the expression of ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) all the terms free of
vfj can be regarded as constants,
ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) = C + 1
2
ln vfj −
1
2
〈
f j
2
〉
q1j(fj)
vfj − 2 ln vfj −
βf
2
v−1fj , (329)
so the integral of the logarithm becomes:〈
ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= C − 3
2
ln vfj −
βf
2
v−1fj −
1
2
(
f̂ j
2 + v̂arj
)
vfj . (330)
Equation (330) leads to the conclusion that q2j(vfj ) is an generalized inverse Gaussian distribution. Equation (331)
presents the analytical expressions for the parameters corresponding to the Inverse Gamma distribution.
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + v̂arj
h˜fj = βf
ĉfj = − 12
, j ∈ {1, 2, . . . ,M} (331)
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Computation of the analytical expression of q3i(vǫi). The proportionality relation corresponding to q3i(vǫi) es-
tablished in Equation (318c) refers to vǫi so in the expression of ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ) all the terms free of vǫi
can be regarded as constants:
ln p (f ,vf ,vǫ|g, βf , βǫ) = C − 3
2
ln vǫi −
βǫ
2
v−1ǫi +
1
2
(gi −Hif)2 vǫi . (332)
Introducing the notation 〈
f
〉
q1(f )
=
[
f̂1 . . . f̂ j . . . f̂M
]T
Not
= f̂ ; Σ̂ = diag [v̂arj ] (333)
the expectancy of the logarithm becomes〈
ln p (f ,vf ,vǫ|g, βf , αǫ, βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
= C − 3
2
ln vǫi −
βǫ
2
v−1ǫi −
1
2
[
H iΣ̂H i
T −
(
gi −H if̂
)2]
vǫi ,
(334)
so the proportionality relation for q3i(vǫi) from Equation (318c) can be written:
q3i(vǫi) ∝ v−
3
2
ǫi exp
{
−1
2
([
H iΣ̂H i
T +
(
gi −H if̂
)2]
vǫi + βǫv
−1
ǫi
)}
(335)
Equation (335) shows that q3i(vǫi) are generalized inverse Gaussian distributions. The analytical expressions of the
corresponding parameters are presented in Equation (336).
q3i(vǫi) = GIG
(
vǫi |âǫi , h˜ǫi , ĉǫi
)
,

âǫi = HiΣ̂Hi
T +
(
gi −Hif̂
)2
h˜ǫi = βǫ
ĉǫi = − 12
, i ∈ {1, 2, . . . , N} (336)
Since q2(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N} are generalized inverse Gaussian distributions, it
is easy to obtain analytical expressions for V˜ ǫ, defined in Equation (290) and v˜fj , j ∈ {1, 2, . . . ,M}, obtaining the
same expressions as in Equation (312). Using Equation (312) and Equations (328), (331) and (336), the final analytical
expressions of the separable distributions qi are presented in Equations (337a), (337b) and (337c).
q1(f j) = N
(
f j |f̂ j , v̂arj
)
,

f̂ j =
HjT V̂ ǫ(g−H−jf−j)
‖V̂
1
2
ǫ Hj‖+v̂fj
v̂arj =
1
‖V̂
1
2
ǫ H j‖+v̂fj
, j ∈ {1, 2, . . . ,M} (337a)
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + v̂arj
h˜fj = βf
ĉfj = − 12
, j ∈ {1, 2, . . . ,M} (337b)
q3i(vǫi) = GIG
(
vǫi |âǫi , h˜ǫi , ĉǫi
)
,

âǫi = HiΣ̂Hi
T +
(
gi −Hif̂
)2
h˜ǫi = βǫ
ĉǫi = − 12
, i ∈ {1, 2, . . . , N} (337c)
Equations (337a), (337b) and (337c) establish dependencies between the parameters of the distributions, very similar
to the one presented in Figures (37), (38) and (39). The iterative algorithm obtained via PM estimation with full
separability, is presented Figure (41).
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f̂ j =
H jT V̂ ǫ(g−H−jf−j)
‖V̂
1
2
ǫ H j‖+v̂fj
v̂arj =
1
‖V̂
1
2
ǫ H j‖+v̂fj
(a) - update estimated f j and
the coresponding variance varj
âfj = f̂ j
2 + v̂arj
h˜fj = βf +
1
2 ← ct. during iterations
(b) - update estimated IG param-
eters modelling the variances vfj
âǫi = H iΣ̂H i
T +
(
gi −H if̂
)2
h˜ǫi = βǫ ← ct. during iterations
(c) - update estimated IG parameters
modelling the uncertainties variances vǫi
V̂ f = diag
[
h˜fj
âfj
]
(d)
V̂ ǫ = diag
[
h˜ǫj
âǫj
]
(e)
Initialization
Figure 41: Iterative algorithm corresponding to PM estimation via VBA - full separability for Laplace hierarchical
model, non-stationary Student-t uncertainties model
5.7 Laplace hierarchical model: stationary Laplace uncertainties model, unknown uncer-
tainties variance
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a stationary Laplace uncertainties model is proposed, i.e. a multivariate Laplace
distribution expressed via LPM is used under the following two assumptions:
a) each element of the uncertainties vector has the same variance, vǫ;
b) the variance vǫ is unknown;
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L
ap
la
ce
sL
L
U
N
K
Likelihood : sLL:

p (g|f , vǫ) = N
(
g|Hf , v−1ǫ I
) ∝ vN2ǫ exp{− vǫ2 ‖ (g −Hf ) ‖} ,
p
(
vǫ|1, bǫ2
)
= IG (vǫ|1, bǫ2 ) ∝ v−2ǫi exp{− bǫ2vǫj } ,
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |bf ) =
∏M
j=1 IG(vfj |1, bf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 bf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(338)
5.8 Laplace hierarchical model: non-stationary Laplace uncertainties model, unknown un-
certainties variances
• the hierarchical model is using as a prior the Laplace distribution;
• the Laplace prior distribution is expressed via LPM, Equation (43), considering the variance vf as unknown;
• the likelihood is derived from the distribution proposed for modelling the uncertainties vector ǫ;
• for the uncertainties vector ǫ a non-stationary Laplace uncertainties model is proposed, i.e. a multivariate
Laplace distribution expressed via LPM is used under the following assumption:
a) the variance vector vǫ is unknown;
L
ap
la
ce
n
sL
L
U
N
K
Likelihood : nsLL:

p (g|f ,vǫ) = N
(
g|Hf ,V −1ǫ
) ∝ det {V ǫ} 12 exp{− 12‖V 12ǫ (g −Hf) ‖} ,
p (vǫ|βǫ) =
∏N
i=1 IG
(
vǫi |1, βǫ2
)
∝∏Ni=1 v−2ǫi exp{−∑Ni=1 βǫ2vǫj } ,
V ǫ = diag [vǫ] , vǫ = [. . . , vǫi , . . .] ,
P rior : LPM:

p(f |0,vf ) = N (f |0, V −1f ) ∝ det {V f}
1
2 exp
{
− 12‖V
1
2
f f‖
}
,
p(vf |βf ) =
∏M
j=1 IG(vfj |1, βf2 ) ∝
∏M
j=1 v
−2
fj
exp
{
−∑Mj=1 βf2vfj } ,
V f = diag [vf ] , vf =
[
. . . , vfj , . . .
]
.
(339)
The hierarchical model build over the linear forward model, Equation (1), using as a prior for f a Laplace distribution,
expressed via the Laplace Prior Model (LPM), Equation (43) and modelling the uncertainties of the model ǫ using the
non-stationary Laplace Uncertainties Model (nsLUM), Equation (89), is presented in Equation (339). The posterior
distribution is obtained via the Bayes rule, Equation (340):
p(f ,vf ,vǫ|g, βf , βǫ) ∝ p (g|f ,vǫ) p (vǫ|βǫ) p(f |0,vf ) p(vf |βf )
∝
N∏
i=1
v
1
2
ǫi exp
{
−1
2
‖V 12ǫ (g −Hf) ‖
} N∏
i=1
v−2ǫi exp
{
−
N∑
i=1
βǫ
vǫi
}
M∏
j=1
v
1
2
fi
exp
{
−1
2
‖V 12f f‖
} M∏
j=1
v−2fj exp
−
M∑
j=1
βf
vfj

(340)
The goal is to estimate the unknowns of the hierarchical model, namely f , the main unknown of the linear forward
model, Equation (1) which was suppose sparse, and consequently modelled via the Laplace distribution and the two
variances appearing in the hierarchical model, Equation (339), the variance corresponding to the sparse structure f ,
namely vf and the variance corresponding to uncertainties of model ǫ, namely vǫ.
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5.8.1 Joint MAP estimation
First, the Joint Maximum A Posterior (JMAP) estimation is considered: the unknowns are estimated on the basis of
the available data g, by maximizing the posterior distribution:(
f̂ , v̂f , v̂ǫ
)
= argmax
(f , vf , vǫ)
p(f , vf , vǫ|g, βf , βǫ) = argmin
(f , vf , vǫ)
L(f , vf , vǫ), (341)
where for the second equality the criterion L(f ,vf ,vǫ) is defined as:
L(f ,vf , ,vǫ) = − ln p(f , vf , vǫ|g, βf , βǫ) (342)
TheMAP estimation corresponds to the solution minimizing the criterionL(f ,vf ,vǫ). From the analytical expression
of the posterior distribution, Equation (340) and the definition of the criterion L Equation (342), we obtain:
L(f ,vǫ,vf ) = − ln p(f ,vǫ,vf |g) = 1
2
‖V 12ǫ (g −Hf ) ‖+ 3
2
N∑
i=1
ln vǫi +
1
2
N∑
i=1
βǫ
vǫi
+
1
2
‖V 12f f‖+
3
2
M∑
j=1
ln vfj +
1
2
M∑
j=1
βf
vfj
(343)
One of the simplest optimisation algorithm that can be used is an alternate optimization of the criterion L(f ,vǫ,vf )
with respect to the each unknown:
• With respect to f :
∂L(f ,vf ,vǫ)
∂f
= 0⇔ ∂
∂f
(
‖V ǫ 12 (g −Hf) ‖+ ‖V f 12f‖
)
= −HTV ǫ (g −Hf) + V ff = 0
⇔ (HTV ǫH + V f)f = HTV ǫg
⇒ f̂ = (HTV ǫH + V f)−1HTV ǫg
• With respect to vf , j ∈ {1, 2, . . . ,M}:
∂L(f ,vf ,vf )
∂vfj
= 0⇔ ∂
∂vfj
(
3 ln vfj + βfv
−1
fj
+ f j
2vfj
)
= 0
⇔ f j2v2fj + 3vfj − βf = 0
⇒ v̂fj =
−3±√9− 4f j2βf
2f j2
• With respect to vǫi , i ∈ {1, 2, . . . , N}:
First, we develop the norm ‖V ǫ 12 (g −Hf) ‖:
‖V ǫ 12 (g −Hf) ‖ = gTV ǫg − 2gTV ǫHf +HTfTV ǫHf
=
N∑
i=1
vǫigi
2 − 2
N∑
i=1
vǫigiHif +
N∑
i=1
vǫif
THi
THif ,
whereH i denotes the line i of the matrixH , i ∈ {1, 2, . . . , N}, i.e. H i = [hi1, hi1, . . . , hiM ].
∂L(f ,vf ,vǫ)
∂vǫi
= 0⇔ ∂
∂vǫi
[
3 ln vǫi + βǫv
−1
ǫi
+
(
gi
2 − 2giHif + fTHiTHif
)
vǫi
]
= 0
⇔ (gi −H if)2 v2ǫi + 3vǫi − βǫ = 0
⇒ v̂ǫi =
−3±
√
9− 4 (gi −Hif)2 βǫ
2 (gi −Hif)2
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The iterative algorithm obtained via JMAP estimation is presented Figure (42).
f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg
(a) - update estimated f
v̂f j =
−3±
√
9−4fj2βf
2f j2
(b) - update estimated variances vfj
v̂ǫi =
−3±
√
9−4(gi−H if)
2
βǫ
2(gi−H if)
2
(c) - update estimated uncertainties variances vǫi
V̂ f = diag [v̂f ]
(d)
V̂ ǫ = diag [v̂ǫ]
(e)
Initialization
Figure 42: Iterative algorithm corresponding to Joint MAP estimation for Laplace hierarchical model, non-stationary
Laplace uncertainties model
5.8.2 Posterior Mean estimation via VBA, partial separability
In this subsection, the Posterior Mean (PM) estimation is considered. The Joint MAP computes the mod of the
posterior distribution. The PM computes the mean of the posterior distribution. One of the advantages of this estimator
is that it minimizes the Mean Square Error (MSE). Computing the posterior means of any unknown needs great
dimensional integration. For example, the mean corresponding to f can be computed from the posterior distribution
using Equation (344),
Ep {f} =
∫∫∫
f p(f ,vf ,vǫ|g, βf , βǫ)dfdvfdvǫ. (344)
In general, these computations are not easy. One way to obtain approximate estimates is to approximate
p(f ,vf ,vǫ|g, βf , βǫ) by a separable one q(f ,vf ,vǫ|g, βf , βǫ) = q1(f) q2(vf ) q3(vǫ), then computing the pos-
terior means using the separability. The mean corresponding to f is computed using the corresponding separable
distribution q1(f ), Equation (345),
Eq1 {f} =
∫
f q1(f )df . (345)
If the approximation of the posterior distribution with a separable one can be done in such a way that conserves the
mean, i.e. Equation (346),
Eq {x} = Ep {x} , (346)
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for all the unknowns of the model, a great amount of computational cost is gained. In particular, for the proposed hier-
archical model, Equation (96), the posterior distribution, Equation (340), is not a separable one, making the analytical
computations of the PM very difficult. One way the compute the PM in this case is to first approximate the posterior
law p(f ,vf ,vǫ|g, βf , βǫ) with a separable law q(f ,vf ,vǫ|g, βf , βǫ), Equation (347),
p(f ,vf ,vǫ|g, βf , βǫ) ≈ q(f ,vf ,vǫ|g, βf , βǫ) = q1(f ) q2(vf ) q3(vǫ) (347)
where the notations from Equation (348) are used
q2(vf ) =
M∏
j=1
q2j(vfj ), ; q3(vǫ) =
N∏
i=1
q3i(vǫi) (348)
by minimizing of the Kullback-Leibler divergence, defined as:
KL (q(f ,vf ,vǫ|g, βf , βǫ) : p(f ,vf ,vǫ|g, βf , βǫ)) =
=
∫∫
. . .
∫
q(f ,vf ,vǫ|g, βf , βǫ) ln q(f ,vf ,vǫ|g, βf , βǫ)
p(f ,vf ,vǫ|g, βf , βǫ)dfdvǫdvf
(349)
where the notations from Equation (350) are used
dvf =
M∏
j=1
dvfj ; dvǫ =
N∏
i=1
dvǫi . (350)
Equation (348) is selecting a partial separability for the approximated posterior distribution q(f ,vf ,vǫ|g, βf , βǫ) in
the sense that a total separability is imposed for the distributions corresponding to the two variances appearing in the
hierarchical model, q2 (vf ) and q3 (vǫ) but not for the distribution corresponding to f . Evidently, a full separability
can be imposed, by adding the supplementary condition q1(f ) =
∏M
j=1 q1j(f j) in Equation (348). This case is
considered in Subsection (5.8.3). The minimization can be done via alternate optimization resulting the following
proportionalities from Equations (351a), (351b) and (351c),
q1(f ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q2(vf ) q3(vǫ)
}
, (351a)
q2j(vfj ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (351b)
q3i(vǫi) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
}
, i ∈ {1, 2 . . . , N} , (351c)
using the notations:
q2−j(vfj ) =
M∏
k=1,k 6=j
q2k(vfk) ; q3−i(vǫi) =
N∏
k=1,k 6=i
q3k(vǫk) (352)
and also 〈
u(x)
〉
v(y)
=
∫
u(x)v(y)dy. (353)
Via Equation (342) and Equation (343), the analytical expression of logarithm of the posterior distribution is obtained,
Equation (354):
ln p(f ,vǫ,vf |g, βf , βǫ) =− 1
2
‖V 12ǫ (g −Hf) ‖ − 3
2
N∑
i=1
ln vǫi −
1
2
N∑
i=1
βǫ
vǫi
− 1
2
‖V 12f f‖ −
3
2
M∑
j=1
ln vfj −
1
2
M∑
j=1
βf
vfj
(354)
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Computation of the analytical expression of q1(f ). The proportionality relation corresponding to q1(f) is pre-
sented in established in Equation (351a). In the expression of ln p (f ,vf ,vǫ|g, βf , βǫ) all the terms free of f can be
regarded as constants. Via Equation (354) the integral defined in Equation (353) becomes:〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q2(vf ) q3(vǫ)
= −1
2
〈
‖V 12ǫ (g −Hf) ‖
〉
q3(vǫ)
− 1
2
〈
‖V 12f f‖
〉
q2(vf )
. (355)
Introducing the notations:
v˜fj =
〈
vfj
〉
q2j(vfj )
; v˜f =
[
v˜f1 . . . v˜fj . . . v˜fM
]T
; V˜ f = diag [v˜f ]
v˜ǫi =
〈
vǫi
〉
q3i(vǫi)
; v˜ǫ =
[
v˜ǫ1 . . . v˜ǫi . . . v˜ǫN
]T
; V˜ ǫ = diag [v˜ǫ]
(356)
the integral from Equation (355) becomes:〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q2(vf ) q3(vǫ)
= −1
2
‖V˜ 12ǫ (g −Hf) ‖ − 1
2
‖V˜ 12f f‖. (357)
Noting that
〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q2(vf ) q3(vǫ)
is a quadratic criterion and considering the proportionality from
Equation (351a) it can be concluded that q1 (f) is a multivariate Normal distribution. Minimizing the criterion leads
to the analytical expression of the corresponding mean. The variance is obtained by identification:
q1(f) = N
(
f |f̂ , Σ̂
)
,

f̂ =
(
HT V˜ ǫH + V˜ f
)−1
HT V˜ ǫg,
Σ̂ =
(
H1
T V˜ ǫH + V˜ f
)−1
.
(358)
We note that both the expressions of the mean and variance depend on expectancies corresponding to two variances of
the hierarchical model.
Computation of the analytical expression of q2j(vfj ). The proportionality relation corresponding to q2j(vfj ) is
presented in established in Equation (351b). In the expression of ln p (f ,vf ,vǫ|g, βf , βǫ) all the terms free of vfj can
be regarded as constants. Via Equation (354) the integral defined in Equation (353) becomes:〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= −1
2
〈
‖V 12f f‖
〉
q1(f ) q2−j(vfj )
− 3
2
ln vfj −
1
2
βf
vfj
(359)
Introducing the notations:
v˜f
−i
=
[
v˜f1 . . . v˜fi−1 vfi v˜fi+1 . . . v˜fN
]T
; V˜ f
−i
= diag
(
v˜f
−i
)
(360)
the integral
〈
‖V 12f f‖
〉
q1(f ) q2−j(vfj )
can be written:
〈
‖V 12f f‖
〉
q1(f ) q2−j(vfj )
=
〈
‖V˜ 12f
−i
f‖2
〉
q1(f )
(361)
Considering that q1(f ) is a multivariate Normal distribution, Equation (358):〈
‖V˜ 12f
−i
f‖2
〉
q1(f )
= ‖V˜ 12f
−i
f̂‖2 + Tr
(
V˜ f
−i
Σ̂
)
= C + vfi
(
f̂ j
2 + Σ̂jj
)
(362)
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From Equation (359) and Equation (362):〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= −3
2
ln vfj −
1
2
βfv
−1
fj
− 1
2
(
f̂ j
2 + Σ̂jj
)
vfj (363)
from which it can establish the proportionality corresponding to q2j(vfj ):
q2j(vfj ) ∝ v−
3
2
fj
exp
{
−1
2
[(
f̂ j
2 + Σ̂jj
)
vfj + βfv
−1
fj
]}
, (364)
leading to the conclusion that q2j(vfj ) is a generalized inverse Gaussian distribution (see Equation (46)) with the
following parameters:
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + Σ̂jj
h˜fj = βf
ĉfj = − 12
(365)
Computation of the analytical expression of q3i(vǫi). The proportionality relation corresponding to q3i(vǫi) is
presented in established in Equation (351c). In the expression of ln p (f ,vf ,vǫ|g, βf , βǫ) all the terms free of vǫi can
be regarded as constants. Via Equation (354) the integral defined in Equation (353) becomes:〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
=− 1
2
〈
‖V 12ǫ (g −Hf ) ‖
〉
q1(f ) q3−i(vǫi )
− 3
2
ln vǫi −
1
2
βǫ
vǫi
(366)
Introducing the notations:
v˜ǫ
−i
=
[
v˜ǫ1 . . . v˜ǫi−1 vǫi v˜ǫi+1 . . . v˜ǫN
]T
; V˜ ǫ
−i
= diag
(
v˜ǫ
−i
)
(367)
the integral
〈
‖V 12ǫ (g −Hf ) ‖
〉
q1(f ) q3−i(vǫi )
can be written:
〈
‖V 12ǫ (g −Hf) ‖
〉
q1(f ) q3−i(vǫi )
=
〈
‖V˜ 12ǫ
−i (g −Hf) ‖2
〉
q1(f )
(368)
Considering that q1(f ) is a multivariate Normal distribution, Equation (358):〈
‖V˜ 12ǫ
−i (g −Hf) ‖2
〉
q1(f )
= ‖V˜ 12ǫ
−i
(
g −Hf̂
)
‖2 + Tr
(
HTV ǫ
−i
HΣ̂
)
(369)
and considering as constants all terms free of vǫi :
‖V˜ 12ǫ
−i
(
g −Hf̂
)
‖2 = C + vǫi
(
gi −H if̂
)2
; Tr
(
HT V˜ ǫ
−i
HΣ̂
)
= C + vǫiH iΣ̂H i
T (370)
whereHi is the line i of the matrixH , so we can conclude:〈
‖V 12ǫ (g −Hf ) ‖2
〉
q1(f ) q3−i(vǫi )
= C +
(
HiΣ̂Hi
T +
(
gi −Hif̂
)2)
vǫi (371)
From Equation (366) and Equation (371):〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
=− 3
2
ln vǫi −
βǫ
2
v−1ǫi −
1
2
[
H iΣ̂H i
T +
(
gi −H if̂
)2]
vǫi
(372)
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from which it can establish the proportionality corresponding to q3i(vǫi):
q3i(vǫi) ∝ v−
3
2
ǫi exp
{
−1
2
([
HiΣ̂Hi
T +
(
gi −Hif̂
)2]
vǫi + βǫv
−1
ǫi
)}
, (373)
leading to the conclusion that q3i(vǫi) is an generalized inverse Gaussian distribution with the following parameters:
q3i(vǫi) = GIG
(
vǫi |âǫi , h˜ǫi , ĉǫi
)
,

âǫj = HiΣ̂Hi
T +
(
gi −Hif̂
)2
h˜ǫj = βǫ
ĉǫj = − 12
(374)
Equations (358), (365) and (374) resume the distributions families and the corresponding parameters for q1(f), a
multivariate Normal distribution and q2j(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N}, generalized inverse
Gaussian distributions. However, the parameters corresponding to the multivariate Normal distribution are expressed
via V˜ ǫ and V˜ f (and by extension all elements forming the three matrices v˜ǫi , i ∈ {1, 2, . . . , N} and v˜fj , j ∈
{1, 2, . . . ,M}).
Computation of the analytical expressions of V˜ ǫ and V˜ f . For an generalized inverse Gaussian distribution with
parameters a, b and − 12 , GIG (x|a, b, c), the following relation holds:
〈
x
〉
GIG(x|a,b,− 12 )
=
(a
b
)− 12 K 12 (√ab)
K− 12
(√
ab
) , (375)
where Kp represents the modified Bessel function of the second kind.
To prove the above relation we consider the direct computation, using the analytical expression of the generalized
inverse Gaussian distribution:〈
x
〉
GIG(x|a,b,− 12 )
=
∫
x GIG(x|a, b,−1
2
)dx =
∫
x
(
a
b
)− 12
K− 12
(√
ab
)x− 12−1 exp{−1
2
(
ax+ bx−1
)}
dx
=
(
a
b
)− 12
K− 12
(√
ab
) ∫ x 12−1 exp{−1
2
(
ax+ bx−1
)}
dx
=
(
a
b
)− 12
K− 12
(√
ab
) K 12
(√
ab
)
(
a
b
) 1
2
∫ (a
b
) 1
2
K 1
2
(√
ab
)x 12−1 exp{−1
2
(
ax+ bx−1
)}
dx
=
(a
b
)−1 K 1
2
(√
ab
)
K− 12
(√
ab
)
︸ ︷︷ ︸
1
∫
GIG(x|a, b, 1
2
)dx︸ ︷︷ ︸
1
=
b
a
The fact that the integral of the generalized inverse Gaussian distribution is obvious. Proving that the ratio between
the two modified Bessel functions of the second kind is 1, i.e. thatK 1
2
(√
ab
)
= K− 12
(√
ab
)
comes from expressing
the modified Bessel function of the second kind Kα (x) via the modified Bessel function of the first kind Iα (x):
Kα (x) = π
2
I−α (x) − Iα (x)
sin (απ)
=
π
2
Iα (x)− I−α (x)
− sin (απ) =
π
2
Iα (x)− I−α (x)
sin (−απ) = K−α (x) (376)
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Since q2j(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N} are generalized inverseGaussian distributions, with
the corresponding parameters âfj , h˜fj and ĉfj , j ∈ {1, 2, . . . ,M} respectively âǫi and h˜ǫi and ĉǫi , i ∈ {1, 2, . . . , N}
the expectancies v˜fj and v˜ǫi can be expressed via the parameters of the two generalized inverse Gaussian distributions
using Equation (375):
v˜fj =
h˜fj
âfj
; v˜ǫi =
h˜ǫi
âǫi
(377)
Using the notation introduced in (356):
V˜ f =

h˜f1
âf1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
h˜fj
âfj
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
h˜fM
âfM

= V̂ f ; V˜ ǫ =

h˜ǫ1
âǫ1
. . . 0 . . . 0
...
. . .
...
. . .
...
0 . . .
h˜ǫi
âǫi
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
h˜ǫN
âǫN

= V̂ ǫ (378)
In Equation (378) other notations are introduced for V˜ f and V˜ ǫ. Both values were expressed during the model via
unknown expectancies, but via Equation (378) those values don’t contain any more integrals to be computed. There-
fore, the new notations represent the final analytical expressions used for expressing the density functions qi. Using
Equation (378) and Equations (358), (365) and (374), the final analytical expressions of the separable distributions qi
are presented in Equations (379a), (379b) and (379c).
q1(f) = N
(
f |f̂ , Σ̂
)
,

f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg,
Σ̂ =
(
H1
T V̂ ǫH + V̂ f
)−1 , (379a)
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + Σ̂jj
h˜fj = βf
ĉfj = − 12
, j ∈ {1, 2, . . . ,M} , (379b)
q3i(vǫi) = GIG
(
vǫi |âǫi , h˜ǫi , ĉǫi
)
,

âǫj = HiΣ̂Hi
T +
(
gi −Hif̂
)2
h˜ǫj = βǫ
ĉǫj = − 12
, i ∈ {1, 2, . . . , N} . (379c)
Equation (379a) establishes the dependency between the parameters corresponding to the multivariate Normal dis-
tribution q1(f ) and the others parameters involved in the hierarchical model: the mean f̂ and the covariance
matrix Σ̂ depend on V̂ ǫ and V̂ f which, via Equation (378) are defined using
{
âfj , h˜fj
}
, j ∈ {1, 2, . . . ,M}
and
{
âǫi , h˜ǫi
}
, i ∈ {1, 2, . . . , N}. The dependency between the parameters of the multivariate Normal distribu-
tion q1(f) and the parameters of the generalized inverse Gaussian distributions q2j(vfj ), j ∈ {1, 2, . . . ,M} and
q3i(vǫi), i ∈ {1, 2, . . . , N} is presented in Figure (43). Equation (379b) establishes the dependency between the
parameters corresponding to the Inverse Gamma distributions q2j(vfj ), j ∈ {1, 2, . . . ,M} and the others param-
eters involved in the hierarchical model: the shape and scale parameters
{
âfj , h˜fj
}
, j ∈ {1, 2, . . . ,M} depend
on the mean f̂ and the covariance matrix Σ̂ of the multivariate Normal distribution q1(f), Figure (44). Equa-
tion (379c) establishes the dependency between the parameters corresponding to the Inverse Gamma distributions
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{
âfj , h˜fj
}
,
{
âǫj , h˜ǫj
}
✲ f̂ , Σ̂
Figure 43: Dependency between q1(f) parameters and q2j(vfj ) and q3i(vǫi) parameters
f̂ , Σ̂ ✲
{
âfj , h˜fj
}
Figure 44: Dependency between q2j(vfj ) parameters and q1(f) and q3i(vǫi) parameters
q3i(vǫi), i ∈ {1, 2, . . . , N} and the others parameters involved in the hierarchical model: the shape and scale param-
eters
{
âǫi , h˜ǫi
}
, i ∈ {1, 2, . . . , N} depend on the mean f̂ and the covariance matrix Σ̂ of the multivariate Normal
distribution q1(f ), Figure (45).
f̂ , Σ̂ ✲
{
âǫj , h˜ǫj
}
Figure 45: Dependency between q3i(vǫi) parameters and q2j(vfj ) and q1(f) parameters
The iterative algorithm obtained via PM estimation is presented Figure (46).
5.8.3 Posterior Mean estimation via VBA, full separability
In this subsection, the Posterior Mean (PM) estimation is again considered, but via a full separable approximation.
The posterior distribution is approximated by a full separable distribution q (f ,vf ,vǫ), i.e. a supplementary condition
is added in Equation (348):
q1(f ) =
M∏
j=1
q1j(f j), ; q2(vf ) =
M∏
j=1
q2j(vfj ), ; q3(vǫ) =
N∏
i=1
q3i(vǫi) (380)
As in Subsection (5.8.2), the approximation is done byminimizing of the Kullback-Leibler divergence, Equation (349),
via alternate optimization resulting the following proportionalities from Equations (381a), (381b) and (381c),
q1(f j) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1−j(fj)q2(vf ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (381a)
q2j(vfj ) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
}
, j ∈ {1, 2 . . . ,M} , (381b)
q3i(vǫi) ∝ exp
{〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
}
, i ∈ {1, 2 . . . , N} , (381c)
using the notations introduced in Equation (352), Equation (353) and Equation (382):
q1−j(vj) =
M∏
k=1,k 6=j
q1k(vk) (382)
The analytical expression of logarithm of the posterior distribution ln p(f ,vf ,vǫ|g, βf , βǫ) is obtained in Equa-
tion (354).
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f̂ =
(
HT V̂ ǫH + V̂ f
)−1
HT V̂ ǫg
Σ̂ =
(
H1
T V̂ ǫH + V̂ f
)−1
(a) - update estimated f and the covariance matrix Σ̂
âfj = f̂ j
2 + Σ̂jj
h˜fj = βǫ ← ct. during iterations
(b) - update estimated GIG param-
eters modelling the variances vfj
âǫj = H iΣ̂H i
T +
(
gi −H if̂
)2
h˜ǫj = βǫ ← ct. during iterations
(c) - update estimated GIG parameters
modelling the uncertainties variances vǫi
V̂ f = diag
[
h˜fj
âfj
]
(d)
V̂ ǫ = diag
[
h˜ǫj
âǫj
]
(e)
Initialization
Figure 46: Iterative algorithm corresponding to PM estimation via VBA - partial separability for Laplace hierarchical
model, non-stationary Laplace uncertainties model
Computation of the analytical expression of q1(f ). The proportionality relation corresponding to q1(f) is pre-
sented in established in Equation (381a). In the expression of ln p (f ,vf ,vǫ|g, βf , βǫ) all the terms free of f i can be
regarded as constants:〈
ln p(f ,vf ,vǫ|g, βf , βǫ)
〉
q1−j(fj) q2(vf ) q3(vǫ)
=− 1
2
〈
‖V 12ǫ (g −Hf) ‖
〉
q1−j(fj) q3(vǫ)
− 1
2
〈
‖V 12f f‖
〉
q1−j(fj) q2(vf )
.
(383)
Using Equation (356) the integral from Equation (383) becomes:
〈ln p(f ,vf ,vǫ|g, βf , βǫ)〉q1−j(fj) q2(vf ) q3(vǫ) = −
1
2
〈
‖V˜ 12ǫ (g −Hf) ‖
〉
q1−j(fj)
− 1
2
〈
‖V˜ 12f f‖
〉
q1−j(fj)
. (384)
Considering all the f j free terms as constants, the first norm can be written:
‖V˜ 12ǫ (g −Hf) ‖ = C + ‖V˜
1
2
ǫ H
j‖2f j2 − 2HjT V˜
1
2
ǫ
(
g −H−jf−j) f j (385)
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whereHj represents the column j of the matrixH ,H−j represents the matrixH except the column j,Hj and f−j
represents the vector f except the element f j . Introducing the notation
f˜ j =
∫
f j q1j(f j) df j ; f˜
−j =
[
f˜1 . . . f˜ j−1 f˜ j+1 . . . f˜M
]T
(386)
the expectancy of the first norm becomes:〈
‖V˜ 12ǫ (g −Hf) ‖
〉
q1−j(fj)
= C + ‖V˜ 12ǫ Hj‖2f j2 − 2HjT V˜
1
2
ǫ
(
g −H−j f˜−j
)
f j (387)
Considering all the free f j terms as constants, the expectancy for the second norm becomes:〈
‖V˜ 12f f‖2
〉
q1−j(fj)
= C + v˜fjf j
2 (388)
From Equation (381a), (384), (387), and (388) the proportionality for q1j(f j) becomes:
q1j(f j) ∝ exp
{(
‖V˜ 12ǫ Hj‖2 + v˜fj
)
f j
2 − 2HjT V˜ ǫ
(
g −H−jf−j) f j} (389)
Considering the criterion J(f j) =
(
‖V˜ 12ǫ Hj‖2 + v˜fj
)
f j
2 − 2HjT V˜ ǫ
(
g −H−jf−j) f j which is quadratic, we
conclude q1j(f j) is a Normal distribution. For computing the mean of the Normal distribution, it is sufficient to
compute the solution that minimizes the criterion J(f j):
∂J(f j)
∂f j
= 0⇔ f̂ j =
HjT V˜ ǫ
(
g −H−jf−j)
‖V˜ 12ǫ Hj‖+ v˜f
. (390)
The variance can be obtained by identification. The analytical expressions for the mean and the variance corresponding
to the Normal distributions, q1(f j) are presented in Equation (391).
q1(f j) = N
(
f j |f̂ j , v̂arj
)
,

f̂ j =
HjT V˜ ǫ(g−H−jf−j)
‖V˜
1
2
ǫ H j‖+v˜fj
v̂arj =
1
‖V˜
1
2
ǫ Hj‖+v˜fj
, j ∈ {1, 2, . . . ,M} (391)
Computation of the analytical expression of q2j(vfj ). The proportionality relation corresponding to q2j(vfj )
established in Equation (381b) refers to vfj , so in the expression of ln p (f ,vf ,vǫ|g, βf , βǫ) all the terms free of vfj
can be regarded as constants,
ln p (f ,vf ,vǫ|g, βf , βǫ) = C + 1
2
ln vfj −
1
2
〈
f j
2
〉
q1j(fj)
vfj − 2 ln vfj −
βf
2
v−1fj , (392)
so the integral of the logarithm becomes:〈
ln p (f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2−j(vfj ) q3(vǫ)
= C − 3
2
ln vfj −
βf
2
v−1fj −
1
2
(
f̂ j
2 + v̂arj
)
vfj . (393)
Equation (393) leads to the conclusion that q2j(vfj ) is an generalized inverse Gaussian distribution. Equation (394)
presents the analytical expressions for the parameters corresponding to the Inverse Gamma distribution.
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + v̂arj
h˜fj = βf
ĉfj = − 12
, j ∈ {1, 2, . . . ,M} (394)
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Computation of the analytical expression of q3i(vǫi). The proportionality relation corresponding to q3i(vǫi) es-
tablished in Equation (381c) refers to vǫi so in the expression of ln p (f ,vf ,vǫ|g, βf , βǫ) all the terms free of vǫi can
be regarded as constants:
ln p (f ,vf ,vǫ|g, βf , βǫ) = C − 3
2
ln vǫi −
βǫ
2
v−1ǫi +
1
2
(gi −Hif)2 vǫi . (395)
Introducing the notation 〈
f
〉
q1(f )
=
[
f̂1 . . . f̂ j . . . f̂M
]T
Not
= f̂ ; Σ̂ = diag [v̂arj ] (396)
the expectancy of the logarithm becomes〈
ln p (f ,vf ,vǫ|g, βf , βǫ)
〉
q1(f ) q2(vf ) q3−i(vǫi )
= C − 3
2
ln vǫi −
βǫ
2
v−1ǫi −
1
2
[
HiΣ̂Hi
T −
(
gi −Hif̂
)2]
vǫi ,
(397)
so the proportionality relation for q3i(vǫi) from Equation (381c) can be written:
q3i(vǫi) ∝ v−
3
2
ǫi exp
{
−1
2
([
H iΣ̂H i
T +
(
gi −H if̂
)2]
vǫi + βǫv
−1
ǫi
)}
(398)
Equation (398) shows that q3i(vǫi) are generalized inverse Gaussian distributions. The analytical expressions of the
corresponding parameters are presented in Equation (399).
q3i(vǫi) = GIG
(
vǫi |âǫi , h˜ǫi , ĉǫi
)
,

âǫi = HiΣ̂Hi
T +
(
gi −Hif̂
)2
h˜ǫi = βǫ
ĉǫi = − 12
, i ∈ {1, 2, . . . , N} (399)
Since q2(vfj ), j ∈ {1, 2, . . . ,M} and q3i(vǫi), i ∈ {1, 2, . . . , N} are generalized inverse Gaussian distributions, it
is easy to obtain analytical expressions for V˜ ǫ, defined in Equation (356) and v˜fj , j ∈ {1, 2, . . . ,M}, obtaining the
same expressions as in Equation (378). Using Equation (378) and Equations (391), (394) and (399), the final analytical
expressions of the separable distributions qi are presented in Equations (400a), (400b) and (400c).
q1(f j) = N
(
f j |f̂ j , v̂arj
)
,

f̂ j =
HjT V̂ ǫ(g−H−jf−j)
‖V̂
1
2
ǫ Hj‖+v̂fj
v̂arj =
1
‖V̂
1
2
ǫ H j‖+v̂fj
, j ∈ {1, 2, . . . ,M} (400a)
q2j(vfj ) = GIG
(
vfj |âfj , h˜fj , ĉfj
)
,

âfj = f̂ j
2 + v̂arj
h˜fj = βf
ĉfj = − 12
, j ∈ {1, 2, . . . ,M} (400b)
q3i(vǫi) = GIG
(
vǫi |âǫi , h˜ǫi , ĉǫi
)
,

âǫi = HiΣ̂Hi
T +
(
gi −Hif̂
)2
h˜ǫi = βǫ
ĉǫi = − 12
, i ∈ {1, 2, . . . , N} (400c)
Equations (400a), (400b) and (400c) establish dependencies between the parameters of the distributions, very similar
to the one presented in Figures (43), (44) and (45). The iterative algorithm obtained via PM estimation with full
separability, is presented Figure (47).
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f̂ j =
H jT V̂ ǫ(g−H−jf−j)
‖V̂
1
2
ǫ H j‖+v̂fj
v̂arj =
1
‖V̂
1
2
ǫ H j‖+v̂fj
(a) - update estimated f j and
the coresponding variance varj
âfj = f̂ j
2 + v̂arj
h˜fj = βf +
1
2 ← ct. during iterations
(b) - update estimated IG param-
eters modelling the variances vfj
âǫi = H iΣ̂H i
T +
(
gi −H if̂
)2
h˜ǫi = βǫ ← ct. during iterations
(c) - update estimated IG parameters
modelling the uncertainties variances vǫi
V̂ f = diag
[
h˜fj
âfj
]
(d)
V̂ ǫ = diag
[
h˜ǫj
âǫj
]
(e)
Initialization
Figure 47: Iterative algorithm corresponding to PM estimation via VBA - full separability for Laplace hierarchical
model, non-stationary Laplace uncertainties model
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