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1
Introduction
The aim of this thesis is to present rudimentary dimension theory, in partic-
ular dimension theory regarding separable metric spaces, and with the tools
developed, prove Brouwer’s Theorem on the Invariance of Domain. This the-
orem states, that if A is a subset of the Euclidean space Rn, an embedding
h : A → Rn is an open map. This result is simple in the way, that anyone
familiar with elementary topology can understand the meaning of it, and yet
as we shall see, the proof is not so simple.
There are several notions of dimension in topology, but our focus in this
thesis is only on the small inductive dimension. Should the reader be so in-
clined, Professor Ryszard Engelking’s Dimension Theory [1] contains a com-
prehensive exposition – among small inductive dimension – of other types of
dimension, i.e. large inductive dimension and covering dimension.
We begin by a revision of topological concepts that should be familiar to
any graduate student of mathematics. This chapter relies mostly on the two
books by Professor Jussi Väisälä, [6] and [7]. The book Topology by Professor
James Munkres [5] has served not so much as a mathematical reference,
rather as a stylistic guide on language. The deﬁnition of a separator between
two subsets of some space is from [1]. The proof of Urysohn’s lemma is from
Engelking’s General Topology [2].
Chapter 3 introduces the concept of small inductive dimension, or simply
dimension as we refer to it in this thesis. We begin by deﬁning the notion of
0-dimensionality before moving on to the general notion of dimension. We
cover many basic results of the dimension theory of separable metric spaces,
although some results hold for more general spaces, namely regular spaces.
The main source for this chapter is [4]. The book by Engelking [1] has also
contributed as a source for this chapter.
In Chapter 4 we develop some theory of simplexes in order to prove the
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famous Brouwer Fixed-Point Theorem. With the use of this theorem, we
are able to show that the dimension of the Euclidean space Rn is exactly
n, as one should expect. The section on simplexes is almost entirely based
on [2]. The lecture notes of a combinatorics course taught at Princeton
University by Jacob Fox [3] provided help in the proof of Sperner’s lemma.
From Proposition 4.18 to the end of Chapter 4 we rely on [4].
In Chapter 5 we develop some theory concerning extensions of functions
and use this theory to prove the Brouwer’s Theorem on the Invariance of
Domain, which lent its name to this thesis. This chapter is based on [4],
with the exception of the Tietze Extension Theorem, the proof of which is
from [2].
I would like to express my gratitude to my thesis supervisors, Drs. Erik
Elfving and Pekka Pankka, for all the help and guidance they have so kindly
oﬀered to me.
2
Preliminaries
Topological spaces
Deﬁnition 2.1 (Topology). Let X be some set and T a collection of subsets
of X, i.e. T ⊂ P(X), where P(X) is the power set of X. The collection T is
called a topology on X if the following conditions hold:
• (T1) Any union of sets in T is an element of T.
• (T2) Any ﬁnite intersection of sets in T is an element of T.
• (T3) The empty set ∅ and the whole set X are members of T.
An ordered pair (X,T), where T is some topology on the set X is called a
topological space. The sets in T are the so called open sets in X. A set in X
is said to be closed, if its complement is open in X. It might seem intuitive
to think that a set being open implies that it is not closed, and vice versa.
This is not the case. For an easy counterexample, one can see from (T3) of
Deﬁnition 2.1 that the whole space X and the empty set ∅ are always both
open and closed.
Deﬁnition 2.2 (Subspace topology). Let (X,T) be a topological space. If
Y is a subset of X, the collection
TY = {Y ∩ U : U ∈ T}
is a topology on Y called the subspace topology.
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Deﬁnition 2.3 (Product topology). Suppose we have some indexed collec-
tion of topological spaces (Xj,Tj) where j ∈ J and J is some index set. The
topology, called the product topology on the Cartesian product
X :=
�
j∈J
Xj
is the coarsest topology for which the projection maps prj : X → Xj are
continuous. We recall, that if U is a non-empty open set in X, then prjU =
Xj except for a ﬁnite number of indexes j (see Väisälä [7][Lause 7.6, p. 49]).
If Xj = Y for all j ∈ J , we write X = Y J .
Deﬁnition 2.4 (Neighbourhood). Let (X,T) be a topological space. Let x
be an element of X and A a subset of X. If x ∈ U ∈ T, then U is called a
neighbourhood of x. The analogous deﬁnition holds for sets: if A ⊂ U ∈ T,
then U is a neighbourhood of A.
Proposition 2.5. A subset A of a topological space (X,T) is open, if and
only if every element x ∈ A has a neighbourhood Ux, which is included in A.
Proof. Suppose A is open. Now we can choose A = Ux for every x ∈ A.
Suppose then that every element x ∈ A has a neighbourhood Ux, which is
included in A. Now we may write A = �x∈A Ux, whence it follows that A is
open as a union of open sets.
Oftentimes it is diﬃcult to specify the topology on X by describing the
whole collection T of open sets. In most cases we can specify a smaller col-
lection of subsets of X, and deﬁne the topology using this smaller collection.
Deﬁnition 2.6 (Basis). Suppose T is a topology on a space X. We call a
collection B ⊂ P(X) a basis for the topology on X, if
• B ⊂ T
• Every open set U �= ∅ can be expressed as a union of some sets in B.
Proposition 2.7. Suppose (X,T) is a topological space. The collection B ⊂
P(X) is a basis for T, if and only if
(1) B ⊂ T
(2) If x ∈ U ∈ T, there exists a B ∈ B such that x ∈ B ⊂ U .
Proof. Suppose B is a basis for T. Then by deﬁnition (1) holds. Suppose
x ∈ U ∈ T. Since the set U can be expressed as a union of some sets in B,
there exists some basis set B � x in B such that B ⊂ U .
Suppose (1) and (2) hold. Let U be a non-empty open set. Now for every
x ∈ U , we ﬁnd some set Bx � x from the collection B, that is included in U .
Now we have U = �x∈U Bx. This completes the proof.
Brouwer’s Theorem on the Invariance of Domain 11
Of particular interest in the ﬁeld of topology are functions that preserve
topological properties. These functions are called homeomorphisms. We
recall, that a function f : X → Y , where X and Y are topological spaces,
is said to be continuous, if for every open set U ⊂ Y , the preimage f−1U is
open in X.
Deﬁnition 2.8 (Homeomorphism, embedding). Let (X,TX) and (Y,TY ) be
topological spaces. A continuous bijection f : X → Y is called a homeomor-
phism, if the inverse function f−1 : Y → X is also continuous. If a function
g : X → gX, where gX ⊂ Y is a homeomorphism, the function g : X → Y
is called an embedding. If f is a homeomorphism between the spaces X and
Y , we say that these spaces are homeomorphic and we write f : X ≈ Y .
Deﬁnition 2.9 (Closure). Let (X,T) be a topological space. The closure of
the subset A ⊂ X is the set
A := {x ∈ X : U ∩ A �= ∅, for every neighbourhood U of x}.
When dealing with subspaces of some topological space X, we may denote
the closure operation as clA, where A is some subset of X. Now if Y is a
subspace of the space X, clX A denotes the closure of the set A in the whole
space X, whereas clY A denotes the closure of A in the subspace Y .
A point x ∈ X is called a limit point of A, if every neighbourhood V
of x contains some point of A distinct from x. If, on the other hand, there
exists some neighbourhood U of x such that U ∩ A = {x}, then x is called
an isolated point of A.
Deﬁnition 2.10 (Interior, exterior, boundary). Let X be a topological
space, and let x ∈ X and A ⊂ X. The point x is called an interior point of A,
if x has some neighbourhood U ⊂ A. If x has a neighbourhood U ⊂ �A, then
x is an exterior point of A. If x is neither an interior nor an exterior point
of A, we say that x is a boundary point of A. The sets of interior, exterior,
and boundary points of A are denoted as intA, extA, and ∂A respectively.
Proposition 2.11. Suppose A and B are subsets of a topological space
(X,T).
1. A ⊂ A.
2. A is always closed.
3. If B is closed in X, and A ⊂ B, then A ⊂ B.
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4. A is the smallest closed subset of X containing A.
5. If A ⊂ B, then A ⊂ B.
6. A is closed in X, if and only if A = A.
7. intA ⊂ A, extA ⊂ �A.
8. A is open, if and only if A = intA.
9. extA = �A, intA = ��A, A = intA ∪ ∂A = A ∪ ∂A.
10. ∂A = A ∩ �A = A \ intA, and ∂A is always closed.
11. ∂A = ∂�A.
12. If A is open, then ∂A = A \ A.
Proof. See Väisälä [6, Lause 6.8, p. 48 and Lause 8.3, p. 60].
Proposition 2.12. A subset A of a topological space X is both open and
closed, if and only if A has an empty boundary.
Proof. Suppose, that ∅ �= A �= X, since the result is evident otherwise.
Suppose A ⊂ X is open and closed. From Proposition 2.11 it follows that
∂A = A \ A, since A is open, and A = A, since A is closed. Hence ∂A = ∅.
Suppose then, that ∂A = ∅. Now from Proposition 2.11 we get that
A = A ∪ ∂A = A, hence A is closed. Also ∂A = A \ intA = ∅. Hence
A = A = intA, which implies A is open.
Deﬁnition 2.13 (Fσ sets, Gδ sets). A countable union of closed sets is called
an Fσ set. The complement of an Fσ set, i.e. a countable intersection of open
sets, is called a Gδ set.
Clearly every closed set is an Fσ set and similarly every open set is a
Gδ set. Since the countable union of a countable union is again a countable
union, a countable union of Fσ sets is an Fσ set. Also, it is quite easy to
verify, that a ﬁnite intersection of Fσ sets is also an Fσ set.
Deﬁnition 2.14 (Separation axioms). Let j ∈ {0, 1, 2, 3, 4}. We say that
a space X is a Tj space, or more succinctly, that X is Tj, if it satisﬁes the
condition (Tj) below.
• (T0) If a, b ∈ X are distinct points, then at least one of the points a, b
has a neighbourhood not containing the other point.
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• (T1) If a, b ∈ X are distinct points, then both of the points a, b have a
neighbourhood not containing the other point.
• (T2) If a, b ∈ X are distinct points, the points a and b have disjoint
neighbourhoods.
• (T3) If a ∈ X, and B is a closed subset of X not containing the point
a, then the point a and the set B have disjoint neighbourhoods.
• (T4) If the closed sets A,B ⊂ X are disjoint, the sets A and B have
disjoint neighbourhoods.
Spaces satisfying the condition T2 are called Hausdorﬀ spaces. We call a
topological space X regular, if it satisﬁes the separation axioms T1 and T3. A
space is normal, if it satisﬁes axioms T1 and T4. A completely normal space
is a space whose every subspace is normal. Since the property T1 is clearly
hereditary, in order to prove that a normal space is completely normal, it
suﬃces to show that every subspace of that space is T4.
Proposition 2.15. A space (X,T) is T3, if and only if for every x ∈ X and
for every neighbourhood U of x, there exists a neighbourhood V of x such
that V ⊂ U .
Proof. Suppose X is a T3-space. Let x ∈ X and U ⊂ X be a neighbourhood
of x. Now the set �U is closed, and does not contain the point x. Since
X is T3, x and �U have disjoint neighbourhoods, that we shall call V and
W , respectively. Now the set �W is closed in X and contains V , whence it
follows that V ⊂ �W ⊂ ��U = U .
Suppose the condition of the proposition holds. Let x ∈ X and B ⊂ X
be a closed set not containing the point x. Now �B is a neighbourhood of x,
and thus there exists some neighbourhood V of x such that V ⊂ �B. Now we
have found disjoint neighbourhoods for the point x and closed set B, namely
V and �V , respectively.
Proposition 2.16. A space (X,T) is T4, if and only if for every closed subset
A ⊂ X and for every neighbourhood U of A, there exists a neighbourhood V
of A such that V ⊂ U .
Proof. The argument is essentially the same as in the proof of Proposition
2.15. We just replace the point x with the set A.
Proposition 2.17. A space (X,T) is completely normal, if and only if there
exist disjoint neighbourhoods for any two subsets A,B ⊂ X, for which it
holds that A ∩B = A ∩ B = ∅.
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Proof. Suppose (X,T) is completely normal and that A,B ⊂ X are subsets
of X such that A ∩ B = A ∩ B = ∅. Let Y = �(clX A ∩ clX B). Now clY A
and clY B are disjoint closed subsets of the space Y . Since Y is normal and
thus T4, there exist disjoint neighbourhoods UA, UB ⊂ Y for the sets clY A
and clY B, respectively. Since Y is open in X, so are the sets UA and UB.
Since
Y = �(clX A ∩ clX B) = �(clX A) ∪ �(clX B),
both A ⊂ �(clX B) and B ⊂ �(clX A) are subsets of Y . Hence we have
found two disjoint neighbourhoods for A and B in X, namely UA and UB,
respectively.
Suppose the condition of the proposition holds, and that Y is a subspace
of the space (X,T). Let A,B ⊂ Y be disjoint and closed in Y . Since
the topology on Y is the subspace topology, we have A = Y ∩ clX A and
B = Y ∩ clX B. Thus
∅ = A ∩B = (Y ∩ clX A) ∩B = (clX A) ∩B,
and similarly
∅ = A ∩B = A ∩ (Y ∩ clX B) = A ∩ (clX B).
By assumption, there exist disjoint open subsets UA and UB of X such
that A ⊂ UA and B ⊂ UB. Taking UA ∩ Y and UB ∩ Y , we have disjoint
neighbourhoods in the subspace topology on Y for A and B, respectively.
This shows that Y is T4, completing the proof.
Proposition 2.18 (Urysohn’s lemma). For every pair A,B of disjoint closed
subsets of a normal space X, there exists a continuous function f : X → [0, 1]
such that f(x) = 0 for every x ∈ A and f(x) = 1 for every x ∈ B.
Proof. For every rational number q on the interval [0, 1] we shall deﬁne an
open set Vq with the conditions
V q ⊂ Vq� whenever q < q�, (1)
and
A ⊂ V0, B ⊂ X \ V1. (2)
We shall deﬁne the sets Vq inductively. Let us arrange all rational numbers
on the interval ]0, 1[ into an inﬁnite sequence q3, q4, . . . and let q1 = 0 and
q2 = 1. Put V0 = U and V1 = X \ B, where U is an open set satisfying
A ⊂ U ⊂ U ⊂ X \B. The existence of U is guaranteed by Proposition 2.16.
Thus V 0 ⊂ V1. Condition (2) as well as the condition
V qi ⊂ Vqj , whenever qi < qj and i, j ≤ k (3k)
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are thus satisﬁed for k = 2.
Suppose the sets Vqi satisfying (3n) are deﬁned for i ≤ n, where n ≥ 2.
Let us denote by ql and qr, respectively, those of the numbers q1, q2, . . . , qn
that are closest to the number qn+1 from the left and from the right. Since
ql < qr it follows from (3n) that V ql ⊂ Vqr . Let U � be an open set such
that V ql ⊂ U � ⊂ U � ⊂ Vqr . Again the existence of such a set U � follows
from Proposition 2.16. Taking Vqn+1 = U �, we obtain sets Vq1 , Vq2 , . . . , Vqn+1
which satisfy (3n+1). The sequence Vq1 , Vq2 , . . . obtained this way satiﬁes
contiditions (1) and (2).
Consider the function f : X → [0, 1] deﬁned by the formula
f(x) =
inf{q : x ∈ Vq}, for x ∈ V11, for x ∈ X \ V1
Since (2) implies fA ⊂ {0} and fB ⊂ {1}, we only need to show that f is
continuous. To show this, it suﬃces to show that inverse images of intervals
of the form [0, a[ and ]b, 1], where a ≤ 1 and b ≥ 0, are open. The inequality
f(x) < a holds, if and only if there exists a q < a such that x ∈ Vq. Hence
the set
f−1[0, a[=
� {Vq : q < a}
is open as a union of open sets. The inequality f(x) > b holds, if and only if
there exists a q� > b such that x �∈ Vq� . Hence by (1) this means that there
exists a q > b such that x �∈ V q. Thus the preimage
f−1]b, 1] =
��
X \ V q : q > b
�
= X \��V q : q > b�
is open as a complement of a closed set.
Since the unit interval [0, 1] is homeomorphic to any interval of the form
[a, b], where a < b we can substitute the unit interval with any other closed
interval in Urysohn’s lemma.
Deﬁnition 2.19 (Countability axioms). A space X is said to have a count-
able basis at the point x, if there exists a countable collection Bx of neigh-
bourhoods of x such that each neighbourhood of x contains some element of
Bx. A space that has a countable basis at each of its points is said to be
ﬁrst-countable. If a space X has a countable basis for its topology, then X
is said to be second-countable.
Deﬁnition 2.20 (Compact space). A space X is compact, if every open
covering of X contains a ﬁnite subcovering.
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We recall that the set A is countable, if there exists a surjection f : N→ A.
Deﬁnition 2.21 (Lindelöf space). A space X is Lindelöf, if every open cov-
ering of X contains a countable subcovering.
Proposition 2.22. Every second-countable space is Lindelöf.
Proof. Let (X,T) be a topological space and let B = {Bn : n ∈ N} be a basis
for the topology T. Suppose D is an open covering of X. For every Bn ∈ B
that is a subset of some element of D, we shall choose some Un such that
Bn ⊂ Un ∈ D. If no such member of D exists for some basis set Bn, the
set Un is not deﬁned. Let us denote the collection of the sets Un as A. The
collection A is a countable subcollection of D.
Suppose x ∈ X. Because D is a covering of X, there exists some U ∈ D
such that x ∈ U . Because B is a basis for T, Proposition 2.7 implies the
existence of some Bn ∈ B such that x ∈ Bn ⊂ U . Thus there exists a set Un
for which it holds that x ∈ Bn ⊂ Un ∈ A. Thus A is a covering of X.
Deﬁnition 2.23 (Separation, Connected space). Let (X,T) be a topological
space. A separation of X is a pair U , V of non-empty subsets X such that
U ∩ V = U ∩ V = ∅, and X = U ∪ V . The space X is said to be connected,
if no separation of X exists.
The deﬁnition of connectedness can also be formulated in the following
way: the space X is connected, if and only if there exist no other subsets
of X, which are both open and closed in X, except the empty set and the
whole space X itself.
Deﬁnition 2.24 (Separator between subsets). If A1 and A2 are disjoint
subsets of the space (X,T), we say that a subset B ⊂ X is a separator
between A1 and A2, if X \ B can be split into two disjoint sets A�1 and A�2,
open in X \ B, and containing A1 and A2, respectively. In other words, it
holds that
X \B = A�1 ∪ A�2,
A1 ⊂ A�1, A2 ⊂ A�2,
A�1 ∩ A�2 = ∅,
with A�1 and A�2 both open in X \B, or equivalently both closed in X \B.
Proposition 2.25. The empty set is a separator between the subsets A1 and
A2 of a topological space (X,T), if and only if there exists a set A�1 such that
A1 ⊂ A�1,
A�1 ∩ A2 = ∅,
and A�1 is both open and closed, or equivalently, has an empty boundary.
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Proof. Take A�2 = X \ A�1.
Deﬁnition 2.26 (Dense set). A subset D of a topological space (X,T) is
called dense in X, if for every ∅ �= U ∈ T it holds that the intersection D∩U
is not empty.
For example the set of rational numbers Q is dense in the real numbers R,
when R is endowed with the usual topology. As the set of rational numbers
is countable, we get that R is in fact a separable space, which leads us to our
next deﬁnition.
Deﬁnition 2.27 (Separable space). A space X is called separable, if it con-
tains a countable dense set.
Metric spaces
Deﬁnition 2.28 (Metric). Let X be some set. A function d : X ×X → R≥0
is a metric in X, if the following conditions hold for all x, y, z ∈ X:
• (M1) d(x, z) ≤ d(x, y) + d(y, z),
• (M2) d(x, y) = d(y, x),
• (M3) d(x, y) = 0, if and only if x = y.
A metric space is an ordered pair (X, d), where X is some set and d a
metric in X. The following deﬁnition gives us a tool to deﬁne a topology on
a metric space.
Deﬁnition 2.29 (Ball). Suppose a is an element of a metric space (X, d),
and r > 0. We deﬁne
B(a, r) := {x ∈ X : d(x, a) < r}
B(a, r) := {x ∈ X : d(x, a) ≤ r}
S(a, r) := {x ∈ X : d(x, a) = r} .
We call the set B(a, r) an open ball with centre a and radius r. The set
B(a, r) is called a closed ball, and S(a, r) is called a sphere. In the Euclidean
space Rn we usually write Bn(a, r) for open balls, and Bn(a, r) for closed
balls. For the sphere we write Sn−1(a, r). Why the dimension of the sphere
is decremented by one will be explained later.
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Deﬁnition 2.30 (Metric topology). Let (X, d) be a metric space. The col-
lection of balls {B(x, r) : x ∈ X, r > 0} is a basis for a topology on X, called
the metric topology induced by d.
In a metric space (X, d) a set U ⊂ X is open, if for every x ∈ U we can
ﬁnd an open ball B(x, r), which is included in U .
Deﬁnition 2.31 (Diameter). The diameter of a subset A of a metric space
(X, d) is deﬁned to be
d(A) := sup{d(x, y) : x, y ∈ A}.
The distance of a point x ∈ X from the set A is
d(x,A) := inf{d(x, y) : y ∈ A}.
Proposition 2.32. If (X, d) is a separable metric space, it is second-countable.
Proof. Let (X, d) be a metric space and A = {aj}j∈N be a countable dense
set in X. We claim that the collection
B := {B(a, r) : a ∈ A, r ∈ Q>0}
is a countable basis for the topology on X.
Let U be a non-empty open set in X. Now for every x ∈ U , there exists
some ε > 0 such that the ball B(x, ε) is included in U . Since A is dense in X,
there exists some aj ∈ A such that d(x, aj) < ε/2. Hence, aj ∈ B(x, ε) ⊂ U .
It holds that B(aj, ε/2) ⊂ B(x, ε). For let y ∈ B(aj, ε/2). Now from the
triangle inequality we get that
d(y, x) ≤ d(y, aj) + d(aj, x) < ε/2 + ε/2 < ε.
Since Q is dense in R, for every ε > 0 we can ﬁnd a positive rational
number r such that r < ε. Thus for every x ∈ U , we can ﬁnd an open ball
with centre at some aj ∈ A and a rational radius r such that
x ∈ B(aj, r) ⊂ B(x, ε) ⊂ U.
Hence we have the inclusion
U ⊂ �
a∈U∩A
B(a, ra),
where ra is a rational radius depending on the point a, such that the ball
B(a, ra) is included in U . The condition that the balls B(a, ra), where a ∈ A
and r ∈ Q>0, are included in U gives us the other inclusion
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�
a∈U∩A
B(a, ra) ⊂ U.
We have shown that every non-empty open subset ofX can be represented
as a union of sets in the collection B. This completes the proof, since B is
countable.
Proposition 2.33 (The Lebesgue Covering Theorem). For every open cov-
ering D of a compact metric space (X, d), there exists an ε > 0 such that
the covering {B(x, ε)}x∈X is a reﬁnement of D. In other words, every set in
{B(x, ε)}x∈X is contained in some set in D.
Proof. For every x ∈ X, we shall choose some εx > 0 such that the ball
B(x, 2εx) is contained in a member of D. Since X is compact, the open
covering {B(x, ε)}x∈X has a ﬁnite subcovering, i.e. there exists a ﬁnite set
{x1, x2, . . . , xk} ⊂ X such that
X =
k�
i=1
B(xi, εxi).
The number ε := min{εx1 , εx2 , . . . , εxk} has the required property.
Deﬁnition 2.34 (Hilbert cube). The space Iω :=
�
i∈N[−1/i, 1/i] is called
the Hilbert cube. Since [−1/i, 1/i] is compact for all i ∈ N, the Hilbert cube
is compact by Väisälä [7, Lause 18.1, p. 136]. It is often convenient to think
of the Hilbert cube as a metric space. For this purpose, the Hilbert cube is
considered to be a subspace of the separable metric space l2∗. The l2-norm
induces the product topology on the Hilbert cube.
Deﬁnition 2.35 (Metrizable space). A space (X,T) is called metrizable, if
there exists a metric d, such that the topology Td induced by this metric is
equal to T.
We recall, that every metric space is Hausdorﬀ, regular and normal, see
for example Väisälä [7, Havaintoja, p. 87]. In fact, every metric space is
completely normal, since every subspace of a metric space is itself a metric
space.
∗Here we mean the space consisting of square-summable sequences of real numbers.
The l2-norm is naturally deﬁned as �x�2 :=
��
i∈N |xi|2
�1/2.

3
Small Inductive Dimension
We shall begin this chapter by examining 0-dimensional spaces and their
properties.
Dimension 0
Deﬁnition 3.1 (Dimension 0). A non-empty regular space X has dimension
0, if for every point x ∈ X and for every neighbourhood U of x, there exists
a neighbourhood V of x such that V ⊂ U and ∂V = ∅.
Proposition 3.2. A 0-dimensional space can also be deﬁned as a non-empty
space, in which we can deﬁne a basis consisting of sets that are both open and
closed.
Proof. Let X be some non-empty regular space, which has a basis B con-
sisting of open and closed sets. Let x ∈ X and U be a neighbourhood of
x. Now Proposition 2.7 guarantees, that we can ﬁnd a basis element B ∈ B
such that x ∈ B ⊂ U . This basis set B is a neighbourhood of x, which is
both open and closed, and by Proposition 2.12 has an empty boundary.
Suppose then, thatX is a 0-dimensional space. Now for every point x ∈ X
and for every neighbourhood V of x, we can ﬁnd a new neighbourhood U ⊂ V
of x, whose boundary is empty, or equivalently is both open and closed. Since
we can ﬁnd arbitrarily small open and closed neighbourhoods for each point
in X, Proposition 2.7 implies the collection of open and closed sets in X form
a basis for the topology on X.
Example 3.3. Every non-empty countable metric space (X, d) is 0-dimen-
sional. For suppose that x ∈ X and U is some neighbourhood of x. Let
r > 0 be such, that the ball B(x, r) is contained in U . Let xi, where i ∈ N
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be an enumeration of X. Let r� be a positive real number less than r such
that r� �= d(xi, x) for all i ∈ N. Now the ball B(x, r�) is contained in U , and
has an empty boundary. Hence X is 0-dimensional.
Example 3.4. Any non-empty subspace of the real line R containing no
interval is 0-dimensional. For suppose that P is such a set. The complement
R \ P is dense in R, for otherwise there would be some non-empty open set
U which does not intersect R \ P . Hence we would have U ⊂ P . Since U is
open in R, it contains an interval, a contradiction. Thus sets of the form
]a, b[ ∩ P, (∗)
where a, b ∈ R \ P and a < b form a basis for the subspace topology on P .
Since the complement in the subspace P of a set of the form (∗) is
P ∩ (]−∞, a] ∪ [b,∞[) = P ∩ (]−∞, a[ ∪ ]b,∞[),
which is open in P , the topology on P has a basis consisting of open and
closed sets. Hence by Proposition 3.2 P is 0-dimensional.
Example 3.5. The subspace Jω of the Hilbert cube Iω consisting of points,
all of whose coordinates are irrational is 0-dimensional. Suppose a ∈ Jω, and
let U be a neighbourhood of a in Iω. Since the Hilbert cube has the product
topology, there exists a number N ∈ N such that priU = [−1/i, 1/i] for
i > N . Thus we can ﬁnd a new neighbourhood for a contained in U , which
consists of the points x = (x1, x2, . . . ) in Iω whose ﬁrst N coordinates are
restricted by pi < xi < qi, where pi < ai < qi, and pi, qi are suﬃciently close
to ai, and the rest of the coordinates of x are restricted only by |xi| ≤ 1/i.
By taking pi and qi rational, we get a neighbourhood V of a, each of
whose boundary point in Iω has at least one rational coordinate. Thus V has
an empty boundary in Jω, which proves that Jω is 0-dimensional.
Proposition 3.6. A non-empty subspace of a 0-dimensional space is 0-
dimensional.
Proof. Suppose X is a 0-dimensional space and let X � be a non-empty sub-
space of X. Let x ∈ X and let U � be a neighbourhood of the point x in the
subspace X �. Since X � has the subspace topology, there exists some U open
in X such that U � = U ∩X �.
Since X is 0-dimensional, there exists a neighbourhood V of x, both open
and closed in X such that V ⊂ U . Let V � = V ∩X �. Now V � is both open
and closed in X �, and x ∈ V � ⊂ U �. Hence X � is 0-dimensional.
We shall prove that Deﬁnition 3.1 is equivalent to
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Proposition 3.7. A non-empty regular space X has dimension 0, if and
only if the empty set is a separator between every singleton set {x} ⊂ X and
every closed set C not containing the point x.
Proof. Suppose X is 0-dimensional. Suppose x ∈ X and let C ⊂ X be a
non-empty closed subset of X not containing the point x. Since X \ C is a
neighbourhood of x, there exists a neighbourhood V ⊂ X \ C of x, which is
both open and closed. From V ∩C = ∅ and Proposition 2.25, it follows that
the empty set is a separator between {x} and C.
Suppose then, that the condition of the proposition holds. Suppose x ∈ X
and that V is a neighbourhood of x. Now the set �V is a closed subset of X
that does not contain the point x. Since the empty set is a separator between
{x} and �V , Proposition 2.25 implies that there exists an open and closed set
U such that x ∈ U , and U ∩ �V = ∅. Hence we have found a neighbourhood
U ⊂ V of x, whose boundary is empty. This proves the claim.
From Proposition 3.7 it follows that a metric space is 0-dimensional, if
the empty set is a separator between any two disjoint closed subsets, since
in metric spaces singleton sets are closed. The converse also holds:
Proposition 3.8. If the separable metric space X is 0-dimensional, the
empty set is a separator between any two disjoint closed subsets of X.
Proof. Suppose (X,T) is 0-dimensional. Proposition 3.7 implies that the
empty set is a separator between any singleton set {x} ⊂ X and any closed
set not containing x. Let C and K be disjoint closed subsets of X. We shall
demonstrate that the empty set is a separator between these two sets in X.
For every point x ∈ X, at most one of the conditions x ∈ C and x ∈ K
holds. Since X is T3, there exist open and closed neighbourhoods Ux for each
point x such that again at most one of the following hold: Ux ∩ C �= ∅, or
Ux ∩K �= ∅. By Proposition 2.32 X is second-countable and by Proposition
2.22 X is Lindelöf. Hence there exists a countable collection {Uxn : n ∈ N} of
these neighbourhoods Ux that forms an open covering of X. We shall deﬁne
a new sequence of sets as follows:
V1 := Ux1 ,
Vi := Uxi \
�
i−1�
k=1
Uxk
�
, i = 2, 3, 4, . . . .
Now we have
X =
∞�
i=1
Vi,
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and
Vi ∩ Vj = ∅, if i �= j.
Since �i−1k=1 Uxk is closed for every i ∈ N>1 as the ﬁnite union of closed sets,
its complement is open, and thus Vi is open as the intersection of two open
sets. We also have either Vi ∩ C = ∅ or Vi ∩K = ∅, (or both).
Let C � be the union of all Vi for which Vi ∩K = ∅, and K � the union of
the remaining Vi. Now
X = C � ∪K �,
C � ∩K � = ∅,
both C � and K � are open as unions of open sets, and
C � ∩K = K � ∩ C = ∅.
It follows that C ⊂ C � and K ⊂ K �. We have shown that the empty set is a
separator between C and K.
Proposition 3.9. If C1 and C2 are disjoint closed subsets of a separable
metric space X, and A is a 0-dimensional subspace of X, there exists a
closed separator B between the sets C1 and C2 such that A ∩B = ∅.
Proof. Let the sets C1, C2 and A be as described in the proposition. Since
X is T4, Proposition 2.16 implies there exist open sets U1 and U2 such that
C1 ⊂ U1, C2 ⊂ U2, (1)
and U1 ∩ U2 = ∅.
The disjoint sets U1∩A and U2∩A are closed in A, and by Proposition 3.8
the empty set is a separator between these sets in A, since A is 0-dimensional.
Thus there exist disjoint sets C �1 and C �2, both open and closed in A, satisfying
A = C �1 ∪ C �2
and
U1 ∩ A ⊂ C �1, U2 ∩ A ⊂ C �2.
Thus
C �1 ∩ U2 = C �2 ∩ U1 = ∅, (2)
and
C1 ∩ C �2 = C �1 ∩ C �2 = ∅. (3)
From (1) and (2) we get
C �1 ∩ C2 = C �2 ∩ C1 = ∅. (4)
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Furthermore, since U1 and U2 are open sets, (2) implies
C �1 ∩ U2 = C �2 ∩ U1 = ∅,
and hence by (1)
C �1 ∩ C2 = C �2 ∩ C1 = ∅. (5)
From (3), (4), and (5) together with C1 ∩ C2 = C1 ∩ C2 = ∅ it follows
that C1 ∪ C �1 ∩ (C2 ∪ C �2) = (C1 ∪ C �1) ∩ C2 ∪ C �2 = ∅. Since X is completely
normal, Proposition 2.17 implies there exists an open set V such that
C1 ∪ C �1 ⊂ V,
and
V ∩ (C2 ∪ C �2) = ∅.
Now we have
X \ ∂V = V ∪
�
�V \ ∂V
�
,
C1 ⊂ V, C2 ⊂
�
�V \ ∂V
�
,
the sets V and �V \∂V are open and closed in X \∂V , and the boundary ∂V
is disjoint from C �1 ∪ C �2 = A. We have shown that we can choose B = ∂V ,
which completes the proof.
Theorem 3.10 (The Union Theorem for Dimension 0). If the separable
metric space X is the countable union of closed 0-dimensional subsets of X,
then the space X is itself 0-dimensional.
Proof. Suppose
X =
�
i∈N
Ci,
where each Ci is closed and 0-dimensional. Let K and L be disjoint closed
subsets of X. We will show that the empty set is a separator between these
sets. Now K ∩C1 and L∩C1 are disjoint closed subsets of the 0-dimensional
space C1. Thus by Proposition 3.8 there exist subsets A1 and B1 of C1, which
are closed in C1, and thus also closed in X, such that
K ∩ C1 ⊂ A1, L ∩ C1 ⊂ B1,
A1 ∪B1 = C1, and A1 ∩B1 = ∅.
The sets K ∪A1 and L∪B1 are closed and disjoint in X. Since X is normal,
there exist open sets G1 and H1 such that
K ∪ A1 ⊂ G1, L ∪B1 ⊂ H1,
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and
G1 ∩H1 = ∅.
Hence it holds that
C1 ⊂ G1 ∪H1,
and
K ⊂ G1, L ⊂ H1.
We shall repeat this same process, replacing C1 by C2, and replacing K
and L by G1 and H1, respectively. We get open sets G2 and H2 for which
C2 ⊂ G2 ∪H2,
G1 ⊂ G2, H1 ⊂ H2,
and
G2 ∩H2 = ∅.
We shall continue inductively, constructing sequences {Gi}i∈N and {Hi}i∈N
of sets open in X for which it holds that
Ci ⊂ Gi ∪Hi,
Gi−1 ⊂ Gi, H i−1 ⊂ Hi,
and
Gi ∩H i = ∅.
Put
G :=
�
i∈N
Gi and H :=
�
i∈N
Hi.
Now G and H are disjoint open sets such that
X =
�
i∈N
Ci ⊂ G ∪H
and
K ⊂ G, L ⊂ H.
This shows that the empty set is a separator between K and L, which com-
pletes the proof.
Corollary 3.11. If a separable metric space X can be represented as a count-
able union of 0-dimensional Fσ sets, then X is itself 0-dimensional.
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Proof. Suppose X = ∪i∈NCi, where each Ci is a 0-dimensional Fσ set. Now
each of the sets Ci is a countable union of closed sets, which are at most
0-dimensional by Theorem 3.6. The countable union of a countable union is
itself a countable union, whence it follows that X can be represented as the
countable union of 0-dimensional closed subsets. Hence by Theorem 3.10 X
is 0-dimensional.
Example 3.12. Suppose m ≥ 0 and denote by Qmω the set of points of the
Hilbert cube exactly m of whose coordinates are rational. The set Qmω is
0-dimensional.
For each selection of m indexes i1, i2, . . . , im, and for each selection of
m rational numbers r1, r2, . . . , rm we have a subspace of the Hilbert cube
deﬁned by the equations
xi1 = r1, xi2 = r2, . . . , xim = rm.
There are countably many of these subspaces. Denote by Ci the set consisting
of the points satisfying the above equations, and all of whose remaining
coordinates are irrational. The sets Ci contain all of their limit points and
are thus closed in Qmω . Every Ci can be embedded into Jω (Example 3.5).
Therefore the sets Ci are 0-dimensional by Theorem 3.15, which is proved
below. Thus Qmω is the countable union of 0-dimensional spaces, and by
Theorem 3.10 is itself 0-dimensional.
Dimension n
Deﬁnition 3.13 (Small inductive dimension). Let X be a regular space.
The small inductive dimension of X, denoted by ind(X), is either an integer
larger than −2, or ∞. The deﬁnition of the dimension function ind consists
of the following conditions:
• (SID1) ind(X) = −1, if and only if X = ∅,
• (SID2) ind(X) ≤ n, where n ∈ Z≥0, if for every point x ∈ X and for
each neighbourhood V ⊂ X of the point x there exists a neighbourhood
U ⊂ V of x such that
ind(∂U) ≤ n− 1,
• (SID3) ind(X) = n if ind(X) ≤ n and ind(X) > n− 1,
• (SID4) ind(X) =∞ if ind(X) > n for all n ∈ Z≥−1
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We shall refer to the small inductive dimension simply as dimension
throughout this thesis. When we talk about the dimension of some space
X, it is understood that X is regular.
Proposition 3.14. Equivalent to the condition that ind(X) ≤ n is the ex-
istence of a basis for the topology on X consisting of sets whose boundaries
have dimension ≤ n− 1.
Proof. The argument is essentially the same, as in the proof of Proposition
3.2.
Theorem 3.15. Dimension is a topological invariant.
Proof. Throughout the proof suppose that X and Y are regular spaces and
that f : X ≈ Y .
Suppose that X is 0-dimensional. Suppose y ∈ Y and let V be a neigh-
bourhood of y. Now f−1V is a neighbourhood of the point f−1(y). Since
X is 0-dimensional, there exists a neighbourhood U ⊂ f−1V of f−1(y) with
an empty boundary. Since homeomorphisms are open and closed maps, the
image of U under f is open and closed in Y . We have thus found a neigh-
bourhood fU ⊂ V of y with an empty boundary. Hence Y is 0-dimensional.
Suppose that dimension is a topological invariant for spaces whose di-
mension does not exceed some n ≥ 0. Suppose ind(X) = n + 1. Now there
exists an element x ∈ X such that there exists a neighbourhood W of x
such that all neighbourhoods U ⊂ W of x have boundaries with dimension
ind(∂U) ≥ n. Thus there exists a point y = f(x) ∈ Y with a neighbour-
hood fW such that every neighbourhood V ⊂ fW of y has boundaries with
dimension ind(∂V ) ≥ n by the induction hypothesis. Hence ind(Y ) ≥ n+ 1.
Suppose that y ∈ Y and let V � be a neighbourhood of y. Now f−1V �
is a neighbourhood of the point f−1(y) ∈ X. Since ind(X) ≤ n + 1 there
exists a neighbourhood U � ⊂ f−1V � of f−1(y) whose boundary has dimension
ind(∂U �) ≤ n. The set fU � ⊂ V � is a neighbourhood of the point y. From
the induction hypothesis we get that ind(f∂U �) = ind(∂fU �) ≤ n. Thus
ind(Y ) ≤ n+ 1, which proves the claim.
Proposition 3.16. For every subspace M of a regular space X, we have
ind(M) ≤ ind(X).
Proof. If ind(X) =∞, the proposition is evident, so we may suppose ind(X) <
∞. The inequality holds clearly, if ind(X) = −1. Suppose the theorem holds
for all regular spaces, whose dimension does not exceed some n ≥ −1. Sup-
pose X is a regular space with ind(X) = n + 1 and that M is a non-empty
subspace of X. Let x ∈ M and VM a neighbourhood of x in M . Because
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the topology on M is the subspace topology, there exists some VX open in
X such that VM = M ∩ VX . Since ind(X) ≤ n + 1, there exists an open set
UX ⊂ X such that x ∈ UX ⊂ VX and ind(∂UX) ≤ n.
The intersection UM =M ∩UX is open in M and is included in VM . The
boundary ∂MUM in the space M is equal to
∂MUM =M ∩ clX(M ∩ UX) ∩ clX(M \ UX).
The boundary ∂MUM is a subspace of the space ∂UX . Hence by the induction
hypothesis we get that ind(∂MUM) ≤ n, and thus we have ind(M) ≤ n+1 =
ind(X).
Proposition 3.17. Suppose ind(X) = n. Then X contains anm-dimensional
subspace for every m ≤ n.
Proof. It suﬃces to show that X contains a subspace with dimension n− 1.
Since ind(X) > n−1, there exists a point x ∈ X and a neighbourhood V ⊂ X
of x such that for every open set U satisfying the condition x ∈ U ⊂ V , we
have ind(∂U) ≥ n− 1. On the other hand, since ind(X) ≤ n, there exists an
open set U ⊂ X satisfying the above condition with ind(∂U) ≤ n− 1. This
proves the claim.
Proposition 3.18. A subspace X � of a separable metric space X satisﬁes
ind(X �) ≤ n, if and only if every point of the subspace X � has arbitrarily
small neighbourhoods in X, whose boundaries have intersections with X � of
dimension ≤ n− 1.
Proof. Suppose X � is a subspace of a separable metric space with dimension
ind(X �) ≤ n. Let x be a point in X � and U a neighbourhood of x in X. Now
U � = U ∩X �
is a neighbourhood of x in X �. Hence there exists a neighbourhood V � ⊂ X �
of x such that
x ∈ V � ⊂ U �,
and
ind(∂X�V �) ≤ n− 1,
where ∂X�V � denotes the boundary of V � in the subspace X �. Now it holds
that clX V �∩(X � \ clX V �) = V �∩clX (X � \ clX V �) = ∅. Since X is completely
normal as a metric space, Proposition 2.17 implies that there exists a set W
open in X satisfying
V � ⊂ W and clX W ∩ (X � \ clX V �) = ∅.
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We may assume that W ⊂ U , since otherwise we can replace W by the
intersection W ∩ U . The boundary ∂XW = clX W \W contains no point of
V � and no point ofX �\clX V �. Hence we have the inclusion ∂XW∩X � ⊂ ∂X�V �
and by Proposition 3.16 we have ind(∂XW∩X �) ≤ n−1, so that the condition
of the proposition is satisﬁed.
Suppose then, that X � is a subspace of a separable metric space X for
which the condition of the proposition holds. Suppose x ∈ X � and let U �
be a neighbourhood of x in the subspace X �. Since the topology on X � is
the subspace topology, there exists a neighbourhood U of x in X such that
U � = U ∩X �. Thus there exists a set V , open in X, such that
x ∈ V ⊂ U,
and
ind(∂XV ∩X �) ≤ n− 1.
Let V � := V ∩ X �. Now V � is open in X �, and x ∈ V � ⊂ U �. We have the
inclusion ∂X�V � ⊂ ∂XV ∩X � from which it follows that ind(∂X�V �) ≤ n − 1
by Proposition 3.16, so that ind(X �) ≤ n.
Proposition 3.19. For any two subspaces A and B of a separable metric
space X, we have
ind(A ∪B) ≤ ind(A) + ind(B) + 1.
Proof. The proposition is clear, if
ind(A) = ind(B) = −1,
i.e. the sets A and B are empty. Let ind(A) = m and ind(B) = n, and
suppose the proposition holds for the cases
ind(A) ≤ m, ind(B) ≤ n− 1, (6)
and
ind(A) ≤ m− 1, ind(B) ≤ n. (7)
Let x ∈ A ∪B. Without loss of generality, we may assume x ∈ A. Let U be
a neighbourhood of x in X. Now by Proposition 3.18 there exists a set V ,
open in X, such that
x ∈ V ⊂ U
and
ind(∂XV ∩ A) ≤ m− 1.
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As ∂XV ∩B is a subset of B, by Proposition 3.16 we have
ind(∂XV ∩B) ≤ n.
By the induction hypotheses (6) and (7) we get
ind(∂XV ∩ (A ∪B)) ≤ m+ n.
Hence, from Proposition 3.18 we have
ind(A ∪B) ≤ m+ n+ 1.
This completes the proof.
Example 3.20. In Example 3.4 we showed that a subspace of the real line
containing no interval is 0-dimensional. Thus both the rational numbers Q,
and the set of irrational numbers R \ Q are 0-dimensional. We will show
later that, in fact, ind(R) = 1. This shows that Proposition 3.19 gives us the
most accurate upper bound for the dimension of the union of two subspaces.
In case the reader wonders, we have not contradicted Theorem 3.10, since
neither Q, nor R \Q is a closed subset of R.
Example 3.21. Suppose m ≥ 0. Denote by Mmω the set of points of
the Hilbert cube Iω at most m of whose coordinates are rational. Then
ind (Mmω ) ≤ m. This follows by repeatedly applying Proposition 3.19 since
Mmω =
m�
i=0
Qiω,
where each Qiω is 0-dimensional by Example 3.12.
Theorem 3.22 (The Union Theorem for Dimension n). Suppose the separa-
ble metric space X is the countable union of Fσ sets of dimension ≤ n. Then
ind(X) ≤ n.
Suppose the theorem holds for some n − 1 ≥ −1. We shall ﬁrst prove
that this implies the following:
Corollary 3.23. Any separable metric space Y with dimension ind(Y ) ≤ n
is the union of a subspace of dimension ≤ n−1 and a subspace of dimension
≤ 0.
Proof. Let Y be a separable metric space of dimension ≤ n. Let {Bi : i ∈ N}
be a basis for the topology on Y , consisting of sets such that the boundaries
have ind(∂Bi) ≤ n − 1 for all i ∈ N. The existence of such a basis is
32 Chapter 3. Small Inductive Dimension
guaranteed by Propositions 2.32 and 3.14. Since the boundaries ∂Bi are
closed sets by Proposition 2.11, and are thus Fσ sets, and since Theorem
3.22 was assumed to hold for n− 1, we get that
L :=
�
i∈N
∂Bi
has dimension ≤ n − 1. Since the boundaries ∂Bi do not meet Y \ L, the
condition of Proposition 3.18 (with n = 0 and X � = Y \L) is satisﬁed. Thus
ind(Y \ L) ≤ 0. The claim follows from the equation Y = L ∪ (Y \ L).
Proof of Theorem 3.22. The case n = −1 is clear. Suppose the theorem
holds for some n− 1 ≥ −1. Suppose that
X =
�
i∈N
Ci,
ind(Ci) ≤ n,
and Ci is a Fσ set for all i ∈ N. We want to show that ind(X) ≤ n. Let
K1 := C1,
and let
Ki := Ci \
i−1�
j=1
Cj = Ci ∩
X \ i−1�
j=1
Cj
 , i = 2, 3, 4 . . . .
Now we have
X =
�
i∈N
Ki, (8)
and
Ki ∩Kj = ∅, if i �= j.
Since
X \
i−1�
j=1
Cj =
∞�
j=i
Cj
is an Fσ set, Ki is also an Fσ set in X as the intersection of two Fσ sets. As
Ki is a subset of Ci, Proposition 3.16 implies
ind(Ki) ≤ n. (9)
Because of (9), we can apply Corollary 3.23 to each Ki: we have
Ki =Mi ∪Ni,
Brouwer’s Theorem on the Invariance of Domain 33
such that
ind(Mi) ≤ n− 1, ind(Ni) ≤ 0.
Put M := ∪Mi and N := ∪Ni. From (8) we get that
X =M ∪N.
Each Mi is an Fσ in M . For
Mi =Mi ∩Ki =M ∩Ki,
since Mi ⊂ Ki, and Ki ∩ Kj = ∅, whenever i �= j. Thus Mi is an Fσ set
in M as the intersection of the set Ki, which is Fσ in X, and the subspace
M . Therefore, since Theorem 3.22 was assumed to hold for n − 1, we can
conclude that ind(M) ≤ n− 1. By a similar argument, every Ni is an Fσ set
in N and thus ind(N) ≤ 0 by Corollary 3.11.
We thus have X = M ∪ N with ind(M) ≤ n − 1 and ind(N) ≤ 0.
From Proposition 3.19 we conclude, that ind(X) ≤ n, which completes the
proof.
Proposition 3.24. If C1 and C2 are disjoint closed subsets of a separable
metric space X, and A ⊂ X is a subset of dimension ≤ n, where n ≥ 0,
there exists a closed separator B ⊂ X between the sets C1 and C2 such that
ind(A ∩B) ≤ n− 1.
Proof. If n = 0, then we have two options. The ﬁrst option is ind(A) = −1.
Now the proposition holds clearly, since X is T4, and thus there exists a
neighbourhood V of C1 disjoint from some neighbourhood U of C2 and we can
choose the boundary ∂V as the separator. The second option is ind(A) = 0,
which has already been demonstrated in Proposition 3.9.
Suppose then that n > 0. Applying Corollary 3.23 we have A = D ∪ E,
with ind(D) ≤ n− 1 and ind(E) ≤ 0. Let us use Proposition 3.9 to obtain a
closed separator B between the sets C1 and C2 such that B ∩ E = ∅. Thus
A ∩B ⊂ D.
Since ind(D) ≤ n − 1, Proposition 3.16 implies ind(A ∩ B) ≤ n − 1, which
completes the proof.
Corollary 3.25. If a separable metric space X has ind(X) ≤ n, then there
exists a closed separator with dimension ≤ n − 1 between any two disjoint
closed subsets of the space X.
Proof. This follows from Proposition 3.24 by choosing A = X.
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Proposition 3.26. Let X be a separable metric space with dimension ≤
n− 1, and let Ci, C �i, i = 1, . . . , n be n pairs of closed subsets of X such that
Ci ∩ C �i = ∅.
Then there exist n closed sets Bi that act as separators between the sets Ci
and C �i, and
n�
i=1
Bi = ∅.
Proof. From Corollary 3.25 we get a closed separator B1 between the sets C1
and C �1 with ind(B1) ≤ n− 2. By Proposition 3.24 we get a closed separator
B2 between C2 and C �2 with
ind(B1 ∩B2) ≤ n− 3.
By repeatedly applying Proposition 3.24 we arrive at k sets of closed sepa-
rators Bi between the sets Ci and C �i with
ind
�
k�
i=1
Bi
�
≤ n− k − 1.
For k = n we conclude that �ni=1Bi = ∅.
4
Brouwer Fixed-Point Theorem
The focus of this chapter is on a very famous result in topology: the Brouwer
Fixed-Point Theorem. This theorem allows us to determine the exact dimen-
sion of a Euclidean space. We shall give a combinatorial proof of this theorem,
which relies on Sperner’s lemma. The proof also relies somewhat on the the-
ory of simplexes, the rudiments of which are presented in this chapter. We
shall begin by stating a familiar result, which we will need in some proofs.
Proposition 4.1. Suppose X is a compact topological space, and Y is a
Hausdorﬀ space. Any continuous bijection f : X → Y is a homeomorphism.
Proof. See Väisälä [6, Lause 13.25 and Seuraus 13.26, p. 102].
Some Theory of Simplexes
Deﬁnition 4.2 (m-simplex, face, vertex, barycentric coordinates). Suppose
a0, a1 . . . , am are m + 1 linearly independent points of the space Rn. The
subset of Rn consisting of all the points of the form
x =
m�
i=0
λiai, (1)
where
m�
i=0
λi = 1, and λi ≥ 0 for all i ∈ {0, 1, . . . ,m} (2)
is called an m-simplex spanned by the points a0, a1, . . . , am and is denoted
by a0a1 . . . am. It is evident that an m-simplex depends only on the points
that span it, not on the order of these points.
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Consider a simplex a0a1 . . . am ⊂ Rn. For any k+1 distinct non-negative
integers j0, j1, . . . , jk not larger than m the points aj0 , aj1 , . . . , ajk are linearly
independent, so that the k-simplex aj0aj1 . . . ajk is well deﬁned. Every simplex
of the aforementioned form is called a k-face of the simplex a0a1 . . . am. The
0-faces – that is the points a0, a1 and so forth – of a0a1 . . . am are called
vertices of a0a1 . . . am. The whole simplex a0a1 . . . am is also considered to be
one of its faces.
The k-face aj0aj1 . . . ajk consists of all the points of the form (1) satisfying
(2) such that
λi = 0 whenever i �∈ {j0, j1, . . . , jk}.
Since the vertices are linearly independent, every point x ∈ a0a1 . . . am can
be represented uniquely in the form (1) under the conditions (2). The coeﬃ-
cients λ0,λ1, . . . ,λm in (1) are called the barycentric coordinates of the point
x. The barycentric coordinates of x are denoted by λ0(x),λ1(x), . . . ,λm(x).
Proposition 4.3. For any m+1 of linearly independent points a0, a1, . . . , am
of Rn, the simplex Δ := a0a1 . . . am is a compact subspace of Rn and the
barycentric coordinates λ0,λ1, . . . ,λm are continuous functions from Δ to
[0, 1].
Proof. Let us denote by ei ∈ Rm+1, the unit vector whose ith coordinate
is 1, and the rest of the coordinates are 0. The points e1, e2, . . . , em+1 are
linearly independent, so that the simplex S := e1e2 . . . em+1 ⊂ Rm+1 is well
deﬁned. The barycentric coordinates of the points in S coincide with their
coordinates in Rm+1 and by (2) S is bounded. S is closed as the intersection
of two closed sets, namely the hyperplane {x ∈ Rm+1 : �k+1i=1 xi = 1} and the
subset of Rm+1 consisting of the points whose every coordinate is at least 0.
Therefore S is compact as a closed and bounded subset of Rm+1 by Väisälä
[6, Lause 13.14, p. 99].
The function f : S → Δ deﬁned by the rule
f(x) = pr1(x) · a0 + pr2(x) · a1 + · · ·+ prm+1(x) · am
is continuous, since the projection maps are continuous by Väisälä [6, Lause
5.6, p. 43]. The function f is injective, since the points a0, a1, . . . , am are
linearly independent. Since f(ei) = ai−1 for i = 1, 2, . . . ,m + 1, we have
fS = Δ. In other words f is surjective. Thus f is a homeomorphism by
Proposition 4.1. Hence Δ is a compact subspace of Rn and the barycentric
coordinates λi, for i = 0, 1, . . . ,m are continuous as the composition of two
continuous functions, since λi(x) = (pri+1 ◦ f−1)(x).
Corollary 4.4. Any two m-simplexes are homeomorphic.
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Proof. From the proof of Proposition 4.3 we get for any two m-simplexes Δ1
and Δ2, that Δ1 ≈ S ≈ Δ2, from which the claim follows.
Deﬁnition 4.5 (Simplical subdivision, mesh). A simplical subdivision of a
simplex Δ ⊂ Rn is a family S := {Δi}ki=1 of simplexes in Rn satisfying the
following three conditions
• The family S covers Δ, that is, Δ = �ki=1Δi.
• For any i, j ≤ k he intersection Δi ∩ Δj is either empty or a face of
both Δi and Δj.
• For i = 1, 2, . . . , k all faces of Δi are members of S.
The mesh of a simplical subdivision {Δi}ki=1 of a simplex Δ is the largest of
the numbers d(Δ1), d(Δ2), . . . , d(Δk).
Deﬁnition 4.6 (Barycenter). The barycenter of a simplexΔ := a0a1 . . . am ⊂
Rn is the point
b(Δ) = 1
m+ 1a0 +
1
m+ 1a1 + · · ·+
1
m+ 1am.
Clearly b(Δ) ∈ Δ and b(Δ) does not belong to any k-face, where k < m, of
Δ.
Proposition 4.7. Let Δ := a0a1 . . . am ⊂ Rn be a simplex. For every de-
creasing sequence Δ0 ⊃ Δ1 ⊃ · · · ⊃ Δk of distinct faces of the simplex Δ,
the points b(Δ0), b(Δ1), . . . , b(Δk) are linearly independent. The family S of
all simplexes of the form b(Δ0)b(Δ1) . . . b(Δk) is a simplical subdivision of
the simplex Δ. Every (m − 1)-simplex S ∈ S is a face of one or two m-
simplexes of S, depending on whether or not the simplex S is contained in an
(m− 1)-face of Δ.
Proof. Every decreasing sequence of distinct faces of Δ can be completed to
a sequence Δ0 ⊃ Δ1 ⊃ · · · ⊃ Δm consisting of m+ 1 faces of Δ such that
Δ0 = ai0ai1 . . . aim , Δ1 = ai1ai2 . . . aim , . . . , Δm = aim , (3)
where i0, i1, . . . , im is a permutation of 0, 1, . . . ,m. To prove the ﬁrst part of
the proposition, it suﬃces to show that the points b(Δ0), b(Δ1), . . . , b(Δm)
are linearly independent.
Consider a linear combination
m�
j=0
µjb(Δj). (4)
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Using the deﬁnition of the barycenter, we can represent (4) as a linear com-
bination of the points ai0 , ai1 , . . . , aim . This linear combination is of the form
m�
j=0
λijaij , (5)
where
λij =
j�
k=0
1
m+ 1− kµk (6)
and
m�
j=0
λij =
m�
j=0
j�
k=0
1
m+ 1− kµk =
m�
i=0
m�
j=i
1
m+ 1− iµi =
m�
i=0
µi. (7)
Suppose the linear combination (4) is equal to 0. As the points ai0 , ai1 , . . . , aim
are linearly independent, from (5) we get that λij = 0 for all j ∈ {0, 1, . . . ,m}.
Now from (6) it follows that µk = 0 for all k ∈ {0, 1, . . . ,m}. Thus the points
b(Δ0), b(Δ1), . . . , b(Δm) are linearly independent and the simplex spanned by
the barycenters is well-deﬁned.
Every simplex in S is a face of anm-simplex of the form b(Δ0)b(Δ1) . . . b(Δm).
From (4)–(7) it follows that the simplex b(Δ0)b(Δ1) . . . b(Δm) is a subset of
Δ, when the coeﬃcients µj in (4) are chosen in such a way that they sat-
isfy the conditions in (2). We shall show that b(Δ0)b(Δ1) . . . b(Δm) coincides
with the set
F := {x ∈ Δ : λi0(x) ≤ λi1(x) ≤ · · · ≤ λim(x)}. (8)
By (6), it suﬃces to show that every point x ∈ F can be represented in the
form (4) with �mj=0 µj = 1 and µj ≥ 0 for j ∈ {0, 1, . . . ,m}. We get such a
representation by choosing
µ0(x) = (m+ 1)λi0(x) and µj(x) = (m+ 1− j)(λij(x)− λij−1(x)) (9)
for j = 1, 2, . . . ,m, since �mj=0 µj(x) = �mj=0 λij(x) = 1 and clearly every
µj(x) is non-negative.
From (9) it follows that the faces of the simplex b(Δ0)b(Δ1) . . . b(Δm) can
be described by adding to condition (8) a number of conditions of the form
λij(x) = λij−1(x), where 1 ≤ j ≤ m and possibly the condition λi0(x) = 0. As
the intersection of a face determined by such conditions with a face of an-
other simplex b(Δ�0)b(Δ�1) . . . b(Δ�m) corresponging to a diﬀerent permutation
of 0, 1, . . . ,m still satisﬁes the aforementioned conditions, or is empty, the
family S satiﬁes the second condition of Deﬁnition 4.5. The ﬁrst condition
of Deﬁnition 4.5 is also satisﬁed, since any point in Δ belongs to a set of the
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form (8). By the deﬁnition of S, every face of a simplex in S belongs to S,
so that the third condition of Deﬁnition 4.5 holds. Therefore S is a simplical
subdivision of Δ.
Let S := b(Δ0)b(Δ1) . . . b(Δm−1) be an (m−1)-simplex in S. If the simplex
S is contained in an (m−1)-face of Δ, in other words, if Δ0 �= Δ, then S is a
face of exactly one m-simplex of S, namely b(Δ)b(Δ0)b(Δ1) . . . b(Δm−1). If,
on the other hand S is not contained in any (m− 1)-face of Δ, i.e. Δ0 = Δ,
then either Δm−1 is a 2-simplex, or there exists a j < m − 1 such that the
simplex Δj is obtained from Δj−1 by removing two vertices, in which case
Δm−1 is a 1-simplex. In the ﬁrst case S is the face of exactly twom-simplexes,
namely b(Δ0)b(Δ1) . . . b(Δm−1)b(a) and b(Δ0)b(Δ1) . . . b(Δm−1)b(a�) where a
and a� are the two vertices of Δm−1. In the second case S is the face of the
two m-simplexes that we get when we remove only one vertice from Δj−1 to
get Δj.
Deﬁnition 4.8 (Barycentric subdivision). The simplical subdivision deﬁned
in Proposition 4.7 is called the barycentric subdivision of Δ. This is the ﬁrst
barycentric subdivision of Δ. If the jth barycentric subdivision {Δi}ki=1 of
Δ is already deﬁned, the (j + 1)th barycentric subdivision is deﬁned as the
union �ki=1 Si, where Si is the barycentric subdivision of Δi. This union is a
simplical subdivision of Δ.
Lemma 4.9. Suppose Δ = a0a1 . . . am ⊂ Rn is an m-simplex and let x ∈ Δ,
i.e. x = �mj=0 λjaj, where �mj=0 λj = 1 and λj ≥ 0. For every point y ∈ Rn
we have the inequality
d(x, y) ≤ max
j≤m
d(aj, y).
Proof. We have
d(x, y) = �x− y� =
������
m�
j=0
λjaj −
m�
j=0
λjy
������ =
������
m�
j=0
λj(aj − y)
������
≤
m�
j=0
λj �aj − y� ≤ max
j≤m
�aj − y�
m�
j=0
λj
= max
j≤m
�aj − y� = max
j≤m
d(aj, y).
Lemma 4.10. The diameter of a simplex a0a1 . . . am ⊂ Rn is equal to the
diameter of the set {a0, a1, . . . , am}.
Proof. Let x, y ∈ a0a1 . . . am. From Lemma 4.9 we get that
d(x, y) ≤ max
j≤m
d(aj, y).
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Applying Lemma 4.9 again, we get
d(aj, y) ≤ max
i≤m
d(aj, ai).
Thus d(x, y) ≤ maxi,j≤m d(ai, aj), which proves the claim.
Lemma 4.11. The mesh of the barycentric subdivision of the m-simplex
Δ := a0a1 . . . am is at most (m/(m+ 1))d(Δ).
Proof. By virtue of Lemma 4.10 it suﬃces to show that the distance between
any two points of the form
b(Δj) =
1
j + 1(ai0+ai1+ · · ·+aij) and b(Δk) =
1
k + 1(ai0+ai1+ · · ·+aik),
where k < j ≤ m, and i0, i1, . . . , im is some permutation of 0, 1, . . . ,m is at
most (m/(m+ 1))d(Δ). From Lemma 4.9 we get that
d(b(Δk), b(Δj)) ≤ d(ail , b(Δj))
for some 0 ≤ l ≤ m. Thus
d (b(Δk), b(Δj)) ≤ d(ail , b(Δj))
= �b(Δj)− ail�
=
����� 1j + 1(ai0 + ai1 + · · ·+ aij)− ail
�����
= 1
j + 1
������
j�
h=0
(aih − ail)
������
≤ 1
j + 1
j�
h=0
�aih − ail�
≤ j
j + 1d(Δ)
≤ m
m+ 1d(Δ).
Corollary 4.12. For every simplex Δ and for every ε > 0 there exists a
natural number l such that the mesh of the lth barycentric subdivision is less
than ε.
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Proof. By Lemma 4.11 the mesh of the second barycentric subdivision of the
m-simplex is at most �
m
m+ 1
�2
d(Δ)
and similarly the mesh of the lth barycentric subdivision is at most�
m
m+ 1
�l
d(Δ).
If ε > 0, by choosing l large enough, we get that�
m
m+ 1
�l
d(Δ) < ε.
Proposition 4.13 (Sperner’s lemma). Let S be the lth barycentric subdivision
of an m-simplex a0a1 . . . am and let V be the set of all vertices of simplexes
in S. If a function h : V → {0, 1, . . . ,m} satisﬁes the condition
h(v) ∈ {i0, i1, . . . , ik} whenever v ∈ ai0ai1 . . . aik ,
then the number of simplexes in S, on the vertices of which h assumes all
values from 0 to m, is odd.
Proof. We apply induction with respect to m. Sperner’s lemma holds for
m = 0, since S = {a0}, and h(a0) = 0. Suppose the lemma holds for some
m = n − 1. Consider an n-simplex Δ := a0a1 . . . an, the lth barycentric
subdivision S of Δ and a function h satisfying the condition in Sperner’s
lemma.
We shall consider the number of (n − 1)-simplexes in S, the vertices of
which map onto {0, 1, . . . , n− 1} under h. Denote the set consisting of these
(n− 1)-simplexes by S.
Let r be the number of n-simplexes in S, whose vertices receive all the
values from 0 to n under h. Each of these simplexes contributes exactly one
(n − 1)-face to the set S. Let q denote the number of n-simplexes in S, the
vertices of which map onto {0, 1, . . . , n − 1} under h. That is to say, two
vertices map to the same value under h. These simplexes contribute two
(n− 1)-faces each to the set S. We arrive at the ﬁgure r+2q. Note that this
number is greater than #S, since we have counted some of the (n− 1)-faces
twice; some of these faces are faces of two n-simplexes.
Let x denote the number of elements of S, which lie on an (n− 1)-face of
Δ. It follows from the deﬁnition of the function h, that the only face of Δ on
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which the elements of S can lie, is the face a0a1 . . . an−1. By the induction
hypothesis, x is an odd number. Let y be the number of the rest of the
elements of S, i.e. y := #S − x.
From the last part of Proposition 4.7, it follows that every (n−1)-simplex
is a face of one or two n-simplexes: one if the simplex is contained in an
(n− 1)-face of Δ and two if this is not the case. Thus in the ﬁgure r+2q we
have counted the simplexes that contribute to the number y twice, and the
simplexes that contribute to the number x only once. Thus, counting in two
diﬀerent ways, we arrive at the equation
r + 2q = x+ 2y,
whence it follows that r is an odd number, since x is odd. This completes
the proof.
The next result was ﬁrst proved by Knaster, Kuratowski and Mazurkiewicz.
This is why it is known as the KKM lemma.
Proposition 4.14 (The KKM lemma). Let {Fi}mi=0 be a family of closed
subsets of a simplex Δ := a0a1 . . . am. If for every face ai0ai1 . . . aik of Δ it
holds that
ai0ai1 . . . aik ⊂
k�
r=0
Fir ,
then the intersection
m�
i=0
Fi
is non-empty.
Proof. Suppose, for a contradiction, that �mi=0 Fi = ∅. The collection {Ui}ki=0,
where Ui := Δ \ Fi is an open covering of Δ. Since Δ is compact, by
Proposition 2.33 there exists an ε > 0 such that every subset of Δ, whose
diameter is less than ε is contained in a set Ui, i.e. disjoint from Fi.
By Corollary 4.12 we can choose the natural number l to be such, that
the mesh of the lth barycentric subdivision S of Δ is less than ε. Denote
by V the set of vertices of simplexes in S. We construct a function h : V →
{0, 1, . . . ,m} as follows. For every v ∈ V the intersection of all faces of Δ
that contain v is a face of Δ. In other words, this intersection is of the form
ai0ai1 . . . aik . Since v ∈ ai0ai1 . . . aik , by the assumption of the proposition
there exists a number j ≤ k such that v ∈ Fij . We set h(v) = ij. By
construction h satisﬁes the assumptions of Sperner’s lemma, so that there
exists at least one simplex S := v0v1 . . . vm ∈ S such that h(vi) = i, for
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i = 0, 1, . . . ,m. Thus for i = 0, 1, . . . ,m we have vi ∈ Fi, which in turn
implies that S ∩ Fi �= ∅ for i = 0, 1, . . . ,m. This is a contradiction, since the
diameter of S is less than ε.
Lemma 4.15. Every compact convex subset A ⊂ Rn, with intA �= ∅ is
homeomorphic to the closed unit ball Bn, and the boundary ∂A is a homeo-
morph of the unit sphere Sn−1.
Proof. Without loss of generality, we may assume that 0 ∈ intA. Every ray
that emanates from the origin intersects with the boundary ∂A exactly once:
should some ray intersect the boundary more than once, A would not be
convex, and should the intersection be empty, A would not be bounded and
thus would not be compact. Hence every point of A \ {0} lies on one, and
only one ray emanating from the origin.
The map f : ∂A→ Sn−1, deﬁned with the rule
f(x) = x�x�
is a continuous bijection from a compact space to a Hausdorﬀ space and is
thus a homeomorphism by Proposition 4.1. Hence f : ∂A ≈ Sn−1.
Let g : Bn → A be a function deﬁned by the rule
g(x) =
�x� f
−1
�
x
�x�
�
, for x �= 0
0, for x = 0
.
The function g is continuous except maybe at the origin. Since A is compact
the norms of the elements of A are bounded. Put M := sup{�x� : x ∈ A}.
Now for all x ∈ Bn we have �g(x)� ≤ M �x�. To prove that g is continuous
at the origin, let ε > 0. Now �g(x)� < ε, whenever �x� < δ = ε/M . Thus
g is a continuous function. Since g is bijective, it is a homeomorphism by
Proposition 4.1. This proves the claim.
Theorem 4.16 (Brouwer Fixed-Point Theorem). If f : Bn → Bn is a con-
tinuous function, there exists a point x ∈ Bn such that f(x) = x.
Proof. By virtue of Lemma 4.15 we can replace the ball Bn by an n-simplex
Δ := a0a1 . . . an, with a non-empty interior and investigate the behaviour of
a continuous function f : Δ→ Δ.
For every point x ∈ Δ, we have
x = λ0(x)a0 + λ1(x)a1 + · · ·+ λn(x)an, (10)
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where
n�
i=0
λi(x) = 1 (11)
and λi(x) ≥ 0 for i = 0, 1, . . . , n.
The image of the point x ∈ Δ under the function f can be written as
f(x) = λ0(f(x))a0 + λ1(f(x))a1 + · · ·+ λn(f(x))an, (12)
where
n�
i=0
λi(f(x)) = 1 (13)
and λi(f(x)) ≥ 0 for i = 0, 1, . . . , n.
For i = 0, 1, . . . , n the set
Fi := {x ∈ Δ : λi(f(x)) ≤ λi(x)} (14)
is closed as the preimage of a closed set under a continuous function. We shall
next show, that the collection {Fi}ni=0 satisﬁes the assumptions of Proposition
4.14. Let ai0ai1 . . . aik be a face of Δ. Consider a point x ∈ ai0ai1 . . . aik . We
have
k�
j=0
λij(x) = 1,
so that by (13) we get
k�
j=0
λij(f(x)) ≤
k�
j=0
λij(x).
Hence λij(f(x)) ≤ λij(x) for at least one j ≤ k, whence it follows that
x ∈ Fij . Hence we have shown, that
ai0ai1 . . . aik ⊂
k�
j=0
Fij .
Now, by Proposition 4.14 there exists a point x ∈ �ni=0 Fi. From (14) it fol-
lows that λi(f(x)) ≤ λi(x) for i = 0, 1, . . . , n. However, the strict inequality
cannot hold for any i because of (11) and (13). Therefore, λi(f(x)) = λi(x)
for i = 0, 1, . . . , n, whence it follows that f(x) = x, because of (10) and (12).
This proves the claim.
Corollary 4.17. There exists no continuous function r : Bn → Sn−1 which
keeps each point of the boundary Sn−1 ﬁxed.
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Proof. Suppose a continuous function r : Bn → Sn−1 which keeps the points
on the boundary ﬁxed exists. Let f : Sn−1 → Bn be the function which maps
each point x ∈ Sn−1 to its antipode, i.e. f(x) = −x. Now the composition
f ◦r : Bn → Bn is continuous, and contains no ﬁxed-point, which contradicts
the Brouwer Fixed-Point Theorem.
Proposition 4.18. Consider the cube In := [−1, 1]n ⊂ Rn. Let F+i be the
face of the cube determined by the equation xi = 1, where xi denotes the ith
coordinate of a point of In, and let F−i be the opposite face, i.e. xi = −1.
Let Ci be a closed separator between F+i and F−i . Then
n�
i=1
Ci �= ∅.
Proof. Suppose Ci is a closed separator between F+i and F−i . Hence there
exists sets U+i , U−i ⊂ In such that
In \ Ci = U+i ∪ U−i
F+i ⊂ U+i , F−i ⊂ U−i
and
U+i ∩ U−i = ∅,
with both U+i and U−i open in In \ Ci and thus open in In, since In \ Ci is
open in In. For each point x ∈ In let vx be the point whose ith component
has the value
±d(x,Ci),
where the sign is positive, if x ∈ U−i , and negative, if x ∈ U+i . We deﬁne a
function f : In → In with the rule
f(x) = x+ vx.
This function is well-deﬁned, since the way the sign of the coordinates of
the vector vx is determined, the image of x under f is in In. The function
f is continuous, since the distance function is continuous. We can thus
apply the Brouwer Fixed-Point Theorem (Theorem 4.16), for Bn and In are
homeomorphic. Thus there exists a point x0 such that
f(x0) = x0.
This means that d(x0, Ci) = 0 for all i ∈ {1, 2, . . . , n}, and since each Ci
is closed, we have x0 ∈ Ci. Thus the intersection of the sets Ci, where
i ∈ {1, 2, . . . , n}, is non-empty. This completes the proof.
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Some Properties of Rn
We have not yet demonstrated that sets of dimension > 0 even exist. We
shall ﬁx this shortcoming in this section. We shall prove a very important
result, namely that the dimension of the Euclidean space Rn is exactly n.
Our theory of dimension would violate intuition quite seriously, should this
not be the case.
Theorem 4.19. The real line R has ind(R) = 1.
Proof. Since R is connected, no real number has arbitrarily small neighbour-
hoods, whose boundaries are empty. Hence we get ind(R) ≥ 1.
Suppose x ∈ R and let U be a neighbourhood of x. Now U contains
some open interval ]α, β[ � x. The topology on the subspace ∂ ]α, β[ =
{α, β} is the subspace topology, which is discrete. Now the open and closed
neighbourhood {α} of the point α is contained in every neighbourhood of α.
The analogous is true for the other point β. Thus ind(∂ ]α, β[) = 0. Now
it follows from (SID2) of Deﬁnition 3.13 that ind(R) ≤ 1, which proves the
claim.
Corollary 4.20. Any non-empty interval J ⊂ R has ind(R) = 1.
Proof. The interval J is connected, thus no element of the interval has arbi-
trarily small neighbourhoods with empty boundaries. Hence ind(J) ≥ 1. As
J ⊂ R, Proposition 3.16 and Theorem 4.19 give us ind(J) ≤ 1.
By a similar argument we can show that the sphere S1 also has ind(S1) =
1. Every point in the sphere has arbitrarily small neighbourhoods, whose
boundaries are two-point sets. Hence ind(S1) ≤ 1. Since S1 is connected, no
point in S1 has arbitrarily small open and closed neighbourhoods, whence it
follows that ind(S1) > 0.
Proposition 4.21. The spaces Rn and Sn are at most n-dimensional.
Proof. The base case n = 1 follows from Theorem 4.19 and the discussion
below it. Suppose the proposition holds for spaces whose dimensions do not
exceed some n ≥ 1. For every point x in the Euclidean space Rn+1, or the
sphere Sn+1 and for each neighbourhood V of the point x there exists a
neighbourhood U ⊂ V of x, whose boundary is homeomorphic to Sn. Hence,
by Theorem 3.15 and the induction hypothesis, we have ind(∂U) ≤ n, which
implies ind(Rn+1) ≤ n+ 1, and ind(Sn+1) ≤ n+ 1.
Corollary 4.22. The n-cube In := [−1, 1]n has ind(In) ≤ n.
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Proof. Since In ⊂ Rn, the claim follows from Propositions 3.16 and 4.21.
Proposition 4.23. ind(In) ≥ n.
Proof. Suppose, that ind(In) ≤ n− 1. Then by Proposition 3.26 there exists
n closed subsets Bi ⊂ In, for i = 1, 2, . . . , n, with each Bi being a sepa-
rator between two opposite faces of In, and �ni=1Bi = ∅. This contradicts
Proposition 4.18.
Corollary 4.24. ind(In) = n.
Proof. This follows from Corollary 4.22 and Proposition 4.23.
Proposition 4.25. ind(Rn) ≥ n.
Proof. Since by Proposition 4.23 ind(In) ≥ n, and since In ⊂ Rn, the claim
follows from Proposition 3.16.
Corollary 4.26. The sphere Sn ⊂ Rn+1 has ind(Sn) = n.
Proof. Any point x ∈ Rn+1 has arbitrarily small neighbourhoods, whose
boundaries are homeomorphic to Sn. By Proposition 4.25 we have ind(Rn+1) ≥
n + 1, whence it follows that ind(Sn) ≥ n, which together with Proposition
4.21 proves the claim.
The above corollary explains the notation Sn−1 for the boundary of a ball
Bn. The dimension of the boundary is strictly smaller than the dimension
of the ball itself. Now we are ﬁnally ready to determine the exact dimension
of a Euclidean space.
Theorem 4.27. The Euclidean space Rn has dimension n.
Proof. This follows from Propositions 4.21 and 4.25.
Theorem 4.28. The spaces Rn and Rm are homeomorphic, if and only if
n = m.
Proof. It is evident, that Rn ≈ Rm, if n = m. The converse follows from
Theorems 3.15 and 4.27.

5
Invariance of Domain
We are almost suﬃciently prepared to prove Brouwer’s Theorem on the
Invariance of Domain. The proof of this theorem, which we shall present
shortly, relies on results concerning the extensions of continuous functions.
Thus most of this chapter is devoted to developing this theory. Having these
new tools at hand, we conclude this chapter, and hence the whole thesis, by
proving the Invariance of Domain.
Deﬁnition 5.1 (Stable and unstable values). Suppose (X, dX) and (Y, dY )
are metric spaces and f : X → Y a continuous function. A point y ∈ fX is
called an unstable value of the function f , if for every ε > 0 there exists a
continuous function g : X → Y satisfying
dY (f(x), g(x)) < ε, for every x ∈ X,
gX ⊂ Y \ {y}.
If a point of fX is not an unstable value of f , it is a stable value.
Example 5.2. SupposeX is a topological space and f : X → In a continuous
function. Now every point on the boundary of In is unstable. For given any
0 < ε < 1, the functions
gi(x) = (1− ε)fi(x), i = 1, 2, . . . , n
deﬁne a continuous function whose image does not contain any boundary
points of In.
Proposition 5.3. Suppose (X, d) is a separable metric space with ind(X) <
n, and that f : X → In is a continuous map. Now all values of f are unstable.
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Proof. Example 5.2 shows that it suﬃces to show, that there are no stable
interior points of In. To prove this, it is enough to show that the origin
is not a stable value of f . We consider the coordinate functions fi, where
i = 1, 2, . . . , n, of f . Suppose 0 < ε < 1. Let C+i be the subset of X, for the
points of which it holds that
fi(x) ≥ ε,
and let C−i be the set of points of X for which
fi(x) ≤ −ε.
For each i, the sets C+i and C−i are closed and disjoint. Hence by Propo-
sition 3.26 there exist closed sets B1, B2, . . . , Bn such that Bi is a separator
between the sets C+i and C−i . In other words, there exist disjoint open sets
U+i ⊃ C+i and U−i ⊃ C−i such that
X \Bi = U+i ∪ U−i ,
and
n�
i=1
Bi = ∅. (1)
We shall deﬁne functions g1, g2, . . . , gn : X → [−1, 1] with the following rules:
gi(x) = fi(x), if x ∈ C+i ∪ C−i
gi(x) = ε
d(x,Bi)
d(x,C+i ) + d(x,Bi)
, if x ∈ clX(U+i \ C+i )
gi(x) = −ε d(x,Bi)
d(x,C−i ) + d(x,Bi)
, if x ∈ clX(U−i \ C−i )
gi(x) = 0, if x ∈ Bi.
We shall show that the functions gi are continuous. It is clear that the
subfunctions that form gi are continuous. Since all of the domains of the
subfunctions are closed in X, if the subfunctions whose domains intersect
attain the same values in this intersection, then the whole piecewise deﬁned
function gi is continuous.
In the intersection (C+i ∪C−i )∩ clX(U+i \C+i ) = ∂C+i , we have fi(x) = ε,
and
ε
d(x,Bi)
d(x,C+i ) + d(x,Bi)
= ε d(x,Bi)0 + d(x,Bi)
= ε.
Similarly in (C+i ∪C−i ) ∩ clX(U−i \C−i ) = ∂C−i , we have fi(x) = −ε, and
Brouwer’s Theorem on the Invariance of Domain 51
−ε d(x,Bi)
d(x,C−i ) + d(x,Bi)
= −ε d(x,Bi)0 + d(x,Bi) = −ε.
The subfunctions, whose domain has a non-empty intersection with Bi
vanish in this intersection, as can be seen from the deﬁnitions of the sub-
functions. If the sets clX(U+i \C+i ) and clX(U−i \C−i ) meet, they meet in Bi,
and thus the relevant subfunctions attain the value zero in this intersection.
We have checked all non-empty intersections. Thus the functions gi are
continuous, and we have
|gi(x)− fi(x)| ≤ 2ε (2)
for all x ∈ X. By (1) there is no point in X such that all the functions gi
vanish simultaneously, since gi(x) = 0 only when x ∈ Bi. Hence the origin is
not an image point of the continuous function g := (g1, g2, . . . , gn), and with
(2) this shows that the origin is not a stable value of f .
Proposition 5.4. Suppose X is a separable metric space and suppose f : X →
In is continuous. If there exists a point y ∈ In such that
fX ⊂ In \ {y},
then for every ε > 0 there exists a continuous function g : X → In such that
�f(x)− g(x)� < ε for every x ∈ X
gX ⊂ In \ {y}.
Proof. If the point y lies on the boundary of In, the function deﬁned in
Example 5.2 satisﬁes the desired conditions. Suppose that y is an interior
point of In. Let f �(x) be the projection of the point f(x) from y on the
boundary ∂In. If the length of the segment joining f(x) and f �(x) is greater
than, or equal to ε/2, we deﬁne the point g(x) to be the point on this segment
at distance ε/2 from f(x). If the length of this line segment is less than ε/2,
we put g(x) = f �(x). The function g : X → In is as wanted.
Proposition 5.5. Suppose (Y, d) is a compact metric space and let X be any
space. Then the space (C(X, Y ), �·�∞) ∗ is complete.
∗Here we mean the space consisting of all the continuous functions from X to Y with
the sup-metric which is naturally deﬁned as �f − g�∞ := supx∈X{d(f(x), g(x))}.
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Proof. Let (fn) be a Cauchy sequence in C(X, Y ). Now for each x ∈ X the
sequence (fn(x)) is Cauchy in Y , since d(fm(x), fn(x)) ≤ �fn − fm�∞. Since
Y is a compact metric space and therefore complete by Väisälä [6, Lause
13.28, p. 102], the sequence (fn(x)) converges to a point f(x). The sequence
(fn) converges uniformly to f , and thus f ∈ C(X, Y ) by Väisälä [7, Lause
10.13, p. 81].
Proposition 5.5 allows us to apply the Baire Category Theorem to the
space (C(X, Y ), �·�∞), where Y is a compact metric space. To refresh our
memory, we shall state the theorem here.
Proposition 5.6 (Baire Category Theorem). Suppose (X, d) is a complete
metric space, and suppose (Gj)j∈N is a sequence of open dense subsets of X.
Then the intersection �i∈NGi is dense in X.
Proof. Väisälä [7, Lause 10.8, p. 78]
Corollary 5.7. The countable intersection of dense Gδ sets in a complete
metric space is a dense Gδ set.
Proof. Suppose (X, d) is a complete metric space, and suppose (Gj)j∈N is a
sequence of dense Gδ subsets of X. Each Gj is a countable intersection of
dense open sets, and since the countable intersection of countable intersec-
tions is again a countable intersection, by the Baire Category Theorem the
intersection �i∈NGi is a dense Gδ subset of X.
Proposition 5.8. Suppose X is a separable metric space. Then X can be
embedded in the Hilbert cube Iω. Moreover the set of embeddings of X in Iω
contain a dense∗ Gδ set in the function space (C(X, Iω), �·�∞).
Before we prove Proposition 5.8, we shall ﬁrst deﬁne some new concepts
and prove some auxiliary results, of which we will make use.
Deﬁnition 5.9 (A-map). Suppose X and Y are topological spaces, and
that A is a ﬁnite open covering of X. We say that the continuous function
g : X → Y is an A-map, if every point of Y has a neighbourhood in Y such
that the preimage of this neighbourhood under g is entirely contained in
some member of A.
Deﬁnition 5.10 (Basic sequence of coverings). Let A be a ﬁnite open cov-
ering of the topological space X. Denote by SA(x) the open set which is the
union of all the members of A that contain the point x ∈ X. A countable
∗In other words, making arbitrarily small modiﬁcations to a continuous function suﬃce
to make it an embedding.
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collection A1, A2, . . . of ﬁnite open coverings is called a basic sequence of
coverings, if given a point x ∈ X and a neighbourhood U of x, at least one
of the open sets SA1(x), SA2(x), . . . is contained in U .
Proposition 5.11. For every separable metric space X there exists a basic
sequence of coverings.
Proof. Let {Ui}∞i=1 be any countable basis of X. We consider pairs Um, Un
of members of this basis for which it holds that
Un ⊂ Um.
Denote by An,m the covering of X that consists of two members, namely the
sets X \ Un and Um. The collection consisting of these coverings An,m is
countable. Moreover, x ∈ Un implies SAn,m(x) = Um. Thus the collection
of sets {SAn,m(x)} for a given point x includes the collection of all the Um
containing x, which proves that {An,m} is a basic sequence of coverings.
Proposition 5.12. Suppose X and Y are metric spaces, and that A1, A2, . . .
is a basic sequence of coverings of X. If the function g : X → Y is an Ai-map
for every i ∈ N, then g is an embedding.
Proof. We shall show, that if x is any point of X and U a neighbourhood of
x, there exists a neighbourhood V of g(x) such that the preimage of V under
g is contained in U . From this follows the injectivity of g and the continuity
of the inverse g−11 : gX → X, where g1 : X → gX is the function deﬁned by
g.
By the deﬁnition of a basic sequence of coverings, there exists an Ai for
which
SAi(x) ⊂ U.
Since g is anAi-map there exists a neighbourhood V of g(x) and a set U i0 ∈ Ai
for which
g−1V ⊂ U i0.
Since x ∈ g−1V ⊂ U i0, we have
U i0 ⊂ SAi(x).
Thus g−1V ⊂ U , which proves the claim.
Proposition 5.13. Let X be a separable metric space and Y a compact
metric space. For each ﬁnite open covering A of X, the set GA of all A-
maps from X to Y is open in the function space (C(X, Y ), �·�∞).
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Proof. Suppose g : X → Y is an A-map. Hence every point of Y has a neigh-
bourhood whose preimage under g is contained in some member of A. Since
Y is compact, there is a ﬁnite subcollection of these neighbourhoods which
form a covering C of Y . From the Lebesgue Covering Theorem (Proposition
2.33) one derives a number λ > 0 with the property that any set in Y whose
diameter is less than λ is contained in some member of C, and thus has its
preimage under g entirely contained in some member of A. Let f : X → Y
be a continuous function satisfying
�f − g�∞ <
1
3λ.
Take a spherical neighbourhood of diameter 13λ around every point of Y .
Denote by V the preimage of one of these spherical neighbourhoods under
f , that is V := f−1
�
B(y, 13λ)
�
for some y ∈ Y . The diameter of the set gV
is less than λ, which is a result of the inequality above. Thus the set V is
contained in some member of A, which in turn implies that f is an A-map.
This completes the proof.
Proof of Proposition 5.8. Consider the function space (C(X, Iω), �·�∞). Let
A1, A2, . . . be a basic sequence of coverings of X, which exists by Proposition
5.11, let GAi be the set of Ai-maps of X into Iω and let
H :=
∞�
i=1
GAi .
By Proposition 5.12 each element of H is an embedding. By Proposition 5.13
each GAi is open in C(X, Iω) and thus H is a Gδ set. Thus by Corollary 5.7
we only need to show the following:
For each ﬁnite open covering A of X denote by GA the set of
A-maps from X to Iω. Then GA is dense in C(X, Iω).
Suppose f ∈ C(X, Iω) and let ε > 0. We shall construct a continuous
function g : X → Iω such that
�f − g�∞ < ε (3)
g ∈ GA. (4)
As a compact space, Iω has a ﬁnite open covering K of mesh less than
1
2ε. Let {Ui}ri=1 be the covering of X made up of the non-empty sets of the
form
A ∩ f−1K,
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where A ∈ A and K ∈ K. Thus for every Ui it holds that d(fUi) < 12ε.
We shall select linearly independent points p1, p2, . . . , pr ∈ Iω for which it
holds that
d(pi, fUi) <
1
2ε, i = 1, 2, . . . , r. (5)
For each x ∈ X set wi(x) = d(x,X \ Ui), where i ∈ {1, 2, . . . , r} with the
understanding, that wi(x) = 1, if Ui = X. Now wi(x) > 0 if x ∈ Ui and
wi(x) = 0 if x �∈ Ui. For every x ∈ X at least on wi(x) is positive, since
{Ui}ri=1 is a covering of X. Thus the function g : X → Iω deﬁned with the
rule
g(x) = 1�r
i=1wi(x)
r�
i=1
wi(x)pi
is well deﬁned, and evidently continuous.
We shall next show, that g satisﬁes (3) and (4). Let x ∈ X and suppose
that the collection {Ui}ri=1 is so numbered, that U1, U2, . . . , Us are the sets
that contain the point x. Then wi(x) > 0 for i ≤ s, and wi(x) = 0 for i > s.
Hence when examining the point g(x), we only need to consider the points
p1, p2, . . . , ps. Since x ∈ Ui, when i ≤ s, and from the fact that d(fUi) < 12ε,
together with (5) we get
d(pi, f(x)) < ε, i ≤ s.
Thus the point g(x) satisﬁes
d(g(x), f(x)) < ε.
Suppose Ui1 , Ui2 , . . . , Uik are all of the members of {Ui}ri=1 that contain
a given point x ∈ X. Consider the aﬃne subspace A(x) of the Hilbert
cube spanned by the points pi1 , pi2 , . . . , pik . In other words, A(x) consists of
exactly those points of the Hilbert cube, that can be represented in the form
k�
j=1
λijpij ,
where �kj=1 λij = 1.
Clearly the point g(x) is contained in A(x). Let x� be another point of the
space X. We claim, that if A(x) ∩ A(x�) �= ∅, these aﬃne subspaces contain
some common point pi, and thus x and x� are contained in a common member
of {Ui}ri=1. Otherwise, from the equation
k�
j=1
αijpij =
m�
j=1
βljplj ,
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where �kj=1 αij = �mj=1 βlj = 1, it would follow that
k�
j=1
αijpij −
m�
j=1
βljplj = 0
and thus the points p1, p2, . . . , pr we chose before would not be linearly inde-
pendent, a contradiction.
Since there are only a ﬁnite number of these aﬃne subspaces A(x), there
exists a number δ > 0 such that any two of these aﬃne subspaces A(x) and
A(x�) either meet, or have a distance ≥ δ from each other. If
d(g(x), g(x�)) < δ,
it certainly holds that d(A(x), A(x�)) < δ, and as was noted above, this shows
that x and x� are contained in a common member of {Ui}ri=1. This shows,
that g is an A-map, and thus the set GA is dense in C(X, Iω).
Proposition 5.14. Suppose X is a separable metric space with ind(X) ≥ n,
where n ≥ 1. Then there exists a continuous function f : X → In such that
f has at least one stable value.
Proof. Suppose that no continuous function f : X → In has stable values.
Now, by the deﬁnition of unstable values, for each point y ∈ fX, the function
f can be approximated arbitrarily closely by a continuous function g � : X →
In, for which y �∈ g�X. Proposition 5.4 gives us in turn an arbitrarily close
approximation of g�, namely a function g : X → In, with the property y �∈
gX.
Let us consider the function space C(X, Iω) with the metric induced by
the sup-norm. Let M =M(i1, i2, . . . , in; c1, c2, . . . , cn) be the subspace of the
Hilbert cube deﬁned by the n equations
xi1 = c1, xi2 = c2, . . . , xin = cn. (6)
We shall denote by GM the subset of C(X, Iω), consisting of functions g with
the property
gX ⊂ Iω \M.
The set of functions GM is dense in C(X, Iω). To show this, let f ∈ C(X, Iω).
Now we have
f(x) = (f1(x), f2(x), . . . ), |fi(x)| ≤ 1/i, where i ∈ N. (7)
The functions fii , fi2 , . . . , fin deﬁne a continuous function f¯ : X → In, and
as we remarked above, there exists an arbitrarily close approximation f � of
f¯ , such that (c1, c2, . . . , cn) �∈ f �X. Thus, GM is dense in C(X, Iω).
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To show that GM is open in C(X, Iω) consider a function g ∈ GM .
Now the distance d := d(g(X),M) is positive, and thus every function
f ∈ C(X, Iω) with �f − g�∞ < d belongs to GM .
Let us now focus on the functions g ∈ C(X, Iω) with the property
gX ⊂Mn−1ω , (8)
where Mn−1ω denotes the points in the Hilbert cube at most n − 1 whose
coordinates are rational (see Example 3.21). The complement ofMn−1ω is the
countable union of hyperplanes M1,M2, . . . of type (6), namely those corre-
sponding to all possible combinations of n indexes ij and rational numbers
cj. Thus (8) is equivalent to
g ∈ GMi , for every i ∈ N.
By Proposition 5.8 the space C(X, Iω) contains a dense Gδ set E, each mem-
ber of which is an embedding. The set
E � := E ∩
�
i∈N
GMi

is dense in C(X, Iω) as the countable intersection of dense Gδ sets by Corol-
lary 5.7. In particular, E � is non-empty.
Thus there exists an embedding h, which embeds X in Mn−1ω . Hence
by Theorem 3.15 and Proposition 3.16 we have ind(X) ≤ ind(Mn−1ω ). In
Example 3.21 we in fact showed that ind(Mn−1ω ) ≤ n − 1, thus we have
contradicted the assumption that ind(X) ≥ n.
Proposition 5.15. Suppose X is a metric space and let f : X → In be
continuous. An interior point y of fX is an unstable value of f , if and only
if for every neighbourhood U of y, there exists a continuous map g : X → In
satisfying
g(x) = f(x) if f(x) �∈ U (9)
g(x) ∈ U if f(x) ∈ U (10)
y �∈ gX. (11)
Proof. Suppose that the condition of the proposition holds. From (9) and
(10) it follows that for every neighbourhood U of the point y there exists a
continuous function g : X → In such that
�f(x)− g(x)� ≤ d(U)
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for every x ∈ X, and gX ⊂ In \ {y}. Thus y is an unstable value of f .
Suppose then that y is an interior point of In and that y is an unstable
value of the function f . Let ε > 0. Put U := B(y, ε). Since y is an unstable
value of f , there exists a continuous function g� : X → In such that
�f(x)− g�(x)� < ε/2 (12)
g�(x) �= y (13)
for all x ∈ X. We shall construct a new function g as follows:
g(x) = g�(x) if �f(x)− y� ≤ ε/2, (14)
g(x) = 2
�
1− �f(x)− y�
ε
�
g�(x)−
�
1− 2 �f(x)− y�
ε
�
f(x) (15)
if ε/2 ≤ �f(x)− y� ≤ ε, and
g(x) = f(x) if �f(x)− y� ≥ ε. (16)
The subfunctions that deﬁne g are all continuous and their domains are
closed in X, since the domains are preimages of closed sets under the contin-
uous function f . If in the intersections of the domains of these subfunctions,
the subfunctions receive the same values, the piecewise deﬁned function g is
continuous. From the deﬁnitions of the subfunctions, it is evident that we
only need to check the cases �f(x)− y� = ε/2 and �f(x)− y� = ε.
In the ﬁrst case g(x) = g�(x) and
g(x) = 2
�
1− ε/2
ε
�
g�(x)−
�
1− 2ε/2
ε
�
f(x) = g�(x).
In the second case we have
g(x) = 2
�
1− ε
ε
�
g�(x)−
�
1− 2ε
ε
�
f(x) = f(x),
and g(x) = f(x). We have thus established, that indeed g : X → In is a
continuous function.
Condition (9) is the same as (16). If ε/2 ≤ �f(x)− y� ≤ ε we get from
(12) and (15) that
�g(x)− y� − �f(x)− y� ≤ �f(x)− g(x)�
=
�����f(x)− g�(x) + (f(x)− g�(x))
�
1− 2 �f(x)− y�
ε
������
= 2
�
1− �f(x)− y�
ε
�
�f(x)− g�(x)�
< ε− �f(x)− y� ,
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and thus
0 < �g(x)− y� < ε. (17)
By (12), (13) and (14) the inequality (17) also holds when �f(x)� ≤ ε/2.
Hence the conditions (10) and (11) hold, completing the proof.
Deﬁnition 5.16 (Extendable function). If for a continuous function f : M →
Y deﬁned on a subspace M of a space X, there exists a continuous function
F : X → Y , such that F (x) = f(x) for all x ∈ M , we say that f is contin-
uously extendable, or more brieﬂy extendable, and call F an extension of f
over X.
We have already encountered a result concerning extensions, namely
Urysohn’s lemma (Proposition 2.18). It states that if a subspace M of a
normal space X can be represented as a union of two disjoint closed sets
A,B ⊂ X, the function f : M → [0, 1], deﬁned by f(x) = 0, when x ∈ A and
f(x) = 1 when x ∈ B is continuously extendable over X. Actually a much
more general theorem holds, which is the Tietze Extension Theorem. Before
we prove this theorem, we ﬁrst state and prove a small lemma.
Lemma 5.17. Suppose X is a normal space and A ⊂ X is closed, a > 0
and that the function f : A → [−a, a] is continuous. Now there exists a
continuous function h : X → [−a/3, a/3] such that |f(x)− h(x)| ≤ 2a/3 for
all x ∈ A.
Proof. The sets A1 := f−1[−a,−a/3] and A2 := f−1[a/3, a] are closed and
disjoint. By Urysohn’s lemma (Proposition 2.18), there exists a continuous
function h : X → [−a/3, a/3] such that hA1 ⊂ {−a/3} and hA2 ⊂ {a/3}.
Now h is the desired function.
Theorem 5.18 (Tietze Extension Theorem). Every continuous funtion from
a closed subspace M of a normal space X to a closed interval [a, b] is contin-
uously extendable over X.
Proof. Let f : M → [a, b] be continuous. Since the closed interval [a, b] is
homeomorphic to [−1, 1] we may assume [a, b] = [−1, 1] for simplicity. We
shall apply Lemma 5.17 to deﬁne a sequence g1, g2, . . . of continuous functions
from X to [−1, 1] such that
|gi(x)| ≤ 13
�2
3
�i−1
, for x ∈ X (18)
and
|f(x)−
i�
j=1
gj(x)| ≤
�2
3
�i
, for x ∈M. (19)
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To obtain g1, we apply Lemma 5.17 to the function f . Thus
|g1(x)| ≤ 13 , for x ∈ X
and
|f(x)− g1(x)| ≤ 23 , for x ∈M.
Suppose we have deﬁned the functions g1, g2, . . . , gi. Applying Lemma
5.17 to the function f −
��i
j=1 gj
� ���M we obtain a function gi+1 satisfying
|gi+1(x)| ≤ 13
�2
3
�i
, for x ∈ X
and
|f(x)−
i+1�
j=1
gj(x)| ≤
�2
3
�i+1
, for x ∈M.
From (18) and the Weierstraß test (see Väisälä [7, Lause 10.14, p. 81]) it
follows that the formula F (x) := �∞i=1 gi(x) deﬁnes a continuous function
F : X → [−1, 1] (see Väisälä [7, Lause 10.13, p. 81]), and (19) implies F (x) =
f(x) for all x ∈M , so that F is an extension of f over X.
Corollary 5.19. Every continuous function from a closed subspace M of a
normal space X to the cube In is continuously extendable over X.
Proof. This follows from applying the Tietze Extension Theorem to each of
the coordinate functions.
Corollary 5.20. Suppose M is a closed subset of a normal space X, and let
f : M → Sn be a continuous function. Now there exists a neighbourhood of
the set M over which f can be extended.
Proof. Since Sn has radius 1, we have for the coordinates of the point f(x) ∈
Rn+1
n+1�
i=1
fi(x)2 = 1,
and thus
|fi(x)| ≤ 1 for i = 1, 2, . . . , n+ 1.
Hence we can apply the Tietze Extension Theorem (Theorem 5.18) to each of
the coordinate functions fi : M → [−1, 1]. Thus for each fi we get extensions
Fi : X → [−1, 1].
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Let U ⊂ X denote the set of points for which
n+1�
i=1
Fi(x)2 > 0.
Thus
U =
n+1�
i=1
F−1i ([−1, 1] \ {0}) ,
which makes U an open subset of X as a union of open sets. It is evident that
M ⊂ U . We shall deﬁne the coordinate functions of the function G : U → Sn
with the rule
Gi(x) =
Fi(x)��n+1
i=1 Fi(x)2
�1/2 for i = 1, 2, . . . , n+ 1.
The mapping G is the desired extension of f over U .
Proposition 5.21. A separable metric space X has ind(X) ≤ n, if and only
if for each closed set C ⊂ X and continuous function f : C → Sn there exists
an extension of f over X.
Proof. Suppose f is a continuous function from a closed subset C ⊂ X to
Sn. Since Sn and ∂In+1 are homeomorphic, we think of f as function from C
to In+1. By Corollary 5.19 there exists a continuous function F � : X → In+1,
which is an extension of f .
Suppose that ind(X) ≤ n. Proposition 5.3 implies, that the origin is
not a stable value of F �. Proposition 5.15 gives us a continuous function
F �� : X → In+1 such that 0¯ �∈ F ��X, while F ��(x) = F �(x) for all x ∈ X that
do not map to the interior of In+1 under F �. In particular, for x ∈ C, we
have
F ��(x) = F �(x) = f(x).
Let F : X → ∂In+1 be the projection of the point F ��(x) from the origin on
the boundary ∂In+1. Now F is the desired extension of f .
Suppose the condition of the proposition holds. Now, in order to prove
that ind(X) ≤ n, it is enough to show, according to Proposition 5.14, that
a continuous function f : X → In+1 cannot have stable values. Example 5.2
tells us that a boundary point of In+1 is never stable. Hence it suﬃces to show
that the interior points of In+1 cannot be stable. Let y be an interior point
of In+1 and let 0 < ε < 1. Denote by C the inverse image f−1
�
∂B(y, ε2)
�
.
As the function f is continuous, C is a closed subset of X. Let f¯ denote
the restriction of f to C. By hypothesis, there exists a continuous function
F : X → ∂B(y, ε2) such that F (x) = f¯(x) for x ∈ C.
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We shall construct a new function g deﬁned in the whole space X, taking
values in In+1 with the rules
g(x) = f(x) if f(x) �∈ B
�
y,
ε
2
�
,
g(x) = F (x) if f(x) ∈ B
�
y,
ε
2
�
.
In other words, g(x) = f(x), whenever x ∈ f−1
�
In+1 \B
�
y, ε2
��
and
g(x) = F (x), when x ∈ f−1
�
B
�
y, ε2
��
. The intersection of these two pre-
images is the set C deﬁned above. By the deﬁnition of the function F , we
have f(x) = F (x), if x ∈ C, and thus the function g is continuous.
Now g : X → In+1 \B
�
y, ε2
�
is a continuous function with �f − g�∞ < ε.
This completes the proof.
Corollary 5.22. Suppose C is a closed subset of the separable metric space
X. If ind(X \ C) ≤ n, then every continuous function f : C → Sn can be
extended over X.
Proof. Suppose f : C → Sn is continuous. Corollary 5.20 shows that there
exist an open set U ⊃ C and an extension f � of f over U . Since X is normal,
by Proposition 2.16, there exists an open set V ⊂ X satisfying
C ⊂ V ⊂ V ⊂ U.
Let us consider the restriction
f¯ := f �
���V ∩ (X \ C).
This is a continuous function from a closed subset of the space X \C to the
sphere Sn. Now the subspace X \C has dimension ≤ n, and by Proposition
5.21 there exists an extension f �� of f¯ over X \ C. By putting
F (x) = f(x) if x ∈ C,
F (x) = f ��(x) if x ∈ X \ C,
we get the desired extension F : X → Sn of f .
Let A be a subset of an arbitrary topological space X. If f : X → X is
a homeomorphism, then all interior points of A map to the interior points
of fA, and conversely, if f(x) is an interior point of fA, then x ∈ intA.
However, if we consider an embedding h : A → X, it is not generally true,
that h maps the interior points of A to the interior of hA. If the space X is
a Euclidean space we in fact have
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Theorem 5.23 (Brouwer’s Theorem on the Invariance of Domain). Suppose
A is a subset of the Euclidean space Rn and let h : A→ Rn be an embedding.
Then, if x ∈ A is an interior point of A, the point h(x) belongs to the interior
of hA. In particular, if U and V are homeomorphic subsets of Rn and U is
open, then V is open.
We shall prove Brouwer’s Theorem on the Invariance of Domain with the
help of the proposition below:
Proposition 5.24. Let A ⊂ Rn be compact. The point x is a boundary
point of A, if and only if the point x has arbitrarily small neighbourhoods
U ⊂ A open in A, such that any continuous function f : A \ U → Sn−1 can
be extended over A.
Proof. Suppose x ∈ ∂A. Let ε > 0, and put B(x) := Bn(x, ε) and U :=
A∩B(x). We will show that the set U has the desired property. Because the
set A \U = A∩ �U is compact, it is closed in any containing space. Thus by
Corollary 5.22 any continuous function f : A \ U → ∂B(x) can be extended
to a function f � : (A \U)∪ ∂B(x)→ ∂B(x). Let q be a point of B(x) that is
not in A. For each y ∈ A denote by y� the projection of y from the point q
to the boundary ∂B(x). We deﬁne
F (y) = f �(y�) if y ∈ U,
F (y) = f(y) if y ∈ A \ U.
The function F : A→ ∂B(x) is the desired extension.
Suppose x is an interior point of A. Let ε > 0 be such that Bn(x, ε) ⊂ A.
We again denote Bn(x, ε) by B(x). We shall show that for any neighbourhood
U ⊂ B(x) of x, there exists a continuous function f : A \ U → ∂B(x), that
cannot be extended over A. Let f be the projection of A\U on the boundary
∂B(x) from the point x. Suppose we can extend f over A. Let us denote this
extension by f¯ . Now the restriction f¯
���B(x) is a continuous function from a
closed ball to the sphere ∂B(x), which leaves each of the boundary points
ﬁxed, thus contradicting Corollary 4.17. This completes the proof.
Proof of Theorem 5.23. We may assume that A ⊂ Rn is compact, since an
interior point x of A is also an interior point of some ball Bn(x, ε), where
ε > 0. Since the image of a compact set under a continuous function is
compact by Väisälä [6, Lause 13.18, p. 100], we can apply Proposition 5.24
to the boundary points of hA.
Suppose, that x ∈ intA, and suppose, for a contradiction, that h(x) ∈
∂(hA). We denote by h1 : A → hA the homeomorphism deﬁned by the
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embedding h. Let U ⊂ hA be some neighbourhood of h(x) in hA. Now
the inverse image h−1U is a neighbourhood of the point x in A, and by the
normality of A, there exists a number ε > 0 such that Bn(x, ε) =: B ⊂ h−1U .
Let f : hA \ U → ∂B be a function which maps every y ∈ hA \ U to the
boundary ∂B in such a way, that the point f(y) corresponds to the projection
of h−11 (y) to the boundary ∂B from the point x. Clearly, f is continuous as
a composition of two continuous functions.
We may apply Proposition 5.24. Hence there exists an extension of f ,
namely some function f¯ : hA → ∂B. Now the composition f¯ ◦
�
h
���B� is a
continuous function from a closed ball to its boundary, which keeps each
boundary point ﬁxed thus contradicting Corollary 4.17.
We have shown that the embedding h maps each interior point of A to
the interior of hA, which completes the proof of Brouwer’s Theorem on the
Invariance of Domain.
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