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Abstract
Let E be a real strictly convex and reflexive Banach space with a uniformly Gaˆteaux differentiable norm and C be a nonempty
closed convex subset of E . Consider the iterative sequence
xn+1 = λn+1 f (xn)+ βxn + (1− β − λn+1)Wnxn,
where Wn is the W -mapping generated by an infinite countable family of nonexpansive mappings Tn, Tn−1, . . . , T1 and
αn, αn−1, . . . , α1 such that the common fixed point sets F :=
⋂∞
n=1 F(Tn) 6= ∅ and f : C → C is a given contractive mapping.
Under very mild conditions on the parameters, we prove that {xn} converges strongly to p ∈ F where p is the unique solution in
F to the following variational inequality:
〈(I − f )p, j (p − x∗)〉 ≤ 0 for all x∗ ∈ F.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The convergence problem of the iterative scheme
xn+1 = λn+1 f (xn)+ (1− λn+1)Tn+1xn,
for one, finite or infinitely many nonexpansive mappings T1, T2, . . . in the settings of Hilbert spaces or some special
Banach spaces has been introduced and studied by many authors. See, for example [1–8] and the references therein.
We note that the authors in [1–8] have imposed some additional assumptions on parameters {λn+1} or mappings {Tn}
as follows:
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(A1)
∑∞
n=1 |λn+N − λn| <∞;
(A2) limn→∞(λn+N − λn)/λn+N = 0 or equivalently, limn→∞ λn/λn+N = 1;
(A3) limn→∞ supx∈C ‖T (Tnx)− Tnx‖ = 0;
(A4) limn→∞ supx∈C ‖Tm(Tnx)− Tnx‖ = 0.
Motivated by recent work in [1–8], the purpose of this paper is to propose a unified iterative scheme for finding
approximate common fixed points of an infinite countable family of nonexpansive mappings T1, T2, . . . . Under very
mild conditions on the parameters, it is proved that the sequence generated by our iterative scheme (13) converges
strongly to a common fixed point p of {Ti }∞i=1 and p is the unique solution of the following variational inequality
〈(I − f )p, j (p − x∗)〉 ≤ 0 for all x∗ ∈ F,
where F is the common fixed points set of {Ti }∞i=1.
2. Preliminaries
Throughout this paper, we assume that E is a reflexive Banach space, C is a nonempty closed convex subset of E .
E∗ is the dual space of E and J : E → 2E∗ is the normalized duality mapping defined by
J (x) = { f ∈ E∗, 〈x, f 〉 = ‖x‖‖ f ‖, ‖x‖ = ‖ f ‖}, x ∈ E,
where 〈·, ·〉 denotes the generalized duality pairing. In the sequel, we shall denote the single-valued normalized duality
mapping J by j and denote the fixed point set of a mapping T by F(T ).
Recall that a mapping T : C → C is said to be nonexpansive, if ‖T x−T y‖ ≤ ‖x− y‖,∀x, y ∈ C . A mapping f :
C → C is said to be contractive, if there exists a constant α ∈ (0, 1) such that ‖ f (x)− f (y)‖ ≤ α‖x− y‖,∀x, y ∈ C .
Let S = {x ∈ E : ‖x‖ = 1} denote the unit sphere of E . Recall that E is said to have a Gaˆteaux differentiable
norm if the limit
lim
t→0
‖x + t y‖ − ‖x‖
t
,
exists for each x, y ∈ E , and E is said to have a uniformly Gaˆteaux differentiable norm if for each y ∈ S, the limit is
attained uniformly for x ∈ S. (Throughout the paper, we use these notations: “⇀” for weak convergence, “⇀∗” for
weak* convergence, and “→” for strong convergence.)
Recall that a Banach space E is said to be strictly convex if
‖x‖ = ‖y‖ = 1, x 6= y implies ‖x + y‖
2
< 1.
Let C be a nonempty closed convex subset of Banach space E , and f : C → C be a contractive mapping with a
contractive constant α ∈ (0, 1). Let T1, T2, . . . be infinite mappings of C into itself and let α1, α2, . . . be real numbers
such that 0 ≤ αi ≤ 1 for every i ∈ N . For any n ∈ N , define a mapping Wn of C into itself as follows:
Un,n+1 = I,
Un,n = αnTnUn,n+1 + (1− αn)I,
Un,n−1 = αn−1Tn−1Un,n + (1− αn−1)I,
...
Un,k = αkTkUn,k+1 + (1− αk)I,
Un,k−1 = αk−1Tk−1Un,k + (1− αk−1)I,
...
Un,2 = α2T2Un,3 + (1− α2)I,
Wn = Un,1 = α1T1Un,2 + (1− α1)I.
(1)
Such a mapping Wn is called the W -mapping generated by Tn, Tn−1, . . . , T1 and αn, αn−1, . . . , α1; see [5].
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Lemma 2.1 ([5, Lemma 3.2]). Let C be a nonempty closed convex subset of a strictly convex Banach space E. Let
T1, T2, . . . be nonexpansive mappings of C into itself such that
⋂∞
i=1 F(Ti ) is nonempty, and let α1, α2, . . . be real
numbers such that 0 < αi ≤ b < 1 for any i ∈ N. Then, for every x ∈ C and k ∈ N, the limit limn→∞Un,kx exists.
Using Lemma 2.1, one can define mapping W of C into itself as follows:
Wx = lim
n→∞Wnx = limn→∞Un,1x,
for every x ∈ C . Such a W is called the W -mapping generated by T1, T2, . . . and α1, α2, . . . . Throughout this paper,
we will assume that 0 < αi ≤ b < 1 for every i ∈ N .
Lemma 2.2 ([5, Lemma 3.3]). Let C be a nonempty closed convex subset of a strictly convex Banach space E. Let
T1, T2, . . . be nonexpansive mappings of C into itself such that
⋂∞
i=1 F(Ti ) is nonempty, and let α1, α2, . . . be real
numbers such that 0 < αi ≤ b < 1 for any i ∈ N. Then, F(W ) =⋂∞i=1 F(Ti ).
We will also make use of the following lemmas.
Lemma 2.3 ([3]). Let E be a real reflexive and strictly convex Banach space with a uniformly Gaˆteaux differentiable
norm. Suppose C is a nonempty closed convex subset of E. Suppose that T : C → C is a nonexpansive mapping with
F(T ) 6= ∅ and f : C → C is a fixed contractive mapping. Let {xt } is defined by xt = t f (xt ) + (1 − t)T xt . Then as
t → 0, {xt } converges strongly to some fixed point of T such that p is the unique solution in F(T ) to the following
variational inequality:
〈( f − I )p, j (x∗ − p)〉 ≤ 0
for all x∗ ∈ F(T ).
Lemma 2.4 ([9]). Let E be a real Banach space. Then for all x, y ∈ E
(i) ‖x + y‖2 ≤ ‖x‖2 + 2〈y, j (x + y)〉 for all j (x + y) ∈ J (x + y);
(ii) ‖x + y‖2 ≥ ‖x‖2 + 2〈y, j (x)〉 for all j (x) ∈ J (x).
Lemma 2.5 ([10]). Let {xn} and {yn} be bounded sequences in a Banach space X and let {βn} be a sequence in [0, 1]
with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose xn+1 = (1 − βn)yn + βnxn for all integers n ≥ 0 and
lim supn→∞(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0. Then, limn→∞ ‖yn − xn‖ = 0.
Lemma 2.6 ([11]). Assume {an} is a sequence of nonnegative real numbers such that
an+1 ≤ (1− γn)an + δn,
where {γn} is a sequence in (0, 1) and {δn} is a sequence such that
(1)
∑∞
n=1 γn = ∞;
(2) lim supn→∞ δn/γn ≤ 0 or
∑∞
n=1 |δn| <∞.
Then limn→∞ an = 0.
Let µ be a continuous linear functional on l∞ and s = (a0, a1, . . .) ∈ l∞. We write µn(an) instead of µ(s). We
call µ a Banach limit if µ satisfies ‖µ‖ = µn(1) = 1 and µn(an+1) = µn(an) for all (a0, a1, . . .) ∈ l∞. If µ is a
Banach limit, then we have the following:
(i) for all n ≥ 1, an ≤ cn implies µn(an) ≤ µn(cn),
(ii) µn(an+r ) = µn(an) for any fixed positive integer r ,
(iii) lim infn→∞ an ≤ µn(an) ≤ lim supn→∞ an for all (a0, a1, . . .) ∈ l∞.
Remark 2.1. If s = (a0, a1, . . .) ∈ l∞ with an → a, then µ(s) = µn(an) = a for any Banach limit µ by (iii). For
more details on Banach limits, we refer readers to [12].
Lemma 2.7 ([13]). Let a ∈ R be a real number and a sequence {an} ∈ l∞ satisfy the condition µn(an) ≤ a for all
Banach limit µ. If lim supn→∞(an+r − an) ≤ 0, then lim supn→∞ an ≤ a.
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3. Strong convergence theorems
Let C be a nonempty closed convex subset of a real Banach space E . Let f : C → C be a contractive mapping
with a contractive constant α ∈ (0, 1). Let Wn be a W -mapping defined by (1). Let {tn} be a sequence in (0, 1) with
tn → 0 (as n →∞). For each n ≥ 1 define a mapping Ttn : C → C by
Ttn (x) = tn f (x)+ (1− tn)Wnx, ∀n ≥ 1, x ∈ C.
It is easy to see that for each n ≥ 1, Ttn is a contractive mapping from C into C . By the Banach contractive mapping
principle, there exists a unique fixed point zn ∈ C such that
zn = tn f (zn)+ (1− tn)Wnzn, ∀n ≥ 1. (2)
We have the following convergence result for the sequence {zn}.
Theorem 3.1. Let E be a strictly convex and reflexive Banach space with a uniformly Gaˆteaux differentiable norm.
Suppose C be a nonempty closed convex subset of E, {Tn}(n = 1, 2, . . .) be a sequence of nonexpansive mappings
from C to C such that the common fixed point sets F := ⋂∞n=1 F(Tn) 6= ∅. Let {zn} be defined by (2) and tn ∈ (0, 1)
such that limn→∞ tn = 0. Then as n → ∞, zn converges strongly to some p ∈ F which is the unique solution of the
following variational inequality in F:
〈(I − f )p, j (p − x∗)〉 ≤ 0, ∀x∗ ∈ F. (3)
Proof. First, we show the uniqueness of the solution to the variational inequality (3) in F . In fact, if p, q are two
solutions of variational inequality (3), then we have
〈(I − f )p, j (p − q)〉 ≤ 0,
and
〈(I − f )q, j (q − p)〉 ≤ 0.
Adding these two inequalities and simplifying, we have
(1− α)‖p − q‖2 ≤ 〈(I − f )p − (I − f )q, j (p − q)〉 ≤ 0.
This implies that p = q and the uniqueness is proved. Let p ∈ F denote the unique solution of (3).
Next we show that {zn} is bounded. For any fixed x∗ ∈ F , it follows from (2) that
‖zn − x∗‖2 = 〈tn( f (zn)− x∗)+ (1− tn)(Wnzn − x∗), j (zn − x∗)〉
= tn〈 f (zn)− f (x∗)+ f (x∗)− x∗, j (zn − x∗)〉 + (1− tn)〈Wnzn −Wnx∗, j (zn − x∗)〉
≤ tn‖ f (zn)− f (x∗)‖‖zn − x∗‖ + tn〈 f (x∗)− x∗, j (zn − x∗)〉
+ (1− tn)‖Wnzn −Wnx∗‖‖zn − x∗‖
≤ (1− (1− α)tn)‖zn − x∗‖2 + tn〈 f (x∗)− x∗, j (zn − x∗)〉.
Therefore, we have
‖zn − x∗‖2 ≤ 11− α 〈 f (x
∗)− x∗, j (zn − x∗)〉
≤ 1
1− α ‖ f (x
∗)− x∗‖‖zn − x∗‖, (4)
i.e.,
‖zn − x∗‖ ≤ 11− α ‖ f (x
∗)− x∗‖.
Thus {zn} is bounded and so are the sets {Wnzn} and { f (zn)}.
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For each k ∈ N , let uk be a unique element of C such that
uk = 1k f (uk)+
(
1− 1
k
)
Wuk . (5)
From Lemmas 2.2 and 2.3, we obtain that uk → p ∈ F(W ) =⋂∞n=1 F(Tn) as k →∞.
For every n, k ∈ N , we have
‖zn −Wuk‖ = ‖tn( f (zn)−Wuk)+ (1− tn)(Wnzn −Wuk)‖
≤ tn‖ f (zn)−Wuk‖ + (1− tn)‖Wnzn −Wnuk‖ + (1− tn)‖Wnuk −Wuk‖
≤ tn‖ f (zn)−Wuk‖ + ‖zn − uk‖ + ‖Wnuk −Wuk‖. (6)
Since limn→∞ tn = 0 and limn→∞ Wnuk = Wuk for each k ∈ N . Let µ be a Banach limit, from (6) and
Remark 2.1, we obtain
µn‖zn −Wuk‖2 ≤ µn‖zn − uk‖2. (7)
From (5), we have
zn − uk = 1k (zn − f (uk))+
(
1− 1
k
)
(zn −Wuk),
that is(
1− 1
k
)
(zn −Wuk) = (zn − uk)− 1k (zn − f (uk)). (8)
It follows from Lemma 2.4(ii) and (8) that(
1− 1
k
)2
‖zn −Wuk‖2 ≥ ‖zn − uk‖2 − 2k 〈zn − f (uk), j (zn − uk)〉
= ‖zn − uk‖2 − 2k 〈zn − uk + uk − f (uk), j (zn − uk)〉
=
(
1− 2
k
)
‖zn − uk‖2 + 2k 〈 f (uk)− uk, j (zn − uk)〉. (9)
So by (7) and (9), we have(
1− 1
k
)2
µn‖zn − uk‖2 ≥
(
1− 1
k
)2
µn‖zn −Wuk‖2
≥
(
1− 2
k
)
µn‖zn − uk‖2 + 2kµn〈 f (uk)− uk, j (zn − uk)〉,
and hence
1
k2
µn‖zn − uk‖2 ≥ 2kµn〈 f (uk)− uk, j (zn − uk)〉.
This implies
1
2k
µn‖zn − uk‖2 ≥ µn〈 f (uk)− uk, j (zn − uk)〉.
Since uk → p ∈ F(W ) = ⋂∞n=1 F(Tn) as k → ∞, from the uniformly Gaˆteaux differentiability of the norm of E
and the above inequality, we get
µn〈 f (p)− p, j (zn − p)〉 ≤ 0. (10)
Noting that
zn = tn f (zn)+ (1− tn)Wnzn .
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Then we have
zn − f (zn) = −1− tntn (zn −Wnzn).
Thus for p ∈ F(W ) =⋂∞n=1 F(Tn), we infer that
〈zn − f (zn), j (zn − p)〉 = −1− tntn 〈zn −Wnzn − (p −Wn p), j (zn − p)〉
≤ 0. (11)
On the other hand,
〈zn − f (zn), j (zn − p)〉 = 〈zn − p + p − f (zn), j (zn − p)〉
= ‖zn − p‖2 + 〈p − f (p), j (zn − p)〉 + 〈 f (p)− f (zn), j (zn − p)〉
≥ (1− α)‖zn − p‖2 + 〈p − f (p), j (zn − p)〉. (12)
It follows from (11) and (12) that
‖zn − p‖2 ≤ 11− α 〈 f (p)− p, j (zn − p)〉,
this together with (10) giving
µn‖zn − p‖2 ≤ 0.
Since µ is a Banach limit, lim infn→∞ ‖zn − p‖2 ≤ µn‖zn − p‖2 ≤ 0. Hence there exists a subsequence of {zn} still
denoted by {zn} which strongly converges to p ∈ F(W ) =⋂∞n=1 F(Tn).
Now assume there exists another subsequence {zm} of {zn} such that zm → q ∈ F(W ) = ⋂∞n=1 F(Tn). We show
that q is a solution in F to the variational inequality (3). In fact, for any x∗ ∈ F , the sets {zm − x∗} and {zm − f (zm)}
are bounded and the duality mapping J is single-valued and norm to weak∗ uniformly continuous on bounded sets of
a Banach space E with a uniformly Gaˆteaux differentiable norm, by virtue of zm → q(m →∞), we have
‖(I − f )zm − (I − f )q‖ → 0 as m →∞,
and
|〈zm − f (zm), j (zm − x∗)〉 − 〈(I − f )q, j (q − x∗)〉|
= |〈(I − f )zm − (I − f )q, j (zm − x∗)〉 + 〈(I − f )q, j (zm − x∗)− j (q − x∗)〉|
≤ ‖(I − f )zm − (I − f )q‖‖zm − x∗‖ + |〈(I − f )q, j (zm − x∗)− j (q − x∗)〉| → 0 as m →∞.
Hence it follows from (11) that for any x∗ ∈ F
〈 f (q)− q, j (x∗ − q)〉 = lim
m→∞〈 f (zm)− zm, j (x
∗ − zm)〉 ≤ 0.
That is, q ∈ F is a solution of the variational inequality (3) and hence q = p by uniqueness.
In summary, we have proved that each cluster point of {zn} equals p. Therefore zn → p (as n →∞) which is the
unique solution of variational inequality (3) in F . This completes the proof. 
Now we state and prove the main result of this paper.
Theorem 3.2. Let E be a strictly convex and reflexive Banach space with a uniformly Gaˆteaux differentiable norm,
C be a nonempty closed convex subset of E, {Tn} (n = 1, 2, . . .) be a sequence of nonexpansive mappings from C to
C such that the common fixed point set F := ⋂∞n=1 F(Tn) 6= ∅ and f : C → C be a contractive mapping with a
contractive constant α ∈ (0, 1). For any give x0 ∈ C, let {xn} be the iterative sequence defined by
xn+1 = λn+1 f (xn)+ βxn + (1− β − λn+1)Wnxn, ∀n ≥ 0, (13)
where {λn} is a sequence in (0, 1), β is a constant in (0, 1) and Wn is the W-mapping defined by (1). If the following
conditions are satisfied
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(C1) limn→∞ λn = 0;
(C2)
∑∞
n=0 λn = ∞.
Then the sequence {xn} defined by (13) converges strongly to some common fixed point p ∈ F and it is the unique
solution of variational inequality (3) in F.
Proof. First, we show that {xn} is bounded. Taking p ∈ F , it follows that
‖xn+1 − p‖ ≤ (1− β − λn+1)‖Wnxn − p‖ + β‖xn − p‖ + λn+1‖ f (xn)− p‖
≤ (1− λn+1)‖xn − p‖ + λn+1(‖ f (xn)− f (p)‖ + ‖ f (p)− p‖)
≤ (1− (1− α)λn+1)‖xn − p‖ + λn+1‖ f (p)− p‖
≤ max
{
‖xn − p‖, 11− α ‖ f (p)− p‖
}
.
By induction,
‖xn − p‖ ≤ max{‖x0 − p‖, 11− α ‖ f (p)− p‖}, ∀n ≥ 0,
and hence {xn} is bounded which leads to the boundedness of the sets { f (xn)} and {Wnxn}.
Define
xn+1 = (1− β)yn + βxn, n ≥ 0.
Observe that from the definition of yn , we obtain
yn+1 − yn = xn+2 − βxn+11− β −
xn+1 − βxn
1− β
= λn+2 f (xn+1)+ (1− β − λn+2)Wn+1xn+1
1− β
− λn+1 f (xn)+ (1− β − λn+1)Wnxn
1− β
= λn+2
1− β ( f (xn+1)−Wn+1xn+1)+
λn+1
1− β (Wnxn − f (xn))
+Wn+1xn+1 −Wn+1xn +Wn+1xn −Wnxn .
It follows that
‖yn+1 − yn‖ − ‖xn+1 − xn‖ ≤ λn+21− β (‖ f (xn+1)‖ + ‖Wn+1xn+1‖)
+ λn+1
1− β (‖ f (xn)‖ + ‖Wnxn‖)+ ‖Wn+1xn −Wnxn‖. (14)
From (1), since Ti and Un,i are nonexpansive, we have
‖Wn+1xn −Wnxn‖ = ‖α1T1Un+1,2xn − α1T1Un,2xn‖
≤ α1‖Un+1,2xn −Un,2xn‖
= α1‖α2T2Un+1,3xn − α2T2Un,3xn‖
≤ α1α2‖Un+1,3xn −Un,3xn‖
≤ · · ·
≤ α1α2 · · ·αn‖Un+1,n+1xn −Un,n+1xn‖
≤ M
n∏
i=1
αi , (15)
where M ≥ 0 is a constant such that ‖Un+1,n+1xn −Un,n+1xn‖ ≤ M for all n ≥ 0.
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Substituting (15) into (14), we have
‖yn+1 − yn‖ − ‖xn+1 − xn‖ ≤ λn+21− β (‖ f (xn+1)‖ + ‖Wn+1xn+1‖)
+ λn+1
1− β (‖ f (xn)‖ + ‖Wnxn‖)+ M
n∏
i=1
αi ,
which implies that (noting that (C1) and 0 < αi ≤ b < 1,∀i ∈ N )
lim sup
n→∞
(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.
Hence by Lemma 2.5, we have
lim
n→∞ ‖yn − xn‖ = 0.
Consequently
lim
n→∞ ‖xn+1 − xn‖ = limn→∞(1− β)‖yn − xn‖ = 0. (16)
Suppose uk is defined by (5) with uk → p ∈ F(W ) =⋂∞n=1 F(Wn) as k →∞. For every n, k ∈ N , we have
‖xn+1 −Wuk‖ = ‖λn+1( f (xn)−Wuk)+ β(xn −Wuk)+ (1− β − λn+1)(Wnxn −Wuk)‖
≤ λn+1‖ f (xn)−Wuk‖ + β‖xn −Wuk‖
+ (1− β − λn+1)[‖Wnxn −Wnuk‖ + ‖Wnuk −Wuk‖]
≤ λn+1‖ f (xn)−Wuk‖ + β‖xn −Wuk‖ + (1− β − λn+1)[‖xn − uk‖ + ‖Wnuk −Wuk‖]
≤ [λn+1(‖ f (xn)−Wuk‖ + ‖xn − uk‖)+ ‖Wnuk −Wuk‖]
+ [β‖xn −Wuk‖ + (1− β)‖xn − uk‖]
= σn + [β‖xn −Wuk‖ + (1− β)‖xn − uk‖], (17)
where σn = λn+1(‖ f (xn)−Wuk‖+‖xn−uk‖)+‖Wnuk−Wuk‖. Since limn→∞ λn+1 = 0 and limn→∞ Wnuk = Wuk ,
σn → 0 as n →∞.
From (17), we obtain
‖xn+1 −Wuk‖2 ≤ (β‖xn −Wuk‖ + (1− β)‖xn − uk‖)2
+ σn[2(β‖xn −Wuk‖ + (1− β)‖xn − uk‖)+ σn]
= β2‖xn −Wuk‖2 + (1− β)2‖xn − uk‖2 + 2β(1− β)‖xn −Wuk‖‖xn − uk‖ + rn
≤ β2‖xn −Wuk‖2 + (1− β)2‖xn − uk‖2 + β(1− β)(‖xn −Wuk‖2 + ‖xn − uk‖2)+ rn
= β‖xn −Wuk‖2 + (1− β)‖xn − uk‖2 + rn, (18)
where rn = σn[2(β‖xn −Wuk‖ + (1− β)‖xn − uk‖)+ σn] → 0 as n →∞.
For any Banach limit µ, from (18), we obtain
µn‖xn −Wuk‖2 = µn‖xn+1 −Wuk‖2 ≤ µn‖xn − uk‖2.
Observe that xn − uk = 1k (xn − f (uk)) + (1 − 1k )(xn − Wuk). By the same argument as that in the proof of
Theorem 3.1, we can obtain
µn〈 f (p)− p, j (xn − p)〉 ≤ 0. (19)
On the other hand, from (16), we have
lim
n→∞ |〈 f (p)− p, j (xn+1 − p)〉 − 〈 f (p)− p, j (xn − p)〉| = 0. (20)
Hence it follows from Lemma 2.7, (19) and (20) that
lim sup
n→∞
〈( f − I )p, j (xn − p)〉 ≤ 0.
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Finally we prove that xn → p as n →∞. From Lemma 2.4(i) and (13), we have
‖xn+1 − p‖2 = ‖(1− β − λn+1)(Wnxn − p)+ β(xn − p)+ λn+1( f (xn)− p)‖2
≤ ‖(1− β − λn+1)(Wnxn − p)+ β(xn − p)‖2 + 2λn+1〈 f (xn)− p, j (xn+1 − p)〉
≤ [(1− β − λn+1)‖Wnxn − p‖ + β‖xn − p‖]2 + 2λn+1〈 f (xn)− p, j (xn+1 − p)〉
≤ [(1− β − λn+1)‖xn − p‖ + β‖xn − p‖]2 + 2λn+1〈 f (xn)− p, j (xn+1 − p)〉
= (1− λn+1)2‖xn − p‖2 + 2λn+1〈 f (xn)− f (p), j (xn+1 − p)〉
+ 2λn+1〈 f (p)− p, j (xn+1 − p)〉
≤ (1− λn+1)2‖xn − p‖2 + 2λn+1α‖xn+1 − p‖‖xn − p‖ + 2λn+1〈 f (p)− p, j (xn+1 − p)〉
≤ (1− λn+1)2‖xn − p‖2 + αλn+1{‖xn+1 − p‖2 + ‖xn − p‖2}
+ 2λn+1〈 f (p)− p, j (xn+1 − p)〉,
which implies
‖xn+1 − p‖2 ≤ (1− λn+1)
2 + αλn+1
1− αλn+1 ‖xn − p‖
2 + 2λn+1
1− αλn+1 〈 f (p)− p, j (xn+1 − p)〉. (21)
As λn → 0, therefore there exists a positive integer n0 such that 1− αλn+1 > 12 ∀n ≥ n0. It follows from (21) that
‖xn+1 − p‖2 ≤ 1− λn+1(2− α)1− αλn+1 ‖xn − p‖
2 + 2λn+1{λn+1‖xn − p‖2 + 2〈 f (p)− p, j (xn+1 − p)〉}
≤ (1− 2(1− α)λn+1)‖xn − p‖2 + 2λn+1{λn+1M1 + 2〈 f (p)− p, j (xn+1 − p)〉}, (22)
where M1 ≥ 0 is a constant such that supn≥0 ‖xn − p‖ ≤ M1. Take γn = 2(1 − α)λn+1, an+1 = ‖xn+1 − p‖2,
δn = 2λn+1{λn+1M1 + 2〈 f (p)− p, j (xn+1 − p)〉}. It is easily seen that∑∞n=1 γn = ∞ and
lim sup
n→∞
δn/γn = lim sup
n→∞
1
1− α (λn+1M1 + 2〈 f (p)− p, j (xn+1 − p)〉) ≤ 0.
Hence the conditions in Lemma 2.6 are satisfied and so we can conclude from (22) that xn → p as n → ∞. This
completes the proof. 
Remark 3.1. We conclude the paper with the following observations.
(i) Our iterative schemes (2) and (13) may be interesting. Especially the modified iterative scheme (13) is a convex
combination of f (xn), xn and Wnxn which includes the iterative schemes studied in [1–8] as special cases. Our
iterative methods studied in present paper can be viewed as a refinement and modification of the iterative methods
in [1–8]. On the other hand, our iterative schemes concern an infinite countable family of nonexpansive mappings,
in this respect, they can be viewed as an improvement of the iterative methods in [1–4,6].
(ii) We note that the authors in [1–3] have imposed some additional assumptions:
∑∞
n=1 |λn+N − λn| < ∞ or
limn→∞(λn+N −λn)/λn+N = 0 on parameters {λn+1}. Although the authors in [6,8] have not imposed the same
assumptions as above on parameters {λn}, they imposed others assumptions on the mappings {Tn} as follows:
limn→∞ supx∈C ‖T (Tnx)− Tnx‖ = 0 or limn→∞ supx∈C ‖Tm(Tnx)− Tnx‖ = 0.
(iii) The advantage of the results in this paper is that less restrictions on the parameters {λn} are imposed. Our results
unify many recent results including the results in [1–8].
(iv) It is worth noting that we obtained two strong convergence results concerning an infinite countable family of
nonexpansive mappings. Our methods are interesting and are different from those in [1–8].
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