Yuri Manin, a renowned mathematician, observed that it is much easier for a person raised in a right-brain culture to adjust to the left-brain environment than vice versa. In this paper, we provide a possible explanation for this phenomenon.
Formalization of the Problem
Need for a simplified model. To understand the corresponding adjustment phenomena, let us consider the simplest possible mathematical model for such adjustment. For that, we need to formalize what we mean by right-brain (continuous) and left-brain (discrete) cultures, and what we mean by adjustment.
Right-brain (continuous) and left-brain (discrete) cultures: a simplified description.
In mathematics, the most natural notion of continuity is the continuity of a function. From this viewpoint, we will model:
• knowledge representations corresponding to right-brain (continuous) cultures by continuous functions, and
• knowledge representations corresponding to left-brain (discrete) cultures by discrete (piece-wise constant) functions.
We need to select finite-parametric families of functions. At any given moment of time, we can only store finitely many parameters, so we have to restrict ourselves to finite-parametric families of functions. How do we select these families? Functional dependencies y = f (x) are ubiquitous in nature. For example, for a given body:
• the force y is a function of acceleration x (second Newton's law),
• the voltage y is a function of the current x (Ohm's law),
• the acceleration y caused by the Sun's gravity is a function of the distance x, etc. In all these cases, we can observe the values y i = f (x i ) of the desired function f (x) corresponding to different inputs x 1 < . . . < x n :
• forces corresponding to different accelerations,
• voltages corresponding to different values of the current, etc.
It is therefore reasonable to consider functions generated by this information, i.e., by finitely many values x 1 , . . . , x n and the corresponding values y 1 , . . . , y n .
Resulting families. In the continuous case, for every two tuples (x 1 , . . . , x n ) and (y 1 , . . . , y n ), we need to consider a continuous function f (x) for which f (x i ) = y i . The simplest such function is a piece-wise linear function that connects the corresponding points, i.e., a function for which:
• f (x) = y n for x ≥ x n , and
In the discrete case, the simplest possible idea is to use a piece-wise constant function whose value f (x) at each point x coincides with the value y i at the nearest point x i . In this case,
, and
What does adjustment mean in these terms? Since we are talking about functions, a natural meaning of adjustment is approximation:
• for a right-brain (continuous) person to adjust to the left-brain (discrete) culture means that we try to approximate a discrete function by continuous ones;
• similarly, for a left-brain (discrete) person to adjust to the right-brain (continuous) culture means that we try to approximate a continuous function by discrete ones.
As a numerical measure of approximation quality, we can use the Least Squares difference -the one that is mostly used in data processing. In our case, this means that, in effect, as a measure of difference between two functions f (x) and g(x) we consider the quantity
For this integral to be finite, we need to limit ourselves to a finite interval [L, U ]. Now, we are ready to formulate the problem in precise terms.
Definitions and the Main Result
Definition 1. Let L < U be real numbers, and let n be a positive integer.
• By an n-parametric continuous function, we mean a function that, for some tuples L ≤ x 1 < x 2 < . . . < x n ≤ U and (y 1 , . . . , y n ), has the form
• By an n-parametric discrete function, we mean a function that, for some tuples L ≤ x 1 < x 2 < . . . < x n ≤ U and (y 1 , . . . , y n ), has the form
Definition 2. By a distance between two functions f (x) and g(x), we mean
For every real number ε > 0, we say that f and g are ε-close if d(f, g) ≤ ε.
Proposition 1. For every n and for every ε > 0, for every n-parametric continuous function f (x), there is a 2n-parametric discrete function g(x) which is ε-close to f (x).

Proposition 2. For every n and N > n, for every non-constant n-parametric continuous function f (x), there exists a real value ε > 0 such that no Nparametric discrete function is ε-close to f (x).
Conclusion. So, while a discrete function can be approximated by continuous functions with any possible accuracy, there is always a limit with which a discrete function can approximate a continuous one. In other words, it is much easier for continuous functions to approximate discrete ones than vice versa, it is much easier for a continuous function to adjust to a discrete family than vice versa. This is exactly what we tried to explain.
Proofs
Proof of Proposition 1. Let f (x) be a continuous function corresponding to the values x 1 < . . . < x n and y 1 , . . . , y n . To create an approximating discrete function, we approximate each jump by a fast-increasing linear function.
Specifically, let us select a small δ > 0, and consider 2(n − 1) values
where 
is greater than or equal to the integral
2 dx limited to this part. One can easily check that for a linear function, the smallest ℓ 2 -distance from a constant is when this constant is equal to a midpoint between the two extreme points of the linear function. On this part, the corresponding integral is thus equal to
Since the distance d(f, g) is larger than or equal to this integral and ℓ ≥ h, we have
Any positive real number which is smaller than the right-hand side of this inequality can thus be taken as the desired value ε > 0. The proposition is proven.
