A complex matrix A is ray{nonsingular if det(X A) 6 = 0 for every matrix X with positive entries. A su cient condition for ray{nonsingularity is that the origin is not in the relative interior of the convex hull of the signed transversal products of A. The concept of an isolated set of transversals is de ned and used to obtain a necessary condition for A to be ray{nonsingular. Some fundamental similarities as well as di erences between ray{nonsingularity and sign{nonsingularity are illustrated.
nonzero entries. To describe this generalization of sign{nonsingularity to complex matrices, it is convenient to use the Hadamard (entrywise) product of matrices.
De nition 1.1 We call A 2 M n (C) ray{nonsingular if X A is a nonsingular matrix for every X 2 M n (R) with positive entries.
If A in the above de nition is a real matrix, then A is sign{nonsingular. Ray{ nonsingularity amounts to xing the arguments (mod 2 ) of the nonzero entries of a complex matrix, letting the moduli of the nonzero entries vary in (0; 1), and requiring that all matrices obtained are nonsingular.
We rst give a su cient condition for ray{nonsingularity in terms of the set of the signed transversal products of the matrix (see Theorem 3.1), and an example to show that this condition is not in general necessary. In order to obtain a necessary condition for ray{nonsingularity, we study the range of det(X A) as a function of a matrix X with positive entries. To achieve this, we introduce the combinatorial concept of an isolated set of transversals (see Section 4) . We also observe that ray{nonsingularity can be characterized in ways that naturally extend some of the known characterizations of sign{nonsingularity (see Theorem 3.5). However, there are fundamental structural di erences regarding the submatrices of ray{nonsingular matrices and their sparsity patterns from those of sign{nonsingular matrices (see e.g., Theorem 3.6).
De nitions and Notation
For any nonzero z 2 C, we denote by arg(z) the argument of z (mod 2 ), measured in the interval (? ; ]. Throughout we let A = (a jk ) 2 M n (C), and i denote the imaginary unit.
The matrix PAQ, where P and Q are permutation matrices in M n (R), is permutation equivalent to A. A nonzero diagonal matrix D 2 M n (C) whose nonzero entries have modulus 1 is called a complex signature. LetÂ be a submatrix of A. The complementary submatrix ofÂ is de ned as the submatrix of A whose rows and columns are indexed by the complements in f1; 2; : : : ; ng of the row and column indices, respectively, ofÂ. We continue with some more combinatorial concepts. Consider fj 1 ; j 2 ; : : : ; j n g and fk 1 ; k 2 ; : : : ; k n g, two permutations of f1; 2; : : : ; ng. A set of nonzero entries of A, fa j 1 k 1 ; a j 2 k 2 ; : : : ; a jnkn g, is called a transversal of A. The set of all transversals of A is denoted by (A). A transversal can be uniquely partitioned into subsets corresponding to the permutation cycles of the permutation , where (j s ) = k s for s = 1; 2; : : : ; n. We refer to this partition as the cyclic decomposition of the transversal. For a nonempty set of transversals, we denote by M( ) the matrix obtained from A when the entries belonging to the transversals in are replaced by 1 and the rest are set equal to 0. When = ftg, we write M(t) instead of M(ftg).
The product of the entries of a transversal of A, weighted by (?1) sgn( ) , where is the permutation satisfying (j s ) = k s for s = 1; 2; : : : ; n, is referred to as a signed transversal product of A. We let T(A) denote the collection (multiset) of all signed transversal products of A with repetitions allowed. The cone generated by fz 1 ; z 2 ; : : : ; z k g is the convex set cone fz 1 ; z 2 ; : : : ; z k g = f k X t=1 t z t j t 0g:
Ray{Nonsingular Matrices
We begin with a basic result regarding ray{nonsingularity. The following example illustrates this theorem. We abbreviate e i0 , e i 2 , e i , and The signed transversal products in this case are 1, ?1, and i. Notice that the origin lies on the relative boundary of the convex hull of these numbers and hence, by Theorem 3.1, A is ray{nonsingular. Moreover, the determinant of every matrix whose ray pattern is A always has positive imaginary part.
In contrast, consider the following. A is ray{nonsingular since it is the direct sum of ray{nonsingular matrices. However, it is easy to see that 0 2 ri conv T(A).
Note that the matrix A in Example 3.4 is not fully indecomposable. We do not know whether or not the converse of Theorem 3.1 holds when A is fully indecomposable.
In the spirit of Remark 1. with ray pattern A can be chosen so that their sum is zero, meaning that A is not ray{nonsingular. (To prove the respective column scaling part of the theorem apply the above steps to A T .) For a sign{nonsingular matrix it is well known that every square submatrix is sign{nonsingular, combinatorially singular, or else its complementary submatrix is combinatorially singular (see 6]). The situation with ray{nonsingularity includes another alternative that is described in the next theorem. Proof. Let A,Â, andÃ be as prescribed and supposeÂ is not ray{nonsingular.
Then, either conv T(Â) is empty (case (2)) or, by Theorem 3.1, we have that 0 2 ri conv T(Â). Two cases can then occur: either conv T(Â) is a line segment through the origin (case (3)) or conv T(Â) has three or more extreme points. In the latter case,Ã must be combinatorially singular (case (4)); otherwise, since T(A) contains the products between elements of T(Â) and properly signed elements of T(Ã), T(A) contains a rotation about the origin of T(Â), and hence 0 2 ri conv T(A), which is a contradiction.
Remark 3.7 Contrary to the case of sign{nonsingularity, alternative (3) of the above theorem may hold even whenÃ is not combinatorially singular. In fact, when (3) holds and since A is ray{nonsingular by Theorem 3.1, the origin lies on the relative boundary of conv T(A). An occurrence of this situation is found in Example 3.2, when A is taken to be the trailing 2{by{2 principal submatrix of the given ray{nonsingular matrix.
Though we have so far concentrated on square ray patterns, it is possible to extend some of our results to rectangular patterns. In fact, the proof of Theorem 3.5 yields the following result. A 12 requires rank k, and A 21 requires rank r ? k. (3) For some integer 0 k r, A is a ray pattern as in (2) above satisfying the following: every row (resp. column) scaling of A 12 (resp. A 21 ) by a complex signature has a column (resp. row) whose relative interior of the convex hull of the nonzero entries does not contain the origin.
We continue with a few comments on the sparsity of ray{nonsingular patterns. As it is easily checked, every sign{nonsingular 3{by{3 pattern must have at least one zero entry. In 4] and in subsequent papers (e.g., 2]) the maximum number of nonzero entries allowable in a sign{nonsingular pattern, as well as the properties of the maximal, in this sense, sign patterns are studied. In the case of ray{nonsingularity the situation is, in general, di erent. It is evident from Example 3.2 that 3{by{3 ray{ nonsingular patterns can have all entries nonzero. The following is an interesting full 4{by{4 example. It is natural to ask whether the above example can be generalized to n 5. However, it can be shown that there is no n{by{n, n 5, ray{nonsingular matrix all of whose o {diagonal entries are equal to 1. Indeed, suppose that A is of the form The maximum number of nonzero entries allowable in an n{by{n ray{nonsingular matrix is currently unknown for n 5.
Range of the Determinant of a Ray Pattern
Now we study the range of the determinant as a function with domain the set of all matrices of a given ray pattern. The range of the determinant of a ray pattern A is formally de ned and denoted by R(A) = fdetA jA 2 Ag. Next we introduce a combinatorial notion to help us study R(A).
De nition 4.1 Let A 2 M n (C). We say that = ft 1 ; t 2 ; : : : t r g (A) is an isolated set of transversals if (a) every transversal in (A) n contains an entry of A that is not in any of the transversals in , and (b) every t j 2 contains an entry that is not in any of the transversals in n ft j g.
Note that any proper subset of an isolated set is isolated, and that M( ) contains exactly r transversals. (1): Suppose P and Q are permutation matrices such thatM = PM( )Q has nonzero diagonal entries. Clearly, the transversals in correspond to an isolated set 0 of r transversals ofM. The diagonal entries ofM constitute a transversal, t d 2 0 . There are r ? 1 transversals ofM left to account for. Suppose that the cyclic decomposition of some t 2 0 consists of more than one cycle of length 2. Lett 2 0 be formed by replacing one of these cycles with the corresponding diagonal entries. Then every element oft is either in t d or t, contradicting that 0 is isolated. Thus every transversal in 0 except t d consists of a cycle of length 2 and the complementary diagonal entries. It follows that any pair of cycles of length 2 in G(M) must have a vertex in common, otherwise we can form a transversal ofM consisting of the entries corresponding to these two cycles and of the complementary diagonal entries.
(2): For any t 2 , notice that P = M(t) ?1 is a permutation matrix and that PM( ) has nonzero diagonal entries. Hence by (1) , any pair of cycles of length 2 in G(PM( )) has a vertex in common. It follows that PM( ) has at most one irreducible component larger than 1{by{1.
The converse of Theorem 4.2 is not in general true, as can be seen by considering a full 3 3 matrix A, and = (A). Thus r = 6, G(A) contains 5 cycles of length 2 or 3, and (1) is satis ed. Also, as each matrix that is permutation equivalent to A is irreducible, (2) is satis ed. However, is not isolated as part (b) of De nition 4.1 fails.
In the results that follow we are primarily concerned with isolated sets of two, three or four transversals, hence the following characterizations are useful. assume without loss of generality that each element of t 1 is contained in either t 2 or t 3 . Notice that every row and every column of M( ) contains either 1 or 2 nonzero entries. Consider the set t created by choosing the nonzero entry from each of the rows with only one nonzero entry, and the nonzero entry not in t 1 from each of the rows with two nonzero entries. We claim that t is a transversal of M( ). For if not, suppose that for some k, column k of M(t) has two nonzero entries. One nonzero entry belongs only to t 2 and the other only to t 3 . Hence the rows corresponding to the nonzero entries in column k of M( ) must contain two nonzero entries; by the construction of t, the nonzero entries in each of these rows that are not in column k must belong to t 1 . But then there is no entry from column k in t 1 , contradicting that t 1 is a transversal. Thus, by the pigeon hole principle, t also has exactly one element from every column and hence it is a transversal of M( ). By the construction of t, t cannot be equal to t 1 . If the elements of t coincide with those of t 2 then it must be that t 1 = t 3 , contradicting that there are exactly three transversals in M( ). Hence t 6 = t 2 . Similarly t 6 = t 3 . Thus t must be distinct from t 1 ; t 2 ; and t 3 Proof. If K 6 = C, then one of the following holds:
K is a half{line and thus K = cone fz j g for some j 2 f1; 2; : : : ; rg, K is a line through 0 and thus K = cone fz j ; z k g for some j; k 2 f1; 2; : : : ; rg, K is properly contained in a half{space and thus K = cone fz j ; z k g for some j; k 2 f1; 2; : : :; rg, or K is a closed half{space and thus K = cone fz j ; z k ; z`g for some j; k;`2 f1; 2; : : : ; rg. If K = C, then the proof proceeds by induction. Clearly, the result is true for r 4. Suppose it is true for all positive integers r ?1. Let K 0 = cone fz 1 ; z 2 ; : : : ; z r?1 g. If K 0 6 = C, then by the analysis above K 0 = cone fz j 1 ; z j 2 ; : : : ; z jm g with j 1 ; j 2 ; : : : ; j m 2 f1; 2; : : : ; r ? 1g and m 3. Hence K = cone fz j 1 ; z j 2 ; : : : ; z jm ; z r g. If K 0 = C, then K = K 0 = cone fz 1 ; z 2 ; : : : ; z r?1 g and thus by the inductive assumption the result is true. Lemma 4.5 Let A be a ray pattern such that there is an A 2 A with detA = . Then for any > 0, there is a matrix B 2 A such that detB = .
Proof. Form the matrix B by multiplying the rst row of A by . Theorem 4.6 Let A 2 M n (C) be a ray pattern and let = ft 1 ; t 2 ; : : : ; t r g be an isolated set of transversals of A, with T = fT 1 ; T 2 ; : : : ; T r g the corresponding signed transversal products. Then int cone T R(A).
Proof. If all the signed transversal products in T lie on a line through 0, then int cone T is empty and the result follows trivially. Otherwise, by Lemma 4.4, without loss of generality we can assume that 2 r 4. We can also assume that T 1 ; T 2 ; : : : ; T r are distinct. Suppose T(A) = fT 1 ; T 2 ; : : : ; T r ; T r+1 ; : : : ; T k g and consider the terms in the standard expansion of det(X A), where X is a matrix with (variable) positive entries. Since is isolated we can make the following selections. For each j > r, select p j ; q j so that x p j q j is a factor in the term with coe cient T j , but not in the terms with transversal products in T as coe cients. Set x p j q j = . For each j r, select p j ; q j such that x p j q j is a factor of the term with coe cient T j but not a factor of any other term with a coe cient in T. Set x p 1 ;q 1 = 1 and for 1 < j < r, set x p j ;q j = j < t 1: Notice that for small values of and as t varies from 0 to 1, F (1; t) is a continuous connected curve that approximates the line segments from T 4 to T 3 , T 3 to T 2 , T 2 to T 1 , and T 1 to T 4 . Hence by Lemma 4.5, all nonzero points in int cone T are in R(A). If 0 2 int cone T; then notice that for su ciently small , F (s; t) is a path homotopy between the curve F (1; t) (which has zero in its interior) and the point F (0; t) T 4 .
Thus, as before, we can conclude that 0 2 R(A). The signed transversal products of A are T 1 = 1; T 2 = e ?i 3 4 ; T 3 = e i 3 4 , and T 4 = 1, corresponding to transversals t 1 ; t 2 ; t 3 ; t 4 , respectively. Notice that ft 1 ; t 2 g and ft 3 ; t 4 g are isolated. By Theorem 4.6, int cone fT 1 ; T 2 g R(A) and int cone fT 3 ; T 4 g R(A). However, ft 2 ; t 3 g is not isolated and in fact int cone fT 2 ; T 3 g \ R(A) = ;:
The following corollary provides a connection between ray{nonsingularity and isolated sets of transversals. Corollary 4.8 Let A be a ray pattern with an isolated set of 2 transversals, and let T be the corresponding set of signed transversal products of A. If 0 2 int cone T, then A is not ray{nonsingular. 
