Abstract. In this survey article, we discuss several different knot concordance invariants coming from the Heegaard Floer homology package of Ozsváth and Szabó. Along the way, we prove that if two knots are concordant, then their knot Floer complexes satisfy a certain type of stable equivalence.
Introduction
Two knots, K 1 and K 2 , are concordant if they cobound a smooth, properly embedded cylinder in S 3 × [0, 1]. The knot concordance group, denoted C, consists of knots in S 3 modulo concordance, with the operation induced by connected sum. See [Liv05] for a survey of knot concordance. In this article, we discuss several concordance invariants coming from the Heegaard Floer homology package of Ozsváth and Szabó [OS04e] .
Heegaard Floer homology has proved to be an effective tool in understanding three-manifolds and knots inside of them. For example, Heegaard Floer homology detects fiberedness of knots and three-manifolds [Ghi08, Ni07, Ni09] , and bounds the four-ball genus and unknotting number [OS03b, OS05a] . In its simplest form, the theory associates to every closed three-manifold Y a graded chain complex CF (Y ), whose chain homotopy type is an invariant of the manifold; more refined invariants, such as CF − (Y ), associate a complex of F[U ]-modules to each three-manifold. The rank and gradings of the homology of these chain complexes contain geometric information about the manifold. Furthermore, a four-manifold cobordism between two closed three-manifolds induces a homomorphism between the Heegaard Floer homology groups of the three-manifolds.
There are many generalizations and refinements of Heegaard Floer homology. For example, a knot K in a three-manifold Y induces a filtration on CF (Y ), and the homology of the associated graded object is known as knot Floer homology [OS04c, Ras03] . This invariant categorifies the Alexander polynomial in the sense that the Alexander polynomial is the graded Euler characteristic of knot Floer homology. The knot K similarly induces a filtration on the more refined invariant CF − (Y ). As we will see, many concordance invariants can be extracted from this filtered chain complex and the closely related Z ⊕ Z-filtered complex CF K ∞ (K).
The filtered chain homotopy type of CF K ∞ (K) is an invariant of the isotopy type of K. We will be interested in the properties of CF K ∞ (K) which are invariants of the concordance class of K. For example, the integer-valued concordance invariant τ of Ozsváth and Szabó [OS03b] , the {−1, 0, 1}-valued concordance invariant ε of the author [Hom14b] , and the Υ(t) invariant of Ozsváth-StipsiczSzabó [OSS14] are all determined by CF K ∞ (K). Indeed, although not the original proof, the fact that these invariants are all concordance invariants can be seen as a corollary of the following theorem.
Theorem 1. If K 1 and K 2 are concordant, then we have the following filtered chain homotopy equivalence:
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where A 1 , A 2 are acyclic, i.e., H * (A 1 ) = H * (A 2 ) = 0. In particular, if K is slice, then
where U denotes the unknot and A is acyclic.
Remark 1.1. Note that in general, the A i are not acyclic as filtered chain complexes. See, for example, Figure 1 .
The knot Floer complex of the figure eight knot, which is generated over F[U, U −1 ] by the five generators above, four of which generate an acyclic summand.
Outline. In Section 2, we give a brief overview of Heegaard Floer homology for closed threemanifolds and the knot Floer complex for knots in S 3 . In Section 3, we review the following concordance invariants coming from Heegaard Floer theory: for the case of doublebranched covers, and Jabuka [Jab12] for prime-powered branched covers), • Ozsváth-Stipsicz-Szabó's Υ(t) [OSS14] , which gives a homomorphism from C to the group of piecewise-linear functions on the interval [0, 2]. The proof of Theorem 1 is in Subsection 3.2. We discuss applications to concordance genus in Section 4. We conclude with a comparison of some of these invariants in Section 5. Throughout, we work with F = Z/2Z coefficients.
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2. The Heegaard Floer homology package 2.1. Heegaard Floer homology. We give a brief overview of the definition of Heegaard Floer homology. For more details, see the expository articles [OS04a, OS06b] , and for complete details, see [OS04c] .
A pointed Heegaard diagram is a tuple H = (Σ, α, β, w) where • Σ is a closed, oriented surface of genus g,
• α (respectively β) is a g-tuple of pairwise disjoint circles α 1 , . . . , α g (respectively β 1 , . . . , β g ) in Σ, • w is a point in the complement of α and β, • α and β each span a g-dimensional subspace of H 1 (Σ; Z).
We further require that the intersections between the α-and β-circles be transverse. A pointed Heegaard diagram specifies a three-manifold: thicken Σ, attach thickened disks along each of the α-and β-circles, and cap off each of the two remaining boundary components with three-balls.
To a pointed Heegaard diagram H describing a three-manifold Y , we associate a chain complex of F[U ]-modules where U is a formal variable. Since the chain homotopy type of this complex is independent of the choice of Heegaard diagram for Y , we will abuse notation slightly and denote this chain complex by CF − (Y ).
Let Sym g (Σ) denote the g-fold symmetric product of Σ, that is,
where S g denotes the symmetric group on g letters. Consider the subspaces
The chain complex is generated over F[U ] by points of T α ∩ T β , or, equivalently, by unordered g-tuples of points in α ∩ β such that each α-and each β-circle is used exactly once. As is standard, given x, y ∈ T α ∩ T β , we let π 2 (x, y) denote the space of homotopy classes of disks connecting x and y. Associated to φ ∈ π 2 (x, y) are two integers: the Maslov index µ(φ) and the multiplicity at w n w (φ), which is the algebraic intersection number of φ with {w} × Sym g−1 (Σ). See [OS04a, Section 2.1] for details.
The differential is
where M(φ) denotes the moduli space of pseudo-holomorphic representatives of φ. (Note that when b 1 (Y ) > 0, there is an admissibility condition for Heegaard diagrams; for the purposes of this survey, we will primarily be concerned with rational homology spheres.) When µ(φ) = 1, the space M(φ) is one-dimensional, and #( 
Let Y be a rational homology sphere. We can define a relative Z-grading on CF − (Y, s) as follows:
where φ ∈ π 2 (x, y). Multiplication by U lowers the grading by 2, i.e.,
Moreover, this relative Z-grading can be lifted to an absolute Q-grading There is also a simpler flavor of Heegaard Floer homology, HF , which takes the form of a graded F-vector space, rather than a graded F[U ]-module. The generators of the chain complex CF are again points in T α ∩ T β , and the differential is now defined to be
Equivalently, the complex ( CF , ∂) is obtained from (CF − , ∂ − ) by setting U = 0. For a rational homology sphere Y , we have the inequality 
The absolute grading is defined such that F in both HF − (S 3 ) and HF (S 3 ) has Maslov grading zero.
The Heegaard Floer homology package has the structure of a (3 + 1)-TQFT. That is, a fourmanifold spin c cobordism (W, t) between Y 1 and Y 2 induces a map
where • can denote −, +, , or ∞ and s i = t| Y i . These maps will play a key role in Section 3.2.
2.2. The knot Floer complex. A knot K in a three-manifold Y induces a filtration on CF • , as in [OS04c] . Here, we will restrict ourselves to the case of Y = S 3 . For an expository overview of knot Floer homology, we refer the reader to [Man14] and for complete details, see [OS04c] . A doubly pointed Heegaard diagram for a knot K ⊂ S 3 is a tuple H = (Σ, α, β, w, z) where (Σ, α, β, w) is a pointed Heegaard diagram for S 3 and z is a point in the complement of α and β. The knot K is specified by connecting z to w in the complement of the α disks and w to z in the complement of the β disks. See Figure 2 .
The chain complex CF K − (K) is a freely generated chain complex over F[U ] by points in T α ∩T β , and the differential ∂ − is, as before,
The fact that HF − (S 3 ) = F[U ] (0) (where the subscript (0) denotes the grading of 1 ∈ F[U ]) determines the absolute Maslov grading on CF K − (K). The additional basepoint z is used to define a Z-filtration, called the Alexander filtration, on CF K − . Given generators x and y and φ ∈ π 2 (x, y), the relative Alexander grading is defined to be The differential respects the Alexander filtration and multiplication by U lowers the Alexander filtration by one:
The absolute Alexander grading s is determined by the fact that max{s | HF K(K, s) = 0} = −min{s | HF K(K, s) = 0}, where HF K(K, s) is as defined below. By setting U = 0 in CF K − , we obtain the Z-filtered chain complex CF K and by tensoring over
, we obtain the Z-filtered chain complex CF K ∞ , called the knot Floer complex. In addition to the Alexander filtration, there is a second filtration, called the algebraic filtration, on CF K ∞ given by the (negative of the) U -exponent; namely, U n x has algebraic filtration level −n. Thus, the knot Floer complex CF K ∞ has the structure of a Z ⊕ Z-filtered chain complex. See [OS11, Section 2.6] for more details on Z⊕Z-filtered chain complexes. We denote the two filtrations in the plane, with the Alexander filtration along the vertical axis and the algebraic filtration along the horizontal axis. We suppress the Maslov grading from the picture. We will often be interested in various subcomplexes, quotient complexes, and subquotient complexes of CF K ∞ (K). Given a subset X ⊂ Z⊕Z, let CX denote the complex generated by elements with filtration level (i, j) ∈ X. The complex CX will naturally inherit the structure of a chain complex if it is a subquotient (i.e., a quotient of a subcomplex) of CF K ∞ (K). Note that CX is a filtered subcomplex exactly when X has the property that (i, j) ∈ X implies that (i ′ , j ′ ) ∈ X for all pairs (i ′ , j ′ ) such that i ′ ≤ i and j ′ ≤ j.
Note that the subcomplex C{i ≤ 0}, which is naturally Z-filtered by the Alexander filtration, is equal to CF K − (K). In particular,
. One may consider the associated graded complex,
whose homology we denote by HF K − (K):
In passing to the associated graded complex, the Alexander filtration becomes the Alexander grading. There is a natural U -action
induced by the chain map
Since K induces a filtration on CF − (S 3 ), there is a spectral sequence from the associated graded complex in (2.1) to HF − (S 3 ). The E 1 page of the spectral sequence is the homology of the associated graded complex, i.e., HF K − . At times, we will be interested in the horizontal differential ∂ horz , that is, the part of the differential that preserves the Alexander filtration. Similarly, we will also be interested in the vertical differential ∂ vert , that is, the part of the differential that preserves the algebraic filtration.
Example 2.3. From Figure 3(b) , we see that HF K − (T 2,3 , 1) is generated by a and that HF K − (T 2,3 , s) is generated by U −s−1 c for s ≤ −1. Thus, we have
The U -action maps HF K − (T 2,3 , s) isomorphically onto HF K − (T 2,3 , s − 1) for s ≤ −1 and is zero otherwise.
The subquotient complex C{i = 0} = C{i ≤ 0}/C{i < 0}, which is naturally Z-filtered by the Alexander filtration, is equal to CF K(K). We have that H * (C{i = 0}) = HF (S 3 ) ∼ = F. The homology of the associated graded object of CF K(K) is
and is referred to as knot Floer homology. There is a spectral sequence from the associated graded complex ⊕ s∈Z C{i = 0, j = s} to HF (S 3 ); the E 1 page is HF K. The fact that H * ( CF K(K)) = HF (S 3 ) ∼ = F will play a key role in the definition of the concordance invariant τ in Section 3.1. Knot Floer homology is bigraded, by the Maslov grading M and the Alexander grading s, and the graded Euler characteristic equals the Alexander polynomial of K:
Example 2.4. From Figure 3 (c), we see that the differential on the associated graded complex is zero, since the only differential on CF K(T 2,3 ) decreases filtration. Thus,
Let −K denote the reverse of the mirror image of K. We have that
by [OS04c, Section 3.5] and [OS04c, Theorem 7.1] respectively. These properties will be of importance at the end of Section 3.2.1. In terms of illustrating CF K ∞ (K) in the plane, as in Figure  3 (a), we can obtain CF K ∞ (K) * by rotating the page 180 • and reversing the directions of all of the arrows. We also have that the Z ⊕ Z-filtered chain complex obtained by reversing the roles of the Alexander and algebraic filtrations is filtered chain homotopic to the original complex, by [OS04c, Section 3.5].
There are certain families of knots for which the knot Floer complex CF K ∞ is completely determined by classical data. One is quasi-alternating knots, a generalization of alternating knots due to Ozsváth-Szabó [OS05c] . For a quasi-alternating knot K, we have that
(see Section 3.1 for the definition of τ ) and that HF K(K) is supported in a single diagonal with respect to the Alexander and Maslov gradings [MO08] . This uniquely specifies HF K(K), and Petkova [Pet13, Theorem 4] further shows that this uniquely determines
An L-space knot is a knot K ⊂ S 3 which admits a positive L-space surgery. By [OS05b, Theorem 1.2], the knot Floer homology of an L-space knot K is completely determined by the Alexander polynomial of K. Moreover, grading considerations imply that in fact the full knot Floer complex 3. Concordance invariants 3.1. The Ozsváth-Szabó τ invariant. Given a Z-filtered chain complex with total homology of F, one can ask what is the minimum filtration level in which the homology is supported. In the case where the Z-filtered chain complex in question is CF K(K), this yields the Ozsváth-Szabó τ invariant [OS03b] . Namely, τ (K) = min{s | ι : C{i = 0, j ≤ s} → C{i = 0} induces a surjection on homology}.
Recall that C{i = 0} = CF (S 3 ) and H * (C{i = 0}) ∼ = F.
The τ invariant can also be defined in terms of HF K − (K):
See [OST08, Appendix A] for the proof that these two definitions agree. Ozsváth-Szabó [OS03b] show that
• τ (K) = 0 if K is slice; that is, τ induces a homomorphism from C → Z. (1) The map τ : C → Z is a surjective homomorphism.
(2) The absolute value of τ gives a lower bound on the smooth four-ball genus, i.e.,
= g(T p,q ). (5) Let K + be a knot in S 3 , and K − the new knot obtained by changing one positive crossing in K + to a negative crossing. Then
Remark 3.2. Recall that Rasmussen defined an analogous invariant, s(K), coming from Khovanov homology [Ras10] and showed that s(K) 2 also satisfies the above properties. However, HeddenOrding [HO08] showed that τ (K) =
The proof of Theorem 3.1(2) relies on certain properties of maps on HF induced by cobordisms, which we discuss in the next subsection.
3.2. Invariants related to Heegaard Floer homology of surgery along K. Several concordance invariants can be extracted from maps on HF + , HF − , and HF induced by the two-handle cobordism corresponding to integral surgery along K.
3.2.1. Cobordism maps on HF . We begin by considering the two-handle cobordism associated to sufficiently large N surgery along K. (In general, N ≥ 2g(K)−1 is large enough [OS04b] .) Consider the chain map v s : C{max(i, j − s) = 0} → C{i = 0} consisting of quotienting by C{i ≤ 0, j = s} followed by inclusion.
Let W N (K) denote the two-handle cobordism from S 3 to S 3 N (K). Consider the cobordism −W N (K) from S 3 N (K) to S 3 (that is, turn W N (K) upside down and reverse its orientation) with spin c structure t such that
whereF is a capped-off Seifert surface for K. is induced by the two-handle cobordism −W N (K) with spin c structure t where t| S 3 N (K) = s. Recall that HF (S 3 ) ∼ = F. The map v s, * is trivial for s < τ (K) and non-trivial for for s > τ (K); this fact can be deduced from the definition of τ as in [OS03b, Proposition 3.1]. Since HF (S 3 ) ∼ = F, the map v s, * is non-trivial if and only if it is surjective.
The concordance invariant ν(K) is defined in [OS11, Section 9] to be ν(K) = min{s | v s, * is surjective}.
It follows that ν(K) is equal to either τ (K) or τ (K) + 1. Closely related to ν(K) is the {−1, 0, 1}-valued concordance invariant ε [Hom14b] .
Definition 3.5. The invariant ε is defined as follows:
It follows from [Hom14b, Section 3] that these three cases are exhaustive and mutually exclusive. The invariant ε has an interpretation in terms of a certain type of simplified basis for CF K ∞ . We say a basis {x i } for CF K ∞ is vertically simplified if for each basis element x i exactly one of the following holds:
• ∂ vert x i = x j for some x j , • x i is in the kernel but not the image of ∂ vert , • x i = ∂ vert x j for a unique x j . In other words, the vertical differential cancels basis elements in pairs, except for a distinguished basis element which is a generator for the vertical homology. We define a horizontally simplified basis analogously. Then by [Hom14a, Lemmas 3.2 and 3.3], there exists a horizontally simplified basis {x i } for CF K ∞ (K) such that some x j is the distinguished generator of a vertically simplified basis. Then
• ε(K) = −1 if x j is not in the kernel of the horizontal differential, • ε(K) = 0 if x j is in the kernel but not the image of the horizontal differential, • ε(K) = 1 if x j is in the image of the horizontal differential. See Figure 5 for examples.
Remark 3.6. Note that the first bullet point above implies that if ε(K) = −1, then there is a horizontal arrow from x j , and the third bullet point above implies that if ε(K) = 1, then there is a horizontal arrow going to x j . The second bullet point above implies that if ε(K) = 0, then x j has no incoming or outgoing horizontal or vertical arrows.
Proposition 3.7 ([Hom14a, Proposition 3.6]). The invariant ε satisfies the following properties:
(
x j (c) Figure 5 . Left, ε = −1. Center, ε = 0. Right, ε = 1.
Remark 3.8. The converse to (2) is false; for example, if K is the (2, −3)-cable (where the longitudinal winding is 2) of the right-handed trefoil, then τ (K) = 0 but ε(K) = 1.
The invariant ε is a key ingredient in the following theorem about C T S , the subgroup of topologically slice knots.
Theorem 3.9 ([Hom15a]
). The group C T S contains a direct summand isomorphic to Z ∞ . Theorem 3.9 was reproved by Ozsváth-Stipsicz-Szabó [OSS14] using the invariant Υ K (t) described in Section 3.4. The proof in [Hom15a] relies on considering the group
where C 1 ∼ ε C 2 if ε(C 1 ⊗ C * 2 ) = 0; we call this relation ε-equivalence. The group CFK is totally ordered: The equivalence relation ∼ ε provides one approach to extracting as much concordance information as possible from CF K ∞ . As we will see below, there is still more concordance information in CF K ∞ than what is captured by the ε-equivalence class [CF K ∞ (K)].
3.2.2. Cobordism maps on HF − . We can similarly consider two-handle cobordism maps on HF + or HF − , rather than on HF . By the argument in [OSS14, Proposition 2.3], the concordance information coming from HF + is identical to that coming from HF − ; see also [HL15, Lemma 2.6]. Thus, it is sufficient to consider the maps on, say, HF − , as we do here. is induced by the two-handle cobordism −W N (K) with spin c structure t where t| S 3 N (K) = s. Note that for s sufficiently large (by [OS04b] , s ≥ g(K) suffices), the map v − s, * is an isomorphism. The concordance invariant ν − (K) is 
Moreover, the gap between τ and ν − can be made arbitrarily large [HW16, Theorem 1]: for any positive integer n, there exists a knot K n with τ (K n ) ≥ 0 such that
The invariant ν − also satisfies a crossing change inequality [BCG15, Theorem 1.3]:
and is subadditive [BCG15, Theorem 1.4]:
The maps v − s, * yield further concordance invariants beyond ν − . Define Proposition 3.11. If V 0 (K) = V 0 (−K) = 0, then there exists a basis for CF K ∞ (K) with a basis element x j which generates the homology HF K ∞ (K) and splits off as a direct summand of CF K ∞ (K). In other words,
where U denotes the unknot and A is some acyclic complex.
We first give a reformulation of V 0 (−K). Consider the chain map v ′+ s : C{i ≥ 0} → C{min(i, j − s) ≥ 0} consisting of quotienting by C{j < s}; by [OS04c, Theorem 4.1] this induces the two-handle cobordism map for sufficiently large negative surgery in a certain spin c structure. Define
Remark 3.12. At times, we will be interested in the maps v − s, * for both K and −K, and so we write v − s, * (K) or v − s, * (−K) to indicate which knot we are considering. We will also write v − s, * ([x i ]) to denote the image of [x i ] under v − s, * . We hope that this abuse of notation serves to clarify, rather than confuse, the reader. where
We will also be interested in filtered change of basis; that is, a change of basis from one filtered basis to another. An example of a filtered change of basis is to replace a basis element x i with x i + x j , where x j has bifiltration level less than or equal to that of x i . See [LOT08, Section 11.5] for further discussion of filtered bases.
Proof of Proposition 3.11. We will show that there exists a filtered basis for CF K ∞ (K) with a distinguished basis element x j which has no incoming or outgoing arrows. Then x j will generate the desired direct summand.
If
C{i ≤ 0} → C{i ≥ 0} induced by quotienting by C{i < 0} followed by inclusion. Under the map induced on homology,
. Therefore, since the cycle x j generates H * (C{i ≤ 0}), the image of x j in H * (C{i ≥ 0}) is non-trivial. By hypothesis, V 0 (−K) = 0, and so Lemma 3.13 implies that V ′ 0 (K) = 0, i.e., v It follows that we can find a filtered basis {x i } containing x j as a basis element. Since [x j ] is non-zero in H * (C{min(i, j) ≥ 0}), it follows that x j is not in the image of the induced differential on C{min(i, j) ≥ 0}. In particular, if there is an incoming arrow to x j from, say, a basis element x k , then there is also another arrow from x k to some basis element x ℓ in C{min(i, j) ≥ 0} such that bifiltration level of x ℓ is greater than or equal to that of x j . Thus, we can perform a filtered change of basis by replacing x ℓ with x ℓ + x j . This change of basis has the effect of removing the arrow from x k to x j . Repeating this process as necessary, we may remove all of the incoming arrows to x j . Since x j is a cycle, there are no outgoing arrows from x j , and we have removed all of the incoming arrows. This completes the proof of the proposition.
Proof of Theorem 1. Suppose that K 1 and K 2 are concordant. Then K 1 # − K 2 is slice, so Proposition 3.11 implies that
for some acyclic complex A. Then
. Similarly, since −K 2 #K 2 is slice, we have
This concludes the proof of the theorem.
Remark 3.14. Note that the invariants ε and V 0 are both invariants of suitably defined bifiltered chain complexes, and that V 0 (C) = V 0 (C * ) = 0 implies that ε(C) = 0. The converse is false; see Figure 6 which depicts the example with ε(C) = 0 but V 0 (C) = 0 from [OSS14, Proposition 9.4]. Thus, rather than ε-equivalence, one may consider the stronger equivalence relation on bifiltered chain complexes:
However, unlike the group CFK in (3.2), the resulting group is not naturally totally ordered. Moreover, while it is known that there are complexes (e.g., Figure 6 ) for which V 0 (C) = 0 but ε(C) = 0, it remains open whether such complexes can be realized as CF K ∞ of a knot K ⊂ S 3 .
In light of Proposition 3.11 (see also Corollary 5.1), one might ask whether there are concordance obstructions which can be non-vanishing on knots with V 0 (K) = V 0 (−K) = 0. Recent work of Hendricks and Manolescu [HM15] answers this question in the affirmative. They use the conjugation symmetry on the Heegaard Floer complex to define involutive Heegaard Floer homology, corresponding to Z 4 -equivariant Seiberg-Witten Floer homology. They obtain two new invariants of homology cobordism, d and d, satisfying
They also obtain two new knot concordance invariants, V 0 and V 0 , satisfying
Unlike τ , ε, and ν, which all vanish on knots of finite concordance order, the involutive invariants can be non-zero on such knots; for example, the figure-eight knot has V 0 = 1 (and
Remark 3.15. As far as the author knows, it remains an open question whether there are knots of finite concordance order for which ν − and V 0 are non-vanishing. However, on the algebraic level, there do exist complexes C with ν − (C) and V 0 (C) non-zero but ν − (C ⊗ C) = V 0 (C ⊗ C) = 0, for example, the complex C in Figure 3 of [Hom15a] . (To see that V 0 (C ⊗ C) = 0, note that C is isomorphic to C * .)
Hendricks and Manolescu show that for homologically thin knots and L-space knots, the invariants V 0 and V 0 are completely determined by classical data (for thin knots, the Alexander polynomial and signature, and for L-space knots, the Alexander polynomial) [HM15, Sections 7 and 8].
3.3. d-invariants of branched covers. We can also consider the d-invariants of cyclic branched covers along K rather than surgery. We will be interested in Σ p n (K), the p n -fold cyclic branched covers along K, where p is a prime, since such covers are always rational homology spheres. Note that Σ p n (K) has a canonical spin structure (see [Jab12, Definition 2.3]), which we denote by s 0 .
Manolescu-Owens [MO07] consider δ(K) = 2d(Σ 2 (K), s 0 ), and Jabuka [Jab12] considers the more general δ p n (K) = 2d(Σ p n (K), s 0 ). Hence the Manolescu-Owens δ is equal to δ 2 . We have that δ p n : C → Z is a surjective concordance homomorphism. Jabuka [Jab12, Theorem 1.2] shows that for a fixed p,
is of infinite rank. Livingston [Liv04a] uses τ , s, and δ to show that C T S , the topologically slice subgroup of C, splits off a rank three direct summand, c.f., Theorem 3.9.
In general, the invariant δ p n is difficult to compute. When Σ p n (K) can described as surgery on a knot J in S 3 , one can use the knot Floer complex of J together with [NW10, Proposition 1.6] to compute δ p n (K); see, for example, [HLR12] and [Jab12] . Moreover, similar techniques can be employed when the branched cover is surgery on a link; see [HKL12] . Alternatively, if Σ p n (K) can be described as the boundary of a negative definite plumbing, then the results of [OS03c] and [Ném05] (see also [CK14] ) can be used to compute δ p n (K). See [MO07] and [Jab12] for examples of applications of these techniques.
3.4. Ozsváth-Stipsicz-Szabó's Υ(t) invariant. The invariant ε and the techniques of [Hom15a] , as well as the invariants ν, ν − , and V s , are all attempts to extract tractable concordance invariants from CF K ∞ . Continuing in this vein is the Ozsváth-Stipsicz-Szabó Υ K (t) invariant, which takes values in the group of piecewise-linear functions on [0, 2]. See also Livingston's notes on Υ K (t) [Liv14] . (
(7) Let K + be a knot in S 3 , and K − the new knot obtained by changing one positive crossing in K + to a negative crossing. Then for t ∈ [0, 1]
Note that it follows from (4)-(6) above that Υ is a homomorphism from the concordance group to the group of piecewise-linear functions on [0, 2]. Other properties of Υ are that the derivative of Υ has only finitely many discontinuities, and that the derivative is always an integer [OSS14, Proposition 1.4].
Remark 3.17. Property (6) above follows from the inequality
In particular, the four-ball genus bound given by Υ K (t) is no better than the bound coming from ν − (±K).
We briefly sketch the definition of Υ. Fix a rational number t = 
The grading is defined to be
Multiplication by v lowers gr t by one, i.e., for n ∈ Z gr t (v n/q x) = gr t (x) − n q .
The homology of tCF K(K) is called t-modified knot Floer homology and is denoted by tHF K(K).
Recall from (3.1) that τ can be defined in terms of the maximal grading of a non-U -torsion element in HF K − . Similarly, Ozsváth-Stipsicz-Szabó [OSS14, Definition 3.6] define Υ K (t) to be the maximal gr t -grading of any homogenous non-v-torsion element of tHF K(K).
Remark 3.18. Note that when t = 0, we have ∂ t = ∂ − , and when t = 2, we have effectively reversed the roles of z and w.
Example 3.19. We consider the diagram in Figure 2 for the right-handed trefoil T 2,3 . The differential is ∂ t a = 0 ∂ t b = v 2−t a + v t c ∂ t c = 0, and the gradings are gr t (a) = −t gr t (b) = −1 gr t (c) = −2 + t.
We see that both [a] and [c] are non-v-torsion elements of tHF K(K), with gr t (a) ≥ gr t (c) for 0 ≤ t ≤ 1 and gr t (c) ≥ gr t (a) for 1 ≤ t ≤ 2. Thus, Υ T 2,3 (t) = −t for 0 ≤ t ≤ 1 −2 + t for 1 < t ≤ 2.
Concordance genus bounds
Recall that the concordance genus g c (K) of a knot K is the minimal Seifert genus of any knot K ′ which is concordant to K. Recall also that the knot Floer complex detects genus [OS04b] ; a knot K with knot Floer complex C = CF K ∞ (K) has genus g(C) = max{j | H * (C(0, j)) = 0}.
Since concordant knots are ε-equivalent, the invariant γ(K) defined in [Hom15b] to be
provides a lower bound on the concordance genus of K. The invariant γ can be used to show that there are topologically slice knots with g 4 (K) = 1 but g c (K) arbitrarily large [Hom15b, Theorem 3]; the analogous result for general knots was proven by Nakanishi [Nak81] and for algebraically slice knots by Livingston [Liv04b] . The invariant Υ K (t) also provides a concordance genus bound. Let s denote the maximum of the finitely many values of Υ ′ K (t). Then by [OSS14, Theorem 1.13], s ≤ g c (K).
Comparison of the invariants
We give a comparison of some of the invariants discussed above. We begin with ε and Υ(t). Proposition 9.4 of [OSS14] gives an example of a bifiltered chain complex C with Υ C (t) ≡ 0 but ε(C) = 0; see Figure 6 . In the opposite direction, there exist knots K for which ε(K) = 0 but Υ K (t) ≡ 0 [Hom16] . Figure 6 . The complex C from Proposition 9.4 of [OSS14] . It is unknown whether there is a knot K for which CF K ∞ (K) ≃ C.
The invariants τ, ν, ν − , V s , γ, ε, and Υ(t) are all determined by CF K ∞ . Furthermore, we have the following corollary of Proposition 3.11:
Corollary 5.1. If V 0 (K) = V 0 (−K) = 0, then τ, ν, ν − , V s , γ, ε, and Υ(t) all vanish, i.e., agree with their values on the unknot.
Proof. Proposition 3.11 implies that if V 0 (K) = V 0 (−K) = 0, then CF K ∞ (K) ≃ CF K ∞ (U ) ⊕ A for some acyclic complex A. The result now follows from the definitions of τ, ν, ν − , V s , γ, ε, and Υ(t). In addition to Corollary 5.1, recall that ε(K) = 0 implies τ (K) = 0, and Υ K (t) = 0 implies that τ (K) = 0. As can be seen in Table 1 , the reverse implications do not hold. We write T m,n;p,q to denote the (p, q)-cable of the (m, n)-torus knot, where p denotes the longitudinal winding. Table 1 . A comparison of some concordance invariants associated to CF K ∞ . The complex C is depicted in Figure 6 .
