One assumption of the matching approach to choice is that different independent variables control choice independently of each other. We tested this assumption for reinforcer rate and magnitude in an extensive parametric experiment. Five pigeons responded for food reinforcement on switching-key concurrent variable-interval variable-interval schedules. Across conditions, the ratios of reinforcer rates and of reinforcer magnitudes on the two alternatives were both manipulated. Control by each independent variable, as measured by generalized-matching sensitivity, changed significantly with the ratio of the other independent variable. Analyses taking the model-comparison approach, which weighs improvement in goodness-of-fit against increasing number of free parameters, were inconclusive. These analyses compared a model assuming constant sensitivity to magnitude across all reinforcer-rate ratios with two alternative models. One of those alternatives allowed sensitivity to magnitude to vary freely across reinforcer-rate ratios, and was less efficient than the common-sensitivity model for all pigeons, according to the Schwarz-Bayes information criterion. The second alternative model constrained sensitivity to magnitude to be equal for pairs of reinforcer-rate ratios that deviated from unity by proportionately equal amounts but in opposite directions. This model was more efficient than the common-magnitude-sensitivity model for 2 of the pigeons, but not for the other 3. An analysis of variance, carried out independently of the generalized-matching analysis, also showed a significant interaction between the effects of reinforcer rate and reinforcer magnitude on choice. On balance, these results suggest that the assumption of independence inherent in the matching approach cannot be maintained. Relative reinforcer rates and magnitudes do not control choice independently.
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Choice in concurrent variable-interval variable-interval (VI VI) schedules is controlled by the relative rates, magnitudes, delays, and qualities of reinforcers obtained from each alternative, and by the effort or force required to emit the operant response on each alternative (Baum & Rachlin, 1969; Davison & McCarthy, 1988; Killeen, 1972) . Baum and Rachlin suggested that the effects of all these independent variables on choice might be represented by a single multidimensional strict matching equation (Herrnstein, 1961) , later generalized by Killeen and now known as the concatenated generalized matching law:
In this equation, B measures responses emitted or time spent responding, X measures each independent variable (IV) in turn, and the subscripts 1 and 2 denote the two concurrent alternatives. a X is the sensitivity (Lobb & Davison, 1975) with which choice changes as each IV is changed, and log c measures inherent bias, or any constant residual preference for one or other alternative that remains when the effects of all IVs have been included. According to Equation 1, each IV exerts its effect on choice in the same way, via the log ratio of the values of the variable on the two alternatives, multiplied by a sensitivity parameter. If any IV is constant and equal on the two alternatives, it drops from the equation because its log ratio equals zero. Thus, for an experiment in which reinforcer rates on the alternatives are varied across conditions, but reinforcer magnitudes, delays, and so on are always equal on the two alternatives, Equation 1 reduces to the familiar generalized matching law (Baum, 1974) :
We thank the members of the Experimental Analysis of Behaviour Research Unit for their help in running this experiment, and Mick Sibley for looking after the pigeons. The experiment was carried out under Approval AEC/07/ 2002/R57 granted by the Animal Ethics Committee of The >University of Auckland. Reprints may be obtained from Douglas Elliffe or Michael Davison (e-mails: d.elliffe@ auckland.ac.nz and m.davison@auckland.ac.nz). doi: 10.1901/jeab.2008.90-169 JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2008, 90, 169-185 NUMBER 2 (SEPTEMBER) where a R is sensitivity to reinforcer rate. If any IV is constant, but unequal between the alternatives, it contributes a constant amount to bias, or the intercept of the fitted line, because its log ratio is constant and nonzero. For example, if reinforcer rates were varied across conditions, and the reinforcer magnitude on Alternative 1 was always twice that on Alternative 2, Equation 1 predicts that choice will be described by Equation 2 with an additional constant bias equal to log 2 multiplied by the sensitivity to reinforcer magnitude. Many experiments have examined Equation 2 as a description of behavior when reinforcer rates are varied, and the typical finding is slight undermatching (Lobb & Davison, 1975) or sensitivity values between 0.8 and 1.0 (see e.g., Baum, 1979 Baum, , 1983 Davison & McCarthy, 1988; Davison & Nevin, 1999; Taylor & Davison, 1983 for reviews.) In contrast, the other IVs listed above have received less attention.
For an experiment in which reinforcer magnitude is varied and all other IVs held constant and equal, Equation 1 reduces to:
where M measures reinforcer magnitude, and a M is sensitivity to magnitude. The general result of the small literature on varying reinforcer magnitude is strong undermatching, with typical values of a M around 0.5 (e.g., Davison & Baum, 2003; Keller & Gollub, 1977; Landon, Davison, & Elliffe, 2003; Schneider, 1973; Todorov, 1973; Todorov, Hanna, & Bittencourt de Sá, 1984) . That is, changes in reinforcer magnitudes have less effect on concurrent choice than do changes in reinforcer rates. Schneider (1973) varied both the reinforcer rates and reinforcer magnitudes (defined as number of food pellets per reinforcer) delivered by two concurrent alternatives, and carried out a multiple linear regression of the log ratios of responses, reinforcer rates, and reinforcer magnitudes on his complete data set across pigeons and experimental conditions. His analysis produced a mean sensitivity to rate (a R ) of 0.60 and a mean sensitivity to magnitude (a M ) of 0.34. Todorov (1973) , in a three-key procedure in which reinforcer magnitude was defined as duration of access to the food magazine, reported a mean a R of 0.90, and a mean a M of 0.27. Keller and Gollub's (1977) Experiment 1 produced, according to a reanalysis reported by Davison and McCarthy (1988) , group values of a R 5 0.62 and a M 5 0.50. In contrast, Keller and Gollub's Experiment 2 produced, again according to Davison and McCarthy's reanalysis, identical values of 1.06 for both sensitivities. Todorov et al. (1984) , in a procedure in which experimental conditions changed every 8-hr session, reported values of a R in the range 0.81 to 1.13, and of a M in the range 0.23 to 0.62. Landon et al. (2003) reported a mean a R across pigeons of 0.97 and a mean a M of 0.76, using a procedure in which reinforcer magnitude was defined as a number of short magazine presentations in rapid succession. Davison and Baum (2003) , in a procedure in which reinforcer-magnitude ratios changed several times within a session, found that a M increased to about 0.25 after nine reinforcers within a component arranging a constant magnitude ratio. In a similar procedure in which different components arranged different reinforcer-rate ratios, Davison and Baum (2000) found that a R increased to about 0.60 after six to eight reinforcers in a component. In general, the available data support the conclusion that Equations 2 and 3 adequately describe the effect of varying reinforcer rate and magnitude, and that sensitivity to magnitude is less than sensitivity to reinforcer rate. Davison and Hogsden (1984) reported a data set that could not be described by Equation 3. In their Part 5, they held one reinforcer magnitude constant at 3-s access to wheat, and varied the other from 1-s to 10-s access over five conditions. The relation between log response ratios and log magnitude ratios was clearly nonlinear, with choice becoming more extreme as the total reinforcer magnitude over both alternatives increased. That is, sensitivity to magnitude depended on total reinforcer magnitude, and their data could not sensibly be fitted by Equation 3 with a constant a M . Alsop and Elliffe (1988) and Elliffe and Alsop (1996) reported a similar challenge to Equation 2. In both experiments, a R changed as the overall reinforcer rate provided by the concurrent schedule changed (see also Fantino, Squires, Delbrü ck, & Peterson, 1972; Logue & Chavarro, 1987) . Williams and Fantino (1978) found that sensitivity to reinforcer delay increased with the average delay across the concurrent alternatives.
Such results challenge a strong assumption underlying Equation 1 and the matching approach to choice: Response ratios should be affected only by the ratios of independent variables, and not by their absolute values. McLean and Blampied (2001) called this the assumption of relativity (see also Prelec, 1984) . Equation 1 also makes a second assumption, that the effects of each IV must be independent of the values of all other IVs. McLean and Blampied called this the assumption of independence.
If supported by the data, the assumption of independence would greatly simplify the task of quantifying choice. For example, if we were to measure the effect of arranging unequal reinforcer rates with equal reinforcer magnitudes and, in separate conditions, the effect of arranging unequal magnitudes at equal rates, we could accurately predict choice in a condition in which both magnitudes and rates were unequal between the alternatives. However, the results of tests of the independence assumption have been equivocal.
The assumption of independence has two parts: Sensitivity to one IV should be independent of both the absolute and relative values of all other IVs. A little inelegantly, we will call these the assumptions of absolute and relative independence. Tests of absolute independence have appeared sporadically in the literature, and have produced inconclusive results. For example, Logue and Chavarro (1987) found that a R decreased when reinforcer magnitudes on both alternatives were increased, or when reinforcer delays on both alternatives were decreased, but Davison (1983) found constant a R across different reinforcer delays. Davison (1988) found that a M decreased when equal reinforcer rates on both alternatives were increased, but Davison and Baum (2003) found that the level to which a M increased towards the end of components in their withinsession procedure did not depend on the overall reinforcer rate. However, the above experiments have in general not been thorough parametric variations of two independent variables. Davison (1988) , for example, arranged only two different reinforcer magnitudes and inferred changes in sensitivity to magnitude from his finding that response ratios were less extreme when the reinforcer rate delivered at both alternatives was higher. This approach assumes a linear relationship between log response rates and log reinforcer magnitudes (Equation 3), rather than directly testing that relationship.
McLean and Blampied (2001) noted Davison's (1988) and Davison and Nevin's (1999) comment that the literature on interactions between independent variables is confused, and that future theoretical developments must await a more complete parametric investigation of possible interactions. They therefore collected a more extensive data set on the effect of varying relative reinforcer rate at different equal and unequal reinforcer magnitudes. In their Parts 1 and 2, they varied relative reinforcer rate over four levels with equal 1.5-s and 5-s reinforcer magnitudes and, using different pigeons, with equal 2-s and 6-s reinforcer magnitudes. There was no indication that a R was affected by absolute reinforcer magnitude in either part, thus supporting the assumption of absolute independence, contrary to Davison's (1988) conclusion.
McLean and Blampied (2001) also arranged unequal 2-s and 6-s reinforcer magnitudes and varied relative reinforcer rate over four levels. The resulting estimates of a R with unequal magnitudes were lower than those with equal 2-s reinforcers for all 4 pigeons, and lower than those with equal 6-s reinforcers for 3 of the 4 pigeons. This result suggests a violation of the assumption of relative independence, that sensitivity to one IV should be the same whether another IV is equal or unequal at the two alternatives. In their Part 3, McLean and Blampied tested this assumption more thoroughly, by varying relative reinforcer rate over five levels at three magnitude ratios, 2 s vs 6 s, 4 s vs 4 s, and 6 s vs 2 s. They found no indication that a R was affected by the magnitude ratio.
We know of only two other planned tests of the second part of the independence assumption in simple concurrent schedules. Hunter and Davison (1982) varied both reinforcer rate and the force required for a keypeck to count as an effective response in a concurrent VI VI schedule with pigeons as subjects. They found a R 5 0.88 and sensitivity to response force 5 20.71. (Sensitivity to response force is negative because small force requirements are preferred over large force requirements.) Sensi-tivity to reinforcer rate did not appear to depend on the response force ratio, and sensitivity to response force did not appear to depend on the reinforcer magnitude ratio. Leon and Gallistel (1998) reinforced rats' lever presses with pulses of electrical brain stimulation to the lateral hypothalamus. They varied both reinforcer rate and reinforcer magnitude, defined as the frequency of pulses during a constant-duration reinforcer, and found that the two independent variables combined multiplicatively to determine the ratio of lever presses. That is, their effects were independent. However, Leon and Gallistel's design held the reinforcer rate and/or magnitude constant on one lever while varying rate and/or magnitude on the other lever. Therefore, both relative and absolute reinforcer rates and magnitudes were manipulated simultaneously. Given the doubtful status of absolute independence, this makes Leon and Gallistel's results difficult to interpret as clear evidence for relative independence, and McLean and Blampied's (2001) suggestion that more data are needed remains valid.
More data are available if we extend the generalized-matching account to include behavior on concurrent-chain schedules as well as simple concurrent schedules. Berg and Grace (2004) summarized the literature on both types of schedule, and concluded that the success of the two parts of the independence assumption differed. They found that sensitivities to reinforcer rate, magnitude, and delay were in general not independent of the absolute level of either that variable or of another of the three variables, thus failing to support absolute independence. Hunter and Davison (1982) , however, did report absolute independence between reinforcer rates and response force requirements.
More to our purpose in this experiment, Berg and Grace (2004) reported that previous tests of relative independence were consistently successful. As well as the experiments described above, Grace (1995) , Grace, Bedell, and Nevin (2002) , and Rodriguez and Logue (1986) all found that sensitivity to reinforcer magnitude was independent of relative reinforcer delay, and Berg and Grace themselves found that sensitivity to reinforcer delay was independent of relative reinforcer rate.
The present experiment was designed to test the converse relative-independence assumption from that examined by McLean and Blampied (2001) : Is sensitivity to reinforcer magnitude independent of the reinforcer-rate ratio? We know of no experiment specifically designed to address this question 1 . In a factorial design, we arranged five different reinforcer-magnitude ratios at each of three reinforcer-rate ratios, allowing a thorough test of the adequacy of Equation 1. Since there is a degree of inconsistency between the results of McLean and Blampied's Parts 2 and 3, we also aimed to provide further data on the independence of sensitivity to reinforcer rate from the reinforcer-magnitude ratio. We arranged three to five different reinforcer-rate ratios at each of five different reinforcer-magnitude ratios.
METHOD

Subjects
The same 5 homing pigeons used by Elliffe (2002, 2003) served as subjects. They were numbered 131, 132, 134, 135, and 136, and were maintained at 85% 6 15 g of their ad lib weights by feeding of mixed grain at about 10:00 each day. Water and grit were freely available in the subjects' cages at all times.
Apparatus
Each pigeon lived in a cage 380 mm high by 380 mm wide by 380 mm deep. The back, left and right walls of each cage were constructed of sheet galvanized iron, and the top, floor, and front wall (door) were grids of galvanized iron bars. Each cage contained two wooden perches, about 35 mm in cross section, one mounted 95 mm from and parallel to the door, and the other 95 mm from and parallel to the right wall.
The right wall of each cage contained the response interface. Three translucent keys, 20 mm in diameter, were centered 100 mm apart and 200 mm above the perches. Only the left and right keys were used in this experiment. The left key could be lit yellow and operated as a switching key. The right (main) key could be lit red or green according to the VI schedule in operation. Pecks to lit keys of a force exceeding about 0.1 N counted as responses. A hopper containing wheat was located behind a 50-mm by 50-mm aperture centered 145 mm below the center key. During reinforcement, the key lights were extinguished and the hopper raised and illuminated. Each reinforcer consisted of a number (see Table 1 ) of 1.2-s hopper presentations separated by 0.5-s blackouts. An IBMH PC-compatible computer running MED-PC IVH software, located in a separate room, controlled all experimental events and recorded the time, to 10-ms resolution, at which each event occurred. No personnel entered the room containing the experimental cages while a session was running. The room lighting switched on at 00:00 and off at 16:30 each day.
Procedure
Experimental sessions were conducted daily, starting at 01:00 and were run in the order of the subject numbers. Sessions ended in blackout after 80 reinforcers had been delivered or 42 min had elapsed, whichever occurred first. There was no stability criterion, but each experimental condition was in effect for at least 50 sessions so that we could collect enough data for detailed analyses in the manner of Davison and Baum (2000) . We used the data from Sessions 16 to 50 of each condition in all analyses. Table 1 shows the sequence of conditions. We used a switching-key concurrent VI VI schedule (Findley, 1958) throughout. Sessions began with the left (switching) key lit yellow and the right (main) key lit either red or green with equal probability. A single peck to the switching key strictly alternated both the VI schedule and the stimulus on the main key. Reinforcers were arranged by a single constant-probability VI 30-s schedule by interrogating a probability gate set to p 5 .0333 every 1 s, and then allocated to either the red or green alternative probabilistically so as to produce the reinforcer-rate ratios and VI schedules shown in Table 1 . Thus, we used dependent scheduling (Stubbs & Pliskoff, 1969) . A 2-s changeover delay (Herrnstein, Table 1 Sequence of experimental conditions, showing the VI schedules (s) on the red and green alternatives, the red:green reinforcer-rate ratio, and the magnitudes of red and green reinforcers. Magnitudes are given as the number of 1.2-s magazine presentations making up a single reinforcer delivery on each alternative. 1961) prevented main-key responses from producing a reinforcer until 2 s had elapsed since the last switching-key response. We defined reinforcer magnitude in the same way as did Davison and Baum (2003) and Landon et al. (2003) . Each reinforcer delivery consisted of a specified number of 1.2-s hopper presentations separated by 0.5-s blackouts. The sum of reinforcer magnitudes on the red and green alternatives was always eight hopper presentations, or 9.6-s total access to wheat. This technique was designed to counteract Epstein's (1981) finding that the amount of food consumed from a magazine is not a constant proportion of the duration of access, and to ensure that the magazine's wheat receptacle would not be emptied even during a reinforcer of long duration (Epstein, 1985) . In different conditions, we arranged red/green reinforcer-magnitude ratios of 7:1, 6:2, 4:4, 2:6, and 1:7. The overall reinforcer rate made available by the concurrent VI VI schedule was always two reinforcers/min. Across conditions, we arranged red/green reinforcer ratios of 9:1, 3:1, 1:1, 1:3, and 1:9. We chose the conditions so as to provide an extensive set of combinations of both equal and unequal reinforcer rates and magnitudes on the red and green alternatives (Table 1) 
Condition
RESULTS
The Appendix shows the numbers of responses emitted, time spent responding, and reinforcers obtained on the red and green alternatives, and the number of switching-key responses, for each pigeon in each condition. To promote comparability of data between conditions with different numbers of sessions, these data are summed over Sessions 16 through 50 in each condition, even when more than 50 sessions were run in a condition. As a preliminary check on the consistency of data throughout these 35 sessions, we calculated log 10 red/green response ratios for Sessions 16 through 32 (i.e., for a typical condition duration in previous concurrentschedule research) and, separately, for Sessions 33 through 50 for each pigeon in each condition. This analysis is shown in Figure 1 . It is clear that log response ratios during these different parts of each condition were very highly correlated (Pearson's r 5 0.99). Choice may have become slightly more extreme as training in a condition continued (see also Todorov, Oliveira Castro, Hanna, Bittencourt de Sá, & Barreto, 1983) , but any effect is very small, and we are clearly justified in treating behavior throughout the 35 sessions used for analysis in each condition as homogenous. Figure 2 shows a generalized-matching analysis of the effects of reinforcer magnitude on preference at three different reinforcer-rate ratios. The figure plots log 10 red/green response ratios as a function of log 10 red/ green reinforcer-magnitude ratios, calculated as log ratios of the numbers of 1.2-s hopper presentations on the red and green alternatives. The data are plotted separately for conditions arranging red/green reinforcerrate ratios of 9:1 (Conditions 6 through 10, and 21), 1:1 (Conditions 1 through 5, and 11), and 1:9 (Conditions 12, and 17 through 20). Condition 9 and its replication, Condition 21, produced similar data. Lines fitted to the data at each reinforcer-rate ratio separately denote the best least-squares fit of Equation 3. Table 2 gives the parameters of (a M and log c) and percentage of variance accounted for (r 2 ) by these fits, and the means of these values across pigeons. Figure 2 and Table 2 show that choice was strongly biased towards the alternative delivering more frequent reinforcers, and showed little bias when the reinforcer-rate ratio was 1:1. Across pigeons, estimates of log c in Equation 3 were perfectly ordered with respect to the reinforcer-rate ratio (Friedman analysis of variance by ranks; x r 2 5 10.0, 2 df, p , .05). Equation 2 described choice very well when the reinforcer-rate ratio was 1:1 (mean r 2 5 97%, range 93% to 100%), but less well when the red and green alternatives delivered unequal reinforcer rates (mean r 2 5 86%, range 70% to 95%). A Friedman ANOVA confirmed that the quality of the fit of Equation 3 depended on the reinforcer-rate ratio, x r 2 5 7.6, 2 df, p , .05. The slopes of the fitted lines in Figure 2 show sensitivity to reinforcer magnitude (a M in Equation 3 ). Estimates of a M ranged from 0.47 to 0.86 with a mean of 0.63. Figure 3 shows these estimates as a function of the arranged reinforcer-rate ratio. Both Figures 2 and 3 show that sensitivity to reinforcer magnitude appears to be greater when the red and green alternatives delivered equal, rather than unequal, reinforcer rates. This conclusion was supported by a Friedman ANOVA, x r 2 5 8.4, 2 df, p , .05. Post hoc pairwise contrasts (Marascuilo & McSweeney, 1977) showed that the apparent difference between sensitivities to magnitude when the reinforcer-rate ratio was 9:1 versus 1:1 was significant at p , .05. Figure 4 shows a generalized-matching analysis of the effects of reinforcer-rate ratio at five different reinforcer-magnitude ratios. The figure plots log 10 red/green response ratios as a function of log 10 red/green reinforcerrate ratios, separately for sets of conditions arranging red/green reinforcer-magnitude ratios of 7:1 (Conditions 5, 6, and 12), 6:2 (Conditions 2, 8, 15, 16, and 18), 4:4 (Conditions 4, 10, and 20), 2:6 (Conditions 1, 9, 11, 13, 14, 19, and 21), and 1:7 (Conditions 3, 7 and 17). Conditions 11 and 21 provided good replications of Conditions 1 and 9 respectively.
The lines show the best least-squares fits of Equation 2 to the data at each magnitude ratio separately, and the parameters of and variance accounted for by each fit are shown in Table 2 . Equation 2 described the data extremely well at all magnitude ratios (mean r 2 5 99%, minimum 5 98%). Estimates of bias (log c in Equation 2) were perfectly ordered for all pigeons with respect to the reinforcer-magnitude ratio, Friedman x r 2 5 20.0, 4 df, p , .05.
The slopes of the fitted lines in Figure 4 show sensitivity to reinforcer rate (a R in Equation 2). Estimates of a R ranged from 0.76 to 1.25 with a mean of 1.00. Sensitivity to reinforcer rate was consistently greater than sensitivity to reinforcer magnitude (Mann- Whitney U, z 5 4.88, p , .05). Figure 5 plots a R as a function of the arranged reinforcermagnitude ratio, and shows that sensitivity to rate was not constant across magnitude ratios, Friedman x r 2 5 8.4, 4 df, p , .05. Post hoc tests revealed no significant pairwise contrasts, but it appears from Figures 4 and 5 that sensitivity to reinforcer rate generally decreased as the reinforcer magnitudes on the red and green alternatives became more unequal.
We carried out parallel generalized-matching analyses using log time-allocation ratios rather than log response ratios as the measure of choice. All conclusions were identical, although time-allocation sensitivities to both rate and magnitude were consistently higher than those for response-allocation measures (Elliffe & Alsop, 1996; Landon et al., 2003; Taylor & Davison, 1983) . In the interests of saving space, we have not presented the analyses of time allocation here. We also repeated the hypothesis tests using repeatedmeasures parametric ANOVAs. Again, all conclusions were identical to those of the nonparametric Friedman tests reported here. Figure 2 and Table 2 show that Equation 3 described the effect of varying reinforcermagnitude ratio less well when the reinforcer rates were unequal on the red and green alternatives than when they were equal. It appears from Figure 2 that there may be systematic deviations from the fitted lines with unequal reinforcer rates, with Equation 3
underpredicting the strength of preference when reinforcer magnitudes were unequal, and overpredicting the strength of preference with unequal magnitudes. To assess this possibility, we analyzed the residuals of the least-squares fits of Equation 3 to the data obtained at 9:1 and 1:9 reinforcer-rate ratios in Figure 2 . When the reinforcer-rate ratio was 1:9, the residuals were not significantly related to the reinforcer-magnitude ratio, Friedman x r 2 5 6.56, 4 df, p . .05. However, when the reinforcer-rate ratio was 9:1, the data did deviate systematically from the fitted line, Friedman x r 2 5 14.72, 4 df, p , .05, suggesting that Equations 1 and 3 may fail systematically to describe choice data when reinforcer magnitudes are unequal.
We conducted two further analyses, an ANOVA on log response ratios in each condition, and a model comparison using the Schwarz-Bayes information criterion. Values of the information criterion are meaningless in absolute terms-they can only be compared for different models of the same data set-and so there is little point in listing them, and the reason for the ANOVA will more naturally become apparent later, so we will defer consideration of these analyses until the Discussion.
DISCUSSION
One potential confound needs to be considered. Although our procedure has some precedent in this literature (Davison & Baum, 2003; Landon et al., 2003) perhaps our manipulation of reinforcer magnitude via the number of brief hopper presentations is better considered as a manipulation of reinforcer rate. If that were the case, an interaction between rate and magnitude might not be surprising. We think this possibility is very unlikely, however. The keys darkened during the 0.5-s intervals between 1.2-s hopper presentations and, while pecks to the dark keys during these periods could have been recorded by the experimental control software, they never occurred. That is, the reinforcement period cannot sensibly be seen as a period during which responses were reinforced at a very high rate. Informal observations during training suggested that the pigeons kept their heads in or very close to the magazine aperture throughout reinforcer delivery. Taken togeth- er, these points suggest strongly that the rapid series of brief hopper presentations did indeed function as a single reinforcer and that variations in the length of that series are, as we intended, better conceptualized as magnitude manipulations than rate manipulations.
Changes in Best-Fitting Estimates of Sensitivity
On the face of it, our data pose the first substantial challenge to the second, or relative, part of the independence assumption: Sensitivity to reinforcer magnitude (a M in Equation 3) did depend systematically on the reinforcer-magnitude ratio (Figures 2 & 3) , and sensitivity to reinforcer rate (a R in Equation 2) similarly depended on the reinforcer-magnitude ratio (Figures 4 & 5) . In both cases, sensitivity to one independent variable was greatest when the other independent variable was equal at the two alternatives.
Our finding that a R was not independent of relative reinforcer magnitude is contrary to that of McLean and Blampied (2001) . This may have been due to the more powerful design of the present study: We used more pigeons, more and a wider range (1:7 through 7:1 rather than 2:6 through 6:2) of magnitude ratios, and a wider range of rate ratios (1:9 through 9:1 rather than 1:4 through 3:1). Arguably, we therefore explored more of the parameter space than did McLean and Blampied.
As did Leon and Gallistel (1998), McLean and Blampied (2001) manipulated the reinforcer-rate ratio by holding rate on one alternative constant while varying the other. As discussed earlier, this design changes both relative and absolute reinforcer rates simultaneously. The lack of independence of sensitivity to rate from absolute rate is already established (Alsop & Elliffe, 1988; Elliffe & Alsop, 1996 ; see also Berg & Grace, 2004) . It may be that the design of the present study, which held absolute reinforcer rate constant, more effectively allowed a relation between a R and relative magnitude to become apparent, because the potential confounding variable of changes in absolute reinforcer rate was eliminated.
Although the independent variables concerned are different, our result is also inconsistent with those of Grace (1995) and Grace et al. (2002) , who reported that a M was independent of relative reinforcer delay on concurrent-chain schedules, and Berg and Grace (2004) , who reported similar independence of sensitivity to reinforcer delay from relative reinforcer rate. There are several possible explanations for this difference. First, it may simply be that the relative-independence assumption applies to some variables that control choice, but not to others. Control by reinforcer delay may indeed be independent of other variables, whereas control by reinforcer rates and magnitudes is not. Second, it may be that the assumption is valid for concurrentchain schedules, but not for simple concurrent schedules. Third, there is a potentially important difference in design between Grace's series of experiments and the present study.
In the experiments listed above, Grace and colleagues (Grace, 1995; Grace et al., 2002; Berg & Grace, 2004 ) arranged three-component multiple concurrent-chain schedules, in which one independent variable was varied across conditions, while the other was varied within sessions and signaled by the color of the keys during the initial links. That approach has the advantage of allowing a within-session measure of control by one independent variable, and so of comparing data collected under different levels of an independent variable at the same time. It also substantially shortens the time required to conduct an experiment. However, it has the disadvantage of requiring the assumption that stimulus control by the initial-link stimuli has fully developed, and remains constant, throughout the experiment. Krägeloh, Elliffe, and Davison (2006) showed that this was not true in an admittedly more complex procedure that arranged seven reinforcer ratios during each session, each signaled by a discriminative stimulus. Stimulus control was not complete at the beginning of each signaled component, but rather continued to develop with continued exposure to the reinforcer ratio. The extent of stimulus control at the beginning of a component depended on the simplicity or otherwise of the relation between the stimulus dimension and the set of reinforcer ratios that it signaled. It is possible that requiring control by one of the independent variables under investigation to depend on acquisition of control by the stimulus signaling that variable confuses the situation enough to obscure any interaction between control by that indepen-dent variable and another. Stimulus control requires both a stimulus and a reinforcer differential to develop-thus, if it does not develop, or is incomplete, it is impossible to know whether reinforcer control, stimulus control, or both are being measured. The situation is rendered even more complex when the reinforcer differential is both on the magnitude and delay dimensions.
A Model-Comparison Approach
To this point, we have emphasized the differences in the best-fitting estimates of sensitivity to one independent variable across changes in the ratio of another independent variable. These changes are apparent in Figures 2 and 4, and were confirmed by hypothesis tests. Clearly, this is one tenable way of testing the relative-independence assumption that underlies concatenated generalized matching. There are other possible approaches to that issue, however.
A natural question to ask is whether, despite the significant differences in sensitivity values, a model preserving the relative-independence assumption describes our data adequately. The simplicity of Equation 1 is appealing, and it could be argued that a move to a more complex description, in which sensitivity to an independent variable does not remain constant across changes in another independent variable, needs to be justified by a substantial improvement in the precision of the empirical description of the data. This argument is at the heart of the modelcomparison approach (e.g., Burnham & Anderson, 2002 ). The approach incorporates several possible techniques (e.g., Elliffe, 2006) , but its essence is a tradeoff between the goodness-of-fit of a model and the number of free parameters the model contains. Good models, according to this criterion, describe the data acceptably well with few parameters.
One way of assessing this tradeoff quantitatively is the Schwarz-Bayes information criterion (Schwarz, 1978) . We chose this criterion because it penalizes extra free parameters a little more strictly than does the Akaike criterion (Akaike, 1969 (Akaike, , 1974 . Assuming that errors of prediction are normally distributed, the criterion (SIC) is:
where N is the number of data, k is the number of parameters to be estimated, and RSS is the total error of prediction, measured as the residual sum of squares. A smaller value of SIC indicates the model to be preferred, because SIC decreases with decreasing RSS, and increases with increasing k. We calculated the Schwarz-Bayes criterion for the data shown in Figure 2 and for two models. One, the independent-slopes model, is exactly the analysis shown in Figure 2 and Table 2 . It allows different slopes, or values of a M , at each reinforcer-rate ratio, and represents a violation of the relative-independence assumption. The other, the common-slope model, constrained a M to be the same at all rate ratios. That is, it applied Equation 1 directly, and represents maintenance of the relative-independence assumption. For all 5 pigeons, SIC was slightly smaller for the common-slope model, indicating that the improvement in fit conferred by abandoning relative independence was not enough to justify the extra two free parameters (i.e., three values of a M for the three reinforcer-rate ratios). A similar analysis of the data in Figure 4 showed that, according to SIC, forcing a common a R at all reinforcer-magnitude ratios described the data more efficiently than allowing different values of a R at each magnitude ratio. This conclusion parallels that of, for example, Berg and Grace (2004) , who quantified the tradeoff between improved empirical description and extra free parameters in a different way. They tested the significance of the incremental variance accounted for by allowing independent sensitivities to reinforcer delay at each of three reinforcer-rate ratios, compared to forcing a common sensitivity to delay, and similarly concluded that the improvement in goodness-of-fit did not justify the extra two free parameters.
A model-comparison approach therefore suggests a different conclusion than did our initial report of systematic differences in the best-fitting estimates of sensitivity: The improvement in empirical description was not enough to justify a more complex model, and the simplifying assumption of relative independence can be maintained. However, we are unconvinced by this analysis for two reasons. First, our Schwarz-Bayes calculations were necessarily carried out on each pigeon's data independently. This means that the replication of an effect across subjects, which clearly influenced the results of our initial hypothesis tests, carried no weight in the model-comparison analysis. (There is, as yet, no well-known and simple method of combining information criteria across subjects.) Each subject's data were therefore required to pass the SchwarzBayes test independently, and this seems an unreasonably stringent test. The power of replication is lost entirely, and the chances of detecting a small, but reliable, across-subjects effect are greatly reduced. This criticism applies equally to Berg and Grace's (2004) use of incremental variance accounted for, which is similarly applied to each of their subjects independently.
Second, and more easily addressed, an analysis allowing three separate sensitivities to magnitude, one for each rate ratio, may be an unnecessarily extreme violation of the relativeindependence assumption. We arranged one set of conditions with equal reinforcer rates on each alternative (a 1:1 ratio), and two others with unequal but symmetrical reinforcer rates (1:9 and 9:1 ratios). A more sensible violation of the assumption might be that a M changes systematically as the rate ratio departs from 1:1, in either direction. There seems no reason why, for example, 1:9 and 9:1 rate ratios should produce different values of a M , since they are equivalent departures from equal reinforcer rates.
We therefore repeated the model-comparison analysis, but this time compared the common-slope model (i.e., Equation 1) with a two-slope model in which a M was constrained to be equal for both the 1:9 and 9:1 rate ratios, but was free to vary from this value at the 1:1 rate ratio. Values of SIC for the two models were very similar for all pigeons, with the twoslope model being slightly preferred (smaller SIC) for Pigeons 132 and 136, and the common-slope model performing better for the other 3 pigeons' data.
Adding a principled constraint-that control by reinforcer magnitude should not be differentially affected by departures from equal reinforcer rates of the same size but in opposite directions-greatly weakens the case for the relative-independence assumption provided by the model-comparison approach. On this basis, there are no clear grounds for preferring either the simple or the more complex model. Finally, we explored, independently of the generalized-matching analysis, whether the effects on choice of reinforcer rates and magnitude were independent or interacted. We conducted a repeated-measures ANOVA on the mean log response ratios in each condition, with reinforcer-magnitude ratio and (necessarily, for obvious reasons) arranged reinforcer-rate ratio as within-subjects factors. Unsurprisingly, the main effects of both magnitude, F(4, 16) 5 121, p ,, .001, and rate, F(2, 8) 5 323, p ,, .001, ratio were significant. Despite the relative lack of power of this nondirectional test, the interaction between magnitude and rate was also significant, F(8, 32) 5 6.78, p ,, .001.
Conclusions
We assessed independence of control of concurrent choice by reinforcer rate and magnitude ratios in three different ways. The best-fitting values of sensitivity to each independent variable changed systematically with the ratio of the other variable, suggesting that the relative-independence assumption does not hold. However, adding the constraint that each sensitivity value must remain constant had little effect on goodness-of-fit, and therefore on accuracy of prediction. As assessed by the more reasonable of the two applications of the Schwarz-Bayes criterion that we tried, there is no clear reason either to retain or to reject the relative-independence assumption. To help resolve this contradiction between the conclusions of the previous analyses, and despite sharing readers' likely misgivings about the value of omnibus ANOVAs, we did find a significant interaction between the effects of the two independent variables on choice when no model was fitted to the data.
The results of two different kinds of hypothesis test were consistent, while the results of the model-comparison approach were equivocal. On balance, therefore, we conclude that reinforcer rate and magnitude, at least when magnitude is manipulated in the manner we used, do not control choice independently. Two questions remain: First, why is this conclusion inconsistent with Berg and Grace's (2004) summary of the previous literature? We have suggested some procedural reasons that this may be so, and also point to the relative lack of power to detect violation of the independence assumption in some of the earlier research. We suggest that the present data set is unusually comprehensive, and therefore not lightly dismissed, despite its disagreement with previous results.
Second, does it matter? The answer to this question may be as much a matter of taste as anything, and reflect different perceptions of the purpose of our discipline. If the goal is one of behavioral engineering, in the sense of prediction and control of behavior, it may not matter. In terms of efficiency of prediction, there is little to choose between the commonsensitivity and independent-sensitivity models that we analyzed, so that retaining this simplifying assumption of relative independence is justified. Equation 1 will continue to predict choice well enough for all practical purposes, without introducing the complicating factor of interaction between sources of control. On the other hand, if our goal is to understand the mechanisms underlying choice, our view is that we must accept the complication. We see concatenated generalized matching less as a theory of behavior than as a very useful shorthand description. Models that implicate a mechanism, such as melioration, contingency discriminability, or fix-andsample, are often evaluated in part on their ability to predict a generalized-matching description of choice. Our results suggest that relative independence should not be taken as an outcome that these, more principled, theories should be expected to predict. Further, if we are correct, more extreme reinforcer-rate ratios and reinforcer-magnitude ratios will produce greater deviations from a singlesensitivity model, and thus may well begin to matter in the prediction and control of behavior.
Finally, findings of invariance, or independence, have great potential to advance science, and the search for invariance is perhaps our most important task (see Nevin, 1984) . With that importance comes the responsibility to ensure that claims of invariance are robust. Such claims are major theoretical statements, at least as much so as claims of effect, or significant difference. We should therefore impose on them the same burden of proof that we do on reports of differences. It is important that invariances should not simply be accepted by default when a hypothesis test fails to reach significance, especially in an experiment that lacks power. Rather, they must prove their existence as does any other strong theoretical position. It is our view that the claim of relative independence has not passed that test.
