Abstract. Let H be a Hopf algebra with bijective antipode over a field k and suppose that R#H is a bi-product. Then R is a bialgebra in the 
Introduction
In [10] the irreducible representations of a certain class of pointed Hopf algebras over a field k is parameterized by pairs of characters, or by characters. These Hopf algebras are two-cocycle twists H = (U ⊗A) Let H be a Hopf algebra over k with bijective antipode and suppose that R#H is a bi-product. Then R is a bialgebra in the category of Yetter-Drinfel'd modules . The two-cocycles in Corollary 9.1 were determined in [2] for finite-dimensional Nichols algebras with known relations by explicitly checking the relations. However, in [2] the more general case when U is not coradically graded, that is of the form B(W )#k [Λ] , was considered.
This paper is organized as follows. In Section 1 we deal with the somewhat extensive prerequisites for the paper. First we discuss notations for algebras, coalgebras, and their representations, and then review algebraic objects in the Yetter-Drinfel'd category H H YD of a Hopf algebra H with bijective antipode in detail for the reader's convenience. This discussion is important for Sections 2 and 3 where we describe algebra, coalgebra, and bialgebra constructions in the Yetter-Drinfel'd categories and Certain bilinear forms on objects in Yetter-Drinfel'd categories which play a role in our construction of our two-cocycle twist Hopf algebras are introduced and studied in Section 4. In Section 5 we consider morphisms of bi-products. The multiplicative opposite of a bi-product is characterized as a bi-product in Section 6 and the dual of a bi-product is characterized as a bi-product in Section 7.
We apply the main results of Sections 6 and 7 to describe certain twococycle twists on the tensor product (T #K)⊗(R#H) of bi-products in Section 8. Here K and H are Hopf algebras with bijective antipodes over k. We focus on the basic case when T = B(W ) and R = B(V ) are Nichols algebras on finite-dimensional Yetter-Drinfel'd modules.
In the last section we consider the our basic case when K = k [Λ] and H = k [Γ] are group algebras of abelian groups. Results here fit nicely into the discussion of [10] .
We denote the antipode of a Hopf algebra H over k by S. Any one of [1, 6, 7, 11] will serve as a Hopf algebra reference for this paper. Throughout k is a field and all vector spaces are over k. For vector spaces U and V we will drop the subscript k from End k (V ), Hom k (U, V ), and U ⊗ k V . We denote the identity map of V by I V . For a non-empty subset S of the dual space V * we let S ⊥ denote the subspace of V consisting of the common zeros of the functionals in S. For p ∈ U * and u ∈ U we denote the evaluation of p on u by p(u) or <p, u>.
Preliminaries
A good deal of prerequisite material is needed for this paper. We discuss general notation first then review specific topics in detail.
For a group G we let G denote the group of characters of G with values in k. H = k[G] denotes the group algebra of G over k which is Hopf algebra arising in most applications in this paper. For a Hopf algebra H over k we denote the group of grouplike elements of H by G(H) as usual.
Let (A, m, η) be an algebra over k, which we shall usually denote by A. Generally we represent algebraic objects defined on a vector space by their underlying vector space. Observe that (A, m This notation is very useful for computations in YetterDrinfel'd categories discussed below involving certain algebra constructions. We denote the category of left (respectively right) A-modules and module maps by A M (respectively M A ). If C is a category, by abuse of notation we will write C ∈ C to indicate that C is an object of C.
, and m ∈ M . Suppose B is an algebra also over k, let N be a left B-module, and suppose that ϕ : A −→ B is an algebra map. Then a linear map
There is a way of expressing the last equation in terms of A-module maps. Note that N is a left A-module by pullback along ϕ. Thus f is ϕ-linear if and only if f is a map of left A-modules.
Let (C, ∆, ) be a coalgebra over k, which we usually denote by C. At times it is convenient to denote the coproduct ∆ by ∆ C . Generally we use a variant on the Heyneman-Sweedler notation for the coproduct and write ∆(c) = c (1) ⊗c (2) to denote ∆(c) ∈ C⊗C for c ∈ C. Note that (C, ∆ (1) . Observe that our coproduct and comodule notations do not conflict.
We make an exception to our coproduct notation described above for coalgebras in Yetter-Drinfel'd categories, in which case we write ∆(c) = c (1) ⊗c (2) for c ∈ C. See Section 1.2. Suppose that M is a left C-comodule, D is a coalgebra over k, N is a left D-comodule, and ϕ : C −→ D is a coalgebra map. Then a linear map
There is a way of expressing the last equation in terms of D-comodule maps. Note that M is a left D-comodule by pushout along ϕ. Thus f is ϕ-colinear if and only if f is a map of left D-modules. We use the terminology ϕ-linear and colinear as shorthand for ϕ-linear and ϕ-colinear.
Bilinear forms play an important role in this paper. We will think of them in terms of linear forms β : U ⊗V −→ k and will often write β(u, v) for β (u⊗v) . Note that β determines linear maps β :
and that β is non-singular.
1.1. Two-Cocycle Twist Bialgebras. Let A be a bialgebra over k. A two-cocycle for A is a convolution invertible linear form σ : A⊗A −→ k which satisfies
for all x, y, z ∈ A. If σ is a two-cocycle for A then A σ is a bialgebra, where A σ = A as a coalgebra and multiplication m
for all x, y ∈ A. Let U and A be bialgebras over k and suppose that τ : U ⊗A −→ k is a linear form. Consider the axioms: (2) ) for all u, u ∈ U and a ∈ A; (A.4) τ (u, 1) = (u) for all u ∈ U . Axioms (A.1)-(A.4) are equivalent to
is a bialgebra map and they are also equivalent to
is a bialgebra map.
Suppose that (A.1)-(A.4) hold, τ is convolution invertible, and define a linear form σ : (U ⊗A)⊗(U ⊗A) −→ k by σ(u⊗a, u ⊗a ) = (a)τ (u , a) (a ) for all u, u ∈ U and a, a ∈ A. Then σ is a twococycle. We denote the two-cocycle twist bialgebra structure on the tensor product bialgebra U ⊗A by H = (U ⊗A)
for all u, u ∈ U and a, a ∈ A.
Suppose that (A. As noted in [10, Section 1], the quantum double provides an important example of a two-cocycle twist bialgebra. This example is described in [5] where two-cocycle twist bialgebras are defined and discussed.
Let U , U and A, A be algebras over k. Suppose further that τ : 
for all h ∈ H and m ∈ M , and whose morphisms (M, [3] . If H has an antipode S then (1.3) is equivalent to
for all h ∈ H and m ∈ M , in practice a very useful formulation of the compatibility condition (1.3).
The category H H YD has a monoidal structure, where k is given the left H-module structure h·1 k = (h) for all h ∈ H and left H-comodule structure determined by δ(1 k ) = 1 H ⊗1 k , and the tensor product of objects M, N ∈ H H YD is M ⊗N as a vector space with left H-module structure given by h·(m⊗n) = h (1) ·m⊗h (2) ·n and left H-comodule structure given by δ(m⊗n) ⊗c (2) for (2) ⊗c (1) (0) for all c ∈ C. We denote the object C with this coalgebra structure by
We write C⊗D for C⊗D with this coalgebra structure. By definition ∆(c⊗d) = (c (1) ⊗c (2) (−1) ·d (1) )⊗(c (2) (0) ⊗d (2) ) for all c ∈ C and d ∈ D. Observe that the object k with its usual k-coalgebra structure is a coalgebra in
H YD be an algebra and a coalgebra in the category. Then ∆ : R −→ R⊗R and : R −→ k are algebra maps if and only if m : R⊗R −→ R and η : k −→ R are coalgebra maps in which case we say that R with its algebra and coalgebra structure is a bialgebra in 
Proof: We need only show part b). By the universal mapping property of the bialgebra (T (A(1)), i) there is a bialgebra morphism (1)) is generated by A(1) as an algebra, F is an onto morphism of graded bialgebras. Let J = Ker F . Then J is a sub-object of T (A(1)) which is a graded bi-ideal of T (A(1)) satisfying J∩A(1) = (0). Using the universal mapping property again we see that the morphism f : We leave the reader with the exercise of verifying the following corollary to the theorem above. 
Associated Constructions in
for all c ∈ C. If C is also a coalgebra in
op is a bialgebra morphism. 
H o YD has the structure of an algebra in the category; as a k-algebra it is a subalgebra of the dual algebra C * . We show that C r is a subalgebra of C * and leave the remaining details of the proof that C r is an algebra in H (I⊗H + H⊗J) is an ideal of H which is cofinite since I and J are cofinite ideals of H. Since ∆ = ∆ C is a map of left H-modules it follows that ∆(h·c) = h (1) ·c (1) ⊗h (2) ·c (2) for all h ∈ H and c ∈ C. Thus )β(t , r (2) (0) ) for all t, t ∈ T and r ∈ R; (B.2) β(1, r) = (r) for all r ∈ R; (B.3) β(t, rr ) = β(t (2) , r)β(t (1) , r ) for all t ∈ T and r, r ∈ R; (B.4) β(t, 1) = (t) for all t ∈ T . We leave the reader with the exercise of establishing the equivalence of (B.1)-(B.4) with analogs of (1.1) and (1. Proof: We show that parts a) and b) are equivalent and leave the reader with the exercise of adapting our proof to establish the equivalence of parts a) and c). In the latter the roles of (C.1) and (C.2) are reversed.
Suppose that β (W ) ⊆ (V 
) and (C.2). Then: a) There is a form B(β) : B(W )⊗B(V ) −→ k determined by the properties that it satisfies (B.1)-(B.4) and B(β)| W ⊗V = β. Furthermore B(β) satisfies (C.1) and (C.2). b) Suppose that K and H are also Hopf algebras with bijective antipodes over k, τ : K⊗H −→ k satisfies (A.1)-(A.4), W ∈ K K

YD, W ∈ H H
YD, and τ and β : W ⊗V −→ k satisfy (C.1) and (C.2). If β•(f ⊗g) = β then B(β)•(B(f )⊗B(g)) = B(β).
Bi-Products Revisited
Let H be a Hopf algebra with antipode S and suppose R ∈ H H YD is a bialgebra in the category. The biproduct R#H of R and H is a bialgebra over k described as follows. As a vector space R#H = R⊗H and r#h stands for the tensor r⊗h. As a bialgebra R#H has the smash product and smash coproduct structures. Thus 1 R#H = 1 R #1 H , (r#h)(r #h ) = r(h (1) ·r )#h (2) h for all r, r ∈ R and h, h ∈ H, (2) ), and (r#h) = (r) (h) for all r ∈ R and h ∈ H.
The map j : H −→ R#H defined by j(h) = 1#h for h ∈ H is a bialgebra map and the map π : R#H −→ H defined by π(r) = r#1 for r ∈ R is an algebra map which satisfy π•j = I H . Starting with the bialgebras A = R#H, H and the maps j, π one can recover R = R#1 as a bialgebra in which as an endomorphism of A given by Π(a) = a (1) j(S(π(a (2) ))) for all a ∈ A. Observe that Π(r#h) = (r#1) (h) for all r ∈ R and h ∈ H. In particular R = Im Π. As a k-algebra R is merely a subalgebra of A. As a k-coalgebra (5.2) ∆ R (r) = Π(r (1) )⊗r (2) and R (r) = (r) for all r ∈ R. As an object of H H YD the left H-module action on R is given by
for all h ∈ H and r ∈ R and as a left H-comodule action is given by (5.4) δ(r) = π(r (1) )⊗r (2) for all r ∈ R. We are in now in a position to look at biproducts in more abstract terms. Let A be a bialgebra over k and suppose that j : H −→ A, π : A −→ H are bialgebra maps which satisfy π•j = I H . Let Π : A −→ A be defined by (5.1) and set R = Im Π. The mapping Π has many important properties which are basic for what follows and which we use without particular reference in Section 8; see [9] for example. First of all Π•Π = Π and π•Π = η H • A . Since ∆(Π(a)) = a (1) (j•S•π)(a (3) )⊗Π(a (2) ) for all a ∈ A it now follows that ∆(R) ⊆ R⊗A and
The last equation is definition. In particular R is a subalgebra of A. Since ∆(R) ⊆ A⊗R then map ∆ R : A −→ A⊗A defined by (5.2) satisfies ∆ R (R) ⊆ R⊗R. Using the fact that Π(aj(h)) = Π(a) (h) for all a ∈ A and h ∈ H it follows by direct calculation that (R, ∆ R , | R ) is a k-coalgebra.
Note that (A, · j , δ π ) ∈ H H YD, where h· j a = j(h (1) )aj(S(h (2) )) for all h ∈ H and a ∈ A and δ π (a) = π(a (1) )⊗a (2) for all a ∈ A. Since ∆(R) ⊆ A⊗R it follows that R is a left H-subcomodule of (A, δ π ). Since h· j Π(a) = Π(j(h)a) for all h ∈ H and a ∈ A we see that R is a left H-submodule of (A, · j ). Therefore R is a subobject of (A, · j , δ π ) and the actions are those described in (5.3) and (5.4). In fact R with these structures is a bialgebra in H H YD and the map R#H −→ A determined by r#h → rj(h) is an isomorphism of k-bialgebras which we call the canonical isomorphism. We refer to R with these structures as the bialgebra in We recall that h·r = j(h (1) )rj(S(h (2) )) for all h ∈ H and r ∈ R by (5.3), and δ(r) = π(r (1) )⊗r (2) for all r ∈ R by (5.4).
As •π)(a (2) ))a (1) for all a = a op ∈ A op . Now Π(R) ⊆ A⊗R and Π acts as the identity on R, which thus hold for Π op as well. Since Π(j(h)a) = h· j Π(a) for all h ∈ H and a ∈ A, the calculation
(−1) )·r
for all r ∈ R shows that ∆ = ∆
op
. We have shown that the bialgebra in •g is an isomorphism of bialgebras. (2) for all r ∈ R and h ∈ H.
(R#H)
o as a Bi-Product As in the preceding section, H is a Hopf algebra with bijective antipode S, A is a bialgebra over k, and j : H −→ A, π : A −→ H are bialgebra maps which satisfy π•j = I H . Again we will use the results of Section 5 rather freely and in most cases without particular reference. We observed in Section 1.2 that the dual of a bi-product is a bi-product.
As noted in Section 5 the maps π (2) ) and
for all h ∈ H and r ∈ R. Since S is onto and J is a left H-subcomodule of R it follows from the commutations relations that 
We evaluate both sides of this equation at r ∈ R. Since r (1) ⊗π(r (2) ) = r⊗1 we have π(r (1) )⊗r (2) ⊗π(r (3) ) = π(r (1) )⊗r (2) ⊗1 from which π(r (1) (2) . Using the first commutation relation above we calculate
for all h ∈ H and r ∈ R. We have shown that R = R o as an object in
Next we consider the product in R . Let r
shows that the product r 
Thus for r, r ∈ R we compute
since Π acts as the identity on R. Thus the coproduct for R = R o is that of the dual coalgebra arising from the subalgebra R of A. Therefore the bialgebra R in the category 
On the other hand In the subsequent section we will investigate the special case when K and H are group algebras of abelian groups. These are fundamental, interesting in their own right, and arise in representations theory of pointed Hopf algebras [3, 10] . (h (1) )·r)τ (k, h (2) ) for all t ∈ T , k ∈ K, r ∈ R, and h ∈ H. Then: a) (β#τ ) is the composite Apropos of the theorem, requiring that β#τ be left or right nonsingular seems to be a rather stringent condition. We will find it very natural, and desirable, for β to be non-singular in connection with representation theory. See Section 9.
We shall call a tuple (K, H, τ, T, R, β) which satisfies the hypothesis of the preceding theorem 2-cocycle twist datum. In applications morphisms of algebras of the type ((T #K)⊗(R#H)) The preceding corollary can be used in our study of a class of irreducible representations of an extensive class of examples of two-cocycle twists in [10] . We will be able to replace the domain of F by its image and thus assume that β is non-singular. The non-singularity of β has very interesting consequences.
The Case when K and H are Group Algebras of Abelian Groups
Here we specialize the results of Section 8.2 to a very typical case. Let Γ be an abelian group. We set The following corollaries will play a useful role in [10] . 
