Feature selection is one of the most important issues in the fields such as data mining, pattern recognition and machine learning. In this study, a new feature selection approach that combines the Fisher criterion and principal feature analysis (PFA) is proposed in order to identify the important (relevant and irredundant) feature subset. The Fisher criterion is used to remove features that are noisy or irrelevant, and then PFA is used to choose a subset of principal features. The proposed approach was evaluated in pattern classification on five publicly available datasets. The experimental results show that the proposed approach can largely reduce the feature dimensionality with little loss of classification accuracy.
Introduction
Feature selection is a process of choosing a subset of preliminary features by removing irrelevant and redundant features. It is an important step in designing classification systems, and has attracted intensive attention in several fields, such as data mining, pattern recognition and machine learning, where irrelevant and redundant features are commonly encountered.
In last decades, many methods have been proposed for feature selection. John et al. [1] group them into two categories: filters and wrappers. Filters [2] [3] [4] select the best subset of features using some predefined evaluation criteria that are independent of the learning algorithm, so, they are also called classifier-independent methods. On the other hand, wrappers are classifier-specific [5] in that they utilize the learning algorithm as the evaluation function and search for the best subset of features that optimizes the generalization performance. The wrapper methods may perform better, but involve huge computation. So, it is difficult for them to deal with high-dimension datasets.
Feature selection methods can also be grouped into supervised ones and unsupervised ones depending on whether class labels are considered or not. Supervised methods aim to choose the features that have the most discriminant information, measured by, e.g. mutual information [2] , Fisher criterion [6] and Relief [7] . As a result, they remove noisy/irrelevant features which have little discriminant information. Unsupervised methods usually measure the similarity or correlation between features so as to remove the redundant ones [8] . Various similarity measures, like correlation coefficient and linear dependence, have been used. Recently, the combination of supervised and unsupervised feature selection [4] [9] by considering relevance and redundancy simultaneously has been reported. The measures of relevance and redundancy are mostly based on mutual information, which is difficult to calculate for continuous data except that special forms of probability density are assumed.
In this paper, we propose a new feature selection approach that combines the Fisher criterion and the principal feature analysis (PFA) technique [10] . PFA is an unsupervised technique that efficiently selects uncorrelated features, but does not consider the discriminant information of features. Using the Fisher criterion as a pre-selector to remove irrelevant features, PFA can then select a compact subset of relevant and uncorrelated features, which lead to high classification performance. We demonstrate the effectiveness of the composite approach in experiments on five publicly available datasets. The results show that our approach can largely reduce the feature dimensionality with little loss of classification accuracy.
The rest of this article is organized as follows: Section 2 describes the Fisher criterion for pre-selection; Section 3 describes the PFA technique for removing redundant features. Section 4 gives the flow of our composite algorithm of feature selection. Section 5 presents our experimental results, and Section 6 gives concluding remarks.
Fisher Criterion for Pre-Selection
Consider the classification of classes. Given training samples (vectors) for each class , . The a priori probability of class is estimated by
. The class means 
The within-class scatter matrix and between-class scatter matrix are estimated by 
and 1ˆˆˆ( )(
respectively. The Class Separability of a feature set can then be measured by
This measure serves a good criterion for feature subset selection, and has shown superior performance in many practical problems. However, its calculation for a large number of features is computationally expensive. Instead, the Fisher criterion for one single feature has been prevalently used to select discriminant features. For the kth feature, it is calculated by
where and are the kth diagonal element of and , respectively, and can also be calculated from the data of single feature.
For feature pre-selection, we calculate the Fisher criterion of each feature, order the features in decreasing order of criterion values, and simply select the features of maximum values, while the features with very small Fisher values are abandoned. Though the single-feature Fisher criterion does not consider the joint seperability of multiple features, it is able to retain all discriminant features by only removing irrelevant/noisy features, for which the Fisher criterion is nearly zero.
Principal Feature Analysis (PFA)
PFA [10] is a feature grouping (and consequently choosing a feature from each group) technique based on the popular principal component analysis (PCA) [11] technique. PCA is an unsupervised approach to project the original feature space onto a low-dimensional subspace, but obtains a set of transformed features rather than a subset of the original features. How to use the transformation matrix of PCA to select features has been reported in [10] [12].
Principal Component Analysis (PCA)
PCA projects d-dimensional vectors onto a subspace of lower dimensionality in the way that the square error of vector reconstruction is minimized [11] . To do this, the covariance matrix is estimated on the training vectors, its eigenvectors and eigenvalues are calculated, and sorted in decreasing order of eigenvalues. Then, the k eigenvectors corresponding to the largest eigenvalues are used as the basis vectors of the subspace. A d-dimensional vector x is projected to k-dimensional subspace vector y by
Where µ is the mean of training vectors, and is a matrix composed by the principal eigenvectors as columns.
Principal Feature Analysis (PFA)
PFA exploits the structure of principal components to choose principal features, which retain most of the information both in the sense of maximum variability in low-dimensional subspace and in the sense of minimizing the reconstruction error [10] [13] .
Let be an n-dimensional feature vector, X ∑ is the covariance matrix of . Let be the orthonormal matrix composed of the eigenvectors of :
where , with 1 2 [ , , , ]
Let
be the matrix composed of the first q columns of and be the rows of .
To find the representative feature subset, we use the row vectors i v to cluster the features that are highly correlated and then choose one feature from each cluster.
The algorithm of PFA can be summarized in five steps: 1) Compute the sample covariance matrix.
2) Compute the principal components and eigenvalues of the covariance.
3) Choose the subspace dimension q and construct the matrix from . This can be chosen according to the desired variability of the data to be retained. The retained variability is the ratio between the sum of the first q eigenvalues and the sum of all eigenvalues. This ratio is empirically set to 90% in our experiments. The key idea of PFA is that features which are highly correlated have similar absolute value of weight vectors [10] .
i v Like PCA, PFA is an unsupervised learning method, so, it is not sensitive to noise and irrelevant features. Unlike the PCA technique that generates transformed features (principal components), PFA selects a subset of preliminary features (principal features).
Composition of Fisher Criterion and PFA
The Fisher criterion is a supervised criterion. It can be used to remove the features which are noisy or irrelevant, but does not consider the redundancy of features. For example, if two feature vectors are entirely same and both have high Fisher values, they will be both selected with high redundancy. On the other hand, the method of principal feature analysis (PFA) is unsupervised. It explores the correlation between features and removes redundant ones, but cannot distinguish noisy features from relevant ones.
For removing both irrelevant and redundant features, we thus combine the Fisher criterion and PFA. The single-feature Fisher criterion is used as the pre-selection criterion to select the best m individual discriminant features. Then PFA is used to cluster the m pre-selected features into p groups, and one feature from each group forms a subset of principal features.
In pre-selection by Fisher criterion, how to decide the number of retained features is an issue. In our experiments we accumulate the Fisher values in decreasing order until the sum of values exceeds a pre-specified percentage of total values.
The composite feature selection algorithm is summarized in four steps as follows. Pre-selection 1) Calculate the Fisher criterion value for each feature in the preliminary set. (n>m). For the joint Fisher criterion on a feature set, the computation involves matrix decomposition and the complexity is . Using a sub-optimal sequential forward search algorithm for selection, the total complexity of joint Fisher criterion is (p is the number of selected features). Overall, our composite algorithm has a complexity comparable to PCA, and much lower than joint Fisher criterion .
Experiments
To demonstrate the effectiveness of the proposed feature selection approach, we conducted experiments of pattern classification on five publicly available datasets. Table 1 gives a summary of the datasets used in our experiments. All the datasets except for USPS and Leukemia were obtained from the UCI Repository [14] . The USPS dataset contains handwritten digit images, which is available from [15] . The Leukemia dataset is a gene dataset which is available form [16] .
Datasets
For Multi-feat. dataset, we evaluate classification performance by 5-fold cross-validation. The other datasets are divided into standard training and test subsets. On each partition of a dataset, feature selection and classifier design are performed on the training subset, and classification accuracy is evaluated on the test/validation subset. In cross validation, the accuracy is averaged over 5 partitions.
The features in Multi-feat. dataset have significantly variable scales. We normalized the data such that each feature has zero mean and standard deviation 1. The other four datasets remain un-normalized.
In classification, we use two types of classifiers: nearest neighbor (1-NN) classifier and support vector machine (SVM) classifier with 4-th order polynomial kernel. The SVM classifier combines one-vs-all binary classifiers for multi-class classification.
For comparison with the accuracies after feature selection, the baseline accuracies on the preliminary feature set (containing all features) are given in Table 1 .
Experimental results
In feature selection using the proposed composite approach, the number of pre-selected features is determined by accumulated Fisher values until 99% of total values. For Leukemia datasets with many preliminary features, the number of pre-selected features is set to 300.The number of features selected by PFA is set to be about half of the number of pre-selected features. Table 2 provides the experimental results of pre-selection by Fisher criterion and final selection by principal feature analysis (PFA). For Multi-feat., since we select and evaluate features using 5-fold cross-validation, the number of features after pre-selection varies with training subset. We hence give for them the standard deviation of the number pre-selected features as well as the average number.
It is shown in Table 2 that after pre-selection, a few features with small values of Fisher criterion are deleted, and the accuracy is not decreased (compared to the baseline accuracies) considerably. For some datasets (Isolet, Leukemia), the accuracies even increase after pre-selection of features. That is because there are some noisy/irrelevant features that contain little discriminant information in the preliminary feature space. The removal of them thus improves the generalization performance. Comparing the classification accuracies of feature selection by PFA with those by pre-selection (Table 2) , we can see that the number of features is reduced remarkably with the accuracy decreased only slightly. This indicates that these datasets have many redundant features, which can be effectively removed by PFA.
On the other hand, for proving that PFA can remove the redundant features, we design another experiment. First, we select the best 2d dimension feature by using Fisher criterion, and then we use PFA to reduce the dimension to d dimension. We compare this classification accuracy with selecting the best d dimension feature by using Fisher criterion. Figure 1-5 show the experimental results on the five datasets.
Conclusion
In this paper we proposed a composition method for feature selection. The method is combining Fisher criterion and principal feature analysis (PFA). Because PFA is an unsupervised method, we use Fisher criterion to delete the features that contain less discriminating information. The PFA chooses the principal features, which contain most of the information. The proposed method is applied to some datasets, the results shows that the composition of Fisher criterion and PFA is an available method for feature selection.
