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Comparisons are made between various finite difference algorithms used 
for the numerical solution of two-dimensional viscous flow. Central 
difference algorithms recently developed by the authors are compared 
with the well established upwind difference algorithms. Some analytical 
solutions to the Navier-Stokes eqvations have been produced in order 
for meaningful comparisons to be made. On the basis of the results, the 
new central difference algorithms are recommended as being more accurate 
whilst requiring little additional computational effort. There is an upper 
limit on the grid Reynolds number for which these new methods will 
converge, but this will usually be when the flow would in practice be 
turbulent. 
Governing eqnations 
The equations governing viscous laminar steady-state 
incompressible flow are the Navier-Stokes and continuity 
equations. For two-dimensional flow when using rectangular 
Cartesian coordinates, we may introduce the stream func- 
tion, q, and the scalar vorticity, t, to obtain in dimension- 
less terms: 
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Figure 7 Computational molecule for a typical interior node 
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where R is the Reynold’s number and -(a$/ay) and 
a$/ax are respectively the x and y components of velocity. 
Equation (1) is referred to as the stream function equation 
and equation (2) as the vorticity equation. The terms 
independent of R in (2) are known as the diffusion terms 
and the remaining terms as the convection terms. 
Finite difference schemes 
The usual central difference (second-order) representation 
of (1) relative to the portion of a uniform mesh system 
given in Figure I is: 
The discretization of equation (2) is made more difficult 
by the presence of the convection terms. The general form 
is: 
K,Ee+KwL+LL, +K,&Ko<o = 0 (4) 
The form of the K’s depends on the discretization tech- 
nique utilized. 
We mention here five of the best known schemes and 
give the corresponding form of K in Table 1. 
(i) The central difference scheme (CD), obtained by repre- 
senting the terms of (2) by the ‘obvious’ central difference 
approximations. 
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Table 1 Finite difference schemes for the vorticity equation in the two-dimensional rectangular Cartesian coordinate case. In each case the scheme is of 
the form K,E,, + KS& + Ke& + K,,&, - K~&=0whereKg=K,+K,+K,+K,, 
cu=%+-iL,), P=&(h-is). r=4~(+.,-tin,). a-&ii,,-iL,W). e=&#-Gse)* 
4hk 7 = %ti,, 4hk 
- Jis,) 
Scheme K” K, K.9 K&V 
CD 
k’ (y 
UDI L+P+IsI 
h2 
UDII u+71 IBfTl ----+f 
h’ 2 2 
SPA 
LE 01 coth &‘a) - 1 (Y coth (k’a) + 1 fl coth (h’fl) + 1 fi coth (h’fl) - 1 
(ii) The first upwind difference scheme (UDI), in which 
the terms a.$/ax and a@y are approximated to first-order 
accuracy. (See Greenspan.‘) 
(iii) The second upwind difference scheme (UDII) in which 
the convection terms are rewritten in the form: 
R a$% 
Z ( 
---- 
\au ax 
y$t$(gt) -;(;f)) 
and derivatives containing E are approximated in the 
upwind manner. (See Gosman.2) 
(iv) Spalding’s method (SM) which uses a mixture of 
central and upwind differences. (See Spalding.3) 
(v) The locally exact method (LE) which is similar to the 
SM method but with a more gradual transition from 
central to upwind formulation. (See Chein.4) 
Assuming an g distribution is specified at nodal positions, 
the system of equations derived from (3) may be written 
as: 
A\k=b 
where the matrix A and vector b are known and Ik is the 
vector of unknown \k values. Similarly, assuming a * distri- 
bution is known, the system of equations derived from (4) 
may be written in the form: 
B.g=c 
where B and c, which arises from the boundary conditions, 
are known. ,$ is the vector of unknown [ values. The 
matrix A is unconditionally diagonally dominant as indeed 
is the matrix B for the UDI, UDII, SM and LE schemes. 
For the CD scheme, however, matrix B is diagonally 
dominant if and only if: 
I 
<2 (5) 
over the whole flow domain. The quantity on the left of 
(5) will be referred to as the maximum grid Reynolds 
number (MGRN). Satisfaction of condition (5) either: 
(i), restricts Reynolds numbers to extremely low values; or 
(ii), demands an excessively fine mesh system. 
The UDI scheme is only a first-order approximation to 
equation (4), but is in fact a second-order approximation 
a* a.g a\k a.g 
+R ---_- ~0 
ay ax ax ay > 
Comparing this with equation (4), we see that the following 
extra terms are present: 
These terms are frequently referred to as false diffusion 
terms and for high Reynolds number may be larger than the 
true diffusion terms. Similar, but rather more complicated, 
extra terms are introduced by the UDII scheme when 
viewed as a second-order approximation. 
If the MGRN does not exceed 2, the SM scheme is iden- 
tical with the CD scheme. For high MGRN, it is an upwind 
scheme in which diffusion terms are ignored and convection 
terms are represented as in the UDI scheme. The LE and 
SM schemes are virtually identical for high MGRN. 
Since the UDI, UDII, SM and LE schemes are all either 
totally or partially upwind schemes, they will all suffer 
from false diffusion for sufficiently high MGRN. It seems 
likely that results produced by these methods will be less 
accurate than the solution to the central difference equa- 
tions. Spalding,3 however, has cast some doubts on this 
assumption. He considers an ordinary differential equation 
of the type: 
d2y -__K%o 
dx’ dx 
where K is a positive constant. He then demonstrates that 
if the diagonal dominance condition is broken, the central 
difference solution displays oscillatory characteristics which 
are quite unrealistic. Upwind results, however, model the 
analytical solution quite well. It is tempting to conjecture 
that the same may be true in the case of the partial differ- 
ential equations. 
Techniques for producing solutions to the central 
difference equations where the MGRN condition has been 
severely broken have been published elsewhere.5-s 
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However, these authors have not reported any oscillatory 
tendencies in their results. Other authors, e.g. Chein4 on 
the other hand, dismiss central difference schemes as being 
unsuitable for high MGRN and imply that the solution to 
such schemes would display physically unrealistic oscillatory 
tendencies. Clearly, a controversy exists that can be resolved 
only by careful comparison of numerical results. To judge 
the relative accuracy of the methods, it is appropriate to 
apply each to situations for which the distributions can be 
determined analytically. Runcha19 has performed such an 
investigation. He uses two known analytical solutions to a 
two-dimensional steady state incompressible flow energy 
equation. The authors, however, find this comparison 
inadequate for the following reasons: 
(i) Known techniques for obtaining solutions to the central 
difference schemes for cases where the MGRN is well in 
excess of 2 were not used. 
(ii) In both examples, the convection and diffusion terms 
are separately zero giving the SM method, in which the 
diffusion terms are ignored at some nodes, an unfair 
advantage. 
(iii) The stream function values are assumed predetermined 
and so instead of solving numerically coupled partial 
differential equations, a single partial differential equation 
is solved. 
Methods for solving the finite difference equations 
By far the most popular method of solving the coupled 
systems of equations is the S.O.R. technique. It is well 
known that diagonally dominance of the coefficient matrix 
of a system of linear equations is a sufficient condition 
for convergence. If the diagonal dominance condition is 
greatly exceeded, on the other hand, convergence is most 
unlikely. 
For the UDI, UDII, SM and IX schemes a two-part 
iteration cycle consisting of alternate single S.O.R. sweeps 
of the stream function equations and vorticity equations 
can be used. If the stream function relaxation parameter is 
slightly greater than unity and the vorticity relaxation 
parameter slightly less than unity, then convergence can 
usually be obtained. However, when this technique is 
applied to the CD scheme, convergence cannot be attained 
for MGRNs much above 2. Severe reduction of the relaxa- 
tion parameters helps a little, but convergence is still 
limited to MGRNs of up to about 6. Central difference 
results may, however, be obtained for higher MGRNs by 
the following modified S.O.R. technique: 
(6) 
where the C’s are CD scheme coefficients and w is the 
relaxation parameter. The basic concept is to use the 
superior convergence properties of the upwind method 
whilst retaining higher-order accuracy by correcting so as 
to satisfy the central difference equations. The implementa- 
tion in the solution algorithm is to perform single S.O.R. 
sweeps of the stream function equation in alternation with 
single modified S.O.R. sweeps of the vorticity equation 
using (6). The form of the U’s in equation (6) may be 
chosen in a variety of ways, but just three possibilities will 
be considered here. 
Table 2 
Time per iteration in 
Algorithm 
seconds for 20 x 20 mesh 
using 66700 computer 
CDC+ 0.14 
CDU 0.15 
UDI 0.14 
UDII 0.17 
SM 0.14 
LE 0.27 
(i) When the U’s are UDI coefficients, the method becomes 
a compressed version of the Dennis and Changs method 
described by the present authors.‘O The resultant method 
will be referred to as the CDU algorithm. 
(ii) For U’s as in the SM scheme the method will be called 
the CDS algorithm. In this case, for MGRN not exceeding 2, 
the method is identical with standard S.O.R. for the CD 
scheme. 
(iii) ForU,=C,,U,=C,,U,=C,,U,=C,and 
U, = C+ = ( U,( + (&,I + 1 U,I + I UJ. In this case the 
method will be referred to as the CDC+ algorithm. 
With these three algorithms, it is apparent that the 
effective relaxation parameter w’is: 
COW a’= - 
UO 
Since in all cases 0 < CO/U0 < 1 the relaxation parameter 
is reduced at each node point by a factor dependent on the 
two velocity components at that node. 
In the case of upwind vorticity schemes, algorithms will 
be given the same code as is used for the vorticity schemes. 
Thus a UDI algorithm is one in which the UDI vorticity 
scheme is used. 
The criterion to be satisfied for termination of the 
iteration scheme, for results discussed in this paper, was: 
with a similar requirement for the 6 values. e was typically 
10-5. 
The error distributions were calculated for both the stream 
function and vorticity values. Since the values for the latter 
were generally larger, the mean modulus vorticity error 
(MMVE) was used as the final measure of accuracy. This 
is defined as: 
h I$ I&j -Xxi, Uj)l 
iJ 
where $ii is a numerical determined vorticity value, ~(Xi, yi) 
the corresponding analytical value, and summation is over 
the N internal node points. 
Values of 1.2 and 0.9 for the stream function and 
vorticity relaxation parameters, respectively, were found 
to be generally effective and these will be referred to as the 
standard relaxation parameters. 
Derivation of analytical test examples 
The analytical solutions to the Navier-Stokes equations 
presented here are not solutions to practical flow situations, 
but rather pairs of functions which happen to satisfy the 
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partial differential equations. The type of technique used 
to derive these solutions is characterized by the following 
example. 
In two-dimensional polar (r, 0) coordinates the Navier- 
Stokes equations become: 
a*\Ir i a** i a\k 
$+r”z+;;=t 
and: 
a*$ i a*g i at R a* at; -+_-.-+_--+- ----- 
a9 r ae* r ar t 
a\kag =(j 
r aear ar ae 1 
On substituting [ = .$(r) and * = f(r) +A0 wheref(r) is 
some function of r and A is a constant we obtain the 
following pair of ordinary differential equations: 
d*f 1 df 
z+;;=E 
d*‘$ dt RA dt 
dr* dr -+-+IG=” 
A solution to these equations when A = -2/R is: 
Q=r4 -20 
16 R 
Converting to Cartesian coordinates we have: 
9 = ; (9 +yq* _ + tan-1 0 Y X 
g=x* +y* 
and these functions satisfy equations (1) and (2). 
When solutions are derived in this way, it can be incon- 
venient to obtain the appropriate Neumann boundary 
conditions that abound in practical flow problems. The 
boundary conditions used here are of the Dirichlet type 
so that vorticity values at boundary node points are 
regarded as being known in advance. For this reason, 
comparisons of accuracy are restricted to the finite differ- 
ence schemes used for the interior of the region. The 
effects of the various difference schemes for derivative 
vorticity boundary conditions are therefore not present. 
Numerical results 
Results for rectangular regions with square meshes of 
21 x 21 node points will be discussed here. Extensive tests 
have been made with meshes having rectangular cells of 
various aspect ratios. The character of the results, however, 
was no different for these cases. The results are displayed 
in graphical form in Figures 2 to 6. Most observations to 
be made apply to the results as a whole, but first the 
situations considered will be defined. 
Case 1 
Analytical solution: 
~ =(x2 +y*) 
4 
(ln(x2 t y*) - 2) 
l= ln(x2 +y*) 
Region: (x,y) OfxGl O<y<l 
Starting values: analytical values 
There is a singularity in the vorticity at the origin. 
A numerical solution can still be obtained since the vor- 
ticity value at the origin is not actually used. This situation 
does, however, provide a most exacting test for the numeri- 
cal methods. 
The stream function and vorticity distributions are 
independent of the Reynolds number. The diffusion and 
convection parts of the vorticity equation are separately 
zero. The UDII method generally requires the least number 
of iterations. 
With starting values other than analytical in the interior 
of the region, all methods showed signs that they were 
converging but the convergence was extremely slow. To 
economize on computer time, the results were therefore 
obtained by taking analytical values as starting values. 
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Figure 3 Case 2 (see Figure 2 for key) 
Case 2 
Analytical solution: as in Case 1 
Region: (x,y) l<x<2 1 <y<2 
Starting values: analytical values at boundary nodes and 
zero at interior nodes 
The singularity at the origin is avoided and consequently 
all schemes performed much better than in Case 1. 
Case 3 
Analytical solution: 
(X-Y> 
*=exp(x+y)+ - 
R 
l = 2 exp(x +y) 
Region: (x,~) O<x<l O<ySl 
Starting values: analytical values at boundary nodes and 
zero at interior nodes 
The diffusion and convection terms are not separately 
zero. The LE algorithm was not successful for MGRN > 300 
because the Fortran 
with the argument. 
Case 4 
Analytical solution : 
exponential function could not cope 
Y 
0=i(x2+Y2)’ -itan-1 - 
0 X 
l=xZ+y2 
Region: (x,y) l<x<2 l<y<2 
Starting values: analytical values at boundary nodes and zero 
at interior nodes 
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Figure 4 Case 3 (see Figure 2 for key) 
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The diffusion and convection terms are not separately 
zero. Figure 6 shows CDC+ results with a stopping 
tolerance of E = 10P6. 
General comments 
Usually the CDCt algorithm required fewer iterations than 
either the CDU or CDS algorithm and also results could be 
obtained for higher MGRN. Using the standard relaxation 
parameters, CDU results could be obtained for MGRN up 
to about 30. With reduced relaxation parameters the 
MGRN could be increased to 50. At higher MGRN, how- 
ever, no CDU results could be obtained. The CDS algorithm 
was somewhat more successful, but best of all was the 
CDC+ algorithm. The latter produced reliable results with 
standard relaxation parameters for MGRN in excess of 100. 
For clarity, the only central difference results displayed in 
the diagrams are those produced by the CDC+ algorithm. 
Comparison of MMVE’s for the vorticity distributions 
produced by this algorithm indicate that central difference 
results are considerably more accurate than upwind differ- 
ence results. Detailed print-outs of the error distributions 
for results produced by the central difference algorithms 
display no oscillatory tendencies of the type predicted by 
Spalding3 even for the highest MGRN cases. In all cases, the 
CDCt algorithm fails to converge if the MGRN is made 
sufficiently large. However, for MGRN up to about 50 
convergence can be obtained with little, if any, more com- 
putational effort than that required for the swiftest upwind 
difference algorithms. Furthermore, results for MGRN 
in excess of 100 are possible. 
Of the remaining algorithms, the SM method performed 
the best. When the MGRN was in excess of about 10, the 
SM and LE algorithms produced essentially the same 
results. The results for both these algorithms agree very 
closely with those of the UDI algorithm for MGRN in 
excess of about 100. Since the true diffusion effects 
become more and more insignificant compared with false 
diffusion effects and convection effects as the MGRN is 
increased, this result is expected. It is interesting to note 
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that whilst results produced by any of the upwind differ- In flow situations of moderate Reynolds number (i.e. 
ence algorithms could never rival the accuracy of the virtually all flows that can be guaranteed to be laminar) 
central difference algorithms results, they performed, which can be described in terms of a two-dimensional 
relatively speaking, better for the situation where diffusion coordinate system, the gains in accuracy are so great that 
and convection terms were separately zero, The errors a central difference algorithm must surely be used in 
produced by the central difference algorithms generally preference to upwind methods. In cases where the central 
remain roughly constant or even decrease somewhat with difference algorithms are unsuccessful, the SM method is 
increasing MGRN. However, errors increase with MGRN the best alternative. The authors find little to recommend 
for results produced by upwind difference methods. the other methods. 
Conclusions 
The central difference algorithms described above extend 
the range of Reynolds number for which results can be 
obtained far beyond the diagonal dominance restriction 
value. In all cases considered, when identical stopping 
tolerance has been used, central difference results have 
been far more accurate than any upwind method. Of the 
central difference algorithms tested, the CDCt method 
performed best. However, the authors” have used both the 
CDC+ and CDU algorithms to obtain results for developing 
flow in parallel plate channels and circular pipes where the 
CDU scheme was found to be marginally the more 
successful. 
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