ABSTRACT This paper proposes a framework to improve the existing distortion functions designed for JPEG steganography, which results in a better capability of countering steganalysis. Different from the existing steganography approach that minimizes image distortion, we minimize the feature distortion caused by data embedding. Given a JPEG image, we construct a reference image close to the image before JPEG compression. Guided by both the reference image and the feature distortion minimization, the state-of-the-art distortion functions designed for syndrome trellis coding embedding are improved by distinguishing the embedding costs for +1 versus −1 embedding. This paper has three contributions. First, the proposed framework outperforms the traditional, since we use the constructed reference image and the public steganalytic knowledge for data embedding. Second, the proposed framework is universal for improving distortion functions that were designed for JPEG steganography. Finally, experimental results also prove that the proposed approach has a better undetectability when examined by modern steganalytic tools.
I. INTRODUCTION
Steganography is a technology of hiding secret information into a digital media, aiming at transmitting the secret data through public channels without drawing suspicion [1] . On the contrary, steganalysis is a technology of disclosing secret transmission by analyzing the media on public channels [2] . Therefore, the capability of countering steganalysis is vital for steganography. In the past decades, many approaches have been developed for both technologies.
Digital images are widely used as covers in steganography. In the early techniques of digital image steganography, secret data is hidden by modifying the LSB (Least Significant Bit) of an image to keep good visual quality [3] . These methods can be broken by dedicated steganalysis according to the abnormal properties, e.g., pixel histogram, JPEG artifacts, or color palette [4] , [5] . Subsequently, some improved methods are designed to keep a part of statistical property unchanged [6] - [9] . However, the security performances are still not satisfactory. For instance, even though the LSB matching [6] can avoid the abnormal properties in pixel histogram, the hidden data can be disclosed according to the other abnormalities, e.g., the variation of centroid of Fourier coefficients [10] , the variation of statistical properties in the two LSB planes [11] , or the noise distribution in decompressed images [12] .
To achieve better performances on security, steganography coding algorithms were proposed to decrease the modifications in an image caused by data hiding [13] - [15] , such as matrix embedding [13] , EMD (Exploiting Modification Direction) coding [14] , and ZZW (Zhang, Zhang, and Wang) coding [15] . These means are efficient to combat the dedicated steganalytic tools. However, they are not secure enough against modern steganalysis, since the features of an image are not thoroughly investigated during data embedding. a predefined distortion function. The distortion function assigns embedding costs for all elements in a cover, i.e., pixels for an uncompressed image, or DCT (Discrete Cosine Transform) coefficients for a JPEG image. These embedding costs are used to quantify the effects when modifying the cover elements. Many good distortion functions have been proposed for spatial images, such as WOW (Wavelet Obtained Weights) [17] , SUNIWARD (Spatial UNIversal WAvelet Relative Distortion) [18] , [19] , HILL (High-pass, Low-pass, and Low-pass) [20] , MiPOD (Minimizing the Power of Optimal Detector) [21] , and ASO (Adaptive Steganography by Oracle) [22] . Since JPEG is popular for digital images, many distortion functions have also been developed by JPEG steganography, e.g., JUNIWARD JPEG UNIversal WAvelet Relative Distortion) [18] , [19] , UED (Uniform Embedding Distortion) [23] , UERD (Uniform Embedding Revisited Distortion) [24] , IUERD (Improved UERD) [25] , HDS (Hybrid Distortion Steganography) [26] , and RBV (Residual Blocks Value) [27] .
On the other hand, with the development of machine learning, many steganalytic tools were proposed to detect the behaviors of steganography. Most steganalytic methods use supervised machine learning to investigate the models of the covers and the stegos. The adversary extracts features from a set of images to train a common steganalytic model, which is then used to distinguish the suspicious images [28] - [31] . Recently, deep learning based steganalysis achieved good performances [32] - [34] . However, the study of deep-learned features is still in its infancy [35] . Some important operations in the feature extraction process, e.g., truncation and quantization, cannot be effectively learned by deep networks. Hence, the feature extraction is still important for steganalysis. Many popular feature sets have been proposed for JPEG steganalysis, such as ccJRM (Cartesian Calibrated JPEG Rich Model) [36] , DCTR (Discrete Cosine Transform Residual) [37] , GFR (Gabor Filters Residual) [38] , and the improved GFR [39] . During classification, the ensemble classifier is popular for measuring the feature sets [40] , [41] . When analyzing state-of-the-art steganographic methods, modern steganalytic approaches are much more powerful than traditional tools.
Nowadays, most steganographic methods aim at defining better distortion functions to achieve better capabilities of defeating modern steganalysis. However, the public knowledge of steganalysis (the steganalysis tools or technologies which can be handled) has not been involved during STC based embedding. As shown in Fig. 1(a) , the most STC based steganography tries to minimize steganographic distortion on a cover without any knowledge of steganalysis. In this paper, we discuss another steganography approach that the public knowledge of steganalysis is used by a steganographer [42] . The public knowledge of steganalysis means the steganalytic tools that have been published and are known to everyone. As shown in Fig. 1(b) , we design the steganographic method with the guide of steganalysis. Different from the existing steganography by minimizing image distortions, we minimize the distortion between the cover features and the stego features. This way, it would be more difficult for a steganalyzer to distinguish the stego from the cover. Therefore, the undetectability of steganography can be greatly improved. The proposed method is an example of ''adversarial signal processing'' [1] .
The rest of this paper is organized as follows. We introduce the related works in Section II. The proposed framework described in Section III. Experimental results and analysis are provided in Section IV. Section V concludes the whole paper.
II. RELATED WORK
In this Section, some related works are introduced, including distortion function design, distortion function improvement, and feature sets used in JPEG steganalysis.
A. DISTORTION FUNCTIONS FOR JPEG STEGANOGRAPHY
When using STC based data embedding, many distortion functions have been designed for JPEG steganography, e.g., JUNIWARD [18] , [19] , UED [23] , UERD [24] , and HDS [26] .
The distortion function of JUNIWARD is computed as a sum of relative changes of wavelet coefficients, in which wavelet directional filter banks are used to decompose the cover image. Because of the directionality of wavelet basis functions, the embedding changes concentrates on some regions, e.g., the texture or noisy regions. As a result, it is difficult for a steganalyzer to construct models for multiple directions. However, enormous computational complexity was required by the wavelet filter banks in JUNIWARD.
To save the computation complexity, UED and UERD were proposed to spread embedding modifications uniformly to DCT coefficients of all possible magnitudes. UED was the first attempt to define the embedding cost for DCT coefficients and implement uniform embedding strategy. The distortion function in UED is derived directly from the quantized DCT coefficients. The embedding cost for each quantized DCT coefficient is the reciprocal of a sum of the magnitude of the DCT coefficient and its intra-and inter-block neighborhood coefficients. Nevertheless, the undetectability of UED is far below JUNIWARD. After that, UERD was proposed to achieve a better result of undetectability than UED. The block distortions and quantization steps are used to refine the uniform embedding strategy. The block distortion is the reciprocal of block energy, which is the sum of absolute values of DCT coefficients. The embedding cost for each quantized DCT coefficient is the product of block distortion and quantization step.
In UERD, the block distortions were adopted and incarnated in DCT domain. Actually, the block distortion can be better measured in spatial domain using pixel correlations. To this end, a hybrid distortion function for JPEG image exploiting block fluctuation and quantization steps was proposed in [26] . According to the block fluctuation, a distortion value is assigned for each 8 × 8 block in the spatial domain. Meanwhile, quantization steps are used to assign distortion values for DCT coefficients in each block. Both measurements are combined together via multiplication to evaluate the effects when modifying the cover elements.
B. IMPROVEMENT OF DISTORTION FUNCTION
Besides the definition of distortion functions, some schemes have been proposed to improve the JPEG distortion functions with the help of additional information of the precover [43] , [44] or the same scene based multiple JPEG images [45] .
In [43] , a principle of incorporating the side information with STC based steganography was proposed. For a JPEG image, the unquantized DCT coefficients generated by compressing the precover are used as side information to improve the distortion function. The embedding costs for changing a DCT coefficient X ij into Y ij by +1 and −1 are shown in (1) and (2), respectively,
where e ij is the quantization error, ρ
ij is the cost defined by existing works, and sign(·) is the sign function. The improved distortion function represents both the local image complexity and the quantization distortion. Once the distortion is decreased, there would be fewer changes of statistical properties in the covers after data embedding.
Recently, Denemark and Fridrich [45] propose an alternative steganography based on side information, in which multiple JPEG images sharing the same scene are used as references. Those reference JPEG images are used to determine the polarities of embedding changes when modifying DCT coefficients. Let the DCT coefficients in a cover and a reference image be x (1) ij and x (2) ij , respectively. For the coefficients that satisfy x
ij , the preliminarily defined costs are kept unchanged. Otherwise, the costs should be improved by modulation. Let the original cost be ρ (0) ij (±1). The improved cost ρ ij (±1) can be calculated by two steps in (3) and (4),
Step 2:
where
ij ), and m(Q) is a modulation factor corresponding to the JPEG quality factor.
C. MODERN JPEG STEGANALYSIS
On the adversary side, many steganalytic methods have been proposed to defeat steganography. Feature extraction and machine learning based steganalysis has been proved to be efficient. A variety of feature extraction algorithms have been proposed for JPEG steganalysis, such as ccJRM, DCTR, and GFR. Meanwhile, the ensemble classifier is widely used to measure the feature sets.
In ccJRM, many co-occurrence matrices are calculated to describe the dependencies among different DCT coefficients.
The absolute values of DCT coefficients in JPEG are treated as 64 parallel channels with weak dependencies. On the one hand, the 64 channels are modeled using co-occurrence matrices separately and collected together. On the other hand, to find the integral joint statistics among coefficients, cooccurrence matrices constructed from the whole DCT plane with a wider range of values are also collected. Meanwhile, the joint statistics are symmetrized to construct a compact and robust model. Besides, both parts of features are further diversified by modeling the differences calculated in different directions.
Different from co-occurrence matric based ccJRM, DCTR extracts features from the quantized noise in a JPEG image. After decompressing a JPEG image, a steganalyzer uses 64 convolution kernels to calculate the filtering residuals and construct histograms. Symmetries are also used to decrease the feature dimensionality. The use of histograms leads to lower dimensionality in comparison with ccJRM, and thus performs lower computational complexity.
GFR is a steganalysis algorithm based on two dimensional Gabor filters. A decompressed JPEG image is first filtered by Gabor filters with different scales and orientations. Then, the histogram features are extracted from all image filtering coefficients. Different from DCTR that uses 64 DCT kernels for image filtering, the 2D Gabor filters can capture the VOLUME 6, 2018 FIGURE 2. Proposed framework.
embedding changes from more scales and orientations, since the 2D Gabor filter is a local band-pass filter with optimal joint localization properties. Therefore, the feature of image filtering coefficients by GFR is more effective for detecting the adaptive JPEG steganographic methods.
III. PROPOSED FRAMEWORK OF JPEG STEGANOGRAPHY
The proposed framework is shown in Fig. 2 . Given a JPEG image, we first generate an initial distortion function using a STC based steganography for JPEG. Meanwhile, a reference image which is similar to the corresponding uncompressed version is constructed. Guided by both the reference image and the public knowledge of steganalytic tools, we propose an algorithm to improve the initial distortion function.
A. REFERENCE IMAGE CONSTRUCTION
Inspired by the pioneering work in [45] , which uses multiple images sharing the same scene as references, we also use reference image to identify the direction of distortion function improving. Considering there is only one image available, the reference image should be constructed instead of employ directly. To achieve satisfactory performance, the constructed reference image should be similar to the original uncompressed image. The JPEG quantization noise is non-additive. It is a problem to remove non-additive noise. However, it has been proved that the JPEG noise can be approximately modeled as Gaussian-like distribution [46] , which is suitable to Wiener filter. Wiener filter is simple enough that achieves minimal MSE (mean squared error). Furthermore, as the empirical results indicated in [47] , Wiener filter is a good tool for JPEG filtering. Therefore, we use this filter to generate a reference image closing to the original. Once the proper parameters are used, the reference image is close to the original image before JPEG compression.
We denote the uncompressed image as I that contains M × N pixels. After JPEG compression, a new imageĨ is generated. The procedure of JPEG compression and decompression can be regarded as a noisy channel. We name this noise as JPEG noise, which can be calculated by I −Ĩ. Let the reference image beÎ. The MSE between I andÎ is,
where E[·] is the operator of mathematical expectation, and n = 1, 2, . . . , MN .
To realize a Wiener filter, we can estimate the mean and standard deviation using a specified local neighborhood of each pixel. In detail, the current image is filtered using pixelwise adaptive Wiener filtering. As described in (6) and (7), the mean µ and standard deviation σ are calculated using neighborhoods with a given size ϕ which will be discussed later.
where b i,j is the (i, j)th pixel of imageĨ, and η is the ϕ × ϕ neighborhood of b i,j . Meanwhile, the variance of JPEG noise, which is needed in Wiener filter, can be estimated using σ 2 calculated from the current image. Finally, we can construct a reference imageÎ using (8),
where H 0 is a 2D Wiener filter. The filtered versionÎ is very close to the original image I. To find empirical sizes for the filters, we conduct a group of experiments over 1000 grayscale images arbitrarily selected from BOSSbase ver. 1.01 [48] . These images are compressed into JPEG with the QF (quality factor) of 55, 65, 75, 85, and 95, respectively. These generated JPEG images are further decompressed into spatial images. After Wiener filtering, we obtain 1000 reference images for each QF case. The average of PSNR values of the 1000 reference image are listed in Table 1 .
The results in Table 1 show that the 3 × 3 filter corresponding to the best quality of reference images. Generally, the pixels of eight neighborhoods are the most correlated in a natural image, a 3 × 3 filter is appropriate for removing JPEG noises. The smaller sized filter cannot take full use of the pixel correlation, and the larger sized filters may introduce misleading information from the farther pixels. The estimation error of the filtered image is inevitable since the original image before JPEG is not available. The filtered image is used as reference to guide the improving of distortion function. In this case, the quality of the filtered image is significant to the performance of the proposed scheme. Therefore, we choose 3 × 3 as the size of Wiener filter since it achieves the best quality of filtered image. For other cover image estimating filters, e.g., Average filter, Median filter, and Deblurring filter, the average PSNR values over 1000 arbitrarily selected images are shown in Table 2 . The size of the other three filters is also 3 × 3. It shows that these estimating filters are inferior than Wiener filter for all cases. Thus, Wiener filter is quite suitable for JPEG filtering in the sense of MSE minimization.
B. INEQUIVALENCE OF BIPOLAR EMBEDDING BASED MODIFICATION
Traditionally, most distortion functions for stegano-graphy share the same embedding costs for both +1 and −1 operations. We discovered empirically in [49] that the embedding costs for +1 and −1 should not be equivalent. However, no theoretical analysis has been provided directly. In this section, we provided the reasons why it works.
During the procedure of JPEG compression, an image I is transformed into DCT coefficients x i,j , which is further quantized into the coefficients c i,j , where i = 1, 2, . . . , M and j = 1, 2, . . . , N . The results are represented as (9) and (10),
where q i,j is the quantization step for the (i, j)-th coefficient, and the operators · and round(·) stand for the floor and rounding operations, respectively. During the procedure of decompression, the coefficient c i,j is de-quantized as,
Thus, the quantization error e i,j is equal to,
Therefore, if mod(x i,j , q i,j ) ≤ q i,j 2, the set of inequalities in (15) is satisfied. Otherwise, the set (16) is satisfied.
The results show that the increments of quantization errors for +1 and −1 embedding are different, which indicates that the costs for +1 and −1 embedding should be defined according to the values of the original coefficients.
In real applications, as the original image before JPEG is not available, we construct a reference image that is close to the original. With this image, we improve existing distortion functions. As the aforementioned algorithm in A of this section, we construct the reference image by Wiener filtering. As the reference image is close the original image before JPEG compression, we use the DCT coefficients of the reference image as the evidence of modification directions. Meanwhile, we use public knowledge of steganalysis to decide the extent of modifications. Next, we detail the algorithm of distortion function improvement. 
We improve the costs according to the DCT coefficientsĉ i,j in the reference imageÎ. Asĉ i,j is unknown to the steganalyzer, this side information is an advantage of the steganographer. As mentioned VOLUME 6, 2018 in [45] ,ĉ i,j partially compensates for the lack of knowledge of the cover model when it is highly non-stationary.
With state-of-the-art algorithms, we first generate an initial embedding cost ρ i,j for each DCT coefficient using existing distortion functions such as JUNIWARD, UED, or UERD. Since the reference image is close to the original uncompressed image, it is advisable to modify c i,j towardĉ i,j if any modification is needed during embedding. For this reason, cost ρ i,j is then improved by (17) and (18),
where α is a parameter for adjusting the extent of modification, 0 ≤ α ≤ 1, and β i,j = sign(ĉ i,j − c i,j ). A large α means ρ i,j is modified by a small amplitude, and vice versa. We define the +1 embedding cost ρ Next, we determine the value of the parameter α using the public knowledge of steganalysis. We denote the feature vectors of cover and a stego image as 
To identify a parameter α such that the Euclidean distance is minimized, we propose to use the following algorithm. The factor α is determined by the cover image itself. We assign different α values for different images by choosing the best one corresponding to the shortest feature distance. The security is related to the modification amplitude. However, a strong or a small modification does not guarantee an increment of the undetectability. Only a suitable modification can result in a shortest feature distance. With different steganalysis knowledge, the values of α are different. We conduct a group of experiments on the figure shown in Fig. 3 , which is arbitrarily selected from BOSSbase ver. 1.01 [48] and compressed into JPEG using a quality factor QF = 75. We use UED, UERD, and JUNI-WARD to embed the payloads of 0.1 and 0.4 bpnzac (bit per non-zero AC coefficient). The determined values of parameter α corresponding to steganalytic feature of ccJRM, DCTR, and GFR are shown in Table 3 . The results show that the parameter is determined by the used knowledge of steganalytic tools. The universal α will be given in next Section. The feature space itself provides a alternative model of covers useful for benchmark [42] . Modern high-dimensional steganalytic features employed in our method are able to complete the feature space. In this paper, reducing the distance of some specified features is empirically efficient for state-of-the-art steganalysis methods.
D. DATA EMBEDDING AND EXTRACTION
After improving the distortion function, we use the ternary STC framework embed secret bits. The theoretical minimal steganography distortion D of stego image with embedding capacity γ (bits) [50] is 
The parameter λ (λ >0) is used to make the ternary information entropy of modifying probability equal to the capacity γ ,
The ternary STC provides a practical encoding scheme to approach this theoretical bound. Once the embedding costs of ±1 are specified, the secret data can be embedded into the cover by ternary STC. In the phase of data embedding, the quantized DCT coefficients of a cover image, the distortion function, and secret data are inputted into STC [16] (with a constraint height h =10) to generate the output stego.
Let 
is the distortion between cover and stego image, y l ∈ {0, 1} MN is the LSB of the quantized DCT coefficients of stego image, C(m) = {z ∈ {0, 1} MN |Hz = m} is the coset corresponding to m, and H∈ {0, 1} γ ×MN is a low density parity-check matrix that is pre-defined according to the embedding speed, the embedding efficiency and the payload. In ALG. 2, we provide the steps of data embedding. In the phase of data extraction, the secret data m in the LSB of stego quantized DCT coefficients can be directly extracted by a matrix computation, m = Hy l (24)
IV. EXPERIMENTAL RESULTS
To verify the proposed method, we have conducted many experiments to hide secret data. We first setup the experimental environments using the popular database. Subsequently, we analyze the quality of stego image and the variation of feature distance between a cover and a stego. Finally, we provide the results of improvements with respect to state-of-theart works.
A. EXPERIMENT SETUP
The image dataset used in our experiments is BOSSbase ver. 1.01 [48] , which contains 10000 uncompressed grayscale images sized 512 × 512. We compress all images using JPEG with the quality factors QF = 75 and QF = 95, respectively. To verify the effectiveness of the proposed method, we use the popular JPEG steganographic methods of JUNIWARD, UED and UERD as benchmark. All embedding tasks are done by the STC framework. We set the payloads as 0.05, 0.1, 0.2, 0.3, 0.4, and 0.5 bpnzac, respectively.
Meanwhile, the most popular feature sets against JPEG steganography, i.e., ccJRM [36] , DCTR [37] and GFR [38] which perform the state-of-the-art detection rate are used to check the undetectability. Since it is difficult to operate high dimensional feature sets in the SVM (support vector machine) based classification [51] , [52] , we employ the ensemble classifier [40] to measure the property of feature sets. The ensemble classifier consists of many FLD (Fisher Linear Discriminant) learners with low training complexity. Each FLD learner is built on a randomly selected subspace of the feature space. The final decision of the ensemble classifier is formed by aggregating the decisions of all the FLD learns. This ensemble strategy performs a comparable detectability with SVM, and achieves much low calculate complexity meanwhile. Therefore, it is reasonable to employ ensemble classifier for feature property measurement. This classification tool is also used in the works introducing ccJRM, DCTR and GFR. One half of the cover and stego feature sets are used for training, while the remaining sets are used for testing.
The criterion of evaluating the performance of feature sets is the minimal total error P E with identical priors achieved on the testing sets [40] ,
where P FA is the false alarm rate and P MD the missed detection rate. The performance is evaluated using the average of P E over ten random tests.
B. IMAGE QUALITY
Since the proposed method improves the distortion function, we use the functions defined in JUNIWARD, UED, and UERD, as the initial distortion functions. After improving the costs in each method, the new distortion functions for steganography were generated. We name these improved embedding using feature set ccJRM as JUNIWARDccJRM, UED-ccJRM, and UERD-ccJRM, respectively. Similarly, JUNIWARD-DCTR, UED-DCTR, UERD-DCTR for DCTR, and JUNIWARD-GFR, UED-GFR, UERD-GFR for GFR respectively. Fig. 4(b) shows the generated reference image using the proposed method. We further use JUNIWARD-DCTR to embed a secret payload of 0.5 bpnzac into the cover. The stego image is shown in Fig. 4(c) . The PSNR value of the stego image is 46.5 dB, which indicates that the stego image is close to the cover image and so that the stego image preserves good quality even high payloads are carried.
C. COMPARISONS OF FEATURE DISTANCE
The feature distance between the cover and the stego is important for steganography security. A group of experiments are carried out on 1000 grayscale images arbitrarily selected from BOSSbase ver. 1.01. These images are compressed into JPEG with QF = 75. We use JUNIWARD and the improved JUNIWARD-ccJRM, JUNIWARD-DCTR, JUNIWARD-GFR to embed the payloads of 0.5 bpnzac into the JPEG images, respectively. Fig. 5 shows the average Euclidean distances between the cover and stego images, using the feature sets defined by ccJRM, DCTR, and GFR. The results indicate that the feature distances are efficiently decreased after improving the costs of the distortion function. Once the feature distances are shortened, the undetectability of steganography would increase. Next, we discussed the capability of anti-steganalysis.
D. UNDETECTABILITY AGAINST STEGANALYSIS
We employ all the 10000 images in BOSSbase ver. 1.01, and compress them by JPEG using the quality factors 75 and 95, respectively. We first implement the data embedding by JUNIWARD, UED, and UERD. Next, we use the proposed approach to improve these methods to JUNIWARDccJRM, UED-ccJRM, UERD-ccJRM, JUNIWARD-DCTR, UED-DCTR, UERD-DCTR, JUNIWARD-GFR, UED-GFR, UERD-GFR, which are then used to embed data into the covers. To evaluate the security of the proposed method, we use ccJRM, DCTR, and GFR to analyze the undetectability of the stego images. Fig. 6 ∼ Fig. 8 show the undetectability comparisons of these methods when the feature set used for steganalysis is VOLUME 6, 2018 matched with the one for embedding, and Table 4 depicts all numerical values. The results indicate that the security performances of all approaches for JPEG steganography are improved by using the proposed method.
With the improving method, the P E for JUNIWARD is improved by 16.64% for 0.5 bpnzac and QF = 75 against DCTR, 18.03% for 0.4 bpnzac and QF = 75 against GFR, and 15.68% for 0.5 bpnzac and QF = 95 against GFR.
For UED, the improvement is 10.24% for 0.3 bpnzac and QF = 75 against DCTR, 10.55% for 0.2 bpnzac and QF = 75 against GFR, and 9.90% for 0.4 bpnzac and QF = 95 against GFR.
For UERD, the improvement is 13.73% for 0.4 bpnzac and QF = 75 against DCTR, 13.18% for 0.3 bpnzac and QF = 75, 9.82% for 0.5 bpnzac and QF = 95 against GFR.
The average improvement on P E of JUNIWARD tested on image with QF = 75 is 9.96 %, 7.54% for UERD, and 5.92% for UED. For QF = 95, the average improvement is 5.37% for JUNIWARD, 4.15% for UERD, and 3.93% for UED.
The results indicate that the covers with a smaller quality factor can result in a better improvement on P E . For a higher quality factor, the detection error P E of steganalytic tools is closer to 50%, i.e., the bound of P E . Therefore, the improving space is limited for the JPEG covers with higher quality factors. Meanwhile, when few payloads are embedded into the cover, it is difficult to further increase detection error P E , since P E is already around 50%.
However, it is difficult to achieve the matching of feature set in practice. In consideration of this, as shown in Fig. 9 ∼ Fig. 11 , we conducted some undetectability comparisons for the cases of feature set mismatching. To observe the improvement on P E easier, we conducted the mismatching comparisons for QF = 75.
It can be seen from Fig. 9 that the three feature sets ccJRM, DCTR and GFR guided improving embedding perform almost same undetectability against ccJRM. However, ccJRM or GFR guided improving embedding perform obvious defects in low payloads against DCTR, as shown in Fig. 10 . To resist GFR, the GFR guided improving embedding performs the best. But DCTR guided improving embedding also achieves a comparable undetectability, as shown in Fig. 11 .
In total, the DCTR guided improving embedding performs satisfactory undetectability. Furthermore, the computation complexity of DCTR is lower comparing with ccJRM [36] and GFR [37] . Therefore, we recommend DCTR as a universal feature set to guide the improving of distortion functions. That means the universal α in Equations (15) and (16) is obtained by the guidance of DCTR.
Finally, we compare the proposed method with [45] , which is also a kind of distortion improving based steganography. The experiments are conducted using the image set BURST proposed in [45] . The database contains 9310 cover images and 9310 reference images, each of which is sized 512 × 512. We compress 9310 cover images by JPEG using the quality factors QF = 75. Fig. 12 shows the undetectability comparison results using the steganalytic tools of ccJRM and DCTR, respectively. The ''JUNIWARD- [45] '' stands for the improved JUNIWARD using the method in [45] . In the pioneering method in [45] , an outstanding increment on security performance is achieved using multiple images sharing the same scene as references. As shown in Fig. 12 , it is clear that the performance of the method in [45] indicates better anti-steganalysis efficiency than the proposed method. Nevertheless, the method in [45] requires a data hider to provide multiple images sharing the same scene to implement the improvement. In many applications, it is difficult for a data hider to supply the similar images. In the proposed method, only one image is required and the improving is realized by constructing a reference image.
V. CONCLUSION
In this paper we propose a framework to improve security performance of existing JPEG steganographic method by shortening the distortion in feature space of steganalysis. We first construct a reference image by Wiener filtering. Guided by the reference image, we determine the direction of +1 or −1 when modifying the DCT coefficients. With the public knowledge of steganalysis, the modification extensions are identified by evaluating the feature variations before and after data embedding.
Experimental results show that the security performance of proposed method outperforms state-of-the-art steganography method for JPEG images. The proposed algorithm is universal for improving all distortion functions for JPEG steganography proposed in previous arts, e.g., JUNIWARD, UED, and UERD. For further study we will focus on the implementations of steganography guided by more public knowledge e.g. multiple images, and general improving of the distortion functions for both the spatial and JPEG images. 
