A new method for dealing with the server problem is proposed. The technique consists of embedding the given metric space M into a bigger metric space cl (M) called the closure of M, and allowing our servers to move in cl (M). We show how this technique can be applied to give a new optimal algorithm for two servers.
Introduction
The k server problem can be formulated as follows: Let M be a metric space, in which we have k mobile servers that can occupy points of M. Initially all servers are on some k speci ed points of M (called the initial con guration). At each time step we are given a request, speci ed by a location r 2 M, and we have to choose which server to move to r to \serve" the request. Our measure of cost is the distance traveled by our servers, and the task is to design algorithms that minimize that cost.
The problem is that the requests have to be served on-line, that is, the choice of the server at the current step cannot depend on the future requests. It is known (see 2]) that if we were given the whole sequence of requests o -line, in advance, then an optimal schedule can be constructed e ciently in polynomial time. However, as it was shown in 6], no on-line algorithm can guarantee to yield a schedule that is better than k times the optimal one. Therefore the on-line restriction is essential.
Recently, the research on on-line algorithms concentrates on so-called competitive algorithms. Let cost opt (K; ) be the optimal cost of servicing the sequence of requests when the servers start from con guration K. By cost A (K; ) we denote the respective cost of an on-line algorithm A. An algorithm A is called c-competitive if for every initial con guration K there is a constant b(K) such that for arbitrary sequence of requests we have cost A (K; ) c cost opt (K; ) + b(K): ( We will often omit the parameters K and when they are understood.) In other words, for each initial con guration, the ratio cost A =cost opt approaches c if cost opt is large.
It is not known whether there is an on-line algorithm that achieves c = k for each k. The famous \k-server conjecture" of Manasse, McGeoch and Sleator 6] states that this is indeed true.
Up to now, it has been proven only for k = 2 in 6]. Irani and Rubinfeld 5] proved that a version of a balancing algorithm is 10-competitive for two servers. Some work has also been done on randomized algorithms. Raghavan and Snir 7] presented a randomized memoryless algorithm for two servers whose competitiveness constant is between 3 and 6. Berman et al 1] proved that a similar algorithm is competitive for three servers but the competitiveness constant is unknown.
In the general case, the solution is known only for some speci c metric spaces. In 3] a kcompetitive algorithm is given for trees, and it can be applied to all metric spaces that can be isometrically embedded in a tree (for example the weighted cache problem, see 2, 7] ). Coppersmith et al 4] gave a randomized k-competitive algorithm for a broad class of metric spaces, that also includes trees. In this note we give a new on-line algorithm for 2 servers. Our algorithm is 2-competitive, and thus optimal. We employ some new techniques that we believe can be extended to three or more servers. Our method is to allow our servers to move in a bigger metric space cl(M), called the closure of M. All information about the past that the algorithm uses is recorded by the current positions of our servers in cl(M). This allows us to use a simple and intuitive potential argument in the proof of competitiveness.
The 2-Server Algorithm
Let M be the given metric space. For simplicity we assume that M is nite. At the end of this section we describe how to implement the algorithm on in nite metric spaces. By kxyk we denote the distance between points x; y 2 M.
In the proof we look at the computation as a game between our servers s 1 , s 2 , and adversary's servers a 1 and a 2 , and compare our cost cost A to the adversary's cost cost adv . Our goal is to show that, independently of the adversary's strategy, the inequality cost A c cost adv + b holds. Each round is thought of as consisting of two steps: rst the adversary moves a server and puts a request on its new position, and then our algorithm satis es the request. Note that it is su cient to show that cost A c cost adv + b holds for arbitrary sequence of adversary's moves, since one of the adversary schedules will correspond to the optimal schedule.
We give rst an intuitive description of our method. In the algorithm, we visualize the compu- is de ned by a set of distances between u and the points in M, in such a way that the triangle inequality is preserved. We allow our servers to move through cl(M), while the requests and adversary's servers are always in M. For simplicity we also use notation kuvk to denote the distance between u; v 2 cl(M). Our algorithm can be informally described as follows. Given a request on a point r 2 M, we look at the points s 1 , s 2 and r (for simplicity, s i and a i are also used to denote the current position of the corresponding server). If krs i k + ks i s j k = krs j k, for i 6 = j, then we move s i to r. Otherwise, we do the following: both servers move at the same speed towards the request, and simultaneously each of them moves at the same speed towards the other. Thus, if d is the speed of our servers (distance traveled in a unit of time), then after a unit of time both servers will get closer to the request by d, and closer one to another by 2d. Eventually one of our servers will be ahead of the other one, in the sense that the rst case considered above will apply. At each consecutive step the set of y's for which s i (y) has to be updated may vary. In a similar way it is possible to de ne the movement of two servers in the rst phase of the algorithm. In both cases, the whole process may be combined into one step. Since when one server moves, it always moves to a request point in M, this case is easy to formalize as one step. However, the rst phase of our algorithm, when two servers move, ends when our servers may be in points that are not in M. Below we describe how those points can be determined.
We If ks 0 1 rk ks 0 2 rk, move the rst of our servers from s 0 1 to r. Otherwise, move the other server from s 0 2 to r.
Important remark: Recall that we visualize the algorithm in such a way that our servers move through cl(M), and we can charge our servers their cost in cl(M). In reality, however, our servers remain in M but only remember their virtual positions in cl(M), and move to the request point only when they actually serve the request. Thus the cost we charge to our servers in cl(M) may be di erent than the real cost. The adversary's servers are always on points of M (although we do not really need it for the proof, we could as well allow him to request points of cl(M)).
Let cost 0 A be the cost of our servers in cl(M In case when M is large, or even in nite, a more practical approach is to work only on the portion of M consisting of all the previous request points. If we are given n requests, this leads to a method that takes O(n) space and O(n) time per request.
We describe now the details of this implementation. Let x 0 be the initial point where the servers are located, and let x t be the request point during the t th round, t = 1; : : : ; n. Denote by M t the subspace of M induced by x 0 ; : : : ; x t . Without loss of generality we can assume that M = M n .
