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Abstract—Deep kernel learning (DKL) leverages the connec-
tion between Gaussian process (GP) and neural networks (NN)
to build an end-to-end, hybrid model. It combines the capability
of NN to learn rich representations under massive data and the
non-parametric property of GP to achieve automatic calibration.
However, the deterministic encoder may weaken the model
calibration of the following GP part, especially on small datasets,
due to the free latent representation. We therefore present a
complete deep latent-variable kernel learning (DLVKL) model
wherein the latent variables perform stochastic encoding for reg-
ularized representation. Theoretical analysis however indicates
that the DLVKL with i.i.d. prior for latent variables suffers
from posterior collapse and degenerates to a constant predictor.
Hence, we further enhance the DLVKL from two aspects: (i)
the complicated variational posterior through neural stochastic
differential equation (NSDE) to reduce the divergence gap, and
(ii) the hybrid prior taking knowledge from both the SDE prior
and the posterior to arrive at a flexible trade-off. Intensive
experiments imply that the DLVKL-NSDE performs similarly
to the well calibrated GP on small datasets, and outperforms
existing deep GPs on large datasets.
Index Terms—Gaussian process, Neural network, Latent vari-
able, Posterior Collapse, Hybrid prior, Stochastic differential
equation.
I. INTRODUCTION
In the machine learning community, Gaussian process
(GP) [1] is a well-known Bayesian model to learn the under-
lying function f : x 7→ y. In comparison to the deterministic,
parametric machine learning models, e.g., neural networks
(NN), the non-parametric GP could encode user’s prior knowl-
edge, calibrate the model complexity automatically, and pro-
vide predictive distribution to quantify uncertainty, thus show-
ing high flexibility and interpretability. Hence, it has been pop-
ularized within various scenarios like regression, classification,
representation learning [2], sequence learning [3], multi-task
learning [4], active learning and Bayesian optimization [5].
However, the two main weaknesses of GP are its poor
scalability and limited model capability in the era of big
data. Firstly, as an representative of kernel method, the GP
employs the kernel function k(., .) to encode the spatial
correlations of n training points into the stochastic process.
Consequently, it performs operations on the full-rank kernel
matrix Knn ∈ Rn×n, thus raising a cubic time complexity
O(n3) which prohibits the application in the era of big
data. To improve the scalability, various scalable GPs have
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then been presented and studied. For example, the sparse
approximations introduce m (m n) inducing variables u to
distillate the latent function values f through prior or posterior
approximation [6], [7], thus reducing the time complexity to
O(nm2). The variational inference with reorganized evidence
lower bound (ELBO) could further make the stochastic gra-
dient descent optimizer, e.g., Adam [8], available for training
with a greatly reduce complexity of O(m3) [9]. Moreover,
further complexity reduction can be achieved by exploiting the
structured inducing points and the iterative methods through
matrix-vector multiplies, see for example [10], [11]. In contrast
to the global sparse approximation, the complexity of GP can
also be reduced through distributed computation [12], [13]
and local approximation [14], [15]. The idea of divide-and-
conquer splits the data for subspace learning, which alleviates
the computational burden and helps capturing local patterns.
The readers can refer to a recent review [16] of scalable GPs
for further information.
Secondly, the GP usually uses (i) the Gaussian assumption
to have closed-form inference, and (ii) the stationary and
smoothing kernels to simply quantify how quickly the correla-
tions vary along dimensions, which thus raise urgent demand
for developing new GP paradigms to learn rich statistical
representations under big data. Hence, the interpretation of
NN from kernel learning [17] inspires the construction of
deep kernels for GP to mimic the nonlinearity and recurrency
behaviors of NN [18], [19]. But the representation learning of
deep kernels in comparison to deep models reviewed below is
limited unless they are richly parameterized [20].
Considering the theoretical connection between GP and
wide deep neural networks [21], [22], a hybrid, end-to-end
model, called deep kernel learning (DKL) [23]–[25], has been
proposed to combine the non-parametric property of GP and
the inductive biases of NN. In this framework, the NN plays
as a deterministic encoder for representation learning, and the
sparse GP is built on the latent inputs for providing Bayesian
estimations. The NN+GP structure thereafter has been ex-
tended for handling semi-supervised learning [26] and time-
series forecasting [27]. The automatic calibration through the
marginal likelihood of the last GP layer is expected to improve
the performance of DKL and reduces the requirement of fine-
tuning and regularization. But we find that the deterministic
encoder may deteriorate the calibration of DKL, especially
on small datasets, which will be elaborated in the following
sections. Alternatively, we could stack the sparse GPs together
to build the deep GP (DGP) [28], [29], which admits the
layer-by-layer GP transformation that yields non-Gaussian
distributions. Hence, the DGPs usually resort to the variational
inference for model training. Different from DKL, the DGPs
employ the full GP paradigm to arrive at automatic calibration.
But the representation learning through layer-by-layer sparse
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2GPs suffers from (i) high time complexity, (ii) complicated
approximation inference, and (iii) limited capability due to
the finite global inducing variables.
From the forgoing review and discussion, it is observed that
the simple and scalable DKL enjoys great representation power
of NN but suffers from the mismatch between the deterministic
representation and the stochastic inference, which may dete-
riorate the calibration, especially on small datasets. While the
sparse DGP enjoys the well calibrated GP paradigm but suffers
from high complexity and limited representation capability.
Therefore, this article presents a complete Bayesian version
of DKL which inherits the scalability and representation of
DKL and the calibration of DGP. The main contributions of
this article are four-fold:
• We propose an end-to-end latent-variable framework
called deep latent-variable kernel learning (DLVKL). It
incorporates a stochastic encoding process for regularized
representation learning and a sparse GP part for automatic
calibration. The whole stochastic framework ensures that
it can fully benefit from the automatic calibration of GP;
• We prove that the simple i.i.d. prior of latent variables
raises the issue of posterior collapse, which degenerates
the proposed DLVKL model to a constant predictor;
• We therefore improve the DLVKL by constructing (i) the
informative variational posterior rather than the simple
Gaussian through neural stochastic differential equations
(NSDE) to reduce the divergence gap, and (ii) the flexible
prior which incorporates the knowledge from both the
SDE prior and the variational posterior to arrive at a
trade-off. The NSDE transformation improves the repre-
sentation learning and the trade-off provides an adjustable
regularization in different scenarios;
• We showcase the superiority of DLVKL-NSDE against
existing deep GPs through intensive (un)supervised learn-
ing tasks.
The remainder of the article is organized as follows.
Section II briefly introduces the sparse GPs for big data.
Section III then presents the framework of DLVKL, followed
by the theoretical analysis of posterior collapse which impedes
DLVKL in Section IV. Thereafter, Section V proposes an
enhanced version, named DLVKL-NSDE, through informative
posterior and flexible prior. Then extensive numerical exper-
iments are conducted in Section VI to verify the superiority
of DLVKL-NSDE on (un)supervised learning tasks. Finally,
Section VII offers the concluding remarks.
II. SPARSE GPS REVISITED
Let x = {xi ∈ Rdx}ni=1 = {xd ∈ Rn}dxd=1 be the
collection of n points in the input space X ∈ Rdx , and
y = {yi ∈ Rdy}ni=1 = {yd ∈ Rn}dyd=1 the observations
in the output space Y ∈ Rdy , we seek to infer the latent
mappings {fd : Rdx 7→ R}dyd=1 from data D = {x,y}.
To this end, the GP characterizes the distributions of latent
functions by placing independent zero-mean GP priors as
fd(x) ∼ GP(0, kd(x,x′)), 0 ≤ d ≤ dy. For regression and
binary classification, we usually have dy = 1; while for multi-
class classification and unsupervised learning, we are often
facing dy > 1.
We are interested in two statistics in the GP
paradigm. The first is the marginal likelihood p(yd|x) =∫
p(yd|fd)p(fd|x)dfd, where p(fd|x) = N (fd|0,Knn) with
Knn = k(x,x) ∈ Rn×n.1 For regression and unsupervised
learning with continuous outputs, we adopt the Gaussian
likelihood p(yd|fd) = N (yd|fd, νdI) given the i.i.d noise
d ∼ N (0, νd) [1], [2]. While for binary classification with
discrete outputs y ∈ {0, 1} and multi-class classification
with y ∈ {1, · · · , dy}, we have p(yd|fd) = Benoulli(pi(fd))
and p(yd|fd) = Categorial(pi(fd)), respectively, wherein
pi(.) ∈ [0, 1] is an inverse link function that squashes f into
the class probability space [30]. The maximization of marginal
likelihood p(y|x) performs model inference for optimizing
hyperparameters. Note that for non-Gaussian likelihoods,
the posterior is intractable and we resort to approximation
inference, e.g., variational inference. The second interested
statistic is the posterior p(fd|yd,x) ∝ p(yd|fd)p(fd|x),
which helps perform prediction at a test point x∗ as
p(f∗|y,x,x∗) =
∫
p(f∗|f ,x,x∗)p(f |y,x)df .
The scalability of GPs however is severely limited for big
data, since the inversion and determinant of Knn incur O(n3)
operations. Hence, the sparse approximation [16] employs a
set of inducing variables ud ∈ Rm with m n at x˜ ∈ Rm×dx
to distillate the latent function values fd. Then, we have
p(ud) = N (ud|0,Kmm),
p(fd|ud,x) = N (fd|KnmK−1mmud,Knn −KnmK−1mmKTnm),
where Kmm = k(x˜, x˜) and Knm = k(x, x˜). Thereafter, vari-
ational inference could help handle the intractable log p(y|x).
This is conducted by using a tractable variational posterior
q(ud) = N (ud|md,Sd), and maximizing the KL divergence
KL[q(f ,u|x)||p(f ,u|x,y)] =
dy∑
d=1
KL[q(fd,ud|x)||p(fd,ud|x,yd)],
where p(fd,ud|x,yd) = p(fd|ud,x)p(ud|yd) and
q(fd,ud|x) = p(fd|ud,x)q(ud). It is equivalent to maximizing
the following ELBO
Lgp = Eq(f |x)[log p(y|f)]−KL[q(u)||p(u)]. (1)
The likelihood term of Lgp represents the fitting error, and it
factorizes over both data points and dimensions
Eq(f |x)[log p(y|f)] =
dy∑
d=1
Eq(fd|x)[log p(yd|fd)]
=
n∑
i=1
Eq(fi|xi)[log p(yi|fi)],
thus having a remarkably reduced time complexity of O(m3)
when performing stochastic optimization. Note that q(fd|x) =∫
p(fd|ud,x)q(ud)dud = N (fd|µfd ,Σfd) is conditioned on the
whole training points, where µfd = KnmK
−1
mmmd and Σ
f
d =
Knn − KnmK−1mm[I − SdK−1mm]KTnm. While the posterior
q(fi|xi) =
∏dy
d=1
∫
p(fid|ud,xi)q(ud)dud = N (fi|µfi ,νfi )
only depends on the related point xi, 2 where µ
f
i ∈ Rdy
1For the sake of simplicity, we here use the same kernel for dy outputs.
2This viewpoint inspires the doubly stochastic variational inference [29].
Besides, the covariance here is summarized by the inducing variables.
3collects the i-th element from each in the set {µfd}dyd=1; and
νfi ∈ Rdy collects the i-th diagonal element from each in
the set {Σfd}dyd=1. Besides, the analytical KL term in (1)
guards against over-fitting and seeks to deliver a good inducing
set. Note that the likelihood p(y|f) in (1) is not limited
to Gaussian. By carefully reorganizing the formulations, we
could derive analytical expressions for Lgp for (un)supervised
learning tasks [9], [31], [32].
Finally, when the inputs x are unobservable, we use the
unsupervised ELBO for log p(y) as
Lgplvm =Eq(f |x)q(x)[log p(y|f)]−KL[q(x)||p(x)]
−KL[q(u)||p(u)] ≤ log p(y) (2)
to infer the latent variables x under the GP latent variable
(GPLVM) framework [2]. This unsupervised model can be
used for dimensionality reduction, data imputation and density
estimation [31].
III. DEEP LATENT-VARIABLE KERNEL LEARNING
We consider a GP with additional dz-dimensional latent
variables z as3
p(y|x) =
∫
p(y|z)p(z|x)dz, (3)
where the conditional distribution p(z|x) indicates a stochastic
encoding of the original input x, which could easier the
inference of the following generative model p(y|z). As a
result, the log marginal likelihood satisfies
log p(y|x) ≥ Eq(z|x)[log p(y|z)]−KL[q(z|x)||p(z|x)]. (4)
In (4), we usually employ an isotropic Gaussian prior p(z|x) ≈
p(z) =
∏n
i=1N (zi|0, I) factorized over data index i. As for
p(y|z) = ∫ p(y|f)p(f |z)df , we decide to use independent GPs
fd ∼ GP(0, kd(., .)), 0 ≤ d ≤ dy, to fit the mappings between
y and z. Consequently, the following lower bound can be
derived by resorting to the sparse GP as
log p(y|z) ≥ Eq(f |u,z)q(u)[log p(y|f)]−KL[q(u)||p(u)]. (5)
It is known that the parametric NN usually introduces the
independence assumption to leverage the factorized likelihood
p(y|z) = ∏ni=1 p(yi|zi) which yields sharp distributions
concentrated on y. By contrast, the GP mapping employed
here learns a joint distribution p(y|z) by considering the
correlations over the entire space to achieve automatic cal-
ibration. As for the decoder x → z, since we aim to
utilize the great representational power of NN, the variational
distribution in (4) often takes the independent Gaussians
q(z|x) = ∏ni=1N (zi|µi,diag[νi]). The mean µi and variance
νi are made of parameterized function of the input xi through
multi-layer perception (MLP), for example, as
µi = Linear(MLP(xi)), νi = Softplus(MLP(xi)).
This amortized variation inference shares the parameters over
all training points, thus allowing for efficient training.
3We could describe most of deep GPs by the model (3), see Appendix B.
Combing (4) and (5), the final ELBO writes as
L =Eq(f |z)q(z|x)[log p(y|f)]−KL[q(z|x)||p(z|x)]
−KL[q(u)||p(u)], (6)
which can be optimized through the reparameterization
trick [33]. Note that when x is unobservable, i.e., x , y,
the deep latent-variable kernel learning (DLVKL) recovers the
GPLVM using back constraints (recognition model) [34].
It is found that in comparison to the ELBO of DKL in Ap-
pendix B, the additional KL[q(z|x)||p(z|x)] in (6) regularizes
the representation learning of encoder, which distinguishes
DLVKL from the DKL. For DKL, it adopts a deterministic
representation learning z = MLP(x), which is equivalent
to the variational distribution q(zi|xi) = N (zi|µi,νi →
0+) = δ(zi − µi). Intuitively, in order to maximize L, it is
encouraged to learn a p(y|z) which maps z to a distribution
concentrated on y. Extremely, pushing all the mass of the
distribution p(y|z) on y results in L → ∞, which however
risks severe over-fitting [35]. The last GP layer employed in
DKL is expected to alleviate this issue by considering the
joint correlations over the output space. But the deterministic
encoder, which is inconsistent to the following stochastic GP
part, will incur free latent representation to weaken the model
calibration, which results in over-fitting and poor prediction
variance in some circumstances. Hence, the proposed DLVKL
builds a complete statistical learning framework wherein the
additional KL regularization could avoid the issue by pushing
q(z|x) to match the prior p(z|x).
Though the complete stochastic framework makes DLVKL
more attractive than DKL, it has two issues to be addressed:
• firstly, the assumed variational Gaussian posterior q(z|x)
is often significantly different from the exact posterior
p(z|x,y). This gap may deteriorate the performance and
thus raises the demand of complicated q(z|x) for better
approximation, which will be addressed in Section V-A;
• secondly, the posterior collapse q(z|x) ≈ p(z) happens
and impedes DLVKL, making the model meaningless. We
provide theoretical analysis of this issue in Section IV and
propose strategies to mitigate it in Section V-B.
IV. POSTERIOR COLLAPSE IMPEDES DLVKL
It is interesting to observe that the model (3) can be
regarded as the supervised version of variational auto-encoder
(VAE) [33]: the stochastic process p(z|x) encodes the in-
formation from the input x, while p(y|z) “decodes” the
transformation for learning the mapping between y and z.
Particularly, when x , y, the equation (6) becomes the
VAE-type ELBO for unsupervised learning, wherein the main
difference is that a GP decoder is employed.
From the view of VAE, it is found that the ELBO (6) may
not guide the model to learn a good latent representation. The
VAE is known to suffer from the issue of posterior collapse
(also called KL vanishing) [36]. That is, the learned posterior
is independent of the input x, i.e., q(z|x) ≈ p(z). As a result,
the latent variable z does not encode any information from x.
This issue is mainly attributed to the optimization challenge of
VAE [37]. It is observed that maximizing the ELBO requires
4minimizing KL[q(z|x)||p(z|x)], which favors the posterior
collapse in the initial training stage since it gives a zero KL
value. In this case, if we are using a highly expressive decoder
which is capable of modeling arbitrarily data distribution, e.g.,
the PixelCNN [38], then the decoder will not use information
from z.
As for the DLVKL, though the GP decoder is not so highly
expressive, it cannot escape from the posterior collapse due to
the property of GP. We will prove below that the DLVKL suf-
fers from a non-trivial state when posterior collapse happens.
Before proceeding, we make some clarifications required
for theoretical analysis. First, it is known that the positions z˜
of inducing variables ud fall into the latent space Z ∈ Rdz .
They are regarded as the variational parameters of q(ud) and
need to be optimized. However, since the latent space is not
known in advance and it dynamically evolves through training,
it is hard to properly initialize z˜, which in turn may deteriorate
the training quality. Hence, we employ the encoded inducing
strategy indicated as below.
Definition 1. (Encoded inducing) It puts the positions x˜ of
inducing variables ud into the original input space X instead
of Z , and then passes them through the encoder to obtain the
related inducing positions in the latent space as
vec[z˜] = N (vec[z˜]|Encoder(x˜),diag[Encoder(x˜)]).
Now the inducing positions z˜ take into account the character-
istics of latent space through encoder and become Gaussians.
Second, the GP part employs the stationary kernel, e.g., the
RBF kernel, for learning. The properties of stationary kernel
are indicated as below.
Definition 2. (Stationary kernel) The stationary kernel for
GP is a function of the relative distance τ = x − x′.
Specifically, it is expressed as k(τ ) = h2gψ(τ ), where ψ is the
kernel parameters which mainly control the smoothness along
dimensions, and h2 is the output-scale amplitude. Particularly,
the stationary kernel satisfies k(0) = h2 and k(τ ) = k(−τ ).
Thereafter, the following proposition reveals that the pro-
posed DLVKL fails when posterior collapse happens.
Proposition 1. Given the training data D = {x,y}, we build
a DLVKL model using the stationary kernel and the encoded
inducing strategy. When the posterior collapse happens in the
initial stage of the training process, the DLVKL falls into a
non-trivial state: it degenerates to a constant predictor, and
the optimizer can only calibrate the prediction variance.
Proof. When the posterior collapse happens in the initial stage,
we have (i) the zero KL KL[q(z|x||p(z)||x)] staying at its local
minimum; and (ii) the mapped inputs zi ∼ N (0, I), 0 ≤ i ≤ n
and inducing inputs z˜i ∼ N (0, I), 0 ≤ i ≤ m. As a result,
the relative distance between any two inputs always follow
τ ∼ N (0, I). We therefore have the collapsed kernel value
E[k(zi, z′i)] = E[k(zi, z˜′i)] = h2E[gψ(τi)] = cθ,
where cθ, which is composed of the model parameters θ, is
independent of inputs. This makes Kmm and Knn be the
matrices with all the elements being the same, which however
are not invertible. In practice, we usually add a positive
numeric jitter to the diagonal elements of Kmm and Knn
in order to relieve this issue.
When we are attempting to optimize the GP parameters,
the collapsed kernel cannot measure the correlations among
inputs. In this case, it is observed that the posterior mean for
q(fd|x) follows
µfd = KnmK
−1
mmmd ∝ md1T,
where md is the average of md. It indicates that the GP
degenerates to a constant predictor. For example, we know
that the optimum of the mean md of q(ud) for GP regression
satisfies [7]
md =
1
νd
Kmm(Kmm +
1
νd
KmnKnm)
−1Kmnyd ∝ 1m1Tnyd.
When yd is normally normalized, i.e., E[yd] = 0, we have
md = 0 and therefore µ
f
d = 0. As for classification, the
degenerated constant predictor will simply use the percentages
of training labels as class probabilities.
Hence, due to the constant prediction mean, what the
optimizer can do is adjusting all the parameters of the encoder
and GP for simply calibrating the prediction variances in order
to fit the output variances in training data.
Furthermore, it is found that for any i.i.d. prior p(z|x) =
N (µ0,ν0), the degeneration in Proposition 1 happens due to
the collapsed kernel matrices. This motivates us to come up
with flexible and informative prior in Section V-B in order to
avoid the posterior collapse.
V. IMPROVEMENTS OF DLVKL
The improvements of DLVKL come from two aspects: (i)
the more informative variational posterior transformed through
stochastic differential equation (SDE) for better approximating
the exact posterior; and (ii) the more flexible, hybrid prior to
avoid posterior collapse. The two improvements are elaborated
respectively in the following subsections.
A. Informative variational posterior via SDE
In order to generate complicated posterior q(z|x) rather
than the simple Gaussian, which is beneficial for minimizing
KL[q(z|x)||p(z|x,y)], we interpret the stochastic encoding
x → z as a continuous-time dynamic system governed by
SDE [39] over the time period [0, T ] as
dzti = µ
t
i + L
t
idw
t, 0 ≤ t ≤ T, (7)
where the initial state z0i , xi; µti is the deterministic drift
vector; Σti = L
t
i(L
t
i)
T = diag[νti ] is the positive definite diffu-
sion matrix which indicates the scale of the random Brownian
motion wt that scatters the state with random perturbation;
and wt represents the standard and uncorrelated Brownian
process, which starts from a zero initial state w0 = 0 and has
independent Gaussian increment wt+∆t −wt ∼ N (0,∆tI).
The SDE flow in (7) defines a sequence of transforma-
tion indexed on a continuous-time domain, the purpose of
which is to evolve the simple initial state to the one with
5complicated distribution. In comparison to the normalizing
flow [40] indexed on a discrete-time domain, the SDE flow
is more theoretically grounded since it could approach any
distribution asymptotically [41]. Besides, the diffusion term,
which distinguishes SDE from the ordinary differential equa-
tion (ODE) [42], makes the flow more stable and robust from
the view of regularization [43].
The solution of SDE is given by the Itoˆ integral which
integrates the state from the initial state to time t as
zti = z
0
i +
∫ t
0
µτi dτ +
∫ t
0
Lτi dw
τ . (8)
Note that due to the non-differentiable wτ , the SDE yields
continuous but non-smooth trajectories z0:ti . Practically, we
usually work with the Euler-Maruyama scheme for time dis-
cretization in order to solve the SDE system. Suppose we have
L+1 time points t0, t1, · · · , tL = T in the period [0, T ]. They
are equally spaced with time window ∆t = T/L. Then we
have a generative transition between two conservative states
zl+1i = z
l
i + µ
l
i∆t+ diag[(ν
l
i)
1/2]
√
∆tN (0, I), 0 ≤ l < L− 1.
This is equivalent to the following Gaussian transition, given
Σli = diag[ν
l
i ], as
p(zl+1i |zli) = N (zl+1i |zli + µli∆t,Σli∆t). (9)
Note that though the transition is Gaussian, the SDE finally
outputs complicated posterior q(zL|x) rather than the simple
Gaussian, at the cost of however having no closed-form ex-
pression for q(zL|x). But the related samples can be obtained
by solving the SDE system via the Euler-Maruyama method.
As for the drift and diffusion, alternatively, they could be
represented by the mean and variance of sparse GP to describe
the SDE field [44], resulting in analytical KL terms in ELBO,
see Appendix B-C. In order to enhance the representation
learning, we herein build a more powerful SDE with NN-
formed drift and diffusion, called neural SDE (NSDE). This
however comes at the cost of intractable KL term. It is found
that the SDE transformation gives the following ELBO as
Lsde =Eq(f |zL)q(zL|x)[log p(y|f)]
−KL[q(zL|x)||p(zL|x)]−KL[q(u)||p(u)]. (10)
Different from the ELBO in (6) which poses a Gaussian
assumption for q(z|x), the second KL term in the right-
hand side of Lsde is now intractable due to the implicit
density q(zL|x). Alternatively, it can be estimated through the
obtained s SDE trajectory samples as
KL[q(zLi |xi)||p(zLi |xi)] ≈
1
s
s∑
j=1
log
q(z
L(j)
i |xi)
p(z
L(j)
i |xi)
. (11)
To estimate the implicit density q(zLi |xi), Chen et al. [41] used
the simple empirical method according to the SDE samples as
q(zLi |xi) =
∑s
j=1 δ(z
L
i − zL(j)i )/s, where δ(zLi − zL(j)i ) is a
point mass at zL(j)i . The estimation quality of this empirical
method however is not guaranteed. It is found that since
q(zLi |xi) = Eq(zL−1i |xi)[q(z
L
i |zL−1i )], (12)
we could evaluate the density through the SDE trajectory
samples from the previous time tL−1 as
q(zLi |xi) ≈
1
s
s∑
j=1
N (zLi |z(L−1)(j)i + µ(L−1)(j)i ∆t,Σ(L−1)(j)i ∆t).
(13)
In practice, we could adopt the single-sample approximation
together with the reparameterization trick to perform backpro-
gate and have an unbiased estimation of the gradients [33].
B. Flexible prior
The theoretical analysis in Section IV indicates that the
simple i.i.d. prior impedes the DLVKL when posterior collapse
happens. Though recently more informative priors have been
proposed, for example, the mixture of Gaussians prior and the
VampPrior [45], they still belong to the i.i.d. prior.
Interestingly, we could set the prior drift µ = 0 and
diffusion Σ = ν0I, and let z pass through the SDE system
to have an analytical prior at time T as
psde(z
L
i |xi) = xi +
∫ T
0
0dτ +
∫ T
0
√
µ0Idw
τ
= N (zLi |xi, ν0T I).
(14)
The transformed SDE prior is more informative than N (0, I)
since it now explicitly depends on the original input. The
additional variance ν0 is used to build connection to the
posterior. For the posterior q(zLi |xi), we employ the following
drift and diffusion for transition q(zl+1i |zli) as
µli = Linear(MLP(z
l
i)),
Σli = diag[ν0 × Sigmoid(MLP(zli))].
(15)
The connection through ν0 allows knowledge transfer between
the prior and posterior, thus further improving the flexibility
of the SDE prior.
More generally, it is found that for the independent but
not identically distributed prior p(zLi |xi) = N (zLi |µi,νi), the
optimal choice for maximizing ELBO is p(zLi |xi) , q(zLi |xi).
But this will cancel the KL regularizer and risk severe over-
fitting. Alternatively, we could construct a composited prior,
like [46], as
pβ(z
L
i |xi) =
1
ri
q1−β(zLi |xi)pβsde(zLi |xi), (16)
where β ∈ [0, 1] is a trade-off parameter, and ri =∫
q1−βi(zLi |xi)pβisde(zLi |xi)dzLi is a normalizer. When β = 1,
we are using the SDE prior; when β is a mild value, we are
using a hybrid prior taking information from both the SDE
prior and the variational posterior; extremely, when β = 0,
we are using the posterior as prior.
The mixed prior gives the KL term regarding z in Lsde as
KL[q(zLi |xi)||pβ(zLi |xi)]
=βKL[q(zLi |xi)||psde(zLi |xi)]− log ri.
(17)
Note that log ri is has no trainable parameters. Thereafter, the
ELBO rewrites to
Lβsde =Eq(f |zL)q(zL|x)[log p(y|f)]
−βKL[q(zL|x)||psde(zL|x)]−KL[q(u)||p(u)].
(18)
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Fig. 1. The model structure of DLVKL and DLVKL-NSDE.
The formulation of β-ELBO in (18) on the other hand indicates
that β can be interpreted as a trade-off between the likelihood
(data fit) and the KL regularizer, which is similar to [47]. When
β = 1, the SDE prior poses the most strict regularization.
When β = 0, the optimal prior ignores the KL regularizer
and focuses on fitting the training data. It is recommended to
use an intermediate β, e.g., 10−2, to achieve a good trade-off;
or an annealing-β strategy [48], [49]. Note that the β-ELBO
can also be derived from the view of variational information
bottleneck (VIB) [50], see Appendix A.
Finally, Fig. 1 illustrates the structure of the proposed
DLVKL and DLVKL-NSDE. It is found that DLVKL is a
special case of DLVKL-NSDE: when T = 1.0 and L = 1,
q(zL|x) becomes Gaussian. Compared to the DLVKL, the
DLVKL-NSDE generates more complicated variational pos-
terior through NSDE, which is beneficial to further reduce the
gap to the exact posterior. However, the NSDE transformation
requires that the states {zl}Ll=1 should have the same dimen-
sionality over time. It makes DLVKL-NSDE unsuitable for
handling high-dimensional data, e.g., images. This however is
not an issue for DLVKL since it has no limits on the dimen-
sionality of z. It is notable that when the encoder has dz < dx,
we cannot directly use the SDE prior (14). Alternatively, we
could apply some simple dimensionality reduction algorithms,
e.g., the principle component analysis (PCA), on the inputs
to obtain the prior mean. In the experiments below, unless
otherwise indicated, we use the DLVKL-NSDE with dx = dz,
β = 10−2, T = 1.0 and L = 10. When predicting, we average
over s = 10 posterior samples.
VI. NUMERICAL EXPERIMENTS
This section first uses two toy cases to investigate the
characteristics of the proposed models, followed by intensive
evaluation on eight supervised learning datasets. We also
simply showcase the capability of unsupervised DLVKL on the
mnist dataset. The model configurations in the experimental
study are detailed in Appendix C. All the experiments are
performed on a windows workstation with twelve 3.50GHz
core and 64GB memory. The tensorflow implementations are
available at https://github.com/LiuHaiTao01/DLVKL.
A. Toy cases
This section seeks to investigate the characteristics of
DLVKL-NSDE on two toy cases. Firstly, we illustrate the
benefits brought by flexible prior pβ(zL|x) and informative
posterior q(zL|x) on a regression case, which is expressed as
y(x) =
{
cos(5x)× exp(−0.5x) + 1, x < 0,
cos(5x)× exp(−0.5x)− 1, x ≥ 0,
which has a step behavior at the origin. The conventional GP
using stationary kernels is hard to capture this non-stationary
behavior. We draw 50 points from [−1.5, 1.5] together with
their observations as training data.
Fig. 2 illustrates the predictions of DLVKL and DLVKL-
NSDE, together with the mean of the learned latent input z. It
is found, from left to right, that the commonly used N (0, 1)
prior leads to collapsed posterior and constant predictor, which
agree with the analysis in Proposition 1. Instead, the SDE
prior in (14) helps DLVKL avoid the posterior collapse,
since now the prior mean is informed by the input x. But
since this prior takes no knowledge from the posterior q(z|x)
under β = 1.0, the DLVKL leaves almost no space for the
encoder p(z|x) to perform deep representation learning, which
is crucial for enhancing the model capability. As a result, the
pure SDE prior makes DLVKL perform like a GP. Hence, to
improve the capability of encoder, we employ the β-mixed
flexible prior in (16), which takes both the SDE prior and
the variational posterior into the prior structure. Now we can
observe that the encoder under β = 10−2 skews the original
inputs in order to make the GP part of DLVKL describe
the step behavior easily. Moreover, the DLVKL-NSDE further
employs the SDE-transformed variational posterior rather than
the Gaussian, thus resulting in better latent representation.
Next, Fig. 3 investigates the impact of β on the behavior of
DLVKL-NSDE on a toy binary classification case by changing
it from 1.0 to 10−4. We also show the results of stochastic
variational GP (SVGP) [9] and DKL for comparison. It is ob-
served that the decreasing β changes the behavior of DLVKL-
NSDE from SVGP to DKL. The decreasing β indicates that
(a) the prior contains more information from the posterior,
and extremely, it has p(z|x) = q(z|x) when β = 0, like
DKL; (b) the KL penalty is weakened in (18), thus risking
over-fitting; and meanwhile, (c) the encoder becomes more
flexible, e.g., the extreme β = 0 skews the 2D inputs to an
almost 1D manifold, raising the issue of rank pathologies in
deep models [20]. In practice, we need to trade off the KL
regularization for automatic calibration and the representation
learning for model capability through the β value.
Finally, Fig. 4 investigates the impact of SDE flow parame-
ters T and L on the performance of DLVKL-NSDE. We first
fix the flow time as T = 1.0 and increase the flow step from
L = 1 to L = 15. When we directly use T = 1.0, L = 1
(DLVKL-NSDE herein degenerates to DLVKL), it leads to
a single transition density with large variance, thus resulting
in high degree of feature skewness. This in turn raises slight
over-fitting in Fig. 4 as it identifies several orange points
within the blue group. In contrast, the refinement of flow step
makes the time discretization close to the underlying process
and stabilizes the SDE solver. Secondly, we fix the flow step
as L = 10 and increase the flow time from T = 1.0 to
T = 15.0. This increases the time window ∆t and makes the
transition density having larger variance. Hence, the encoder
is equipped with higher perturbation. But purely increasing T
will deteriorate the quality of SDE solver, which is indicated
by the issue of rank pathologies for DLVKL-NSDE with
T = 15.0, L = 10. To summarize, in order to gain benefits
from the SDE representation learning, the flow step L should
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Fig. 2. The variants of the proposed model under various priors and variational posteriors on the toy regression case. The blue circles in the top row represent
the pairs (x,y) of training data, while the bottom ones are the pairs (z,y). The red curve is the prediction mean and the red shallow region indicates 95%
confidence interval of the prediction.
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Fig. 3. Varying β changes the behavior of DLVKL-NSDE from SVGP to DKL on the toy classification case. The bottom row shows data in the latent space
Z .
increase with flow time T . For example, in comparison to the
case of T = 15.0 and L = 10, the DLVKL-NSDE using
T = 15.0 and L = 50 in Fig. 4 yields reasonable predictions
and latent representation.
B. Supervised learning
We here evaluate the proposed model on supervised learning
tasks in Table I, which include five UCI regression datasets,
two UCI classification datasets4 and the cifar-10 image
classification dataset. The data size ranges from 506 to 11M in
order to conduct intensive comparison at different levels. The
competitors include the pure SVGP and NN, the DiffGP [44], a
SDE-based deep GP, and finally the DKL. For the regression
tasks, we employ the root mean square error (RMSE) and
the negative log likelihood (NLL) as performance criteria to
quantify the quality of predictive distribution. Similarly, we
verify the performance of classification in terms of classifica-
tion accuracy and NLL. Tables II and III show the comparative
results in terms of RMSE (accuracy) and NLL, respectively.5
4The UCI repository is available at http://archive.ics.uci.edu/ml/index.php.
5We only provide the RMSE and accuracy results for the deterministic NN.
Besides, the SVGP and DiffGP are not applied on the cifar-10 dataset, since
the pure GPs cannot effectively handle the high-dimensional image data.
TABLE I
THE REGRESSION AND CLASSIFICATION DATASETS
dataset ntrain ntest dx no. of classes
boston 456 50 13 -
wine-red 1440 159 22 -
keggdirected 43945 4882 20 -
kin40k 36000 4000 8 -
protein 41157 4573 9 -
connect-4 60802 6755 43 2
higgs 9900000 1100000 28 2
cifar-10 50000 10000 32×32×3 10
It is observed that in comparison to the pure SVGP, the
deep representation learning improves the capability of DiffGP,
DKL and DLVKL-NSDE, thus resulting in better performance
on most cases. Besides, in comparison to the sparse GP
assisted representation learning in DiffGP, the more flexible
NN based representation learning further enhances the perfor-
mance of DKL and DLVKL-NSDE.
It is not surprising that the NN is over-fitted on the first two
small datasets. But we observe that the deterministic repre-
sentation learning also risks over-fitting for DKL on the small
datasets. Fig. 5 depicts the comparative results of DiffGP, DKL
and DLVKL-NSDE on the small boston dataset. Note that
due to the scarce training data in relatively high-dimensional
8T = 1.0, L = 1 T = 1.0, L = 10 T = 1.0, L = 15 T = 5.0, L = 10 T = 15.0, L = 10 T = 15.0, L = 50
Fig. 4. Impact of flow time T and flow step L on the performance of DLVKL-NSDE on the toy classification case. The bottom row shows data in the latent
space Z .
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Fig. 5. Comparative results on the small boston dataset. The curves represent
the average results over ten runs, while the shallow regions are the bounds
(minimum and maximum) around the mean.
space, we use β = 1.0 for DLVKL-NSDE to completely
use the KL regularizer in (18). The results indicates that the
DKL improves the prediction quickly without regularization
for the deterministic encoder. But the free latent representation
weakens the automatic calibration of the following GP part.
Consequently, over-fitting occurs after around 200 iterations
and severely underestimated prediction variance happens after
500 iterations. Differently, the proposed DLVKL-NSDE builds
the whole model in the Bayesian framework. As a result, the
regularized representation learning alleviates the the possibility
of over-fitting, and now it performs similarly to GP and DiffGP
on this small dataset.
Besides, the DKL directly optimizes the positions of induc-
ing points in the dynamic, unknown latent space Z . Without
prior knowledge about Z , we can only use the inputs x to
initialize z˜. The mismatch of data distributions in the two
spaces X and Z may deteriorate and even lead to inappropriate
termination on the training process of DKL. For instance, the
DKL fails in several runs on the kin40k dataset, indicated by
the high standard deviations in the tables.
Finally, we discuss the impact of β and the SDE flow
parameters T and L on the performance of DLVKL-NSDE.
As for the trade-off parameter β, which adjusts the flexibility
of prior pβ(zL|x) and the weight of the KL regularizer
KL[q(zL|x)||psde(zL|x)], Fig. 6 performs investigation on the
small boston and the medium-scale keggdirected datasets
by varying β from 1.0 to 0.0. The decrease of β improves
the flexibility of the hybrid prior since it takes into account
TABLE II
THE RMSE RESULTS FOR REGRESSION AND THE ACCURACY RESULTS
FOR CLASSIFICATION. FOR THE RMSE CRITERION, LOWER IS BETTER;
WHILE FOR THE ACCURACY CRITERION, HIGHER IS BETTER.
dataset NN SVGP DiffGP DKL DLVKL-NSDE
boston 0.4771±0.1049 0.3791±0.0748 0.3755±0.0711 0.4761±0.1933 0.3811±0.0795
wine-red 0.9087±0.0749 0.7781±0.0383 0.7780±0.0382 0.9069±0.1013 0.7794±0.0375
keggdirected 0.1125±0.0820 0.0924±0.0053 0.0900±0.0054 0.0894±0.0052 0.0875±0.0057
kin40k 0.1746±0.0109 0.2772±0.0043 0.2142±0.0044 0.7519±0.3751 0.1054±0.0048
protein 0.6307±0.0069 0.7101±0.0090 0.6763±0.0104 0.6452±0.0084 0.6098±0.0088
connect-4 0.8727±0.0037 0.8327±0.0030 0.8550±0.0045 0.8756±0.0017 0.8826±0.0032
higgs 0.7616±0.0014 0.7280±0.0004 0.7297±0.0008 0.7562±0.0017 0.7529±0.0017
cifar-10 0.9155 NA NA 0.9186 0.9176
TABLE III
THE NLL RESULTS FOR REGRESSION AND CLASSIFICATION. FOR THIS
CRITERION, LOWER IS BETTER.
dataset SVGP DiffGP DKL DLVKL-NSDE
boston 0.4797±0.2221 0.4517±0.2157 14.6317±13.9510 0.4698±0.2286
wine-red 1.1664±0.0471 1.1663±0.0471 2.9943±0.7600 1.1680±0.0461
keggdirected -0.9975±0.0321 -1.0283±0.0357 -1.0245±0.0360 -1.0568±0.0349
kin40k 0.1718±0.0092 -0.0853±0.0125 0.9002±0.7889 -0.8456±0.0483
protein 1.0807±0.0116 1.0298±0.0142 0.9817±0.0132 0.9258±0.0155
connect-4 0.3637±0.0049 0.3207±0.0058 0.3098±0.0101 0.2812±0.0076
higgs 0.5356±0.0004 0.5325±0.0016 0.4907±0.0021 0.4980±0.0025
cifar-10 NA NA 0.3546 0.3710
more information from the posterior q(zL|x) through (16).
Meanwhile, it weakens the role of KL regularizer to improve
the freedom of representation learning, which is beneficial
to minimize the first likelihood term of (18). Consequently,
small β speeds up the training of DLVKL-NSDE. But the
deteriorated KL regularizer with decreasing β makes DLVKL-
NSDE be approaching the DKL. Hence, we observe over-
fitting and underestimated prediction variance for DLVKL-
NSDE with small β values on the boston dataset. As for the
medium-scale keggdirected dataset with many more data
points, the issues have not yet happened. But it is found that
(i) β = 1.0 is over-regularized on this dataset; and (ii) the
extreme β = 0.0 slights deteriorates the RMSE and NLL
results. Hence, we can conclude that (i) a large β is favored to
fully calibrate the model on small datasets in order to guard
against over-fitting; while (ii) a small β is recommended to
improve representation learning on complicated large datasets;
also it is notable that (iii) when we are using the NN encoder
with higher depth and more units, which increase the model
complexity, the β should be accordingly increased.
Fig. 7 studies the impact of SDE flow parameters on the
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Fig. 6. Impact of parameter β on the performance of DLVKL-NSDE on the
small boston dataset and the large keggdirected dataset.
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Fig. 7. Impact of SDE flow parameters T and L on the performance of
DLVKL-NSDE on the kin40k and protein datasets.
kin40k and protein datasets by varying the flow time T
from 0.5 to 2.0. Note that according to the discussions in
Section VI-A, the flow step L is accordingly increased to
ensure the quality of SDE solver. The longer SDE flow time
transforms the inputs to a more complicated posterior q(zL|x)
in order to reduce the gap to the exact posterior. As a result,
the DLVKL-NSDE improves the performance with increasing
T on the kin40k dataset. As for the protein dataset, it is
found that T = 1.0 is enough since the longer flow time does
not further improve the results. Note that the time complexity
of DLVKL-NSDE increases with T and L. As a trade-off, we
usually employ T = 1.0 and L = 10 in our experiments.
C. Unsupervised learning on the mnist dataset
It is notable that the proposed DLVKL-NSDE can also be
used for unsupervised learning once we replace the input x
with the output y in (18). To verify this, we apply the model
to the mnist handwritten digit dataset, which contains 60000
VAE DKL DLVKL
Fig. 8. Unsupervised DLVKL on the mnist dataset. The top row represents
the learned two-dimensional latent space, while the bottom row illustrates the
reconstructed digits in comparison to the ground truth (bottom left).
gray images with size 28 × 28. Since the VAE-type unsu-
pervised learning structure requires feature transformations
with varying dimensions, we employ the DLVKL-NSDE using
T = 1.0 and L = 1, i.e., the DLVKL. In this case, the DLVKL
is similar to the GPLVM using back constraints (recognition
model) [34]. The difference is that DLVKL uses β = 10−2
instead of β = 1.0 in GPLVM. Besides, the competitors
include VAE [33] and DKL. The details of experimental
configurations are provided in Appendix C.
Fig. 8 illustrates the two-dimensional latent space learned
by different models, and several reconstructed digits. It is
clearly observed that the models properly cluster the digits
in the latent space. As for reconstruction, the three models
reconstruct the profile of digits but lost some details due to
the limited latent dimensionality. Besides, the reconstructed
digits of DKL and DLVKL have slightly noisy background due
to the Bayesian averaging and the share of kernel across 784
outputs. Finally, the DLVKL is found to have more reasonable
reconstruction than DKL for some digits, e.g., digit “3”.
Finally, note that for the mnist dataset together with the
cifar-10 dataset in Section VI-B, we use the original GP
in our models. Some recently developed GP paradigms, for
example, the convolutional GP [51] for images, could be
considered to further improve the performance.
VII. CONCLUSIONS
This paper proposes the DLVKL which inherits the ad-
vantages of DKL but provides better automatic calibration
through regularized latent representation. Theoretical analysis
of DLVKL however indicates that it suffers from posterior
collapse and degenerates to a constant predictor. We therefore
improve the DLVKL through (i) the NSDE transformation to
reduce the divergence gap, and (ii) the hybrid prior to achieve
an adjustable regularization. We investigate the algorithmic
characteristics of DLVKL-NSDE and compare it against exist-
ing deep GPs. The comparative results imply that the DLVKL-
NSDE performs similarly to the well calibrated GP on small
datasets, and shows superiority on large datasets.
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APPENDIX A
β-ELBO INTERPRETED FROM VIB
We can interpret the DLVKL from the view of variational
information bottleneck (VIB) [50]. Suppose that z is a stochas-
tic encoding of the input x, our goal is to learn an encoding
that is maximally informative about the output y subject to a
constraint on its complexity as
max I[z,y], s.t. Iq[z,x] ≤ Ic. (19)
Given the joint distribution p(x, z,y) = q(z|x)pD(x,y), the
mutual information (MI) I[z,y]is
I[z,y] =
∫
p(y, z) log p(y|z)dydz +H[y]
= EpD(x,y)
[
Eq(z|x)[log p(y|z)]
]
+H[y],
(20)
where pD(x,y) = 1n
∑n
i=1 δ(x−xi)δ(y−yi) is the empirical
distribution estimated from training data. Note that H[y] has
no trainable parameters. Besides, the MI Iq[z,x] is
Iq[z,x] =
∫
q(z,x) log
q(z,x)
p(z)pD(x)
dzdx
= EpD(x)[KL(q(z|x)||p(z))],
(21)
where pD(x) = 1n
∑n
i=1 δ(x− xi).
The constraint in (19) is applied in order to learn a good
representation rather than the simple identity z = x. By
introducing a Lagrange multiplier β to (19), we have
Lvib =EpD(x,y)
[
Eq(z|x)[log p(y|z)]
]
− βEpD(x)[KL(q(z|x)||p(z))],
(22)
which recovers the bound in (18) when we use sparse GP for
p(y|z) and the NSDE transformation for q(z|x).
APPENDIX B
VIEWING EXISTING DEEP GPS IN THE FRAMEWORK OF (3)
A. Deterministic representation learning of z
The DKL [23] has the transformation from xi to zi per-
formed through a deterministic manner zi = MLP(xi). As a
result, the ELBO is expressed as
Ldkl = Eq(f |z=MLP(x))[log p(y|f)]−KL(q(u)||p(u)). (23)
Different from (6), the purely deterministic transformation in
the above ELBO will risk over-fitting, which has been verified
in our numerical experiments.
B. Bayesian representation learning of z via GPs
Inspired by NN, the DGP [28] extends p(z|x) to a L-layer
hierarchical structure, wherein each layer is a sparse GP, as
p(z1:L|x) =
L∏
l=1
p(zl|zl−1) =
L∏
l=1
p(zl|ul, zl−1)p(ul), (24)
where z0 = x. As a result, the ELBO is expressed as
Ldgp =Eq(f |zL)q(zL|x)[log p(y|f)]
−
L∑
l=1
KL[q(ul)||p(ul)]−KL[q(u)||p(u)], (25)
where q(zL|x) = ∫ ∏Ll=1 p(zl|ul, zl−1)q(ul)du1:Ldz1:L−1 =∫ ∏L
l=1 q(z
l|zl−1)dz1:L−1. Due to the complete GP paradigm,
the DGP naturally guards against over-fitting. But the capabil-
ity of representation learning is limited by the finite inducing
variables {ul}Ll=1 for massive data.
C. Bayesian representation learning of z via SDE
Different from traditional DGP, the sequence of transforma-
tion of which is indexed on discrete domain, the differential
GP (DiffGP) [44] generalizes the transformation through SDE
indexed on continuous-time domain. Specifically, given the
same dimension dl = dl−1 = dz, the posterior transformation
q(zli|zl−1i ) through a sparse GP can be extended and inter-
preted as a SDE as
dzti = µ
t
i +L
t
idw
t, t ∈ [0, T ], (26)
where Σti = L
t
i(L
t
i)
T is a diagonal matrix; and we have
[µti]d = kimK
−1
mmm
z
d, 1 ≤ d ≤ dz,
[Σti]dd = kii − kimK−1mm[I− SzdK−1mm]kTim, 1 ≤ d ≤ dz.
In the above equations, mzd and S
z
d are the mean and covari-
ance of the inducing variables uzd shared across time. There-
after, the ELBO over discrete time points {t0, t1, · · · , tL} for
supervised learning is derived as
Ldiffgp =Eq(f |zL)q(zL|x)[log p(y|f)]
−KL[q(uz)||p(uz)]−KL[q(u)||p(u)]. (27)
Different from (10), the sparse GP assisted SDE here results
in analytical KL terms.
APPENDIX C
EXPERIMENTAL DETAILS
Toy cases. For the two toy cases, we adopt the settings for
the following regression and classification tasks except that (i)
the inducing size is m = 20; (ii) the length-scales of the RBF
kernel is initialized as 1.0; (iii) the batch size is min{64, n};
and finally (iv) the Adam optimizer is ran over 5000 iterations.
Regression and classification tasks. The experimental con-
figurations for the five regression tasks (boston, wine-red,
keggdirected, kin40k, protein) and two classification
tasks (connect-4, higgs) are elaborated as below.
As for data preprocessing, we perform standardization over
input dimensions to have zero mean and unit variance. Addi-
tionally, the outputs are standardized for regression. We shuffle
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the data and randomly select 10% for testing. The shuffle and
split are repeated to have ten instances for multiple runs.
As for the GP part, we adopt the RBF kernel with the
length-scales initialized as 0.1
√
dz and the signal variance
initialized as 1.0. The inducing size is m = 100. The related
positions of inducing points x˜ are initialized in the original
input space X through clustering techniques and then passed
through the SDE transformation as z˜ = SDE(x˜) for DLVKL-
NSDE. The variational parameters for the inducing variables
ud ∼ N (ud|md,Sd) are initialized as md = 0 and Sd = I.
We set the prior parameter as β = 1.0 on the small boston and
wine-red datasets and β = 10−2 on the remaining datasets,
and have the SDE parameters as T = 1.0 and L = 10.
As for the MLP part, we use the fully-connected (FC) NN
with three hidden layers and the ReLU activation. The number
of units for the hidden layers is max[2dx, 10]. Particularly,
the MLPs of DLVKL-NSDE in (15) share the hidden layers
but have separate output layers for explaining the drift and
diffusion respectively. The diffusion variance ν0 is initialized
as 0.01/T . Additionally, since the SDE flows over time, we
include time tl as additional inputs for the MLPs. And all the
layers except the output layers share the parameters over time.
As for the optimization, we employ the Adam with the batch
size of 256, the learning rate of 5× 10−3,6 and the maximum
number of iterations as 1500 on the small boston and wine-
red datasets, 100000 on the large higgs dataset, and 20000
on the remaining datasets. In the experiments, we do not adopt
additional fine-tune tricks, e.g., the scheduled learning rate, the
regularized weights, or the dropout technique, for MLP.
The cifar-10 image classification task. For this image
classification dataset, we build our codes upon the resnet-
20 architecture implemented at https://github.com/yxlijun/
cifar-tensorflow. We keep the convolution layers and the 64D
FC layer, but additionally add the “FC(10+1)-tanh-FC(10+1)-
tanh-FC(2×10)” layers plus the GP part for DLVKL-NSDE.
For DKL, we drop the additional time input and use 10 units in
the final layer. We use m = 500 inducing points and directly
initialize them in the latent space, since the encoded inducing
strategy in the high-dimensional image space yields too many
parameters which may make the model training difficult. We
use the default data split, data augmentation and optimization
strategies of resent-20 and run over 200 epochs.
The mnist unsupervised learning task. For the mnist
dataset, the intensity of the gray images is normalized to
[0, 1]. We build the decoder for the models using FC nets, the
architecture of which is “784 Inputs-FC(196)-Relu-FC(49)-
Relu-FC(2×2)”. Note that the DKL employs a deterministic
encoder with the last layer as FC(2). The VAE uses a mirrored
NN structure to build the corresponding decoder. Differently,
the DKL and DLVKL adopt the sparse GP decoder for
mapping the 2D latent inputs to 784 outputs using the shared
RBF kernel with the length-scales initialized as 1.0 and the
signal variance initialized as 1.0. The inducing size is m = 100
and the related positions are optimized through the encoded
inducing strategy. The mean for the prior p(z|x) is obtained
6The training of GPs with Adam often uses the learning rate of 10−2. While
the training of NN often uses the learning rate of 10−3. Since DLVKL-NSDE
is a hybrid model, we decide to use a medium learning rate of 5× 10−3.
through the PCA transformation of x. Finally, we employ the
Adam optimizer with the batch size of 256, the learning rate
of 5× 10−3, and run it over 20000 iterations.
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