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1. Motivation
Let D = C be a simply connected domain in the complex plane and a ∈ D . Riemann mapping theorem says that there
exists a unique one-to-one and analytic function fa from D onto the unit disk Δ = {z: |z| < 1} satisfying fa(a) = 0 and
f ′a(a) > 0. It is well known that in fact fa is the solution of the following extremal problem: ﬁnd the analytic function f
from D into Δ with f (a) = 0 satisfying that f ′(a) is positive and as large as possible.
In Cn , the unit disk Δ is replaced by the unit ball Bn ⊆ Cn . Let D be a bounded domain in Cn and a = 0 ∈ D .
Extremal problem. Find the analytic map f from D into the unit ball Bn with f (0) = 0 such that the value of |det J f (0)| is
as large as possible. This value is called the C-extremal value J(D) and this map is called C-extremal map for D .
In general, it is very diﬃcult to obtain the explicit forms of C-extremal value and the C-extremal map. For a = 0 ∈ D ,
many efforts have been made for the above extremal problem for various domains in Cn by many mathematicians. In [1],
C. Carathéodory considered the extremal problem for the polydisk D = Δn = Δ × · · · × Δ and obtained that
J
(
Δn
)= n− n2 (1.1)
and C-extremal map is f (z) = 1√
n
z. If D is a bounded symmetric domain, Y. Kubota [2–5] and G. Travaglini [8] independently
found the C-extremal value and the C-extremal map.
Last ten years, the extremal problem for non-symmetric domains has been studied. In 1997, D. Ma [6] solved the problem
for complex ellipsoids
E :=
{
z ∈ Cn:
n∑
j=1
|z j |2k j < 1
}
(1.2)
and in 2003, W. Yin and J. Su [7] solved it for Cartan–Hartogs domains (see the deﬁnition in Section 3.3). In [6], D. Ma
cleverly constructed two holomorphic maps f : E → Bn and g :Δn → E such that f ◦ g :Δn → Bn satisﬁes (1.1), and thus
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remains a question to ﬁnd a C-extremal map f for E by an algorithm.
In this paper we give a clear answer to this question by introducing a novel algorithmic method (see Theorem 2.6) for
ﬁnding a C-extremal map for a complex ellipsoid.
Our method uniﬁes the results in [6,7] in ﬁnding the circumscribed Hermitian ellipsoid with a minimal volume contain-
ing a given domain D . Moreover, the method in [7] does not work for generalized Cartan–Hartogs domain deﬁned in (3.10).
Extending our method to general balanced bounded domains, we ﬁnd a C-extremal map for generalized Cartan–Hartogs
domains in Section 3.4.
Note that D is said to be a balanced domain if tz ∈ D whenever t ∈ Δ and z ∈ D . In this paper we pay our attention only
to a balanced domain D in Cn .
2. A new algorithmic method
We begin this section with stating basic properties for a C-extremal value and a C-extremal map for a balanced domain.
Proposition 2.1. (See [6].) If D is a balanced domain in Cn, then any analytic map f : D → Bn satisﬁes df (0)(D) ⊂ Bn. It follows that
J (D) = sup{∣∣det(l)∣∣: l is any complex linear map with l(D) ⊂ Bn}.
Note that the inverse image of the unit ball Bn under any linear map is a form of the following Hermitian ellipsoid.
Deﬁnition 2.2. A Hermitian ellipsoid is a domain of the form{
z ∈ Cn:
n∑
j,k=1
a jkz j zk < 1
}
,
where (a jk) j,k=1,...,n is a positive deﬁnite Hermitian matrix.
By Proposition 2.1, it is enough to consider only a complex linear map from D to Bn . If l : D → Bn is a complex linear
map, then l−1(Bn) is a Hermitian ellipsoid containing D . If l is a complex linear map with J (D) = |det(l)|, then l−1(Bn) is
a minimal circumscribed Hermitian ellipsoid in the sense that the volume is minimal.
Proposition 2.3. (See [6].) Let D be a bounded domain in Cn.
(i) Each bounded domain D has the unique minimal circumscribed Hermitian ellipsoid.
(ii) If l ∈ GL(n,C) and l(D) = D, then the minimal circumscribed Hermitian ellipsoid is invariant under l.
If we combine Proposition 2.1 with Proposition 2.3, extremal problem for a bounded balanced domain is reduced to ﬁnd
the unique minimal circumscribed Hermitian ellipsoid.
Lemma 2.4. If n linear maps (z1, . . . , zn) 
→ (z1, . . . ,−z j, . . . , zn) for 1 j  n are automorphisms of D, then the minimal circum-
scribed Hermitian ellipsoid is a form of{
(z1, . . . , zn) ∈ Cn: a1|z1|2 + · · · + an|zn|2 < 1
}
, (2.1)
where a j > 0 for each 1 j  n.
Proof. It is a direct consequence of Proposition 2.3(ii). Since (a jk) is positive deﬁnite, a j > 0 for each j. 
Remark 2.5. If the minimal circumscribed Hermitian ellipsoid for D is a form of (2.1), then the C-extremal map is a linear
map deﬁned by
(z1, . . . , zn) 
→
(
a1/21 z1, . . . ,a
1/2
n zn
)
and the C-extremal value is
J (D) =
n∏
j=1
a
1
2
j .
Note that the volume of the Hermitian ellipsoid of the form (2.1) is ωn · (∏nj=1 a j)−2, where ωn is the volume of the
unit ball Bn . If D is a complex ellipsoid (1.2), let x j := |z j|2 for 1  j  n. Then the extremal problem is reduced to ﬁnd
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∏n
j=1 a j when {x = (x1, . . . , xn) ∈ Rn:
∑n
i=1 x
ki
i = 1, x j  0 for all j = 1, . . . ,n} and the hyperplane
{x = (x1, . . . , xn) ∈ Rn: ∑nj=1 a jx j = 1} meet tangentially.
More generally, let D be a balanced bounded domain, for which minimal circumscribed Hermitian ellipsoid is a
form (2.1). Then let x j = |z j |2 and
S := {x ∈ Rn: f (x1, . . . , xn) = 0} (2.2)
and
H :=
{
x ∈ Rn:
n∑
i=1
aixi = 1
}
. (2.3)
For any positive constants g1, . . . , gn , we will ﬁnd the condition for F :=∏nj=1 ag jj having the local extremal values when S
and H meet tangentially.
Denote by f j := ∂ f∂x j and f i j :=
∂2 f
∂xi∂x j
. We split into the following two cases.
(C1) f j j = 0 for any 1 j  n;
(C2) If f j j = 0 for some j, after rearranging, we may assume that there exists a ν such that f j j = 0 for 1  j  ν and
f j j = 0 for ν + 1 j  n.
Theorem 2.6. Assume that f (x1, . . . , xn) is decoupled, so that fi j = 0 for i = j, and f j = 0 for each j.
(i) If f satisﬁes the condition (C1), then F =∏nj=1 ag jj has a local extremal (maximal or minimal) point at (x1, . . . , xn) only when
x1 f1
g1
= · · · = xn fn
gn
or
n∑
j=1
( f j)2
f j j
= 0.
(ii) If f satisﬁes the condition (C2), then F =∏nj=1 ag jj has a local extremal (maximal or minimal) point at (x1, . . . , xn) only when
x1 f1
g1
= · · · = xν fν
gν
.
Now we prove Theorem 2.6(i). Since S and H deﬁned in (2.2) and (2.3) meet tangentially, there exists a constant λ such
that
a j = λ f j(x1, . . . , xn)
at points (x1, . . . , xn) where S and H meet tangentially. From (2.3), we have
1
λ
=
n∑
i=1
xi f i . (2.4)
It follows that
F =
n∏
j=1
a
g j
j =
∏n
i=1 f
gi
i
(
∑n
i=1 xi f i)g
,
where g :=∑nj=1 g j . By the method of Lagrange’s multipliers, we have
(F1, . . . , Fn) ( f1, . . . , fn).
Since
F j =
∏n
i=1 f
gi
i
(
∑n
i=1 xi f i)g+1
{
g j f j j
f j
(
n∑
i=1
xi f i
)
− g( f j + x j f j j)
}
=:
∏n
i=1 f
gi
i
(
∑n
i=1 xi f i)g+1
· F˜ j,
it follows that ( F˜1, . . . , F˜n) ( f1, . . . , fn). Thus there exists a constant μ satisfying that for each j = 1, . . . ,n,
g j f j j
f j
(
n∑
xi f i
)
− g( f j + x j f j j) = μ f j . (2.5)i=1
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f j = g j f j j
gx j f j j + (μ + g) f j
n∑
i=1
xi f i . (2.6)
Note that
n∑
j=1
x j f j =
n∑
i=1
g jx j f j j
gx j f j j + (μ + g) f j ·
(
n∑
i=1
xi f i
)
.
Note that
∑n
i=1 xi f i = 0 from (2.4), so we have
n∑
j=1
g jx j f j j
gx j f j j + (μ + g) f j = 1.
It follows that
1 =
n∑
j=1
g jx j f j j
gx j f j j + (μ + g) f j
=
n∑
j=1
(g jx j f j j + μ+gg g j f j) − μ+gg g j f j
gx j f j j + (μ + g) f j
=
n∑
j=1
g j
g
− μ + g
g
n∑
j=1
g j f j
gx j f j j + (μ + g) f j .
Thus we have
μ = −g or
n∑
j=1
g j f j
gx j f j j + (μ + g) f j = 0.
Case I. If μ = −g , then from (2.6), we have
f j = g j f j j
gx j f j j
n∑
i=1
xi f i = g j
gx j
n∑
i=1
xi f i, (2.7)
which means that x1 f1g1 = · · · =
xn fn
gn
.
Case II. Assume that
∑n
j=1
g j f j
gx j f j j+(μ+g) f j = 0. From (2.6), we have
f j
f j j
= g j
gx j f j j + (μ + g) f j
n∑
i=1
xi f i .
It follows that
n∑
j=1
( f j)2
f j j
=
n∑
j=1
(
f j
f j j
)
f j =
n∑
j=1
g j f j
(μ + g) f j + gx j f j j ·
(
n∑
i=1
xi f i
)
= 0,
which proves (i) of Theorem 2.6.
The case (ii) is almost the same as the case when μ = −g in the proof of (i). If f j j = 0 for at least one j in (2.5), then μ
must be equal to −g . Thus from (2.5), similarly as (2.7), we have (x j f j)/g j ’s are the same for 1 j  ν , which proves (ii)
of Theorem 2.6.
3. Application to extremal problem
In this section we show that our Theorem 2.6 can be applied to solve the extremal problem for complex ellipsoids and
Cartan–Hartogs domains.
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Let D = {z ∈ Cn: ∑nj=1 |z j |2k j < 1} with k j  1 for each j. We may assume that k1  · · ·  kn . By Lemma 2.4, the
minimal circumscribed Hermitian ellipsoid for D is a form of (2.1). In this case, let f (x1, . . . , xn) = xk11 + · · · + xknn − 1 and
g = (1, . . . ,1).
Note that f j = k jxk j−1j > 0. Consider the following two cases.
(i) For each 1 j  n, k j > 1;
(ii) There exists a positive integer ν such that k j > 1 for 1 k ν and k j = 1 for ν + 1 j  n.
In the case (i), note that f j j = k j(k j − 1)xk j−2j > 0 for each 1 j  n. Thus the second identity in Theorem 2.6(i) does not
occur. By Theorem 2.6(i), there exists a constant A such that
k1x
k1
1 = · · · = knxknn = A.
Since f (x1, . . . , xn) = 0 and xk jj = A/k j for each 1 j  n, we have A = 1/S , where
S =
n∑
i=1
1
ki
. (3.1)
Note that 1/λ = n/S . It follows that
a j = λ f j = S
n
k jx
k j−1
j =
1
n
(Sk j)
1
k j .
Therefore we have
F =
n∏
j=1
a j = S
S
nn
n∏
j=1
k
1
k j
j .
In the case (ii), note that
f j j =
{
k j(k j − 1)xk j−2j , if j  ν,
0, if j  ν + 1.
Thus more consideration is needed than the case (i). By Theorem 2.6(ii), there exists a constant A such that
k1x
k1
1 = · · · = kνxkνν = A. (3.2)
Since f (x1, . . . , xn) = 0 and xk jj = A/k j for each 1 j  ν , we have
A · Sν +
n∑
j=ν+1
x j = 1, (3.3)
where Sν :=∑νj=1 1/k j . From (3.2), note that
F =
∏ν
j=1 k
1
k j
j A
1− 1k j
(
∑ν
j=1 k jx
k j
j +
∑n
j=ν+1 x j)n
=
ν∏
j=1
k
1
k j
j ·
Aν−Sν
((ν − Sν)A + 1)n .
Simple calculation shows us that A
ν−Sν
((ν−Sν )A+1)n has the maximal value at A = 1/(Sν + n − ν). It follows that the maximal
value of F is
(Sν + n − ν)Sν+n−ν
nn
ν∏
j=1
k
1
k j
j .
Since Sν + n − ν is equal to S deﬁned in (3.1), the maximal values of F are the same in both of cases (i) and (ii).
Corollary 3.1. (See [6].) Let D be complex ellipsoid deﬁned by (1.2)with k j  1 for each j. Then the C-extremal map is (z1, . . . , zn) 
→
(a1/21 z1, . . . ,a
1/2
n zn) and the C-extremal value is
J (D) =
(
S S
nn
n∏
j=1
k
1
k j
j
) 1
2
,
where S =∑nj=1 1/k j and a j = 1n (Sk j) 1k j .
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Let
D =
{
z ∈ Cm1+···+mn :
n∑
i=1
( mi∑
j=1
|zi, j|2
)ki
< 1
}
, (3.4)
where ki  1 for each i. Similarly as Lemma 2.4 the minimal circumscribed Hermitian ellipsoid is a form of{
z ∈ Cm1+···+mn :
n∑
i=1
ai
( mi∑
j=1
|zi, j|2
)
< 1
}
.
If we let xi :=∑mij=1 |zi, j|2, then
f (x1, . . . , xn) =
n∑
i=1
xkii − 1
and
H =
{
x ∈ Cn:
n∑
i=1
aixi = 1
}
.
Since the problem is reduced to the case of a decoupled domain, we can apply Theorem 2.6. In this case we will ﬁnd the
maximal value of F =∏ni=1 amii and g = (m1, . . . ,mn). Similarly as in Section 3.1, at ﬁrst we assume that each k j is greater
than 1. By Theorem 2.6(i), there exists a constant A such that
k1x
k1
1
m1
= · · · = knx
kn
n
mn
= A.
Since f (x1, . . . , xn) = 0 and xkii = miki A, we have A = 1/S , where S =
∑n
i=1mi/ki . Thus we obtain
ai = λ f i =
(
Ski
mi
) 1
ki mi∑n
i=1mi
.
If ki = 1 for some i, then we can obtain similarly as the case (ii) in Section 3.1.
Corollary 3.2. (See [6].) Let D be a generalized complex ellipsoid deﬁned by (3.4). Then the C-extremal map is (zi, j) 
→ (a1/2i zi, j) for
i = 1, . . . ,n and j = 1, . . . ,mi. Moreover, the C-extremal value is
J (D) =
[
S S
(
∑n
i=1mi)
∑n
i=1mi
n∏
i=1
(
ki
mi
)mi
ki
mmii
] 1
2
,
where S =∑ni=1mi/ki .
3.3. Cartan–Hartogs domain
Let D be the Cartan–Hartogs domain deﬁned by{
(w, Z) ∈ Cn × RI (m,n): ‖w‖2k < det
(
I − Z Zt)}, (3.5)
where k > 0 and R I (m,n) is the set of all m×n (m n) matrices with complex entries satisfying I − Z Zt is positive deﬁnite.
If m = 1, then the Cartan–Hartogs domain is a complex ellipsoid, so we assume that m 2.
Lemma 3.3. (See [7].) The minimal circumscribed Hermitian ellipsoid for the Cartan–Hartogs domain has a form of{
(w, Z) ∈ CN+mn: a‖w‖2 + b‖Z‖2 < 1}, (3.6)
where ‖Z‖2 :=∑ j,k |Z jk|2 for Z = (Z jk).
Proof. By Lemma 2.1, the minimal circumscribed Hermitian ellipsoid of D is{
(w, Z) ∈ CN+mn:
N∑
ai |wi |2 +
m∑ n∑
b jk|Z jk|2 < 1
}
. (3.7)i=1 j=1 k=1
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Similarly, we obtain b11 = · · · = bmn using the automorphism of R I (m,n). See the details in [7]. 
For any m×n matrix Z = (Z jk) with m n, there exist unitary matrices U and V of m×m and n×n, respectively, such
that
Z = U
⎛⎜⎜⎝
λ1 0 · · · 0 0 · · · 0
0 λ2 · · · 0 0 · · · 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · · · · λm 0 · · · 0
⎞⎟⎟⎠ V ,
where λ1  λ2  · · · λm  0. Note that
‖Z‖2 =
∑
j,k
|Z jk|2 =
m∑
j=1
λ2j , det
(
I − Z Zt)= m∏
j=1
(
1− λ2j
)
. (3.8)
Let x1 = ‖w‖2 and y j = λ2j for each 1 j m. Then {(x1, y1, . . . , ym): xk1 =
∏m
j=1(1− y j)} and {(x1, y1, . . . , ym): ax1 +
b
∑m
j=1 y j = 1} meet tangentially. Thus at tangential points, we have
(a,b, . . . ,b)
(
kxk−11 ,
∏m
j=1(1− y j)
1− y1 , . . . ,
∏m
j=1(1− y j)
1− ym
)
,
which means that y1 = · · · = ym . Thus if we write y j = x2 for each 1  j m, it is enough to ﬁnd the maximal value of
F = aNbmn when two curves S = {(x1, x2): xk1 − (1− x2)m = 0} and H = {(x1, x2): ax1 + bmx2 = 1} meet tangentially.
If km, then the graph of S is convex in x1x2-plane and thus S and H meet only when a = 1 and bm = 1.
Now we assume that k >m 2. Let f (x1, x2) := xk1 − (1− x2)m , (a1,a2) = (a,bm), and g = (N,mn). Note that
f1 = kxk−11 > 0, f2 =m(1− x2)m−1 > 0,
f11 = k(k − 1)xk−21  0, f22 = −m(m − 1)(1− x2)m−2 < 0.
Then since f11 > 0 and f22 < 0, the condition (C1) holds. By Theorem 2.6(i), we have
x1 f1
g1
= x2 f2
g2
or
( f1)2
f11
+ ( f2)
2
f22
= 0.
If x1 f1g1 =
x2 f2
g2
, then xk1 = Nkn x2(1 − x2)m−1. Since f (x1, x2) = 0, we have xk1 = (1 − x2)m . From these two equations, we
obtain
xk1 =
(
N
N + kn
)m
, x2 = kn
N + kn .
Thus we have
1
λ
= x1 f1 + x2 f2 = kN
m−1(N +mn)
(N + kn)m .
It follows that
a1 = (N + kn)
m/kN1−m/k
N +mn , a2 =
m(N + kn)
k(N +mn) . (3.9)
Therefore we have
F = aN1 bmn =
1
mmn
aN1 a
mn
2 =
(N + kn)mNk +mnNN(1−mk )
(N +mn)N+mnkmn .
If ( f1)
2
f11
+ ( f2)2f22 = 0, then xk1 =
(k−1)m
(m−1)k (1− x2)m . Since f (x1, x2) = 0, we have xk1 = (1− x2)m . From these two equations, we
obtain k =m, which is a contradiction.
Corollary 3.4. (See [7].) Let D be a Cartan–Hartogs domain deﬁned by (3.5).
(i) If km, then the C-extremal map is (w, Z) 
→ (w, 1√
m
Z) and J (D) = (m−mn)1/2 .
(ii) If k >m, then the C-extremal map is (w, Z) 
→ (a1/21 w, (a2/m)1/2 Z) and
J (D) =
(
(N + kn)mNk +mnNN(1−mk )
(N +mn)N+mnkmn
) 1
2
,
where a1 and a2 are deﬁned by (3.9).
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Consider the extremal problem for generalized Cartan–Hartogs domain{
(w, Z) ∈ CN × RI (m,n):
N∑
j=1
|w j|2k j < det
(
I − Z Zt)}, (3.10)
where k j >m 2 for each 1 j  N . Similarly as Lemma 3.5, the minimal circumscribed Hermitian ellipsoid is{
(w, Z) ∈ CN+mn:
N∑
i=1
ai |wi |2 + b
m∑
j=1
n∑
k=1
|Z jk|2 < 1
}
. (3.11)
Using (3.8), let xi = |wi |2 for 1  i  N and y j = λ2j for 1  j  m. Similarly as in Section 3.3, we have y1 = · · · =
ymn =: xN+1. Thus when two curves
S =
{
(x1, . . . , xN , xN+1): f (x1, . . . , xN+1) :=
N∑
j=1
x
k j
j − (1− xN+1)m = 0
}
and
H :=
{
(x1, . . . , xN , xN+1):
N∑
j=1
a jx j + bmxN+1 = 1
}
meet tangentially, we have to ﬁnd the maximal value of F = (∏Ni=1 ai)bmn . In this case, aN+1 = bm and g = (1, . . . ,1,mn).
Note that
f j =
{
k jx
k j−1
j , j  N;
m(1− xN+1)m−1, j = N + 1
and
f j j =
{
k j(k j − 1)xk j−2j , j  N;
−m(m − 1)(1− xN+1)m−2, j = N + 1.
Since f j j = 0 for 1  j  N + 1, the condition (C1) holds and the condition (C2) does not occur. If the ﬁrst identity in
Theorem 2.6(i) is true, then
k1x
k1
1 = · · · = kNxkNN =
1
n
xN+1(1− xN+1)m−1,
so that
x
k j
j =
1
nk j
xN+1(1− xN+1)m−1
for each 1 j  N . Since f (x1, . . . , xN+1) = 0, we have
(1− xN+1)m =
N∑
j=1
x
k j
j =
S
n
xN+1(1− xN+1)m−1,
so that xN+1 = nn+S and x
k j
j = S
m−1
k j(n+S)m , where S =
∑N
j=1 1/k j . Thus we have
1
λ
= (N +mn)S
m−1
(n + S)m .
It follows that
a j =
⎧⎨⎩ (n+S)
m/k j
S(m−1)/k j
k
1/k j
j
N+mn , j  N;
m(n+S)
N+mn , j = N + 1.
(3.12)
Therefore we obtain
F = 1
mmn
(
N∏
a j
)
amnN+1 =
∏N
j=1 k
1/k j
j (n + S)m(n+S)
(N +mn)N+mnS(m−1)S .
j=1
J.-D. Park / J. Math. Anal. Appl. 349 (2009) 475–483 483If the second identity is true in (i) of Theorem 2.6, then
N∑
j=1
(k jx
k j−1
j )
2
k j(k j − 1)xk j−2j
+ (m(1− xN+1)
m−1)2
−m(m − 1)(1− xN+1)m−2 = 0,
so that
N∑
j=1
k j
k j − 1 x
k j
j =
m
m − 1 (1− xN+1)
m.
Since f (x1, . . . , xN+1) = 0, we have
N∑
j=1
x
k j
j = (1− xN+1)m.
It follows that
N∑
j=1
k j
k j − 1 x
k j
j =
m
m − 1
N∑
j=1
x
k j
j ,
so that
N∑
j=1
k j −m
k j − 1 x
k j
j = 0.
Since k j >m for each 1 j  N , it is a contradiction.
Corollary 3.5. Let D be a generalized Cartan–Hartogs domain deﬁned by (3.10) with k j >m for each j. Then the C-extremal map is
(w, Z) 
→
(
a1/21 w1, . . . ,a
1/2
N wN ,
(
aN+1
m
)1/2
Z
)
and the C-extremal value is
J (D) =
(∏N
i=1 k
1/ki
i (n + S)m(n+S)
(N +mn)N+mnS(m−1)S
) 1
2
,
where a j is deﬁned by (3.12).
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