We analyse the convergence rate of the quadratic tracking error, when a Delta-Gamma hedging strategy is used at N discrete times. The fractional regularity of the payoff function plays a crucial role in the choice of the trading dates, in order to achieve optimal rates of convergence.
by making a dynamic hedging strategy, i.e. trading continuously in time in the hedging instruments. In practice, this is often done through the so-called delta hedging strategy (DHS in short), which ensures that the investor's portfolio remains deltaneutral (i.e. equalizing the first sensitivity δ of the hedging portfolio and that of the option value). When the market is complete (we assume this in all what follows), in a Markovian setting where the asset is modeled through a stochastic differential equation and the payoff at time T is of the form g(S T ), it is known (cf Karatzas and Shreve (1998) ) that the number of assets to hold at time t is given by δ t = ∂ S u(t, S t ) where u is the price function (solution of a valuation PDE). Theoretically, it means that the investor must trade, continuously at each time t between 0 and the maturity, in order to obtain zero residual risk.
However, due to practical considerations and to the transaction costs, one can only use discrete-time hedging strategies. Here we do not consider the impact of transaction costs (we refer to Kabanov and Safarian (1997) , Pergamenshchikov (2003) and references therein) and we focus only on the impact of discrete-time rebalancing. Thus, the number of assets between two successive rebalancing dates t i and t i+1 is fixed to δ t i , and the associate hedging portfolio has a terminal value V N T which may differ from the required payoff g(S T ). In other words, this induces a tracking error E ∆ N := V N T − g(S T ), which has been intensively studied in the literature. For Call/Put option, in Zhang (1999) it is shown that the L 2 error has a convergence rate N 1/2 for uniform rebalancing dates t i = iT /N. In Gobet and Temam (2001) , it is shown that the rate of convergence actually strongly depends on the smoothness of the payoff function g: for instance for digital options, the order of convergence becomes 1/4 instead of 1/2. Geiss and coauthors deeply investigated these features:
in a series of papers initiated by Geiss (2002) , they paved the way to connect the fractional regularity of the payoff and the rate of convergence of the related discrete time delta-hedging strategy. Moreover, they showed that for a given payoff, a suitable non-uniform grid with N dates can be choosen to achieve the rate N 1/2 : the more irregular the payoff, the more concentrated near T the points. Recently in Gobet and Makhlouf (2008) , these ideas have been extended to BSDEs and to multidimensional diffusion models. One could alternatively measure the error using weak convergence techniques, instead of L 2 norm. Surprisingly, the convergence rate may be N 1/2 even for non-smooth payoffs, i.e. N 1/2 E ∆ N weakly converges as N goes to infinity to a non trivial random variable, which may not be square-integrable 1 for non-smooth payoffs. This convergence phenomenon has been noticed in Gobet and Temam (2001) for digital options, then more systematically studied in Hayashi and Mykland (2005) .
The integrability of the weak limit for non-smooth payoffs is investigated in details in Geiss and Toivola (2008) .
In all these works, it is pointed out that the weak limit is related to a suitably weighted integral of the so-called Gamma (∂ 2 S u(t, S t )) 0≤t<T of the option 2 . Thus, in order to reduce the tracking error, one can think of reducing the portfolio Gamma by incorporating in the hedging portfolio another instrument, the price of which is (C(t, S t )) 0≤t≤T : in practice, it is a liquid vanilla option (At-The-Money Call/Put).
The resulting strategy is called Delta-Gamma hedging strategy (DGHS in short) and is well-known from practionners (see Hull (2009) dates. More precisely, we aim at connecting the convergence rate of E ∆Γ N to the payoff regularity, regarding the choice of rebalancing dates. These issues can be investigated under several points of view.
• Choice of the convergence criterion. We conjecture that in the usual cases, the rate But an appropriate choice of trading dates leads to a quadratic error equal to a O(N −1 ). The choice of the trading dates is explicit and depends on the fractional regularity of the payoff.
• Specification of the model for S. In this work, we emphasize the tuning of the trading dates according to the payoff regularity. Analogously to the results in Geiss To simplify the analysis, we only consider geometric Brownian motions for the modeling of S (see (1.1)). Nevertheless, the analysis remains rather intricate, but we hope that this model simplification will help the reader to focus on the measure of the payoff regularity, which is driven by the behavior of the expected conditional variance V t,T (g) = E|g(S T ) − E Ft (g(S T ))| 2 as t goes to T . On the other hand, we allow the payoff to depend on several assets (basket options for instance). For this, we extend the single-asset formula (0.1) for DGHS to the multi-asset case, involving the cross-Gammas of the options.
• Choice of hedging instruments. Obviously, the instruments C used for DGHS have to yield non-zero gammas, in order to well define the strategy (see (0.1) for the single-asset case and Definition 1 for the multi-asset case). To manage the individual gammas, the most natural choice is Call/Put options whose price are convex in the spot variable (see Martini (1999) for general results on the propagation of convexity, ). To handle cross gammas, we propose to use exchange options (spread option with strike zero). Since the models for S are correlated geometric Brownian motions, whenever needed we can take advantage of the closed Margrabe formula for such an exchange option (see Appendix A.1).
The closest related work to ours is the one by Brodén and Wiktorsson (2008) . In this reference, S is a one-dimensional asset, following a local volatility model. The payoff function g is the Call payoff and uniform trading dates are studied. They state that the L 2 convergence holds at rate N 3/4 . However, there are some gaps in their proofs, in particular regarding some key estimates related to lower/upper bounds for the second derivatives of the price function. The differences between their work and ours are the following: we restrict to log-normal modelling; we extend the study of DGHS to a multidimensional framework; we study the connection between the payoff regularity and the choice of the trading dates in order to achieve optimal convergence rates. Furthermore, our proofs leverage the intrinsic martingale properties of price processes (see Lemma 2), which leads to simplified computations.
Organization of the paper. In the next section, we define the stochastic model for the underlying assets, the payoff option to hegde and the other instruments used in the hedging portfolio. We state some preliminary results related to the Greeks' processes as martingales. We also introduce notations used in all the paper, in particular for the fractional regularity of the payoff function. The section 2 contains our main results: we define the DGHS strategy, show that the L 2 norm of the tracking error is essentially measured by a suitable integral of the third derivatives of the price function, which can be accurately estimated through the payoff regularity. Then, we
give sufficient conditions on the N trading dates to yield a tracking error of order 1/N as the number N of dates goes to infinity. In section 3, we present numerical results which corroborate these features. Section 4 is devoted to the proofs of the main results.
Preliminaries

Asset stochastic model, payoff, additional hedging instruments
Brownian motion, defined on a filtered probability space (Ω, F , P), where P is the historical probability and (F t ) 0≤t≤T
(T is a fixed terminal time) is the natural filtration ofŴ , augmented with P-null sets. We assume that the components ofŴ are correlated, with Ŵ j ,Ŵ
and that the matrix (ρ j,k ) 1≤j,k≤d has a full rank.
Assets. We denote the non-risky asset by S 0 (bank account) and the risky assets by (S j ) 1≤j≤d . Although not essential for our results, we assume that the risky assets do not pay dividends and that the interest rates are constant and equal to r. Morever, we assume that the risky assets (S j ) 1≤j≤d are lognormal processes with constant volatilities (σ j ) 1≤j≤d , constant historical drifts (µ j ) 1≤j≤d and correlations equal to (ρ j,k ) j,k . It writes for 1 ≤ j ≤ d:
where S 
By a slight abuse of notation by setting σ 0 := 0 and S 0 0 := 1, we make the above equation also valid for j = 0, which might be useful in the following when short notations are needed.
At least, note thatS 
When an expectation is computed under P, we write E P (.), while under Q we write 
additional regularity assumption on g, it is easy to check that u is a C ∞ function for t < T . In particular, for l, m, n = 1...d, ∂ t u, ∂ S l u, ∂ 2 S l ,S m u and ∂ 3 S l ,S m ,S n u exist and are continuous for t < T .
As in Geiss (2002) and Gobet and Makhlouf (2008) , the fractional regularity of the payoff function g is measured through
and we consider the following space (α ∈ (0, 1])
It describes the rate of decreasing of the expected conditional variance of g(S T ) given
Notice that α∈(0,1] L 2,α obviously contains uniformly Hölder continuous functions, but also some non-smooth functions. Some examples are given in the lemma below, whose proof is done in Appendix A.2.
Lemma 1
,α with α = 1.
•
with α = 1/2.
• Stability by summation and product. Let g 1 and g 2 belong resp. to L 2,α 1 and L 2,α 2 .
· If in addition g 1 and g 2 are bounded, then g 1 g 2 ∈ L 2,α with α = α 1 ∧ α 2 .
A straightforward application of the above rules shows for instance that Put payoffs with digital triggers (of the form g(S)
The additional instruments. To perform the DGHS, we need d(d + 1)/2 extra financial instruments that have non vanishing gammas. To simplify the exposure, we assume that these instruments are options with the same time maturity T 2 > T .
Their payoffs are given by (for 0
is an exchange option between S j and S k . The price function of each of these instruments writes
Since the model is log-normal with constant correlation, the price functions are explicit and are given by the Black-Scholes and Margrabe formulas (see Appendix A.1).
Greeks and martingales
In this paragraph, we introduce some specific martingales which are related to the option Greeks. These properties are quite standard, but to our knowledge their importance in the analysis of the tracking error has not been emphasized so far: in particular, leveraging this property, we will deduce that the tracking error is an iterated stochastic integral w.r.t. the Q-Brownian motion W (see Theorem 3).
For l, m, n = 1...d, we definē
In the same way, we define, for 0 ≤ j < k ≤ d and l, m, n = 1...d,
The lemma below will be useful.
Lemma 2 The processes above are Q-martingales on [0,T), and their Itô decompo-sitions w.r.t. the Q-Brownian motions W write
Similarly, one has
Proof. We show the result for the martingales involving u. The proof is the same for those involving C j,k .
Let us defineū(t, S)
Then (see e.g Gobet and Munos (2005)), for a multi-index l = (l 1 , ..., l d ), the process
, which is equal to (
, is a martingale (the estimates on the regularity for t < T are given later in Lemma 7). Taking |l| equal to 1 (resp. 2, resp. 3), we obtain that the process in (1.5) (resp. (1.6), resp. (
Concerning the differentials, it is clear that, if (ψ(t)) t = ψ(t, S
By taking ψ(t) =ū(t) (resp.ū
(1)
l,m (t)), the relation (1.8) (resp. (1.9), resp.
(1.10)) follows. 2
Other notations
The time net. In all what follows, π := (t k ) k=0...N is a deterministic time net, such that 0 = t 0 < t 1 < ... < t N = T , and |π| := sup k=0...N −1 (t k+1 − t k ). This defines the N trading dates of the DGHS. We shall use the following net (β ∈ (0, 1])
Note that π ) coincides with the equidistant net. For β < 1, the points in
The constants. In our estimates, we use numerous constants that will be generically denoted by C or c. We emphasize the fact that, whenever a constant depends on the function g, the dependence will be expressed explicitly, so that all the constants such as C or c do not depend on g, but may depend on r,
and other universal constants. They may also depend on T and on T 2 , but remain bounded when T → 0.
A ≤ c B means A ≤ cB with a generic constant c.
2 The Delta-Gamma hedging strategy
Decomposition of the tracking error as multiple Itô integrals
In order to illustrate the ideas and results of the multidimensional case, which will be studied in paragraph 2.1.2, let us show what happens in the one-dimensional case (d = 1), with a single asset S 1 .
The one-dimensional case
In that case, the additional hedging instrument is simply a Call on S 1 with strike
Black-Scholes formula, where the usual variables are t and S 1 . Now let us decompose the tracking error. Taking advantage of the self-financing condition, the discounted terminal value of the hedging portfolioV
The discounted tracking error is defined by
where we have used the Itô decomposition (1.8). Combining this with (2.1), one has
where
Then, using (2.3), we observe that
This is the usual Delta-hedging condition. Applying Itô's rule and using Lemma 2, one obtains (2.5)
Then, using (2.3), we obtain
1,1
Using (2.2), it leads to T i,(2) (t i ) = 0: this is the Gamma-hedging condition. We apply once again Itô's rule and Lemma 2 to obtain (2.6)
where T i,(3) (r) can be explicitly written usingū
1,1 ,ū
1 and the similar Greeks for C 0,1 . For the purpose of the current discussion, the exact espression of T i,(3) (t) is not important (it is given in the general case in Theorem 3). More interesting is to identify the form of the tracking error as a triple iterated stochastic integral w.r.t.
W . Indeed, from (2.4), (2.5) and (2.6), one obtains
The generalization of such a decomposition to the multidimensional asset model will be given in Theorem 3. Now, let us formally comment the consequences of (2.7). At first sight, if T i,(3) (r) had a Q-L 2 moment uniformly bounded in r, we would deduce that .8) i.e. the tracking error has a Q-L 2 norm of the order of the time step |π|. In particular, N regular trading dates would lead to an optimal rate of convergence. Actually, this argumentation is not complete because the moments of T i,(3) (r) may explode as r goes to T (because for non smooth payoff, the Greeks may go to ±∞ as the time to maturity shrinks to 0). It illustrates that a significant piece of work in the DeltaGamma error analysis lies in the understanding of the behavior of |T i,(3) (r)| 
The multidimensional case
Following the previous decomposition for a single asset, we can handle the general case as well. The discounted terminal value of the hedging portfolio is
Definition 1 (Delta-Gamma hedging strategy) We define the DGHS by
These are natural extensions of (2.2) and (2.3). Then, similarly, the discounted tracking error is defined by
Using expression (2.9) and Lemma 2, one has
where (2.14)
Main results
In the general case, the (discounted) tracking error can be decomposed as a triple stochastic integral w.r.t. W , analogously to (2.7) in dimension 1. In the decomposition below, there are a principal part (related to the third derivative of the option price) and some residual terms.
Theorem 3 Assume that E P |g(S T )| 2p 0 < ∞ for some p 0 > 1. We have
In addition, the following estimate holds:
The proof is postponed to Section 4. We now bring in the next proposition several estimates, as key ingredients of our main results. These estimates are proved in Section 4.
Proposition 4 Assume that E P |g(S T )| 2p 0 < ∞ for some p 0 > 1.
• For l, m, n = 1...d and 0 ≤ t < T ,
• There exists a positive π threshold (depending on p 0 , T and T 2 ) such that, if |π| ≤
Thus, an easy and direct consequence of Proposition 4 and the definition (1.2) of K α,p 0 (g) is the following corollary.
Then, when |π| ≤ π threshold , for 0 ≤ t < T , (2.20)
Now we are in a position to expose our main results.
Theorem 6 Let α ∈ (0, 1]. Assume g ∈ L 2,α and E P |g(S T )| 2p 0 < ∞ for some p 0 > 1.
(1) Regular grid π (1) . For N sufficiently large to ensure |π
(2) Non regular grid π (β) , β ∈ (0, 1). Taking N sufficiently large to ensure |π (β) | ≤ π threshold , one has
Before proving these results, we give few comments.
(1) The use of irregular grids crucially helps to increase the convergence rate of the tracking error, for any fractional regularity α ∈ (0, 1], up to the rate N. For smoother payoffs (say C 3 b , leading also to α = 1), the first three spatial derivatives of u are bounded and our computations lead to a convergence rate equal to N (see the estimates (2.8)).
Hence, the case α = 1 is a singular point, for which the convergence rate may go from N 1/2 to N. Tight estimates on (
1/2 can not be given only by assuming g ∈ L 2,1 : presumably, an extra condition on ∇g would be necessary.
We leave this issue for further investigations.
Proof of Theorem 6. Put T i,(3)
l,m,n (r) =ū
l,m,n (r) and define f : τ →
l,m,n (r) 2 drdsdt. The Taylor expansion of order 2, with integral remainder term, of the function f (.) between τ = t i and τ = t i+1 gives
l,m,n (r)
Then, from Theorem 3 and Corollary 5, one obtains
The term i = N − 1 in the above summation is equal to
where we have used T − t 
From this, (2.22) and (2.23), it follows that
To complete the proof, note that it remains to upper bound the above integral in the three cases β ∈ (α/2, 1], β = α/2 and β ∈ (0, α/2). Denote by I the second term in the r.h.s. of (2.24).
(1) If β > α/2, the function f : t → (T −t) 2−2β (T −t) 3−α is not integrable at t = T and we easily derive
(2) If β = α/2, the function f is still not integrable at t = T and we obtain
(3) If β < α/2, the function f is integrable and it gives
3 Numerical Results
In this section, we present some experiments of Delta and Delta-Gamma hedging
strategies, of both a European Call option (g(S) = (S − K) + ) and a European digital
Call option (g(S) = 1 S≥K ) on a single asset (d = 1). The two payoff functions belong respectively to L 2,1 and L 2, . In our experiments, we rely on the known explicit formulas for the prices of these two options. In the following tests, we take r = 2%, µ = 1%, σ = 25%, s Log-log plots. These figures are the log-log plots of the second moment of the track- Table 1 For a Call: order of convergence of the L 2 -norm of tracking errors (
ing error versus the number of rebalancing dates (i.e. log(E P |E N (g, π (β) )| 2 ) versus log(N)). We observe that they give straight lines, suggesting that not only upper bounds are available but presumably expansion results are also valid in these cases.
The resulting slopes of the log-log plots represent twice the convergence order of
1/2 : these empirical convergence orders are reported in Table 1 for the Call and in Table 2 for the digital Call.
Theoretical order of convergence. In these tabulars, we also indicate the convergence order that one can expect from theoretical estimates, together with the reference.
Empirical order of convergence. The high convergence orders are not accurately estimated, possibly because of the relatively large statistical error due to simulations.
Generally speaking, we notice that the rate of the Delta-Gamma tracking error is better than that of the Delta tracking error. However, when β = 1 (equidistant time net), there may be no significative difference between the two rates: consider for in- Table 2 For a Digital Call: order of convergence of the L 2 -norm of tracking errors
stance the digital Call (see Table 2 ). This shows the advantage of hedging at non equidistant rebalancing dates when the fractional regularity index α of the payoff function is smaller than 1. for Delta-Gamma hedging. 
. Applying Itô's rule and using Lemma 2, one obtains
Now, as in the one-dimensional case (see paragraph 2.1.1), we can check that the definitions of δ j,k
Writing dW
One can apply Itô's isometry to the first term ((Ŵ t ) t being a P-Brownian motion)
and Cauchy-Schwartz inequality to the second to obtain (4.2)
l,m,n (r), using the same arguments as above, we show that
l,m (s) 2 ds,
Plugging these inequalities into (4.2) leads to (2.17). 2
Proof of Proposition 4.
Estimate (2.18). It is part of the statement of the following lemma.
Lemma 7 For 1 ≤ l, m, n ≤ d and 0 ≤ t < T ,
We only prove (4.5), the proof is exactly the same for (4.3) and (4.4).
From (4.6), we readily get
Now, write v(t, x) = e −r(T −t) 
(this is the usual representation of Greeks using Malliavin calculus weights, see Fournié et al.(1999) ). In the one dimensional case (d = 1), one has:
In our more general setting, the random variables H
t,T and H
t,T are independent of F t , have zero mean and satisfy to the following estimates (for q > 1):
To pass to P-conditional expectations, we introduce Z t = dQ dP | Ft the Radon-Nikodym density of Q w.r.t. P on F t . Therefore, using the zero-mean property of the weights
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Thus, using (4.8) (together with the standard inequality E
and applying Cauchy-Schwartz inequality, one readily obtains
Similarly,
Then, (4.9), (4.10), together with (4.7), yield (4.5).
2
Estimate (2.19). According to (2.16), one can write
l,m,n (t),
Then,
Let us upper bound each term appearing in (4.11). From Lemma 7, one has
where we have used the fact that E
To handle the termsŪ C,j,k,(1) (t),Ū C,j,k,(2) (t),Ū C,j,k,(3) (t) in (4.11), we need extra intermediate results, that we present as lemmas.
Lemma 8 For 1 ≤ l, m, n ≤ d and 0 ≤ t < T , one has
The proof of this lemma is very similar to that of Lemma 7. One has just to substitute the L 2p 0 -norm for the L 2 -norm and E P |g(S T )| 2p 0 for V t,T (g). We skip details.
Proof of Lemma 9. Estimate (4.14) is a direct consequence from (A.3), (A.4), (A.5), together with
and the fact that (4.15)
p > 1, there exists a positive constant π threshold (which depends on p, T and T 2 ) such that, for any time net whose size |π| ≤ π threshold and for any 0 ≤ t i ≤ t < t i+1 ≤ T ,
Proof of Lemma 10. We only detail the proof of (4.16), the proof of (4.17) is similar. The proof is divided into two steps. We first establish intermediate controls, then we complete the proof.
Step 1. In the following, q is a real number greater than p. One has
where σ j,k is defined by (A.2), and
Note that (Ŵ j,k t ) t is a P-Brownian motion. We will denote e
where f X and f Y are the respective probability density functions of two independent random variables X and Y having normal distributions N 0; (σj,k
, which is uniformly bounded by 1. Then
where, for 0 ≤ t i ≤ t ≤ t i+1 ≤ T and y ∈ R,
and c 2 (t i , t), c 1 (t i , t), c 0 (t i , t) are uniformly bounded and deterministic, with
.
Then, the quantity E P E F t i
is finite (and uniformly bounded also) for all t i ≤ t ≤ t i+1 ≤ T if and only if (4.18) c 2 (t i , t) − 1 2t i < 0, ∀t i ≤ t ≤ t i+1 ≤ T.
From the expression of c 2 (t i , t) taken at t = t i+1 , we see that, with a mesh size |π| ≥ (t i+1 − t i ) large enough, the condition (4.18) may fail. A sufficient condition on |π| is |π| ≤ (T 2 −T ) 2 T q 2 := π threshold . Indeed, under this condition, we have c 2 (t i , t) = 2q 2 (t − t i ) 4(T 2 − t) (T 2 − t + q(t − t i )) < 2q 2 |π| 4(T 2 − T ) 2 ≤ 1 2T ≤ 1 2t i .
Step 2. Now, it is clear from (A.3), (A.4) and (A.5), together with (4.15) that, for (l, m) ∈ {(j, j), (j, k), (k, k)}, one can apply Hölder's inequality to obtain
l,m (t)
(where 1 < p < q), which has just been shown to be finite under the condition above on the time net size. The lemma is proved. 2
Completion of the upper bounds of (4.11). Let 0 ≤ j < k ≤ d.
If j = 0, use (2.10) to obtain E P Ū C,j,k,(3) (t) 2 = E P δ j,k t iC j,k,(3) l,m,n (t)
l,m,n (t) C j,k,(2) j,k
where p 0 and q are conjugate real numbers. Thus, from Lemma 8 and Lemma 10, and for a time net π whose size is sufficiently small, we readily obtain E P Ū C,j,k,(3) (t) 2 ≤ C E P |g(S T )| 2 has the same bound as E P Ū C,j,k,(3) (t) 2 with j = 0. Then, for every 0 ≤ j < k ≤ d,
The same arguments yield, for every 0 ≤ j < k ≤ d, (4.23) E P Ū C,j,k,(2) (t) 2 ≤ C E P |g(S T )| To handleŪ C,j,k,(1) (t), we need to proceed a bit differently. We take advantage of the
A.2 Proof of Lemma 1
• Suppose that g is Lipschitz (including the case of Call/Put payoffs). Then observe that V t,T (g) = E P |g(
proving that g ∈ L 2,α with α = 1. The first item of Lemma 1 is proved.
• Now, consider g(S) = 1 S≥K and a single log-normal asset S. Then, passing to the log variables, we set v(t, x) = P(log(S T ) ≥ log(K)| log(S t ) = x) • The stability by summation is obvious. Regarding the stability by product, write
Our statement readily follows from this. 2.
