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Introduction
Let V be a finite dimensional vector space over a field K. A subspace arrangement A in
V is a (finite) family of (affine) subspaces of V . The combinatorial data of a subspace
arrangement are encoded by the intersection lattice L(A) which is the poset of all the
intersections between the elements of A ordered by reversing inclusion, that is X ≤ Y iff
X ⊇ Y .
The complement of a subspace arrangement is M(A) := V \ ⋃H∈AH and, in the
theory of subspace arrangements, one of the main problems is to determine which topo-
logical properties of M(A) (or of some spaces derived from M(A)) are combinatorially
determined, that is which properties depend only on the intersection lattice: for exam-
ple in the case of complex hyperplane arrangements the cohomology ring H∗(M(A),Z)
is combinatorially determined (see [OS80],[OT92]) while the fundamental group is not
combinatorially determined (see [Ryb11]).
In this thesis we deal with two problems “of this kind” associated to complex subspace
arrangements.
In the first part we deal with De Concini-Procesi wonderful models of subspace ar-
rangements (see [DCP95a],[DCP95b]). Given a subspace arrangement A in V , an asso-
ciated De Concini-Procesi wonderful model is a smooth variety YA proper over the given
space V (i.e. there is a proper map YA −→ V ), in which the union of the subspaces of A
is replaced by a divisor with normal crossings.
The interest in these varieties was at first motivated by an approach to Drinfeld con-
struction of special solutions for Khniznik-Zamolodchikov equation (see [Dri91]). More-
over, in [DCP95b] it was shown, using the cohomology description of these models to give
an explicit presentation of a Morgan algebra, that the mixed Hodge structure and the
rational homotopy type of the complement of a complex subspace arrangement depend
only on the intersection lattice (viewed as a ranked poset).
Then real and complex De Concini-Procesi models turned out to play a relevant role in
several fields of mathematical research: subspace and toric arrangements, toric varieties
(see for instance [DCP10], [FY04], [Rai10]), tropical geometry (see [FS05]), moduli spaces
of curves and configuration spaces (see for instance [EHKR10], [LTV10]), box splines and
index theory (see the exposition in [DCP05]), discrete geometry (see [Fei05], also for
further references).
In general, given a subspace arrangement, there are several De Concini-Procesi models
associated to it, depending on distinct sets of initial combinatorial data (building sets, see
definition 1.1.6). These models may be differentiated by their integer cohomology which
depends only on the intersection lattice viewed as ranked poset (see [DCP95b] or section
1.4 for a combinatorial description of H∗(YA;Z)). Among these building sets there are
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always a minimal one and a maximal one with respect to inclusion: as a consequence
there are always a minimal and a maximal De Concini-Procesi model.
The importance of the minimal construction was immediately pointed out, but real
and complex non minimal models appeared in various contexts (see [DJS03], [LTV10],
[SV04]). For instance it is well known that the toric variety of type An−1 is isomorphic
to the maximal model associated to the boolean arrangement (see [Hen12] for further
references). Another example which points out the combinatorial interest of these models
comes from discrete geometry: as it was shown in [DJS03, Gai04, Gai15b], the real
models associated to Coxeter arrangements can be obtained by gluing some manifolds
with corners which are realizations of nestohedra (more information on these polytopes
can be found in [Pos09], [PRW08], [Zel06]).
Here we work with the Coxeter arrangements of types An, Bn (=Cn), Dn: for each of
these arrangements we will describe the poset of all the associated building sets (ordered
by inclusion) that are invariant with respect to the Weyl group action, and therefore we
will classify all the wonderful models that are obtained by adding to the complement of
the arrangement an equivariant divisor.
Our second goal will be to point out a family of models (the regular models) which
emerges in a natural way and to compute the Poincare´ polynomials of all the (complex)
models in this family.
To describe our results (see [GS14]) more in detail, let us consider for instance the
An−1 case: we will introduce a partial order on the set Λn of all the partitions of n (see
Section 2.2.1), and we will define a family of Sn invariant building sets Gλ, where λ ∈ Λn
is a building partition, i.e. it is the one-block partition (n) or a partition with at least
two parts greater than or equal to 2.
Then, given any subset {λ1, λ2, ..., λk} of pairwise not comparable building partitions,
we will show that the union {Gλ1 ∪ Gλ2 ∪ · · · ∪ Gλk} is an Sn invariant building set, and
that all the Sn invariant building sets can be obtained in this way (see Theorem 2.2.1).
For every n ≥ 2 we have a family of n− 2 regular building sets:
G1(An−1) ⊂ G2(An−1) ⊂ · · · ⊂ Gn−2(An−1)
where Gs(An−1) is the building set obtained as the union of the building sets Gλ such that
λ has exactly s parts. In particular, G1(An−1) coincides with the minimal building set
and Gn−2(An−1) with the maximal one. We will give formulas for the Poincare´ series of
all the regular models YGs(An−1) (Section 2.3.1). For s = 1 this series is the well known
series for the moduli spaces of stable n+ 1-pointed curves of genus zero, while in the case
of maximal models the formulas we obtain are explicit sums and products of polynomials
whose coefficients involve the Stirling numbers of the second kind.
We will also compute formulas for the Poincare´ series of some auxiliary wonderful
models of subspace arrangements (Theorem 2.3.3).
The classification of all the Weyl group equivariant models in the Bn case, and the
computations of the Poincare´ polynomials of the regular models of type Bn, are provided
in Sections 2.2.3 and 2.3.2, while the Dn case is studied in Sections 2.2.4 and 2.3.3.
For the Poincare´ polynomials of the maximal models associated to root arrangements
of type A, B and D different formulas were described in [GS12] and section 2.1 is devoted
to recall this different approach (see sections 2.1.1, 2.1.3, 2.1.4).
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Notice that all our formulas are of combinatorial nature since, as one can see, they
depend on the intersection lattice viewed as ranked poset.
In the second part of this thesis we deal with the Milnor fiber of a complex hyperplane
arrangement. Let A := {H1, . . . , Hn} be an affine hyperplane arrangement in Cm, with
complementM(A); by “coning”A one obtains a (m+1)-dimensional central arrangement
cA, with complement fibering over C∗. Denote by QcA the defining polynomial of cA; the
Milnor fiber F = Q−1cA(1) of such fibration is a variety of degree n+ 1, with the homotopy
type of a finite CW-complex endowed with a natural monodromy automorphism of order
n + 1 (see [Mil68] also for the general theory of a fibration associated to an analytic
function of complex variables; for a very quick review see section 4.1).
Let L be a rank−1 local system onM(A), which is defined by a unitary commutative
ring R and an assignment of an invertible element ti ∈ R∗ for each hyperplane Hi ∈ A.
Equivalently, L is defined by a module structure on R over the fundamental group of
M(A) (such structure factorizes through the first homology of M(A)).
It is well known that the trivial (co)homology of F with coefficients in A, as a module
over the monodromy action, is obtained by the (co)homology of M(A) with coefficients
in R := A[t±1], where here the structure of R as a pi1(M(A))-module is given by taking
all the ti’s equal to t and the monodromy action corresponds to t−multiplication.
An open question is to show whether the homology of the Milnor fiber of a hyperplane
arrangement is combinatorially determined or not.
For reflection arrangements, relative to a Coxeter group W, many computations were
done, especially for the orbit space MW(A) := M(A)/W, which has an associated
Milnor fiber FW := F/W : in this case we know a complete answer for R = Q[t±1], for
all groups of finite type (see [Fre88, DCPS01, DCPSS99]), and for some groups of affine
type ([Oko79, CMS10]) (see also [Sal94, DCS96]). For R = Z[t±1] a complete answer is
known in case An (see [Cal06]). Some results are known for (non quotiented) reflection
arrangements (see [Set09]).
We now focus on the case of line arrangements in C2. A big amount of work has
been done when R = C, in that case the ti’s being non-zero complex numbers, trying to
understand the jump-loci (in (C∗)n) of the cohomology (see for example [Suc02, CO00,
DPS09, LY00, Fal97, CS99]).
Some algebraic complexes computing the twisted cohomology of M(A) are known
(see for example the above cited papers). In [GS09] the minimal cell structure of the
complement constructed in [SS07] (see [DP03, Ran02]) was used to find an algebraic
complex which computes the twisted cohomology, in the case of real defined arrangements.
The form of the boundary maps depends not only on the lattice of the intersections
which is associated to A but also on its oriented matroid: for each singular point P
of multiplicity m there are m − 1 generators in dimension 2 whose boundary has non
vanishing components along the lines contained in the ”cone” of P and passing above P.
Many of the specific examples of arrangements with non-trivial cohomology (i.e., hav-
ing non-trivial monodromy) which are known are based on the theory of nets and multinets
(see [FY07]): it seems that there are few arrangements with non trivial monodromy in
cohomology and some conjecture claims very strict restrictions for line arrangements (see
[Yos14]).
In this thesis (see also [SS15]) we state a vanishing conjecture of a very different nature
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(see section 4.3), which is very easily stated and which involves only the lattice associated
to the arrangement. Let Γ be the graph with vertex set A and edge set which is given
by taking an edge (li, lj) iff li ∩ lj is a double point. Then our conjecture is as follows:
Conjecture : Assume that Γ is connected; then A has trivial monodromy. (1)
This conjecture is supported by “experiments”, since all computations we made con-
firm it. Also, all non-trivial monodromy examples which we know have disconnected
graph Γ.
Unfortunately, we are not able to prove the conjecture in general: using the algebraic
complex given in [GS09] (so our arrangements are real) we give a prove holding with
further restrictions (see Section 4.3.2); some examples are provided in section 4.3.3.
The characteristic variety (homology jump loci) of A is defined by V (A) := {t ∈
(C∗)n : dimCH1(M(A);Ct) ≥ 1} where n is the cardinality of A and Ct is the abelian
rank one local system defined by t. It turns out that the irreducible components of V (A)
are possibly torsion translated subtori of (C∗)n (see [Ara97]). The components passing
through 1 are determined by the tangent cone V(A) to V (A) in 1 (see [CS99]). It is known
that V(A) is union of linear subspaces C1, . . . , Cr of dimension at least 2 which intersects
trivially (see [CS99, LY00]); moreover this subspaces are combinatorially determined. In
particular they are detected from points of multiplicity greater than or equal to 3, and
from other combinatorial structures like neighbourly partitions (see [Fal97]) and multinets
(see [FY07]).
The connection of Γ has consequences on V(A) and, thus, on V (A). In particular
we see (section 4.4) how this implies that A does not support any neighbourly partition
(theorem 4.4.3) and multinet structure (theorem 4.4.4) and so V(A) has only the com-
ponents determined by the multiple points with multiplicity greater than or equal to 3.
Finally, in the last part, we introduce a notion of monodromic triviality over Z (def-
inition 5.2.1). By using free differential calculus, we show (theorem 5.2.1) that A is
a-monodromic (i.e. it has trivial monodromy) over Z iff the fundamental group of the
complementM(A) of the arrangement is commutative modulo the commutator subgroup
of the length-zero subgroup of the free group Fn. As a consequence (corollary 5.2.1), we
deduce that if pi1(M(A)) modulo its second derived is commutative, then A has trivial
monodromy over Z.
iv
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Part I
De Concini-Procesi wonderful
models
3

Chapter 1
Models of subspace arrangements
1.1 Building and nested sets
Let V be a finite dimensional vector space over an infinite field K and let V ∗ be its dual
space.
Definition 1.1.1. A set S of subspaces of V ∗ is called nested if for every finite subset
{U1, . . . , Uk} ⊂ S of pairwise non comparable elements (with respect to inclusion) one
has:
1. the subspaces U1, . . . , Uk form a direct sum;
2. U1 ⊕ · · · ⊕ Uk /∈ S.
Remark 1.1.1. A nested set of subspaces of V ∗ is necessarily finite.
Remark 1.1.2. Given a nested set S of subspaces of V ∗ for every non zero subspace
A ⊂ V ∗ the set
SA := {X ∈ S : A ⊂ X} ∪ {V ∗}
is totally ordered by inclusion.
Given a nested set S of subspaces of V ∗ and given a non zero subspace A we denote
by pS(A) the minimum element of SA; given 0 6= x ∈ V ∗ we define pS(x) := pS(< x >C)
Definition 1.1.2. Let S be a nested set of subspaces of V ∗. A basis b of V ∗ is called
adapted to S if for every A ∈ S the set bA := {v ∈ b : pS(v) ⊂ A} is a basis of A.
Definition 1.1.3. Given a nested set S of subspaces of V ∗ and given a basis b of V ∗
adapted to S we call a marking of b the choice, for every A ∈ S, of an element xA ∈ b
such that pS(xA) = A.
Lemma 1.1.1. (See [DCP95b]). Given a nested set S of subspaces of V ∗ there always
exist a basis of V ∗ adapted to S and a marking of this basis.
Let now C be a family of subspaces of V closed under the sum.
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Definition 1.1.4. A decomposition of U ∈ C is a family {U1, . . . , Uk} ⊂ C such that
U = U1 ⊕ · · · ⊕ Uk
and for all A ∈ C, A ⊂ U the subspaces A ∩ Ui ∈ C for every 1 ≤ i ≤ k and
A = (A ∩ U1)⊕ · · · ⊕ (A ∩ Uk).
Definition 1.1.5. A subspace U ∈ C is called irreducible if it does not admit non trivial
decomposition. We will denote by FC the set of irreducible subspaces of C.
Remark 1.1.3. Given a decomposition U = U1 ⊕ · · · ⊕Uk for every irreducible subspace
A ⊂ U there exists 1 ≤ i ≤ k such that A ⊂ Ui.
Proposition 1.1.1. (See [DCP95b]). Every subspace U ∈ C has a unique decomposition
U = U1 ⊕ · · · ⊕ Uk in irreducible subspaces.
Proof. Given U ∈ C we prove the existence of an irreducible decomposition by induction
on dimU being obvious if dimU = 1. Suppose that dimU > 1; if U is irreducible we
have finished otherwise U admits a decomposition U = F1⊕· · ·⊕Fk. By induction every
Fi has an irreducible decomposition and the thesis follows.
The uniqueness follows easily using remark 1.1.3.
Of immediate proof is the following
Corollary 1.1.1. The following facts hold:
1. A direct sum U = U1 ⊕ · · · ⊕ Uk ∈ C is a decomposition if and only if for every
irreducible subspace A ⊂ U there exists 1 ≤ i ≤ k such that A ⊂ Ui.
2. Given A,B ∈ FC then A+B ∈ FC or A⊕B is a decomposition.
3. If M ∈ C and M = M1 + · · · + Mr with Mi ∈ FC for every 1 ≤ i ≤ r then the
irreducible components of M are sums of subfamilies of {M1, . . . ,Mr}.
Proposition 1.1.2. Let U = U1 ⊕ · · · ⊕ Uk ∈ C be a decomposition and let A ( U be an
element of C maximal in U . Then there exists an index 1 ≤ j ≤ k, an element Aj ∈ C,
Aj ( Uj maximal in Uj such that C = Aj ⊕
(⊕
i 6=j Ui
)
.
Let now G be a set of subspaces of V ∗; let CG be its closure under the sum and denote
by FG the family of irreducible subspaces in CG.
Theorem 1.1.1. (See [DCP95b]). The following facts are equivalent:
1. G is such that
• FG ⊂ G;
• if A and B ∈ G and A = F1 ⊕ · · · ⊕ Fk is the irreducible decomposition of A
in FG and Fi ⊂ B for some 1 ≤ i ≤ k then B + A ∈ G.
2. Every element C ∈ CG is the direct sum C = G1⊕· · ·⊕Gk of the maximal elements
of G contained in C.
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3. G is such that
• FG ⊂ G;
• if A, B ∈ G and A+B is not a decomposition (in particular if A ∩B 6= {0})
then A+B ∈ G.
Proof. (1)⇒(2). Decompose C into irreducibles: C = A1 ⊕ · · · ⊕ Ak and let G1, . . . , Gm
the maximal elements of G contained in C. Fixed 1 ≤ h ≤ m decompose Gh in irre-
ducibles: Gh = F
(h)
1 ⊕ · · · ⊕ F (h)s(h); now by corollary 1.1.1 for every 1 ≤ j ≤ s(h) there
exists 1 ≤ i ≤ k such that F (h)j ⊂ Ai. Now using the hypothesis and the maximality
of Gh we have that each Ai containing a F
(h)
j must be contained in Gh; hence Gh is the
direct sum of some of the Ai’s. Again by the hypothesis if we have two different Gi’s
containing the same Aj their sum would be in G contradicting the maximality. So each
Aj is contained in exactly one Gi and hence we have a partition I1, . . . , Im of the set of
indices {1, . . . , k} such that Gh =
⊕
j∈Ih Aj for every 1 ≤ h ≤ m.
(2)⇒ (3). Clearly FG ⊂ G. Now let A,B ∈ G and suppose that A + B is not a de-
composition. Let G1⊕ · · ·⊕Gk be the decomposition of A+B in G; since A+B is not a
decomposition A and B must be contained in the same Gi say G1. Hence A+B = G1 ∈ G.
(3)⇒(1). We need to show only the second point of (1). So given A and B as in
the second point of (1) we have that A + B is not a decomposition and so it belongs to
G.
Remark 1.1.4. The direct sum in the second point of the theorem 1.1.1 is actually a
decomposition and it is called the decomposition of C in G.
Definition 1.1.6. A family G of subspaces of V ∗ satisfying one of the three equivalent
conditions of theorem 1.1.1 is called building.
Proposition 1.1.3. Let C be a set of non zero subspaces of V ∗ closed under the sum.
Then
1. C is building;
2. FC is building;
3. let G ⊂ FC such that if X ∈ CG then all its irreducible components in FG belong to
G. Then G is building;
4. let A be a minimal element in FC then FC \ {A} is building;
5. let A be a minimal element in FC, let φ : V ∗ → V ∗/A be the quotient map and
for every G ∈ FC \ {A} we denote by φ(G) or by G the subspace of V ∗/A given by
(G+ A)/A. Define G := {φ(G) : G ∈ FC \ {A}}; then
a G is building;
b if G ∈ FG then either G ∈ FC or A ⊂ G and there exists G0 ∈ FC such that
G0 ⊂ G and A⊕G0 is the irreducible decomposition of G.
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Proof. (1). Trivial.
(2). Using corollary 1.1.1 condition (3) of theorem 1.1.1 is easily verified.
(3). We show that condition (1) of theorem 1.1.1 is satisfied. Clearly FG ⊂ G and by
corollary 1.1.1 the second point of condition (1) follows easily.
(4). We call H := FC \ {A} and we show that condition (2) of theorem 1.1.1 is satisfied.
Let M = F1 + . . . Fk an element of CH and decompose it in irreducibles; by corollary 1.1.1
each irreducible component of M must be sum of some Fj’s and hence, by minimality, it
cannot be equal to A.
For the points (5a) and (5b) note that if A ⊂ G and G has an irreducible decomposition
given by F1⊕ · · · ⊕Fk, by corollary 1.1.1 we may suppose that A ⊂ F1 and we have that
F1/A⊕ F2 · · · ⊕ Fk is a decomposition of G/A.
(5a).Suppose that G is irreducible; then either G = F1 and k = 1 (so G is irreducible in
C) or F1 = 0 and we have that k = 2 and F1 = A.
(5b). We show that condition (2) of theorem 1.1.1 is satisfied. To this end it is enough
to show that the Fi’s are the maximal elements contained in G. So let C ∈ G contained
in G: this means that C ⊂ D and C ∈ FC. By corollary 1.1.1 C is contained in one of
the Fi’s.
Proposition 1.1.4. Let G be a building set of subspaces of V ∗ and let G be a minimal
element in G \ FG. Then G ′ := G \ {G} is building.
Proof. We show that G ′ satisfies property (1) of theorem 1.1.1.
By definition FG ⊂ G ′ but since, clearly, CG = CG′ then FG = FG′ and so FG′ ⊂ G ′. Now
let A,B ∈ G ′ and suppose that B contains an irreducible component of the decomposition
of A in FG′ ; if A ∈ FG then A ⊂ B and A+B = B ∈ G ′. Otherwise, since G is building,
A+B ∈ G and since A ⊂ A+B we cannot have A+B = G and so A+B ∈ G ′.
Definition 1.1.7. Let A be a family of subspaces of V ∗ and CA its closure under the
sum. A building refinement G of A is a building set G which contains A and such that
CG = CA.
Remark 1.1.5. In general, given a family A of subspaces of V ∗ there are many building
refinements of A; if we order by inclusion the set of all building refinements of A it turns
out that CA is the maximum element and FCA is the minimum element.
Definition 1.1.8. Let G be a building set of subspaces of V ∗. A subset S ⊂ G is G-nested
if
1. S is nested;
2. given a subset {A1, . . . , Ak} ⊂ S of pairwise non comparable elements, then C =
A1 ⊕ · · · ⊕ Ak is the decomposition of C in G.
Lemma 1.1.2. A subset S ⊂ G is G-nested if and only if for every subset {A1, . . . , Ak} ⊂
S of pairwise non comparable elements the subspace A1 + · · ·+ Ak /∈ G.
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Proof. A G-nested set clearly satisfies the condition. Conversely let {A1, . . . , Ak} ⊂ S be
a set of pairwise non comparable elements; by hypothesis C = A1 + · · ·+Ak /∈ G but since
G is building C has a decomposition C = G1 ⊕ · · · ⊕Gr in G. Now for every 1 ≤ j ≤ m,
Gj =
∑
Ai where the sum is over the indices 1 ≤ i ≤ k such that Ai ⊂ Gj. Again by
hypothesis these sums must be reduced to a single term and we have that h = k and, up
to reordering, Gi = Ai.
We have the following immediate
Corollary 1.1.2. Let C be a family of subspaces of V ∗ closed under the sum. Then any
C-nested set is totally ordered by inclusion.
Let now F = C1 ⊃ C2 ⊃ · · · ⊃ Ck be a flag in CG; for every 1 ≤ i ≤ k let Ci =⊕
j A
(j)
i be the decomposition of Ci in G. The family DG(F) := {A(j)i : i, j} is called the
decomposition of F in G.
LetM =M0 be a set of subspaces; we setM1 to be the set of non maximal elements
in M and, recursively Mk+1 := (Mk)1. If we denote by < M >=
∑
A∈MA we have
that <Mk+1 >⊂<Mk > and we can define a (descending) flag F(M) = {Fk(M) :=<
Mk >} associated to M.
Proposition 1.1.5. The map
ϕ : {flags in CG} −→ {S : S is G − nested}
given by ϕ(F) = DG(F) is surjective with left inverse given by ψ(S) = F(S).
Proof. The inclusion
⊕
j A
(j)
i ⊂
⊕
k A
(k)
i−1 implies, by properties of decompositions, that
the A
(j)
i ’s are partitioned into groups contained in the various A
(k)
i−1 and so DG(F) is G-
nested.
Conversely if S is a G-nested set we prove by induction on S that DG(F(S)) = S. It
is obvious for |S| = 1; if |S| ≥ 2 let A1, . . . , Ah be the maximal elements in S and set
S1 = S \ {A1, . . . , Ah}. Now
F(S) = F0(S) ⊃ F1(S) ⊃ · · · ⊃ Fk(S) = F0(S) ⊃ F(S1);
since F1(S) = A1 ⊕ · · · ⊕ Ak is a decomposition and, by induction, S1 is obtained by
decomposing the flag F(S1), the claim follows.
Proposition 1.1.6. IfM⊂ G is not G-nested then there exist elements A1, . . . , Ak ∈M
such that B = A1 + · · ·+ Ak ∈ G and Ai ( B for every 1 ≤ i ≤ k.
Proof. Let F(M) be the flag associated to M. Since M is not G-nested there exists
A ∈ M which does not appear in the decomposition of the flag. Let h be the maximal
index such that A ⊂ Fh(M) and let G1 ⊕ · · · ⊕ Gk be the decomposition of Fh(M).
Thus A ⊂ Gj for some j. Now A is maximal among the subspaces of M contained in
Gj otherwise we would have A ⊂ Fh+1(M); moreover, by assumption, A 6= Gj, thus
Gj /∈M. Since Gj it is sum of elements in M, it is the required space.
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1.2 The wonderful models
In this section we quickly present the construction and the properties of the De Concini-
Procesi wonderful models of subspace arrangements (see [DCP95b]).
Let V be a finite dimensional complex vector space and A an arrangement of vector
subspaces of V ∗; for every A ∈ A we denote by A⊥ its annihilator in V and by A⊥ the
arrangement of vector subspaces of V given by A⊥ = {A⊥ : A ∈ A}.
For every A ∈ A we have the following rational map
piA : V −→ V/A⊥ −→ P(V/A⊥)
defined over V \ A⊥.
If we denote by M(A) the complement of A⊥ in V we have a regular morphism
M(A) ×A∈ApiA−−−−−→ ∏A∈A P(V/A⊥)
whose graph is closed in M(A) ×∏A∈A P(A⊥). Moreover, since M(A) ×∏A∈A P(A⊥)
embeds as an open set in V ×∏A∈A P(A⊥) we have an embedding
φA :M(A) −→ V ×
∏
A∈A
P(A⊥)
of M(A) in V ×∏A∈A P(A⊥) as locally closed set.
Definition 1.2.1. We call YA the closure of φA(M(A)) in V ×
∏
A∈A P(A⊥).
Let us make some general remarks (see [DCP95b]).
Remark 1.2.1. YA ' YA˜ where A˜ = A \ {A ∈ A : dimA = 1}
Remark 1.2.2. The map
YA
i
↪→ V ×
∏
A∈A
P(V/A⊥) pi−→ V
is a proper birational map which is an isomorphism on M(A).
Remark 1.2.3. Given two arrangements A1 ⊂ A2 there exists a canonical projection
pA2A1 : YA2 −→ YA1 extending the identity on M(A2).
Remark 1.2.4. If f is a linear isomorphism of V ∗ and if we set f(A) := {f(A) : A ∈ A}
then f extends to an isomorphism f˜ : YA −→ Yf(A).
Now let A be an arrangement of subspaces of V ∗, let A be a minimal element of A
and set A′ = A \ {A} and A = {(B + A)/A : B ∈ A′}.
Proposition 1.2.1. The closure of M(A) in YA′ is isomorphic to YA.
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Proof. We identify V ∗/A with (A⊥)∗ and we obtain that
((B + A)/A)⊥ ' A⊥ ∩B⊥;
hence ⋃
G∈A
G⊥ = A⊥ ∩
⋃
G∈A′
G⊥
and
M(A′) ∩ A⊥ 'M(A).
Moreover we have that
P(A⊥/(A+B)⊥) = P(A⊥/(A⊥ ∩B⊥)) ⊂ P(V/B⊥)
and we obtain the following diagram in which every map is injective
M(A)
φA

i //M(A′)
φA′

A⊥ ×∏B∈A P(A⊥/B⊥) // V ×∏B∈A′ P(V/B⊥)
After these general remarks let us now focus our attention on YG when G is a building
set of subspaces of V ∗.
Let S be a G-nested set, let b be a marked basis adapted to S (see definitions 1.1.2,1.1.3)
and given A ∈ S set xA ∈ b the marked element associated to A. Consider the function
space Cb; we can define a map
ρS : Cb −→ Cb
by means of the following relations:
v =

uv
∏
B⊃A uB if A = pS(v)e v is not marked∏
B⊃A uB if v = xA
(1.1)
where {v : v ∈ b} are the coordinates on the target space, {uv : v ∈ b} are the coordinates
on the source space and we set uA := uxA . This map is easily seen to be birational and,
since b is a basis of C∗, we can consider it as a map
ρS : Cb −→ V.
Lemma 1.2.1. Given any x ∈ V ∗ \ {0} suppose pS(x) = A ∈ S. Then x = xAPx(u)
where Px(u) is a polynomial depending only on the variables uv with v such that pS(v) ⊂ A
and v 6= xA.
Proof. Since bA = {v ∈ b : pS(v) ⊂ A} is a basis of A we have an expression
x =
∑
v∈bA
avv = xA(axA +
∑
v ∈ bA
v 6= xA
av
v
xA
).
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If we substitute for the v’s their expression in terms of the u’s provided by the relations
(1.1) the claim follows.
Now, given G ∈ G, the previous lemma allows us to define polynomials PGx (u), x ∈ G,
by the formula x = xAP
G
x (u). Let us denote by ZG the subvariety of Cb given by the
vanishing of these polynomials. Then we observe that the map
Cb −→ V −→ V/G⊥ −→ P(V/G⊥)
is a regular morphism on Cb \ ZG.
Definition 1.2.2. Given a G-nested set S we define the open set U bS as the complement
in Cb of ∪G∈GZG.
Remark that on U bS all the rational morphisms to P(V/G⊥) are defined and so we get
an embedding
jbS : U bS −→ YG.
Theorem 1.2.1. (See [DCP95b]).
1. The map jbS is an open embedding.
2. YG = ∪SjbS(U bS). In particular YG is smooth.
3. Set DS equal to the divisor in U bS defined by
∏
A∈S uA = 0 and set D = ∪SjbS(DbS).
Then D is a divisor with normal crossing and φG(M(G)) = YG \D.
The following theorem points out an interesting geometrical property of YG which is
useful in cohomology computation: we will see that YG can be constructed by means
of a sequence of blow-ups along varieties “of the same kind”, that is to say, varieties
isomorphic to YH where H is a building set of smaller cardinality than G.
Theorem 1.2.2. (See [DCP95b, Gai99]).
1. The complement D of φG(M(G)) in YG is the union of smooth irreducible divisors
DG indexed by the elements of G where DG is the unique irreducible component of
D such that pi(DG) = G
⊥.
2. Given divisors DA1 , . . . , DAn, they have non empty intersection if and only if the
set S = {A1, . . . , An} is G-nested. In this case the intersection is transversal and
irreducible.
3. Let G be a minimal element in G, set G ′ = G \ {G} and let G be the family of
subspaces of V ∗/G given by {(A+G)/G : A ∈ G ′}. Then YG is obtained by blowing
up YG′ along the proper transform TG of G⊥. Furthermore, TG is isomorphic to YG.
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1.3 Projective arrangements and compact models.
Following [DCP95b] we now present an extension of the construction provided in section
1.2 to the case of a configuration of linear subspaces in P(V ).
Let G be a non empty family of non zero subspaces of (C∗)n (not necessarily building at
the moment) and let M̂(G) = P(V ) \⋃G∈G P(G⊥).
We note the multiplicative group C∗ acts on M(G) and M̂(G) = M(G)/C∗; moreover
the regular morphism
M(G) −→
∏
A∈G
P(V/A⊥)
is constant on the C∗-orbits, therefore we have a morphism
M̂(G) −→
∏
A∈G
P(V/A⊥)
whose graph is a closed subset of M̂(G)×∏A∈G P(V/A⊥) which embeds as open set into
P(V )×∏A∈G P(V/A⊥).
Finally, we obtain an embedding
φ̂G : M̂(G) −→ P(V )×
∏
A∈G
P(V/A⊥)
as a locally closed subset.
Definition 1.3.1. We call ŶG the closure of φ̂G(M̂(G)) in P(V )×
∏
A∈G P(V/A⊥).
We can make C∗ act naturally on YG in such a way that the projection pi : YG −→ V
is equivariant. This is obtained by observing that the regular morphism
M(G) −→ V ×
∏
A∈G
P(V/A⊥)
is C∗-equivariant if C∗ acts onM(G) and on V by multiplication and trivially on∏A∈G P(V/A⊥).
We now set Y 0G to be the closure of M(G) in the embedding
M(G) −→ (V \ {0})×
∏
A∈G
P(V/A⊥).
Note that Y 0G = YG \ pi−1(0) is open in YG and C∗-stable. Therefore we have the following
commutative diagram:
M(G)

φG
// Y 0G

j
// (V − {0})×∏A∈G P(V/A⊥)

M̂(G) φ̂G // ŶG ĵ // P(V )×
∏
A∈G P(V/A⊥)
(1.2)
where φG and φ̂G are open embeddings and j and ĵ are closed embeddings.
Furthermore since[
(V − {0})×
∏
A∈G
P(V/A⊥)
]
/C∗ = P(V )×
∏
A∈G
P(V/A⊥)
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we have that Ŷ = Y 0G /C∗. As a consequence, since the canonical rational map YG −→
V −→ P(V ) = P(V/(V ∗)⊥) is well defined on Y 0G , we can assume, without restricting our
hypothesis, that V ∗ ∈ G.
If we now call EV the total space of the tautological bundle of P(V ) we obtain from
diagram (1.2) a fiber product diagram
YG

// EV

ŶG // P(V ).
(1.3)
from which it follows that YG is the pullback, under the canonical map ŶG −→ P(V ), of
the tautological line bundle. This allows us to deduce geometric properties of ŶG from
the properties of the divisors of YG: we have the following
Theorem 1.3.1. Let G be a building set of subspaces of V ∗ which contains V ∗ itself.
Then
1. ŶG is a smooth variety.
2. YG is the total space of a line bundle on pi−1(0) = DV ∗ and ŶG is isomorphic to
DV ∗.
Proof. The claim follows from the remarks above, since ŶG is isomorphic to the 0-section
of a line bundle whose total space is YG. The smoothness follows from theorems 1.2.1 and
1.2.2.
This implies the following facts:
1. Ŷ is an irreducible smooth projective variety;
2. the map pi : Ŷ −→ P(V ) is surjective and restricts to an isomorphism on M̂(G);
3. the complement D̂ of M̂(G) in ŶG is a divisor with normal crossing whose irreducible
components are in bijective correspondence with the elements of G \ {V ∗};
4. given S ⊂ G the corresponding divisors have non empty intersection if and only if
S is G-nested; the corresponding intersection is identified with ⋂A∈S∪{V ∗}DA in YG
and, therefore, is irreducible.
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1.4 The cohomology
In [DCP95b] is provided a presentation of the integer cohomology ring of the varieties YG
and of their subvarieties DS as quotient of polynomial algebras; a Z-basis of these rings
is given in [Gai97]. We now briefly recall these results.
Let G be a building set of subspaces of V ∗ and let S ⊂ G be a G-nested set. Let us
take a subset H ⊂ G such that there exists B ∈ G with the property that A ( B for
every A ∈ H. Set SB := {A ∈ S : A ( B} and define the following non negative integer:
dSH,B = dimB − dim
( ∑
A∈H∪SB
A
)
.
Now, in the polynomial ring Z[cA]A∈G, we define the following polynomials
P SH,B =
∏
A∈H
cA
(∑
C⊃B
cC
)dSH,B
and we call IS the ideal in Z[cA]A∈G generated by these polynomials for fixed S and
varying H and B.
Remark 1.4.1. If S ′ is a G-nested set such that S ′ ⊃ S we have that IS′ ⊃ IS .
Lemma 1.4.1. Let H ⊂ G such that H ∪ S is not G-nested. Then∏
A∈H
cA ∈ IS
Proof. By proposition 1.1.6 there existH′ ⊂ H and S ′ ⊂ S such that B = ∑A∈H′∪S A ∈ G
and B properly contains all its summands. Since S is G-nested necessarily H′ 6= ∅ and
SB ⊃ S ′. It follows that dSH′,B = 0 and then P SH′,B =
∏
A∈H′ cA divides
∏
A∈H cA which,
therefore, lies in IS .
Theorem 1.4.1. (See [DCP95b]). Given a G-nested set S, the natural map
φS : Z[cA]A∈G −→ H∗(DS ,Z)
defined by sending cA to the cohomology class [DA] (restricted to DS) is surjective and
the kernel is given by IS .
Remark 1.4.2. Keeping S = ∅ we obtain Z[cA]A∈G/I∅ = H∗(YG,Z).
Remark 1.4.3. A consequence of theorem 1.3.1 is that H∗(ŶG,Z) ' H∗(YG,Z).
Following [Gai97] we now show a Z-basis for the integer cohomology rings H∗(DS ,Z).
Definition 1.4.1. Given G and S as above, a function f : G −→ N is called (G,S)-
admissible if f = 0 or f 6= 0, supp(f) ∪ S is G-nested and, for every A ∈ suppf ,
f(A) < dS(supp(f))A,A = dimA− dim
 ∑
B∈(supp(f))A∪SA
B
 .
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Note that given a (G,S)-admissible function f 6= 0, since supp(f) ∪ S is G-nested,
dS(supp(f))A,A > 0 for every A ∈ supp(f).
Now, given a (G,S)-admissible function, we can construct inH∗(DS ,Z) ' Z[cA]A∈G/IS
the monomial
mf =
∏
A∈G
c
f(A)
A .
Such monomials will be called (G,S)-admissible monomials.
Theorem 1.4.2. (See [Gai97]). The set BG,S of all (G,S)-admissible monomials is a
Z-basis for H∗(DS ,Z).
Proof. We start by proving that BG,S spans H∗(DS ,Z).
Let mg =
∏
A∈G c
g(A)
A , for g : G −→ N, be a non zero monomial in H∗(DS ,Z); by lemma
1.4.1 supp(g) ∪ S must be G-nested.
Let us now suppose that g is not (G,S)-admissible and so there exists A ∈ supp(g)
such that g(A) > dS(supp(g))A,A; such an A will be called bad component if it is minimal
with this property and we will prove the claim by reverse induction on the rank of bad
components.
If a bad component A of mg is maximal in G then the polynomial P S(supp(g))A,A divides
mg and, therefore, mg = 0 in H
∗(DS ,Z). Otherwise we note that the polynomial ∏
B∈supp(g)A
cB
 (cA)dSsupp(g)A,A
divides mg so, using the relation in H
∗(DS ,Z) given by
0 = P Ssupp(g)A,A =
∏
B∈supp(g)A
cB
(∑
C⊃A
cA
)dS
supp(g)A,A
and repeating this for all the bad components, we can express mg as sum of monomi-
als that belong to BG,S or have bad components strictly greater than the ones in mg.
Therefore we can conclude using inductive hypothesis.
Now we show the linear independence of monomials in BG,S and, for simplicity, we
start from the case S = ∅.
Given a minimal element G ∈ G, from theorem 1.2.2, we know that YG can be obtained
by blowing up YG′ along a subvariety isomorphic to YG. Calling p : YG −→ YG the blowing
up map and E the exceptional divisor we have
H∗(YG,Z) ' p∗(H∗(YG′ ,Z))⊕ (H∗(E,Z)/p∗(H∗(YG,Z))).
Now it is known (see [GH94, pag 605]) that H∗(E,Z) is generated, as p∗(H∗(YG,Z))-
algebra, by the Chern class ζ = c1(T ) of the tautological bundle T −→ E. Furthermore ζ
in H∗(E,Z) has the unique relation given by the Chern polynomial of the normal bundle
NYG′/YG . Thus, if we denote by χ(YG) the Euler-Poincare´ characteristic of YG, recalling
that in odd degree H∗(YG,Z) = 0 (see theorem 1.4.1), we have
χ(YG) = χ(YG′) + (dimG− 1)χ(YG).
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Therefore, in order to see that the elements of BG,∅, give a basis, it suffices to show that
|BG,∅| = χ(YG).
We proceed by induction on |G|, being obvious the case |G| = 1.
Given, as before, G minimal in G, we can divide admissible functions in two sets:
Z1 = {f : f(G) = 0} and Z2 = {f : f(G) > 0}. There is a bijection between the set MZ1
of monomials associated to admissible functions in Z1 and BG′,∅ and so |Z1| = |BG′,∅|.
Let now f ∈ Z2; if f(B) > 0 for B 6= G we have that either B ∩G = {0} or G ⊂ B.
This implies that we have the following map
ϕ : Z2 −→ {G-admissible functions }
given by
ϕ(f)(B) =

f(B) if f(B) > 0
0 otherwise
which is surjective and each G-admissible function has (dimG− 1) preimages. So
|Z2| = |BG,∅|(dimG− 1)
and, therefore
|BG,∅| = |Z1|+ |Z2| = |BG′,∅|+ |BG,∅|(dimG− 1).
Now |BG,∅| satisfies the same recurrence relation as χ(YG); thus the claim follows by
induction.
Let now S 6= ∅. As before we proceed by induction on |G| (being obvious the case
|G| = 1) but we study separately three cases.
Case 1. S ∪ {G} is not G-nested.
In this case S is G ′-nested and the restriction toDS of the natural projection p : YG −→ YG′
is an isomorphism onto its image, which is D′S , the variety associated to S in YG′ . By
induction the theorem is true for H∗(D′S ,Z) and, since a function f : G −→ N is (G,S)-
admissible if and only if supp(f) ⊂ G ′ and f|G′ is (G ′,S)-admissible, it is also true for
H∗(DS ,Z).
Case 2. S ∪ {G} is G-nested but G /∈ S.
Also in this case S is G ′-nested. Furthermore we can consider the set S = {A : A ∈
S} ⊂ G which has the same cardinality as S and is G-nested. If we denote by D′S the
subvariety of YG′ associated to S, by theorem 1.2.2 we have that DS is obtained by blow-
ing up D′S along a subvariety isomorphic to the subvariety DS in YG. Now the proof is
analogous to the case S = ∅.
Case 3. G ∈ S.
Set S ′ = S \ {G}; the projection S ′ of S ′ in G is a G-nested set. In this case DS is
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the exceptional divisor of the blow up of DS′ along DS and so it is a PdimG−1 bundle over
DS′ . Then
dimZH
∗(DS ,Z) = (dimCG)(dimZH∗(DS′ ,Z)).
But now, given a (G,S)-admissible function f we can associate to it the (G,S ′)-admissible
function
f : G −→ N
given by
f(D) = f(D) ∀ D ∈ G \ {G}.
It easily seen that this correspondence is surjective and each (G,S ′)-admissible function
has dimG preimages. Therefore
|BG,S | = (dimG)|BG,S′ |
and the theorem is proved by induction.
Remark 1.4.4. If G is the building set of irreducibles which refines a hyperplane ar-
rangement, the basis BG,∅ coincides with Yuzvinsky’s basis (see [Yuz97]).
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Chapter 2
Root hyperplane arrangements
2.1 Maximal models of root arrangement
Now we focus our attention on the integer cohomology H∗(YG,Z) when G is a building
set which refines a root hyperplane arrangement, that is, a complexified arrangement
AΘ ⊂ Cn provided by hyperplanes orthogonal to the roots of a complexified irreducible
root system Θ of dimension n in (Cn)∗. For generalities about root systems see [Hum72].
In this section, we are interested to the maximal building refinement (see remark
1.1.5) of root hyperplane arrangements: if Θ is an irreducible root system of dimension n
in (Cn)∗ our building set will be the closure under the sum CΘ of the subspaces spanned
by the roots of Θ.
In particular given a root system Θ we want to compute the Poincare´ polynomial
PCΘ(q) =
∑
i
rk(H i(YCΘ ,Z)q
i
of YCΘ . We recall in this section the results in [GS12].
2.1.1 Type An−1
We start with a root system Θ of type An−1 and we want to compute the series
φA (q, t) = t+
∑
n≥2
PCAn−1 (q)
tn
n!
∈ Q[q][[t]]. (2.1)
Let us denote by FAn−1 the building set of irreducibles associated to the root system
An−1. There is a bijective correspondence between the elements of FAn−1 and the subsets
of {1, · · · , n} of cardinality at least two: if the annihilator of A ∈ FAn−1 is the sub-
space described by the equation xi1 = xi2 = · · · = xik then we represent A by the set
{i1, i2, . . . , ik}.
In an analogous way we can establish a bijective correspondence between the elements
of the maximal building set CAn−1 and the unordered partitions of the set {1, · · · , n} in
which at least one part has more than one element (see [Yuz97, Gai97]): for instance,
{1, 3, 4}{2, 5}{6}{7, 8} represents the subspace in CA7 of dimension 4 whose annihilator
is described by the system of equations x1 = x3 = x4, x2 = x5 and x7 = x8.
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Given two such partitions X = {X1, · · · , Xk} and Y = {Y1, · · · , Yr} representing
elements of CAn−1 we have that Y is included in X (and write Y ⊂ X) if for every
i ∈ {1, · · · , r} there exists j ∈ {1, · · · , k} such that Yi ⊂ Xj; this identification, thus,
becomes an isomorphism of partially ordered sets (we order CAn−1 by inclusion).
Our aim is now to describe CAn−1-nested sets in terms of graphs; we start by recalling
the association, described in [Yuz97], between forests of oriented rooted trees and FAn−1-
nested sets. Let S be a FAn−1-nested set, let X be one of its maximal elements and put
σ (X) := {A ∈ S : A ⊂ X}; we define a rooted oriented tree T (X) associated to X:
for the set of vertices we take VT (X) := IX ∪ LX where IX := {vC : C ∈ σ (X)} and
LX := {vx : x ∈ X}. The root is vX ∈ IX and LX is the set of the leaves; we connect
two vertices vC , vD ∈ IX with an edge directed from vC to vD if D is maximal between
the elements of σ (X) strictly contained in C; we connect a vertex vC ∈ IX to a leaf
vx ∈ LX with an edge directed from vC to vx if C is minimal between the elements of
σ (X) to which x belongs. We call Γ (S) the forest whose connected components are the
trees T (X) just depicted as X varies among the maximal elements of S.
Here an example: let us take, as FA8-nested set, the collection
S := {{1, 2, 3, 4, 5}, {6, 7, 8, 9}, {1, 4, 5}, {6, 7}};
we associate to S the following graph:
{1,2,3,4,5}
{1,4,5}
1 4 5
2 3
{6,7,8,9}
{6,7}
6 7
8 9
where the edges are directed from the top to the bottom.
Let now S be a CAn−1-nested set and let X be its maximal element (see corollary 1.1.2).
Suppose that X is given by the family {X1, · · · , Xk} of disjoint subsets of {1, · · · , n} of
cardinality at least two; for every i ∈ {1, · · · , k} let S (Xi) be the multiset (see [Sta12]) of
subsets of {1, · · · , n} which are contained or equal to Xi and appear in the representation
of some element of S counted with “multiplicity”, that is, if Y ⊂ Xi appears in the
representation of k elements of S we want k copies of Y in S (Xi). Denote by S ′ (Xi)
the set obtained from S (Xi) by removing the multiplicities of elements; S ′ (Xi) turns out
to be a FAn−1-nested set with Xi as the only maximal element. Suppose that S ′ (Xi) =
{Y1, . . . , Yh}; so we may write S (Xi) = {Y 11 , . . . , Y m11 , . . . , Y 1h , . . . , Y mhh } where the mi’s
are positive integers and for every 1 ≤ i ≤ h one has Y ji = Yi for every 1 ≤ j ≤ mi.
We build an oriented rooted tree T (Xi) in the following way: the set of vertices
is {vY : Y ∈ S (Xi)} and the set of leaves is L(Xi) = {vx : x ∈ Xi} ; starting from
vY 11 connect the vertices vY ji
, vY j+1i
with one edge directed from vY ji
to vY j+1i
; connect two
vertices vYmii , vY
1
t
(t > i) with one edge directed from vYmii to vY
1
t
if Yt is maximal between
the elements of S ′ (Xi) contained in Yi. Connect a vertex vYmii to a leaf vx with an edge
directed from vYmii to vx if Y
mi
i is minimal among the elements of S ′ (Xi) containing x.
We associate to S the forest Γ (S) given by the trees T (Xi) for i = 1, · · · , k.
Here an example. Consider the CA15-nested set
S := {{1, 2, 3, 4, 5}{8, 10, 12, 13, 14, 16}, {1, 2, 4, 5}{8, 10, 12}, {1, 2}{10, 12}}.
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We associate to it the levelled (see definition 2.1.1 below) forest Γ (S):
{1,2,3,4,5}
{1,2,4,5}
{1,2}
1 2
4 5
3
{8,10,12,13,14,16}
{8,10,12}
{10,12}
10 12
8
13 14 16
where, again, the orientation is from the top to the bottom, and the elements of the
nested set can be read “level by level” from the vertices which are not leaves (we call
level 1 the level which contains the roots, and level k + 1 the one which contains the
vertices which are k steps away from a root, see definition 2.1.1 below).
Let S be a CAn−1-nested set and let B ∈ S represented by the collection {B1, · · · , Bk};
call A the maximal element in S strictly contained in B and suppose it is given by the
family {A1, · · · , Ar}.
We have
dSB ,B = dimB − dimA =
k∑
i=1
dimBi −
r∑
j=1
dimAj (2.2)
where SB := {A ∈ S : A ( B}.
If, for every i ∈ {1, · · · , k}, we set IBi := {j ∈ {1, · · · , r} : Aj ⊂ Bi}, equation (2.2)
becomes
dSB ,B =
k∑
i=1
dimBi − ∑
j∈IBi
dimAj
 . (2.3)
Equation (2.3) admits an interpretation in terms of graphs we can associate to CAn−1-
nested sets in the way described before.
For this purpose it is useful to level the forests according to the following
Definition 2.1.1. Let Γ be a forest of oriented rooted trees; we say
• roots are at level 1;
• vertices which are not leaves and are k steps away from the root of the tree are at
level k + 1.
From now to the end of this section the word ”tree” will indicate a levelled rooted
oriented tree and the word ”forest” a levelled forest of oriented rooted trees.
Now, given S a CAn−1-nested set and Γ (S) the associated levelled forest, if we read
level by level the labels of the vertices (which are not leaves) we recover the elements of
S. Moreover, if B is the element of S obtained by reading the vertices at level k and A is
the one we read from the level k+ 1, we have that A is the maximal element of S strictly
contained in B.
Hence, with the notations just introduced we have
dimBi −
∑
j∈IBi
dimAj = |out(vBi)| − 1
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where vBi is the vertex of Γ (S) labeled by Bi and out(vBi) is the set of outgoing edges
from vBi ; equation (2.3) can now be written in term of Γ (S):
dSB ,B =
∑
v∈Lev(k)
(|out(v)| − 1) (2.4)
where Lev(k) is the set of vertices (not leaves) of Γ (S) belonging to level k.
Definition 2.1.2. A levelled forest Γ is admissible if, for any of its level k, one has
∑
v∈Lev(k)
(|out(v)| − 1) =
 ∑
v∈Lev(k)
|out(v)|
− |Lev(k)| ≥ 2.
Remark 2.1.1. The definition of admissible forest does not depend on the labeling of its
vertices.
Definition 2.1.3. Given Γ a levelled forest, we call a marking of Γ the choice, for any
of its level k, for every v ∈ Lev(k), of a non negative integer mk(v) such that
0 <
∑
v∈Lev(k)
mk(v) <
∑
v∈Lev(k)
(|out(v)| − 1) .
Remark 2.1.2. Clearly, the existence of a marking, is equivalent to admissibility.
Let us start with the computation of the series (2.1).
Remark 2.1.3. Let Γ be a levelled admissible forest on n ≥ 2 leaves whose vertices are
not labeled. The contribution given by Γ to the series (2.1) is
1
|Aut (Γ) |CΓ(q)t
n
where
CΓ(q) =
∏
k level
q
∑
v∈Lev(k)(|out(v)|−1) − q
q − 1
and Aut (Γ) is the group of automorphisms of Γ.
Proof. Note that a labeling of the leaves with the numbers {1, · · · , n} determine a labeling
of all the vertices of the forest Γ and a unique CAn−1-nested set S such that the forest
associated to S is Γ with the vertices properly labeled. If we call equivalent two labellings
of the leaves that produce the same CAn−1-nested set, we have that the number of non
equivalent labellings is n!|Aut(Γ)| . The thesis follows by observing that, if Γ = Γ (S) is
an admissible levelled forest on n ≥ 2 leaves corresponding to a CAn−1-nested set, its
contribution to the Poincare´ polynomial PCAn−1 (q) is CΓ(q).
Our idea to compute the series (2.1) is to consider all levelled forests (not necessarily
admissible) on at least two leaves and associate, to each of them, a monomial that encodes
data we are interested in: number of levels and, for each level, the number of possible
markings. We will put together these monomials in a series, which will be calculated
inductively, and from which, one can obtain the series (2.1).
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Definition 2.1.4. A tree T has a trivial tail if from one of its vertex (not a leaf) stems
a subtree T ′ on a leaf and for every vertex v of T ′ one has |out(v)| = 1.
Definition 2.1.5. Two trees T1 and T2 are equivalent if they differ for trivial tails.
Definition 2.1.6. Given an equivalence class of rooted oriented trees modulo trivial tails
we call minimal representative the tree in this class with no trivial tails.
We can extend these definitions to forests:
Definition 2.1.7. A forest Γ has a trivial tail if one of its trees has.
Definition 2.1.8. Two forests Γ1, Γ2 are equivalent if every tree of Γ1 is equivalent to
one of Γ2 and vice versa.
Definition 2.1.9. Given an equivalence class of forests modulo trivial tails, we call min-
imal representative the forest in this class with no trivial tails.
Let us now define the following series
p˜A(g0, g1, g2, g3, · · · ) := g0 +
∑
Γ
g
alb(Γ)
0
|Aut (Γ) |
∏
v
g
|out(v)|−1
l(v)
where Γ runs among minimal representatives of forests on at least two leaves, alb (Γ) is
the number of trees composing Γ (we are considering also the degenerate graph given by
a single leaf), v varies among the vertices (not leaves) of Γ and l(v) is the level of v.
Definition 2.1.10. A monomial of p˜A is bad if there exist 1 ≤ i < j such that gj appears
in the monomial but gi doesn’t.
Remark 2.1.4. Bad monomials corresponds to forests with a level from each vertex of
which leaves just one edge.
Definition 2.1.11. A monomial m of p˜A has valency k if k = max{j ≥ 1 : gj appears in m}.
Let now Γ be a levelled forest on n ≥ 2 leaves with k trees; let im11 im22 · · · imrr be a
partition of n of length k made by positive integer i1, · · · , ir each of them occurs mj times
and
∑r
i=1 mj = k. Let {T1, · · · , Tk} be the set of trees composing Γ and suppose that,
for every j ∈ {1, · · · , r}, mj of them are equal trees on ij leaves.
Proposition 2.1.1. If mΓ is the monomial of Γ in p˜A and, for every i ∈ {1, · · · , k}, mTi
is the one of Ti, one has
mΓ =
1
m1!m2! · · ·mr!
k∏
i=1
mTi .
Proof. By construction, for every i ∈ {1, · · · , k}, we have
mTi =
g0
|Aut (Ti) |
∏
v∈Ti
g
|out(v)|−1
l(v)
where v ∈ Ti means that v runs among the vertices (not leaves) of Ti.
Our claim follows by observing that
gk0
∏
v∈Γ
g
|out(v)|−1
l(v) =
k∏
i=1
g0
∏
v∈Ti
g
|out(v)|−1
l(v)
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and
1
|Aut (Γ) | =
1
m1!m2! · · ·mr!
k∏
i=1
1
|Aut (Ti) | .
Proposition 2.1.2. Let T be a tree on n ≥ 2 leaves and mT the monomial of p˜A asso-
ciated to T . Then n is the degree of mT .
Proof. By induction on the valency; take a tree whose monomial has valency k + 1 and
see how it can be obtained from one whose monomial has valency k.
Corollary 2.1.1. Let Γ be a forest on n ≥ 2 leaves and let mΓ the monomial of p˜A
representing Γ. Then n is the degree of mΓ.
Proof. It follows immediately from propositions 2.1.1 and 2.1.2.
Theorem 2.1.1. Removing bad monomials from p˜A and replacing g0 with t and, for
every i, r ≥ 1, gri with q
r−q
q−1 t
r we obtain the series (2.1).
Proof. Let’s start by observing that, if we remove bad monomials, we haven’t removed
all non admissible monomials; in fact we still have the ones corresponding to graphs in
which there is a level, say k ≥ 1, such that∑
v∈Lev(k)
(|out(v)| − 1) = 1.
Anyhow such monomials are killed by our substitution; indeed they must have a variable
whose degree is 1 and q
r−q
q−1 = 0 if r = 1.
Let now Γ be an admissible forest on n ≥ 2 leaves; call mΓ the monomial of Γ in p˜A and
let k ≥ 1 be its valency. For all 1 ≤ j ≤ k the exponent of the variable gj in mΓ is∑
v∈Lev(j)
(|out(v)| − 1) .
Our claim follows from remark 2.1.3 and corollary 2.1.1.
Our problem is now to compute p˜A. To this end we define
˜˜pA := 1 +∑
T
1
|Aut (T ) |
∏
v
g
|out(v)|−1
l(v)
where T runs among minimal representative of trees on n ≥ 2 leaves and v among the
vertices (not leaves) of T .
Theorem 2.1.2. The following equality holds:
p˜A = e
g0˜˜pA − 1.
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Proof. It follows from proposition 2.1.1.
Now, all we need is an inductive formula to compute ˜˜pA.
Theorem 2.1.3. The following inductive formula holds:
˜˜pA = eg1˜˜pA[1] − 1g1 (2.5)
where ˜˜pA [1] is ˜˜pA(g1, g2, g3, · · · ) evaluated in (g2, g3, g4, · · · ).
Proof. First we prove that formula (2.5) is inductive.
We proceed by induction on the valency and we note that we know all monomials of˜˜pA of valency one: they are the ones corresponding to trees on n ≥ 2 leaves with one
level.
Suppose we know all monomials of valency less than or equal k ≥ 1 and see how to obtain
from (2.5) the ones of valency k + 1 ≥ 2.
Given a positive integer r > 0, from (2.5), we deduce that a monomial of ˜˜pA of valency
k + 1 and degree r appears in ˜˜pA [1] or in ∑r−1i=1 gi1 (˜˜pA[1])i+1(i+1)! .
It’s now enough to note that, by inductive hypothesis, we know all ˜˜pA [1] valency k + 1
monomials: in fact they are obtained by translation of variables from the ones of ˜˜pA of
valency k.
We are now going to prove that (2.5) holds.
Let T be a tree on n ≥ 2 leaves (recall that we are taking in account only minimal
representative modulo trivial tails). Let im11 · · · imrr be a partition of n of length k made
by positive integers i1, · · · , ir such that, for each j ∈ {1, · · · , r}, ij occurs mj times
and k =
∑r
j=1mj. Suppose that exactly k edges stem from the root and, for every
j ∈ {1, · · · , r}, mj of them are such that the trees whose roots are the second vertices of
these edges are equal trees on ij leaves.
If we cut off the root of T and the k stemming edges but not their second vertices, we
get a forest of k trees, {T1, · · · , Tk}, such that, for each j ∈ {1, · · · , r}, mj of them are
equal trees on ij leaves (here we are considering also the degenerate tree given by a single
leaf).
If, for every i ∈ {1, · · · , k} we call mTi the monomial of Ti in ˜˜pA and mT the one of T we
have
mT = gk−11
1
m1!m2! · · ·mr!
k∏
i=1
mTi [1] .
We end by observing that
∏k
i=1mTi [1] appears exactly
k!
m1!m2!···mr! times in
(˜˜pA [1])k.
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2.1.2 Some Examples
Theorem 2.1.3 allows us to compute ˜˜pA; once we have ˜˜pA we can compute p˜A and, using
theorem 2.1.1, the series φA; here we exhibit some examples of these computations made
with the help of Axiom R©.
Here the terms of ˜˜pA of valency less then or equal 3 and degree less then or equal 3:
1
24
g33 +
(
7
24
g2 +
7
24
g1 +
1
6
)
g23 +
(
1
4
g22 +
(
3
4
g1 +
1
2
)
g2 +
1
4
g21 +
1
2
g1 +
1
2
)
g3+
+
1
24
g32 +
(
7
24
g1 +
1
6
)
g22 +
(
1
4
g21 +
1
2
g1 +
1
2
)
g2 +
1
24
g31 +
1
6
g21 +
1
2
g1 + 1.
If, for example, we look at terms of degree 3 we have
g33
4!
+
g2g
2
3
8
+
g2g
2
3
6
+
g22g3
4
+
g1g
2
3
8
+
g1g
2
3
6
+
g1g2g3
2
+
g1g2g3
4
+
g21g3
4
.
These monomials correspond respectively to the following (classes of) trees:
x
x
x
x x x x
x
x
x
x x
x
x x
x
x
x x
x x x
x
x
x x x
x x
x
x
x
x x
x
x
x x
x
x x
x
x x x
x
x x
x x
x x
x
x
x
x x
x
x x
x
x x x
x
x x
that is to trees on 4 leaves with 3 levels (modulo equivalence).
Now we show p˜ up to degree 5 and valency 4 with no bad monomials:
Degree 1
g0
Degree 2
1
2
g0 g1 +
1
2
g20
Degree 3
1
2
g0 g1 g2 +
1
6
g0 g
2
1 +
1
2
g20 g1 +
1
6
g30
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Degree 4
3
4
g0 g1 g2 g3 +
7
24
g0 g1 g
2
2 +
(
1
4
g0 g
2
1 +
3
4
g20 g1
)
g2 +
1
24
g0 g
3
1+
+
7
24
g20 g
2
1 +
1
4
g30 g1 +
1
24
g40
Degree 5
3
2
g0 g1 g2 g3 g4 +
5
8
g0 g1 g2 g
2
3 +
(
7
12
g0 g1 g
2
2 +
(
1
2
g0 g
2
1 +
3
2
g20 g1
)
g2
)
g3+
+
1
8
g0 g1 g
3
2 +
(
5
24
g0 g
2
1 +
5
8
g20 g1
)
g22 +
(
1
12
g0 g
3
1 +
7
12
g20 g
2
1 +
1
2
g30 g1
)
g2+
+
1
120
g0 g
4
1 +
1
8
g20 g
3
1 +
5
24
g30 g
2
1 +
1
12
g40 g1 +
1
120
g50.
At last here the series φA up to degree 7 (with respect to t):
φ(q, t) = t+
1
2
t2 +
(
1
6
q +
1
6
)
t3 +
(
1
24
q2 +
1
3
q +
1
24
)
t4+
+
(
1
120
q3 +
41
120
q2 +
41
120
q +
1
120
)
t5+
+
(
1
720
q4 +
187
720
q3 +
61
60
q2 +
187
720
q +
1
720
)
t6+
+
(
1
5040
q5 +
19
112
q4 +
2389
1260
q3 +
2389
1260
q2 +
19
112
q +
1
5040
)
t7 + · · ·
2.1.3 Type Bn
Let us consider the root arrangement of type Bn in Cn (the case Cn leads to the same
arrangement); now we want to compute the series
φB(q, t) :=
∑
n≥1
PCBn (q)
tn
2nn!
∈ Q[q][[t]]. (2.6)
The subspaces in the building set of irreducibles FBn are of two types, strong subspaces
and weak subspaces. A subspace of (Cn)∗ is strong if its annihilator can be described
by the equation xi1 = · · · = xik = 0. Then strong subspaces can be put in bijective
correspondence with the subsets of {1, · · · , n} of cardinality greater than or equal to 1
(we will call such subsets strong when they represent a strong subspace). A subspace in
FBn is weak if its annihilator can be described by {xi1 = · · · = xir = −xj1 = · · · = −xjs}
(r + s ≥ 2); therefore weak elements are in bijective correspondence with the subsets of
{1, · · · , n} of cardinality greater than or equal to 2 (such subsets will be called weak)
equipped with a partition (possibly trivial) into two parts.
Therefore, the subspaces in the maximal building set CBn can put in bijective cor-
respondence with the partitions of {1, · · · , n} such that each part is labelled ”weak” or
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”strong” and the following extra conditions are satisfied: at most one part is strong, and
if there is not a strong part, then at least one of the weak parts has more than 1 element.1
It is again possible to associate forests to CBn-nested sets. In [Yuz97] Yuzvinsky made
an association between FBn-nested sets and forests: the rules are the same as in the case
An−1 but we have to divide the vertices of our graphs in two classes: weak vertices and
strong vertices; furthermore we loose the information related to partitions of weak sets
(we will see in the sequel what this involves); from now we call ”strong tree” a tree with
at least one strong vertex and ”weak tree” a tree with no strong vertices and the forests
we’ll refer to are forests of strong/weak trees. With considerations similar to those of
case An−1 and using this representation of FBn-nested sets we can associate forests to
CBn-nested sets; moreover, if S is a CBn-nested set and Γ (S) the relative forest, as in
the case An−1, if we read the labelings of the vertices level by level, we can recover the
elements of S and we have smaller elements by increasing level.
Let now S be a CBn-nested set and Γ (S) the associated forest; let B ∈ S given
by the family {B1, · · · , Bk} of subsets of {1, · · · , n} and put StB := {i ∈ {1, · · · , k} :
Bi is strong} and WB := {i ∈ {1, · · · , k} : Bi is weak}. With these notations, by above
considerations, we have
dSB ,B =
∑
i∈StB
|wout(vBi)|+
∑
i∈WB
(|out(vBi)| − 1) (2.7)
where vBi is the vertex of Γ (S) labeled by Bi and wout(vBi) is the set of outgoing edges
from vBi which reach a weak vertex (we consider the leaves as weak vertices).
Suppose that the vertices representing B are at level k; (2.7) may be written in this way:
dSB ,B =
∑
v∈Levs(k)
|wout(v)|+
∑
v∈Levw(k)
(|out(v)| − 1) (2.8)
where Levs(k) is the set of strong vertices at level k and Levw(k) is the set of weak vertices
(not leaves) at level k.
Remark 2.1.5. Since every element of CBn may have at most one strong set and every
CBn-nested set must be totally ordered we have
• 0 ≤ |StB| ≤ 1 for every B ∈ CBn;
• if Γ is a forest associated to some CBn-nested set, for each of its level k we have
0 ≤ |Levs(k)| ≤ 1.
Definition 2.1.12. A forest is admissible if, for each of its level k, one has∑
v∈Levs(k)
|wout(v)|+
∑
v∈Levw(k)
(|out(v)| − 1) ≥ 2.
1In this notation we allow the presence of weak singletons {i}, which are associated to the subspace
{0}.
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Definition 2.1.13. Given Γ a forest, we call a marking of Γ the choice, for every level
k, for every v ∈ Lev(k) = Levs(k) ∪ Levw(k), of a non negative integer mk(v) such that
0 <
∑
v∈Levs(k)
mk(v) +
∑
v∈Levw(k)
mk(v) <
∑
v∈Levs(k)
|wout(v)|+
∑
v∈Levw(k)
(|out(v)| − 1) .
Remark 2.1.6. As in the case An−1 we have
• the definition of admissible forest does not depend on the labeling of the vertices;
• the existence of a marking is equivalent to admissibility.
Before starting with our computation we need another technical fact; the association
of FBn-nested sets with forests described in [Yuz97] does not take in account the partition
associated to weak sets. So, if S is a FBn-nested set and Γ (S) the associated forest we
have that there may be different FBn-nested sets U such that Γ (U) = Γ (S). In [Yuz97],
Yuzvinsky proved the following
Lemma 2.1.1. (see [Yuz97]).
With the notations just introduced let pi = pi (Γ (S)) the number of different FBn-nested
collections U such that Γ (U) = Γ (S); then
log2 pi =
∑
vB , B∈S
dimB
where the sum is taken with respect to all closest to the roots weak vertices (not leaves).
Corollary 2.1.2. Let Γ = Γ (S) be a forest associated to a CBn-nested set S. Let X ∈ S
be the maximal element of S given by {X1, · · · , Xk}. Up to reordering indices we may sup-
pose that {X1, · · · , Xj} is the collection of the weak sets in the irreducible decomposition
of X. Then Γ corresponds to 2
∑j
i=1 |Xi|−1 different CBn-nested sets.
Proof. It follows from lemma 2.1.1 and from the fact that, given a partition of a weak
set, the ones of each of its subsets are uniquely determined.
Corollary 2.1.3. Let Γ be a weak admissible forest on n ≥ 2 leaves with k ≥ 1 trees;
then its contribution to the series (2.6) is
tn
2k|Aut (Γ) |
∏
k
q
∑
v∈Lev(k)(|out(v)|−1) − q
q − 1 .
Proof. It follows from corollary 2.1.2 and from considerations similar to the case An−1.
We are now ready to compute the series (2.6).
Define
Q˜B(g0, g1, g2, · · · ) :=
∑
Γ
1
|Aut1 (Γ) |
(g0
2
)alb(Γ)−1 ∏
v∈Γs
(gl(v)
2
)|wout(v)| ∏
v∈Γw
g
|out(v)|−1
l(v)
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where Γ runs among minimal representatives of forests on n ≥ 1 leaves with a strong
tree, Γs is the set of strong vertices of Γ, Γw is the set of the weak ones (not leaves) and
Aut1 (Γ) is the group of automorphisms of Γ which send strong vertices in strong vertices
and weak vertices in weak vertices.
Here we need to modify a little the definition of trivial tail for strong trees:
Definition 2.1.14. A strong tree T has a trivial tail if from one of its vertex (not a leaf)
stems a weak subtree T ′ on a leaf and for every vertex v of T ′ one has |out(v)| = 1.
For weak trees definition 2.1.4 still holds.
We define also
p˜B(g0, g1, g2, · · · ) := g0
2
+
∑
Γ
1
|Aut (Γ) |
(g0
2
)alb(Γ)∏
v
g
|out(v)|−1
l(v) = p˜A
(g0
2
, g1, g2, · · ·
)
where Γ runs among minimal representatives of weak forests on n ≥ 2 leaves and v among
the vertices of Γ (not leaves) and
˜˜pB(g1, g2, · · · ) := 12 +∑T 12|Aut (T ) |
∏
v
g
|out(v)|−1
l(v) =
1
2
˜˜pA(g1, g2, · · · ) (2.9)
where T runs among minimal representatives of weak trees on n ≥ 2 leaves and v among
the vertices (not leaves) of T .
Remark 2.1.7. If Γ is a weak forest on n ≥ 2 leaves and mΓ is its monomial in p˜B then
n is the degree of mΓ.
Proof. Follows from corollary 2.1.1.
Remark 2.1.8. The following equality hold: p˜B = e
g0˜˜pB − 1.
Proof. Follows from theorem 2.1.2.
Let us define
QB(g0, g1, g2, · · · ) := p˜B(g0, g1, g2, · · · ) + Q˜B(g0, g1, g2, · · · ). (2.10)
Theorem 2.1.4. Removing bad monomials from QB and replacing g0 with t and, for
every i, r ≥ 1, gri with q
r−q
q−1 we obtain the series (2.6).
Proof. Same arguments used in the proof of theorem 2.1.1 lead us to remark that by
combining the substitution described in the statement and the removal of bad monomials
we kill all monomials of Q associated to non admissible graphs.
Let now Γ be an admissible weak forest on n ≥ 2 leaves with k ≥ 1 trees; by corollary
2.1.3 we know that its contribution to φB is
tn
2k|Aut (Γ) |
∏
j
q
∑
v∈Lev(j)(|out(v)|−1) − q
q − 1
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where j varies among the levels of Γ.
Let mΓ be the monomial of Γ in QB (that is actually a monomial of p˜B) and let r be its
valency; we have
mΓ =
gk0
2k|Aut (Γ) |
r∏
i=1
g
∑
v∈Lev(i)(|out(v)|−1)
i
and the substitution described provide us the contribution of Γ to φB.
Suppose now that Γ is an admissible forest on n ≥ 2 leaves and k + 1 trees one of which
is strong; we call T the strong tree of Γ, {v1, · · · , vs} the set of its strong vertices and we
suppose that from each vi steam ri weak subtrees (we consider as weak subtrees also the
leaves adjoining vi). Since at each level we may have at most one strong vertex and the
root of a strong tree must be strong, we may suppose that the vertex vi is at level i.
The contribution to φB given by such a forest is
tn
2k2
∑s
i=1 ri |Aut1 (Γ) |
s∏
j=1
q|wout(vj)|+
∑
v∈Levw(j)(|out(v)|−1) − q
q − 1
∏
i>s
q
∑
v∈Levw(i)(|out(v)|−1) − q
q − 1 .
As before, we call mΓ its monomial in QB (that is actually a monomial of Q˜B) and r ≥ s
its valency; we have
mΓ =
gk0
2k|Aut1 (Γ) |
s∏
i=1
1
2|wout(vi)|
g
|wout(vi)|+
∑
v∈Levw(i)(|out(v)|−1)
i
r∏
j=s+1
g
∑
v∈Lev(j)(|out(v)|−1)
j
and our substitution give exactly the contribution provided by Γ to φB.
We now need to compute Q˜B; to this end we define
˜˜
QB(g1, g2, · · · ) :=
∑
T
1
|Aut1 (T ) |
∏
v∈Ts
(gl(v)
2
)|wout(v)| ∏
v∈Tw
g
|out(v)|−1
l(v)
where T runs among minimal representatives of strong trees on n ≥ 1 leaves, Ts is the
set of strong vertices of T and Tw is the set of the weak ones (not leaves).
Proposition 2.1.3. The following equality holds
Q˜B = (p˜B + 1)
˜˜
QB.
Proof. It follows from the fact that each forest may have at most one strong tree.
Theorem 2.1.5. The following inductive formula holds:
˜˜
QB =
∑
j≥0
gj1
(˜˜pB [1])j
j!
 ˜˜QB [1] +∑
j≥1
gj1
(˜˜pB [1])j
j!
. (2.11)
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Proof. First we prove that (2.11) is inductive.
We proceed by induction on the valency being known all monomials of valency one of˜˜
QB: they are actually the ones corresponding to tress with strong root adjoining to an
arbitrary number of leaves.
Suppose that we know all monomials of valency k ≥ 1 of ˜˜QB and let us see how to get
the ones of valency k + 1 ≥ 2.
Given a positive integer r > 0, from (2.11), we deduce that a monomial of
˜˜
QB whose
valency is k + 1 and whose degree is r may be found in
˜˜
QB [1], in r−1∑
j=1
gj1
(˜˜pB [1])j
j!
 ˜˜QB [1]
or in
r−1∑
j=1
gj1
(˜˜pB [1])j
j!
.
By theorem 2.1.3 and formula 2.9 we know all monomials of ˜˜pB (and in particular the ones
of valency k + 1); since, by inductive hypothesis we know all the monomials of valency
k + 1 of
˜˜
QB [1] (which are obtained by a translation of variables from the ones of
˜˜
QB of
valency k) our claim follows.
Let us now prove formula (2.11).
Let T be a strong tree on n ≥ 1 leaves; suppose that T has only one strong vertex
(therefore it has strong root). Let im11 · · · imrr be a partition of n of length k ≥ 1 made
by positive integers i1, · · · , ir such that, for each j ∈ {1, · · · , r}, ij occurs mj times. We
suppose that from the (strong) root of T leave k edges and that, for every j ∈ {1, · · · , r},
mj of them are such that the trees whose roots are their arrival vertices are equal trees
on ij leaves.
With these assumptions, if we cut off the root of T and all the leaving edges but not
their arrival vertices, we obtain a weak forest with k trees {T1, · · · , Tk} such that, for
each j ∈ {1, · · · , k}, mj of them are equal trees on ij leaves.
If we call mT the monomial of T in ˜˜QB and, for every i ∈ {1, · · · , k}, mTi the one of Ti
we have
mT =
1
m1!m2! · · ·mr!
gk1
2k
k∏
i=1
mTi [1] .
Now it’s enough to note that
∏k
i=1mTi [1] appears exactly
k!
m1!m2!···mr! times in
(˜˜pB [1])k.
Suppose now that T has more than one strong vertex. We may suppose that the (strong)
root of T is connected by edges to k + 1 ≥ 1 vertices k of them are weak and one is
strong; we assume also that from the strong one steams a subtree on 1 ≤ s ≤ n leaves.
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If s = n then from the root of T leaves exactly one edge and (by assumption) it reaches
a strong vertex v. If we call T ′ the tree which stems from v we have that mT = mT ′ [1].
Let n > s and, with the notations introduced in the preceding case, let im11 · · · imrr be a
partition of n− s and suppose that, for each j ∈ {1, · · · , r}, among the k subtrees which
stem from the k weak vertices adjoining the root there are mj of them which are equal
trees on ij leaves. If, as before, we cut off the root of T , the k+ 1 leaving edges (but not
their arrival vertices) we obtain a forest with k+ 1 trees {T1, · · · , Tk+1} among them one
(say Tk+1) is strong and the others are the weak trees just described. We have
mT =
1
m1!m2! · · ·mr!
gk1
2k
mTk+1 [1]
k∏
i=1
mTi [1]
where, as usual, mT is the monomial of T in ˜˜QB, mTk+1 is the one of Tk+1 and, for each
i ∈ {1, · · · , k} mTi is the monomial of Ti in ˜˜pB.
We end by observing that
∏k
i=1mTi [1] appears exactly
k!
m1!m2!···mr! times in
(˜˜pB [1])k.
Proposition 2.1.4. The following equality holds:
˜˜
QB = p˜B [1] +
˜˜
QB [1] (1 + p˜B [1]) . (2.12)
Proof. Note that
gj1
(˜˜pB [1])j
j!
=
(
gj0
˜˜pjB
j!
)
[1] .
Since, by remark 2.1.8, we have p˜B = e
g0˜˜pB − 1, from (2.11) we obtain
˜˜
QB =
˜˜
QB [1] +
˜˜
QB [1]p˜B [1] + p˜B [1] = p˜B [1] +
˜˜
QB [1] (1 + 1p˜B [1]) .
Corollary 2.1.4.
QB = p˜B + (1 + p˜B)
(
p˜B [1] +
˜˜
QB [1] (1 + p˜B [1])
)
.
Proof. It follows from the definition of Q (see (2.10)), proposition 2.1.3 and formula
(2.12).
2.1.4 Type Dn
Let us now consider the root arrangement of type Dn in Cn. The series we are interested
in is the following:
φD(q, t) := t+
∑
n≥2
PCDn (q)
tn
n!2n−1
(2.13)
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The building set of irreducibles is the same as in the Bn case, except for the strong sets,
which must now have cardinality at least 2. Hence, as in the Bn case, we can put the
elements of the maximal model CDn in a bijective correspondence with the partitions of
{1, . . . n} with at most one strong part and such that the strong part (if there is one) is
required to have cardinality ≥ 2.
Since the combinatorics is essentially the same as in the case Bn (the only difference is
that strong sets must have cardinality at least two), for the computation of the Poincare´
series, we just need to modify a little what we have done in that case.
We set
Q˜D(g0, g1, g2, · · · ) := 2
∑
Γ
1
|Aut1 (Γ) |
(g0
2
)alb(Γ)−1 ∏
v∈Γs
(gl(v)
2
)|wout(v)| ∏
v∈Γw
g
|out(v)|−1
l(v)
where now Γ must have at least two leaves and
˜˜
QD(g1, g2, · · · ) := 2
∑
T
1
|Aut1 (T ) |
∏
v∈Ts
(gl(v)
2
)|wout(v)| ∏
v∈Tw
g
|out(v)|−1
l(v)
where T must have at least two leaves. Now, if we define p˜D = 2p˜B and QD := p˜D + Q˜D
we can compute the Poincare´ series in the same way described in theorem 2.1.4; moreover
we have that
Q˜D =
(
1
2
p˜D + 1
) ˜˜
QD
and
˜˜
QD satisfy the same recurrence relation (2.11).
2.2 Invariant building set for root arrangements
In this section we still deal with the Coxeter arrangements of types An , Bn (= Cn),
Dn. For each of these arrangements we will describe the poset of all the associated
building sets (ordered by inclusion) which are invariant with respect to the Weyl group
action (see sections 2.2.2, 2.2.3, 2.2.4 respectively), and therefore we will classify all the
wonderful models which are obtained by adding to the complement of the arrangement
an equivariant divisor. The results of this section are in [GS14].
2.2.1 A partial order on partitions
Let us denote by Λn the set of partitions of n ∈ N. To each unordered partition of
{1, · · · , n} we can associate, considering the cardinalities of its parts, a partition in Λn.
Therefore we can associate a partition in Λn to every subspace in CAn−1 . We will say that
a subspace in CAn−1 has the form λ ∈ Λn if its associated partition is λ. For instance, the
subspace {1, 3, 4}{2, 5}{6}{7, 8} in CA7 has the form (3, 2, 2, 1).
In this section we will describe a poset structure on Λn which will be used in the
classification of all the Sn invariant building sets associated to the root system An−1.
If n ≥ 1 and λ ∈ Λn, we will represent λ by its Young diagram and call admissible
the following moves:
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a) remove an entire row and add all its boxes to another row which has at least two
boxes; then, if necessary, rearrange the rows in order to obtain a Young diagram
(see Figure 2.1);
b) remove k ≥ 2 rows made by a single box and form a row made by k boxes, if k is
greater than or equal to the number of boxes of the smallest row with more than
one box; then, if necessary, rearrange the rows in order to obtain a Young diagram
(see Figure 2.2).
Figure 2.1: Example of an admissible move of type a).
Figure 2.2: Example of an admissible move of type b). The number of boxes of the new
row is 3: if it was 2, the move would not be admissible.
Remark 2.2.1. If λ = (1, 1, ..., 1) there are no possible admissible moves.
Now we equip Λn with the following partial order: λ ∈ Λn is greater than µ ∈ Λn (we
write λ > µ) if λ 6= µ and the Young diagram of λ can be obtained by the one of µ by a
sequence of admissible moves (see Figure 2.3).
In the sequel we will be interested in the following subset of Λn:
Definition 2.2.1. We denote by BΛn the subset of Λn (n ≥ 1) given by (n) and, if n ≥ 4,
by all the partitions with at least two parts greater than or equal to 2, i.e. λ ∈ BΛn iff
λ = (n) or λ = (λ1, λ2, . . . , λk, ...) with k ≥ 2 and
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 2
We will call building partitions the partitions in BΛn.
We observe that the partial order of Λn induces a poset structure on BΛn.
Remark 2.2.2. Let γ, δ be two building partitions. If γ ≥ δ one can find a subspace of
the form γ which contains a subspace of the form δ.
Let us denote by  the well known partial order on Λn such that µ  γ if and only
if, for every i ≥ 1, µ1 + · · · + µi ≥ λ1 + · · · + λi (here we are extending, as usual, the
partitions µ, λ by appending to them a string of zeros at the end). We observe that γ ≥ λ
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Figure 2.3: A sequence of three admissible moves, starting from the partition µ =
(4, 3, 2, 2, 1, 1, 1). At the end we obtain λ = (7, 4, 2, 1), therefore λ > µ.
implies γ  λ but the reverse implication is not true. In fact the order  can be obtained
as a result of a set of moves which includes the moves used to define ≥: the elementary
steps consist in removing a box from a row of a Young diagram and adding it to a higher
row. For instance, (5, 2)  (4, 3) but one cannot find a subspace of the form (4, 3) inside
a subspace of the form (5, 2).
Remark 2.2.3. Given two partitions λ, γ in the poset (BΛn,≥), it is not true that there
exists the join λ ∨ γ. Let us consider for instance λ = (8, 4, 4), γ = (7, 5, 3, 1). The (not
comparable) partitions θ = (12, 4) and ρ = (8, 8) are the minimal partitions in BΛn which
are ≥ λ, γ. Furthermore, it is not true that there exists the meet λ ∧ γ.
2.2.2 The Sn invariant building sets of type An−1
We are going to describe all the building sets associated to the root arrangement An−1
which are invariant with respect to the natural Sn action (this is in the spirit of the con-
struction of the compactifications of configuration spaces: the corresponding wonderful
models will have a Sn equivariant divisor at the boundary). We start by defining a family
of building sets, parametrized by building partitions.
Definition 2.2.2. Let λ be a building partition. We define G˜λ as the set given by all the
subspaces of the form γ ∈ Λn for every γ ≥ λ. We define Gλ as FAn−1 ∪ G˜λ.
Remark 2.2.4. We notice that, according to the definition, if λ = (n) then Gλ is the
building set of irreducibles FAn−1. The only building set associated to the root system A2
(i.e. when n = 3) is G(3) = FA2. If n = 4, there are two building sets: the minimal one
G(4) = FA3 and the maximal one G(2,2). If n > 4, the maximal building set is G(2,2,1,1,1,...).
It is immediate from the definition that:
Proposition 2.2.1. Given two different building partitions µ and λ, the building set Gλ
is included in Gµ if and only if λ > µ (see Figure 2.4).
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?(2,2,1,1,1,1)
?(6,2) ?(5,3)
FA7
CA7 =
?(4,4)
?(5,2,1) ?(4,2,2) ?(4,3,1) ?(3,3,2)
?(4,2,1,1)
?(3,2,1,1,1)
?(3,2,2,1)?(3,3,1,1) ?(2,2,2,2)
?(2,2,2,1,1)
?(8)=
Figure 2.4: The Hasse diagram of the family of building sets of type Gλ in the case A7.
The green arrows represent inclusions while the red arrow shows a case where there is
not inclusion.
The building sets of type Gλ (λ ∈ BΛn) are not the only Sn invariant building sets
which include FAn−1 . For instance, in the A5 case, G(4,2)∪G(3,3) is an S6 invariant building
set, which does not belong to the family Gλ. The following theorem describes all the Sn
invariant building sets.
Definition 2.2.3. Given a set S = {λ1, λ2, ..., λv} of pairwise not comparable elements
in BΛn, we denote by GS the building set
GS = Gλ1 ∪ Gλ2 ∪ ... ∪ Gλv
We denote by Tn the set whose elements are the nonempty sets of pairwise not comparable
elements in BΛn.
Theorem 2.2.1. The map:
S = {λ1, λ2, ..., λv} 7→ GS
is a bijection between Tn and the set given by the Sn invariant building sets which contain
FAn−1.
Proof. Let us consider a Sn invariant building set B which contains FAn−1 . If it is different
from FAn−1 we consider the subspaces in B − FAn−1 : to each of these subspaces
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we associate the partition inBΛn which describes its form and, among these partitions,
we choose the minimal ones (with respect to ≥).
Let A be a subspace in B−FAn−1 whose associated partition γ = (γ1, γ2, . . . , γs) ∈ BΛn
is minimal. Then, by Sn invariance, B contains all the subspaces of this form. We will
show that Gγ ⊆ B. For this it suffices to show that if µ ∈ BΛn can be obtained from γ
by an admissible move, than B contains all the subspaces of the form µ. Let us consider
moves of type a): then µ = (µ1, µ2, . . . , µi, ..., µs−1) where the numbers µl coincide with
the γh except for µi = γj + γt, where γj > 1. Now we take two subspaces which are of
the form γ and therefore belong to B:
C = {. . .}
γ1
{. . .}
γ2
...{1, 2, 3, ..., γj}
γj
· · · {γj + 1, γj + 2, ..., γj + γt}
γt
· · · {. . .}
γs
D = {. . .}
γ1
{. . .}
γ2
...{γj + 1, 2, 3, ..., γj}
γj
· · · {1, γj + 2, ..., γj + γt}
γt
· · · {. . .}
γs
where the subscripts γs indicate how many numbers are contained inside the correspond-
ing braces.
The sum C +D is the subspace
C +D = {. . .}
γ1
{. . .}
γ2
...{1, 2, 3, ..., γj, γj + 1, γj + 2, ..., γj + γt}
γj+γt
· · · {. . .}
γs
By definition of building set, C +D must be the direct sum of the maximal subspaces in
B contained in it. This is possible only if C +D ∈ B. We have shown that B contains a
subspace of the form µ, and therefore it contains all such subspaces.
As for the moves of type b), let γk be the last part which is > 1 of γ ∈ BΛn. As a
particular case, we first show that if µ is obtained from γ by deleting γk parts equal to 1
and adding a part equal to γk then B contains a subspace of the form µ. The argument
is similar to the one above. For instance, if γ = (4, 3, 1, 1, 1, 1) and µ = (4, 3, 3, 1), one
then considers the two subspaces:
C = {1, 2, 3, 4}{5, 6, 7}{8}{9}{10}{11}
D = {1, 2, 3, 4}{8, 9, 10}{5}{6}{7}{11}
The sum C +D is the subspace
C +D = {1, 2, 3, 4}{5, 6, 7}{8, 9, 10}{11}
which must belong to B and has the form µ. Combining the result in this particular case
with the result for moves of the first type, it is now easy to prove that if µ ∈ BΛn can
be obtained from γ by any admissible move of the second type, than B contains all the
subspaces of the form µ.
Let S = {γ1, γ2, ..., γv} be the set of the (pairwise not comparable) minimal partitions
associated to the subspaces in B − FAn−1 . Repeating the argument described above we
can prove that B contains Gγ1 ∪ Gγ2 ∪ ... ∪ Gγv .
To show the reverse inclusion, let us consider D ∈ B − FAn−1 . If D is associated to a
minimal partition, say γ1, then D ∈ Gγ1 by definition. If the partition γ associated to D
is not minimal, then for a certain i we have γ > γi. By definition of Gγi we know that
D ∈ Gγi : this concludes the proof that B = Gγ1 ∪ Gγ2 ∪ ... ∪ Gγv .
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Now we must show that the above expression for B is unique, i.e., if B = Gλ1 ∪ Gλ2 ∪
...∪Gλv and B = Gθ1 ∪Gθ2 ∪ ...∪Gθr then r = v and, up to reordering, θi = λi ∀i. Let us
suppose that B 6= FAn−1 (otherwise the statement is trivial).
First we observe that if λ1 is not ≥ of one of the partitions θ1, θ2, ..., θr, then in
Gθ1 ∪ Gθ2 ∪ ... ∪ Gθr there are not elements of the form λ1. This is a contradiction.
Therefore we must have, say, λ1 ≥ θ1. The same argument shows that there exists i such
that θ1 ≥ λi. This implies λ1 ≥ λi, and since the elements λ1, λ2, ..., λv are pairwise not
comparable, we must have i = 1 and λ1 ≥ θ1 ≥ λ1, that is to say, λ1 = θ1. The claim
follows by induction.
2.2.3 Classification of the invariant building sets in case Bn
Let us consider the root arrangement of type Bn in Cn and let W (Bn) be its Weyl group.
We want to classify all the W (Bn) invariant building sets which include FBn . The
combinatorial description of the subspaces in the maximal building set (see 2.1.3) suggests
us to introduce the notion of partition with a singular part:
Definition 2.2.4. We denote by SΛn the set of singular partitions: its elements are the
pairs (r, λ) with r integer, 0 ≤ r ≤ n and λ ∈ Λn−r.
If a subspace A in CBn is represented by a partition of {1, · · · , n}, which has a strong
part of cardinality r (r may be 0) and weak parts whose cardinalities give the partition
λ ∈ Λn−r, we will say that A has the form (r, λ).
The element (r, λ) ∈ SΛn can be represented by a diagram whose higher row has r
coloured boxes (see Figure 2.5).
Figure 2.5: The coloured diagram representing the singular (building) partition
(2, (4, 3, 1, 1, 1)).
We consider the following three types of admissible moves on SΛn:
a) remove an entire not coloured row and add all its boxes to a not coloured row which
has at least two boxes or to the coloured row (if it exists; if we are adding boxes to the
coloured row, then the boxes will be coloured). At the end, if necessary, the not coloured
rows will be rearranged in order to obtain a valid diagram;
b) remove k ≥ 2 not coloured rows made by a single box and form a row made by k
boxes, if k is greater than or equal to the number of boxes of the smallest not coloured
row with more than one box; then, if necessary, rearrange the rows in order to obtain a
valid coloured diagram;
c) if the diagram is made by a single row, we can colour it.
As in the An case, we introduce a partial order in SΛn:
(s, γ) ≥ (r, λ)
if and only if (s, γ) can be obtained by (r, λ) by a sequence of admissible moves.
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Definition 2.2.5. A singular building partition (of type Bn, n ≥ 2) is a pair (r, λ) ∈ SΛn
which satisfies the further conditions that λ 6= (1, 1, 1, ...) and, if r = 0, then λ ∈ BΛn −
{(n)}. We will denote by SBΛn the poset of all singular building partitions, with the
order induced by ≥.
Definition 2.2.6. Let us consider (r, λ) ∈ SBΛn. We define the set BG(r,λ) as the
union of FBn with the set given by all the subspaces of the form (s, γ) ∈ SBΛn, with
(s, γ) ≥ (r, λ).
We notice that, according to the definition, the building set of irreducibles is denoted
by BG(n,(0)). If n = 3, there are two W (Bn) invariant building sets which contain the
irreducibles: the minimal one BG(3,(0)) and the maximal one BG(1,(2)). If n > 3, the
building sets BG(s,λ) ((s, λ) in SBΛn) are all distinct and the maximal building set is
described as BG(0,(2,2,1,1,1,...)) ∪BG(1,(2,1,1,1,1,...)).
Proposition 2.2.2. Given n ≥ 3 and two different singular building partitions (r, µ) and
(s, λ) in SBΛn, the building set BG(s,λ) is included into BG(r,µ) if and only if (s, λ) >
(r, µ).
?(1,(4)) ?(2,(3))
FB5
?(3,(2))
?(0,(3,2)) ?(1,(2,2)) ?(1,(3,1)) ?(2,(2,1))
?(0, (2,2,1)) ?(1,(2,1,1))
?(5,(0))=
Figure 2.6: The Hasse diagram of the family of building sets of type G(r,µ) (with (r, µ) in
SBΛn) in the case B5.
Definition 2.2.7. Given a set S = {(r1, λ1), (r2, λ2), ..., (rv, λv)} of pairwise not compa-
rable elements in SBΛn, we denote by GS the building set
GS = G(r1,λ1) ∪ G(r2,λ2) ∪ ... ∪ G(rv ,λv)
and by BTn the set whose elements are the nonempty sets of pairwise not comparable
elements in SBΛn.
We have the following classification theorem (we omit the proof, since it is similar to
the An case, Theorem 2.2.1).
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Theorem 2.2.2. The map:
S = {(r1, λ1), (r2, λ2), ..., (rv, λv)} 7→ GS
is a bijection between BTn and the set of the W (Bn) invariant building sets which contain
the irreducibles.
2.2.4 The classification in case Dn
Let us now consider the root arrangement of type Dn in Cn and denote by W (Dn) its
Weyl group. Recall that we can put the elements of the maximal model CDn in a bijective
correspondence with the partitions of {1, . . . n} with at most one strong part and such
that the strong part (if there is one) is required to have cardinality ≥ 2.
With this setting, in order to classify all the W (Dn) invariant building sets which
contain the irreducibles we can repeat the same arguments used in the case Bn. We start
with a slightly different set of pairs, in fact we replace SΛn with SΛn, where SΛn is the
set of pairs (r, λ) such that r 6= 1 and λ is a partition of n− r.
Definition 2.2.8. A singular building partition of type Dn (n ≥ 4) is a pair (r, λ) ∈ SΛ
with λ 6= (1, 1, 1, . . . , 1) and, if r = 0, λ ∈ BΛn − {(n)}. We will denote by SBΛn(Dn)
the poset of all singular building partitions with the order induced by ≥.
Definition 2.2.9. Let n ≥ 4. Let us consider (r, λ) ∈ SBΛn(Dn). If n is odd or r 6= 0 we
define the set DG(r,λ) as the union of the building set of irreducibles of type Dn with the set
given by all the subspaces of the form (s, γ) where (s, γ) ∈ SBΛn(Dn) and (s, γ) ≥ (r, λ).
Remark 2.2.5. If n is an even number greater than or equal to 4, r = 0 and λ is
a partition of n made by even numbers we have two uncomparable W (Dn) invariant
building sets (containing the irreducibles of type Dn) associated to the singular partition
(0, λ). For instance, the following two sets of subspaces belong to two different W (Dn)
-orbits:
• I(λ,+), the set of subspaces whose form is λ, and in which every subset {i1, i2, ..., ik}
represents the annihilator of {xi1 = · · · = xik−1 = xik};
• I(λ,−), the set of subspaces whose form is λ in which the first subset represents the
annihilator of {−xi1 = xi2 = · · · = xiλ1−1 = xiλ1} and the other subspaces are as in
I(λ,+).
As a consequence of this remark, when n is even and λ is a partition of n made by
even numbers, in the poset of singular building partitions, the vertex corresponding to
(0, λ) splits into two vertices (0, λ,+) and (0, λ,−); we have the same “double vertex” in
the corresponding poset of the building sets DG(r,λ): DG(0,λ,+) and DG(0,λ,−).
Proposition 2.2.3. Given n ≥ 4, and two different singular building partitions (r, λ)
and (s, γ), we have that DG(s,γ) ⊂ DG(r,λ) if and only if (s, γ) ≥ (r, λ).2
2The order relation ≥ is the same as in the Bn case with the only difference that when we compare
two partitions (0, λ,±) and (0, γ,±), in order to have (0, λ,±) ≥ (0, γ,±) we also request that the signs
coincide.
41
Definition 2.2.10. Let n be an odd number ≥ 5. Given a set S = {(r1, λ1), . . . , (rv, λv)}
of pairwise non comparable elements in SBΛn(Dn), we denote by GS the building set
GS = DG(r1,λ1) ∪ . . . ∪DG(rv ,λv).
Remark 2.2.6. If n is even (n ≥ 4) we have a similar definition with respect to the poset
with double vertices: in the set of non comparable elements (0, λ,+) or (0, λ,−) (or both)
may appear.
The proof of the following classification theorem is similar to the one in the cases An
and Bn:
Theorem 2.2.3. Let n ≥ 4. If n is odd, the W (Dn) invariant building sets which contain
the irreducibles are in bijection with the unions of sets of pairwise not comparable (with
respect to inclusion) elements of the family DG(r,λ) ((r, λ) ∈ SBΛn(Dn)). If n is even we
have the same statement, with respect to the poset with double vertices.
2.3 Regular building sets for root arrangements.
The following building sets, called regular, appear as natural objects in our picture, since
they are obtained as unions of the building sets which lie on a same row of the Hasse
diagram (see for instance figure 2.4). For these building sets we will provide formulas
for the Poincare´ polynomial of the associated models. The results of this section are in
[GS14].
2.3.1 Regular building sets in case An
Definition 2.3.1. For every n ≥ 3 and 1 ≤ s ≤ n − 2 we denote by Gs(An−1) the Sn
invariant building set which contains FAn−1 and also all the subspaces of the maximal
building set which have dimension ≥ n − s. We will call Gs(An−1) the regular building
set of degree s.
We notice that, for n ≥ 3, G1(An−1) = FAn−1 = G(n) and, for n ≥ 4, Gn−2(An−1) is
equal to the maximal building set G(2,2,1,...,1). Therefore, for every n ≥ 3 we have pointed
out n− 2 distinct regular building sets which include the irreducibles:
G1(An−1) ⊂ G2(An−1) ⊂ · · · ⊂ Gn−2(An−1).
In this section we provide formulas for the Poincare´ polynomials of all the associated
regular De Concini-Procesi models. As a first step we focus on maximal models.
A new formula for the Poincare´ polynomial of the maximal models
Let us compute a formula for the Poincare´ polynomial of the maximal model YGn−2(An−1) =
Ymax,n:
P (Ymax,n)(q) =
∑
i
dim H2i(Ymax,n,Q)qi
We use a combinatorial strategy, different from the one in [GS12] (see also section 2.1.1
of this thesis), which will be then generalized in many ways (i.e. it will be applied to
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different models and to different root arrangements). The main step is provided by the
following proposition (we denote by P (Y )(q) - q has degree 2 - the Poincare` polynomial
of a model Y ):
Proposition 2.3.1. Let G be a minimal element in a building set G. Then:
P (YG)(q) = P (YG′)(q) +
qdimG − q
q − 1 P (YG)(q)
Proof. The claim easily follows from
H∗(YG,Z) ∼= p∗H∗(YG′ ,Z)⊕
(
H∗(E,Z)/p∗H∗(YG,Z)
)
(see proof of theorem 1.4.2).
Theorem 2.3.1. For n ≥ 2, we have the following inductive formula for the Poincare´
polynomial of the maximal model Ymax,n:
P (Ymax,n)(q) = 1 +
∑
λ ∈ Λn
λ 6= (1, 1, 1, ..., 1)
qn−l(λ) − q
q − 1 tλP (Ymax,l(λ))(q)
where l(λ) is the length of the partition λ (the number of parts) and tλ is the number of
subspaces whose form is λ. We put P (Ymax,1)(q) = 1 as a base for the induction.
Proof. We obtain this formula by applying Proposition 2.3.1 several times. We start by
choosing a minimal subspace in the maximal building set (which here will be denoted G
for brevity), then a minimal subspace in the building set G ′ and so on.
The key observation is that the ‘quotient’ building sets which are produced by this
process are all isomorphic to maximal building sets. More precisely, let us suppose that,
at a certain step, we have the building set G ′′ = G − {some subspaces}. The dimension
of the deleted subspaces can be bounded, since at every step we have to remove a min-
imal subspace, so we can choose to remove first the subspaces of dimension 2, then the
subspaces of dimension 3, and so on. Let us therefore suppose that in G ′′ the deleted
subspaces are of dimension ≤ j. Now we remove a minimal subspace A from G ′′: if
there still are subspaces of dimension j in G ′′ then A has dimension j, otherwise A has
dimension j + 1. Let A have the form λ and let us consider G ′′: it can be identified with
a building set associated to the arrangement Al(λ)−1. In fact we can think of the quotient
space as the space where some groups of coordinates are equal: there are only l(λ) ‘free
coordinates’. From this point of view, it is easy to check that G ′′ is identified with the
maximal building set of type Al(λ)−1: every subspace in this maximal building set can be
obtained as a quotient B + A/A, where we can choose B ∈ G with dim B > dim A, so
B ∈ G ′′.
From this inductive formula we can write P (Ymax,n)(q) as an explicit sum of poly-
nomials whose coefficients are expressed in terms of the Stirling numbers of the second
kind:
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Definition 2.3.2. Given two positive integers n > j, let us denote by fn,j(q) the polyno-
mial
fn,j(q) = S(n, j)
qn−j − q
q − 1
where S(n, j) is the Stirling number of the second kind.
Theorem 2.3.2. For n ≥ 3, we have:
P (Ymax,n)(q) = 1 +
∑
1 ≤ k ≤ bn−1
2
c
(j1, j2, ..., jk) ∈ Jk(n− 2)
fj2,j1(q)fj3,j2(q) · · · fjk,jk−1(q)fn,jk(q)
where Jk(n− 2) is the set of all the lists (j1, j2, ..., jk) of integers such that 1 ≤ j1 < j2 <
· · · < jk ≤ n− 2 and, for every i = 1, 2, ..., k, ji − ji−1 ≥ 2.
Proof. One first observes that, in the sum which appears in the formula of Theorem 2.3.1,
we can regroup all the partitions with the same length j, with j = 1, ..., n− 2:
P (Ymax,n)(q) = 1 +
∑
j=1,....,n−2
qn−j − q
q − 1 S(n, j)P (Ymax,j)(q)
The conclusion then follows by induction on n.
Remark 2.3.1. We notice that we can use our formula for the Poincare´ polynomials of
the maximal models to obtain formulas for P (YT )(q), where T is any one of the building
sets obtained as a result of the above described algorithm, which starts from the maximal
building set and deletes at each step a minimal subspace. In fact, at each step of the
algorithm we have the following relation:
P (Ymax,n)(q) = P (YT )(q) +
∑
A
qn−l(γA) − q
q − 1 P (Ymax,l(γA))(q)
where the sum ranges over all the subspaces A which have been deleted before obtaining
T and γA is the form of A.
A formula for the Poincare´ polynomial of the regular models
In principle it is possible to use arguments similar to the one used in the proof of Theorem
2.3.1 to find formulas for the Poincare´ polynomials of the models YGλ (λ ∈ BΛn), but
when we quotient by a subspace it is not always true that the quotient building set is one
of the invariant ones described in the preceding sections, so the computation may need
further steps and may become more complicated. The following definition points out the
property needed to apply the argument of the proof of Theorem 2.3.1 to more general
building sets.
Definition 2.3.3. Let us consider, for every n ≥ 1, a building set G(n) (associated to
a subspace arrangement in Cn). We will call the family {G(n)} inductive if, when we
take any subspace G ∈ G(n) of dimension j (with n − 1 ≥ j ≥ 2), the building set
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G(n) = {(A + G)/G : A ∈ G ′′} is isomorphic3 to G(n − j), for every G ′′ obtained from
G by removing G, all the subspaces of dimension < j and any collection of subspaces of
dimension j.
The family of maximal building sets is inductive. We observe that Gn−3(An−1) is an
inductive family, while Gn−4(An−1) is inductive “up to subspaces of dimension 1”, that
is to say, the quotient building sets may differ from the expected ones, but only in the
subspaces of dimension 1. For s < n − 4 the family Gs(An−1) is not inductive, therefore
the argument of the proof of Theorem 2.3.1 cannot be applied. Anyway we will manage
to compute the Poincare´ polynomials of the models YGs(An−1) . For this it is useful to
introduce some different families of building sets, which are inductive:
Definition 2.3.4. For every n ≥ 3 and 1 ≤ s ≤ n − 1 we denote by G˜s(An−1) the (Sn
invariant) building set which contains all the subspaces of the maximal building set which
have dimension ≥ n− s.
We notice that G˜n−1(An−1) = Gn−2(An−1) and that all the other building sets G˜s(An−1)
(when 1 ≤ s ≤ n−2) do not include hyperplanes. All the families G˜s(An−1) are inductive.
Remark 2.3.2. For convenience of notation, we extend the definition of the models
Gs(An−1) and G˜s+1(An−1) to the cases s ≥ n − 1, and we notice that in these cases
Gs(An−1) and G˜s+1(An−1) are equal to the maximal building set.
Theorem 2.3.3. For every n ≥ 3 and 1 ≤ s ≤ n− 2 we have the following formula for
the Poincare´ polynomial of the models YG˜s(An−1):
P (YG˜s(An−1))(q) = 1 +
∑
1 ≤ k ≤ b s+1
2
c
(j1, j2, ..., jk) ∈ Jk(s)
fj2,j1(q)fj3,j2(q) · · · fjk,jk−1(q)fn,jk(q)
Proof. One repeats the steps of the proofs of Theorems 2.3.1 and 2.3.2, paying attention
to the fact that the length of the partitions which appear is ≤ s.
Remark 2.3.3. Since G˜n−2(An−1) and Gn−2(An−1) differ only in the subspaces of dimen-
sion 1, this formula includes as a particular case (s = n−2) the formula for the maximal
models (see Theorem 2.3.2).
Now we are ready to obtain formulas for the Poincare´ polynomials of the models
YGs(An−1): these turn out to be interpolations between the well known formula for minimal
models and the formula for maximal models of Theorem 2.3.2. In these interpolations
the polynomials P (YG˜s(An−1))(q) play a role.
In Section 5 of [Yuz97] (see also Section 4 of [Gai97]) the Poincare´ series
Φ(q, t) = t+
∑
n≥2,i
dim H2i(YG1(An−1),Q)qi
tn
n!
3A building set A in a vector space A is isomorphic to a building set B in the vector space B if there
exists a linear isomorphism φ of A onto B such that φ(A) = {φ(H) |H ∈ A} = B.
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for the minimal models has been computed in the following way. 4 First one computes,
via a recursive relation, the series λ(q, t) which counts the contribution of basis monomials
whose associated nested set is represented by a tree (included the degenerate tree given
by a single leaf, which gives contribution t):
λ(q, t)(1) = 1 +
λ(q, t)(1)
q − 1
[
eqλ(q,t) − qeλ(q,t) + q − 1] (2.14)
(here the superscript (1) means the first derivative with respect to t). Then one obtains
Φ(q, t) as eλ(q,t) − 1. Formula (2.20) of section 2.4 gives a non-recursive way to compute
λ(q, t).
Now we need a modification Φ(q, t, y) of Φ(q, t), where the powers of the variable y
take into account the number of the maximal subspaces in the nested sets associated to
basis elements:
Φ(q, t, y) = eyλ(q,t) − 1
Theorem 2.3.4. For every n ≥ 3 and 1 ≤ s ≤ n− 2 we have the following formula for
the Poincare´ polynomial of the models YGs(An−1):
tn
n!
P (YGs(An−1))(q) =
tn
n!
P (YG˜s(An−1))(q) +
∑
s < j ≤ n− 2
Φtn,yj(q, t, 1)P (YG˜s(Aj−1))(q)
where we denoted by Φtn,yj(q, t, y) the component of Φ(q, t, y) which has degree n in t and
degree j in y.
Proof. Our first step consists in describing the Gs(An−1)-nested sets, since they are the
supports of the monomials of the Yuzvinski bases (see [Yuz97], or theorem 1.4.2 and
remark 1.4.4 of the present thesis). One observes that, if S is a Gs(An−1)-nested set, then
S can be partitioned into two subsets:
a) the (possibly empty) subset S˜ given by the subspaces which belong to G˜s(An−1). If S˜
is not empty, its elements are totally ordered with respect to inclusion and therefore it
contains a minimal element A.
b) the (possibly empty) subset Sˇ given by the subspaces which belong to FAn−1−G˜s(An−1).
They satisfy the following properties: they form a FAn−1-nested set; their sum B doesn’t
belong to G˜s(An−1) and, if S˜ is not empty and A is the minimal subspace in S˜, B is
strictly included into A.
Therefore, every monomial m in the basis is the product of a monomial mS˜ with
support in S˜ and a monomial mSˇ with support in Sˇ. We notice that mSˇ also belongs to
the cohomology basis of YFAn−1 .
Let us denote by A1, A2, ..., At the maximal elements in Sˇ. We can represent them
by subsets of {1, 2, ..., n} as usual; considering the cardinalities of these subsets, and
eventually adding some parts equal to 1, we can associate to A1, A2, ..., At a partition
λ ∈ Λn.
4Since the projective minimal models are isomorphic to the moduli space M0,n+1, this series also
appear in many papers, computed from the moduli point of view: see for instance [Get95], [Man95].
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One can then compute Poincare´ polynomials by regrouping all the basis monomials
such that the maximal elements in Sˇ give a partition of length j, with the two following
restrictions on j: j ≤ n−2 (all the subspaces A1, A2, ..., At have dimension ≥ 2 otherwise
they are not in the support of a basis element) and j > s (otherwise A1 + A2 + · · ·+ At
belongs to Gs(An−1)).
The contribution of all the “mSˇ factors” such that the maximal elements in Sˇ give a
partition of length j is provided (up to multiplication by t
n
n!
) by Φyj ,tn(q, t, 1).
Now we observe that, by our description of nested sets, once such a factor mSˇ is
fixed, all the factors of type mS˜ are in bijective correspondence with the monomials of
the cohomology basis of YG˜s(Aj−1). The following example illustrates this correspondence:
let n = 12 and let {1, 2, 3} and {4, 5, 6, 7} be the maximal subspaces in Sˇ. Then every
subspace in S˜ contains {1, 2, 3} and {4, 5, 6, 7}, therefore we can represent it as a partition
of {1, 2, ..., 12} where 1,2,3 belong to the same part, and 4,5,6,7 belong to the same part.
Now, “collapsing” 1,2,3 to a new symbol 1 and 4,5,6,7 to 4, we are representing every
subspace in S˜ by a partition of {1, 4, 8, 9, 10, 11, 12}, or, after renumbering the elements,
by a partition of {1, 2, 3, 4, 5, 6, 7}. In this way we associate to the monomial mS˜ a
monomial in the cohomology basis of YG˜s(A6) (in this correspondence the exponents do
not change, according to the definition of admissible monomials in Section 1.4).
Example 2.3.1. Here there are some examples:
P (YG1(A4))(q) = q
3 + 16q2 + 16q + 1
P (YG2(A4))(q) = q
3 + 26q2 + 26q + 1
P (YG3(A4))(q) = q
3 + 41q2 + 41q + 1
P (YG1(A5))(q) = q
4 + 42q3 + 127q2 + 42q + 1
P (YG2(A5))(q) = q
4 + 67q3 + 222q2 + 67q + 1
P (YG3(A5))(q) = q
4 + 142q3 + 372q2 + 142q + 1
P (YG4(A5))(q) = q
4 + 187q3 + 732q2 + 187q + 1
P (YG5(A6))(q) = q
5 + 855q4 + 9556q3 + 9556q2 + 855q + 1
2.3.2 Regular building sets in case Bn.
As in the An case, we focus on the regular W (Bn) invariant building sets, obtained as
the union of all the building sets of type G(r,µ) (with (r, µ) in SBΛn) which lie on a same
row of the Hasse diagram (see Figure 2.6).
Definition 2.3.5. For every n ≥ 2 and 0 ≤ s ≤ n− 2 we denote by Gs(Bn) the (W (Bn)
invariant) building set which contains the irreducibles and also all the subspaces of the
maximal building set which have dimension ≥ n − s. We will call Gs(Bn) the regular
building set of type Bn and of degree s.
For every n ≥ 2 we have a chain of n− 1 different regular building sets: G0(Bn) is the
building set of irreducibles and Gn−2(Bn) is the maximal building set. For convenience of
notation, we extend the definition to the cases s ≥ n− 1 and observe that in these cases
Gs(Bn) is equal to the maximal building set.
As in the An case, we will define families of subspace arrangements which are obtained
by removing some of the irreducible subspaces from Gs(Bn).
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Definition 2.3.6. For every n ≥ 2 and 0 ≤ s ≤ n− 1 we denote by G˜s(Bn) the (W (Bn)
invariant) building set which contains all the subspaces of the maximal building set which
have dimension ≥ n − s. Moreover, for every n ≥ 2 and s > n− 1 we put G˜s(Bn) to be
equal to the maximal building set.
We remark that G˜n−1(Bn) = Gn−2(Bn) is the maximal building set and that, for every
fixed s ≥ 0, the family G˜s(Bn) is inductive.
Given two positive integers n > j, let us denote by hn,j(q) the polynomial
hn,j(q) =
n+1−(j−1)∑
k=1
(
n
k − 1
)
S(n+ 1− k, j − 1)2n+1−(j−1)−k
 qn+1−j − q
q − 1
Theorem 2.3.5. For every n ≥ 2 and 0 ≤ s ≤ n− 2 we have
P (YG˜s(Bn))(q) = 1 +
∑
1 ≤ k ≤ b s+2
2
c
(j1, j2, ..., jk) ∈ Jk(s+ 1)
hj2,j1(q)hj3,j2(q) · · ·hjk,jk−1(q)hn,jk(q)
where Jk(s+ 1) is the set of all the lists (j1, j2, ..., jk) of integers such that 1 ≤ j1 < j2 <
· · · < jk ≤ s+ 1 and, for every i = 1, 2, ..., k, ji − ji−1 ≥ 2.
Proof. We can compute the Poincare´ polynomials using the strategy described in Section
2.3.1, i.e.
by removing at each step a minimal element and considering the quotient. Since the
family of building sets G˜s(Bn) is inductive, every quotient is again a building set of type
G˜s(Bj). We then have the following inductive formula:
P (YG˜s(Bn))(q) = 1 +
∑
j = n− s+ 1, ...., n
qj−1 − q
q − 1
(
n
j
)
2j−1P (YG˜s(Bn−j+1))(q)+
+
∑
j = n− s, ...., n− 1
qj − q
q − 1
(
n
j
)
P (YG˜s(Bn−j))(q)+
+
∑
(r, λ) ∈ SBΛn
l(λ) ≤ s
qn−l(λ) − q
q − 1
(
n
r
)
2n−r−l(λ)tλP (YG˜s(Bl(λ)))(q)
The first (res. second) addendum describes the quotients by weak subspaces in FBn ∩
G˜s(Bn) (resp. strong subspaces in FBn ∩G˜s(Bn) except for the maximal strong subspace).
The third addendum describes the quotients by subspaces in G˜s(Bn) whose form (r, λ)
belongs to SBΛn. For every j = 1, ..., s+ 1 we can regroup all the subspaces which have
dimension n+ 1− j, which are
n+1−(j−1)∑
k=1
(
n
k − 1
)
S(n+ 1− k, j − 1)2n+1−(j−1)−k
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subspaces. Therefore we obtain
P (YG˜s(Bn))(q) = 1 +
∑
1 ≤ j ≤ s+ 1
hn,j(q)P (YG˜s(Bj−1))(q)
Since j ≤ s+ 1 we have that G˜s(Bj−1) is equal to the maximal building set associated
to the root arrangement Bj−1 and the proof can be concluded by induction (as a base for
the induction we put P (YG˜s(B0))(q) = 1).
Remark 2.3.4. Since G˜n−2(Bn) and Gn−2(Bn) differ only in the subspaces of dimension
1, this formula includes as a particular case (s = n− 2) the formula for maximal models
(see [GS12] or section 2.1.3 of this thesis, where a formula for maximal models was
obtained using a different combinatorial argument).
Now we are ready to describe formulas for the Poincare´ polynomials of the models
YGs(Bn): as in the An case, these turn out to be interpolations between the formula for
minimal models and the formula for maximal models.
In Section 5 of [Yuz97] the Poincare´ series
ΦB(q, t) =
∑
n≥1,i
dim H2i(YG0(Bn),Q)qi
tn
2nn!
for the minimal models has been computed in the following way. Let λB(q, t) be the
series which counts the contribution of basis monomials whose associated nested set is
represented by a tree which has only weak vertices. We have:
λB(q, t) =
1
2
λ(q, t)
where λ(q, t) is the corresponding series for the An case (see Section 2.3.1).
Then one observes that the series µB which counts the contribution of basis monomials
whose associated nested set is represented by a tree which has at least a strong vertex is
provided by the relation:
µB(q, t) =
1
1− γB(q, t) − 1
where
γB(q, t) =
eqλB(q,t) − qeλB(q,t)
q − 1 + 1
Then one obtains ΦB(q, t) as e
λB(q,t)(µB + 1)− 1.
Now we need the following modification ΦB(q, t, y) of ΦB(q, t), where the powers of
the variable y take into account the number of maximal subspaces in the nested sets
associated to basis elements:
ΦB(q, t, y) = e
yλB(q,t)(yµB + 1)− 1
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Theorem 2.3.6. For every n ≥ 2 and 0 ≤ s ≤ n− 2 we have the following formula for
the Poincare´ polynomial of the models YGs(Bn):
tn
2nn!
P (YGs(Bn))(q) =
tn
2nn!
P (YG˜s(Bn))(q) +
∑
s < j ≤ n− 2
ΦB
tn,yj
(q, t, 1)P (YG˜s(Bj))(q)
where ΦB
tn,yj
(q, t, y) is the component of ΦB(q, t, y) which has degree n in t and degree j
in y.
Proof. The proof is similar to the one in the An−1 case (see Theorem 2.3.4).
2.3.3 Regular building sets in case Dn
The regular building sets Gs(Dn) of type Dn and degree s can be defined exactly as in
the An and Bn case (for instance it suffices to change Bn with Dn in Definition 2.3.5,
with n ≥ 4). For every n ≥ 4 there are n − 1 distinct regular models (corresponding to
0 ≤ s ≤ n− 2). For s ≥ n− 2 we have that Gs(Dn) is the maximal building set.
In an analogous way we can define the building sets G˜s(Dn) (for s ≥ n− 1 G˜s(Dn) is
the maximal building set).
As for the An and Bn cases, our first step consists in computing the Poincare´ poly-
nomials of the models YG˜s(Dn). We start from the formulas for Poincare´ polynomials of
the models YG˜s(Bn) and subtract the contribution provided by the basis monomials whose
associated nested set contains at least an element with strong part of cardinality one.
Theorem 2.3.7. For every n ≥ 4 and 0 ≤ s ≤ n− 2
P (YG˜s(Dn))(q) = P (YG˜s(Bn))(q)− Γns (q)
where
Γns (q) =
∑
1 ≤ k ≤ b s+1
2
c
(j1, . . . , jk+1) ∈ J˜k,s(n− 1)
n2n−1−j1f(n−1, jk) · · · f(j3, j2)f˜(j2, j1)P (YG˜s(Bj1 ))(q)
where, given n > m, f˜(n,m) := S(n,m) q
n−m+1−q
q−1 , J˜k,s(n− 1) is the set of (k + 1)-tuples
(j1, . . . , jk+1) such that 1 ≤ j1 < j2 < . . . < jk < jk+1 = n − 1, jk < s, j2 − j1 ≥ 1 and
ji − ji−1 ≥ 2 for i ∈ {3, . . . , k + 1}.
Proof. Fix n ≥ 2, s ≤ n − 2 and let us see how a ”bad” nested set is done. Since the
nested sets of the maximal model are totally ordered by inclusion we must have a mini-
mum element, say N1, with strong part of cardinality one. Hence, N1 must have a weak
part given by a partition in 1 ≤ j ≤ s parts of the remaining n− 1 leaves (otherwise the
corresponding monomials wouldn’t be admissible). The subspaces included in this one,
in the nested set we are dealing with, have no strong part (by minimality) and they are
obtained by splitting the weak part of N1 in an admissible way: our splitting must take
into account that the dimension of the new subspace must be greater then or equal to
n− s and that the difference between the dimension of a subspace and the maximal one
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contained in it must be greater than or equal to 2.
On the other hand, the family of the subspaces which contain N1 (in our nested set) may
be thought as an admissible G˜s(Bj) nested set.
From these remarks and since the strong leaf may be chosen in n different ways, the claim
follows.
Remark 2.3.5. If n < 4, as bases for the induction, we take P (YG˜0(D1))(q) = 1;
P (YG˜0(D2))(q) = P (YG˜1(D2))(q) = 1 + q; P (YG˜0(D3))(q) = 1 + q + q
2;P (YG˜1(D3))(q) =
P (YG˜2(D3))(q) = 1 + 7q + q
2.
Remark 2.3.6. If n ≥ 4 and s = n− 2 we obtain a formula for the Poincare´ polynomial
of the maximal model associated to a root system of type Dn.
The same strategy (start from what we know about Bn and subtract) may be applied
to the computation of P (YGs(Dn))(q).
The main difference is that the strong irreducible sets in case Dn must have cardinality
at least three while Bn admits strong irreducible sets of cardinality two. So we may work
as follows: if we define
γD(q, t) := 2
(
γB(q, t)− q t
2
2!22
− (4q + q2) t
3
3!23
− q
∑
n≥4
(
n
2
)
tn
n!2n
)
then the contribution of the strong trees (in the Poincare´ series of the minimal model) is
given by
µD(q, t) =
1
1− γD(q, t) − 1.
Calling ΦD(q, t, y) := e
yλ(q,t)(yµD(q, t) + 1)− 1 we have:
Theorem 2.3.8. For every n ≥ 4 and 0 ≤ s ≤ n− 2 we have the following formula for
the Poincare´ polynomial of the models YGs(Dn):
tn
2n−1n!
P (YGs(Dn))(q) =
tn
2n−1n!
P (YG˜s(Dn))(q)+
∑
s < j ≤ n− 2
ΦD
tn,yj
(q, t, 1)P (YG˜s(Dj))(q)
where ΦD
tn,yj
(q, t, y) is the component of ΦD(q, t, y) which has degree n in t and degree j
in y.
Proof. The proof is similar to the one in the An−1 case (see Theorem 2.3.4).
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2.4 A non-recursive formula for the Poincare´ poly-
nomial of YFAn.
In this section we recall a recent non-recursive formula for the Poincare´ polynomial of
YFAn (the minimal model associated to a root arrangement of type An) appeared in
[CG14]. This formula is based on a new representation of the nested set described in
[Gai15a].
2.4.1 A new representation for the nested sets of type An.
We saw in section 2.1.1 that a FAn−1-nested set may be represented as set S = {A1, . . . , Ak}
of subsets of {1, . . . , n} such that
1. |Ai| ≥ 2 for every 1 ≤ i ≤ k;
2. given i 6= j one has Ai ⊂ Aj, Aj ⊂ Ai or Ai ∩ Aj = ∅.
Now we add the condition that {1, . . . , n} must be an element of S.
Set P2({1, . . . , n}) the subset of the powerset P({1, . . . , n}) whose elements have car-
dinality greater than or equal to 2.
Definition 2.4.1. Given two sets I, J ∈ P2({1, . . . , n}), we put I < J if the minimal
element in I is less than the minimal element in J .
Now given a FAn−1-nested set S of cardinality k we associate to it a partition of the
set {1, 2, . . . , n+ k − 1} into k blocks of cardinality greater than or equal to 2.
Let T = T (S) be the tree associated to it with leaves labeled with the numbers 1, . . . , n
(see section 2.1.1). We partition the vertices of the tree into levels in the following way:
level 0 is made by leaves and, in general, level j is made by the vertices v such that the
maximal length of an oriented path connecting v to a leaf is j. Notice that since the
cardinality of S is k we have k internal vertices including the root. We can label these
internal vertices in this way: suppose that there are q vertices at level 1. This vertices
correspond, by nestedness property, to pairwise disjoint subsets of P2({1, . . . , n}) and,
therefore, we can totally order them with the ordering of definition 2.4.1. Then we label
them with the numbers from n+ 1 to n+ q according to their total order (n+ 1 goes to
the minimum and n+ q to the maximum).
At the same way if we have t vertices at level 2 we can label them with the numbers
from n + q + 1 to n + q + t and so on. At the end of the process the root is labelled
with the number n + k. Therefore we have an oriented labelled tree with n + k vertices
where at least two edges stem from each internal vertex and the leaves are labelled with
the numbers from 1 to n. To such a tree we associate a partition of {1, . . . , n + k − 1}
by assigning to every internal vertex v (including the root) the set of the labels of the
vertices covered by v (see figure (2.7) below as an example).
Set N (n, k) the set of FAn−1-nested sets with cardinality k and D(n + k − 1, k) the
set of partitions of {1, . . . , n+ k − 1} into k blocks of cardinality grater then or equal to
2; call
φ : N (n, k) −→ D(n+ k − 1, k)
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the map that associates to a given FAn−1-nested set with cardinality k the partition of
{1, . . . , n+ k − 1} described above.
Theorem 2.4.1. (See [Gai15a, ES89]). The map φ is a bijection.
Here an example: let n = 9 and let
S = {{1, 2, 3}, {4, 5}, {6, 7}, {1, 2, 3, 8}, {4, 5, 6, 7}, {1, 2, 3, 4, 5, 6, 7, 8, 9}}.
Here the labelled tree T (S) associated to S.
Figure 2.7: The labelled tree associated to S.
The partition associated is
{1, 2, 3}{4, 5}{6, 7}{8, 10}{11, 12}{9, 13, 14}.
2.4.2 Counting Yuzvinsky-basis elements.
Using this bijection, let us see how to compute the element of the Yuzvinsky basis of
H∗(YFAn−1 ;Z). Now we return to the old definition of FAn−1-nested sets, that is, we
don’t need that {1, 2, . . . , n} belongs to a FAn−1-nested set. We start with a couple of
examples.
Let n = 7; let A1 = {1, 2, 3, 5} and A2 = {4, 6, 7}. Let S be the FA6-nested given
by S = {A1, A2}. Consider c2A1cA2 as a monomial of Yuzvinsky basis associated to S.
Now, since V = {1, 2, . . . , n} does not belong to S we write this monomial as c2A1cA2c0V .
According to the bijection given in theorem 2.4.1 we can associate to the nested set
{V,A1, A2} the partition of the set {1, . . . , 9} given by:
{1, 2, 3, 5}{4, 6, 7}{8, 9}
where {1, 2, 3, 5} corresponds to A1, {4, 6, 7} corresponds to A2 and {8, 9} corresponds
to V . Finally we can associate to c2A1cA2 the labelled partition of {1, . . . , 9} given by:
{1, 2, 3, 5}2{4, 6, 7}1{8, 9}0.
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As another example take c2A1c
2
V as an element of the basis of H
∗(YFA6 ;Z): we can represent
it as the labelled partition of {1, 2, . . . , 8} given by
{1, 2, 3, 5}2{4, 6, 7, 8}2.
Notice that this representation provides us with an easy way to read the bounds for
the exponents in the Yuzvinsky basis (see section 1.4). In particular we can translate
the numbers d
{V }
(suppf)A,A
in the following way. Let I be a part of a labelled partition of
{1, . . . , n+ k} that represents a monomial of the Yuzvinski basis: then the exponent (i.e
the label) nI of I is such that
1. 0 ≤ nI ≤ |I| − 2 if the number n+ k belongs to I;
2. 0 < nI ≤ |I| − 2 if the number n+ k does not belong to I.
Remark that nI may be 0 only when I represents V and in the considered monomial
cV does not appear (that is, according to our convention, it appears with exponent 0).
In particular all sets in the partition have cardinality greater than or equal to 3 except,
possibly, for the set containing n+ k that may have cardinality 2.
Now let
Ψ(q, t, z) := 1 +
∑
n≥2, S∈N (FAn−1 )
PS(q)z|S|
tn+|S|−1
(n+ |S| − 1)! (2.15)
where, for every n ≥ 2
• N (FAn−1) is the set of all FAn−1-nested sets;
• PS(q) is the polynomial (in the variable q) that expresses the contribution to
H∗(YFAn−1 ;Z) given by all monomial mf in the Yuzvinski basis such that suppf =S.
Notice that the series Ψ(q, t, z) encodes the same information as the Poincare´ series
Φ(q, t) = t+
∑
n≥2,i
dim H2i(YFAn−1 ,Q)q
i t
n
n!
. (2.16)
In particular, for a fixed n, the Poncare´ Polynomial of the model YFAn−1 can be read from
the coefficients of the monomials whose z, t component is tkzs with k − s = n− 1.
Theorem 2.4.2. (See [CG14]). We have the following formula for Ψ(q, t, z):
Ψ(q, t, z) = et
∏
i≥3
ezq[i−2]q
ti
i!
where [j]q denotes the q-analog of j: [j]q = 1 + q + · · ·+ qj−1.
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Proof. Think of the monomials of the Yuzvinski basis as labelled partitions and single
out the contribution given to Ψ by all parts represented by subsets with cardinality i ≥ 3
and with no trivial label. If in a partition there is only one such part, its contribution is
z(q + q2 + · · ·+ qi−2)t
i
i!
.
If there are j such parts, their contribution is
zj(q + q2 + · · ·+ qi−2)j (
ti
i!
)j
j!
.
Therefore, the contribution of all parts represented by subsets of cardinality i ≥ 3 and
with non trivial label is given by
ez(q+q
2+···+qi−1) ti
i! − 1.
Let us now focus on the contribution to Ψ that comes from the parts with cardinality
i ≥ 2 and with a label equal to 0. For every monomial in the basis there is at most
one such a part whose contribution is t
i−1
(i−1)! . The exponent i− 1 (instead of i) takes into
account that such part does not contribute to the cardinality of S. The total contribution
of the elements with label equal to 0 is therefore equal to∑
i≥2
ti−1
(i− 1)! .
So we have that the expression
et
∏
i≥3
ezq[i−2]q
ti
i!
takes into account the contribution to Ψ of all possible monomials in the Yuzvinski basis.
Now if we compute the series (2.15) with z = ∂
∂t
we obtain
Ψ
(
q, t,
∂
∂t
)
= 1 +
∑
n≥2, S∈N (FAn−1 )
PS(q)
tn−1
(n− 1)! . (2.17)
Integrating (2.17) with respect to t we have∫
Ψ
(
q, t,
∂
∂t
)
dt = t+
∑
n≥2, S∈N (FAn−1 )
PS(q)
tn
n!
. (2.18)
Notice that the right hand side of (2.18) is the Poincare´ series Φ(q, t) (see formula (2.16));
since Φ(q, t) = eλ − 1 where λ = λ(q, t) is the contribution of basis monomials whose
associated nested set is represented by a tree (see [Yuz97, Gai97]) we have∫
Ψ
(
q, t,
∂
∂t
)
dt = eλ − 1 (2.19)
and we obtain
λ(q, t) = log
(
1 +
∫
Ψ
(
q, t,
∂
∂t
)
dt
)
. (2.20)
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Part II
The Milnor fiber of a line
arrangement
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Chapter 3
Topology of hyperplane
arrangements
3.1 Salvetti complex
Now let A be a real affine hyperplane arrangement in Cn with complementM(A) ⊂ Cn;
in [Sal87] a finite CW-complex S with the same homotopy type ofM(A) is provided. We
now briefly recall this construction.
Let AR be the arrangement in Rn; this induces a stratification S of Rn in facets. We
partially order S by defining F > F ′ if and only if F ⊃ F ′ where F is the closure of F .
Denote by Q the dual cell complex of S in Rn; we can realize Q inside Rn associating to
each codimension-j facet F j a point v(F j) and considering the simplexes
σ(F i0 , . . . , F ij) =
{
j∑
k=0
λkv(F
jk) :
∑
λk = 1, λk ∈ [0, 1]
}
where F ik > F ik+1 for k = 0, . . . , j − 1.
Now define the (triangulated) j-cell ej(F˜ j), dual to F˜ j, as the union⋃
σ(F 0, . . . , F j−1, F˜ j)
over all the chains F 0 > · · · > F˜ j. Note that the boundary of ej(F˜ j) is given by⋃
σ(F 0, . . . , F j−1)
where the union is taken over the same chains. We have that Q =
⋃
ej(F j) where the
union is taken over all facets in S.
Now we can think to the 1-skeleton of Q as a graph which has one vertex for each
chamber and one edge joining two vertices when they belong to adjacent chambers. We
define the combinatorial distance between two vertices v, v′ of Q as the minimum number
of edges in an edge-path connecting v to v′. For each cell ej we call V (ej) = Q0 ∩ ej the
0-skeleton of ej. We have the following
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Lemma 3.1.1. For every vertex v ∈ Q0 and for every cell ei ∈ Q, there exists a unique
vertex w(v, ei) ∈ V (ei) of minimal distance from v that is
d(v, w(v, ei)) < d(v, v′) ∀ v′ ∈ V (ei) \ {w(v, ei)}.
Moreover, if ei ⊂ ej then w(v, ej) = w(w(v, ei), ej).
Now take a cell ej = ej(F j) =
⋃
σ(F 0, . . . , F j) of Q and let v ∈ V (ej). We can map
the simplex σ(F 0, . . . , F j) in Cn by the application
φv,ej
(∑
λkv(F
k)
)
=
∑
λkv(F
k) + i
∑
(λk(w(v, e
k))− v(F k)).
One can prove that φv,ej is an embedding of e
j in M(A). If we call Ej(ej, v) the image
of the map φv,ej we define the Salvetti complex
S =
⋃
Ej(ej, v).
Remark that the real part of X is the complex Q; moreover if Ej(ej, v) is a j-cell of X
associated to a codimension-j facet F j we have that
∂Ej(ej, v) =
⋃
Ej−1(ej−1, v)
where the j − 1-cells in the right hand side are the ones associated to the codimension-
(j − 1) facets F j−1 > F j.
Theorem 3.1.1. (See [Sal87]). Call h the maximum codimension of the intersections
of elements of A. Then X is a regular cell complex of dimension h and it is homotopy
equivalent to M(A).
Remark 3.1.1. If h is the maximum codimension of the intersections of elements of A,
for every 0 ≤ j ≤ h there is a bijective correspondence between the set of j-cells and the
set of pairs [C > F j] where C is a chamber containing the codimension-j facet F j.
Now given a facet F let AF := {H ∈ A : F ⊂ H}; with this notation, using the
correspondence given by remark 3.1.1 we have that a cell [D > Gj] is in the boundary of
a cell [C > F k] (k > j) if and only if
1. Gj > F k,
2. the chambers C and D are contained in the same chamber of AF .
The chamber D which appear in the boundary cell [D > Gj] of a cell [C > F k] will be
denoted by C.Gj. More generally given a chamber C and a facet F we will denote by
C.F the unique chamber containing F in its closure and lying in the same chamber as C
inAF . Given a chamber C and two facets F andG we will write C.F.G to denote (C.F ).G.
In [Sal87] a presentation of pi1(X) = pi1(M(A)) in terms of generation and relations
is given.
Theorem 3.1.2. (See [Sal87]). The fundamental group pi1(X) = pi1(M(A)) has as many
generators as the hyperplanes in A.
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In particular, if A = {H1, . . . , Hn} we call βj the generators of pi1(X) corresponding
to Hj. Let now F
2 be a codimension-2 facet contained in the hyperplanes Hi1 , . . . , His ;
this gives relations of this kind
βi1 · · · βis = βiσt(1) · · · βiσt(s) for 1 ≤ t ≤ s− 1 (3.1)
where βik is a suitable conjugate of βik in the free group generate by β1, . . . , βn and σ
is the cyclic permutation (1 · · · s). This set of relation can be greatly simplified and we
have the following
Theorem 3.1.3. (See [Sal87]). We have a set of relations of kind (3.1) for each codimension-
2 intersection, having to choose one codimension-2 facet F 2 for each such intersection.
In [DP03] and [Ran02] it was proved that the complement of a hyperplane arrangement
in Cn is a minimal space, that is it has the homotopy type of a CW-complex with as
many i-cells as the i-th Betti number bi.
In [SS07], for a complexified real arrangement A, an explicit description of a mini-
mal CW-complex with the same homotopy type as M(A) is given. This construction
applies discrete Morse theory to the Salvetti complex. After a (very) quick review of
combinatorial Morse theory we recall the construction in [SS07].
3.2 Discrete Morse theory: a (very) quick review
This section is devoted to briefly recall the main definitions and theorems of discrete
Morse theory; the main references (even for more details and proofs) are [For98],[For02],
[Koz08].
Let M be a finite regular CW-complex, let K be the set of its cells partially ordered
by
σ < τ ⇐⇒ σ ⊂ τ
and let Kp the set of cells of dimension p.
Definition 3.2.1. A discrete Morse function on M is a function
f : K −→ R
satisfying, for all σ(p) ∈ Kp, the following two conditions:
1. |{τ (p+1) > σ(p)|f(τ (p+1)) ≤ f(σ(p))}| ≤ 1,
2. |{τ (p−1) < σ(p)|f(σ(p)) ≤ f(τ (p−1))}| ≤ 1.
Definition 3.2.2. Given a discrete Morse function f : K −→ R, we say that a cell
σ(p) ∈ Kp is a critical cell of index p if the cardinalities of the sets in definition 3.2.1 are
both equal to 0.
Remark 3.2.1. One can show that, for any given cell of M , at least one of the two
cardinalities in definition 3.2.1 is 0 (see [For98]).
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Given a discrete Morse function f we denote by mp(f) the number of critical cells of
dimension p.
Proposition 3.2.1. M is homotopy equivalent to a CW-complex with exactly mp(f) cells
of dimension p (they are the p-critical cells).
Definition 3.2.3. A discrete vector field V on K is a collection of pairs of cells
V = {(α(p), β(p+1)) : α(p) < β(p+1)}
such that each cell of K appear in at most one pair.
Definition 3.2.4. Given a discrete vector field V on K, a V -path is a sequence of cells
α
(p)
0 , β
(p+1)
0 , α
(p)
1 , β
(p+1)
1 , α
(p)
2 , . . . .β
(p+1)
r , α
(p)
r+1 (3.2)
such that for every 0 ≤ i ≤ r the pair (α(p)i , β(p+1)i ) ∈ V , β(p+1)i > α(p)i+1 6= α(p)i .
We say that such a path is a non-trivial closed path if r ≥ 0 and α0 = αr+1.
Let now f be a discrete Morse function on M . By definition 3.2.1 of Morse function
and by remark 3.2.1 the following set
V (f) := {(α(p), β(p+1)) : α(p) < β(p+1), f(β(p+1)) ≤ f(α(p))}
turns out to be a vector field and it will be called the gradient vector field of f .
Remark 3.2.2. Let f be a discrete Morse function and let V (f) be its gradient vector
field. Then a cell σ ∈ K is critical if and only if it does not belong to any pair of V (f).
Theorem 3.2.1. Let V = V (f) be the gradient vector field associated to a discrete Morse
function f . A sequence of cells as in (3.2) is a V -path if and only if α
(p)
i < β
(p+1)
i > α
(p+1)
i+1
for every 0 ≤ i ≤ r and
f(α
(p+1)
0 ) ≥ f(β(p+1)0 ) > f(α(p+1)1 ) ≥ f(β(p+1)1 ) > · · · ≥ f(β(p+1)r ) > f(α(p+1)r+1 ).
Corollary 3.2.1. Let V = V (f) be the gradient vector field associated to a discrete Morse
function f . Then there are no non-trivial closed V -paths.
Theorem 3.2.2. Let V be a discrete vector field and suppose that there exist no non-
trivial V -paths. Then there exists a discrete Morse function f such that V is the gradient
vector field V (f) of f .
Now let (C∗, ∂∗) be the cellular complex of M . In particular, for every p ≥ 0 we have
Cp(M,Z) =
⊕
σ∈Kp
Z.
LetMp ⊂ Cp(M,Z) be the free submodule of Cp(M,Z) generated by the critical p-cells.
Definition 3.2.5. Let σ(p) be a p-critical cell and τ (p−1) be a (p − 1)-critical cell. An
alternating path from σ(p) to τ (p−1) is a sequence
σ(p) > α
(p−1)
0 < β
(p)
0 > α
(p−1)
1 < β
(p)
1 > · · · > α(p−1)r < β(p)r > τ (p−1)
where
α
(p−1)
0 < β
(p)
0 > α
(p−1)
1 < β
(p)
1 > · · · > α(p−1)r < β(p)r > τ (p−1)
is a V -path from a (p− 1)-cell α(p−1) ∈ ∂σ(p) to τ (p−1).
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Now let σ(p) be a p-critical cell, let τ (p−1) be a (p − 1)-critical cell and let c be an
alternating path
σ(p) > α
(p−1)
1 < β
(p)
1 > α
p−1
2 < β
(p)
2 > α
(p−1)
2 < · · · < β(p)r > τ (p−1)
from σ(p) to τ (p−1); we define
w(s) := (−1)r[α(p−1)1 : σ(p)][τ (p−1) : β(p)r ]
r∏
i=1
[α
(p−1)
i : β
(p)
i ]
r−1∏
i=1
[α
(p−1)
i+1 : β
(p)
i ]
where given two cells α(p−1), β(p) such that α(p−1) ∈ ∂β(p) we denote by [α(p−1) : β(p)] the
incidence number in the complex M . Now we define
∂˜p :Mp −→Mp−1
by the formula
∂˜p(σ) =
∑
τ∈Mp−1
kσ,ττ
where, denoted by Γ(σ, τ) the set of all alternating paths from σ to τ ,
kσ,τ :=
∑
s∈Γ(σ,τ)
w(s).
Theorem 3.2.3. (M∗, ∂˜∗) is an algebraic complex and H∗(M∗, ∂˜∗) ' H∗(M,Z).
3.3 Polar ordering and minimal complex
We begin by recalling the n-dimensional polar coordinates.
Let V be a n-dimensional euclidean space; fix an orthonormal basis {e1, . . . , en} and an
origin O of the coordinate system. Given W a subspace of V we denote by piW : V −→ W
the orthogonal projection of V onto W . Consider the following flags of subspaces:
Vi =< e1, . . . , ei >, i = 0, . . . , n (V0 = {0})
Wi =< ei, . . . , en >, i = 1, . . . , n.
Given a point P we define Pi := piWi(P ) and we have that Pi = piWi(Pj) for every j ≤ i.
So there are orthogonal decompositions
Pi = Pi+1 + xiei, xi ∈ R, i = 1, . . . , n
and clearly
Pi = 0⇒ Pj = 0 ∀ j ≥ i
Pi 6= 0⇒ Pj 6= 0 ∀ j ≤ i.
Let now θn−1 ∈ (−pi, pi] be the angle that OPn−1 forms with en−1 in the 2-plane Wn−1
and for 1 ≤ i ≤ n − 2 let θi ∈ [0, pi] be the angle that OPi forms with ei. The polar
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coordinates of a point P will be given by ρ = ||P || and by θ1, . . . , θn−1. The coordinate
change between polar and cartesian coordinates is given by
x1 = ρ cos(θ1)
x2 = ρ sin(θ1) cos(θ2)
...
xi = ρ sin(θ1) · · · sin(θi−1) cos(θi)
...
xn−1 = ρ sin(θ1) · · · sin(θn−1) cos(θn−1)
xn = ρ sin(θ1) · · · sin(θn−1)
where, by convention, we set θi = 0 when Pi = 0.
Now let A be an arrangement of hyperplanes in Rn and fix a system of polar coordi-
nates associated to O, e1, . . . , en.
For 1 ≤ i ≤ n− 1, given the angles θi, . . . , θn−1, we define
Vi(θ) := Vi(θi, . . . , θn−1) := {P : θi(P ) = θi, . . . , θn−1(P ) = θn−1}
where, by convention if θj = 0 or pi we put θk = 0 for every k > j. The space Vi(θ) is an
i-dimensional open half subspace of Rn and we denote by |Vi(θ)| the subspace spanned
by Vi(θ).
Now for δ ∈ (0, pi
2
) we define B˜(δ) := {P : ρ(P ) > 0, θi(P ) ∈ (0, δ) ∀ i = 1, . . . , n − 1}
which is an open cone in Rn+. Finally we denote by B(S) the union of the bounded facets
of the stratification S of Rn induced by A which is a compact connected subset of Rn.
Definition 3.3.1. (See [SS07]). A system of polar coordinates in Rn defined by an origin
O and an orthonormal basis e1, . . . , en is generic with respect to the arrangement A if it
satisfies the following conditions:
1. the origin O is contained in a chamber C0 of A;
2. there exists δ ∈ (0, pi
2
) such that B(S) ⊂ B˜(δ);
3. the subspaces Vi(θ) which intersect the closure clos(B˜(δ)) of B˜(δ) are generic with
respect to A in the sense that for every codimension-k intersection L of elements
of A we have
i ≥ k ⇒ Vi(θ) ∩ L ∩ clos(B˜(δ)) 6= ∅
and
dim(|Vi(θ)| ∩ L) = i− k.
We have the following
Theorem 3.3.1. (See [SS07]). If we denote by H∞ the infinite hyperplane, for each
chamber C such that C ∩H∞ is relatively open, the set of points O ∈ C such that there
exists a polar coordinates system centred in O and generic with respect to A is an open
subset of C.
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Now fix a system of generic polar coordinates associated to a centre O and to an
orthonormal basis e1, . . . , en; so each point P has coordinates (θ0, θ1, . . . , θn−1) where by
convention θ0 = ρ. Let δ be the number coming from definition 3.3.1 and denote for
brevity B := clos(B˜(δ)).
Given a codimension-k facet F ∈ S, for 0 ≤ i ≤ n− 1, set
F (θ) := F (θi, . . . , θn−1) := F ∩ Vi(θi, . . . , θn−1), θj ∈ [0, δ], j = i, . . . , n− 1.
By genericity condition if i ≥ k F (θ) is either empty or it is a codimension-(k + n − i)
facet contained in Vi(θi, . . . , θn−1).
For every facet F (θ) set
iF (θ) := min{j ≥ 0 : Vj ∩ F (θ) 6= ∅}.
Still by genericity, setting L := |F (θ)|, one has
L ∩ Vj 6= ∅ ⇐⇒ j ≥ codim(F (θ))
and so also
iF (θ) ≥ codim(F (θ)).
When the facet F (θ) := F (θi, . . . , θn−1), i > 0, is not empty and iF (θ) ≥ i (that is
F (θ) ∩ Vi−1 = ∅), then among its vertices (0-dimensional facets in its boundary) there
exists, still by genericity, a unique one
P := PiF (θ) ∈ F (θ) such that θi−1(P ) = min{θi−1(Q) : Q ∈ F (θ)}. (3.3)
(of course PiF (θ) = F (θ) if dim(F (θ)) = 0, i.e. i = k).
When iF (θ) < i the point P of (3.3) is either the origin O (⇔ iF (θ) = 0 ⇔ F is the base
chamber C0) or it is the unique one such that
θiF (θ)−1(P ) = min{θiF (θ)−1(Q) : Q ∈ F (θ) ∩ ViF (θ)}.
Now Given a facet F (θ) = F (θi, . . . , θn−1) we associate to it the n-vector of polar coordi-
nates of PF (θ)
Θ(F (θ)) := (θ0(F (θ)), . . . , θiF (θ)−1(F (θ)), 0, . . . , 0)
where we set θj(F (θ)) := θj(PF (θ)).
Definition 3.3.2. (Polar ordering. See [SS07].) Given F,G ∈ S and given θ =
(θi, . . . , θn−1), 0 ≤ i ≤ n, θj ∈ [0, δ] for i ≤ j ≤ n − 1 (θ = ∅ for i = n), such that
F (θ), G(θ) 6= ∅ we set
F (θ)CG(θ)
if and only if one of the following cases occurs:
1. PF (θ) 6= PG(θ) and Θ(F (θ)) < Θ(G(θ)) according to the antilexicographic ordering
of the coordinates (i.e. the lexicographic ordering starting from the last coordinate).
2. PF (θ) = PG(θ) and one of the following two cases occurs:
• dim(F (θ)) = 0 (so PF (θ) = F (θ)) and F (θ) 6= G(θ) (so dim(G(θ)) > 0).
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• dim(F (θ)) > 0. In this case let i0 := iF (θ) = iG(θ). When i0 ≥ i one can write
Θ(F (θ)) = Θ(G(θ)) = (θ˜0, . . . , θ˜i−1, θi, . . . , θi0−1, 0, . . . , 0).
Then for all 0 <  < δ we have
F (θ˜i−1 + , θi, . . . , θi0−1, 0, . . . , 0)CG(θ˜i−1 + , θi, . . . , θi0−1, 0, . . . , 0).
If i0 < i then one can write
Θ(F (θ)) = Θ(G(θ)) = (θ˜0, . . . , θ˜i0−1, 0, . . . , 0).
Then for all 0 <  < δ we have
F (θ˜i0−1 + , 0, . . . , 0)CG(θ˜i0−1 + , 0, . . . , 0).
The second point of the second condition says that one has to move a little bit the
suitable Vj(θ
′) which intersects F (θ) and G(θ) in P (F (θ)) = P (G(θ)) and consider the
facets obtained by intersection with this “moved” subspace.
We have the following
Theorem 3.3.2. (See [SS07]). Polar ordering C is a total ordering on the facets of Vi(θ)
for any given θ = (θi, . . . , θn−1). In particular, taking θ = ∅, it gives a total ordering on
S.
3.3.1 Combinatorial vector fields
Now consider the Salvetti complex S = S(A) defined in 3.1 and recall that k-cells cor-
respond to pairs [C > F k] where C is a chamber and F k is a codimension-k facet in S
contained in the closure of C. We will define a combinatorial vector field Φ over S. Such
a Φ is a collection of pairs of cells
Φ = {(e, f) ∈ S× S : dim(f) = dim(e) + 1, e ∈ ∂(f)}
and we can decompose Φ into its p-dimensional components
Φ =
n⊔
p=1
Φp, Φp ⊂ Sp−1 × Sp
where Sp is the p-skeleton of S.
We denote by
,  : Φ −→ S, (a, b) = a, (a, b) = b
the first and the last cell of the pairs of Φ.
Definition 3.3.3. (See [SS07]). We define a combinatorial vector field Φ over S in the
following way:
the (j + 1)-component Φj+1 of Φ is given by all pairs
([C > F j], [C > F j+1])
such that
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1. F j > F j+1,
2. F j+1CF j,
3. for all F j−1 > F j with C > F j−1, the pair ([C > F j−1], [C > F j]) is not in Φj.
Remark 3.3.1. Condition (2) of 3.3.3 is empty for the 1-dimensional part which turns
out to be Φ1 = {([C > C], [C > F 1]) : F 1CC}.
Theorem 3.3.3. (See [SS07]). One has:
1. Φ is a combinatorial vector field on S which is the gradient of a discrete Morse
function.
2. The pair
([C > F j], [C > F j+1]), F j > F j+1
belongs to Φ if and only if the following two conditions hold:
• F j+1CF j,
• for all F j−1 such that C > F j−1 > F j, one has F j−1CF j.
3. Given F j ∈ S there exists a chamber C such that the j-cell [C > F j] ∈ (Φ) if and
only if there exists F j−1 > F j with F jCF j−1. More precisely, for each chamber C
such that the set
{F j−1 ∈ S : C > F j−1 > F j, F jCF j−1} (3.4)
is not empty, the pair ([C > F
j−1
], [C > F j]) ∈ Φ where F j−1 is the maximum
element of (3.4) with respect to polar ordering.
4. The set of k-dimensional critical cell is given by
Singk(S) = {[C > F k] : F k ∩ Vk 6= ∅, F jCF k ∀C > F j  F k}.
Equivalently, F k ∩ Vk is the maximum (in the polar ordering) among all facets of
C ∩ Vk.
Corollary 3.3.1. A k-cell [C > F k] belongs to Singk(S) if and only if the following two
conditions hold:
1. F kCF k+1 for all F k such that F k > F k+1,
2. F k−1CF for all F k−1 such that C > F k−1 > F k.
Remark 3.3.2. Condition (2) of corollary 3.3.1 is equivalent to
F ′CF k ∀ C > F ′ > F k.
By easy computation the integral boundary of the Morse complex generated by the
critical cells is 0 and so we have a minimal CW-complex.
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3.3.2 Morse complex for local coefficient homology
Another important result in [SS07] is the description of an algebraic complex which
computes the local coefficient homology ofM(A) and whose boundary operator depends
only on the partial ordering > and on the polar ordering C.
Let L be a local system over M(A), that is, a module over the group algebra of the
fundamental group pi1(M(A)). Fix a generic system of polar coordinates and let C the
associated polar ordering.
Up to homotopy we can consider path in the 1-skeleton of S: such paths, which we call
positive, may be represented as sequences, or galleries, C1, . . . , Ct, of adjacent chambers
(see [SS07] or section 3.1).
Lemma 3.3.1. (See [Sal87]). Two galleries with the same ends determine two homotopic
positive paths.
We choose the origin O ∈ C0 as a base point; since the 1-dimensional part Φ1 of the
vector field Φ gives a maximal tree in the 1-skeleton of S then each 0-cell v = v(C) of
S is connected to the origin O by a unique path Γ(C) of Φ1, which is a positive path,
determined by a gallery of chambers starting from C and ending in C0.
Lemma 3.3.2. (See [SS07]).For all chambers C the path Γ(C) is minimal, that is, it
crosses each hyperplane at most once.
Now given an ordered sequence of (possibly not adjacent) chambers C1, . . . , Ct we
denote by u(C1, . . . , Ct) the rel-homotopy class of u(C1, C2)u(C2, C3) · · ·u(Ct−1, Ct) where
u(Ci, Ci+1) is a minimal positive path induced by a minimal gallery starting from Ci and
ending in Ci+1.
We denote by u(C1, . . . , Ct) ∈ pi1(M(A)) the homotopy class of
Γ(C1)
−1u(C1, . . . , Ct)Γ(Ct)
and u∗(C1, . . . , Ct) ∈ Aut(L) will be the automorphism of L induced by u(C1, . . . , Ct).
To proceed we now need some definitions.
Definition 3.3.4. A cell [C > F ] ∈ S is locally critic if F is the maximum, with respect
to polar ordering, of all the facets in the interval {F ′ : C > F ′ > F}.
Definition 3.3.5. Given a codimension-k facet F k such that F k ∩ Vk 6= ∅, a sequence of
pairwise different codimension-(k − 1) facets
F(F k) := (F k−1i1 , . . . , F k−1im ), m ≥ 1
such that F k−1ij > F
k for all 1 ≤ j ≤ m, F kCF k−1ij for all 1 ≤ j < m and F k−1m CF k is
called admissible k-sequence.
Two admissible k-sequence
F(F k) = (F k−1i1 , . . . , F k−1im ),
F(F ′k) = (F ′k−1j1 , . . . , F ′k−1jl ),
with F k 6= F ′k, can be composed into a sequence
F(F k)F(F ′k) := (F k−1i1 , . . . , F k−1im , F ′k−1j1 , . . . , F ′k−1jl )
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when F k−1im > F
′k−1
jl
. If F k−1im = F
′k−1
jl
we write the facet only once.
Definition 3.3.6. Given a critical k-cell [C > F k] ∈ S and a critical (k − 1)-cell [D >
Gk−1] ∈ S, an admissible sequence
F = F([C>Fk],[D>Gk−1])
for the given pair of critical cells is a sequence of codimension-(k − 1) facets
F := (F k−1i1 , . . . , F k−1im )
obtained as composition of k-admissible sequences
F(F kj1) · · · F(F kjs)
such that
1. F kj1 = F
k (so F k−1i1 > F
k),
2. F k−1im = G
k−1 and the chamber C.F k−1i1 . . . . .F
k−1
im
= D,
3. for all 1 ≤ j ≤ h the (k − 1)-cell [C.F k−1i1 . . . . .F k−1ij > F k−1ij ] is locally critic (see
definition 3.3.4).
Now let s = (F k−1i1 , . . . , F
k−1
im
) be an admissible sequence for the pair ([C > F k], [D >
Gk−1]) of critical cells. We define
u(s) := u(C,C.F k−1i1 , . . . , C.F
k−1
i1
. . . . .F k−1im ).
Moreover set l(s) := m the length of s and b(s) the number of admissible k-sequences
composing s.
Now we have an algebraic complex which computes H∗(M(A);L).
Theorem 3.3.4. (See [SS07]). The homology groups with local coefficient Hk(M(A);L)
are computed by the algebraic complex (C∗, ∂∗) such that in dimension k
Ck =
⊕
L.e[C>Fk]
where we have one generator for each singular cell [C > F k]. The boundary operator is
defined as follows:
∂k(l.e[C>Fk]) :=
∑
[D>Gk−1]
A
[C>Fk]
[D>Gk−1](l).e[D>Gk−1] l ∈ L
where the sum is over the (k − 1)-critical cells and
A
[C>Fk]
[D>Gk−1] =
∑
s
(−1)l(s)−b(s)u(s)∗
with sum taken over all admissible sequences for the pair ([C > F k], [D > Gk−1]).
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Chapter 4
Milnor fiber
4.1 General theory
In this section we recall some general definitions and properties about the Milnor fiber
of an analytic function of complex variables and we focus on the computation of the ho-
mology of the Milnor fiber of a homogeneous polynomial. The main reference is [Mil68].
Let f : U ⊂ Cm −→ C be an analytic function of m complex variables defined
on a neighbourhood U of the origin such that f(0, . . . , 0) = 0. Denote by Z the set
{x ∈ U : f(x) = 0} and by K the intersection between Z and S = {z ∈ Cn : ||z|| = }.
We can map the complement S \K to the circle S1 with the map
φ : S \K −→ S1
given by
φ(z) =
f(z)
|f(z)| .
With these notations we have the following
Theorem 4.1.1. (Fibration theorem). There exists 0 > 0 such that for  ≤ 0 the space
S \K is a C∞ fibre bundle over S1 with projection map given by φ(z) = f(z)|f(z)| .
It follows that each fibre
Gθ = φ
−1(eiθ)
is a C∞ manifold of real dimension 2(m− 1); moreover the following theorem holds
Theorem 4.1.2. Each fibre Gθ is parallelizable and it has the homotopy type of a finite
CW-complex of dimension m− 1.
Definition 4.1.1. We call G0 the Milnor fibre of f .
Definition 4.1.2. Let us choose a smooth one-parameter set of homeomorphisms
ht : G0 −→ Gt
for 0 ≤ t ≤ 2pi, where h0 is the identity. We call the homeomorphism h = h2pi the
characteristic homeomorphism of the Milnor fiber G0.
Remark that h depends on the choice of the one-parameter set of maps ht’s but its
homotopy class is uniquely determined.
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4.1.1 The homology of the fiber of a homogeneous polynomial
Definition 4.1.3. Given a1, . . . , am positive integers, a polynomial f(z1, . . . , zm) is a
weighted homogeneous polynomial of type (a1, . . . , am) if it can be expressed as a linear
combination of monomials zi11 · · · zimm and for every such monomial the sum
k = a1i1 + · · ·+ amim
is the same. The number k is called the degree of f .
Remark 4.1.1. This is equivalent to ask that
f(ca1z1, . . . , c
amzm) = c
kf(z1, . . . , zm) ∀c ∈ C.
Remark 4.1.2. Note that a homogeneous polynomial of degree n in the variables z1, . . . , zm
is a weighted homogeneous polynomial of type (1, 1, . . . , 1).
Proposition 4.1.1. Let f(z1, . . . , zm) be a weighted homogeneous polynomial of type
(a1, . . . , am) and of degree k. The Milnor fibre G of f is diffeomorphic to the nonsingular
hypersurface
F = {z ∈ Cm : f(z) = 1}
and we can choose as characteristic homeomorphisms h : G −→ G (or h : F −→ F ) the
transformation
h(z1, . . . , zm) = (e
2piia1
k z1, . . . , e
2piiam
k zm).
Now we focus on the homogeneous case. So let f : Cn+1 −→ C be a homogeneous
polynomial of degree k and let F = {z ∈ Cn+1 : f(z) = 1} be the Milnor fiber of f ;
the characteristic homeomorphism h(z0, . . . , zn) := (e
2pii
k z0, . . . , e
2pii
k zn) generates a finite
group of order k, denoted by Zk, which acts freely on F . Denote by F0 = {v ∈ Cn+1 :
f(v) = 0} the singular fiber and set X := Cn+1 \F0. Let p : Cn+1 \ {0} −→ Pn(C) be the
Hopf bundle and let X be the image of X under p. Remark that X is the complement
of the projective hypersurface defined by the homogeneous polynomial f .
Note that the restriction pF : F −→ X of the Hopf bundle to the Milnor fiber is
just the orbit map of the free action of the characteristic homeomorphism h on F and,
therefore, we have F/Zk ' X.
Now fix a base point x0 ∈ X and let R be a commutative unitary ring. Consider the
fibration
Zk ↪→ F −→ F/Zk ' X
and notice that the monodromy action of the fundamental group pi1(X) over the fibre
p−1F (x0) is given by the characteristic homeomorphism.
We obtain a Leray-Serre spectral sequence that converges to H∗(F,R) whose E2-term
is given by
E2p,q = Hp(X,Hq(p
−1
F (x0), R))
where Hq(p
−1
F (x0), R) has the structure of R[pi1(X)]-module given by the monodromy
action. Now since the homology of p−1F (x0) ' Zk is concentrated in degree 0 and since
the action of pi1(X) on the fiber is given by the characteristic homeomorphism we can
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write H0(p
−1
F (x0), R) ' R[t±1] as a R[pi1(X)]-module where t-multiplication acts like the
characteristic homeomorphism h.
So we have that, H∗(F,R) ' H∗(X,R[t±1]). Note that since hk = 1, (1− tk) annihi-
lates the homology of the Milnor fibre.
4.2 The Milnor fiber of a hyperplane arrangement
Now let A be a (affine) hyperplane arrangement in Cn with coordinates (z1, . . . , zn).
Each H ∈ A is the 0-locus of a degree-1 polynomial lH = lH(z1, . . . , zn) defined up to a
constant.
Definition 4.2.1. The defining polynomial of a hyperplane arrangement is given by
QA :=
∏
H∈A
lH .
Definition 4.2.2. A hyperplane arrangement A is called central if ⋂H∈AH = T 6= ∅.
In this case T is called the centre of the arrangement.
Remark 4.2.1. If A is a central arrangement then QA is a homogeneous polynomial of
degree the cardinality of A.
Let now A be an affine hyperplane arrangement in Cn with defining polynomial
QA(z1, . . . , zn).
Definition 4.2.3. The cone of A is a central arrangement cA in Cn+1 given by the
0-locus of z0QA where QA is the homogenized of QA. If A is central we set cA = A.
Remark 4.2.2. If A is not central then the cardinality |cA| of cA is given by |A| + 1
and the additional hyperplane is {z0 = 0}.
Note that, in coning construction, the arrangementA is embedded in cA by identifying
its total space with the affine subspace {z0 − 1 = 0} in the total space of cA.
The inverse operation is also defined.
Definition 4.2.4. Let A be a central hyperplane arrangement in Cn+1 and let QA(z0, . . . , zn)
be its defining polynomial. The deconing dA of A is an affine hyperplane arrangement
in Cn given by the 0-locus of QA(1, z1, . . . , zn).
Remark that the deconing construction may be viewed as first projectivizing the
central arrangement A then removing the image of {z0 = 0}, the infinity hyperplane, and
identifying its complement with affine space.
Definition 4.2.5. Let A be a hyperplane arrangement with defining polynomial QA; the
Milnor fibration of A is the Milnor fibration of the polynomial Q(cA).
Proposition 4.2.1. Let A be an affine hyperplane arrangement in Cn and let cA be the
cone of A in Cn+1. Then the restriction of the Hopf bundle p : M(cA) −→ M(A) is a
trivial bundle with fibre C∗. So we have
M(cA) 'M(A)× C∗.
73
Proof. The identification p(M(cA)) = M(A) is immediate from the definitions. Let
K0 := {z0 = 0} ∈ cA. The restriction of p to Cn+1 \K0 has base space Cn and so it is
a trivial bundle. Then p :M(cA) −→ M(A) is a trivial bundle being a restriction of a
trivial bundle.
Remark 4.2.3. Similarly, if A is a central arrangement, M(A) 'M(dA)× C∗.
Remark 4.2.4. Let A be a hyperplane arrangement and FA its Milnor fibre (see definition
4.2.5). Let R be a commutative unitary ring; then H∗(FA;R) ' H∗(M(A);R[t±1]) (see
section 4.1.1).
4.3 Real line arrangements
Now we focus on the case where A = {l1, . . . , ln} is an affine arrangement of complexified
real lines. We consider abelian rank-1 local system over M(A) which are defined by a
commutative unitary ring Q and a representation
φ : pi1(M(A)) −→ Aut(Q) ' Q∗.
Clearly φ factors through the abelianizationH1(M(A);Z) of pi1(M(A)); sinceH1(M(A);Z)
is a free Z-module of rank n generated by elementary positive-oriented loops around the
hyperplanes, an abelian rank-1 local system overM(A) is determined by a commutative
unitary ring Q and by an assignment of an invertible element ti ∈ Q for each line li ∈ A.
Such a local system will be denoted simply by Q or by Qφ if we want to focus on the
representation φ.
In this setting, the algebraic complex to compute the local system homology ofM(A)
given in [SS07] (see also section 3.3.2) was greatly simplified in [GS09].
We remark that the algebraic complex built in [GS09] works for every abelian local
system and not only for rank-1 abelian local systems.
4.3.1 Algebraic complex
Let A = {l1, . . . , ln} be an affine arrangement of complexified real lines and let Qφ be a
rank-1 abelian local system overM(A). We recall, in this context, the algebraic complex
given in [GS09] to compute the homology H∗(M(A), Qφ).
Notice that, once a generic system of polar coordinates is fixed, the minimal CW-
complex homotopy equivalent to M(A) turns out to have:
1. 1 0-cell;
2. 1 1-cell for every line li ∈ A;
3. m(P )− 1 2-cells for every singular point of A where m(P ) is the multiplicity of P ,
that is, the number of lines passing through P .
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Let Sing(A) be the set of singular points of the arrangement. For any point P ∈
Sing(A), let S(P ) := {l ∈ A : P ∈ l}; so m(P ) = |S(P )|.
Recall that a system of polar coordinates in R2 is determined by the choice of a line
V1 and of an origin O; the lines in A can be indexed A = {l1, . . . , ln} according to the
ordering of their intersection with V1.
Let iP , i
P be the minimum and maximum index of the lines in S(P ) (so iP < i
P ).
We denote by C(P ) the subset of lines in A whose indices belong to the closed interval
[iP , i
P ]. We also denote by
U(P ) := {l ∈ A : l does not separates P from the basepoint O}
Let (C∗, ∂∗) be the 2−dimensional algebraic complex of free Q−modules having one
0−dimensional basis element e0, n 1−dimensional basis elements e1j , j = 1, . . . , n, (e1j
corresponding to the line lj) and ν2 =
∑
P∈Sing(A)m(P )−1 2−dimensional basis elements:
to a singular point P of multiplicity m(P ) correspond generators e2P,h, h = 1, . . . ,m(P )−
1. The lines through P will be indexed as ljP,1 , . . . , ljP,m(P ) (with growing indices).
Theorem 4.3.1. (See [GS09]). The local system homology H∗(M(A);R) is computed
by the complex (C∗, ∂∗) above, where
∂1(e
1
j) = (tj − 1) e0
and
∂2(e
2
P,h) =
∑
lj ∈ S(P )
 ∏
i < j s.t.
li ∈ U(P )
ti

 ∏
i ∈ [jP,h+1 → j)
ti −
∏
i < j s.t.
li ∈ S(P )
ti
 e1j + (4.1)
+
∑
lj ∈ C(P ) ∩ U(P )
 ∏
i < j s.t.
li ∈ U(P )
ti

1− ∏
i ≤ jP,h, i < j
li ∈ S(P )
ti

 ∏
i ≥ jP,h+1, i < j
li ∈ S(P )
ti −
∏
i ≥ jP,h+1
li ∈ S(P )
ti
 e1j
where [jP,h+1 → j) is the set of indices of the lines in S(P ) which run from jP,h+1
(included) to j (excluded) in the cyclic ordering of 1, . . . , n.
By convention, a product over an empty set of indices holds 1.
Of particular interest is the case when Q = R[t±1], R a commutative unitary ring,
and for every 1 ≤ i ≤ n, ti = t. In fact, in this case H∗(M(A);R[t±1]) ' H∗(FA;R) (see
section 4.2). In this setting the boundary formula of theorem 4.3.1 becomes
∂1(e
1
j) = (t− 1) e0 ; (4.2)
∂2(e
2
P,h) =
∑
lj ∈ S(P )
t|{li∈U(P ): i<j}|
(
t|[jP,h+1→j)| − t|{li∈S(P ): i<j}|
)
e1j +
+
∑
lj ∈ C(P ) ∩ U(P )
t|{li∈U(P ): i<j}|+|{li∈S(P ): i≥jP,h+1, i<j}|
(
1− t|{li∈S(P ): i≤jP,h, i<j}|
)
·
·
(
1− t|{li∈S(P ): i≥jP,h+1, i≥j}|
)
e1j
(4.3)
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By separating in the first sum the case j ≥ jP,h+1 from the case j ≤ jP,h we have:
∂2(e
2
P,h) =
∑
lj ∈ S(P )
j ≥ jP,h+1
t|{li∈U(P ): i<j}|+|{li∈S(P ): jP,h+1≤i<j}|
(
1− t|{li∈S(P ): i≤jP,h}|
)
e1j + (4.4)
+
∑
lj ∈ S(P )
j ≤ jP,h
t|{li∈U(P ): i<j}|+|{li∈S(P ): i<j}|
(
t|{li∈S(P ): jP,h+1≤i}| − 1
)
e1j
+
∑
lj ∈ C(P ) ∩ U(P )
t|{li∈U(P ): i<j}|+|{li∈S(P ): i≥jP,h+1, i<j}|
(
1− t|{li∈S(P ): i≤jP,h, i<j}|
)
·
(
1− t|{li∈S(P ): i≥jP,h+1, i≥j}|
)
e1j
In particular, let P be a double point. Then h takes only the value 1, and jP,1, jP,2
are the indices of the two lines passing through P. So formula (4.4) becomes
∂2(e
2
P,1) = t
#{li∈U(P ): i<jP,2} (1− t) e1jP,2 + t#{li∈U(P ): i<jP,1} (t− 1) e1jP,1 + (4.5)
+
∑
lj ∈ C(P ) ∩ U(P )
t#{li∈U(P ): i<j} (t− 1)2 e1j
Since ∂2 is divisible by t− 1 we can rewrite (4.5) as
∂2(e
2
P,1) = (t− 1) ∂˜2(e2P,1) (4.6)
where
∂˜2(e
2
P,1) = t
#{li∈U(P ): i<jP,2} e1jP,2 − t#{li∈U(P ): i<jP,1} e1jP,1 + (4.7)
+
∑
lj ∈ C(P ) ∩ U(P )
t#{li∈U(P ): i<j} (1− t) e1j
4.3.2 Vanishing conditions
Definition 4.3.1. We say that a line arrangement is a-monodromic if it has trivial
monodromy that is if
H1(M(A);Q[t±1]) '
(
Q[t±1]
(t− 1)
)n−1
where n is the cardinality of A.
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We now give some trivial monodromy conditions for a line arrangement; these results
are in [SS15].
Notice that the rank of ∂2 is n − 1 (the sum of all rows vanishes). Then the ar-
rangement has no monodromy iff the only elementary divisor of ∂2 is ϕ1 := t − 1, so
∂2 diagonalizes to ⊕n−1i=1 ϕ1. This is equivalent to the reduced boundary ∂˜2 having an
invertible minor of order n− 1.
Now we associate to an arrangement A a graph Γ = Γ(A) (actually this graph it is
associated to the real part of A but we do not stress this distinction since it is clear from
the context).
The vertex set of Γ is A and we have an edge (li, lj) if li∩ lj is a double point. Suppose
that Γ is connected and let T be a spanning tree for Γ. Clearly the choice of an admissible
system of coordinates induces a labelling of the vertices of T according to the slope of
the lines.
Definition 4.3.2. We say that the induced labelling on V T = V Γ is very good (with
respect to the given coordinate system) if the sequence n, . . . , 1 is a collapsing ordering
on T. In other words, the graph obtained by T by removing all vertices with label ≥ i and
all edges having both vertices with label ≥ i, is a tree, for all i = n, . . . , 1.
We say that the spanning tree T is very good if there exists an admissible coordinate
system such that the induced labelling on V T is very good.
Remark 4.3.1. Note that:
1. A labelling over a spanning tree T gives a collapsing ordering iff for each vertex v,
the number of adjacent vertices with lower label is ≤ 1. In this case, only the vertex
labelled with 1 has no lower labelled adjacent vertices (by the connection of T ).
2. Given a collapsing ordering over T, for each vertex v with label iv > 1, let l(v) be
the edge which connects v with the unique adjacent vertex with lower label; by giving
to l(v) the label iv +
1
2
, we obtain a discrete Morse function on the graph T (see
[For98]) with unique critical cell given by the vertex with label 1. The set of all pairs
(v, l(v)) is the acyclic matching which is associated to this Morse function.
Let us indicate by Γ0 the linear tree with n vertices: we think as Γ0 as a CW -
decomposition of the real segment [1, n], with vertices {j}, j = 1, . . . , n, and edges the
segments [j, j + 1], j = 1, . . . , n− 1.
Definition 4.3.3. We say that a labelling induced by some coordinate system on the
tree T is good if there exists a permutation i1, . . . , in of 1, . . . , n which gives a collapsing
sequence both for T and for Γ0. In other words, at each step we always remove either the
maximum labelled vertex or the minimum, and this is a collapsing sequence for T.
Say that T is good if there exists an admissible coordinate system such that the induced
labelling on V T is good.
Notice that a very good labelling is a good labelling where at each step one removes
the maximum vertex.
Consider some arrangement A with graph Γ and labels on the vertices which are
induced by some coordinate system. Notice that changes of coordinates act on the labels
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by giving all possible cyclic permutations, which are generated by the transformation
i → i + 1 mod n. So, given a labelled tree T, checking if T is very good (resp. good)
consists in verifying if some cyclic permutation of the labels is very good (resp. good).
This property depends not only on the ”shape” of the tree, but also on how the lines are
disposed in R2 (the associated oriented matroid). In fact, one can easily find arrangements
where some ”linear” tree is very good, and others where some linear tree is not good.
Definition 4.3.4. We say that an arrangement A is very good (resp. good) if Γ is
connected and has a very good (resp. good) spanning tree.
It is not clear if this property is combinatorial, i.e. it depends only on the lattice. Of
course, A very good implies A good.
Theorem 4.3.2. Let A be a good arrangement. Then A is a-monodromic.
Proof. We use induction on the number n of lines, the claim being trivial for n = 1.
Take a suitable coordinate system as in definition (4.3.4), such that the graph Γ has a
spanning tree T with good labelling. Assume for example that at the first step we remove
the last line, so the graph Γ′ of the arrangement A′ := A \ {ln} is connected and the
spanning tree T ′ obtained by removing the vertex {ln} and the ”leaf-edge” (ln, lj) (for
some j < n) has a good labelling. Then by induction A′ is good, so it is a-monodromic.
There are n− 1 double points which correspond to the edges of T : only one of these
is contained in ln, namely ln∩ lj (see remark 4.3.1). Let D := {d1, . . . , dn−1} be the set of
such double points, with dn−1 = ln ∩ lj. Let also D′ := {d1, . . . , dn−2}, which corresponds
to the edges of T ′. Let (C(D)∗, ∂∗) (resp. (C(D′)∗, ∂′∗)) be the subcomplex of C(A)∗
generated by the 2-cells which correspond to D (resp. D′ ): then C(D)2 = ⊕1≤i≤n−1Rej ,
and C(D′)2 = ⊕1≤i≤n−2Re′j (R = Q[t±1]). Notice that, by the explicit formulas given in
4.3.1, the boundary ∂2(ej), j = 1, . . . , n− 2, has no non-vanishing components along the
1-dimensional generator corresponding to `n. Actually, the natural map taking e
′
j into ej,
j = 1, . . . , n − 2, identifies C(D′)∗ with the sub complex of C(D)∗ generated by the ej’s,
j = 1, . . . , n− 2. So we have
∂2 =
 ∂′2 *
0 −ϕ1
 (4.8)
Since by induction A′ is a-monodromic then ∂′2 diagonalizes to ⊕n−2j=1 ϕ1. Therefore ∂2
diagonalizes to ⊕n−1j=1 ϕ1, which gives the thesis.
If at the first step we remove the first line, the argument is similar, because ∂2(ej) has
no non-vanishing components along the generator corresponding to l1.
Let us consider a different situation.
Definition 4.3.5. We say that a subset Σ of the set of singular points Sing(A) of the
arrangement A is conjugate-free (with respect to a given admissible coordinate system)
if ∀P ∈ Σ the set U(P ) ∩ C(P ) is empty.
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An arrangement A will be called conjugate-free if Γ is connected and contains a span-
ning tree T such that the set of edges ET of T is conjugate-free.
Let Σ be conjugate-free: it follows from formula (4.4) that the boundary of all gener-
ators e2P,h, P ∈ Σ, can have non-vanishing components only along the lines which contain
P.
Theorem 4.3.3. Assume that A is conjugate-free. Then A is a-monodromic.
Proof. The sub matrix of ∂2 which corresponds to the double points ET is ϕ1-times the
incidence matrix of the tree T. Such matrix is well-known to be the boundary matrix
of the complex which computes the Z-homology of T : it is a unimodular rank-(n − 1)
integral matrix (see for example [Big74]). From this the result follows straightforward.
We can have a mixed situation between definitions 4.3.4 and 4.3.5.
Theorem 4.3.4. Assume that Γ is connected and contains a spanning tree T which
reduces, after a sequence of moves where we remove either the maximum or the minimum
labelled vertex, to a subtree T ′ which is conjugate-free. Then A is a-monodromic.
Proof. The thesis follows easily by induction on the number n of lines. In fact, either
T is conjugate-free, and we use theorem 4.3.3, or one of the subtrees T \ {ln}, T \ {l1}
satisfies again the hypotheses of the theorem. Assume that it is T ′′ = T \ {ln}. Then the
boundary map ∂2 restricted to the 2-cells corresponding to ET
′′ has a shape similar to
(4.8). Therefore by induction we conclude.
Before giving some examples we state the following conjecture (supported by many
experiments).
Conjecture 4.3.1. If A is an affine real line arrangement then
Γ = Γ(A) connected ⇒ A is a-monodromic.
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4.3.3 Some examples
We give here a list of significant examples, chosen according to the definitions given in
section 4.3.2. For each example, we show the sequence of contractions which corresponds
to the definition satisfied by the given arrangement. For sake of completeness, we also
give the twisted homology of the complement over Q[t±1].
In this first example (fig. 4.1) we see that Γ is connected and the tree built by using
red points is good. In fig.4.2 we indicate the sequence of contractions: we have black
arrows when we contract a vertex with maximum label, red arrows when the contracted
vertex has minimum label.
Figure 4.1: Arrangement with connected graph Γ
Figure 4.2: Sequence of contractions
The twisted homology for this arrangement is given by
H2(M(A),Q[t±1]) '
(
Q[t±1]
)6
;
H1(M(A),Q[t±1]) '
(
Q[t±1]
(t− 1)
)5
' Q5;
H0(M(A),Q[t±1]) ' Q[t
±1]
(t− 1) ' Q.
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In fig.4.3 we give an example of an arrangement having a very good tree.
Figure 4.3: A very good tree
Figure 4.4: Contractions of the selected very good tree
For this arrangement we have
H2(M(A),Q[t±1]) '
(
Q[t±1]
)9
;
H1(M(A),Q[t±1]) '
(
Q[t±1]
(t− 1)
)5
' Q5;
H0(M(A),Q[t±1]) ' Q[t
±1]
(t− 1) ' Q.
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The next example (fig.4.5) is a conjugate-free arrangement.
Figure 4.5: A conjugate-free arrangement
In this case every spanning tree is conjugate-free.
The homology here is given by
H2(M(A),Q[t±1]) '
(
Q[t±1]
)13
;
H1(M(A),Q[t±1]) '
(
Q[t±1]
(t− 1)
)6
' Q6;
H0(M(A),Q[t±1]) ' Q[t
±1]
(t− 1) ' Q.
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In the next example (fig.4.6) we show an arrangement having a tree which is not
good but that can be reduced to a conjugate-free tree. We can see that the selected tree
admits one contraction, and the resulting tree admits no contractions but it is conjugate
free (fig.4.7).
Figure 4.6: A not good tree which reduces to a conjugate-free tree
Figure 4.7: The selected tree and the only possible contraction
We have here the following homology
H2(M(A),Q[t±1]) '
(
Q[t±1]
)8
;
H1(M(A),Q[t±1]) '
(
Q[t±1]
(t− 1)
)5
' Q5;
H0(M(A),Q[t±1]) ' Q[t
±1]
(t− 1) ' Q.
To conclude, we give a couple of arrangements with non-trivial monodromy. They
have (as all examples that we know) disconnected graph G.
The first one (fig.4.8) is the usual deconing of A3.
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Figure 4.8: Deconing A3 and the graph Γ
For this arrangement we have
H2(M(A),Q[t±1]) '
(
Q[t±1]
)2
;
H1(M(A),Q[t±1]) '
(
Q[t±1]
(t− 1)
)3
⊕ Q[t
±1]
(t3 − 1) ' Q
3 ⊕ Q[t
±1]
(t3 − 1);
H0(M(A),Q[t±1]) ' Q[t
±1]
(t− 1) ' Q.
The last arrangement is the ”complete triangle” (fig.4.9), which also has non-trivial
monodromy. The associated graph Γ is not connected.
Figure 4.9
Here the twisted homology is
H2(M(A),Q[t±1]) '
(
Q[t±1]
)6
;
H1(M(A),Q[t±1]) '
(
Q[t±1]
(t− 1)
)4
⊕ Q[t
±1]
(t3 − 1) ' Q
4 ⊕ Q[t
±1]
(t3 − 1);
H0(M(A),Q[t±1]) ' Q[t
±1]
(t− 1) ' Q.
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4.4 Remarks on characteristic and resonance vari-
eties
Let A = {l1, . . . , ln} be a (real) line arrangement; let t = (t1, . . . , tn) ∈ (C∗)n and denote
by Ct the abelian rank one local system over M(A) given by the map
φ : H1(M(A);Z) −→ C∗
assigning ti to the generator of H1(M(A);Z) corresponding to li.
Definition 4.4.1. Let A be a line arrangement of cardinality n. The characteristic
variety of A is
V (A) = {t ∈ (C∗)n : dimCH1(M(A);Ct) ≥ 1}.
The characteristic varieties are defined in the wider context of path connected spaces
M with the homotopy type of a finite CW-complex (see [CS99]). They turn out to be
algebraic varieties whose irreducible components are torsion translated subtori of the
algebraic torus (C∗)n, where n = b1(M) (see [Ara97]).
4.4.1 Components containing 1 and resonance varieties
Among these components we now focus our attention on the ones containing 1 which can
be described combinatorially (see [CS99]).
Let A• be the Orlik-Solomon algebra over C of A which is a graded algebra isomorphic
to H∗(M(A);C) (see [OS80, OT92]). We have that A1 is a n-dimensional vector space
and we denote by {a1, . . . , an} a basis of A1. Given a ∈ A1 we have that a∧ a = 0; so for
every a ∈ A1 we have an algebraic complex (A•, a ∧ ·) called Aomoto complex.
Definition 4.4.2. The variety R1(A) := {a ∈ A1 : H1(A•, a∧·) 6= 0} is called resonance
variety.
These varieties were introduced and studied in [Fal97]; If we call V(A) the tangent
cone of V (A) at 1 it turns out that V(A) = R1(A) (see [CS99]). In particular the
exponential map
exp : Cn −→ (C∗)n (λ1, . . . , λn) 7→ (e2piiλ1 , . . . , e2piiλn)
takes each subspace in V(A) into the corresponding sub-torus of V (A) containing 1. So,
from R1(A) we can obtain the components of V (A) containing 1.
It is known (see [CS99, LY00]) that R1(A) the union of a subspace arrangement:
R1(A) = C1 ∪ · · · ∪ Cr with dimCi ≥ 2, Ci ∩ Cj = {0} for every i 6= j. We now recall a
combinatorial description of R1(A).
Given p a point of multiplicity greater than or equal to 3 we denote by Ip the set of
indices {i : p ∈ li}. Given such a point we have a local component Cp given by
Cp = {λ ∈ Cn :
n∑
i=1
λi = 0, λi = 0 for i /∈ Ip}.
Note that dimCp = |Ip| − 1, that is, the multiplicity of p minus 1.
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Definition 4.4.3. (See [Fal97]). Let A = {l1, . . . , ln} be a line arrangement. For every
intersection point p denote by Ip the set of indices of lines passing through p. A partition
P = (b1| . . . |br) of {1, . . . , n} is called neighbourly if for every intersection point p we
have that
|bj ∩ Ip| ≥ |Ip| − 1⇒ Ip ⊂ bj.
To a neighbourly partition P there corresponds a subspace
CP := {λ ∈ Cn :
n∑
i=1
λi = 0} ∩
⋂
p
{λ ∈ Cn :
∑
i∈Ip
λi = 0}
where p ranges over all intersection points such that Ip is not contained in a single block
of P .
Results of [LY00] implies that if dimCP ≥ 2 then CP is a component of R1(A); all the
components ofR1(A) arise in this fashion from neighbourly partitions of subarrangements
of A.
Next we recall other combinatorial structures which may be used to detect the com-
ponents of the resonance variety and, thus, the components of the characteristic variety
containing 1.
Definition 4.4.4. A multi-arrangement is a pair (A,m) where A is a line arrangement
and m is a function m : A −→ Z>0 assigning a positive integer to each line in A.
Definition 4.4.5. (See [FY07]). A (k, d)-multinet on a multi-arrangement (A,m) is a
pair (N ,X ) where N is a partition of A into k ≥ 3 classes A1, . . . ,Ak and X is a set of
multiple points with multiplicity greater than or equal to 3 such that
1.
∑
l∈Aim(l) = d and is independent of i;
2. for every l ∈ Ai and l′ ∈ Aj with i 6= j, the point l ∩ l′ ∈ X ;
3. for each p ∈ X , ∑l∈Ai, p∈lm(l) is constant and independent of i;
4. for 1 ≤ i ≤ k, for any l, l′ ∈ Ai, there is a sequence l = l0, l1, . . . , lr = l′ such that
lj−1 ∩ lj /∈ X for 1 ≤ j ≤ r.
Definition 4.4.6. (See [FY07]). If only the first three properties of definition 4.4.5 are
satisfied we talk of weak (k, d)-multinet on (A,m).
If an arrangement A admits a (weak) (k, d)-multinet structure we say that A supports
a (weak) (k, d)-multinet.
A subspace R of A1 is called isotropic if a ∧ b = 0 for every a, b ∈ R. Clearly an
isotropic subspace of dimension at least 2 is contained in R1(A) and each component of
R1(A) is isotropic. The following two theorems point out the importance of multinet
structures.
Theorem 4.4.1. (See [FY07]). Let A be a line arrangement and suppose that A supports
a weak (k, d)-multinet. Then there is a (k − 1)-dimensional isotropic subspace of A1.
A component R of R1(A) is called global resonance component if it is not contained in
any coordinate hyperplanes of A1. If an arrangement A is such that there exists a global
resonance component in R1(A) we say that A supports a global resonance component.
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Theorem 4.4.2. (See [FY07]). Let A be a line arrangement and suppose that A supports
a global resonance component of dimension k − 1. Then A supports a (k, d)-multinet for
some d.
Remark 4.4.1. (See [FY07]). Let (N ,X ) be a multinet on a line arrangement A, then
X determines N : construct a graph Γ′ = Γ′(X ) with A as vertex set and an edge from l
to l′ if l ∩ l′ /∈ X . Then, by definition, the connected components of Γ′ are the blocks of
the partition N .
Let A be a line arrangement; in section 4.3.2 we associated to A a graph Γ(A) in this
way: the set of vertices is A and we have an edge (li, lj) if li and lj intersect in a point
of multiplicity 2. Next theorems show how the connection of Γ is an obstruction to the
existence of multinet structures and neighbourly partitions.
Theorem 4.4.3. Let A be a line arrangement and suppose that the graph Γ(A) is con-
nected. Then there exist no non-trivial neighbourly partition.
Proof. It is clear from the definition that given P a neighbourly partition, if p is a double
point and li, lj are the lines passing through p, the set Ip = {i, j} must be contained in a
single block of P . Since Γ(A) is connected, for every l ∈ A there exists a double point
p such that p ∈ l. Hence there exists only the neighbourly partition made by a single
block.
Theorem 4.4.4. Let A be a line arrangement and suppose that the graph Γ(A) is con-
nected. Then A does not support any multinet structure.
Proof. Choose a set X of points of multiplicity greater than or equal to 3 and build Γ′(X )
as in remark 4.4.1. This graph as the same vertices as Γ(A) and the set of edges of Γ(A)
is contained in the ones of Γ′(X ). Since Γ(A) is connected by hypothesis we have that
Γ′(X ) is connected and so X cannot give a multinet structure an A.
Corollary 4.4.1. Let A be a line arrangement and suppose that the graph Γ(A) is con-
nected. Then there is no global resonance component in R1(A).
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Chapter 5
Fox calculus and trivial monodromy
In this chapter, given A a line arrangement in C2, we restate the problem of the “a-
monodromy” of A in terms of Fox calculus and we obtain conditions involving the fun-
damental group pi1(M(A)) (see theorem 5.2.1 and corollary 5.2.1). These results are in
[SS15].
We start by recalling some basic notions.
5.1 Some basics
In this section we give a quick review of two basic tools which we will use in the sequel:
Fox calculus and Reidmeister-Schreier method. For more details and proofs we refer to
[Fox53], [Bir75] for Fox calculus and to [MKS66] for Reidmeister-Schreier method.
5.1.1 Some free differential calculus
Let Fn be a free group with n generators (x1, . . . , xn). Let R be a commutative ring
with unity and denote by R[Fn] the group ring of Fn with coefficients in R. For each
j = 1, . . . , n we define the following map (called the Fox derivative)
∂
∂xj
: R[Fn] −→ R[Fn]
∂
∂xj
(x1i1 · · ·xrir ) :=
r∑
h=1
hδih,jx
1
i1
· · · x
1
2
(h−1)
ih
;
∂
∂xj
(∑
agg
)
:=
∑
ag
∂g
∂xj
;
where i = ±1, ag ∈ R and g ∈ Fn.
Given a word u = x1i1 · · ·xrir we call the k-initial section (k ≤ r) of u the word u(k) :=
x1i1 · · ·x
k−1
2
ik
. With this notation, given a word u = x1i1 · · ·xrir , we have that
∂u
∂xj
=
∑
k
u(k)
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where the summation is over those indices k for which ik = j.
Proposition 5.1.1. The following properties hold for ∂
∂xj
:
1. ∂xi
∂xj
= δi,j;
2.
∂x−1i
∂xj
= −δi,jx−1i ;
3. ∂uv
∂xj
= ∂u
∂xj
+ u ∂v
∂xj
where u,w ∈ Fn.
Let now G be a group and ϕ : Fn −→ G a group homomorphism. This induces a ring
homomorphism between R[Fn] and R[G]: if we denote by g
ϕ the image of g under ϕ the
ring homomorphism induced (and denoted by the same symbol ϕ) is defined by(∑
agg
)ϕ
:=
∑
agg
ϕ.
With these notations we have the following
Theorem 5.1.1. (Blanchfield). Let v ∈ Fn and ϕ : Fn −→ G a group homomorphism;
∂v
∂xj
= 0 for every 1 ≤ j ≤ n if and only if v ∈ [kerϕ, kerϕ].
5.1.2 Reidmeister-Schreier method
Let G be a group with the presentation
G =< a1, . . . , an;Rj(a1, . . . , an) > . (5.1)
Let H be a subgroup of G: the Reidmeister-Schreier method gives a presentation of H
in terms of generators and relators.
Definition 5.1.1. Let G be presented as in (5.1) and let H be a subgroup of G generated
by the words {Ji(a1, . . . , an)}; then a rewriting process for H is a mapping
τ : U 7→ V
where U is a word in a1, . . . , an defining an element of H and V is a word in the symbols
si (one for each element in the chosen system of generators of H) such that U and
V (Ji(a1, . . . , an)) define the same element of H.
Theorem 5.1.2. Let G be a group presented as in (5.1) and let H be a subgroup of G
generated by {Ji(a1, . . . , an)}. Given a rewriting process τ for H then a presentation of
H is obtained by using the symbols si as generators and the following relations:
si = τ(Ji(a1, . . . , an)); (5.2)
τ(U(a1, . . . , an)) = τ(U
∗(a1, . . . , an)), (5.3)
where U and U∗ are freely equal words which define elements of H;
τ(U1U2) = τ(U1)τ(U2), (5.4)
where U1 and U2 are words in a1, . . . , an defining elements of H;
τ(WRjW
−1) = 1, (5.5)
where Rj is a relator in (5.1) and W is a word in a1, . . . , an.
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This presentation can be greatly simplified by a suitable choice of the generators of
H. Fixed a right coset representative system for G/H, given a word W in a1, . . . , an we
denote by W the representative of the right coset which contains W .
Theorem 5.1.3. With these notations H is generated by the words
KahKah
−1
where ah is a generator of G and K is a right coset representative.
We denote by sK,ah the element of H defined by the word KahKah
−1
and if U =
a1i1a
2
i2
. . . arir (i = ±1) we define the mapping
U 7→ τ(U) := s1K1,ai1s
2
K2,ai2
. . . srKr,air
where Kj is the representative of the coset which contains the initial segment of U pre-
ceding aij if j = 1 and the representative of the coset which contains the initial segment
of U up to and including a−1ij if j = −1.
Corollary 5.1.1. The mapping τ defined above is a rewriting process for H.
Definition 5.1.2. A rewriting process τ obtained from a right coset representative system
is called a Reidmeister rewriting process.
Theorem 5.1.4. (Reidmeister). Let τ be the Reidmeister rewriting process associated to
a right coset representative system of G/H. If G has the presentation (5.1) then H has
the following presentation:
< sK,aj , . . . ; sK,aj = τ(KajKaj
−1
), . . . , τ(KRhK
−1), · · · >
where K is a right coset representative, aj is a generator if G and Rh is a relator in the
presentation of G.
This presentation may be further simplified by choosing special right coset represen-
tative systems.
Definition 5.1.3. A Schreier right coset representative system is one for which any
initial segment of a representative is again a representative.
Lemma 5.1.1. Let G be presented as in (5.1) and let H be a subgroup of G. Then there
exists a Schreier system of representative for G/H.
Definition 5.1.4. A Reidmeister rewriting process using a Schreier system is called a
Reidmeister-Schreier rewriting process.
Theorem 5.1.5. (Schreier). Let G be presented as in (5.1) and let H be a subgroup of
G. If τ is a Reidmeister-Schreier rewriting process, then H can be presented as
< sK,aj , . . . ; sM,aj , . . . , τ(KRhK
−1), . . . ) >,
where K is a Schreier representative,aj is a generator of G, Rh is a relator in the pre-
sentation of G and M is a Schreier representative such that Maj is freely equal to Maj.
Corollary 5.1.2. A subgroup of a free group is free.
91
5.2 A trivial monodromy condition
Let A = {l1, . . . , ln} be as above; if we denote by βi an elementary loop around li we have
that the fundamental group pi1(M(A)) is generated by β1, . . . , βn and a presentation of
this group is given in [Sal87]. Let R = Q[t±1] be as above with the given structure of
pi1(M(A))−module.
We denote by Fn the free group generated by β1, . . . , βn and let ϕ : Fn −→< t >
the group homomorphism defined by ϕ(βi) = t for every 1 ≤ i ≤ n where < t > is the
multiplicative subgroup of R generated by t. As in [Bir75], if w is a word in the βj’s, we
use the notation wϕ for ϕ(w).
Consider the algebraic complex which computes the local homology of M(A) intro-
duced in section 4.3.1. The following remark is crucial for the rest of this section: if e2P,j
is a two-dimensional generator corresponding to a two-cell which is attached along the
word w in the βj’s, then
(
∂w
∂βi
)ϕ
is the coefficient of e1i of the border of e
2
P,j. This follows
from the combinatorial calculation of local system homology.
Let l : Fn −→ Z be the length function, given by
l(β1i1 · · · βrir ) =
r∑
k=1
k.
Then kerϕ is the normal subgroup of Fn given by the words of length 0.
Each relation in the fundamental group pi1(M(A)) has zero length (see [Sal87]), so it
lies in kerϕ. So, in the sequel, we consider only words in kerϕ.
Remark 5.2.1. The arrangement A is a-monodromic iff (by definition) the Q[t±1]-
module generated by ∂2(e
2
j), j = 1, . . . , ν2, equals (t − 1)ker∂1. One has: ker∂1 =
{∑nj=1 xj e1j : ∑nj=1 xj = 0}.
Let Rj, j = 1 . . . , ν2, be all the relations in pi1(M(A)). We use now e2j to indicate the
two-dimensional generator corresponding to a two-cell which is attached along the word
Rj. Then the boundary of e
2
j is given by
∂2(e
2
j) =
n∑
i=1
(
∂Rj
∂βi
)ϕ
e1i , j = 1, . . . , ν2. (5.6)
Then by remark 5.2.1 A is a-monodromic iff each element of the shape
P (t) := (1− t)
n∑
i=1
Pi(t) e
1
i ,
n∑
i=1
Pi(t) = 0, (Pi(t) ∈ Q[t±1], i = 1 . . . , n) (5.7)
is linear combination with coefficients in Q[t±1] of the elements in (5.6), i.e.:
P (t) =
ν2∑
j=1
Qj(t)∂2(e
2
j), Qj(t) ∈ Q[t±1]. (5.8)
It is natural to ask about solutions with coefficients in Z[t±1] instead of Q[t±1].
Definition 5.2.1. We say that A is a-monodromic over Z if there is solution of (5.8)
over Z[t±1] (when all the Pi(t)’s in (5.7) are in Z[t±1]).
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Now let R,w, v ∈ Fn be words in Fn and let a, b ∈ Z be an integer. We set Rw :=
wRw−1, Raw := Rw · · ·Rw a-times if a > 0 and Raw := (R−1)w · · · (R−1)w |a|-times if
a < 0. Also, we set Raw+bv := RawRbv.
The next lemma easily follows from proposition 5.1.1.
Lemma 5.2.1. Let R,P be words of length 0 and let a ∈ Z be an integer. Then for every
1 ≤ i ≤ n
1.
(
∂
∂βi
(RP )
)ϕ
=
(
∂R
∂βi
)ϕ
+
(
∂P
∂βi
)ϕ
.
2. atk
(
∂R
∂βi
)ϕ
=
(
∂
∂βi
(Rw · · ·Rw)
)ϕ
(|a| − times) where w is any word if length k.
3. If
(
∂R
∂βi
)ϕ
=
(
∂P
∂βi
)ϕ
then
(
∂
∂βi
(RP−1)
)ϕ
= 0.
Theorem 5.2.1. The arrangement A is a-monodromic over Z iff pi1(M(A)) is commu-
tative modulo [kerϕ, kerϕ].
Proof. A set of generators for (t − 1)ker∂1 as Z[t±1]-modulo is given by all elements of
the type
Prs := (1− t)(e1r − e1s) , r 6= s.
Such element can be re-written in the form (5.6) as
Prs =
n∑
i=1
(
∂[βr, βs]
∂βi
)ϕ
e1i
where [βr, βs] = βrβsβ
−1
r β
−1
s . Now there exists an expression as in (5.8) for Prs, with all
Qj(t) ∈ Z[t±1] iff(
∂[βr, βs]
∂βi
)ϕ
= Q1(t)
(
∂R1
∂βi
)ϕ
+ · · ·+Qν2(t)
(
∂Rν2
∂βi
)ϕ
.
Thanks to lemma 5.2.1 this condition is equivalent to(
∂[βr, βs]
∂βi
)ϕ
=
(
∂
∏ν2
j=1 R
Qj(β1)
j
∂βi
)ϕ
, i = 1, . . . , n. (5.9)
Then from (3) of lemma 5.2.1 and from Blanchfield theorem (see [Bir75, Chap.3] or
theorem 5.1.1) it follows that
[Fn, Fn] ⊂ N [kerϕ, kerϕ]
where N is the normal subgroup generated by the Rj’s, which gives the theorem.
Remark 5.2.2. The condition in theorem 5.2.1 is equivalent to say that
[Fn, Fn] = N [kerϕ, kerϕ].
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Since kerϕ ⊃ [Fn, Fn], so [kerϕ, kerϕ] ⊃ [[Fn, Fn], [Fn, Fn]], it follows immediately from
theorem 5.2.1
Corollary 5.2.1. Assume that pi1(M(A))/pi1(M(A))(2) is abelian (iff pi1(M(A))(1) =
pi1(M(A))(2)) where pi1(M(A))(i) is the i-th element of the derived series of pi1(M(A)), i ≥
0. Then A is a-monodromic over Z.
We know that kerϕ is a free group being a subgroup of the free group Fn. We use the
Reidemeister-Schreier method to write an explicit list of generators. Notice that for any
fixed 1 ≤ j ≤ n, the set {βkj : k ∈ Z} is a Schreier right coset representative system for
Fn/kerϕ. Denote briefly by sk,i the element sβkj ,βi = β
k
j βi(β
k
j βi)
−1
= βkj βiβ
−(k+1)
j . Then
kerϕ =< {sk,i : 1 ≤ i ≤ n, k ∈ Z}; sk,i >
where sk,i is a relation if and only if β
k
j βi is freely equal to β
k+1
j ; this happens if and only
if i = j. So kerϕ is the free group generated by {sk,i : k ∈ Z, 1 ≤ i ≤ n, i 6= j}. Its
abelianization
ab (kerϕ) = kerϕ/[kerϕ, kerϕ]
is the free abelian group on the classes sk,i of the generators sk,i’s, i 6= j. Let
ab : kerϕ −→ ab (kerϕ) = kerϕ/[kerϕ, kerϕ]
be the abelianization homomorphism.
Now we define the automorphism σ of kerϕ by
σ(sk,i) = sk+1,i
which passes to the quotient, so it defines an automorphism (call it again σ) of ab (kerϕ).
Therefore we may view ab (kerϕ) as a finitely generated free Z[σ±1]-module, with basis
s0,i with 1 ≤ i ≤ n and i 6= j.
Lemma 5.2.2. With these notations one has:
[Fn, Fn]
[kerϕ, kerϕ]
= (1− σ)ab(kerϕ).
Proof. Let {βkj : k ∈ Z} be the chosen Schreier right coset representative system for
Fn/kerϕ. Clearly
[Fn, Fn]
[kerϕ, kerϕ]
⊂ ab(kerϕ).
Now the image of commutator
[βi, βk]
in ab(kerϕ) is
s0,1 + s1,k − s1,i − s0,k = (1− σ)(s0,i − s0,k)
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and so we have the inclusion
[Fn, Fn]
[kerϕ, kerϕ]
⊂ (1− σ)ab(kerϕ).
On the other hand a generator (1− σ)s0,i, i 6= j, of (1− σ)ab(kerϕ) is the image of the
commutator [βi, βj] and so the claim follows.
Thanks to lemma 5.2.2 theorem 5.2.1 translates as
Theorem 5.2.2. The arrangement A is a-monodromic over Z iff the submodule (1 −
σ)ab(kerϕ) of ab(kerϕ) is generated by ab(Rj), j = 1, . . . , ν2, as Z[σ±1]-module.
Of course, one can give a conjecture holding over Z.
Conjecture 5.2.1. Assume that the graph Γ(A) is connected; then A is a-monodromic
over Z.
Conjecture 5.2.1 clearly implies conjecture 4.3.1. Our experiments agree with this
stronger conjecture.
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