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a b s t r a c t
Polynomials have proven to be useful tools to tailor generic kernels to specific applications.
Nevertheless, we had only restricted knowledge for selecting fertile polynomials
which consistently produce positive semidefinite kernels. For example, the well-known
polynomial kernel can only take advantage of a very narrow range of polynomials, that
is, the univariate polynomials with positive coefficients. This restriction not only hinders
intensive exploitation of the flexibility of the kernel method, but also causes misuse of
indefinite kernels. Our main theorem significantly relaxes the restriction by asserting
that a polynomial consistently produces positive semidefinite kernels, if it has a positive
semidefinite coefficient matrix. This sufficient condition is quite natural, and hence, it can
be a good characterization of the fertile polynomials. In fact, we prove that the converse
of the assertion of the theorem also holds true in the case of degree 1. We also prove
the effectiveness of our main theorem by showing three corollaries relating to certain
applications known in the literature: the first and second corollaries, respectively, give
generalizations of the polynomial kernel and the principal-angle (determinant) kernel. The
third corollary shows extended and corrected sufficient conditions for the codon-improved
kernel and the weighted-degree kernel with shifts to be positive semidefinite.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
To exploit the flexibility of the kernel method, it is critical that sufficiently wide latitude is allowed in selecting kernel
functions. In this regard, polynomials have been a useful tool to tailor generic basic kernels (we call them underlying kernels)
to the context of specific applications. The kernels in the literature that are defined by taking advantage polynomials include
the polynomial kernel [2], the principal-angle kernel [7], the determinant kernel [9], the codon-improved kernel [10] and the
weighted-degree-with-shift kernel [4]. For example, when a underlying kernel k(x, y) is given, a polynomial kernel K(x, y)
with respect to k(x, y) is defined as follows.
K(x, y) =
d∑
i=1
cik(x, y)i.
Thus, polynomials have been used as an effective tool to engineer kernels, but only a little was known about intrinsic
properties of those polynomials that yield positive semidefinite kernels.
Positive semidefiniteness of kernels is a critical premise for many kernel-based learning machines to work properly (e.g.
SVM [2]). A positive semidefinite kernel has the property that arbitraryGrammatriceswith respect to the kernels are positive
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semidefinite (i.e. they are symmetric and don’t have negative eigenvalues), where the Grammatrix G(x1, . . . , xn : K) for an
arbitrary finite set {x1, . . . , xn} in the space χ of data points is defined as follows.
G(x1, . . . , xn : K) =

K(x1, x1) K(x1, x2) . . . K(x1, xn)
K(x2, x1) K(x2, x2) . . . K(x2, xn)
...
...
. . .
...
K(xn, x1) K(xn, x2) . . . K(xn, xn)
 .
If χ is a finite set, the positive semidefiniteness is equivalent to the property that there exists a mapping (feature
decomposition) Φ : χ −→ RN such that K(x, y) = Φ(x)TΦ(y). Positive semidefinite kernels are also known as reproducing
kernels andMercer’s kernels.
As for polynomial kernels,wehave a good conditionwith respect to the coefficients ci tomake thempositive semidefinite.
In fact, polynomial kernels are always positive semidefinite for ci ≥ 0 and for positive semidefinite k(x, y). This condition is
particularly useful, since we have latitude to optimize the coefficients so that classification performance becomes the best.
This condition, however, has only a narrow range of application. For example, it cannot explain the positive
semidefiniteness of the determinant kernel, since the polynomial for the determinant kernel includes negative coefficients
(see the second row of Table 2). In [9], the positive semidefiniteness of the determinant kernel is proven in a straightforward
and case-specific manner. In fact, a feature decomposition was directly defined, taking advantage of some discriminative
property of the determinant kernel and Binet–Cauchy formula as follows. Let data points x and y be represented by D′ × D
real matrices X and Y for D′ ≥ D. Then, the determinant kernel is defined by K(x, y) = det [XTY ]. By Binet–Cauchy formula,
the following equality holds with the D-th order minors of X and Y .
det
[
XTY
] = ∑
1≤k1<···<kD≤D′
X
(
k1 k2 . . . kD
1 2 . . . D
)
Y
(
k1 k2 . . . kD
1 2 . . . D
)
.
When xi,j denotes the (i, j)-element of X , the D-th order minor of X is
X
(
k1 k2 . . . kD
1 2 . . . D
)
= det

xk1,1 xk1,2 . . . xk1,D
xk2,1 xk2,2 . . . xk2,D
...
...
xkD,1 xkD,2 . . . xkD,D
 .
Thus, when we map x and y into a feature space so that their coordinates are exactly identical to the D-th minors of X and
Y , K(x, y) is nothing other than the inner product between the images of x and y in the feature space.
Motivated by the recognition of this contrast, wewill address, in this paper, the problem that we don’t have good generic
conditions with respect to the coefficients of polynomials such that:
• we can use them to discriminate between the fertile polynomials that always yield positive semidefinite kernels and those
that don’t necessarily;
• they have a sufficiently wide range of application when used for the aforementioned discrimination purpose.
In fact, this paper presents a sufficient condition for polynomials to be fertile (Theorem9, Section 5). The formof the condition
is very general, and we may have a wide latitude in selecting the coefficients of polynomials without harming the positive
semidefiniteness of the resulting kernels. Moreover, the condition turns out to be a necessary condition in the case of degree
1 (Section 7). To show that the range of application of the condition is wide, we will see that the positive semidefiniteness
of the kernels referenced in the above can be verified according to the condition (Section 8).
2. Preliminaries and notations
Throughout this paper, we assume that a matrix has only real elements. When the transpose of a matrix A is denoted
by TA, a symmetric A satisfies TA = A, and an orthogonal A satisfies TA = A−1. The trace of A is defined as the sum of its
diagonal elements, and is denoted by tr(A).
As mentioned in the previous section, a positive semidefinite kernel K : χ × χ −→ R is defined so that, for arbitrary
x1, . . . , xn ∈ χ , the Gram matrix G(x1, . . . , xn : K) is positive semidefinite.
To define the positive semidefinite matrix and the positive definite matrix, we note Proposition 1 and Proposition 2,
which present important properties of the symmetric matrices.
Proposition 1. For an n-dimensional symmetric real matrix A, the following are equivalent to each other.
(1) (c1, . . . , cn)A(c1, . . . , cn)T ≥ 0 for arbitrary (c1, . . . , cn) ∈ Rn.
(2) A has only non-negative real eigenvalues.
(3) There exists an n-dimensional orthogonal matrix P such that PTAP is a diagonal matrix with non-negative elements.
(4) A = BTB for some n-dimensional real matrix B.
(5) A = BTB for some m× n real matrix B.
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Proposition 2. For an n-dimensional symmetric real matrix A, the following are equivalent to each other.
(1) (c1, . . . , cn)A(c1, . . . , cn)T > 0 for arbitrary (c1, . . . , cn) ∈ Rn \ {(0, . . . , 0)}.
(2) A has only positive real eigenvalues.
(3) There exists an n-dimensional orthogonal matrix P such that PTAP is a diagonal matrix with positive diagonal elements.
(4) A = BTB for some n-dimensional real matrix B with det B 6= 0.
(5) A = BTB for some m× n real matrix B of rank m.
Now, we define the positive semidefinite matrix and the positive definite matrix as follows.
Definition 3. A real matrix A is called positive semidefinite (positive definite), if, and only if, A is symmetric and one of, hence
all of, the conditions of Proposition 1 (Proposition 2) hold for A.
When A = [aij] is an n-dimensional matrix, A[α1, . . . , α`] denotes the `-dimensional matrix whose (i, j)-element is
identical to aαiαj , where {α1, . . . , α`} is a subset of {1, . . . , n}. Then, we have useful characterization of the positive definite
matrix and the positive semidefinite matrix as stated below.
Proposition 4 (Theorem 1.16, [1]). An n-dimensional symmetric matrix A is positive definite, if, and only if, det A[1, . . . , `] > 0
for any ` such that 1 ≤ ` ≤ n.
Proof. The ‘‘only if ’’ part is shown as follows. Since A is positive definite, there exists anm× nmatrix B of rank n such that
A = BTB. When Ebi denotes the i-th column vector of B, A[1, . . . , `] =
[Eb1, . . . , Eb`] T [Eb1, . . . , Eb`] implies our assertion.
The ‘‘if ’’ part can be proven by induction on n. Since the assertion is trivial for n = 1, we assume n > 1. By the hypothesis
of induction, there exists an (n−1)-dimensional orthogonal matrix P such that PTA[1, . . . , n−1]P is diagonal with positive
diagonal elements. Since proving that A is positive definite is equivalent to proving that, so is
[
PT E0T
E0 1
]
A
[
P E0T
E0 1
]
, we may
assume that A[1, . . . , n− 1] is diagonal without loss of generality.
det A =
(
n−1∏
i=1
aii
)
·
(
ann −
n−1∑
i=1
a2in
aii
)
> 0
(c1, . . . , cn)A(c1, . . . , cn)T =
n−1∑
i=1
aii
(
ci + ainaii cn
)2
+
(
ann −
n−1∑
i=1
a2in
aii
)
c2n .
Our assertion immediately follows from these formulas. 
Proposition 5 (Theorem 1.17, [1]). An n-dimensional symmetric matrix A is positive semidefinite, if, and only if, det A[α1, . . . ,
α`] ≥ 0 for an arbitrary subset {α1, . . . , α`} j {1, . . . , n}.
Proof. The ‘‘only if ’’ part is proven in the same way as Proposition 4. We prove the ‘‘if ’’ part tracing the proof presented in
[1]. Let∆m be them-dimensional identity matrix. Then, we have det(A[1, . . . ,m] + ∆m) =∑mp=0 dm,pp, where dm,m = 1
and dm,p =∑1≤α1<···<αm−p≤m det A[α1, . . . , αm−p]. In particular,
det(A[1, . . . ,m] + ∆m) ≥ m > 0
holds for  > 0, and therefore, A + ∆n is positive definite by Proposition 4. The assertion follows from
(c1, . . . , cn)A(c1, . . . , cn)T = lim→+0(c1, . . . , cn)(A+ ∆n)(c1, . . . , cn)T. 
3. Problem identification and our contributions
In this section, we first review a few instances of the kernels that are defined taking advantage of polynomials, and see
that theywere defined in case-specific manners (3.1). Then, we identify the problem that wewill focus on in this paper (3.2),
and then summarize our solutions to the problem (3.3).
3.1. A review of polynomial-based composition of kernels
To start with, we will visit 5 kernels in the literature, all of which are defined by means of the polynomial-based
composition.
3.1.1. The polynomial (Poly) kernel:
The polynomial kernel is given in the form of (k(x, y)+ c)d for an underlying kernel k(x, y). It is known that a polynomial
kernel is positive semidefinite, if c is non-negative and k(x, y) is positive semidefinite (e.g. [2]). The polynomial kernel has
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proven useful for twomain reasons — (1) a separating hypersurface1 in the feature space of the underlying kernel is mapped
to a separating hyperplane in a higher-dimensional feature space; (2) the polynomial kernel reflects the correlation of tuples
of features of the underlying kernel [10]. Polynomial kernels can be generalized to the form of K(x, y) =∑di=0 cik(x, y)i with
arbitrary ci ≥ 0 without harming the positive semidefiniteness.
3.1.2. The determinant (Det) kernel and the principal-angle (PA) kernel:
Zhou [9] introduced the determinant kernel for matrix-type data points — when data points x and y are respectively
represented by matrices X = [xij] and Y = [yij] for i = 1, . . . ,D′ and j = 1, . . . ,D, the determinant kernel for x and y is
defined as follows.
K(x, y) = det[XTY ].
Also, under the same setting as Zhou [9], Wolf et al. [7] showed that principal angles (θ1, . . . , θD) of the column spaces
of the matrices X and Y can be efficiently computed using the kernel trick, and introduced the principal-angle kernel (1),
where QX and QY are the matrices obtained by the QR decomposition of X and Y .
K(x, y) = (det[QX TQY ])2 = D∏
i=1
cos2 θi. (1)
It is known that the principal angles can be effective measures for similarity between such data points represented by
matrices (e.g. [8]).
When we denote the i-th column vector of X for the determinant kernel and QX for the principal-angle kernel by x(i),
the data point x is equivalently represented as the sequence (x(1), . . . , x(D)). Then, the positive semidefiniteness of the
determinant kernel and the principal-angle kernel is reduced to that of the kernel K(x, y) defined as follows.
k(x(i), y(j)) = x(i)Ty(j)
K(x, y) = det
k(x
(1), y(1)) . . . k(x(1), y(D))
...
. . .
...
k(x(D), y(1)) . . . k(x(D), y(D))
 . (2)
Indeed, the kernel (2) is an example of the kernels composed by applying polynomials to positive semidefinite underlying
kernels, since we have
K(x, y) =
∑
σ∈SD
sgn(σ )
D∏
i=1
k(x(i), y(σ (i))).
In the original papers, the positive semidefiniteness of the kernel (2) was proven by Binet–Cauchy theorem [7,9,6] (see also
Section 1). In Section 8.2, we will prove the property as a corollary to our main theorem.
3.1.3. The codon-improved (CI) kernel and the weighted-degree-with-shift (WDwS) kernels:
The codon-improved kernel [10] and its generalization, the weighted-degree-with-shift kernel [4] are similar to the
spectrum kernel [3] in that they count the matching substrings between a pair of strings, but are different in that matches
areweighted according to their positional information. Although these kernels are defined using polynomials, different from
the examples seen so far, their positive semidefiniteness is not proven in a straightforwardmanner. In fact, careful selection
of the coefficients of the polynomials is required to maintain the positive semidefiniteness, and both [10] and [4] made
mistakes in this regard.
For example, the codon-improved kernel is designed so as to exploit the a priori knowledge ‘‘a coding sequence (CDS)
shifted by three nucleotides still looks like CDS’’ [10]. In fact, in addition to the matches of substrings that start at the same
position, it counts thosewhose starting positions differ exactly by 3. A precise definition is given as follows. For sequences of
nucleotides x and y, we let xp (resp. yp) denote the nucleotide at position p in x (resp. y). Then, kp(x, y) is defined as follows.
kp(x, y) =
∑`
j=−`
w|j|δ(xp+j, yp+j). (3)
In (3), w|j| are non-negative weights, and δ(xp+j, yp+j) is Kronecker’s delta: δ(xp+j, yp+j) is 1, if xp+j and yp+j represent the
same nucleotide, and it is 0, otherwise. When T3 denotes the 3-shift operator that chops off the leading 3 nucleotides, the
1 In this paper, by a hypersurface, we mean a subspace of a Euclidean space defined by an algebraic equation whose degree is higher than 1.
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window score winp(x, y) at position p and the codon-improved kernel K(x, y) are respectively defined by the formulas (4)
and (5), where w¯3 is another non-negative weight and L is the common length of x and y (i.e. L = |x| = |y|).
winp(x, y) =
[
kp(x, y)+ w¯3
{
kp(T3x, y)+ kp(x, T3y)
}]d1 (4)
K(x, y) =
(
L−∑`
p=`+1
winp(x, y)
)d2
. (5)
Although Zien et al. [10] claimed that the codon-improved kernels are unconditionally positive semidefinite, the fact is
that the weights should be chosen appropriately. We will illustrate this by a simplified example. We assume wj = 1 (j =
−`, . . . , `), d1 = d2 = 1, ` = 3q, p = 3q+ 1 and L = 6q+ 1, and define x and y as follows.
x = ATGCGT ATGCGT . . . ATGCGT︸ ︷︷ ︸
6q
A
y = CTGAGT CTGAGT . . . CTGAGT︸ ︷︷ ︸
6q
C
Then, we have K(x, x) = K(y, y) = 6q+ 1 and K(x, y) = 4q+ 4w¯3q, and therefore, the determinant of the Grammatrix for
x and y is not necessary non-negative.
K(x, x) K(x, y)
K(y, x) K(y, y) =
6q+ 1 4q+ 4w¯3q
4q+ 4w¯3q 6q+ 1 = (10q+ 4w¯3q+ 1)(2q− 4w¯3q+ 1).
In particular, w¯3 ≤ 12 is necessary for K(x, y) to be positive semidefinite for any q.
Ratsch et al. [4] proceeded along the same line as Zien et al., and introduced the weighted degree kernel with shifts.
Different from the codon-improved kernel, the weighted degree kernel with shifts includes shift weights w¯s for multiple s.
First, define the underlying kernel k(x, y) as follows.
k(x, y) =
d∑
n=1
βn
L−n+1∑
i=1
wiδ(x[i, n], y[i, n]), βn ≥ 0, wi ≥ 0.
The symbol L denotes the upper bound of the lengths of x and y, and x[i, n] does the n-length contiguous substring
xixi+1 . . . xi+n−1 of x starting at position i. For i + n − 1 > min{|x|, |y|}, we define δ(x[i, n], y[i, n]) = 0. Finally, for the
s-shift operator Ts, the weighted degree kernel with shifts is defined as follows.2
K(x, y) = k(x, y)+
S∑
s=1
w¯s{k(Tsx, y)+ k(x, Tsy)}. (6)
In [4], the positive semidefiniteness of K(x, y) was investigated as follows. Since k(x, y) is positive semidefinite, so is
k(x, y) + k(Tsx, y) + k(x, Tsy) + k(Tsx, Tsy). If wi’s take the same value w for all i, as is assumed in [4] with no declaration,
k(x, y)− k(Tsx, Tsy) is identical to∑dn=1 βnw∑si=1 δ(x[i, n], y[i, n]). Thus, k(x, y)− k(Tsx, Tsy) is positive semidefinite, and
therefore, so is 2k(x, y)+ k(Tsx, y)+ k(x, Tsy). On the other hand, K(x, y) is evaluated as follows.
K(x, y) =
(
1− 2
S∑
s=1
w¯s
)
k(x, y)+
S∑
s=1
w¯s (2k(x, y)+ k(Tsx, y)+ k(x, Tsy)) .
Therefore, we can conclude that
∑S
s=1 w¯s ≤ 12 is a sufficient condition for K(x, y) to be positive semidefinite, since w¯s’s are
non-negative.
We can relax the constraint of w1 = w2 = · · · = wL in the aforesaid discussion to w1 ≤ w2 ≤ · · · ≤ wL, since the
following formula implies the same key property that 2k(x, y)+ k(Tsx, y)+ k(x, Tsy) is positive semidefinite.
k(x, y)− k(Tsx, Tsy) =
d∑
n=1
βn
(
s∑
i=1
wiδ(x[i, n], y[i, n])+
L−n+1∑
i=s+1
(wi − wi−s)δ(x[i, n], y[i, n])
)
.
Our main theorem generalizes these results. In fact, we will show in Section 8.3 that the following condition can take
over the condition
∑S
s=1 w¯s ≤ 12 .
S∑
s=1
w¯s
bs
≤ 1, bs = min
{
wj
wj + wj−s
∣∣∣∣ j = s+ 1, s+ 2, s+ 3, . . . , L} .
Ifw1 ≤ w2 ≤ · · · ≤ wL, we have bs ≥ 12 .
2 Although S varies according to n in [4], we assume that S is a constant just for simplicity.
1852 K. Shin, T. Kuboyama / Theoretical Computer Science 410 (2009) 1847–1862
Table 1
Polynomials in examples.
Kernels Variables Polynomial
Poly ξ
∑d
j=1 cjξ i, cj ≥ 0
PA, Det {ξi,j}Di,j=1
∑
σ∈SD sgn(σ )
∏D
i=1 ξi,σ (i)
winp for CI {ξi,j}L+3i,j=1
[∑`
j=−` w|j|
{
ξp+j,p+j + w¯3(ξp+j,p+j+3 + ξp+j+3,p+j)
}]d1
WDwS with single n {ξi,j}Li,j=1
∑L−n+1
i=1 wiξi,i +
∑S
s=1 w¯s
(∑L−n−s+1
i=1 wi
(
ξi,i+s + ξi+s,i
))
3.2. Problem identification
Table 1 gives the list of the polynomials used in the examplesmentioned in Section 3.1. Of the listed polynomials, that for
the polynomial kernel is in the most generic form, but its range of application is nevertheless restricted for two reasons: (1)
it is simply univariate; (2) it cannot include negative coefficients. In fact, the kernels referenced in Sections 3.1.2 and 3.1.3
take advantage of multivariate polynomials, and in addition, the principal-angle and determinant kernels include negative
coefficients.
Eventually, for the purpose of discriminating between the fertile polynomials that yield positive semidefinite kernels and
those that don’t necessarily, nowidely applicable conditionwas known. This not onlywould restrict the range of polynomials
which we can take advantage of to engineer new kernels, but also could cause misuse of indefinite kernels.
The present paper addresses this problem, and, in fact, presents a strong sufficient condition for the fertile polynomials.
3.3. Our contributions
Below, the contributions of the present paper are summarized.
• 4 settings are known for deriving polynomial-based kernels from underlying kernels (4.1). In Section 4, we first show
that one of the settings is truly more expressive than the others — any kernel derived in the settings other than the most
expressive setting can be converted into a kernel derived in the setting, but the converse doesn’t hold. Then,we define the
polynomial summary of kernels under the setting (Definition 8, 4.2). In particular, the polynomial summary with respect
to a polynomial p and an underlying kernel k(x, y) is called the p-summary of k(x, y).
• Our main theorem (Theorem 9, 5.2) presents a sufficient condition on a polynomial p so that the p-summaries result
in positive semidefinite kernels regardless of the choice of the positive semidefinite underlying kernel. A proof to the
theorem is given in Section 6. Furthermore, in the case of degree 1, the condition is also a necessary one, in the sense
that, if a polynomial p of degree 1 doesn’t meet the condition, there exists a positive semidefinite underlying kernel
k(x, y) such that the p-summary of k(x, y) is not positive semidefinite (Section 7).
• We introduce three corollaries to Theorem 9. The first two corollaries, respectively, generalize the polynomial kernel
and the principal-angle (determinant) kernel (8.1 and 8.2). The third one presents a corrected sufficient condition for the
codon-improved kernel and the weighted-degree-with-shift kernel to be positive semidefinite (8.3).
4. Polynomial summaries
In this section, we first pursue themost expressive setting for the polynomial-based composition of kernels (4.1), and then
define the polynomial summary under the setting (4.2).
4.1. Relation among the known settings
In the literature, we can see 4 settings for the polynomial-based kernels according to the answers to the following
questions (Type A to D, Table 2).
Q.1 Is the domain of the resulting kernel K(x, y) simply identical with that of the underlying kernel? Or, is it a non-trivial
Cartesian product (direct product) of the domain(s) of the underlying kernel(s)?
Q.2 Is only a single underlying kernel to be used, or are multiple underlying kernels to be used?
Type A (Domain: Simple, Underlying Kernel: Single). This type faithfully represents the polynomial kernel. A univariate
polynomial p(ξ) = ∑di=0 ciξ i is applied to a single underlying kernel k : χ × χ → R. The resulting kernel
K(x, y) is simply defined as p(k(x, y)) =∑di=0 cik(x, y)i, which is positive semidefinite, if ci ≥ 0 for all i.
Type B (Domain: Product, Underlying Kernel: Single). A multivariate polynomial p in the D2 variables ξij for i, j =
1, . . . ,D is applied to a single underlying kernel k : χ∗ × χ∗ → R. The domain χ is defined as χD∗ ,
and K((x1, . . . , xD), (y1, . . . , yD)) is obtained by substituting k(xi, yj) for ξij. The aforesaid examples except the
polynomial kernel belong to this type.
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Table 2
Types of polynomial-based kernels.
Type A B
Domain of K χ χD∗
Underlying kernel(s) k : χ × χ → R k : χ∗ × χ∗ → R
Polynomial p(ξ) p(ξ11, . . . , ξij, . . . , ξDD)
Substitution ξ = k(x, y) ξij = k(xi, yj)
Example Poly PA, Det, CI, WDwS
Type C D
Domain of K χ χ1 × · · · × χD
Underlying kernel(s) {kd : χ × χ → R}d=1,...,D {k′d : χd × χd → R}d=1,...D
Polynomial p(ξ1, . . . , ξD) p(ξ1, . . . , ξD)
Substitution ξd = kd(x, y) ξd = k′d(xd, yd)
Example k1(x, y)+ k2(x, y) k′1(x1, y1)+ k′2(x2, y2)
k1(x, y) · k2(x, y) k′1(x1, y1) · k′2(x2, y2)
Type C (Domain: Simple, Underlying Kernel: Multiple). A multivariate polynomial p in the D variables ξd for d = 1, . . . ,D
is applied to multiple underlying kernels kd : χ × χ → R. K(x, y) is obtained by substituting kd(x, y) for ξd. For
example, k1(x, y) + k2(x, y) and k1(x, y) · k2(x, y) are known to be positive semidefinite, if so are k1 and k2 (e.g.
[2, Proposition 3.12]).
Type D (Domain: Product, Underlying Kernel: Multiple). A multivariate polynomial p in the D variables ξd for d = 1, . . . ,D
is applied to multiple underlying kernels k′d : χd × χd → R. The domain χ is defined as χ1 × · · · × χD, and
K((x1, . . . , xD), (y1, . . . , yD)) is obtained by substituting k′d(xd, yd) for ξd. For example, when k
′
i : χi × χi → R
are positive semidefinite for i = 1, 2, k′1(x1, y1)+ k′2(x2, y2) and k′1(x1, y1) · k′2(x2, y2) define positive semidefinite
kernels over χ1 × χ2.
Apparently, Type A is the special case of the other types where D = 1. LetA denote the set of the fertile polynomials that
always yield positive semidefinite kernels under the setting of Type A.A $ R[ξ ] holds. Further, when T is one ofB,C and
D , which respectively correspond to Type B, Type C and Type D, let TD denote the set of the fertile polynomials with respect
to the parameter D for the respect type corresponding to T .
BD $ R[ξ11, . . . , ξij, . . . , ξDD], CD $ R[ξ1, . . . , ξD], DD $ R[ξ1, . . . , ξD].
Then, we have the following relation.
A = B1 = C1 = D1. (7)
Also, a kernel of Type D can be regarded as of Type C, when we let χ = χ1 × · · · × χD and kd((x1, . . . , xD)) = k′d(xd).
Furthermore, when p only includes the variables ξii, and when we identify the variable ξii with ξi, a kernel of Type B for such
p can be regarded as of Type D, when we let χ1 = · · · = χD = χ∗ and k′1 = · · · = k′D = k. These properties imply the
following inclusion relation.
BD ∩ R[ξ11, . . . , ξii, . . . , ξDD] k DD k CD
Lemma 6 asserts that a kernel of Type C can be regarded as of Type B.
Lemma 6. For an arbitrary family of positive semidefinite kernels {kd : χ × χ → R}d=1,...,D, there exist a set χ∗, a positive
semidefinite kernel k : χ∗ × χ∗ → R and an inclusion mapping i : χ → χD∗ such that kd(x, y) = k(id(x), id(y)) where
i(x) = (i1(x), . . . , iD(x)) and i(y) = (i1(y), . . . , iD(y)).
Proof. Let χ∗ be χ ×{1, 2, . . . ,D}. When k : χ∗×χ∗ → R is defined so that the Eq. (8) holds, it is obvious that k is positive
semidefinite.
k((x, a), (y, b)) =
{
kd(x, y) if a = b = d,
0 otherwise.
(8)
We have only to define i : χ → χD∗ by i(x) = ((x, 1), . . . , (x,D)). 
We identify the variable ξi with ξii for i = 1, . . . ,D. For a polynomial p(ξ1, . . . , ξD) = p(ξ11, . . . , ξii, . . . , ξDD), Eq. (9)
follows from Lemma 6.
p(k1(x, y), . . . , kD(x, y)) = p(k(i1(x), i1(y)), . . . , k(iD(x), iD(y))). (9)
If a polynomial p is such that p(k(x1, y1), . . . , k(xD, yD)) is positive semidefinite for an arbitrary positive semidefinite k, so
is p(k1(x, y), . . . , kD(x, y)) for an arbitrary positive semidefinite kd. Therefore, we have the following corollary to Lemma 6.
Corollary 7. The following relation holds for any positive integer D.
BD ∩ R[ξ11, . . . , ξii, . . . , ξDD] = CD = DD. (10)
By the formulas (7) and (10), we conclude that Type B is more expressive than the other types.
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4.2. Definition of polynomial summaries
Based on the consideration in the previous subsection, we define the polynomial summary assuming the setting of
Type B.
Definition 8. Let p(ξ11, ξ12, . . . , ξij, . . . , ξDD) be a real polynomial in the D2 variables of {ξij | i, j = 1, . . . ,D}. The
p-summary of an underlying kernel k : χ × χ −→ R is the kernel p[k] : χD × χD −→ R defined as below.
p[k]((x1, . . . , xD), (y1, . . . , yD)) = p(k(x1, y1), k(x1, y2), . . . , k(xi, yj), . . . , k(xD, yD)).
Example 1. The kernel (2) is a polynomial summary with respect to the polynomialΦD,0 defined below.
ΦD,0(ξ11, . . . , ξDD) =
∑
σ∈SD
sgn(σ )
D∏
i=1
ξiσ(i).
In [6,9], it is shown that, if the underlying kernel k is positive semidefinite, the ΦD,0-summary of k is positive semidefinite.
Hence, we haveΦD,0 ∈ BD.
Example 2. Define fp as follows.
fp(ξ11, . . . , ξDD) =
[∑`
j=−`
wj
{
ξp+j,p+j + w¯3(ξp+j,p+j+3 + ξp+j+3,p+j)
}]d1
.
Then, the window score winp(x, y) of Eq. (4) is the fp-summary of Kronecker’s delta δ(ξ, η) defined over the alphabet {A,
T, G, C}. Although δ(ξ, η) is positive semidefinite, it is necessary to choose appropriate wj and w¯3 to make the resulting
fp-summary positive semidefinite (3.1.3 and 8.3).
As seen in Example 2, even if the underlying kernel k is positive semidefinite, the p-summary of k may or may
not be positive semidefinite, dependent on the choice of the polynomials p. In other words, BD is a proper subset of
R[ξ11, . . . , ξij, . . . , ξDD].
BD $ R[ξ11, . . . , ξij, . . . , ξDD].
Thus, the following question naturally arises.
When do the polynomial summaries of polynomials p become positive semidefinite kernels?
Theorem 9 answers this question by presenting a sufficient condition for such polynomials.
5. The main theorem
Our main theorem asserts that, if a polynomial p has a positive semidefinite coefficient matrix, the p-summary p[k] of
a positive semidefinite underlying kernel k is always positive semidefinite. In this section, we will first give the definition
of the coefficient matrix (5.1), and then, will provide the statement of our main theorem (5.2). After introducing a certain
lemma that plays a key role in proving the theorem (5.3), we will sketch a plot of the proof of the theorem that will be given
in Section 6 (5.4).
5.1. Coefficient matrices of polynomials
Assume that a polynomial p of degree d in the D2 variables ξ11, . . . , ξij, . . . , ξDD is given the following representation,
where∆ and E∅ denote the set {1, . . . ,D} and the empty sequence, respectively.
p = cE∅,E∅ +
d∑
δ=1
∑
(k1,...,kδ)∈∆δ
∑
(l1,...,lδ)∈∆δ
c(k1,...,kδ),(l1,...,lδ) · ξk1 l1ξk2 l2 · · · ξkδ lδ .
Then, we define a D
d+1−1
D−1 -dimensional square matrix C .
• The columns and rows of C are indexed by the vectorEi ∈ ∆[0..d] =⋃dδ=0∆δ (∆0 = {E∅}).
• The (Ei,Ej)-element of C is defined as follows.
CEi,Ej =
{
cEi,Ej, if |Ei| = |Ej|, that is, (Ei,Ej) ∈ ∆δ ×∆δ for some δ;
0, otherwise.
K. Shin, T. Kuboyama / Theoretical Computer Science 410 (2009) 1847–1862 1855
In the remainder of this paper, we refer to C as a coefficient matrix of p.
When deg p ≤ 1 or D = 1, a coefficient matrix is unique for each polynomial p. In contrast, when deg p ≥ 2 and D ≥ 2,
there may exist more than one coefficient matrices for the same p.
Example 3. If deg p = 2 and D = 2, p can include 15 mutually independent coefficients, that is, a, b1, . . . , b4, c1, . . . , c9
and c10 as shown by (11).
p[ξ11, ξ12, ξ21, ξ22] = a+ b1ξ11 + b2ξ12 + b3ξ21 + b4ξ22 + c1ξ 211 + c2ξ11ξ12 + c3ξ 212
+c4ξ11ξ21 + c5ξ11ξ22 ++c6ξ12ξ21 + c7ξ12ξ22 + c8ξ 221 + c9ξ21ξ22 + c10ξ 222. (11)
On the other hand, a coefficient matrix of p essentially includes 21 (= 1+ 22 + 42) variable elements as shown below.
p = cE∅,E∅ +
∑
i∈{0,1}
∑
j∈{0,1}
c(i),(j)ξij +
∑
(i1,i2)∈{0,1}2
∑
(j1,j2)∈{0,1}2
c(i1,i2),(j1,j2)ξi1j1ξi2j2 . (12)
This implies that, for the fixed p, the set of the coefficient matrices that represent p is of dimension 6 (= 21− 15) in the
entire 21-dimensional linear space of coefficient matrices.
We will look at this more closely. In comparing the formulas (11) and (12) in the terms of degree smaller than or equal
to 1, we have the following deterministic equations in cEi,Ej.
cE∅,E∅ = a, c(1),(1) = b1, c(1),(2) = b2, c(2),(1) = b3, c(2),(2) = b4.
In contrast, the same comparison with respect to the terms of degree 2 yields only a set of indeterministic equations
in cEi,Ej. For example, the comparison in the term ξ11ξ12, that is, c(1,1),(1,2)ξ11ξ12 + c(1,1),(2,1)ξ12ξ11 = c2ξ11ξ12 yields
c(1,1),(1,2) + c(1,1),(2,1) = c2.
Finally, we see that the set of the matrices Cα,β,γ ,δ,,ϕ including 6 real parameters α, β, γ , δ,  and ϕ is exactly the set of
the coefficient matrices of p.
Cα,β,γ ,δ,,ϕ =

a 0 0 0 0 0 0
0 b1 b2 0 0 0 0
0 b3 b4 0 0 0 0
0 0 0 c1 α c2 − α c3
0 0 0 β γ δ 
0 0 0 c4 − β c6 − δ c5 − γ c7 − 
0 0 0 c8 ϕ c9 − ϕ c10
 .
5.2. Statement of the main theorem
The main theorem of this paper is presented as follows.
Theorem 9. Let p be a real polynomial in the D2 variables of {ξij | (i, j) ∈ {1, . . . ,D}2}. If there exists a positive semidefinite
coefficient matrix for p, the p-summary p[k] of an arbitrary positive semidefinite underlying kernel k is positive semidefinite.
All the polynomials don’t have a positive semidefinite coefficient matrix.
Example 4. In Example 3, if one of a, b1, b4, c1, c3, c5 and c10 is negative, the coefficient matrix Cα,β,γ ,δ,,ϕ has at least one
negative diagonal element. Hence, such p cannot have any positive semidefinite coefficient matrix.
Also, a polynomial p may have an infinite number of positive semidefinite coefficient matrices. This is because the
condition for the existence of positive semidefinite coefficient matrices is given by a set of algebraic inequalities in the
coefficients of p.
5.3. Key lemma
Before we sketch a plot of the proof of Theorem 9 given in the present paper, we introduce Lemma 11, which will play a
key role in the proof. A proof of Lemma 11 is given in Section 6.1.
Let X ij be m-dimensional square matrices parameterized by (i, j) = {1, . . . , n}2, and let X denote the derived
mn-dimensional square matrix [X ij]i,j=1,...,n: the (m(i − 1) + k,m(j − 1) + l)-element of X , denoted by X ijkl, is defined to
be the (k, l)-element of X ij.
Definition 10. For an m-dimensional square matrix A, the n-dimensional square matrix
[
tr( TAX ij)
]
i,j=1,...,n =[∑m
k=1
∑m
l=1 AklX
ij
kl
]
i,j=1,...,n
is called the A-linear summary matrix of X , and is denoted by smryA(X).
Lemma 11. For an m-dimensional real matrix A, the following are equivalent to each other.
(1) A is positive semidefinite.
(2) The linear summary matrix smryA(X) is positive semidefinite for an arbitrary mn-dimensional positive semidefinite matrix X.
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5.4. A plot of the proof of Theorem 9
Now, we are ready to sketch a plot of the proof of Theorem 9 that is given in 6.2. The objective of the proof is to show that
arbitrary Grammatrices G of p[k] are positive semidefinite (Definition 3), if p has a positive semidefinite coefficient matrix.
In the remainder of this subsection, we assume the following restriction.
• D = 2;
• The polynomial p(ξ11, ξ12, ξ21, ξ22) is homogeneous of degree 1 or 2.• The underlying kernel k is positive semidefinite.
• The Gram matrix G is for two data points x(1) = (x(1)1 , x(1)2 ) and x(2) = (x(2)1 , x(2)2 ); Therefore, G is given as follows;
G =
[
p[k](x(1), x(1)), p[k](x(1), x(2))
p[k](x(2), x(1)), p[k](x(2), x(2))
]
.
5.4.1. Case deg(p) = 1:
Let p, C and X be as follows. Since p is assumed to be homogeneous, we omit the row and columns corresponding to the
constant term cE∅,E∅ of p. Therefore, C is of dimension 4 instead of 5.
p(ξ11, ξ12, ξ21, ξ22) = c11ξ11 + c12ξ12 + c21ξ21 + c22ξ22
C =
[
c11 c12
c21 c22
]
, X ij =
[
k(x(i)1 , x
(j)
1 ) k(x
(i)
1 , x
(j)
2 )
k(x(i)2 , x
(j)
1 ) k(x
(i)
2 , x
(j)
2 )
]
, X =
[
X11 X12
X21 X22
]
.
The important relation to be noted here is the following.
p[k](x(i), x(j)) = c11k(x(i)1 , x(j)1 )+ c12k(x(i)1 , x(j)2 )+ c21k(x(i)2 , x(j)1 )
+c22k(x(i)2 , x(j)2 ) = CTX ij
∴ G = smryC (X).
The 4-dimensionalmatrix X is positive semidefinite, since it is a Grammatrixwith respect to the underlying kernel k. Hence,
the claim that G is positive semidefinite immediately follows from Lemma 11.
5.4.2. Case deg(p) = 2:
Let p, C , X and Y be as follows.
p(ξ11, ξ12, ξ21, ξ22) =
2∑
k1=1
2∑
k2=1
2∑
l1=1
2∑
l2=1
c(k1,k2),(l1,l2)ξk1 l1ξk2 l2
C2(k1−1)+k2,2(l1−1)+l2 = c(k1,k2),(l1,l2), C =
[
C2(k1−1)+k2,2(l1−1)+l2
]
k1,k2,l1,l2=1,2
X ij =
[
k(x(i)1 , x
(j)
1 ) k(x
(i)
1 , x
(j)
2 )
k(x(i)2 , x
(j)
1 ) k(x
(i)
2 , x
(j)
2 )
]
, X =
[
X11 X12
X21 X22
]
Y ij2(k1−1)+k2,2(l1−1)+l2 = k(x
(i)
k1
, x(j)l1 )k(x
(i)
k2
, x(j)l2 )
Y ij =
[
Y ij2(k1−1)+k2,2(l1−1)+l2
]
k1,k2,l1,l2=1,2
, Y =
[
Y 11 Y 12
Y 21 Y 22
]
.
In the same way as seen in 5.4.1, G = smryC (Y ) holds. However, to apply Lemma 11 and to conclude that G is positive
semidefinite, we need to claim that Y is positive semidefinite.
The claim is proved as follows.Whenwe define the tensor product matrix X⊗X as follows, we have Y = (X⊗X)[{10a+
4b+ c + 1 | a, b, c = 0, 1}]. Note that ξ ⊗ ξ is of dimension 16.
X ⊗ X =

k(x(1)1 , x
(1)
1 )X, k(x
(1)
1 , x
(1)
2 )X, k(x
(1)
1 , x
(2)
1 )X, k(x
(1)
1 , x
(2)
2 )X
k(x(1)2 , x
(1)
1 )X, k(x
(1)
2 , x
(1)
2 )X, k(x
(1)
2 , x
(2)
1 )X, k(x
(1)
2 , x
(2)
2 )X
k(x(2)1 , x
(1)
1 )X, k(x
(2)
1 , x
(1)
2 )X, k(x
(2)
1 , x
(2)
1 )X, k(x
(2)
1 , x
(2)
2 )X
k(x(2)2 , x
(1)
1 )X, k(x
(2)
2 , x
(1)
2 )X, k(x
(2)
2 , x
(2)
1 )X, k(x
(2)
2 , x
(2)
2 )X

X ⊗ X is positive semidefinite, since so is X (e.g. [2]). Therefore, Y is positive semidefinite by Proposition 5.
6. A proof of Theorem 9
In this section, we will prove Lemma 11 (6.1) and Theorem 9 (6.2).
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6.1. A proof of Lemma 11
We first prove Lemma 12.
Lemma 12. For an m-dimensional real matrix A, the following are equivalent to each other.
(1) A is symmetric.
(2) The linear summary matrix smryA(X) is symmetric for an arbitrary mn-dimensional symmetric matrix X.
(3) The linear summary matrix smryA(X) is symmetric for an arbitrary mn-dimensional positive semidefinite matrix X.
Proof. (1)⇒(2): The assertion follows from X ji = X ijT and tr(YZ) = tr(Y TZT).
tr( TAX ij) = tr(AX ijT) = tr(AX ji) = tr( TAX ji)
(2)⇒(3): The assertion is apparent, since a positive semidefinite matrix is symmetric by definition.
(3)⇒(1): For arbitrary α, β ∈ {1, . . . ,m}, define X = [X ij]i,j=1,2 as follows.
X ijkl =

1, if (i, j, k, l) = (1, 1, α, α), (1, 2, α, β)
(2, 1, β, α), (2, 2, β, β)
0, otherwise.
Then, smryA(X) is as follows.
smryA(X) =
[
Aαα Aαβ
Aβα Aββ
]
.
Since X is positive semidefinite, smryA(X) is symmetric. Hence, Aαβ = Aβα holds for arbitrary α and β . 
To prove the remainder of the assertion of Lemma 11, we first prove it for the case where A is diagonal, and then prove
it for the general case.
Assume that A is a positive semidefinite diagonal matrix.
A =
α1 O. . .
O αm
 , αI ≥ 0 for I = 1, . . . ,m.
If X is positive semidefinite, there exists an mn-dimensional square matrix Y = [Y ij]i,j=1,...,n such that X = Y TY by
Proposition 1.
tr TAX ij =
m∑
I=1
αI
(
n∑
k=1
m∑
l=1
Y kilI Y
kj
lI
)
=
m∑
I=1
n∑
k=1
m∑
l=1
(
√
αIY kilI )(
√
αIY
kj
lI ).
Therefore, smryA(X) = ZTZ holds for them2n× nmatrix Z such that
Zmn(I−1)+m(k−1)+l,i = √αIY kilI .
Therefore, smryA(X) is positive semidefinite by Proposition 1.
To prove the inverse, we assume n = 1. For I ∈ {1, . . . ,m}, we let X (I) be them-dimensional positive semidefinitematrix
whose elements are 0 except for X (I)II = 1. Since smryA(X (I)) = αI ≥ 0 holds, A turns out positive semidefinite.
Now, we claim that the assertion for the general case where A is not necessarily diagonal is reduced to that of the
diagonal case. Note that A is symmetric by Lemma 12. Therefore, PTAP is diagonal for some orthogonal matrix P . Our claim
immediately follows from the properties shown below.
(1) A is positive semidefinite, if, and only if, so is PTAP .
(2) X is positive semidefinite, if, and only if, so is Y = [PTX ijP]i,j=1,...n.
(3) smryA(X) = smryPTAP(Y ), since
tr( TAX ij) = tr (PT( TAX ij)P) = tr ((PTAP)T(PTX ijP)) .
Now, we have completed the proof of Lemma 11.
As a corollary to Lemma 11, we have the following characterization of the positive semidefinite matrix.
Corollary 13. For an m-dimensional real matrix A, the following are equivalent to each other.
(1) A is positive semidefinite.
(2) A is a symmetric matrix such that tr( TAX) ≥ 0 for an arbitrary m-dimensional positive semidefinite matrix X.
Proof. The assertion that (1) implies (2) immediately follows from Lemma 11.
Conversely, we assume that (2) holds. Since A is symmetric, PTAP is diagonal for some orthogonal P . When αI denotes
the I-th diagonal element of PTAP , the assertion follows from the fact that αI = tr( TAX (I)) ≥ 0. 
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6.2. A proof of Theorem 9
The notion of the linear summaries ofmatrices can be naturally extended to that of the polynomial summaries ofmatrices,
and we have Lemma 15 as a generalization of Lemma 11.
Definition 14. Let p be a polynomial of degree d in the m2 variables ξ11, ξ12, . . . , ξmm. The p-polynomial summary matrix
smryp[X] of anmn-dimensional matrix X = [X ij]i,j=1,...,n is the n-dimensional matrix defined as follows.
smryp[X] =
[
p(X ij11, X
ij
12, . . . , X
ij
mm)
]
i,j=1,...,n
.
If p is linear with the unique coefficient matrix C , smryp[X] is identical to smryC (X).
Lemma 15. Let p be a real polynomial in the m2 variables {ξij}i,j=1,...,m. If p has a positive semidefinite coefficient matrix C,
smryp[X] is positive semidefinite for an arbitrary mn-dimensional positive semidefinite matrix X.
Proof. The symmetry property of smryp[X] immediately follows from those of C and X .
For δ ∈ {0, . . . , d} and (i, j) ∈ {1, . . . , n}2, we define themδ-dimensional matrix X¯〈δ〉ij as follows.
• The rows and columns are indexed by the vector Ek ∈ {1, . . . ,m}δ .
• For Ek = (k1, . . . , kδ) andEl = (l1, . . . , lδ), the (Ek,El)-element is:
X¯〈δ〉ijEk,El =
δ∏
α=1
X ijkα lα .
In particular, we let X¯〈0〉ij = [1] for δ = 0.
Then themδn-dimensional square matrix X¯〈δ〉 is defined using X¯〈δ〉ij.
X¯〈δ〉 =
X¯〈δ〉
11 . . . X¯〈δ〉1n
...
. . .
...
X¯〈δ〉n1 . . . X¯〈δ〉nn
 .
On the other hand, we can define the matrix X⊗δ for the δ-th power tensor product of X as follows.
• The rows and columns are indexed by the pair of vectors (Ei, Ek) ∈ {1, . . . , n}δ × {1, . . . ,m}δ .
• For (Ei, Ek) = ((i1, . . . , iδ), (k1, . . . , kδ)) and (Ej,El) = ((j1, . . . , jδ), (l1, . . . , lδ)), the ((Ei, Ek), (Ej,El))-element
(
X¯⊗δ
)
(Ei,Ek),(Ej,El) is:
(
X¯⊗δ
)
(Ei,Ek),(Ej,El) =
δ∏
α=1
X iα jαkα lα .
Since X⊗δ is positive semidefinite (e.g. [1]) and
X〈δ〉 = X⊗δ[{(i, . . . , i︸ ︷︷ ︸
δ
) | i = 1, . . . , n} × {1, . . . ,m}δ]
holds, we see that X¯〈δ〉 proves positive semidefinite by Proposition 5.
Hence, the assertion follows from
smryp[X] = smryC (
d⊕
δ=0
X¯〈δ〉)
by Lemma 11. 
Apparently, Theorem 9 is a direct corollary to Lemma 15.
7. The converse of Theorem 9 for the polynomials of degree 1
In this section, we show that the reverse of Theorem 9 holds true for an arbitrary polynomial p of degree 1. Moreover,
we will see that, if the unique coefficient matrix of p is not positive semidefinite, p[k] is not positive semidefinite for some
positive semidefinite underlying kernel k : χ∗ × χ∗ defined over a small space χ∗.
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Let a polynomial p(ξ11, ξ12, . . . , ξDD) be of degree 1.
p = cE∅,E∅ +
D∑
i=1
D∑
j=1
c(i),(j)ξij.
If the constant term cE∅,E∅ is negative, p[k]((x1, . . . , xD), (x1, . . . , xD)) < 0 holds for an arbitrary positive semidefinite
underlying kernel k(xi, xj) and a sufficiently small  > 0. Hence, we have cE∅,E∅ ≥ 0.
Also, we claim that the submatrix C1 =
[
c(i),(j)
]
i,j=1,...,D of the coefficient matrix of p is positive semidefinite. We will
prove the contraposition of the claim. If C1 is not positive semidefinite, Corollary 13 asserts that there exists aD-dimensional
positive semidefinite matrix X such that tr(C1TX) < 0. We define a positive semidefinite kernel k over χ∗ = {x1, . . . , xD} by
k(xi, xj) = γ Xij. Therefore, for a sufficiently large positive γ , we have the following.
p[k]((x1, . . . , xD), (x1, . . . , xD)) = c∅,∅ + γ CT1X < 0.
Thus, p[k] is not positive semidefinite, and we finally obtain the following proposition.
Proposition 16. Assume that p(ξ11, ξ12, . . . , ξDD) is a polynomial of degree 1 such that its unique coefficientmatrix is not positive
semidefinite. Then, there exists χ∗ and k : χ∗ × χ∗ −→ R such that | χ∗ |≤ D, k is positive semidefinite, and p[k] is not positive
semidefinite.
8. Applications
8.1. Generalization of polynomial kernels
The following direct corollary to Theorem 9 presents the multivariate version of the polynomial kernels (3.1.1).
Corollary 17. Let p be a real polynomial in the D variables of {ξii | i = 1, . . . ,D}. If p includes only non-negative coefficients,
then the p-summary p[k] of a positive semidefinite underlying kernel k is always positive semidefinite.
Proof. Thepolynomial phas a diagonal coefficientmatrixwithnon-negative diagonal elements,which is apparently positive
semidefinite. Hence, we have the assertion by Theorem 9. 
Apparently, the polynomial kernel is the special case for D = 1 of the polynomial summary of Corollary 17.
8.2. Generalization of the determinant kernels
Let x = (x1, . . . , xD) and y = (y1, . . . , yD) be two data points in χD∗ and Φ(ξ) be the characteristic polynomial of the
Gram matrix Gwith respect to k : χ∗ × χ∗ → R.
G =
k(x1, y1) . . . k(x1, yD)... . . . ...
k(xD, y1) . . . k(xD, yD)
 .
Wolf et al. [7] and Zhou [9] proved that the constant term ofΦ(ξ), that is det(G), determines a positive semidefinite kernel,
if k is positive semidefinite.
Generalizing the result, we will see that all of the coefficients of Φ(ξ) determine positive semidefinite kernels. When
(−1)dΦD,d denotes the coefficient of the term of ξ d of Eq. (13), ΦD,d is a (D − d)-degree homogeneous polynomial in
{ξ11, ξ12, . . . , ξDD}.
det
ξ11 − ξ . . . ξ1D... . . . ...
ξD1 . . . ξDD − ξ
 . (13)
Thus, we have the following.
Φ(ξ) =
D∑
d=0
(−1)d (ΦD,d[k](x, y)) ξ d.
In particular, the following holds.
tr(G) = ΦD,D−1[k](x, y)
det(G) = ΦD,0[k](x, y).
Thus, Corollary 18 is a generalization of the results of [7] and [9].
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Corollary 18. For an arbitrary positive semidefinite underlying kernel k, ΦD,d[k](x, y) are positive semidefinite kernels for
d = 0, . . . ,D.
Proof. ΦD,d(ξ11, ξ12, . . . , ξDD) is evaluated as follows, whereSD−d denotes the permutation group acting on {1, . . . ,D− d}
and sgn(pi) does the sign of the permutation pi ∈ SD−d.
ΦD,d =
∑
1≤α1<···<αD−d≤D
det([ξαiαj ]i,j=1,...,D−d)
=
∑
1≤α1<···<αD−d≤D
∑
pi∈SD−d
sgn(pi)
D−d∏
i=1
ξαiαpi(i) .
We fix an instance of 1 ≤ α1 < · · · < αD−d ≤ D, and show that the coefficient matrix Cα1,...,αD−d for∑
pi∈SD−d sgn(pi)
∏D−d
i=1 ξαiαpi(i) is positive semidefinite.∑
pi∈SD−d
sgn(pi)
D−d∏
i=1
ξαiαpi(i) =
∑
pi∈SD−d
∑
σ∈SD−d
sgn(σ )sgn(pi ◦ σ)
(D− d)!
D−d∏
i=1
ξασ(i)αpi(σ(i))
=
∑
σ∈SD−d
∑
τ∈SD−d
sgn(σ )√
(D− d)!
sgn(τ )√
(D− d)!
D−d∏
i=1
ξασ(i)ατ(i) .
Therefore, Cα1,...,αD−d is equal to EcTEc for the row vector Ec =
(
sgn(σ )√
(D−d)!
)
σ∈SD−d
, and therefore, is positive semidefinite. 
8.3. Correction to the CI and WDwS kernels
In this subsection, just for simplicity, we assume n = 1 in Eq. (6). We have a generic technique to generalize the result
for n = 1 to the case of n > 1 [5].
First, we fix s ∈ {1, . . . , S}, and determine a sufficient condition for K(x, y) of Eq. (14) to be positive semidefinite.
K(x, y) =
L∑
i=1
wi [k(xi, yi)+ w¯s {k(xi+s, yi)+ k(xi, yi+s)}] . (14)
For non-negative integers a and b such that a ∈ {1, . . . , s} and s(b−1)+a ≤ L, we define γ (a)b by the recurrence formulas
described below.
γ
(a)
0 = 1, γ (a)1 = wa, γ (a)b = ws(b−1)+aγ (a)b−1 − w¯2sw2s(b−2)+aγ (a)b−2. (15)
Then, we obtain the following result as a corollary to Theorem 9 and Proposition 16.
Corollary 19. If γ (a)b > 0 holds for every (a, b) such that a ∈ {1, . . . , s} and s(b − 1) + a ≤ L, K(x, y) defined by Eq. (14) is
positive semidefinite for an arbitrary positive semidefinite underlying kernel k(xi, yj).
Conversely, if γ (a)b < 0 holds for some (a, b), there exists a positive semidefinite kernel k(xi, yj) such that the resulting K(x, y)
is not positive semidefinite.
Proof. Whenwe define ci,j by: ci,j = wi, if i = j; ci,j = w¯swi, if j = i+ s; ci,j = w¯swj, if i = j+ s; and ci,j = 0, otherwise. Then,
K(x, y) = ∑Li=1∑Lj=1 ci,jk(xi, yj) holds for K(x, y) of Eq. (14). Therefore, by Theorem 9, it suffices to show that the matrix
C = [ci,j](i,j)∈{1,...,L}2 is positive semidefinite to prove the first assertion of Corollary 19.
We let a be one of {1, 2, . . . , s}, and let the submatrix C (a)b denote the b-dimensional matrix [cs(i−1)+a,s(j−1)+a](i,j)={1,...,b}2 .
For L = sq+ r such that r ∈ {1, 2, . . . , s}, bmoves in the interval [1, q+ 1] if a ≤ r , and does in the interval [1, q] if a > r .
For example, when b = 4, C (a)4 looks as follows.
C (a)4 =
 wa w¯swa 0 0w¯swa ws+a w¯sws+a 00 w¯sws+a w2s+a w¯sw2s+a
0 0 w¯sw2s+a w3s+a
 .
By applying the same permutation to the rows and the columns of C if necessary, C is decomposed into a direct sum of its
sub-matrices as follows.
C = C (1)q+1 ⊕ · · · ⊕ C (r)q+1 ⊕ C (r+1)q ⊕ · · · ⊕ C (s)q .
Therefore, C is positive definite (i.e. C has only positive eigenvalues), if, and only if, so are C (a)q+1 for a ≤ r and C (a)q for a > r .
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On the other hand, by Proposition 4, C (a)q+1 for a ≤ r (resp. C (a)q for a > r) is positive definite, if, and only if, det(C (a)b ) > 0
for all 1 ≤ b ≤ q + 1 (resp. 1 ≤ b ≤ q). By the Laplacian determinant expansion by minors, we have the recurrence
formula (16). This indicates that det(C (a)b ) coincides with γ
(a)
b . Thus, the first assertion of Corollary 19 has been proved.
det(C (a)0 ) = 1, det(C (a)1 ) = wa
det(C (a)b ) = w(b−1)s+a det(C (a)b−1)− (w(b−2)s+aw¯s)2 det(C (a)b−2). (16)
The second assertion is also derived from Corollary 16. If γ (a)b < 0 for some (a, b), det(C
(a)
b ) is negative, and hence C
(a)
b is
not positive semidefinite. Hence, there exists a positive semidefinite kernel k(xi, yj) defined over the alphabetΣ such that
K(x, y) is not positive semidefinite. 
The sufficient conditionpresented inCorollary 19 is very close to a necessary condition, since thepositive semidefiniteness
of K(x, y) is left undetermined only in the marginal cases where γ (a)b ≥ 0 for all (a, b) and γ (a)b = 0 for some (a, b).
On the other hand, whenw1, . . . , wL are fixed, the condition is reduced to an equivalent inequality of 0 ≤ w¯s < b(s)w1,...,wL
for some b(s)w1,...,wL . While it is not easy to determine the actual values for b
(s)
w1,...,wL
, Corollary 20 gives an easily computable
lower bound for b(s)w1,...,wL .
Corollary 20. Assume that all the weights are positive. The kernel K defined by Eq. (14) is positive semidefinite for an arbitrary
positive semidefinite k(xi, yj), if the following inequality holds forw1, . . . , wL and w¯s.
w¯s ≤ min
{
wi
wi−s + wi
∣∣∣∣ i = s+ 1, . . . , L} . (17)
Proof. Assuming that w¯s satisfies the inequality (17), wewill prove that γ
(a)
b > 0 holds for an arbitrary pair of non-negative
integers (a, b) such that a ∈ {1, . . . , s} and s(b− 1)+ a ≤ L.
To start with, we define B(a)b as the matrix obtained by replacing the (b, b)-element ws(b−1)+a of C
(a)
b with w¯sws(b−1)+a,
and let β(a)b = det(B(a)b ). For example, B(a)4 looks as follows (compare with C (a)4 ).
B(a)4 =
 wa w¯swa 0 0w¯swa ws+a w¯sws+a 00 w¯sws+a w2s+a w¯sw2s+a
0 0 w¯sw2s+a w¯sw3s+a
 .
In the rest of this section, we fix a ∈ {1, . . . , s}, and prove γ (a)b > 0 and β(a)b > 0 by induction on b. Furthermore, we can
assume b > 1, since γ (a)1 = wa > 0 and β(a)1 = w¯swa > 0 hold.
First, we confirm a few key properties.
• The hypothesis (17) implies w¯s < 1.
• Therefore, γ (a)b > β(a)b follows from the hypothesis of induction γ (a)b−1 > 0. This implies thatwe have only to showβ(a)b > 0
to complete the proof.
• The inequality w¯s ≤ ws(b−1)+a/(ws(b−2)+a + ws(b−1)+a) implies the following.
1− w¯sws(b−2)+a
ws(b−1)+a
≥ 1− w¯s
(
1
w¯s
− 1
)
= w¯s. (18)
To show β(a)b > 0, we first expand β
(a)
b and γ
(a)
b−1 by Laplacian determinant expansion, apply the inequality of (18)
(note that γ (a)b−2 > 0 holds by the hypothesis of induction), and then collect up the terms into β
(a)
b−1 by applying Laplacian
determinant expansion in reverse. The assertion follows from the hypothesis of induction β(a)b−1 > 0.
β
(a)
b = w¯sws(b−1)+aγ (a)b−1 − (w¯sws(b−2)+a)2γ (a)b−2
= w¯sws(b−1)+a
{(
1− w¯sws(b−2)+a
ws(b−1)+a
)
ws(b−2)+aγ (a)b−2 − w¯2sw2s(b−3)+aγ (a)b−3
}
≥ w¯sws(b−1)+a
(
w¯sws(b−2)+aγ (a)b−2 − w¯2sw2s(b−3)+aγ (a)b−3
)
= w¯sws(b−1)+aβ(a)b−1. 
1862 K. Shin, T. Kuboyama / Theoretical Computer Science 410 (2009) 1847–1862
Now, let us consider the kernel of the following form. In the same way as in the above, k(xi, yj) is a positive semidefinite
kernel overΣ .
K(x, y) =
L∑
i=1
wi
[
k(xi, yi)+
S∑
s=1
w¯s {k(xi+s, yi)+ k(xi, yi+s)}
]
. (19)
Let b′(s)w1,...,wL be positive numbers such that, if 0 ≤ w¯s ≤ b′(s)w1,...,wL , the kernel of Eq. (14) is positive semidefinite. If we
have
∑S
s=1 αs = 1 such that 0 ≤ w¯s ≤ αsb′(s)w1,...,wL , Ks(x, y) defined below is positive semidefinite, and therefore so is
K(x, y) =∑Ss=1 Ks(x, y).
Ks(x, y) =
L∑
i=1
wi [αsk(xi, yi)+ w¯s {k(xi+s, yi)+ k(xi, yi+s)}] .
Thus, we have obtained Corollary 21.
Corollary 21. If the following inequality holds for w¯, the character-base string kernel of Eq. (19) is positive semidefinite for an
arbitrary positive semidefinite k(xi, yj).
S∑
s=1
w¯s
b′(s)w1,...,wL
≤ 1.
Proof. We have only to take αs such that w¯s
b′(s)w1,...,wL
≤ αs and∑Ss αs = 1. 
The sufficient condition by [4],whichwas also described in 3.1.3 is obtained as a corollary to Corollary 20 andCorollary 21.
Corollary 22. Ifw1 ≤ · · · ≤ wL, the kernel of Eq. (19) with∑Ss=1 w¯s ≤ 12 is positive semidefinite.
9. Conclusion
The main theorem of this paper (Theorem 9) considerably generalizes the well-known polynomial kernel. While the
polynomial kernel only takes advantage of the univariate polynomials with non-negative coefficients to engineer positive
semidefinite kernels, our theorem expands the domain of polynomials to multivariate polynomials with positive and
negative coefficients. More specifically, the main theorem asserts the positive semidefiniteness of the kernels obtained by
applying a polynomial to positive semidefinite underlying kernels, if the polynomial has a positive semidefinite coefficient
matrix. Not only does the theorem support the positive semidefiniteness of many kernels known in the literature, but it also
enlarges our latitude in engineering positive semidefinite kernels. As evidence for this, by taking advantage of the theorem,
we presented extended and corrected conditions for the codon-improved kernel and the weighted degree kernel with shifts
to be positive semidefinite.
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