ABSTRACT To improve localization accuracy and reduce system costs, a new range-free localization algorithm for wireless sensor networks using connectivity and received signal strength (RSS) rank is proposed. An unknown node is first localized in an initial residence area according to the connectivity constraints. Then, the residence area is refined using the RSS rank vector. The RSS rank vector of an unknown node is formed from the ranks of the RSS values obtained from neighboring anchors. The estimated location of the unknown node is the centroid of the refined residence area. The proposed localization algorithm uses a grid scan approach to avoid the complex geometric computations. This algorithm is improved by using an adaptive strategy to determine the grid size. The performance of these methods is examined via analysis and simulation. The results obtained verify that the proposed approaches provide better localization accuracy than competing algorithms in the literature.
I. INTRODUCTION
Localization is a fundamental and critical issue for wireless sensor networks (WSNs) which has received increasing attention in recent years [1] - [3] . Most WSN applications require the location of the sensor nodes, for example, battlefield monitoring, environment surveillance and object tracking [4] - [6] . Many WSN routing protocols and network management techniques are based on the assumption that the location of each sensor node is available [7] . However, only a small percentage of the sensor nodes, called anchors, obtain their location information via GPS or other sophisticated technologies. The remaining nodes, called unknown nodes, estimate their locations using location information from the anchors.
Many localization algorithms have been proposed for WSNs. These algorithms can be divided into two categories, range-based and range-free. Range-based techniques first measure the distance between two nodes using range information such as the time of arrival (TOA), time difference of arrival (TDOA), angle of arrival (AOA), or received signal strength (RSS) [1] . Then the location estimate is obtained using this information. The estimation accuracy is affected by multipath fading and measurement noise. Further, range-based techniques are complex, for example, AOA measurements require information from multiple antennas. In contrast, range-free approaches localize nodes based on simple sensing information such as wireless connectivity, anchor proximity, and/or event detection. Thus, the system requirements are much lower, and therefore range-free localization is better suited to WSNs due to the hardware limitations of the nodes.
RSS is a popular and widely used neighborhood sensing technique. It is available in many sensor platforms such as Mica2, MicaZ, and TelosB. In range-based techniques, the RSS can be used to estimate the distance between nodes according to the radio propagation model. However, multipath fading, signal propagation variations, and noise can affect the estimation accuracy. Although it is not a good choice for precise ranging measurements, the RSS has been shown to be an effective metric for range-free localization, especially in outdoor environments [8] - [11] . For instance, the experimental results in [8] indicate that a network-wide monotonic relationship between the RSS and distance does not hold, but there is a per-node monotonic RSS-distance relationship. Thus unknown node RSS sensing results for neighboring nodes can be used as an indication of the distance between them. In addition, it was demonstrated in [12] that the RSS can be used to indicate the distance relationships among nodes in an environment with obstacles. These studies indicate that the rank order of the RSS values consistently reflects the distance relationships between nodes.
In this paper, a new range-free localization algorithm using connectivity and the RSS rank vector (CRRV) is proposed. The RSS rank vector for an unknown node is formed from the ranks of the RSS values sensed from neighboring anchors. This vector can easily be obtained by sorting the RSS values in descending order. An unknown node is first localized in an initial residence area based on the connectivity constraints. Then this area is refined using the RSS rank vector. Last, the centroid of the refined residence area is calculated as the estimated location of the node. A grid scan algorithm is also used to avoid complex geometric calculations. Further, an improved CRRV algorithm called adaptive-CRRV is presented which uses an adaptive strategy to determine the grid size. In adaptive-CRRV, a large grid size is employed if an unknown node has few anchors while a small grid size is used if it has many anchors. Analytic and simulation results are presented which verify that the proposed algorithms can achieve better localization accuracy compared to competing algorithms.
The main contributions of this paper are as follows.
(1) Different from previous RSS-based range-free localization approaches, CRRV constructs an RSS rank vector for each unknown node using all the RSS values sensed from neighboring anchors. An unknown node is then localized using the corresponding RSS rank vector.
(2) To examine the performance of the proposed algorithms, an analytic expression for the mean size of the residence area of an unknown node is obtained.
(3) An adaptive technique is developed to determine the grid size in the grid scan phase. With grid-based localization, there is a tradeoff between localization accuracy and computational cost. Thus, employing an adaptive grid size allows for good localization accuracy at a reasonable cost.
The rest of this paper is organized as follows. Section II gives an overview of related work in the literature. The proposed CRRV algorithm is presented in Section III. In Section IV, the mean size of the residence area is derived and the adaptive-CRRV method is presented. Simulation results are given in Section V to illustrate the localization performance. Finally, some concluding remarks are given in Section VI.
II. RELATED WORK
Range-based localization algorithms determine the node locations using distances calculated between the unknown nodes and anchors [13] - [19] . These solutions can provide excellent accuracy but are not cost-effective for typical WSN deployments.
Because of the severe resource constraints with small, low-cost sensor nodes, many range-free localization algorithms have been proposed [20] - [29] . With the centroid algorithm [20] , unknown nodes collect location information from neighboring anchors and determine their locations using the centroid of this data. This algorithm is simple and can provide accurate location estimates when the number of anchors is large and the anchor distribution is uniform. However, when the anchor ratio is low or the distribution is uneven, the estimated locations can be inaccurate.
A distributed range-free localization scheme (DRLS) was proposed in [25] . With DRLS, the location of an unknown node is estimated using both positive and negative connectivity constraints. Each node first calculates an estimation rectangle and then the initial estimated location is obtained using a grid scan algorithm. This location is refined using a vectorbased technique with the negative connectivity constraints. DRLS can provide good accuracy when the signal behavior is regular. However, for an irregular model (such as in multipath fading), this negative information can lead to poor results. Consider the example shown in Fig. 1 with anchors A 1 and A 2 , and unknown node N . The area marked with solid lines represents the actual communication region of the anchor, while the dotted circle indicates the ideal region. Thus, node N can hear from anchor A 1 , and its initial residence area is determined as a circle C 1 centered at A 1 with radius given by the ideal communication range. Node N discovers the twohop anchor A 2 , and uses this negative information to refine its residence area by discarding the intersection region of circles C 1 and C 2 , where C 2 is a circle centered at A 2 with the same radius as C 1 . It is clear that N is outside the refined residence area, which is undesirable. Further, DRLS has a high communication overhead as each node has to gather information via two-hop flooding to obtain the negative constraints. A range-free localization algorithm based on a half-symmetric lens (HSL) was proposed in [28] . A halfsymmetric lens can be obtained using the location VOLUME 6, 2018 FIGURE 2. Sub-regions of half-symmetric lens presence test.
information of two anchors. For any two neighboring anchors A i and A j , HSL draws two circles C Ai and C Aj centered at A i and A j , respectively, with the same radius equal to the distance between A i and A j . The intersection area of these circles has a symmetric lens (SL) shape. The perpendicular bisector of line segment A i A j divides the SL into two half symmetric lens, HSL(A i , A j ) and HSL(A j , A i ), as shown in Fig. 2 . Let d AB denotes the distance between nodes A and B. With the HSL algorithm, the network is first divided into cells based on a Voronoi diagram. The initial residence area of an unknown node is the Voronoi cell of the nearest anchor, and this area is refined using half-symmetric lens presence tests with all combinations of pairs of neighboring anchors. While the HSL algorithm can achieve good localization accuracy, it involves many complex geometric computations and so is not well suited to resource constrained nodes. A grid scan algorithm was proposed in [28] to provide an approximate residence area, but determining the Voronoi diagram requires significant computations.
In summary, existing range-free localization schemes for WSNs are prone to errors and have high computational complexity. In the next section, a new range-free localization algorithm is proposed to overcome these limitations.
III. LOCALIZATION USING CONNECTIVITY AND THE RSS RANK VECTOR
In this section, a new localization algorithm is presented which is based on connectivity and RSS rank vectors. It is In fact, the m(m − 1)/2 perpendicular bisectors divide the WSN space into a number of sub-regions. For example, in Fig. 4 , the perpendicular bisectors of the four anchors divide the space into 18 sub-regions. An unknown node can be directly localized into one of these sub-regions by defining a distance rank vector instead of determining all the half planes containing this node individually.
For a specific location, the distance rank vector is defined as a vector whose elements are the ranks of the distances between it and the neighboring anchors. Specifically, let R i = (r i1 , r i2 , . . . , r im ) be the distance rank vector of a location C in the ith sub-region divided by the perpendicular bisectors of m neighboring anchors A 1 , r i2 , . . . , r im ) can also be considered as the distance rank vector of the ith sub-region. Table 1 lists the distance rank vectors corresponding to the sub-regions in Fig. 4 . 
The proof of Theorem 1 is given in the appendix. For m anchor locations, the number of sub-regions divided by the corresponding perpendicular bisectors is less than or equal to λ m . Each sub-region has a unique distance rank vector. Therefore, there are at most λ m feasible distance rank vectors. The other rank vectors are infeasible.
For localization, an unknown node first constructs its distance rank vector and then the sub-region corresponding to this vector is found. RSS measurements are used to obtain the distance information between nodes. In the following section, the RSS rank vectors are first defined, and then unknown node localization using these vectors is presented. Comparing S with S , the corresponding RSS rank vector is R = (3, 1, 4, 2). If s i = s j , i = j, then the ordering of s i and s j is done lexicographically. However, this situation never occurred during the simulations.
B. RSS RANK VECTORS AND LOCALIZATION USING RSS RANK VECTORS 1) RSS RANK VECTORS

If a node has m neighboring anchors
2) LOCALIZATION USING RSS RANK VECTORS
In the ideal case, the RSS values decrease monotonically with distance. From the definition of the RSS rank vector, it can be regarded as the distance rank vector of the unknown node and be used for localization directly. In reality, RSS measurements are subject to errors due to channel variations such as multipath fading and shadowing. The RSS rank vector can therefore be regarded as a corrupted distance rank vector. Compared with localization methods that directly use the RSS values, the proposed range-free localization using RSS rank vectors is robust to RSS measurement errors. The reasons for this are given below.
First, consider that the RSS measurement errors are small and the RSS ranks are not changed. Then the unknown node RSS rank vector is still the same as the distance rank vector of the sub-region in which it lies. Hence, the unknown node can be localized in the correct sub-region. Now consider that the RSS measurement error is large so that the RSS rank vector is changed either to another VOLUME 6, 2018 feasible distance rank vector or to an infeasible distance rank vector. According to the previous analysis, the number of feasible distance rank vectors for m neighboring anchors is O(m 4 ) whereas the number of infeasible vectors is O(m m ). Therefore, when m is large, the probability of an RSS rank vector being changed to an infeasible distance rank vector is much higher than to another feasible distance rank vector. Fortunately, when the RSS rank vector is infeasible, it can be detected and corrected. For example, assume an unknown node connected to the four anchors in Fig. 4 is located in sub-region 4. According to Table 1 , the distance rank vector of sub-region 4 is (2, 4, 1, 3). Assume that the actual RSS rank vector is (2, 4, 3, 1). Obviously, this is an infeasible vector, so the unknown node should be localized in the subregion whose distance rank vector is closest to this vector. The Spearman rank order correlation coefficient is introduced in the next section to measure the similarity between vectors. For the example, it can be seen from Table 1 that the distance rank vector of sub-region 4 is closest to the unknown node RSS rank vector. Therefore, the unknown node can still be correctly localized using the erroneous RSS rank vector. On the other hand, the errors cannot be detected if the erroneous RSS rank vector is a feasible distance vector. For example, consider an unknown node located in subregion 4 in Fig. 4 with RSS rank vector (2, 1, 4, 3), which corresponds to sub-region 3. However, this sub-region is close to the correct sub-region, and this can be expected if the RSS measurement errors are reasonable.
C. ALGORITHM DESCRIPTION
To perform localization, each anchor first broadcasts a beacon message containing its coordinates and ID. If unknown node N receives the beacon signal of anchor A i , then it is within range of A i and so A i is added to its neighboring anchors list denoted by AL N . Each row in AL N includes the following information: (1) anchor ID, (2) anchor coordinates, and (3) RSS values corresponding to the received beacon messages from the anchor.
In the CRRV algorithm, an unknown node N is first localized in an initial residence area based on the connectivity constraints. Then this area is refined using the RSS rank vector. Finally, the centroid of the refined residence area is the estimate of the location of the node. Fig. 5 provides an example of this algorithm for an unknown node N with three neighboring anchors A 1 , A 2 , and A 3 . The anchor regions are circles with radius r where r is the communication range of the nodes. The initial residence area obtained using the connectivity constraints, denoted as RA_C, is the overlap of the three circles, and is shown as the shaded area in Fig. 5(a) . The residence area of N from the ideal RSS rank vector, denoted as RA_RRV, is the shaded area in Fig. 5(b) . Combining the RSS rank vector constraints with the connectivity constraints gives the refined residence area, RA_CRRV, as shown in Fig. 5(c) . This is the intersection of RA_C and RA_RRV. The centroid of RA_CRRV, denoted N , is the estimated location of node N . The CRRV algorithm (a) residence area using connectivity, RA_C, (b) residence area using the RSS rank vector, RA_RRV, and (c) refined residence area using both connectivity and RSS rank vector, RA_CRRV.
It can be seen from Fig. 5(c) that the estimated location is very close to the actual position of the unknown node. The key question is how to find and describe the residence area obtained from the RSS rank vector and connectivity constraints. For the RSS rank vector, one way to describe the possible sub-regions is to construct a distance rank vector table which includes all feasible distance rank vectors and the vertices of the corresponding sub-regions. To find the sub-region corresponding to an RSS rank vector, an unknown node just needs to search this table. However, the computational complexity and storage requirements for this table are large. Given the locations of the m anchors, it takes O(m 5 log 2 m) worst-case time and O(m 5 ) worst-case space to construct the distance rank vector table [30] . Moreover, the connectivity constraint is quadratic. Determining the edges of RA_C is much more complicated. Therefore, a grid-based algorithm is employed here which is suitable for resource constrained nodes.
1) ESTIMATION RECTANGLE
To facilitate the grid-based localization algorithm, the region for an anchor node is first defined as the square that bounds its communication region, as shown in Fig. 6 . For simplicity, the sides of these squares are parallel to the axes. Furthermore, for an unknown node, the intersection of the square regions of the neighboring anchors is defined as the estimation rectangle (ER) [25] . Fig. 6 shows that the ER of an unknown node is indeed a rectangle. Compared with RA_C, ER is simple to calculate and divide into grids. Note that ER contains RA_C and is larger than RA_C. 
2) INITIAL RESIDENCE AREA USING CONNECTIVITY
Assume that an unknown node N has m neighboring anchors, A 1 , A 2 , . . . , A m . To obtain the initial residence area using connectivity, first compute the ER and then divide it into square-shaped grids G = {G 1 , G 2 , . . . , G k } according to a predefined grid size. As mentioned before, ER is larger than RA_C. Therefore, only part of these grids belongs to RA_C. In order to determine which grids are located in RA_C, the distances between the center of each grid and the neighboring anchors are calculated. Let d ij be the distance between the center of G i and the neighboring anchor A j . Let d il , l ∈ {1, 2, . . . , m} be the largest distance. If d il > r, then the center of G i is not in RA_C so the corresponding grid G i can be removed from the residence area. These grids are marked with value −2. Otherwise, the center of G i is in RA_C and G i is kept. The remaining (valid) grids form an approximation of RA_C.
3) RESIDENCE AREA REFINEMENT USING THE RSS RANK VECTOR
The initial residence area obtained using connectivity is refined using the RSS rank vector. In order to determine which grids are located in RA_RRV, the distance rank vector R i = (r i1 , r i2 , . . . , r im ) is computed for each grid G i . Since the location of G i is known, its distance rank vector can be computed directly. Assume R is the ideal RSS rank vector of unknown node N . If the center of a grid G i lies within RA_RRV, its distance rank vector R i is the same as the ideal RSS rank vector R. Comparing R i with R for the valid grids, the grids belonging to both RA_C and RA_RRV can be determined, and these are marked with value 1. These grids define the refined residence area.
In the ideal case, as long as the grid size is small enough, there always exist grids whose distance rank vector is the same as the RSS rank vector. However, as discussed previously, the actual RSS rank vectors contain errors. In this case, those grids whose distance vectors are close to the corrupted RSS rank vector are considered as the refined residence area. For this purpose, the Spearman rank order correlation coefficient [31] is used to measure the similarity between two rank vectors.
The Spearman rank order correlation coefficient of two m dimensional rank vectors,R and R is given by
where r i and r i are the ith elements of R and R , respectively. The range of ρ is [−1,1]. The larger ρ is, the greater the correlation between R and R. ρ is 1 only when R is identical to R. For each valid grid, the Spearman rank order correlation coefficient of the distance rank vector and the unknown node RSS rank vector is calculated and added to the grid value. Then, each grid has a value in the range [−2,1]. Fig. 7 illustrates the grid scan results. The grids with the largest values define the refined residence area of node N , as shown by the shaded area in Fig. 7 . Assume that the refined residence area consists of L grids. Then the unknown node coordinates are estimated as
where (x i , y i ) is the coordinates of the center of the ith grid in the refined residence area. Fig. 7 shows that the combination of the grids with the largest value (refined residence area) forms an approximation of RA_CRRV. Obviously, reducing the grid size can provide a more precise approximation of RA_CRRV, and hence improve the localization accuracy. However, a small grid size also increases the computational complexity and storage requirements. Therefore, it is crucial to choose an appropriate grid size. An adaptive strategy for determining the grid size is presented in the next section.
IV. PERFORMANCE ANALYSIS AND AN IMPROVED ALGORITHM
To analyze the performance of the CRRV localization algorithm, the average size of the residence area is determined. Obviously, the smaller the size of the residence area, the better the localization accuracy. given by (y 1 , y 2 , . . . , y m ) . 
. It can be observed from Fig. 8 that Q r occupies most of Q since r smaller than L. Let N be a randomly chosen node in Q r and S ER the corresponding ER area. Then S ER is a random variable given by
where 
E[S ER ] = E[((X
Next, the expected values of
The probability density function (pdf) of X + is
So the expected value of X + is
For X − , we have
and therefore
The pdf of X − is
and
Similarly, the expected values of Y + and Y are
Substituting (7), (11) and (12) in (4) gives
Thus, the expected value of S ER is determined by the communication range r and the number of neighboring anchors m, and is independent of the unknown node coordinates x 0 and y 0 . If m = 1, this expected value is 4r 2 , which is the area of the square communication region of an anchor. The ER area can be approximated by the average size of the residence area obtained from the connectivity constraints, i.e. Table 2 gives the average ER size for different numbers of anchors.
S RA_C ≈ E[S ER ].
TABLE 2. The average sizes of RA_C and RA_CRRV
In the proposed localization algorithm, RA_C is divided into sub-regions according to the distance rank vector constraints. From Theorem 1, the maximum number of subregions with m-dimensional distance rank vectors is λ m . Thus, the minimum average size of the residence area with the proposed method can be approximated as
Comparing (13) and (14), it can be concluded that S RA_CRRV min is much smaller than E[S ER ], which means that the refinement using the RSS rank vector significantly improves the localization accuracy. Table 2 also gives S RA_CRRV min for different numbers of anchors.
B. ADAPTIVE GRID SIZE
As mentioned in Section III, the grid size is an important parameter for grid-based algorithms. In this section, an adaptive strategy is introduced to determine a grid size which provides a good tradeoff between localization accuracy and computational complexity. Table 2 indicates that the average size of ER and RA_CRRV both decrease as m increases. When m is small, both ER and RA_CRRV are large. In this case, a relatively large grid size can be used to determine RA_CRRV. Conversely, a small grid size results in high computational complexity and storage requirements, and may not improve the localization accuracy. When m is large, a small grid size is needed to determine RA_CRRV. As ER is small in this case, the computational complexity and storage requirements are not substantial with a small grid size. With an adaptive grid size, a large size is employed if the unknown node has a small number of anchors and a small size is employed if there are a large number of anchors. Thus, the number of the grids when partitioning the ER of an unknown node is fixed instead of fixing the grid size. Then the ER of an unknown node is divided into N 0 grids where N 0 is a constant, so the grid size is
with S ER given by (3). Typically, S ER decreases as the number of neighboring anchors increases. Therefore, (15) ensures a large grid size with a small number of neighboring anchors and a small grid size with a large number of neighboring anchors. It is difficult to choose an appropriate value of N 0 for all the unknown nodes. In order to make localization performance independent of the choice of N 0 , each unknown node first scans its ER with grid size g 0 . Then the grid size is adjusted according to the Spearman rank order correlation coefficients. In particular, the grid size is reduced by half until the largest Spearman rank order correlation coefficient is larger than a given threshold. The localization method using the above adaptive grid size strategy is referred to as adaptive-CRRV.
V. PERFORMANCE RESULTS
In this section, simulation is used to evaluate the performance of the proposed algorithms. The simulation environment has p anchors and q unknown nodes deployed randomly using a uniform distribution in an area of size 300 × 300m 2 . The number of nodes and the communication range are set to 300 and 50 m, respectively. The anchor ratio p/(p + q) is considered to assess the performance. In addition to the localization accuracy, the resource requirements including storage and computational complexity are examined. The results given are for an average of 300 trials. The proposed methods are compared with three existing algorithms, centroid [20] , DRLS [25] and HSL [28] . Results are given for the free space and log-normal distance path loss (LDPL) channel models.
A. CRRV PERFORMANCE
The performance of the CRRV algorithm is now evaluated for different anchor ratios. As the grid size is a critical parameter for grid-based algorithms, five different grid sizes are considered and are denoted by the grid length. VOLUME 6, 2018
1) LOCALIZATION ACCURACY
The localization accuracy is evaluated using the mean error which is defined as
where M is the number of unknown nodes that have been localized, t is the number of trials, (x,ỹ) is the estimated position, and (x, y) is the actual position. Note that the mean error is relative to the communication range r. Fig. 9 (a) presents the mean error versus the anchor ratio for different grid sizes. For a given grid size, the mean error decreases as the anchor ratio increases. This is because the average number of neighboring anchors increases with the anchor ratio. Moreover, as expected, the localization accuracy improves as the grid size is reduced for a given anchor ratio. In addition, the performance improvement obtained from reducing the grid size is less significant when the anchor ratio is low. Conversely, there is a significant difference in localization performance when the anchor ratio is high.
2) STORAGE REQUIREMENTS
With CRRV, an unknown node needs to store the following information.
• The neighboring anchors list, including the neighboring anchor ID, coordinates, and RSS values.
• The ER position, including the coordinates of the four vertices.
• The information of all grids, including grid number and Spearman rank order correlation coefficient. Compared to the third set of information, the storage cost of the first two can be neglected. Further, the storage requirements are proportional to the number of grids. Therefore, the CRRV storage requirements can be estimated as the number of grids. Fig. 9(b) presents the average number of grids with the CRRV algorithm versus the anchor ratio. As expected, the number of grids decreases as the grid size increases when the anchor ratio is fixed. For a given grid size, the average number of grids decreases as the anchor ratio increases because the ER area decreases.
3) COMPUTATIONAL COMPLEXITY
With CRRV, each unknown node needs to first calculate its ER and then scans the grids in the ER. Assume that the average number of unknown node neighboring anchors is n. To obtain the ER, the intersection of the n rectangles that bound the communication regions of the n anchors needs to be calculated. Hence, the computational complexity of calculating the ER is O(qn) where q is the number of unknown nodes. In the grid scan stage, an unknown node first computes the distances between each grid and the n neighboring anchors. Then the distance rank vector is constructed by sorting the n distances and the Spearman rank order correlation coefficient is computed. From (2), the complexity of computing this correlation coefficient is O(n). Then the computational complexity of the grid scans is O qCn(2 + log 2 n) , where C is the average number of grids for each unknown node. Therefore, the complexity of the CRRV algorithm is O qn(1 + 2C + log 2 n) . Typically, n is much smaller than C, hence the computational complexity of CRRV can be considered as O (qnC). Fig. 9(c) shows the computation time required for localization using the CRRV algorithm versus the anchor ratio. The computer used had an Intel Core i5-6600 3.30 GHz CPU. This relationship is similar to that in Fig. 9(b) . This indicates that the computational cost is proportional to the number of grids, which verifies the above analysis, i.e. most of the computational complexity is in the grid scan procedure.
Considering both localization accuracy and resource requirement, it can be concluded from Fig. 9 that for a network with a small number of anchors, a large grid size is appropriate, while a small grid size is preferable for a network with a high anchor density.
Theoretically, CRRV can also be implemented using analytic geometry, except for the grid scan procedure. Analytic geometry-based CRRV is performed as follows. For the RSS rank vector constraints, a distance rank vector table including all feasible distance rank vectors and the vertices of the corresponding sub-regions are constructed. Then RA_RRV is obtained by searching this table. Since using the quadratic connectivity constraints in the simulations is intractable, the square communication regions of the anchors are used instead of the circular regions, i.e. RA_C is replaced with ER. Table 3 gives the computation time and mean localization error for grid-based CRRV and analytic geometrybased CRRV. The grid size of grid-based CRRV is set to 0.01r 2 . It can be concluded from these results that the computation time of analytic geometry-based CRRV increases rapidly with the anchor ratio. When the anchor ratio is lower than 10%, the computation time of analytic geometry-based CRRV is comparable to that of grid-based CRRV or even lower. However, the corresponding mean localization error is slightly higher than grid-based CRRV. This is because RA_C is approximated by ER. When the anchor ratio is higher than 15%, the computation time of analytic geometrybased CRRV is much higher than that of grid-based CRRV. For example, it is almost 17 times higher when the anchor ratio is 40%. In contrast, the improvement in localization accuracy using analytic geometry-based CRRV is limited. For example, the largest improvement in localization error is 0.05r, which is obtained with an anchor ratio of 40%. This improvement can also be achieved using adaptive-CRRV but with a much lower computation time.
B. ADAPTIVE-CRRV PERFORMANCE
In this section, the performance of the proposed adaptive-CRRV is evaluated. Different from CRRV which employs the same grid size for all unknown nodes, adaptive-CRRV employs different grid sizes for these nodes. In particular, each node first employs the grid size obtained from (15) and then determines whether to adjust the grid size according to the largest Spearman rank order correlation coefficient and a predetermined threshold. In the simulations, this threshold is set to be 0.95, and the values of N 0 are 20, 40, 60, 80 and 100. Fig. 10(a) presents the mean localization error with the adaptive-CRRV algorithm versus the anchor ratio. Unlike with the CRRV algorithm whose performance is closely linked to the grid size, the performance of adaptive-CRRV has little correlation with N 0 . A larger N 0 provides minimal improvement in localization accuracy due to the adaptive grid size strategy. Fig. 10(b) gives the average number of grids with the adaptive-CRRV algorithm. The storage required for adaptive-CRRV increases with the anchor ratio for a given N 0 . When the anchor ratio is low, the average number of grids is close to N 0 , i.e. most unknown nodes have grids with a Spearman rank order correlation coefficient larger than 0.95 using the grid size determined by (15) . As the number of anchors increases, the number of sub-regions for an unknown node also increases. Hence, the unknown nodes must decrease the grid size to obtain grids with a Spearman rank order correlation coefficient larger than 0.95. As a consequence, the average number of grids increases with the anchor ratio. For a given anchor ratio, the storage requirements increase with N 0 .
The computation time of adaptive-CRRV is plotted in Fig. 10(c) . This relationship is similar to that in Fig. 10(b) , which indicates that the computation time is dominated by the grid scan procedure.
C. PERFORMANCE COMPARISON WITH THE FREE SPACE CHANNEL MODEL
In this section, the CRRV and adaptive-CRRV algorithms are compared with the HSL, DRLS and centroid methods using the free space model. With this model, the RSS values decrease monotonically with distance. For a fair comparison, the HSL algorithm is implemented using grids. A grid size of 0.01r 2 is used with the CRRV, HSL and DRLS algorithms, and N 0 = 80 for the adaptive-CRRV algorithm. Fig. 11(a) presents the mean error versus the anchor ratio. This shows that the CRRV and adaptive-CRRV algorithms perform better than the centroid and HSL methods regardless of the anchor ratio. This is because the proposed algorithms use both connectivity and RSS rank constraints, while the centroid method uses only connectivity constraints and the HSL technique uses only RSS relationship constraints. Moreover, the adaptive-CRRV algorithm provides the best performance due to the use of an adaptive grid size.
1) LOCALIZATION ACCURACY COMPARISON
The CRRV and adaptive-CRRV algorithms outperform DRLS when the anchor ratio is high, while DRLS outperforms CRRV and adaptive-CRRV when the anchor ratio is low. DRLS employs both positive and the negative connectivity constraints. The results obtained indicate that the negative connectivity constraints provide less information than the RSS rank constraints when the anchor ratio is high, while the negative connectivity constraints provide more information when the anchor ratio is low.
2) STORAGE REQUIREMENTS COMPARISON
As discussed previously, the storage requirements of gridbased algorithms can be estimated by the number of grids. Fig. 11(b) shows the average number of grids for the CRRV, adaptive-CRRV, HSL and DRLS algorithms. From Fig. 11(b) , the number of grids with CRRV and DRLS is similar because they are determined by the estimation rectangle and grid size. The storage requirements with the HSL algorithm is always larger than with CRRV and DRLS. This is because the grid scan region with HSL is based on the Voronoi diagram, and the Voronoi cell sizes are usually larger than the ER. The storage requirements of adaptive-CRRV are the lowest when the anchor ratio is low, and this increases with the anchor ratio. Although the storage requirements of adaptive-CRRV are the highest when the anchor ratio is high, it is still acceptable. Centroid is not a grid-based algorithm, so it has the lowest storage requirements.
3) COMPUTATIONAL COMPLEXITY COMPARISON
The computational complexity of the centroid scheme is O(q), which is the lowest. From [25] , the computational complexity of DRLS is O (q(Cn + n + s)), where n, s, and C are the average numbers of unknown node neighboring anchors, two-hop neighboring anchors, and grids, respectively. For HSL, the Voronoi diagrams of all anchors are first computed, and then each unknown node conducts a halfsymmetric presence test for each pair of neighboring anchors. The computational complexity of determining the Voronoi diagrams is O(p log 2 p), where p is the number of anchors. There are n(n − 1)/2 pairs of anchors for each unknown node to calculate the residence area. Therefore, each grid is scanned n(n − 1)/2 times, and each time HSL computes three distances. Hence, the grid scan computational complexity of HSL is O(3qCn(n − 1)/2), so the overall computational complexity of HSL is O(p log 2 p + 3qCn(n − 1)/2). Figure 11 (c) shows the computation time of the five algorithms. As expected, centroid has the lowest time. When the anchor ratio is medium to high, CRRV and adaptive-CRRV have the next two lowest times, while HSL has the highest. This is because the leading term in the computational complexity of CRRV and adaptive-CRRV is O(qCn), while it is O(qCn 2 ) for HSL. There are two reasons why adaptive-CRRV has a higher computation time than CRRV. The first is that more grids need to be scanned in adaptive-CRRV. The second is that some unknown nodes have to scan their ER more than once due to the adaptive strategy. DRLS has a lower computation time than CRRV when the anchor ratio is low, while it is higher when the anchor ratio is high. This is because the leading term in the computational complexity of DRLS is O(qCn) when the anchor ratio is low, while it is O(qs) while the anchor ratio is high.
D. LDPL CHANNEL MODEL PERFORMANCE
In this section, the log-normal distance path loss (LDPL) channel model is considered. This model characterizes the path loss inside buildings and in densely populated areas [32] . With this model, the RSS can be expressed as
where P R (d) denotes the received power in dBm at a distance d, P R (d 0 ) is the received power in dBm at a reference distance d 0 , and β is the path loss exponent. X σ is a zero-mean Gaussian random variable with variance σ 2 which reflects the attenuation in dB caused by shadowing. A given environment can be modeled by choosing appropriate values of β and σ [32] . In this paper, β = 3 and σ = 5 are used to denote an urban area, and β = 4 and σ = 6.8 are used to denote an obstructed factory environment.
To improve the localization reliability with the LDPL model, the RSS measurements are averaged over 10 rounds of anchor beacons. The grid size is set to 0.01r 2 for the CRRV, HSL and DRLS algorithms, and N 0 = 80 for the adaptive-CRRV algorithm. Fig. 12 presents the mean error in the urban and obstructed factory environments. The storage requirements and computation time with the LDPL model are similar to those with the free space model, and so are omitted.
The results in Fig. 12 show the negative effects of multipath fading and shadowing, particularly with the DRLS algorithm because the negative connectivity constraints provide poor quality location information. Again, the CRRV and adaptive-CRRV algorithms provide the best localization performance. When the anchor ratio is not high, the performance of HSL is almost the same as with the proposed algorithms. However, as illustrated in Fig. 11 , the computation time of HSL is higher than that of the proposed algorithms. Moreover, the calculation of the Voronoi diagrams in HSL must be implemented in a centralized manner. By contrast, the CRRV and adaptive-CRRV algorithms can be implemented in a distributed manner. When the anchor ratio is high, CRRV and adaptive-CRRV both perform better than HSL. This is because CRRV is more robust to RSS measurement errors than HSL. HSL uses the relationships between pairs of RSS values rather than just the RSS. Hence, HSL is robust when the RSS measurement errors are small and the relationships are not changed. However, when these relationships are changed by large measurement errors, HSL cannot detect these errors. In contrast, CRRV and adaptive-CRRV can detect and correct errors in the RSS rank vectors, as discussed in Section III.
VI. CONCLUSION
In this paper, new distributed range-free localization algorithms for wireless sensor networks were proposed. The CRRV algorithm uses connectivity and RSS rank vectors to localize the unknown nodes. The RSS rank vector for an unknown node is formed using the ranks of the RSS values VOLUME 6, 2018 from neighboring anchors. With this method, an unknown node is first localized in an initial residence area based on the connectivity constraints. Then this area is refined using the RSS rank vector. Finally, the centroid of the refined residence area is used to estimate the node location. To reduce the computational complexity, a grid-scan approach was employed. Further, an improved version of CRRV, denoted adaptive-CRRV, was proposed which uses an adaptive strategy to determine the grid size. This allows for good localization accuracy with low computational complexity. Performance results were presented to demonstrate the superiority of the proposed algorithms.
APPENDIX (PROOF OF THEOREM 1)
In this section, the largest number of sub-regions for m neighboring anchors is derived. In a two-dimensional Euclidean plane, n lines divide the plane into at most n(n + 1) 2+1 subregions. This happens when any two arbitrary lines intersect and any three arbitrary lines do not intersect at a point. For instance, the largest number of sub-regions divided by three lines is seven, as shown in Fig. 13(a) . When three lines intersect at one point, the number of sub-regions is reduced by one, as shown in Fig. 13(b) . 
