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In this paper the asymptotic Pitman efficiencies of the affine invariant multi-
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1. INTRODUCTION
In this paper we consider the asymptotic Pitmann efficiency of test
statistics that are multivariate affine invariant analogues of univariate rank
tests. The k-variate tests are proposed and developed by Hettmansperger,
Mo tto nen, and Oja [11, 12]. These tests are constructed using the vector
ranks (multisample case) or vector signed-ranks (one-sample case) based
on the Oja [21] objective function. See Brown and Hettmansperger [13]
for the affine invariant bivariate sign and rank tests and Hettmansperger,
Nyblom, and Oja [13] and Hettmansperger and Oja [14] for the general
k-variate sign tests. In this paper the efficiencies of the multivariate rank
tests are developed in the one-sample location case but the efficiencies hold
also in the multivariate two-sample and multivariate multisample cases.
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Asymptotic efficiency has played a very important role in the develop-
ment of univariate rank tests. The surprising result that the Wilcoxon
signed-rank test has 0.955 efficiency relative to the t test for an underlying
normal model provided strong impetus for the development of rank tests.
With the recent introduction of invariant rank type tests for multivariate
location models, it is important to consider the corresponding multivariate
efficiencies. Table I, based on the complex calculations of Section 2, clearly
shows that the invariant rank tests do indeed inherit the high efficiencies
seen in the univariate case.
Let x1 , ..., xn be a random sample from a k-variate continuous, symmetric
distribution with density function f (x&%), where f (x) is symmetric about
the origin and % the unknown symmetry centre. By symmetry we mean that
the distributions of xi&% and %&xi are the same. Without loss of
generality we assume that the null hypothesis is H0 : %=0.
Consider multivariate score test statistics of the general form;
Tn= :
n
i=1
Q(x i),
where the score function Q(x) is centered so that under the null hypothesis
E0(Tn)=E0(Q(x))=0. By LeCam’s Third Lemma, under general assump-
tions and under the sequence of contiguous distributions fn(x)=
f (x&n&12$), the limiting distribution of n&12 Tn is a k-variate normal
Nk(A$, B), where A=E0(Q(x) Q*T (x)) and B=E0(Q(x) QT (x)) and
Q*(x)=&{ ln(x) is the optimal score function. Note that I0=E0(Q*(x)
Q*T (x)) is the Fisher information matrix. For the assumptions, see for
example Hajek and Sidak [10, Ch. VI.1.4] and Mo tto nen, Oja, and
Tienari [20]. Consequently, under the sequence of contiguous alternatives,
the limiting distribution of n&1TTn B
&1Tn is a noncentral chi-square
distribution with k degrees of freedom and noncentrality parameter
$TATB&1 A$.
Efficiency of tests is based on the comparison of the noncentrality
parameters of the limiting chi-square distributions under the contiguous
sequences, the larger noncentrality parameter indicating higher efficiency.
The noncentrality parameter of T 2=nx T7 &1x , Hotelling’s test (Q(x)=x),
is $T7&1$, where 7 is the covariance matrix of f. Hence, the Pitman
asymptotic efficiency of Tn relative to Hotelling’s T 2 is
e=
$TAT B&1A$
$T7&1$
with A and B given above.
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We now define the score function corresponding to the multivariate
affine invariant rank tests, that is, the theoretical rank function R(x). See
[11, 12]. First let
P=[ p=(i1 , ..., ik) : 1i1< } } } <ikn]
be the set of NP=( nk) different k-tuples of ordered indices [1, ..., n],
then p # P refers to a k-subset of the original observations. Subset p and an
additional point x determine a simplex with volume
Vp(x)=
1
k !
abs {det \1x
1
xi1
} } }
} } }
1
x ik+=
and the Oja median [21] % then minimizes the objective function
Dn(%)=N &1P :
p # P
Vp(%).
The multivariate empirical centered rank function used in test constructions
is then defined to be the gradient of Dn(x), that is,
Rn(x)={Dn(x).
Let R2n(x) be the centered rank function formed from the original data
along with the reflections &x1 , ..., &xn . The one-sample rank statistic is
ni=1 R2n(xi). This development is analogous to the definition of a centered
rank function Rn(x)=ni=1 sgn(x&x i) in the univariate case leading to the
signed-rank statistic  R2n(xi).
If V(x)=E0(Dn(x))=E0(Vp(x)) is the expected value of the volume
Vp(x) with fixed x, the theoretical centered rank function is (assuming that
the order of the expectation and the differentiation can be reversed)
R(x)=E0(Rn(x))={V(x).
the theoretical centered rank function R(x) serves as the projection of
Rn(x) and R2n(x) (for symmetric underlying distributions) in the asymp-
totic theory. In [11] it is shown that n&12  R2n(x i) and n&12Tn=
n&12  R(xi) are (under contiguous sequences) asymptotically equivalent.
Hence n&12Tn is used for the efficiency calculations.
In this paper we give formulae for efficiencies of the multivariate affine
invariant rank tests when the underlying distribution is multivariate
normal and multivariate t yielding a wide range of different tail weights. In
both cases we first calculate V(x), the expected value of the volume Vp(x)
and then its gradient, the theoretical rank R(x). To compute the efficiency
(or the asymptotic covariance matrix of the corresponding location
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TABLE I
The constant a and b and the Asymptotic Efficiencies e of Multi-
variate Affine Invariant Signed-Rank Tests with Respect to the
Hotelling’s T 2 Test under Multivariate t Distributions
Degrees of freedom
Dimension 3 6 10 20 
a 1.14e&1 7.27e&2 4.82e&2 2.60e&2 5.64e&1
1 b 3.33e&1 3.33e&1 3.33e&1 3.33e&1 3.33e&1
e 1.900 1.164 1.054 0.997 0.955
a 1.39e&1 7.75e&2 5.00e&2 2.67e&2 5.77e&1
2 b 3.59e&1 2.41e&1 2.12e&1 1.93e&1 1.78e&1
e 2.026 1.196 1.064 0.992 0.937
a 7.84e&2 3.28e&2 1.98e&2 1.03e&2 2.24e&1
4 b 1.04e&1 3.25e&2 2.22e&2 1.70e&1 1.33e&2
e 2.173 1.241 1.088 1.004 0.937
a 2.53e&2 7.75e&3 4.34e&3 2.19e&3 4.27e&2
6 b 1.15e&2 1.70e&3 9.07e&4 5.88e&4 3.93e&4
e 2.256 1.270 1.108 1.018 0.947
a 1.09e&3 1.71e&4 8.02e&5 3.69e&5 7.85e&4
10 b 2.59e&5 8.70e&7 2.84e&5 1.31e&7 6.41e&8
e 2.346 1.304 1.132 1.037 0.961
estimate vector) we then compute A=E0(R(x) Q*T (x)) and B=E0(R(x)
RT (x)), and finally e=($TAT B&1A$)($T7&1$). Note that Mo tto nen,
Oja, and Tienari [20] develop a similar formula for e when comparing the
spatial signed-rank test to Hotelling’s test but naturally with a different
R-function. See also Chaudhuri [7]. Hettmansperger, Nyblom, and Oja
[13] give the formula for e in the case of the affine invariant multivariate
Oja sign (OS) test.
Section 2 provides the necessary background for the computation of
efficiency of the affine invariant multivariate rank tests described in
Hettmansperger, Mo tto nen, and Oja [11, 12]. Note that if the observa-
tions come from a spherical distribution then R(x)=R(ru)=q(r) u and
Q*(x)=Q*(ru)=q*(r) u and consequently
A=
a
k
I, B=
b
k
I, and I0=
i0
k
I
with
a=E(q(r) q*(r)), b=E(q2(r)), and i0=E(q*2(r)).
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The asymptotic relative efficiency is then e=a2(bi0). Since both the rank
test and Hotelling’s T 2 are affine invariant, the relative efficiencies given
here hold also in the elliptic models. The nonaffine invariant competitors,
the component-wise rank test and the spatial rank test, are also highly
efficient in the spherical case but loose in efficiency after rescaling and
rotating the data set. The adaptive transformationretransformation techni-
que described in Chakraborty and Chaudhuri [4, 5] and Chakraborty,
Chaudhuri, and Oja [6] may then be used to construct affine invariant
and consequently efficient modifications of these tests.
Table I and Fig. 1 show these efficiencies relative to Hotelling’s T 2 for
underlying multivariate normal and multivariate t models as a function of
dimension and degrees of freedom. Notice that throughout the table the
efficiency remains above 930. For the heavy to moderate tailed t distribu-
tions, the efficiency exceeds 1. The high efficiencies of the multivariate rank
tests relative to Hotelling’s T 2 along with their good robustness properties
(they are not so effected by outliers) strongly recommend their use in data
analysis. SASIML programs for the implementation of the rank tests in
one, two, and several samples are available on request from the authors or
on web site http : cc.oulu.fi  mottonen.
Other approaches to the development of affine invariant rank tests
including some efficiency calculations can be found in Ho ssjer and Croux
FIG. 1. Asymptotic relative efficiency of multivariate affine invariant signed-rank test with
respect to the Hotelling’s T 2 test as a function of degrees of freedom (DF) and dimension
(DIM) for multivariate t distribution.
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[15], Jan and Randles [16], and Peters and Randles [23] in the one-
sample case. For the two-sample case see Randles [24] and Randles and
Peters [25]. Liu and Singh [19] introduced affine invariant multivariate
two-sample rank tests ranking the depths of the observation vectors in an
additional reference sample.
2. EFFICIENCY CALCULATIONS
2.1. Multivariate Normal Case
Assume now that the observations x1 , ..., xn come from a spherical
Nk(0, I) distribution. It is then easy to see that the desired relative
efficiency is independent of $ and is given by
e=
1
k
a2
b
,
where
a=E[q(r) r] and b=E[q2(r)]
with /2k(0)-distributed radius r. See [20].
The expected value a=E(q(r) r) can be expressed easily using the Gauss
hypergeometric function [9, 17]: The Gauss hypergeometric function of
variable z with parameters :, ;, and # is given by
F(:, ;; #; z)= :

i=0
(:) i (;) i
(#) i i!
zi.
For a presentation of the expected value b=E(q2(r)) we use Appell ’s
second hypergeometric function [26] of two variables x and y (with region
of convergence |x|+| y|<1)
F2(:, ;, ;$; #, #$; x, y)= :

i=0
:

j=0
(:) i+ j (;) i (;$) j
(#) i (#$) j i ! j !
xiy j.
Theorem 1. Assume x is Nk(0, I)-distributed. Then r=&x&t/k(0) and
a=E(q(r) r)
=
ck
(k+1) (k+2)2 _kF \
k+3
2
, 1; 1;
k
k+1+&k2F \
k+1
2
, 1; 1;
k
k+1+&
=
2k21 \k+12 +
(k&1)! - (k+1) ?
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and
b=E(q2(r))=
c2k
(2k+1) (k+2)2 _k3hk(&2, 1, 1, 0, 0)
&
2k2(k+1)
2k+1
hk(0, 3, 1, 2, 0)
&
2k3(k+1)2 (k+3)
(2k+1)2 (k+2)
hk(2, 5, 1, 4, 0)
+
(2k2+2k+1)(k+1)2 k
(2k+1)2
hk(2, 3, 3, 2, 2)& ,
where
hk(i1 , i2 , i3 , i4 , i5)
=F2 \k+i12 ,
k+i2
2
,
k+i3
2
;
k+i4
2
,
k+i5
2
;
k
2k+1
,
k
2k+1+ .
2.2. Multivariate t-Distribution Case
Assume that zi tNk(0, I) and si t/2& , i=1, ..., n, and that z1 , ..., zn ,
s1 , ..., sn are mutually independent. Write xi=(si &)&12 zi . Then x1 , ..., xn
are independent observations from the k-variate t-distributions with &
degrees of freedom (t&, k). The joint density function of the observations
then is
f (x)=
1 \k+&2 +
1 \&2+ (?&)k2
_1+1& xTx&
&(k+&)2
with optimal score function
Q*(x)=
&+k
&+xTx
x.
See Johnson and Kotz [18].
Since t&, k is again spherical, the theoretical rank R(x) depends on x=ru,
u being the unit vector, only through its length r, i.e., R(x)=q(r) u. The
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asymptotic relative efficiency of the signed rank test with respect to
Hotelling’s T 2 under t&, k distribution is
e=
&(&+k)2
k(&&2)
a2
b
,
where
a=E {q(r) r&+r2= and b=E[q2(r)]
with r2ktF(k, &). See [20].
Constant a can be again expressed using the Gauss hypergeometric func-
tion. For expressing and calculating b, we define a new hypergeometric
function of two variables x and y by
F $2(:, ;, ;$, $, $$; *, #, #$; x, y)
= :

i=0
:

j=0
(:) i+ j (;) i (;$) j ($) i ($$) j
(*) i+ j (#) i (#$) j i ! j !
xiy j.
Theorem 2. Assume x is t&, k -distributed and write r=&x&. Then r2kt
F(k, &),
a=E \q(r) r&+r2+
=ck, &
k(&&1) 1 \&+k(&&1)+22 + 1 \
k+&
2 +
2&1 \&2+ 1 \
&(k+1)+4
2 +
__(&+2)(k+1)&(k+1)+4 F \
k(&&1)+2
2
,
k+3
2
;
&(k+1)+6
2
; 1+
&kF \k(&&1)2 ,
k+1
2
;
&(k+1)+4
2
; 1+&
=
k&k2&1(&&1)2
2k ! (k+&) - ?
1 \k+12 + _
1 \&&12 +
1 \&2+ &
k+1
1 \&2+
k(&&1)
2
+1+
1 \&2+
k(&&1)
2
+
3
2+
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and
b=E(q2(r))
=
c2k, vk(&&1) 1 \k+v2 + 1(k&+&2&k+1)
2&1 \&2+ 1(k&+&2&k2+2)
__k2(&&1) h&, k(0, 0, 0, 0, 0; 0, 0, 0)
&
k(&2+&&2)(k+1)
k&+&2&k2+2
h&, k(2, 2, 0, 2, 0; 2, 2, 0)
&
k(k+1)(k+3)(&&1)(k&&k+2)(k&+&&k+2)
2(k+2)(k&+&2&k2+2)(k&+&2&k2+3)
_h&, k(4, 4, 0, 4, 0; 4, 4, 0)
+
(k+1)2 (&&1)[(2k2+2k+1) &2&(4k2&6k&6) &+2(k&2)2]
4(k&+&2&k2+2)(k&+&2&k2+3)
_h&, k(4, 2, 2, 2, 2; 4, 2, 2)& ,
where
h&, k(i1 , i2 , i3 , i4 , i5 ; i6 , i7 , i8)
=F $2 \k&2+i12 ,
k+1+i2
2
,
k+1+i3
2
,
k(&&1)+i4
2
,
k(&&1)+i5
2
;
&(2k+1)&k+4+i6
2
,
k+i7
2
,
k+i8
2
; 1, 1+ .
APPENDIX: PROOFS OF THEOREMS
We first show how the distribution of the volume Vp(x) with fixed x
depends on r=&x& in the spherical multinormal case.
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Lemma 1. Suppose x1 , ..., xn are i.i.d. Nk(0, I). For a fixed x=ru, u
being the unit vector and r the radius of x, the volume Vp(x) is distributed as
1
k!
/k(kr2) ‘
k&1
i=1
/ i (0)
with independent (noncentral and central) chi-square variables /2k(kr
2),
/21(0), ..., /
2
k&1(0).
Proof of Lemma 1. Let xi tNk(0, I), i=1, ..., k, be independent and
x=r- k 1k fixed. The volume of the simplex determined by k+1 points
x, x1 , ..., xk is
V=V(x, x1 , ..., xk)=
1
k !
abs {det \1x
1
x1
} } }
} } }
1
xk+=
r
- k
&x11 } } }
r
- k
&xk1
=
1
k !
abs {det \ b } } } b += .r- k&x1k } } } r- k&xkk
Theorem 4.3 in Dahel and Giri [8] then implies that the distribution of
volume V is that of
1
k!
/k(kr2) ‘
k&1
i=1
/ i (0)
with independent /2-variables /2k(kr
2), /21(0), ..., /
2
k&1(0). K
Note that if the observations come from Nk(+, 7) then Vp(x) is
distributed as
|7|12
k!
/k(kr2) ‘
k&1
i=1
/i (0),
where now r=&7&12(x&+)& is the Mahalanobis distance between x
and +.
Naturally, the expected value of Vp(x) then also depends on x=ru only
through r. Write \(r)=V(x)=E(Vp(x)) with the gradient R(x)=q(r) u,
where q(r)=\$(r). The values of V(x) and q(r) are given in the next
theorem. To shorten the formulae write
8(:, #; z)= :

i=0
(:) i
(#) i i !
zi
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with (:) i=: } (:+1) } } } } } (:+i&1) for the so-called degenerate or
confluent hypergeometric function. See Johnson and Kotz [17].
Lemma 2. Assume x1 , ..., xn are i.i.d. Nk(0, I). For a fixed x=ru,
V(x)=E(Vp(x))=ck exp(&kr22) 8 \k+12 ,
k
2
;
kr2
2 +
and R(x)=q(r) u, where
q(r)=ckr exp(&kr22)
__(k+1) 8 \k+32 ,
k+2
2
;
kr2
2 +&k8 \
k+1
2
,
k
2
;
kr2
2 +&
and
ck=
2k21 \k+12 +
k ! - ?
.
Proof of Lemma 2. Note first that if ntPoi($2) and y | nt/2p+2n(0)
then yt/2p($). See [27]. Note also that
E(/p(0))=
1 \p+12 +
1 \p2+
212.
But this gives
E(/p($))= :

k=0
exp \&$2+\
$
2+
k
k !
1 \p+2k+12 +
1 \p+2k2 +
212
and the first part of the theorem then follows from the independency of the
variables /k(kr2), /1(0), ..., /k&1(0).
For the second part of the theorem, note first that V(x) depends on x
only through r=(x21+ } } } +x
2
k)
12. If \(r) is this expected volume and
x=ru (u is a unit vector), then R(x)={V(x)=q(r) u, where q(r)=\$(r).
(As \(x) is a power series, its derivative is the sum of termwise
derivatives.) K
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Proof of Theorem 1. The results are obtained by reversing the order of
summing and taking expectations (The series q(r) r and q2(r) are differences
of two series with positive terms.) K
We now move to the multivariate t-distribution case:
Lemma 3. Assume x1 , ..., xn are i.i.d. t&, k . For a fixed x=ru, the expected
value of the volume Vp(x) is
V(x)=E(Vp(x))
=
ck, &
(1+r2&)k(&&1)2
F \k+12 ,
k(&&1)
2
;
k
2
;
r2&
1+r2&+ ,
where
ck, &=
&k2
k !
1 \k+12 + 1 k \
&&1
2 +
1 k \&2+
1
- ?
.
Proof of Lemma 3. Write again x=(r- k) 1k . Then
V=V(x, x1 , ..., xk)=
1
k !
abs {det \1x
1
x1
} } }
} } }
1
xk+=
=
1
k!
‘
k
i=1
(si &)&12 abs
(s1&)12
r
- k
&z11 } } } (sk &)12
r
- k
&zk1
_{det \ b } } } b += .(s1&)12 r- k&z1k } } } (sk &)12 r- k&zkk
From Lemma 1 and Theorem 3 in [8] it then follows that the conditional
distribution of
- s1&
r
- k
&z11 } } } - sk &
r
- k
&zk1
2
det{\ b } } } b +=- s1& r- k&z1k } } } - sk& r- k&zkk
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conditioned on s1 , ..., sk is that of
/2k(r
2s&)_ ‘
k&1
i=1
/2i (0),
where /2k(r
2s&), /21(0), ..., /
2
k&1(0) are independent chi-square distributed
random variables with s= si .
Hence, conditionally on s1 , ..., sk , the volume V is distributed as
&k2
k !
s&k2 ‘
k
i=1 \
si
s +
&12
/k(r2s&) ‘
k&1
j=1
/j (0).
The vector (s1 s, ..., sk s) is independent of s and has a Dirichlet distribu-
tion with easily calculable
E \‘
k
i=1
(s i s)&12+=
1 \k&2 + 1 k \
&&1
2 +
1 \k(&&1)2 + 1 k \
&
2+
.
See [18]. As in the proof of Theorem 1,
E(/k(r2s&) | s)= :

i=0
exp \&r
2
2
 x j
& +\
r2
2
 xj
& +
i
i !
1 \k+2i+12 +
1 \k+2i2 +
212
and
‘
k&1
j=1
E(/j (0))=
1 \k2+
- ?
2(k&1)2,
which gives
E(V | s)=
&k2
k !
1
sk2
1 \k&2 +
1 \k(&&1)2 +
1 k \&&12 +
1 k \&2+
1 \k2+
- ?
2 (k&1)2
_ :

i=0
exp(&r2s(2&))(r2s(2&)) i
i !
1 \k+2i+12 +
1 \k+2i2 +
212.
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Finally, the unconditional expected value of the volume V is then given
by (st/2k&(0))
E(V)=E[E(V | s)]
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Lemma 4. Assume x1 , ..., xn are i.i.d. t&, k . For a fixed x=ru, u being a
unit vector, the theoretical rank function is R(x)=q(r) u, where
q(r)=
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Proofs of Lemma 4 and Theorem 2. See the proof of Theorem 1.
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