Enhancing noisy speech is an important task to restore its quality and to improve its intelligibility. In traditional non-machine-learning (ML) based approaches the parameters required for noise reduction are estimated blindly from the noisy observation while the actual filter functions are derived analytically based on statistical assumptions. Even though such approaches generalize well to many different acoustic conditions, the noise suppression capability in transient noises is low. More recently, ML and especially deep learning has been employed for speech enhancement and studies show promising results in noise types where non-ML based approaches fail. However, due to their data-driven nature, the generalizability of ML based approaches to unknown noise types is still discussed. To improve the generalizability of ML based algorithms and to enhance the noise suppression of non-ML based methods, we propose a combination of both approaches. For this, we employ the a priori signal-to-noise ratio (SNR) and the a posteriori SNR estimated by non-ML based algorithms as input features in a deep neural network (DNN) based enhancement scheme. We show that this approach allows ML based speech estimators to generalize quickly to unknown noise types even if only few noise conditions have been seen during training. Instrumental measures such as Perceptual Evaluation of Speech Quality (PESQ) and the segmental SNR indicate strong improvements in unseen conditions when using the proposed features. Listening experiments clearly confirm the improved generalization of our proposed combination.
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I. INTRODUCTION
T HE most common way of communicating for human beings is to use vocalized speech. The presence of background noise, however, may deteriorate the speech intelligibility [1] , [2] , as well as the quality of the speech signal. Besides human perception, background noise also affects automatic speech recognition algorithms for human-machine interfaces and results in lower recognition rates [3] , [4] . Speech enhancement algorithms therefore play an important role for noise robust speech recognition and for improving the speech quality in hearing aid and telecommunication applications. In this paper, single-channel speech enhancement algorithms are considered that either assume that the noisy signal has been captured by a single microphone or process the output of a beamformer [5] .
Single-channel speech enhancement has been a research topic for many decades and has led to many different methods, e.g., [6] - [16] . Here, we distinguish between two broad categories of single-channel speech enhancement schemes, namely R. Rehr and T. Gerkmann are with the Signal Processing Group, Department of Informatics, Universität Hamburg, Germany (e-mail: robert.rehr@unihamburg.de; timo.gerkmann@uni-hamburg.de) Manuscript received September 6, 2017.
machine-learning (ML) based and non-ML based approaches. ML based enhancement schemes generally follow a two-step approach to enhance a noisy speech signal. First, the model parameters of an ML algorithm are tuned on training data. After that, the obtained models are used to separate the speech component from the background noise. On the contrary, non-ML based approaches do not learn any models from training data prior to processing. Instead the parameters required for the enhancement are estimated on-line and blindly from the noisy observation. Non-ML based enhancement schemes such as [6] , [7] , [12] , [13] , [17] - [19] , commonly operate in the short-time Fourier transform (STFT) domain where a filter function is applied to suppress the coefficients that mainly contain noise. The employed filter functions are often derived as statistically optimal estimators leading to various solutions depending on the distributional assumptions used to model the speech and noise coefficients [7] , [17] , [18] , [20] - [22] . The resulting estimators are functions of the distributions' parameters such as the speech power spectral density (PSD) and the noise PSD, which are estimated blindly from the noisy observation. Most of the existing noise PSD estimators exploit the assumption that the background noise varies more slowly than the speech signal. Following this assumption, approaches that track the minima of the noisy input periodograms [19] have been proposed to estimate the noise PSD. Other approaches identify timefrequency points having considerably larger magnitudes than the previously estimated noise PSD as speech and exclude them from the noise PSD updates [9] , [13] . From the noise PSD estimate and the noisy observation, the speech PSD is obtained, e.g., [7] , [12] , which is required to design the noise reduction filters [7] , [18] , [20] - [22] . Such approaches have been proven to generalize well to many different acoustical environments and provide good results in moderately varying noise types. However, they lack the ability to track fast changes of the background noise. Due to their underlying assumption that noise varies more slowly than speech, highly non-stationary noises, e.g., transient noises like the sound of forks and knives in a restaurant situation, or sudden changes of the acoustical environment are often considered as speech by non-ML based approaches. As a consequence, such transient sounds are generally not suppressed by non-ML based enhancement schemes.
The shortcomings of non-ML based enhancement schemes especially with respect to the limited noise tracking capabilities have motivated the usage of ML algorithms for speech enhancement, e.g., [8] , [11] , [14] - [16] , [23] - [31] . In [8] , [11] , [25] generative models such as hidden Markov models and Gaussian mixture models have been employed to learn typical arXiv:1709.02175v1 [cs.SD] 7 Sep 2017 shapes of the speech and noise PSDs or related quantities. The shapes that most likely explain the noisy observation are employed to design filter functions, similar to the non-ML approaches. Other ML approaches train two separate dictionaries for speech and noise, e.g., using nonnegative matrix factorization (NMF), to untangle the speech component from the noisy mixture, [14] , [23] , [27] . Also here, the separated speech and noise components are often used to design a filter function which is applied to the noisy STFT spectra. Recently, deep neural networks (DNNs) are more intensively investigated for speech enhancement applications [15] , [16] , [26] , [28] , [29] , [31] . In contrast to other learning approaches, DNNs are used to learn a non-linear function, e.g., a mapping from the noisy observation or features extracted from it to a filter or masking function [26] , [29] , [31] . DNNs can as well be utilized to learn a mapping where the target is directly given by the clean speech coefficients as in [15] such that no filter function is required. The most recent studies on ML based speech enhancement approaches, e.g., [15] , [29] , [31] , show that DNN based approaches in principal have the ability to reduce transient noises. Even though theses types of ML based enhancement schemes show promising results to improve the performance in such noise types, one of the major concerns with ML based approaches is the generalizability to noise types that have not been seen during training. For DNN based approaches, this issue is encountered with large and diverse training data [15] , [29] . Here, hundreds or even thousands of different noise types are included during training to enable the DNN based enhancement schemes to generalize to unseen noise conditions. Even though large training data sets increase the generalizability, using thousands of noise types may still be inappropriate as in real-world scenarios virtually infinitely many noise types can possibly occur as argued in [16] , [32] .
In this paper, we combine the generalization strengths of non-ML based and the improved performance in transient noise of ML based speech enhancement schemes. For this, we propose to employ pre-processed features taken from non-ML single-channel speech enhancement algorithms in a DNN based speech enhancement framework. Specifically, we propose to employ the a priori signal-to-noise ratio (SNR), i.e., the ratio of the clean speech PSD and the noise PSD, and the a posteriori SNR, i.e., the ratio of the noisy periodogram and the noise PSD, as features. The usage of the a priori SNR and the a posteriori SNR is motivated by non-linear clean speech estimators, e.g., [7] , [18] where these quantities result from the derivation of minimum-mean squared optimal estimators. From this choice we expect the advantages that the additional time-varying information provided by means of the noise and speech PSD estimates improves the generalizability as well as the performance of ML based enhancement schemes. The proposed approach has similarities to the noise-aware training used in [15] , [33] where a fixed noise PSD estimate is obtained by averaging the first and last segments of the input features. In [15] , [33] , this estimate is then appended to the feature vector to allow the DNN to adapt to different noise types. Here, we use time-varying estimates as features for the DNN which provide the ML based approach additional information, e.g., changes in the spectral shape of the background noise. Time-varying noise PSD estimates have also been considered in [32] where the fixed noise estimate appended to the feature vector has been replaced by the noise PSD estimate obtained from [13] . The study in [32] , however, mainly considers office environments and focuses on the generalizability of ML based methods to unseen mixtures of sounds taken from the same environment. In our work, there is no restriction to specific acoustic environments. Further, our study focuses on the generalizability of ML based approaches to arbitrary noise types if only a limited amount of noise types is available for training. Our results confirm that the proposed features allow to train DNN based enhancement schemes that generalize to unseen noise types even if only few noise types have been seen during training. This effect is validated using cross-validation experiments where different sets of noise types for training and testing are used. Additionally, we support our findings using subjective evaluations.
First, we describe the employed algorithms in Section II and the used parameters and training methods in Section III. The results of the instrumental measures is shown in Section IV while the listening experiment is described in Section V.
II. ENHANCEMENT ALGORITHMS
In this section, an overview of the enhancement algorithms considered in this paper is given. First, the non-ML based speech enhancement scheme based on [12] , [13] and the Wiener filter is introduced. After that, an ML based enhancement scheme similar to [15] is presented which serves as the basis for the proposed combination described afterwards.
A. Non-ML Based Enhancement Scheme
In this part, the non-ML based enhancement scheme is introduced. This algorithm operates in the STFT domain which is obtained by splitting the noisy input signal into overlapping segments and taking the Fourier transform of each segment after a tapered spectral analysis window has been applied. We employ the physically plausible assumption that the speech signal and the noise signal mix additively, i.e.,
The symbols S k, and N k, denote the complex clean speech spectrum and the complex noise spectrum, respectively, while Y k, is the resulting spectrum of the noisy signal. Furthermore, k is the frequency index and is the segment index. The speech coefficients are estimated using the Wiener filter gain function G k, asŜ
where G min acts as a lower limit on the Wiener filter gain G k, .
The minimum gain G min is an important parameter to limit artifacts in the enhanced signal such as fluctuations in the reduced background noise or musical tones [34] . The Wiener gain G k, is given by
where Λ s k, and Λ n k, denote the speech PSD and the noise PSD, respectively. Further,
is referred to as a priori SNR. The a priori SNR ξ k, and the noise PSD Λ n k, are estimated blindly from the noisy observation using [12] , [13] . The clean speech estimatesŜ k, are transformed back to the time-domain for each segment . Each enhanced time-domain segment is weighted by a tapered synthesis window and by using an overlap-add method the time-domain signal is reconstructed.
The noise PSD Λ n k, and the a priori SNR ξ k, are estimated on-line and blindly from the noisy observation. For this, the speech presence probability based noise PSD estimator proposed in [13] is used in this work. This estimator allows to track moderate changes in the background noise such as passing cars. However, it cannot track transient disturbances. For estimating the a priori SNR ξ k, , the temporal cepstrum smoothing approach described in [12] is employed. In contrast to the commonly used decision-directed approach [7] , this approach causes less musical tones.
B. ML Based Enhancement Scheme
In this section, the employed ML based speech enhancement scheme is described. The architecture resembles approaches that have been proposed in [15] , [31] .
Similar to the non-ML based enhancement scheme, also the ML based approach operates in the STFT domain. Here, a feed-forward DNN is used to predict an ideal ratio mask (IRM) from input features extracted from the noisy input signal. The IRM has been proposed in [26] and is similar to the Wiener filter gain function shown in (3) with the difference that the speech periodogram |S k, | 2 and the noise periodogram |N k, | 2 are employed instead of the respective PSDs as
Similar to the Wiener filter, the predicted IRM obtained from the DNN is used to estimate the clean speech coefficientsŜ k, asŜ
where IRM(·) denotes the IRM estimated by the DNN. As in (2), also here, we enforce a lower limit G min . As for the non-ML based enhancement scheme, the time-domain signal is reconstructed using an overlap-add method. The DNN's architecture comprises three hidden layers with rectified linear units (ReLUs) [35] as non-linearities and an output layer with sigmoidal activation functions. The input features of this reference DNN approach are based on the logarithmized noisy periodograms, i.e.,
All spectral coefficients of a segment , i.e., y (log) k, for all frequency bins k for a given frame , are stacked in a feature vector. Additionally, a context of three past segments is added to this vector by appending the respective log-spectra to the end of the vector. We do not add context from future segments to keep the algorithmic latency as low as for the non-ML based enhancement scheme.
C. Proposed Combination
In this part, the combination of the non-ML based enhancement scheme in Section II-A and the ML based scheme in Section II-B is described.
The goal of our combination is to exploit the advantages of ML based and non-ML based enhancement strategies. Accordingly, we want to preserve the ability to reduce nonstationary noises of the ML based approaches while the robustness towards unseen noise types of non-ML based approaches is maintained at the same time. For retaining the noise reduction capabilities, the combination also incorporates an ML part where, again, a DNN is employed. Similar to the ML based approach described in Section II-B, the DNN's task is to map features extracted from the noisy input signal to an IRM. For this, we employ the same architecture as in Section II-B. To incorporate the generalizability from non-ML based enhancement schemes, we employ the logarithmized a priori SNR ξ (log) k, = log(ξ k, ) based on (4) and the a posteriori SNR γ (log) k, = log(γ k, ) as input features, where the a posteriori SNR is defined as
Again, the a priori SNR ξ k, and the noise PSD Λ n k, are estimated blindly from the noisy observation using [12] , [13] . For each segment, the features, i.e., ξ (log) k, and γ (log) k, , are stacked in a vector and, again, a temporal context of three previous segments is included.
From these features we expect the advantage that the employed DNN can more easily adapt to unseen noise types as the noise PSD Λ n k, normalizes both, the a priori and the a posteriori SNR. Further, the features also include an estimate of the speech PSD Λ s k, in ξ k, = Λ s k, /Λ n k, which may additionally be exploited by the DNN in the process of predicting the clean speech coefficients. The employed features are motivated by various non-ML based clean speech estimators described in the literature, e.g., [7] , [18] , [20] - [22] which are also non-linear functions of the a priori SNR ξ k, and the a posteriori SNR γ k, but result by deriving the analytical expression of the minimum mean-squared error optimal estimator from a given statistical model. Training a DNN on the logarithmized versions of the a priori SNR ξ (log) k, and the a posteriori SNR γ (log) k, also results in such a nonlinear function. Correspondingly, this allows the DNN to be interpreted as a non-linear clean speech estimator similar to non-ML based enhancement schemes. However, non-ML based clean speech estimators often neglect temporal and spectral correlations. These can be easily included in DNN based approaches by extending the feature vector over multiple frequency bins k and time segments as done here and in many other approaches, e.g., [15] , [29] , [31] . Hence, training a DNN on such data may result in a more advanced estimator compared to most non-ML based clean speech estimators.
III. AUDIO MATERIAL AND PARAMETERS
For all algorithms, the STFT uses 32 ms segments which overlap by 50 %. For the analysis step as well as the synthesis step a square-root Hann window is employed. The mirror spectrum is omitted in the extracted features. We employ a sampling rate of 16 kHz such that the resulting dimension of the input features for the DNN based enhancement scheme described in Section II-B is 257 × (3 + 1) = 1028 including the context. For the proposed combination, the dimensionality of the input features doubles to 2056 due to the concatenation of the a priori SNR and the a posteriori SNR. The output layer of all considered DNN based enhancement schemes has the dimension 257. The number of units in each hidden layers amounts to 1024 for both DNN based approach. For all employed enhancement schemes, the minimum gain is set to
The employed background noises are taken from a fixed pool of eight noise types. It includes the babble noise and the factory 1 noise taken from the NOISEX-92 database [36] . Further, a modulated version of NOISEX-92's pink and white noise are included similar to [13] . The remaining noise types are taken from the freesound database http://www.freesound.org. Among them are the sounds of an overpassing propeller plane 1 , the interior of a passenger jet during flight 2 , a vacuum cleaner 3 , and a traffic noise 4 . In the evaluation, different subsets of the these noise types are taken for training while the remaining noise types are used for testing. The specific choices of the test and training sets are described in the respective parts of Section IV.
The speech material is taken from the TIMIT database [37] . For the training of the DNN based enhancement schemes, a gender balanced set of 2392 sentences taken from the TIMIT training set is employed. All sentences are embedded once in each noise type used for training at a random temporal position. For the employed noise PSD estimator, a two second initialization period is added at the beginning of each sentence to avoid initialization artifacts during feature extraction. This period is removed from the final features used for training. To allow the DNN to learn the effect of different SNRs, the sentences are embedded in the background noise at SNRs ranging from −5 dB to 15 dB. The SNR is randomly chosen for each sentence and also the scaling is randomly varied for each sentence by adjusting the peak level of the speech signal from −26 dB and −6 dB. These variations are included in the training data, to allow the DNN to learn a scale-independent function of the IRM.
The parameters of the DNN are adapted by minimizing the following optimization criterion
Here, the squared error of the logarithmized quantities is minimized which is motivated by the human loudness perception which approximately follows a logarithmic law. Further, ε is a bias term which is used to avoid that extremely low gains of the target IRM are overly penalized by the cost function.
Here, ε = 0.1 is employed such that differences between the target IRM and the DNN output are treated as irrelevant if the target IRM is below −20 dB. The weights and biases of the layers are initialized using the Glorot method [38] . After the initialization, the weights are optimized using the AdaGrad approach [39] where the learning rate has been set to 0.005 while a batch size of 8192 samples has been used. The order of the training observations is randomized. To avoid overfitting of the network, an early stopping scheme is employed where the training procedure is stopped if the error J is not reduced by more than 1 % over 20 iterations on a validation set. The validation set is constructed by randomly selecting 15 % of the training set.
IV. INSTRUMENTAL EVALUATION
In this section, the performance of the DNN based and the non-DNN based enhancement scheme, as well as, the combination of the two is evaluated using instrumental measures. For this, 128 sentences from the TIMIT test set are taken where it is ensured that the audio material is gender balanced. Similar to the training, the clean speech sentences are embedded at random positions in the background. All sentences are mixed at SNR ranging from −5 dB to 20 dB in 5 dB steps. Furthermore, also here, an initialization period of two seconds is added to avoid initialization artifacts of the employed noise PSD estimator [13] . This period is omitted during the evaluation, i.e., the instrumental measures are only evaluated on the part that contains the embedded sentence. Also during the evaluation, the scaling is varied between −26 dB and −6 dB peak level.
The algorithms are evaluated using the Perceptual Evaluation of Speech Quality (PESQ) [40] measure which is used as measure of the quality of the enhanced signals. Additionally, the segmental SNR (SegSNR), segmental noise reduction (SegNR), and segmental speech SNR (SegSSNR) are employed [41] , [42] . The measures are defined as
For (10) the enhanced signal, whiles[·] andñ[·] result from applying the filter functions used to obtainŜ k, to the speech only and noise only signals [41] . Similar to PESQ, the segmental SNR is a measure of the enhanced signal's quality. The segmental speech SNR is a measure of the distortion of the speech signal, while the segmental noise reduction shows the amount of background noise reduction. For all employed measures, larger values indicate improvements in performance.
A. Performance in Matching and Non-Matching Conditions
The first experiment focuses on how the performance of the ML based algorithms changes if the background noise has been seen during training or not. For this, we make the selection for the training and testing noise types as given in Table I . As we are also interested in the performance for seen noise types in this experiment, only the first 120 seconds of the noise types in the training set are actually used for training. This approximately corresponds to half of the audio material As a result, there is no case where the specific realization of background noise used for testing has been seen during training, even if the noise type is known to the ML based enhancement schemes. Additionally, the algorithms are also evaluated on the unseen noise types in the test set in Table I . Fig. 1 shows the results of the instrumental measures averaged over all seen noise types. Similarly, Fig. 2 shows the results for the unseen noises types. Fig. 1 confirms that the ML based speech enhancement schemes may outperform non-ML based enhancement schemes. Over a large range of SNRs, the PESQ improvements of both ML based enhancement schemes are 0.1 points larger compared to the non-ML based enhancement scheme. Furthermore, using the proposed combination, similar results can be achieved as using the stateof-the-art DNN based enhancement scheme denoted by "ML based". Similarly also the segmental SNR measure indicates improvements of both ML based enhancement schemes over the non-ML based enhancement scheme. Considering the segmental speech SNR and the segmental noise reduction, the higher PESQ and segmental SNR scores appear to be explained by the lower speech distortion which comes at the cost of a moderately reduced noise reduction.
Considering the results obtained for the unseen noise types shown in Fig. 2 , the results show that the performance of the ML based approach that uses only the noisy log-spectral coefficients drops if the noise types used for training and testing differ. However, the proposed combination still shows improvements over the non-ML based enhancement approach which confirms the advantage of the proposed combination. Considering the segmental SNR, the performance of the ML based enhancement scheme which only employs noisy logspectra is clearly reduced. The noise reduction is much lower compared to the seen noise types, which also explains the lower speech distortions indicated by the segmental speech SNR. From this it can be followed that using these features, the ML based enhancement scheme does not generalize well to unseen noise types. In contrast, if the proposed combination is employed, the segmental speech SNR and noise reduction remain comparable to the seen noise types. This indicates that these features make it easier for the DNN to learn a mapping that generalizes to unseen noise types as it can rely on the noise-robust single-channel estimation algorithms, while still benefiting from the advantages of modern ML approaches.
B. Cross-Validation Experiments
To ensure that the results shown in Fig. 1 and Fig. 2 are not restricted to the specific choice of noise types used for training 
and testing in Section IV-A, we perform a cross-validation.
Here, random combinations of the noise types taken from the pool described in Section III are used to generate different training and testing environments. First, similar to the previous experiment four noise types are used for training while the remaining noise types are used for testing. Table II shows the eight different combinations of training and testing sets used in this experiment. In contrast to the previous experiment, the performance is only evaluated on the unseen noise types. Thus, all available audio material for the training noise types is employed for training, i.e., no audio material from the training noise types is used for testing. Fig. 3 shows the average of the instrumental measures over all noise types and all training and testing combinations given in Table II .
The results show a similar picture as Fig. 2 . Using the DNN only with the noisy log-spectra generally results in lower PESQ improvements and segmental SNRs improvements compared to the non-ML based approach. Again, the very low noise reduction appears to explain this behavior. Only if the proposed combination of features is employed, improvements in PESQ and the segmental SNR can be achieved over the non-ML based enhancement scheme. This, again, shows the advantage of the proposed combination over the noisy log-spectra used for the ML based approach. Also this verifies that the increased robustness towards unseen noise types observed in Section IV-A is not a result of the specific choice of training and testing noise types.
This cross-validation experiment is repeated using 7 noise types for training while the remaining noise type from the pool described in Section III is used for testing. The corresponding configurations are shown in Table III and the results are depicted in Fig. 4 . Again, the results are averaged over all Table II . For each evaluation on a given testing set in Table II , the corresponding training set was used to train the ML based enhancement schemes. Table III. unseen noise types and combinations. Fig. 4 shows that including more noise types for training improves the generalizability if only the noisy log-spectra are used as features in the ML based estimator. In comparison to the experiments where only four noise types have been included, the performance is now comparable to the non-ML based enhancement scheme. Still, there is a gap in performance in comparison to the evaluation on seen noise types given in Fig. 1 . The performance of the proposed combination features is similar to the previous experiments, i.e., improvements over the non-ML based enhancement scheme can be observed. This shows that including non-ML based features in the input of the DNN also increases the generalizability towards unseen noise conditions after adding three additional noise types to the training set.
V. SUBJECTIVE EVALUATION
Instrumental measures such as PESQ and the segmental SNR measures give an indication on how the quality of the processed signals would be judged by humans. Still, as such measures cannot perfectly model human perception, we verify the instrumental results in Section IV using subjective evaluation tests. Here, a multi-stimulus test with hidden reference and anchor (MUSHRA) [43] is employed to compare the algorithms described in Section II. For this experiment, a sentence of a male and a female speaker is embedded in factory 1 noise and traffic noise at an SNR of 5 dB. The noisy signals are processed by the speech enhancement schemes described in Section II. For the ML based algorithms, the same training strategies used for the instrumental evaluation in Section IV are employed again. Correspondingly, the ML based enhancement schemes are first trained on four noise types as in Table I where factory 1 and traffic noise are included in the training set. Secondly, the noisy signal is processed using the ML based enhancement schemes where the respective noise types have not been seen during training. For the enhancement of the factory 1 noise, once the training/testing set no. 6 in Table II and once the set no. 6 in Table III is used. For the traffic noise, the set no. 3 in Table II and the set no. 5 in Table III are employed.
In each trial of the experiment, the participants compared six stimuli. In addition to the processed signals, the noisy signal is included and a reference signal is presented where the speech signal and the background noise are mixed at an SNR of 20 dB. Lastly, a low quality anchor is added where the speech signal is low pass filtered at 2 kHz and mixed at an SNR of −5 dB. This signal is enhanced using a non-ML based enhancement algorithm where where the noise PSD is estimated using [13] while the speech PSD is obtained using the decision-directed approach [7] . The smoothing constant is set to 0.9 and the signal is enhanced using the Wiener filter where a more aggressive lower limit of −20 dB is employed. This results in an enhanced signal with very poor quality due to many musical tone artifacts and strong speech distortions for the anchor. The audio examples used for the listening experiment are available under https://www.inf.uni-hamburg. de/en/inst/ab/sp/publications/tasl2017-dnn-rr.
A total of 11 subjects with age in the range of 24 to 38 years who are not familiar with single-channel signal processing have participated in the MUSHRA. The experiment took place in a quiet office. The diotic signals were presented via Beyerdynamic DT-770 Pro 250 Ohm headphones attached to an RME Fireface UFX+ sound card. All signals were normalized in amplitude. The test consisted of two phases. First, the participants were asked to complete a training phase to familiarize with the presented sounds and to adjust the volume to a comfortable level. For this, a subset of the processed signals was presented. In the second part of the experiment, the participants were asked to rate the signals according to their overall preference on a scale from 0 to 100, where 0 was labeled with "bad" and 100 with "excellent". The order of the presentation of algorithms and conditions were randomized between all subjects. Training: Table I  Training: Table I Training: The left column shows the results for factory 1 noise and the right column for traffic noise as test signals. The text boxes in the plots refer to the training sets in the respective tables that were used to train the ML based enhancement schemes. The rows show different training strategies. For a statistical analysis, see Table IV and Table V. For the evaluation, we average the ratings over the two speakers for each tested scenario. The results are shown in Fig. 5 in dependence of the employed noise type and the employed training/testing set for ML based algorithms. All listeners were able to correctly identify the hidden reference and assigned the highest score to it. The anchor signal and the noisy signal were assigned the lowest scores in most of the cases, i.e., the enhanced signals were generally preferred over these two signals. Comparing the ratings for the enhancement schemes, the first line of Fig. 5 indicates that, in traffic noise, all enhancement schemes have been rated similarly if the noise type has been seen during training. In factory noise, however, both ML based speech enhancement schemes yield better sounding results than the non-ML based algorithm for the same training strategy. This confirms the prediction by the instrumental measures in Fig. 1 and demonstrates again the potential of DNN based enhancement over non-ML based enhancement in the context of speech enhancement in the presence of transient noise. It also verifies that the proposed combination results in a similar performance as the state-ofthe-art DNN based speech enhancement schemes denoted by "ML". Considering the case where the processed noise types have not been included in the training set, i.e., the lower two lines of Fig. 5 , the ratings for the ML based approach only using the noisy log-spectra as features drop while the ratings for the proposed combination remain high. These results demonstrate once more that the proposed combination increases the generalizability of the ML based enhancement scheme. Additionally, the proposed combination shows higher ratings as the non-ML enhancement scheme in factory noise. As this acoustic environment contains many transient sounds, this indicates that the proposed features still allow to exploit the advantages of DNN based enhancement schemes. Contrarily, the traffic noise contains only moderately varying noise in the form of passing cars. These changes in the background noise can still be tracked reasonably well using the non-ML based approach [13] which results in only small differences between the proposed ML and the non-ML based enhancement scheme.
In the remainder of this section, we conduct a statistical analysis for the results shown in Fig. 5 . For each acoustic scenario, a repeated measures analysis of variance (ANOVA) [44] is performed to test if the factor "enhancement algorithm" has a significant effect on the participants' rating. For this, we employ a significance level of 5 % for all statistical tests. For each acoustic scenario, we validated that the residuals of the general linear model fitted during the process of the repeated measures ANOVA are normally distributed using the Shapiro-Wilk test [46] . According to Mauchly's test [47] , the sphericity assumption is violated for the traffic noise scenario where the ML model in Table III , col. 5 is used. For this case, we apply a Greenhouse-Geisser correction [45] with = 0.452 while for the remaining cases sphericity is assumed. Table IV summarizes the results of the repeated measures ANOVA and shows that the factor "enhancement algorithm" has a statistically significant influence on the rating for all considered scenarios.
Therefore, we continue to employ post-hoc tests to identify the sources of significance. For this, pairwise comparisons using matched pair t-tests are employed where we employ a Bonferroni-Holm [48] correction to account for the error inflation of pairwise testing. The results are shown in Table V . The significance tests confirm the results discussed for Fig. 5 . For most of the cases, the participant's ratings for the enhanced signals are significantly different compared to the anchor and the noisy signal. One exception is the unseen traffic noise THE GRAPHICAL REPRESENTATION OF THE DATA ANALYZED  IN THIS TABLE IS GIVEN IN FIG. 5 WHILE THE OVERALL SIGNIFICANCE OF  THE FACTOR "ENHANCEMENT ALGORITHM" IS TESTED IN TABLE IV Table III , col. 3 has been employed. For this case, results indicate that using the ML based enhancement scheme using only noisy log-noisy spectra as features and the noisy signal does not yield significant improvements over simply using the noisy signal. For the scenarios where the noise has been seen during training, i.e., the first row in Table V , no significant difference in the ratings of the evaluated enhancement schemes is found for the traffic noise scenario. For factory noise, however, a significant difference in the ratings for the proposed combination and the non-ML based enhancement scheme is obtained. Additionally, the difference in ratings between the ML based enhancement scheme using only noisy log-spectra and the ML based enhancement scheme is significant. This demonstrates, again, the DNN's power in single-channel speech enhancement to outperform stateof-the-art non-ML based enhancement schemes in transient noise types. However, considering the practically more relevant cases where the background noise is unknown to the ML based enhancement schemes, the means of the ML based enhancement scheme using log-noisy features and the non-ML based scheme are significantly different for all scenarios. This means that the performance of the ML based enhancement was rated significantly worse compared to the non-ML based enhancement scheme in unseen noise. Comparing the proposed combination and the non-ML based enhancement scheme, the means are only significantly different for the factory 1 noise while no significant difference was found for the traffic noise. Following that, the proposed combination was rated better than the non-ML based enhancement scheme in factory 1 noise. Lastly, the means of the proposed combination and the compared ML based enhancement scheme are significantly different for all unseen conditions. From this it is concluded that the enhancement based on the proposed combination is rated better than the enhancement based on the noisy log-spectra only. This strong evidence leads us to the conclusion that the proposed features significantly improve the generalization of DNN based enhancement schemes especially in cases where training material is limited. Further, while there is no significant difference between the proposed combination and the non-ML based enhancement scheme in traffic noise, the proposed DNN based algorithm is better in factory 1 noise. From this we follow that due to the fast tracking of the non-ML noise PSD estimator in [13] , no difference between two enhancement approaches is observed in traffic noise. However, as the DNN is more capable of suppressing the transient noises in the factory environment, the proposed combination is rated higher there. This shows that the advantages of the ML based and non-ML based enhancement schemes are efficiently combined with the proposed approach.
VI. CONCLUSIONS
In this paper, we combined ML based and non-ML based enhancement schemes to take advantage of both approaches. For this, we proposed to use the a priori SNR and the a posteriori SNR estimated by non-ML based approaches as features in a DNN based enhancement scheme. If the noise type is known, the proposed combination performs similar to a comparable state-of-the-art ML based algorithm that uses noisy log-spectra as features. In unseen noise conditions, however, the performance drops if only the log-spectra of the noisy observations are employed while the performance of the proposed combination remains high. From this, it is concluded that the proposed combination retains the advantages of ML based approaches, e.g., the suppression capability in transient noise types, and considerably increases the generalizability to unseen noise types. This is supported by the MUSHRA based listening experiments where, in unseen noise conditions, the proposed combination was significantly preferred over the ML based enhancement scheme using log-spectra of the noisy observations. The audio examples used for the listening experiment are available under https://www.inf.uni-hamburg. de/en/inst/ab/sp/publications/tasl2017-dnn-rr.
