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Resume
Les codes de calcul devenant de plus en plus complexes, la modularisation est une pratique de
plus en plus repandue. Les modules sont couplees a l'aide d'un "middleware", par exemple Corba.
Les implementations existantes de Corba exploitent ecacement les technologies de reseau local clas-
siques telles que TCP/IP sur Ethernet. Les performances sont egalement conformes aux attentes sur des
reseaux longue distance. Cependant, quand il s'agit d'executer dierents codes couples sur une grappe
de PC, il serait interessant que l'ORB puisse exploiter directement les reseaux haut debit tels que SCI ou
Myrinet. Quelques tentatives ont ete faites par le passe, mais les resultats n'etaient pas a la hauteur des
esperances (par exemple, seulement 10Mb/s sur ATM). Nous avons avons realise un prototype reposant
sur omniORB3 utilisant la bibliotheque de communications Madeleine. Les performances sont au rendez-
vous. Sur IIOP/Ethernet-100, le debit plafonnait a 92Mb/s pour une latence a 150us ; quand un reseau
rapide est disponible, notre implementation realise des transferts a 560Mb/s et 640Mb/s respectivement
sur SCI et Myrinet, avec une latence abaissee a 50us.
Mots-cles : Corba, reseaux haut debit, couplage de code, Madeleine, ORB.
1. Couplage de code par Corba
Les applications de calcul scientique reposent de plus en plus souvent sur des simulations multi-
physiques, rendues possibles par la puissance croissante des machines. Ces applications sont tres com-
plexes a mettre en uvre. Une solution adoptee passe par une modularisation. Chaque partie est en-
capsulee dans un module, un module etant sequentiel ou parallele (par exemple en utilisant Mðé). Pour
coupler les dierents modules, nous nous reposons sur la technologie Corba [7], standard deja largement
repandu et eprouve dans l'industrie. Le couplage par Corba de codes paralleles reposant sur Mðé peut
se faire par exemple avec une solution de type PaCO [9].
Le couplage par Corba fonctionne bien quand le code est distribue sur des sites dierents, relies par
Internet. Cependant, on peut e^tre amene a utiliser plusieurs modules couples par Corba sur une grappe
de PC equipee d'un reseau haut debit de type Sãé ou Myrinet. Les implementations Corba actuelles
etant concues dans l'optique d'une utilisation sur TCP, elle ne savent pas tirer prot des reseaux haut
debit. L'objectif de ce papier est de mesurer le gain de performances que l'on peut obtenir en integrant
l'exploitation de reseaux haut debit dans un Oòâ.
Nous decrivons dans un premier temps quelques travaux existants dans le domaine des Oòâ sur les
reseaux haut debit. Nous analysons ensuite les performances d'une implementation actuelle de Corba.
Enn, nous exposons les performances de prototypes d'Oòâ sur des reseaux haut debit.
2. Quelques Oòâ sur reseaux haut debit
Il existe deja certains travaux dans le domaine des Oòâ sur des reseaux haut debit. Nous en dressons
ici une liste representative.
2.1. OmniORB 2
Dans sa version 2 (1998), OmniORB avait ete adapte aux reseaux Aôí et Sãé. Le code correspondant
n'etant pas distribue, nous rapportons uniquement les resultats publies [6, 8].
Aôí La latence de 360 s est honorable compte tenu des machines utilisees [8]. Le debit monte a 17 Mo/s
(135 Mbps) pour un lien physique a 155 Mbps, ce qui est une bonne performance. Cependant, ce
debit est obtenu uniquement avec des blocs d'octets, donc sans cou^t d'encodage (marshaling). Pour
un type structure, il tombe en dessous de 6 Mbps.
Sãé Avec une latence de 156 s et un debit jusqu'a 37 Mo/s (300 Mbps), les performances sont honne^tes.
Il n'y a cependant aucune indication des performances obtenues avec un type structure [6].
2.2. MICO/VIA
Un portage de MICO sur Véá a ete realise par Nhu-Tung Doan [3]. Cette mise en uvre est jusqu'a 12%
plus rapide qu'une utilisation du me^me materiel Gigabit Ethernet avec TCP. Par contre, il n'est fait aucune
mention de la latence.
Il existe egalement CrispOrb [4], qui gagne 20 % en latence en programmant speciquement Véá, et
TAO [5] sur Aôí qui se preoccupe pluto^t de l'aspect temps reel.
Les resultats des travaux existants sont encourageants mais semblent tres incomplets, d'autant plus que
pour omniORB, cette orientation a ete abandonnee avec la version 3. De plus, chaque implementation
est specique a un type de reseau particulier.
3. Performances de Corba
Commencons par analyser un Oòâ existant pour identier les parties qui ont le plus d'inuence sur la
performance. Nous utilisons pour cela MICO 2.3.3 [1]. Il presente l'avantage d'e^tre une implementation
Corba complete. Il n'est pas repute e^tre le plus performant, mais ses performances sont toutefois hono-
rables.
3.1. Details d'une invocation
Le temps d'invocation d'une methode a distance se decompose en plusieurs phases : latence d'invoca-
tion (t
1
) qui correspond au temps d'emission sur le reseau de l'ente^te qui annonce quelle methode et quel
objet distants utiliser ; temps d'envoi des parametres in de la methode, caracterise par son debitD
in
; temps
d'execution t
exec
de la methode ; temps d'envoi en retour des parametres out, de debit D
out
; latence de
notication de terminaison de la methode distante (t
2
). Nous mesurons deux types de performances :
RTT (Roundtrip Time) temps d'aller-retour. C'est le temps d'une invocation complete de methode vide a
distance, sans argument. Nous avons donc RTT = t
1
+ t
2
;
Debit C'est le debit d'envoi des parametres. Nous avons constate que les debits in et out sont identiques.
Nous noterons desormais D = D
in
= D
out
. Nous mesurons le temps total T d'une invocation de
methode acceptant en parametre une quantite de donnees S. Nous avons alors T = RTT +
S
D
d'ou D =
T RTT
S
.
Mesures.
Notre plateforme de test est composee de machines bi-processeur Pentium II 450 MHz equipees de
cartes Ethernet 100. Le temps RTT mesure est de 500 s. Le debit est donne a la gure 1, en fonction du
type des donnees transmises. L'encodage etant fonction du type, les performances sont variables d'un
type a l'autre. Dans la suite, nous nous limiterons au type Long.
3.2. Decomposition du debit
Dans le cadre du couplage de codes de calcul numerique, les donnees manipulees sont generalement
de grande taille. Nous portons donc plus d'intere^t au debit qu'a la latence.
Le debit d'envoi des parametres est essentiellement conditionne par l'envoi sur le reseau proprement
dit, l'encodage (marshaling) en emission et le decodage (demarshaling) en reception pour assembler et
desassembler les reque^tes au format GIOP { la plupart du temps, ces operations realisent une copie en
memoire a l'emission et une copie a la reception.
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Féç. 2 { Debits d'encodage et de decodage sous MICO
Notons D
encode
le debit d'encodage, D
decode
le debit de decodage et D
net
le debit du reseau. Si on
suppose que le debit total ne depend que de ces trois parametres, et qu'il n'y a aucun recouvrement
entre ces dierentes operations, nous pouvons etablir l'egalite suivante :
D =
1
1
D
encode
+
1
D
net
+
1
D
decode
La gure 2 montre les debits mesures pour les operations d'encodage et de decodage de sequences
de Long. Quand D
net
est de l'ordre de 10 Mo/s (debit constate sur Ethernet 100), D
encode
et D
decode
ont une inuence negligeable sur le debit total D d'apres la formule etablie precedemment. Ceci est
conrme par l'experience. Des mesures detaillees des copies en memoire ont montre qu'une partie de
ces dierences entre D
encode
et D
decode
est due a la presence ou a l'absence de defauts de page, selon
que la zone de donnees est fra
^
chement allouee ou contient deja des donnees.
4. Oòâ sur Madeleine
4.1. Principe
Notre objectif est de realiser un prototype pour evaluer les performances que nous serions en droit
d'attendre d'un Oòâ sur des reseaux haut debit. Pour virtualiser l'interface des dierents reseaux (Myrinet,
Sãé, VIA, etc.), nous avons choisi la bibliotheque de communications Madeleine [2], en particulier pour
ses bonnes performances. Nous detournons simplement les mecanismes de transfert TCP de l'Oòâ (appels
systeme read et write) vers leur equivalent Madeleine. Cette approche est trop simpliste pour une
exploitation d'application Corba complete mais permet neanmoins de mesurer de facon realiste les
performances qu'obtiendrait une implementation complete de Corba sur Madeleine. Dans un premier
temps, nous avons utilise MICO 2.3.3 pour sa simplicite et sa conception modulaire et nous avons analyse
ses performances. Nous avons ensuite realise un autre prototype base sur OmniORB 3.
4.2. MICO/Madeleine
L'implementation de MICO sur Madeleine a ete testee sur les reseaux Sãé et Myrinet. La gure 3
presente les debits mesures en test \ping pong" pour une sequence d'entiers 32 bits. LeRTT (temps d'aller
retour) est mesure a 290 s sur Sãé et 270 s sur Myrinet, a comparer aux 500 s sur TCP/Ethernet 100.
Le tableau 1, obtenu par instrumentation du code de MICO, presente dierents elements qui inuent sur
le debit total. Le debit theorique est
D =
1
1
D
encode
+
1
D
net
+
1
D
decode
Les variations de D
encode
et D
decode
s'expliquent par le fait que les machines equipees de cartes Sãé et
Myrinet sont sensiblement dierentes.
Nous constatons que nous parvenons a exploiter 90 % de la bande passante theoriquement possible,
ce qui valide notre modele. Or notre modele montre que les copies sont tres cou^teuses et limitent la
bande passante utilisable a environ 30 % du debit nominal du reseau. Pour depasser cette limite, il est
necessaire de s'orienter vers une approche \zero-copie".
4.3. OmniORB 3/Madeleine
OmniORB 3 est interessant dans le sens ou il implemente quelques transferts en mode \zero-copie"
quand cela est rendu possible par l'alignement des donnees en memoire. Une methode similaire a celle
reseau D
encode
D
decode
D
net
debit theorique debit mesure
Ethernet 129 80 12 9.6 9.4
Sãé 129 80 80 30.5 27.7
Myrinet 113 72 92 29.7 26.2
Táâ. 1 { Analyse du debit en cre^te de MICO en Mo/s
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Féç. 3 { Debit de MICO sur Ethernet 100, Sãé et Myrinet
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Féç. 4 { Debits compares de MICO et OmniORB sur les reseaux rapides
utilisee pour porter MICO sur Madeleine nous permet d'avoir une idee des performances que l'on
pourrait obtenir avec un portage complet d'OmniORB sur Madeleine. Les premieres mesures presentees
a la gure 4 sont encourageantes. Le debit parvient a 70 Mo/s, soit pres de 90 % du debit utilisable par
Madeleine sur Sãé ; la contre-performance de Béð/Myrinet a \seulement" 55 Mo/s en debit soutenu n'est
pas encore expliquee, alors qu'il parvient en cre^te a un excellent debit de 80 Mo/s. Le RTT tombe a
environ 100 s sur les deux types de reseau, soit une latence de 50 s qui est la meilleure performance
d'une implementation Corba sur reseau haut debit a notre connaissance.
4.4. Discussion
OmniORB 3 et MICO faisaient pratiquement jeu egal sur TCP/Ethernet 100. Gra^ce a un mode zero-copie
et une gestion ecace de tampons pre-alloues, OmniORB 3 prend un net avantage lors du passage a
des reseaux haut debit et parvient a des performances satisfaisantes.
5. Conclusion et perspectives
Nous avons evalue et analyse les performances d'un Oòâ existant. Nous avons porte sur Madeleine
deux Oòâ dierents pour mesurer les performances envisageables d'un Oòâ sur un reseau haut debit. Les
resultats obtenus sont encourageants et semblent valider le choix de Corba comme moyen de couplage
des applications de calcul numerique sur reseau local aussi bien que sur reseau longue distance. La
reputation de mauvaises performances de Corba n'est pas fondee sur un aspect intrinseque du modele
Corba mais sur des implementations qui se soucient d'avantage de l'interoperabilite et de la portabilite
au detriment de la performance.
Il reste encore a realiser une adaptation complete de Corba aux reseaux haut debit. Notre objectif
etant le couplage de code parallele, nous souhaitons utiliser Corba conjointement avec une bibliotheque
Mðé pour le parallelisme. De cette facon, on obtient une meilleure structuration des applications avec un
parallelisme par Mðé et un couplage par Corba.
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