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Abst ract - -The  purpose of this paper is to study the existence of solutions for the equation 
x'(t) =.-Ax(t) ,  x(O) = x E D(A), where P is a cone of a Banach space and A : P --* P is an 
accretive mapping satisfying (I + AA)(P) = P, and to give some sufficient conditions which ensure 
A(D(A)) = P and (I T AA)(D(A)) = P. (~ 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Throughout  this paper,  we always assume that  E is a real Banach space, P is a pointed cone 
of E ,  i.e., P is closed convex, AP C P ,  for all ), > 0 and PN( -P )  = {0} and D(A)  is the domain  
of a mapp ing  A. 
A mult i funct ion A : D(A)  C E --~ 2 s is said to be accretive in the sense of [1,2], if for any 
x ,y  E D(A) ,  U E Ax,  v E Ay, 
I[ x -  Yll -~ [[ x -  Y + A(u -  v)l[, for all A > 0. (1.1) 
It  is well known that  the above definition is equivalent o the following definit ion in the sense of 
Deiml ing (see [3, p. 280, Section 23]). 
A mult i funct ion A : D(A)  C E --~ 2 E is said to be accretive if for any x, y E D(A) ,  u E Ax,  
v E Ay,  
(u - v,  x - y )+ > o, (1.2)  
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where (...)+ is the semi-inner product defined by (see [3, p. 123, Section 13]), 
(x ,  y)+ - [Jy]J lira t -1 (IlY + txll -- tlYlI). 
t-~0+ 
An accretive mapping A : D(A) C E ~ 2 E is said to be m-accretive if 
(I + AA)(D(A)) = E, for all ~ > 0. (1.3) 
Recently, m-accretive mapping and m-accretive quations have been studied extensively by 
many authors (see, for example, [3-6] and the references therein). 
A condition weaker that m-accretivity is often useful in applications. 
For example, under the condition D(A) C (I + AA)(D(A)) the existence problem of solutions 
for accretive quation 
x'(t) = -Ax( t ) ,  
x(O) = x E D(A) (I) 
has been considered by Crandall-Liggett [7] and Brezis-Pazy [8] in reflexive Banach space, under 
the same condition, the difference solutions of equation (I) also considered by Takahohi [9] and 
Kobayashi [10] in Banach space. 
The purpose of this paper is to study the existence problem of solutions for equation (I), where 
A : P -~ P is an accretive mapping satisfying (I + £A)(D(A)) = P, for all ~ > 0, and to give 
some sufficient conditions which guarantee A(D(A))  = P and (I + AA)(D(A)) = P, for all A > 0. 
2. MAIN  RESULTS 
Let E be a real Banach space and P a pointed cone in E. By using P, we can define an order 
< in E such that x < y if and only if y - x E P. 
DEFINITION 1. Let A : D(A) C P ---, 2 P be an accretive mapping. If  (I + AA)(D(A)) = P, for 
all A > O, then A is called a m-accretive mapping on P. 
Concerning the m-accretive mapping on P, we have the following results. 
EXAMPLE. Let C([a, b], R) = {x: [a, b] --* R is a continuous function} and P = {x E C([a, b], R), 
x(t) >_ O, for all t E [a,b]}. Then C([a,b],R) is a Banach space with the max-norm and P is a 
pointed cone in C([a, b], R), respectively. 
Let A : P --~ P be a mapping defined by 
Ax(t) = V / -~,  x(t) E P. 
We are going to prove that A is a m-accretive mapping on P. In fact, it is easy to see that 
f i x ( ) -   ()lr _< z ( . ) -  , 
for all A > 0 and for all x(t), y(t) E P. Moreover, for any given y(.) E P and for any A > 0, the 
equation 
x(.)  + = y(.)  
has a solution 
x(t )  -- y(t) + 4 
This implies that A is a m-accretive mapping on P. 
~P .  
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COROLLARY 2.1. Let A : P --~ P be a continuous accretive mapping satisfying the following 
condition. 
For any x E P, there exists/3(x) > 0 such that 
X 
Ax < 
- 
Then A is a m-accretive mapping on P. 
PROOF. By the assumptions for any A > 0 the mapping ( I  + AA) : P ~ P is a continuous 
accretive mapping and satisfies the following conditions: 
(i) for any x E P, there exists j3(x) = (1 + A/~(x) )  -1 such that 
X 
Ax<_ ~,  
(ii) (( I  + AA)x  - ( I  + AA)y ,x  - y)+ = Ilx - yll 2 + A(Ax - Ay,  x - y)+ > IIx - yll 2, for all 
x, y, E P. 
This shows that ( I  + AA) satisfies all conditions in Theorem 2.1. Therefore, ( I  + AA) : P --~ P 
is an homeomorphism, and so A is a m-accretive mapping on P. 
THEOREM 2.2. Let A : D(A)  C P --* 2 P be a m-accretive mapping on P.  I f  there exist ro > 0 
and an open ball B(O, r0) such that 
Then 
r0 < inf Ilzll. (2.1) 
zEAx, 
xED(A)NDB(8,ro) 
B(O, ro) N P C A(D(A)  M B(O, ro)). (2.2). 
PROOF. In order to prove the conclusion of Theorem 2.2, it is sufficient to prove that for any 
given fo E B(O, to) M P the equation 
0 E (A + eI )x  - fo, for all e > 0, 
i.e., the equation 
0 = x -  (A + e I ) - l fo ,  for all e > 0 
has a solution in D(A)  A B(0, r0). 
First, we prove that 
0 f~ U At (D(A)  A OB(O, ro)), , (2.3) 
t~[o,1] 
where At = A + t I  - (1 - t)fo : D(A)  ~ 2E,t  E [0, 1]. 
Suppose the contrary, 0 E UteIO, a] At (D(A)  fq cOB(O, ro)). Hence, there exist {tj} c [0, 1], {x/} 
c D(A)  n OB(O, ro) and zj E Ax3 such that 
tj --* to, zj + t jx j  - (1 - t j ) fo --* O. 
Therefore, there exists wj E E such that 
zj = (1 - t j ) fo - t j x j  + wj and wj --* 0 (as j --* c~). 
If to = 1, then zj + t jx j  --* O(j --* cxD), and so 
(z j , z j )+ + tjllxjll 2 --- (zj + t jx~,x j )+ --, o( j  ~ cx)). (2.4) 
Accretive Equations 59 
By (a) in the Lemma, ~ E AO. By the accretivity of A, we have (z j ,xj)+ >__ O. Hence, it follows 
from (2.4) that xj --+ 8. This contradicts xj E OB(O, ro). Therefore, to < 1. Again by (2.1), we 
have 
ro < IIzjll <- (1 - t j ) l l fo l l  + tjllz~II + Ilwjll. 
Since Ilfoll < to, we have 
ro < .lim Ilzjll -< (1 - to ) l l fo l l  + to~o < ~o, (s ince Ilfoll < to) .  
.7---*00 
This leads to a contradiction. By this contradiction, (2.3) is proved hence, there exists an co > 0 
such that for any ~ ~ (0, co) 
e f[ U {At + eI}tD(A) N OB(O, ro)), 
tel0,1] 
i.e., 
0 ¢ x -  (A +t I+ eI)- l ( (1 - t)fo), 
for all x e 0B(~, r0) N D(A), t E [0, 1] and e E (0, e0). Since A is a m-accretive mapping on P, 
the above expression also true for all x E OB(O, r0) fq P, t E [0, 1] and e E (0, e0). It is easy to 
see that the mapping t --+ (A + t I  + ci)-1((1 - t)f0) is continuous. Therefore, by the homotopy 
invariance of the fixed-point index, we have 
i ((A + eI ) - l fo ,  B(~, to) A P, P) = i ((A + ~I + i )-1~, B(O, ro) A P, P) =i(~, B(O, to) f3 P, P) = 1. 
Therefore, there exists x~ E B(0, r0) fq P such that 
x~ = (A + eI ) - l  fo E D(A). 
Letting e :-+ 0+, we have f0 E A(D(A) fq B(O,ro)). This completes the proof. I 
From Theorem 2.2, we can obtain the following tbeorem. 
THEOREM 2.3. Let A : D(A) C P --+ 2 P be a m-accretive mapping on P satisfying the following 
condition: for any x, y E D(A), u E Ax, and v E AY 
(u - v ,x  - y )+ > ~( l l z  - yl l) l lx - yll, (2.5) 
where a : [0, oo) -+ [0, oo) is a continuous function with a(t) > 0, for all t > 0 and a(t) --+ +oo 
(as t -+ +oo). I f  D(A) is unbounded, then A(D(A))  = P. 
PROOF I. First, we prove that A(D(A))  is a closed subset of P. Indeed, let xj E D(A), zj E Axj 
such that zj --+ z0 E P. By (2.5), we have 
Ilzj - ZmN >_ a(l[xj - xmN), j ,m=l ,2 , . . . .  
This implies that {xj } is a Caucby sequence in P. Without loss of generality, we can assume 
that xj --* x0 E P. On the other hand, by the accretivity of A, we have 
IIx - x~ll < IIx - xj + ~(z - zj)ll, (2.6) 
for all x E D(A) ,z  E Ax, and A > 0, j  = 1,2 , . . . .  Since ( I+AA) (D(A) )  = P and Xo +AZo E P, 
there exist ~ E D(A) and 2 E A~ such that 2 + A5 = x0 + Azo, and so 
6o 
Taking x = & in (2.6), we have 
Letting j --~ c~, we have 
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II~ - x~ll __ II~ - z j  + A(z  - z j ) l l  
= IIxo + Azo - A5 - x j  + ~(~ - zj)[ I  
= [[xo + Az0 - xj - Azj[[, j = 1 ,2 , . . . .  
II~ - x01I _< 0, 
i.e., ~ = xo, and so 2 = zo. 
Taking y = ~ and v = 8 in (2.5), we have 
II~ll > ~(llxll), for all x ¢ D(A),  u • Ax. 
This implies that for any ro > 0 and for open ball B(O, r0), we have 
0 < a(ro) <_ inf Ilz[[. 
zEAx, 
xED(A)ODB(O,ro) 
It is easy to know that  the mapping (ro/a(ro))A : D(A) ~ 2 P is also a m-accretive mapping 
on P,  and 
ro < inf lIz]]. 
ze(ro/a(ro))Ax, 
xED(A)NB(O,ro) 
By Theorem 2.2, we have 
?'0 
POB(O, ro) C a--~o)A(D(A)OB(O, ro)), 
i.e., PMB(O,a(ro)) C A(D(A)OB(O, ro)). Hence, we have 
U P N B(O, a(ro)) C U A(D(A) o B(O, ro) 
to>0 to>0 
C A(D(A)), 
and so P C A(D(A)) C P,  i.e., P = A(D(A)). This completes the proof. 
THEOREM 2.4. 
equation 
| 
Let A : P --* P be a uniformly continuous m-accretive on P. Then the differential 
x'(t) -- -Ax( t ) ,  
x(O) = zo • P 
has a unique solution in P. 
PROOF. First, we consider the following equation: 
(,) 
x'(t) = -A~x(t) ,  A > 0, 
x(o) = zo • P. (HI) 
Define 
C([0, a], P)  = {x(t) :  [0, a] --~ P continuous} and 
{ j} B~ = x(t) e C([0, a l ,P ) :  A~x(t) < a '  t • [0, a . 
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By (a) in the Lemma, 0 E A0 and IiAx0]l < infyeAS IlYl] = 0. This implies that 0 E B~. Therefore, 
B~ is a nonempty closed subset in C([0, a], P). It is known that equation (III) is equivalent to 
the following integral equation: 
/o' x(t) = z o - A~x(s) ds, 
Letting 
then we have 
t E [0, a]. 
j~0 t Sx(t)  = z o - A~x(s) ds, x(t) E B~, t E [0, a], 
/o Sx(t)  k Zo - - -ds  = 1-  z o >_0, a 
for all x(t) E Bx and t E [0, a]. This implies that Sx(t)  E C([0, a], P). Besides ince Ax : P --* P 
and Rx : P ~ D(A), this shows that 
If A >_ a, then we have 
~ t A~x(s) ds + RxS(x( t ) )  >_ O. 
AxSx( t )  = ~(Sx( t )  - RxSx( t ) )  
~ ( /o ~ ) )  
= -~ z o - Axx(s)  ds - R~Sx( t  
1 
< -Zo, for all t E [0, a]. a 
This shows that S : B~ ~ Bx, for all A > a. By (b) in the Lemma, A~ is a Lipschitzian mapping, 
and so it is easy to prove that there exists xx(t) E/~ such that 
Sx~ = x~(t), t E [0, a~], a~ < a, 
i.e., equation (Ill) has a solution x~(t). 
Letting ~(t) = Ilxx(t + h) - x~(t)l I, h E [0, a], we have (see [10, p. 124, Proposition 13.1]) 
~(t )D-~( t )  = (x~(t + h) - x~(t ) ,xx( t  + h) - xx( t ) ) -  
= ( -Axx( t  + h) + Axx( t ) ,x~( t  + h) - xx( t ) ) -  
where 
= - (Axx( t  + h) - Axx( t ) ,xx ( t  + h) - xx(t))+ 
_< 0 (since by Proposition 2.1, Ax is a accretive), 
D-~(t )  = h-~h_~o+ h- l (~( t )  - ~(t - h) ), 
and (x, y)_ is the semi-inner product defined by 
(x, y)_  = Ilyll ~m+ t- l ( l ly l l  - Ily - txll)- 
for all t > 0, 
(2.7) 
Hence, ~ is decreasing and, therefore, t > s implies ]]x'(s)l I > IIx'(t)ll. In particular, we have 
I IAxx~(t)ll - Ilz~,(t)ll <_ Ilx~(0)ll = IlA~zoII _< [[Azoil, for all t > 0. (2.8) 
It is obvious that xa(t) can be extended to [0, +oc). Besides, in the processes of above discussion 
letting a ~ 0 +, we know that equation (III) has a solution for any )~ > 0. 
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Finally, we prove that (x~(.)) is a Cauchy sequence as A --+ 0 +. In fact, let ~b(t) = I[x~(t) -
xi,(t)H, then ¢(0) -- 0. Since A is accretive, 
¢(t)D-~b(t) = (x~(t) - x'~(t), x~(t) - x,(t))_ 
= (-AR~x~(t)  + AR,  x,(t), x~(t) - x,(t))_ 
<_ (-ARAx~(t) + AR,  x,(t) + Axe(t) - Ax,(t) ,x~(t) - z,(t))+ (2.9) 
- (Axe( t )  - Ax . ( t ) ,  x~( t )  - x . ( t ) ) _  
<_ (-AR~x~(t)  +ARt,  xt,(t ) + Axe(t) - Ax~(t),x~(t) -x , ( t ) )+,  for t > 0. 
By (2.8), we have 
IIR~x~(t) -x~(t)l l  = AI]A~x~(t)l] <- AIIAzo II. (2.10) 
Hence, tlR~x~(t) -x~(t) l  I uniformly converges to zero (as A --~ 0). By the uniformly continuity 
of A, the right side in (2.9) tends to zero as A,# --* 0 uniformly on R +. Hence, {x~(.)} is a 
Cauchy sequence. Let lim~_.0+ x~(t) = x(t), the convergence is uniform on any closed interval 
[0, b],b < co, and x(.) is continuous. Since x~(t) --~ x(t) (as A --* 0+), it follows that R~x~(t) 
x(t)(as A -~ 0 +) and AR~x~(t) --, Ax(t) (as A --* 0+). Hence, letting A -* 0 +, from 
we obtain 
j~0 t x~(t) = z o - AR~x~(s) ds, 
x(t) = Zo _ riot 
This implies that x(t) is a solution of equation 
Ax(s) ds. 
x'(t) = -Ax(t) ,  
z(O) = Zo. 
The uniqueness of solution x(t) is obvious. This completes the proof. 
3. APPLICATIONS 
In this section, we shall use the results presented in Section 2 to study the existence of solution 
for some kinds of integral and differential equations. 
EXAMPLE 1. Let C([O,a],R) = {x(t):[O,a] --* R is a continuous function} and P = {x E 
C([O,a],R) : x(t) > O, for all t • [0, a]}. Then C([O,a],R) is a Sanach space with max-norm 
and P is a pointed cone in C([0, a], R). 
Let ko(t, s, r) and kl(t, s, r ) :  [0, a]x [0, a]x R --* [0, oc) be two continuous functions atisfying: 
(i) ko(t,t,r) < l, 1 > 0 is a constant, 
(ii) kl (t, t, r) _< r ~+5, a>0,  r_>0, 
(iii) (k l ( t , t ,x ( t ) ) -k l ( t , t ,  y(t))(x(t) -y(t) )  > CHx 2 -y2112(x(t ) + y(t)) -1, for all x(t),y(t) • P 
and x(t) + y(t) ~ O, for all t • [0, a]. 
Now we consider the following nonlinear integral equation: 
kl (t,t, V~)  + ~otko(t ,s ,x(s))ds=y(t) ,  (3.1) 
where y E P with y(s) > ls, for all s E [0, a]. By the assumptions, Bx(t) = fo ko(t, s, x(s))ds : 
C([0, a],R) --* P is a completely continuous mapping and 
Ax(t)-- kl p 
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is a continuous mapping with AO = 0 and 
for all x E P and x(t) ¢ O. Besides by Condition (iii), we have 
(Ax - Ay, x - y)+ >_ c I Ix  - yll 2, 
for all x, y E P with x(t) + y(t) 7 £ O, for all t E [0, a]. This shows that A satisfies all conditions 
in Theorem 2.1. Therefore, A : P --* P is a homeomorphism. And the existence problem of 
solutions for equation (3.1) is equivalent to the existence problem of fixed point for the following 
operator equation: 
x(t) = A - l  (y ( t ) -  fotkO(t ,s ,x(s))ds)  . (3.2) 
By using the well-known methods (see, for example [3,12,13]), we can discuss the existence 
problem of fixed point for (3.2). 
EXAMPLE 2. Let ~ be a nonempty bounded closed subset of R n and f (x ,  u) : ~ x (-co,  +c~) 
[0, +c~) be a function satisfying Caratheodory condition and the following conditions: 
(a) f (x ,u)  <_ a(x) + k]ul, (x,u) E ~ x (-oo,+c~), k > O, a(x) >_ 0 and a(x) E L2(~), 
(b) (f(x,  u) - f (x,  v))(u - v) > O, for all x E ~, u, v, E [0, +c~), 
(c) f (x,  0) = 0, for all x E ~. 
Let L(x, y, u) : ~ x gt x (-c~, +c~) -~ [0, ~)  be a function satisfying the Caratheodory condition 
and the following condition: 
(d) L(x,y ,u)  <_ r(x,y)(a+blul) ,  for all (x,y) E ~ x ~, a > 0, b > 0, and 
c /G[r(x,y)]2 dxdy < +c~. 
Now we consider the following integral equation: 
£~(x) + f(x,  ~(x)) = f n(x, s, ~(s)) ds, 
Jc 
Let 
EL  2 (~) ,  xE~,  £>0.  (3.3) 
A~(x) = f(x,~(x)) ,  ~ E L 2 (-~), x E -~. 
As is well known, A : L2(~) --* L2(~) is a continuous mapping. Again let 
P = {~ E L 2 (~) :  ~(x) > 0, a.e. x E ~}.  
Then P is a pointed cone in L2(~) and A is a mapping from P into P. By Condition (b), we 
have 
f 
( Au - Av, u - v)+ = ./c ( f (x , u(x) ) - f (x,  v(x) )(u(x) - v(x) ) dx >_ O, 
for a l l xE~,  u, vEP .  
This implies that A : P -~ P is an accretive mapping. Moreover, by Conditions (a) and (c), we 
know that A satisfies all the conditions in Corollary 2.1. Therefore, A is a m-accretive mapping 
on P and equation (3.3) is a equivalent to the following completely continuous operator equation 
on P: 
~(x)=(A+M)- I [L (x ,s ,~(s ) )ds ,  ~ E L2 (~) ,  xE~.  (3.4) 
JG 
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The existence problem of fixed point for equation (3.4) can be dealt with by the well-known 
method given in [3,12,13]. 
EXAMPLE 3. Taking ~t = [0, a], a > 0 in Example 2 and the other conditions are the same as 
given in Example 2. Next, we consider the following integro-differential equation: 
fO e Ax'(t) + f (t, x'(t)) = L(t, s, x(s)) ds, 
x ' (0 )>0,  a.e. te [0 ,  a], x(t) eC([O,a],R), x'(t) eL2([O,a]), (3.5) 
x(0)  = 0. 
It is easy to know that the above equation (3.5) is equivalent to the following integral equation: 
/o ° A~(t) + f(t, ~(t)) = L(t, s, x(s)) ds (3.6) 
~(t) > 0, a.e. t • [0, a]. 
By the same way as given in Example 2, we can discuss the existence problem of solutions 
for (3.6). We will not give the details here. 
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