In this paper we propose an improvement of the Kolmogorov-Smirnov test for normality. In the current implementation of the Kolmogorov-Smirnov test, a sample is compared with a normal distribution where the sample mean and the sample variance are used as parameters of the distribution. We propose to select the mean and variance of the normal distribution that provide the closest fit to the data. This is like shifting and stretching the reference normal distribution so that it fits the data in the best possible way. If this shifting and stretching does not lead to an acceptable fit, the data is probably not normal. We also introduce a fast easily implementable algorithm for the proposed test. A study of the power of the proposed test indicates that the test is able to discriminate between the normal distribution and distributions such as uniform, bi-modal, beta, exponential and log-normal that are different in shape, but has a relatively lower power against the student t-distribution that is similar in shape to the normal distribution. In model settings, the former distinction is typically more important to make than the latter distinction. We demonstrate the practical significance of the proposed test with several simulated examples.
Introduction
Many data analysis methods depend on the assumption that data were sampled from a normal distribution or at least from a distribution which is sufficiently close to a normal distribution. For example, one often tests normality of residuals after fitting a linear model to the data in order to ensure the normality assumption of the model is satisfied. Such an assumption is of great importance because, in many cases, it determines the method that ought to be used to estimate the unknown parameters in the model and also dictates the test procedures which the analyst may apply. There are several tests available to determine if a sample comes from a normally distributed population. Those (Shapiro and Francia, 1972 and Royston, 1983 ) is specifically designed for testing normality and is a modification of the more general Shapiro-Wilk test (Shapiro and Wilk 1965) . There are also tests that exploit the shape of the distribution of the data. For example, the widely available Jarque-Bera test (Jarque and Bera, 1980 ) is based on skewness and kurtosis of the data. To complement the results of formal tests, graphical methods (such as box-plots and Q-Q plots) have also been used and increasingly so in recent years.
In this paper we focus on the Kolmogorov-Smirnov (KS) test. The KS test is arguably the most well-known test for normality. It is also available in most widely used statistical software packages.
In its original form, the KS test is used to decide if a sample comes from a population with a completely specified continuous distribution. In practice, however, we often need to estimate one or more of the parameters of the hypothesized distribution (say, the normal distribution) from the sample, in which case the critical values of the KS test may no longer be valid. For the case of normality testing, Massey (1951) suggests using sample mean and sample variance, and this is the norm in the current use of KS test. Lilliefors (1967) and Dallal and Wilkinson (1986) While the use of sample mean and sample variance seems a natural choice, using these fixed values is not necessarily the best available option. When one concludes (after using the KS test) that a sample is not normal, this only means that the data is not normal at the specified sample mean and sample variance. But it could well be that the data is normal or sufficiently close to normal at other values of the mean and variance of the normal distribution. Although the scope of this paper is limited to the KS test, this drawback is also shared by other tests such as Anderson-Darling and Cramer-von Mises tests. Interestingly, Stephens (1974) writes after comparing several tests (such as KS, Anderson-Darling and so on) "It appears that since one is trying, in effect, to fit a density of a certain shape to the data, the precise location and scale is relatively unimportant, and being tied down to fixed values, even correct ones, is more of a hinderance than a help." In this paper, we suggest an approach that circumvents the need to use pre-determined values of mean and variance.
Instead, we look for mean and variance values such that the resulting normal distribution fits the given sample data. When such values do not exist, we conclude that the sample data is probably not normally distributed. Avoiding the use of fixed parameters, we propose a modified KS test in which we choose data-driven mean and variance values of the normal distribution by minimizing the KS statistics. In the traditional KS test, the data is compared against a normal distribution with fixed parameter values. On the other hand, our approach looks for a normal distribution that fits the data in the best possible way, and hence favors the sample data when passing judgment about its closeness to a normal distribution.
Suppose that the sample consists of n independent observations. These observations are sorted
The cumulative distribution of the data is a step function (see Figures 1 and   2 ). At each x k the step is between k−1 n and k n . For a given mean µ and variance σ 2 , the cumulative
. The KS statistics is given by
The traditional KS statistics is simply KS(x, s) where µ =x and σ = s. We propose a modified KS statistics denoted by KS(μ,σ) where the vector (μ,σ) is a solution to the following minimization
where KS(µ, σ) is as defined in (1 the algorithm in section 2 is used to computeμ andσ. We also compute ∆ = KS(x, s) − KS(μ,σ)
which is simply the difference between the two KS statistics values. It should be noted that KS(μ,σ) ≤ KS(x, s) and hence ∆ ≥ 0. We do the above steps for all 999 samples. Let ∆ j denote a value obtained for sample j where j = 1 . . . , 999. We select a "typical" sample, say the k-th sample, to be the one where
. Similarly, an "extreme" sample, say the ℓ-th sample, to be the one where
Based on the typical sample (sample k), Figure 1 gives the empirical cumulative distribution (the step-function), the cumulative normal distribution (the dotted line) based on the sample mean Table 1 (for n = 30) , both KS statistics values lead to the non-rejection of the null of normality with p-value p > 0.2. This conclusion is correct as we know the sample is generated from a normal distribution.
Based on the extreme sample (sample ℓ), Figure 2 gives the empirical cumulative distribution (Table 1) , the traditional KS test implies that the sample data deviates from normality (at p-value p < 0.01). On the other hand, the modified KS test concludes that we can not reject the null of normality at a convincing p-value p > 0.2. The conclusion from our test proposal is correct as the sample is generated from a normal distribution.
This example illustrates that the sample mean and sample variance do not necessarily provide the closest fit to the empirical distribution of the sample. Our approach shifts and stretches the normal distribution (by looking for data-driven mean and variance values) so that it fits the sample data in the best possible way. The purpose of this example is to evaluate the two tests: the traditional KS test (which is based on KS(x, s)) and the modified KS test (which is based on KS(μ,σ)), in terms of their size using the level of significance α = 0.05. When implementing both tests, we use the approximation formula in Table 2 for locating the critical values. Using 10,000 replications, we plot the size of the two tests for each n in Figure 3 . Size is defined as the percentage of times (out of the total 10,000 samples) This example is only meant to illustrate the danger of using fixed parameter values that do not respond to the structure of sample data. The modified KS test adapts to the data by attempting (via choice ofμ andσ) to fit the normal distribution to the majority of the data by weighting down the outlier. In practice, researchers often deal with small data sets with potentially a few outliers. Even if much of the data may be well approximated by a normal distribution, a blind use of traditional KS test will lead to rejection of normality -suggesting use of transformations or complex models. In contrast, the modified KS test is robust to these few outliers and can lead to more nuanced judgments regarding the normality of the data.
Algorithm
In this section, we analyze the optimization problem given in equation (2) and provide a tractable algorithm for its solution. By (1)
Let L be the minimum possible value of KS(µ, σ). The solution to the following optimization problem is the minimum possible KS(µ, σ) and thus is equivalent to (2) .
subject to:
Note that if (4) is always true and if (5) is always true. We can solve (3-5) by designing an algorithm that finds whether there is a feasible solution
For a given L, the constraints are equivalent to:
Constraints (6) and (7) can be combined into one constraint each.
For a given σ there is a solution for µ satisfying the system of equations (8-9) if and only if
For a given L, the function F (σ, L) is a piece-wise linear concave function in σ (see Figure 4) . We prove that F (σ, L) is a concave function in σ for a given L.
Theorem 1:
The function F (σ, L) for a given L is concave in σ.
Proof: All the functions in the braces of (11) are linear in σ and all the other values are constants for a given L. Furthermore, the minimum of linear functions is concave and the maximum of linear functions is convex. Therefore, the difference F (σ, L) is a concave function in σ. ✷ By Theorem 1, for a given L, F (σ, L) has only one local maximum which is the global one. The maximum value of F (σ, L) for a given L can be easily found by a search on σ. For any value of σ F (σ, L) can be calculated and if the slope is positive we know that the optimal σ is to the right, and if it is negative we know that it is to the left. The solution is always at the intersection point between two lines, one with a positive slope and one with a negative slope (see figure 4) . Megiddo (1983) suggested a very efficient method for solving such a problem. 
Monte Carlo estimation of test statistics distribution
In this section we provide critical values for the modified KS statistics using Monte Carlo simulation.
To derive the distribution of this statistics, we draw a random sample of size n from a standard normal distribution. We estimateμ andσ and compute KS(μ,σ), and for every sample size n, we repeat this procedure 100 million times. The critical values are given in Table 1 . We also recalculate the critical values for the traditional KS test in the same way and are available in Table   1 . Because we use 100 million samples, the critical values we report for the traditional KS test are more accurate than Lilliefors (1967) and Dallal and Washington (1986) .
The critical values for both KS tests can be approximated for n ≥ 20 by the formula a+
where a, b and c are functions of α. These three parameters are given in Table 2 . The approximation is very accurate with an error (when compared to Table 1 ) of not more than 0.0002. So, the approximation formula can replace the tables for n ≥ 20. We obtain the approximation formula via multiple regression, where for each α, the critical values in Table 1 
Power comparisons
In this section we compare the approximate powers of the modified KS test with the traditional KS test for a set of selected distributions. These distributions convey a wide array of shapes where some resemble the normal distribution while others are substantially different. Some of these distributions are also used in Lilliefors (1967) and Stephens (1974) , among others. We consider a uniform (0,1) distribution; a bi-modal distribution which is a composite of two normal distributions, one centered at +2 and one at -2 with variance of 1; a beta(1,2) distribution whose density function is a straight line connecting (0, 0) and (1, 1) ; an exponential distribution with mean and variance of 1; a log-normal distribution with mean e 1/2 and variance e(e − 1) and three t-distributions with degrees of freedom 1, 2 and 6. We also include the normal distribution where we expect power to be close to α. To save space, we only report results for α = 0.05 (the behavior is very similar for other values of α).
For a given alternative hypothesis (say, a uniform distribution), computation of the power of the modified KS test is done as follows. We draw a random sample of size n from the distribution specified in the alternative hypothesis. Based on this sample, we estimate the parametersμ andσ using the algorithm outlined in section 2 and compute KS(μ,σ). Then, apply the critical values in Table 2 to test if such sample comes from a normal distribution. Repeating this procedure 10,000 times, and counting the number of correct decisions gives the approximate power. The same approach is followed to compute power for traditional KS test. The complete power results are given in Table 3 .
From Table 3 we can see that the power of the modified KS test is consistently better than the traditional KS test for uniform, beta and bi-modal distributions. The improvement is quite large especially for uniform and beta distributions. These power results indicate that the proposed KS test is able to better discriminate between the normal distribution and those distributions that are very different in shape from normal, i.e. those that substantially deviate from normality. For exponential and log-normal distributions, the powers of the two KS tests are quite similar where both achieve reasonably good powers for n ≥ 40. For the t-distributions, the modified KS test has a much lower power than the traditional KS test. What is common to the t-distributions is that they resemble the normal distribution except for their heavier tails. In theory, with increasing degrees of freedom, the tails of the t-distribution get lighter eventually behaving like the normal distribution.
The modified KS test has difficulty detecting non-normality when the observed distribution is similar to normal and increasingly so with larger degrees of freedom, i.e. as it gets closer to normal.
On the surface, the low power for the t-distribution may seem like a weakness of the modified KS test. However, would one expect, with a small n, that data generated by a t 6 distribution be distinguishable from a normal distribution -thus be identified as non-normal? We argue that the reason the traditional KS test has a higher power is that it rejects data which can be fitted quite well to a normal distribution by a proper selection of µ and σ. It is indeed strange that the power of the traditional KS test is higher for a t 2 distribution than it is for the uniform and beta distributions while the latter are substantially different from normality. By construction, the modified KS test tries to look for those mean and variance values that lead to the closest fit to the data. In a way, we are trying to approximate the reference distribution (the t-distribution) with a normal distribution. If such a normal approximation exists, the data may be considered sufficiently normal. For example, for t 6 , the powers at n ≤ 100 are close to α = 0.05 implying the sample data is hardly distinguishable from the normal distribution (see how close the powers of t 6 are to those of the normal distribution). When the degrees of freedom is made smaller, the power of the modified KS test improves because the deviation from normality gets larger. When normal approximation can not be achieved, the sample data is flagged as non-normal. For t 2 , the modified KS test is able to detect difference from normality at n = 200 while t 6 requires a very large n to be detected by the modified KS. For t 1 , the power of the proposed KS test gets a lot better reaching decent power at n = 100. The reason is that t 1 has a much heavier tail than the normal distribution making normal approximation via data driven mean and variance values very difficult.
To see why the modified KS test treats several small data from the t-distribution as normally distributed, we use the t 2 -distribution as an example. To do so, we repeat the experiments described in Example 1 (see section 1) but draw 999 samples (of n = 30) from a t 2 distribution. The odd number of simulation replications has the same purpose as in Example 1. We select a "typical" sample in terms of the difference between the traditional KS statistic and our proposed KS statistic. Figures 1 and 2 , three cumulative distribution are depicted in Figure 5 (the range of x was truncated for better exposition). For this typical sample,x = −0.0117, s = 2.506,μ = 0.0321 and σ = 1.571. The traditional KS is KS(x, s) = 0.1805 while the modified KS is KS(μ,σ) = 0.1003.
Similar to
Using the critical value tables in section 3, the traditional KS test rejects the normality with a p-value of p = 0.05. On the contrary, the modified KS test does not reject normality with p-value p > 0.10.
Conclusion
Many data analysis methods (t-test, ANOVA, regression) depend on the assumption that data were sampled from a normal distribution. One of the most frequently used test to evaluate how far data are from normality is the Kolmogorov-Smirnov (KS) test. In implementing the KS test, most statistical software packages use the sample mean and sample variance as the parameters of the normal distribution. However, the sample mean and sample variance do not necessarily provide the closest fit to the empirical distribution of the data. Therefore, we propose a modified KS test in which we optimally choose the mean and variance of the normal distribution by minimizing the KS statistics. To facilitate easy implementation we also provide an algorithm to solve for the optimal parameters. 88.70 100 100.00 100.00 100.00 100.00 100.00 95.16 200 100.00 100.00 100.00 100.00 100.00 99.98 300 100.00 100.00 100.00 100.00 100.00 100.00 400 100.00 100.00 100.00 100.00 100.00 100.00 
