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Abstract
Powell–Sabin splines are piecewise quadratic polynomials with global C1-continuity. They are deﬁned on con-
forming triangulations of two-dimensional domains, and admit a compact representation in a normalized B-spline
basis. Recently, these splines have been used successfully in the area of computer-aided geometric design for the
modelling and ﬁtting of surfaces.
In this paper, we discuss the applicability of Powell–Sabin splines for the numerical solution of partial differential
equations deﬁned on domains with polygonal boundary. A Galerkin-type PDE discretization is derived for the
variable coefﬁcient diffusion equation. Special emphasis goes to the treatment of Dirichlet and Neumann boundary
conditions. Finally, an error estimator is developed and an adaptive mesh reﬁnement strategy is proposed. We
illustrate the effectiveness of the approach by means of some numerical experiments.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The ﬁnite element method is a powerful tool for solving partial differential equations (PDEs) numeri-
cally. By using a suitable projection, the method determines an approximation to the PDE solution in a
carefully selected subset of the solution space. The choice of the approximation space is very important,
as it directly affects the accuracy and computational efﬁciency. In this paper, we consider the use of spline
functions as a basis for the PDE solution.
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Spline functions are piecewise polynomial functions satisfying certain global smoothness properties.
For two-dimensional applications, like surface modelling and ﬁtting, the tensor product splines are to-
day the most commonly used splines, because of their compact representation, their ﬂexibility, ease of
implementation and efﬁciency. A deﬁnite drawback, however, is that they are restricted to regular rect-
angular meshes. Especially in applications with local difﬁculties, this badly affects the global quality of
the approximation, and results in a too high spline dimension.
An alternative is to deﬁne piecewise polynomials on irregular triangulations. A triangulation can be
locally adapted more easily, and it is also more suited to approximate domains with irregular boundaries.
Commonly used piecewise polynomial functions on triangulations [4] are the Lagrange and Hermite
piecewise polynomials, with global C0-continuity. At the cost of a much larger dimension, the Argyris
space of piecewise polynomials on triangles attains global C1-continuity. The Powell–Sabin (PS) splines
considered in this paper constitute a fair compromise. These bivariate quadratic splines on triangulations
are C1-continuous, and they can be efﬁciently represented in a compact normalized B-spline basis.
These properties ensure that PS B-splines are appropriate candidates for basis functions in ﬁnite element
applications.
Powell and Sabin [12] studied the use of piecewise quadratic C1-continuous polynomials of two
variables on triangulations for drawing contour lines of bivariate functions. In that context, they developed
a particular triangulation split that led to the so-called PS-splines. Willemans [19] used these splines for
smoothing scattered data. Their application in the area of computer-aided geometric design was considered
in [20] by Windmolders. A multiresolution analysis leading to a deﬁnition of PS-wavelets was developed
by Vanraes et al. [18] and Windmolders et al. [21]. In this paper, we consider the use of PS-splines
for solving partial differential equations. We solve the variable coefﬁcient diffusion equation with a
Galerkin ﬁnite element method, and derive an analytical formulation for the stiffness matrix elements
for the case where the diffusion is a constant in each element. We investigate how to impose certain
boundary conditions on the PS-spline, and derive the constraints imposed by these conditions on the
spline coefﬁcients. A particular choice of the boundary basis splines is suggested that greatly simpliﬁes
these constraints. In addition, we develop an a posteriori error estimator, and integrate it in an adaptive
mesh reﬁnement strategy.
The paper is organized as follows. Section 2 reviews some general concepts of polynomials on trian-
gulations, and recalls the deﬁnition of the PS-spline space. That section also covers the relevant aspects
of the construction of a normalized B-spline basis and its Bernstein–Bézier representation. In Section 3,
we treat Dirichlet and Neumann boundary conditions, and consider how we can simplify the constraints
imposed by these boundary conditions on the spline coefﬁcients. Section 4 is devoted to the analysis of a
Galerkin-type PDE discretization using PS-splines for a variable coefﬁcient diffusion equation. Finally,
in Section 5 we end with some concluding remarks.
2. Powell–Sabin splines
2.1. Bivariate polynomials in Bernstein–Bézier representation
Consider a non-degenerate triangle (V1, V2, V3), deﬁned by vertices Vi with Cartesian coordinates
(xi, yi) ∈ R2, i = 1, 2, 3. Any point (x, y) ∈ R2 can be expressed in terms of its barycentric coordinates
= (1, 2, 3) with respect to . Let m denote the linear space of bivariate polynomials of total degree
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Fig. 1. Schematic representation of a quadratic bivariate polynomial by means of its Bézier ordinates b with  = (1, 2, 3)
and || = 2.
less than or equal to m. Any polynomial pm(x, y) ∈ m on the triangle  has a unique representation
of the form
pm(x, y) = bm () =
∑
||=m
bB
m
 (). (2.1)
Here,  = (1, 2, 3) is a multi-index of length || = 1 + 2 + 3, and
Bm () =
m!
1!2!3! 
1
1 
2
2 
3
3 (2.2)
is a Bernstein–Bézier polynomial on the triangle [9]. The coefﬁcients b are called the Bézier ordinates
of pm(x, y). By associating each ordinate b with the point (1/m, 2/m, 3/m) in the triangle, we can
display this Bernstein–Bézier representation schematically as in Fig. 1.
2.2. The space of Powell–Sabin splines
Consider a simply connected subset  ∈ R2 with polygonal boundary . Assume a conforming
triangulation  of  is given, i.e., no triangle contains a vertex different from its own three vertices. The
triangulation consists of t triangles j , j = 1, . . . , t , and has n vertices Vk with Cartesian coordinates
(xk, yk), k = 1, . . . , n.
The PS-reﬁnement ∗ of  partitions each triangle j into six smaller triangles with a common vertex
Zj . This partition is deﬁned algorithmically as follows:
(1) Choose an interior point Zj in each triangle j , so that if two triangles i and j have a common
edge, then the line joining Zi and Zj intersects the common edge at a point Ri,j .
(2) Join each point Zj to the vertices of j .
(3) For each edge of the triangle j
(a) which belongs to the boundary : join Zj to an arbitrary point on that edge;
(b) which is common to a triangle i : join Zj to Ri,j .
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(a) (b)
Fig. 2. (a) A PS-reﬁnement ∗ (dashed lines) of a given triangulation  (solid lines); (b) the PS-points (bullets) and a set of
suitable PS-triangles (shaded).
Fig. 2(a) displays a triangulation with eight elements, and a PS-reﬁnement containing 48 triangles.
The space of piecewise quadratic polynomials on ∗ with global C1-continuity is called the PS-spline
space:
S12(
∗) = {s ∈ C1() : s|∗j ∈ 2, ∗j ∈ ∗}. (2.3)
Each of the 6t triangles resulting from the PS-reﬁnement is the domain triangle of a quadratic Bernstein–
Bézier polynomial, i.e., withm=2 in Eqs. (2.1) and (2.2). Powell and Sabin [12] proved that the following
interpolation problem:
s(Vl) = fl, s
x
(Vl) = fx,l, s
y
(Vl) = fy,l, l = 1, . . . , n (2.4)
has a unique solution s(x, y) ∈ S12(∗) for any given set of n (fl, fx,l, fy,l)-values. It follows that the
dimension of the space S12(∗) equals 3n.
2.3. A normalized B-spline representation
Several authors [8,15] have considered the construction of a locally supported basis for S12(∗).
The general idea is to associate with each vertex Vi three linearly independent triplets (i,j , i,j , 	i,j ), j =
1, 2, 3. The B-spline Bji (x, y) can be found as the unique solution of interpolation problem
(2.4) with all (fl, fx,l, fy,l) = (0, 0, 0) except for l = i, where (fi, fx,i, fy,i) = (i,j , i,j , 	i,j ) =
(0, 0, 0). It is easy to see that this basis spline has a local support: Bji (x, y) vanishes outside the
molecule Mi of Vi , meaning the union of all triangles containing Vi . Every PS-spline can then be
represented as
s(x, y) =
n∑
i=1
3∑
j=1
ci,jB
j
i (x, y). (2.5)
H. Speleers et al. / Journal of Computational and Applied Mathematics 189 (2006) 643–659 647
The basis forms a convex partition of unity on  if
B
j
i (x, y)0 and
n∑
i=1
3∑
j=1
B
j
i (x, y) = 1, (2.6)
for all (x, y) ∈ . This property, together with the local support of the PS B-splines, lies at the basis of
their computational effectiveness for computer-aided geometric design applications. In [7] Dierckx has
presented a geometrical way to derive and construct such a normalized basis:
(1) For each vertex Vi ∈ , identify the corresponding PS-points. These are deﬁned as the midpoints of
all edges in the PS-reﬁnement ∗ containing Vi . The vertex Vi itself is also a PS-point. In Fig. 2(b)
the PS-points are indicated as bullets.
(2) For each vertex Vi , ﬁnd a triangle ti(Qi,1,Qi,2,Qi,3) containing all the PS-points of Vi . Denote its
vertices Qi,j (Xi,j , Yi,j ). The triangles ti , i =1, . . . , n are called PS-triangles. Note that PS-triangles
are not uniquely deﬁned. Fig. 2(b) shows some PS-triangles. One possibility for their construction
[7] is to calculate a triangle of minimal area. Computationally, this problem leads to a quadratic
programming problem. An alternative solution is given in [17], where the sides of the PS-triangle
are found by connecting two PS-points.
(3) The three linearly independent triplets (i,j , i,j , 	i,j ), j = 1, 2, 3 are derived from the PS-triangle
ti of a vertex Vi as follows:
i = (i,1, i,2, i,3) are the barycentric coordinates of Vi ,
i = (i,1, i,2, i,3) = (Yi,2 − Yi,3, Yi,3 − Yi,1, Yi,1 − Yi,2)/E,
	i = (	i,1, 	i,2, 	i,3) = (Xi,3 − Xi,2, Xi,1 − Xi,3, Xi,2 − Xi,1)/E,
where
E =
∣∣∣∣∣
Xi,1 Yi,1 1
Xi,2 Yi,2 1
Xi,3 Yi,3 1
∣∣∣∣∣ .
Note that |i | = 1 and |i | = |	i | = 0. The fact that the PS-triangle ti contains the PS-points of the vertex
Vi guarantees the positivity property of (2.6).
2.4. The Bernstein–Bézier representation of a Powell–Sabin B-spline
Consider a domain triangle (Vi, Vj , Vk) ∈  with its PS-reﬁnement ∗, as in Fig 3(a). The points
indicated in the ﬁgure have the following barycentric coordinates: Vi(1, 0, 0), Vj (0, 1, 0), Vk(0, 0, 1),
Ri,j (i,j , j,i , 0), Rj,k(0, j,k, k,j ), Rk,i(i,k, 0, k,i) and Z(ai, aj , ak). On each of the six triangles in
∗ a PS B-spline is a quadratic polynomial, that can be formulated in its Bernstein–Bézier representation
by means of Bézier ordinates. In [8] the values of the Bézier ordinates of the basis spline Bli (x, y)
corresponding to the triplet (i,l, i,l, 	i,l) are derived. The outcome is schematically represented in
Fig. 3(b), where
Li,l = i,l + j,i2 ¯, L
′
i,l = i,l +
k,i
2
	¯, L˜i,l = i,l + aj2 ¯ +
ak
2
	¯, (2.7)
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Fig. 3. (a) PS-reﬁnement of triangle (Vi , Vj , Vk) together with PS-triangle ti (Qi,1,Qi,2,Qi,3) of vertex Vi ; (b) schematic
representation of the Bézier ordinates of a PS B-spline Bl
i
(x, y).
with ¯ = i,l(xj − xi) + 	i,l(yj − yi) and 	¯ = i,l(xk − xi) + 	i,l(yk − yi). As was shown in [8], the
values (i,1, i,2, i,3), (Li,1, Li,2, Li,3), (L′i,1, L′i,2, L′i,3) and (L˜i,1, L˜i,2, L˜i,3) of the three basis splines
associated with Vi are the barycentric coordinates of the PS-points Vi , Si , S′i , and S˜ with respect to the
PS-triangle ti(Qi,1,Qi,2,Qi,3).
In this Bernstein–Bézier representation the PS B-splines can easily be manipulated. Using the de
Casteljau algorithm [9] evaluation and differentiation is possible in a numerically stable way. The integral
of a PS B-spline on a subtriangle ∗ ∈ ∗ is reduced to a weighted sum of its Bézier ordinates [3]. With
A(∗) the area of ∗, we ﬁnd∫
∗
B
j
i (x, y) dx dy =
A(∗)
6
∑
||=2
b. (2.8)
3. Powell–Sabin splines with speciﬁed boundary conditions
We address the question of how to impose certain boundary conditions on a PS-spline. First, we consider
the case of a speciﬁed boundary value, i.e., the Dirichlet boundary condition. In Section 3.2 we explain
how to impose a speciﬁed normal derivative, or Neumann boundary condition.
3.1. A Dirichlet boundary condition
When solving a PDE with PS-splines, one will often be faced with the following question:
ﬁnd s(x, y) ∈ S12(∗) such that s(x, y) = f (x, y) for all (x, y) ∈ . (3.1)
Usually, a PS-spline cannot exactly satisfy this boundary condition for arbitrary f (x, y). Indeed, by the
nature of the spline, its trace along the boundary is a one-dimensional piecewise quadratic polynomial
with certain continuity characteristics. It is C1-continuous at the interior points Ri,j of the boundary
sides; it is typically C0-continuous at the boundary vertices Vi if the adjacent triangle sides intersect
at an angle different from 
, and C1-continuous at Vi otherwise. Further on, we will assume that the
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(a) Knot positions
(b) Dirichlet boundary
n¯ ¯m
n¯
(c) Neumann boundary
Fig. 4. (a) The position of the B-spline knots for the representation of a quadratic boundary spline; (b)–(c) a choice of PS-triangles
that leads to an easier formulation of boundary conditions.
function f (x, y) is consistent with the PS-spline continuity characteristics. Let w denote the accumulated
arc length along  in counter-clockwise direction, and let s˜(w) and f˜ (w) denote the corresponding
functions s(x, y) and f (x, y) on this boundary. It will turn out convenient to describe s˜(w) as a one-
dimensional generalized (periodic) quadratic spline in the classical B-spline representation [5]. These
B-splines are uniquely deﬁned by means of knot points. We associate the single knots, denoted as ti,j ,
with the points Ri,j ; double knots, denoted as ti1 and ti2 , are assigned to the edge points Vi in the case of
an edge intersection different from 
. A single knot ti1 will be used in the case of an angle 
 intersection.
The lengths of the knot intervals are chosen so as to preserve the distances between the points Ri,j and
Vi . The notation and knot positions are illustrated in Fig. 4(a).
The support of a quadratic B-spline is an interval spanned by four successive knots. Let Nk(w) be the
B-spline with tk as ﬁrst knot. We can then consider a representation of the form
s˜(w) =
∑
k
bkNk(w). (3.2)
The coefﬁcients bk can be easily determined in a preprocessing step. In case of an arbitrary f (x, y) one
can use the least-squares algorithm from [6], given an appropriate set of (wl, f˜ (wl))-values. Once the
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coefﬁcients are known, we wish to formulate the constraints on the coefﬁcients ci,j in (2.5) such that
(3.1) is satisﬁed. For each boundary vertex Vj with an edge intersection angle different from 
, and hence
a double knot tj1 = tj2 , we impose the three conditions
s(Vj ) = s˜(tj1),

tl
s(Vj ) = −s˜′(tj1−) and

tr
s(Vj ) = s˜′(tj1+). (3.3)
Here, /tl and /tr denote the tangential derivatives along  in the clockwise and counter-clockwise
directions, respectively. If the edge intersection angle equals 
, the conditions are
s(Vj ) = s˜(tj1) and

t
s(Vj ) = s˜′(tj1), (3.4)
with /t being the tangential derivative in the counter-clockwise direction.
With the interpolation conditions (2.4), the deﬁnition of the triplets (j,m, j,m, 	j,m), and using the
properties of one-dimensional B-splines, one ﬁnds that (3.3) is equivalent to the three constraints
3∑
m=1
cj,mj,m = bi,j , (3.5a)
3∑
m=1
cj,m[(xi − xj )j,m + (yi − yj )	j,m] =
2
i,j
(bi2 − bi,j ), (3.5b)
3∑
m=1
cj,m[(xk − xj )j,m + (yk − yj )	j,m] =
2
k,j
(bj1 − bi,j ). (3.5c)
These general constraints can be simpliﬁed considerably by a careful selection of the PS-triangle associ-
ated with Vj . We choose the sides of this PS-triangle parallel to the boundary,
Qj,1 = Vj , Qj,2 = Vj + i,j (Vi − Vj ) and Qj,3 = Vj + k,j (Vk − Vj ), (3.6)
with the values i,j and k,j such that this triangle contains all PS-points of vertex Vj , see
the left panel of Fig. 4(b). Since (xi − xj )j,3 + (yi − yj )	j,3 = 0, (xi − xj )j,2 + (yi − yj )	j,2 =
1/i,j , (xk − xj )j,2 + (yk − yj )	j,2 = 0 and (xk − xj )j,3 + (yk − yj )	j,3 = 1/k,j , constraints (3.5)
simplify to
cj,1 = bi,j , (3.7a)
cj,2 = bi,j + 2i,j
i,j
(bi2 − bi,j ), (3.7b)
cj,3 = bi,j + 2k,j
k,j
(bj1 − bi,j ). (3.7c)
Note that a homogeneous Dirichlet boundary condition requires all coefﬁcients cj,m to be zero.
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When the boundary forms a straight angle at Vj , constraints (3.4) become
3∑
m=1
cj,mj,m = bi,j + (1 − )bi2 with  =
|tj1 − ti,j |
|tj,k − ti,j | , (3.8a)
3∑
m=1
cj,m[(xi − xj )j,m + (yi − yj )	j,m] =
2
i,j
(bi2 − bi,j ). (3.8b)
In that situation it is advantageous to use a PS-triangle with one side parallel to the boundary, as depicted
in the right panel of Fig. 4(b). Let
‖Qj,1 − Qj,2‖ = i,j‖Vi − Vj‖, (3.9)
then constraints (3.8) simplify to
cj,1 = bi2 + 
(
1 − 2i,j
i,j
j,2
)
(bi,j − bi2), (3.10a)
cj,2 = bi2 + 
(
1 + 2i,j
i,j
j,1
)
(bi,j − bi2). (3.10b)
With this choice of PS-triangle the PS B-splineB3j vanishes at the boundary. The value of the corresponding
coefﬁcient cj,3 is not constrained by the Dirichlet boundary condition.
Note that the linear system (3.5) for the coefﬁcients cj,m becomes increasingly ill-conditioned when
the intersection angle approaches the value 
. Eqs. (3.5b)–(3.5c) become then closer and closer to being
linearly dependent. More precisely, consider determinant D of system (3.5) for the unknowns cj,m:
D =
∣∣∣∣∣
1 xj yj
1 xi yi
1 xk yk
∣∣∣∣∣
∣∣∣∣∣
j,1 j,2 j,3
j,1 j,2 j,3
	j,1 	j,2 	j,3
∣∣∣∣∣= A((Vi, Vj , Vk))A(tj (Qj,1,Qj,2,Qj,3)) . (3.11)
This determinant vanishes when the angle approaches 
, since the numerator goes to zero while the
denominator is bounded from below. By the particular choice of the PS-triangle (3.6), the determinant is
equivalent to
D = 1
i,jk,j
. (3.12)
For an angle sufﬁciently close to 
, we therefore propose to impose conditions (3.4) rather than (3.3),
e.g., as soon as i,jk,j > 100, and to use constraints (3.10) with a PS-triangle subject to (3.9).
3.2. Neumann boundary condition
In a Galerkin approach, a Neumann condition does not strictly need to be enforced on the elements
of the solution space. As natural boundary conditions, they are usually satisﬁed automatically. We will
nevertheless consider how to impose a normal derivative on a PS-spline, as it is certainly useful in, e.g.,
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collocation methods for PDEs. We will treat Neumann conditions with a similar line of arguments as we
did for Dirichlet conditions in Section 3.1. Here, we deal with the question:
ﬁnd s(x, y) ∈ S12(∗) such that

n¯
s(x, y) = f (x, y) for all (x, y) ∈ , (3.13)
where /n¯ denotes the outward normal derivative. We will assume that the function f (x, y) matches
the continuity behaviour of the normal derivative of a PS-spline. I.e., a piecewise linear function that is
C0-continuous at the points Ri,j if the interior side Ri,j − Zi,j,l is not parallel to n¯, and C1-continuous
at Ri,j otherwise. It is discontinuous at the boundary vertices Vi when the adjacent triangle sides inter-
sect at an angle different from 
, and C0-continuous at Vi otherwise. Let w denote the accumulated
arc length along , and sˆ(w) the corresponding function (/n¯)s(x, y) on this boundary. We will
describe sˆ(w) by a one-dimensional generalized (periodic) linear spline in a B-spline representation
with the knot positions shown in Fig. 4(a). The linear B-splines are deﬁned on an interval spanned by
three knots. The corresponding coefﬁcients bk can be determined in a preprocessing step, as described
in Section 3.1.
On the boundary side Vi − Vj of each boundary triangle (Vi, Vj , Vl) we impose the three conditions

n¯
s(Vi) = sˆ(ti1),

n¯
s(Vj ) = sˆ(tj1) and

n¯
s(Ri,j ) = sˆ(ti,j ). (3.14)
In order to simplify further algebraic manipulation, it turned out that it is advantageous to replace the last
equation by the equivalent formula

n¯
s(Ri,j ) − i,j 
n¯
s(Vi) − j,i 
n¯
s(Vj ) = sˆ(ti,j ) − i,j sˆ(ti1) − j,i sˆ(tj1). (3.15)
Using the Bernstein–Bézier representation of Section 2.4, this leads to the constraints
3∑
m=1
ci,m[n¯xi,m + n¯y	i,m] = bi1 , (3.16a)
3∑
m=1
cj,m[n¯xj,m + n¯y	j,m] = bi,j , (3.16b)
2
( 3∑
m=1
ci,m
[
i,m + ¯i,m2
]
−
3∑
m=1
cj,m
[
j,m +
	¯j,m
2
])
= bi2 − i,j bi1 − j,ibi,j ,
(3.16c)
with
 = [n¯ × (Ri,j − Zi,j,l)]z
al[(Vj − Vi) × (Vl − Vi)]z , (3.17)
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where [· × ·]z denotes the z-component of a cross product. The triplets (i,m + ¯i,m/2, m = 1, 2, 3) and
(j,m + 	¯j,m/2, m=1, 2, 3) can be interpreted as the barycentric coordinates of the midpoint of the edge
Vi − Vj with respect to the PS-triangles ti and tj . Combining (3.17) with the formula for the outward
normal direction, i.e., n¯ = (yj − yi, xi − xj )/‖Vj − Vi‖, we can rewrite  as
 = cotg ‖Vj − Vi‖ , (3.18)
with  the angle between the edges Zi,j,l − Ri,j and Vi − Vj . If we choose the side Qi,2 − Qi,3 of
PS-triangle ti parallel to the direction n¯, then n¯xi,1 + n¯y	i,1 = 0, and Eq. (3.16a) simpliﬁes to
(ci,2 − ci,3)[n¯xi,2 + n¯y	i,2] = bi1 . (3.19)
Analogously, we can simplify Eq. (3.16b) by using a PS-triangle with side Qj,1 −Qj,3 parallel to n¯. The
left panel of Fig. 4(c) shows such a PS-triangle.
Finally, we treat two special cases. When the edge intersection angle equals 
 at the boundary vertex
Vj , we only consider constraints (3.16a) and (3.16c) on the edge Vi −Vj , since the third constraint (3.16b)
is linearly dependent on the constraints belonging to the neighbouring boundary edge Vj − Vk . Similar
to the previous case, we choose a PS-triangle with one side normal to the boundary edge, as shown in the
right panel of Fig. 4(c).
In case of an interior side Ri,j −Zi,j,l parallel to n¯, we can omit Eq. (3.16c) because both the left- and
right-hand sides are zero.
4. Galerkin discretization with Powell–Sabin splines
4.1. Model problem
We consider the variable coefﬁcient diffusion equation
∇ · (a∇u) + f = 0 in  ∈ R2, (4.1)
with Dirichlet and Neumann conditions on the boundary segments D and N, respectively,
u = gD on D and n¯ · a∇u = gN on N. (4.2)
Here, a is assumed to be a positive diagonal matrix, and n¯ is the outward unit normal on the boundary.
The variational weak form of (4.1) is given by∮
N
va∇u · n¯ d −
∫

(∇v · a∇u − vf ) d = 0 ∀v ∈ V , (4.3)
where V = {v ∈ H 10 () : v = 0 on D}. We will construct a PS-spline approximation of the form (2.5)
to the PDE solution u, and use the standard Galerkin approach for the discretization of (4.3). That is, we
use the normalized B-spline basis functions as test functions, which lead to a set of linearly independent
equations for the unknown B-spline coefﬁcients.
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4.2. The stiffness matrix
The elements of the stiffness matrix are the energy scalar products of two basis splines. E.g., with an
appropriate ordering of the unknowns, the element on row 3i + j and column 3k + l is given by
(B
j
i , B
l
k)E =
∫

∇Bji · a∇Blk d. (4.4)
These elements can be computed analytically, if a is constant in each triangle of the PS-reﬁnement. We
derive a formula for the integral of the product of derivatives of Bernstein–Bézier polynomials. Obviously,
the scalar product (4.4) is composed of a sum of such contributions.
With Db() we denote the directional derivative of the Bernstein–Bézier polynomial b() with unit
barycentric direction  on triangle . Using the de Casteljau algorithm [9], we obtain Db()= 2[1k1 +
2k2 + 3k3], with k1 = 1b200 + 2b110 + 3b101, k2 = 1b110 + 2b020 + 3b011, and k3 = 1b101 +
2b011 + 3b002. Derivative Dd() can be formulated analogously with, as coefﬁcients, the values li ,
i = 1, 2, 3. The product of both derivatives is again a quadratic polynomial. Keeping (2.8) in mind, we
obtain after some technical but elementary computations, that∫

Db()Dd() dx dy = A()3 [(k1 + k2 + k3)(l1 + l2 + l3) + (k1l1 + k2l2 + k3l3)]. (4.5)
Using the unit barycentric directions along the x- and y-direction,
x = (y2 − y3, y3 − y1, y1 − y2)/F, y = (x3 − x2, x1 − x3, x2 − x1)/F , (4.6)
with
F =
∣∣∣∣∣
x1 y1 1
x2 y2 1
x3 y3 1
∣∣∣∣∣ ,
we can proceed to compose the energy scalar product (4.4).
Because of the local support of the PS B-splines, the stiffness matrix has a sparse structure. Fig. 5(b)
shows the matrix structure for the regular mesh in Fig. 5(a). If there are n vertices, the matrix has dimension
3n. For this regular mesh, the stiffness matrix can be partitioned into blocks of dimension 3
√
n. Only the
three blocks around the diagonal will contain non-zero elements.
In general, the matrix density, i.e., the number of non-zero elements over the total number of elements,
is given by
d = 9n + 2 · 9e
(3n)2
= n + 2e
n2
<
7
n
, (4.7)
with n the number of vertices and e the number of edges in the mesh. There are on an average 21 non-zero
elements in each row. In comparison with other C1-continuous ﬁnite elements, the PS stiffness matrix is
slightly more dense, but has a much smaller dimension. With Argyris elements, e.g., the matrix dimension
is about 9n, three times larger than with PS-splines. For solving the resulting sparse systems, iterative
Krylov-solvers with classical preconditioning, e.g. ILU-preconditioning, are appropriate.
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Fig. 5. Structure of the stiffness matrix for a regular mesh. Every bullet stands for a non-zero 3 × 3 submatrix.
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Fig. 6. The L2-norm of the error and the error indicator (4.9) with C = 1 for a test problem on successively reﬁned pear-shaped
meshes. (a) Initial triangulation. (b) L2-norm of error and error indicator versus dyadic reﬁnement stepnumber.
4.3. Accuracy of the Powell–Sabin spline solution
In ﬁnite element spaces containing piecewise polynomials of degree p on triangulations, the error
behaves asymptotically as
‖u − U‖L2()Chp+1max , (4.8)
with hmax the longest side of the triangulation [16]. Because PS-splines are quadratic, in our case
the error has order O(h3max). We illustrate this error rate with the problem 2u/x2 + 22u/y2 +
3
2 sin(
x) sin(
y) = 0, deﬁned on the pear-shaped domain shown in Fig. 6(a). The boundary condi-
tion is u = sin(
x) sin(
y) on , and is explicitly eliminated from the linear system by using (3.7) and
(3.10). In order to check the error rate, we solve the problem on successively dyadically reﬁned triangu-
lations, obtained by subdividing the triangles into four equal subtriangles. Fig. 6(b) depicts the L2-norm
of the error. The dashed line represents the reference function h3max.
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P Q
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
Fig. 7. The Rivara algorithm starting with a split of triangle .
4.4. An adaptive mesh reﬁnement strategy
An advantage of using ﬁnite element methods on triangulations is the ease with which an adaptive
mesh reﬁnement can be performed. To that end, we need a cheap and accurate error estimator to locate
the triangles with a large error contribution, and a local reﬁnement algorithm to split these triangles.
Using the so-called Aubin–Nitsche trick, i.e., by also considering the dual of the model problem, an a
posteriori L2-estimate of the error can easily be derived in the case of PS-splines [10]. We ﬁnd
‖e‖L2C
⎛
⎝∑
∈
h4max,
a2min,
‖r‖2L2()
⎞
⎠
1/2
, (4.9)
with hmax, the longest side of triangle , with amin, the minimum value of the diffusion coefﬁcient
on , and with r = ∇ · (a∇s) + f . The constant C is independent of hmax, and can be neglected
when one is only interested in an estimate of the error distribution. In Fig. 6(b), the value of the error
indicator (4.9) with C = 1 is plotted for the example mentioned in the previous paragraph. Considering
that ‖e‖2L2 =
∑
∈ ‖e‖2L2(), we obtain the local error contribution
L2, =
h2max,
amin,
‖r‖L2(). (4.10)
Since ‖r‖L2()=O(h2max,), we may note that (4.10) scales asO(h4max,). This formula is easy to evaluate on
each triangle, and leads to a good indication of the error distribution. Based on this error indicator, we can
identify elements for reﬁnement. To locally reﬁne the triangulation, we will use an algorithm developed
by Rivara [13]. It is illustrated in Fig. 7, for the situation where one wants to reﬁne a triangulation  by
splitting up triangle  ∈ ,
(1) Bisect the triangle  by the midpoint P of the longest side.
(2) (Propagation) While P is a non-conforming vertex of a triangle ˆ:
(a) bisect ˆ by the midpoint Q of its longest side,
(b) if P = Q, join P to Q,
(c) set P = Q.
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Fig. 8. The adaptive reﬁnement strategy applied to a geometrical singularity. (a) Initial triangulation, (b) mesh after adaptive
reﬁnement and (c) L2-norm of error versus system dimension.
This algorithm terminates in a ﬁnite number of steps, and guarantees that no numerically degenerate
triangles will be created [13]. It is often useful, particularly in time-dependent computations, to coarsen
certain regions of the mesh that were reﬁned in earlier steps of the computation. In [14] Rivara describes
a labelling procedure that allows such a dereﬁnement.
We apply the adaptive reﬁnement strategy to a problem with a geometrical singularity. We consider
the L-shaped domain  = [0, 1] × [0, 1]\(0.5, 1] × (0.4, 1], shown in Fig. 8(a), and solve the Poisson
equation −∇2u = 1 in , with boundary conditions
u = 0 on D1 = 
∣∣
x=1, u = 1 on D2 = 
∣∣
y=1 and
u
n¯
= 0 on N =  \ (D1 ∪ D2).
The Dirichlet condition is taken into account by using formulae (3.7) and (3.10). The Neumann condition
is implicitly imposed as a natural boundary condition. In each adaptive reﬁnement step we decided to
split 10% of the triangles. After four steps, we obtain the triangulation shown in Fig. 8(b). Note that the
error indicator has successfully identiﬁed the corner singularity. In Fig. 8(c) the norm of the error for
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global and adaptive reﬁnement is compared. The slow convergence is due to the geometrical singularity.
With the aid of the adaptive mesh reﬁnement strategy, this problem is overcome. Also, note that most of
the elements of the stiffness matrix after an adaptive reﬁnement step can be retrieved from the stiffness
matrix that was available before the reﬁnement.
5. Concluding remarks
In this paper, the Powell–Sabin splines are used for the numerical solution of two-dimensional PDEs
deﬁned on irregular domains. These splines possess many nice properties that make them very suitable
for approximation of the PDE solution in ﬁnite element algorithms: they are C1-continuous, and can
be efﬁciently represented in a compact normalized B-spline basis. The basis splines can be chosen in
a ﬂexible way by means of PS-triangles. That allows one to construct particular B-splines for treating
boundary conditions more easily.
We have elaborated a Galerkin-type PDE discretization with an error of the order O(h3max) for the
variable coefﬁcient diffusion equation. In case of constant diffusion on each element, an analytical for-
mulation is given for the stiffness matrix elements. An a posteriori local error indicator was proposed,
and integrated in an adaptive mesh reﬁnement strategy.
Finally, we would like to point out some related spline functions found in the literature. In [11] C1-
continuous quadratic splines on triangulations are used for solving the biharmonic equation with homoge-
neous boundary conditions. These splines are deﬁned on a particular mesh reﬁnement that partitions each
triangle of the triangulation into 12 subtriangles. The basis functions proposed in [2,11] have also a local
support, but do not form a convex partition of unity. The treatment of general boundary conditions can be
done in an analogous way as our approach outlined in Section 3. It turns out that Neumann conditions are
somewhat easier to impose.Yet, we prefer our PS-spline space because the B-splines can be implemented
more efﬁciently, the essential Dirichlet conditions are very easy to impose, and it has a lower dimension
with almost the same approximation power.
Many practical problems may beneﬁt from using high-order ﬁnite element methods, especially when a
highly accurate solution is required. In [1] higher order splines based on the PS-split are developed. Un-
fortunately, the proposed B-splines have no immediate geometrical interpretation, similar to PS-triangles,
and are far more difﬁcult to implement.
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