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Abstract 
This thes1s 1nvestrgates the potential of des1gn rationale to support software des1gners working 
on error-prone tasks Throughout the thes1s, I dually pursu1t theoretical aspects of the des1gn 
process as well as 1ssues of support environments lnrt1ally, the literature 1s rev1ewed for weak 
aspects of the des1gn process, 1 e parts not supported by standard software tools Our focus 
turns on the 'breakdowns', wh1ch correspond to cognrt1ve d1fficult1es faced by des1gners 
Interestingly enough, another research strand emphasizes on the recovery from such 
d1fficult1es see1ng 11 as facilitation of problem re-framrng and generat1on of Ideas. 11 1s 
suggested that 1n order to facilitate that type of recovery trans111on, the dec1s1on mak1ng 
process should be ass1sted through the sharrng of expertise among des1gn stakeholders 
I then perform two stud1es wh1ch enable me to better understand des1gn practrce Work on the 
SEDRES project Included a field study of des1gn pract1ce 1n the aerospace rndustry A host of 
1nformat1on on des1gners at work us1ng software tools IS gathered, of both theoretical and 
practical value and many of the ra1sed research 1ssues were addressed On a separate 
1nstance, an exploratory study was performed 1n order to establish a relat1onsh1p between 
breakdown-related behav1our and dec1s1on mak1ng In a laboratory sett1ng, an analysis of the 
verbal protocols of f1ve designers showed a h1gh correlatron of these two types of behav1our 
and y1elded a prototype model of dec1s1on mak1ng 1n software des1gn as well as a number of 
1deas on how to facilitate trans1t1on processes of the forement1oned k1nd 
I am now rn pos1t1on to form spec1fic hypotheses about the usefulness of des1gn rationale rn 
th1s new role In two controlled experrments, I test certain representational and structural 
aspects of des1gn rat1onale for the purpose of transferrrng expert1se In the first experrment, 
certa1n merrts of notat1on and nature of rationale are attrrbuted to particular lingu1s11c features 
of the formalism that IS used Those results are used 1n the formation of a novel theory of 
comprehension of des1gn rationale by novice a~alysts Secondly, 1n a quasi experrmental 
. , .. --
setting, the re-use of prev1ous des1gns under different conditions of g1ven 1nformat1on and 1ts 
representation 1s rnvest1gated. lt 1s advocated that 1t IS the very nature, of argumentation that 1t 
IS useful1n putt1ng des1gn diagrams 1nto context w1th the .orr~;~~; process of creat1ng them as 1t 
' puts the reader rnto a 'virtual d1scuss1on' w1th the des1gn. materral and brrngs d1rect benefits to 
them These two experrments set up the bas1s for the adopt1on of des1gn rat1onale as an 
essential supplement to conventional des1gn documentation 
' ' More work 1s needed rn order to establish an 1ssue-based software process as a commodity of 
pract1ce In theoretical terms, we need to prov1de formalisms that are tailor-made to tasks, 
domarns and problems, 1n general In pract1cal terms we need to put formalism and 
associated tools rnto 1ndustry and make them a cultural part of the software des1gn 
commumty 
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1.1 Field of study: empirical investigations of software design 
The discrepancy between what people say or think they do and what they actually do rs well 
known in Psychology. In the context of software design, prescriptive methods suggest clearly 
defined stages of the development process albert drffenng in their phrlosophy on what these 
stages are. However, empirical research on designers reveals a drfferent view: opportunistic 
behaviour and interchange between knowledge domains With expertise and famrllarity wrth the 
problem domain playrng a large role. 
In particular, this work is concerned With the upstream portion of software desrgn, I.e. the 
transition from a problem statement (user requrrements) to a solution (high-level design) and 
the elaboration of this solution up to a level where rt can be easily computer-programmed 
Recently there has been a tendency to view software design more as a creative acbvity 
without however, underestimating the engineering part of rt Therefore, this study is trying to 
discover things like what exactly happens dunng hrgh-level software desrgn, whrch ingredients 
rn the process grve the design its creative flavour and which (if any) are the aspects of 
designing software that tools far! to support 
There are indications in the literature that there is space for improvement in the practice of 
software desrgn. Thrs improvement is meant at least in terms of process optimisation i e. 
achieving a solution faster, efficiency I e. analyzrng the problem thoroughly, validation i.e. 
assunng that the product is throughout in line with the current goals, and creativrty, i.e. 
producing solutions based on novel aspects of the problem space. Thus, the overall aim of 
thrs research is to provrde rnformabon that will lead to the improvement of software productrvity 
rn terms of quality of software and designers' efficrency. 
Although rn the hrstory of computers and software design/development many big events have 
taken place which have provided assistance to override the inherent complexrty of this task, 
still some of the original problems have not been solved Let us be more specific and see how 
drfferent research progresses have contnbuted to the development of software. 
Software engineering is an engineering discrpline concerned with the practical problems of 
developing large software systems lt therefore brings along with it a set of techniques, 
methods, process models and tools that ensure that software has the following attnbutes: 
maintainabrlity, reliability, efficiency and a proper user interface [85]. Some of the general 
models or paradrgms of the software process are the waterfall model, the prototyping model 
and formal transformation. The latter involves developing a formal specrfication of the 
software system and transforming this specificatron, using correctness-preserving 
transformations, to a program [85, 65]. Another relevant discipline isl:fQ (Human-Computer 
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Interaction) whose software development aspect deals with designing/developing user 
interfaces 1 e. the part of computer software that handles the dialogue with the user. 
However, none of the above offer any clues on either for example how to come up with the 
original system architecture or how to decompose the problem best These are only two 
examples of a series of processes that take place in software des1gn which more or less leave 
practitioners and researchers in the dark in terms of how exactly they happen, what kind of 
low-level (cognitive) operations they involve, and how they could be supported by techniques, 
tools, methods etc .. Therefore, there is on the one hand a lack of knowledge for some asp~ 
of software design, and consequently on the other hand a space for improvement of des1gn 
practice towards a few perspectives. As I will try to show in my research, by shedding some 
light on these questions we may find better optimised, more efficient and more creative ways 
to design software. 
A possible route for this improvement is from process to practice (tools) to theoretical models 
hke methods etc. or even as shown in figure (1a)· 
Process 
articulation 
Tools 
Theoretical 
models 
Figure 1 a: The three aspects of process Improvement in software design 
So the approach that IS taken is that software designers are humans and therefore in order to 
understand their behaviour they will have to be treated as every other prospective user of a 
computer system and the same techniques will have to be used in order to get to know the1r 
requirements and needs. 
The reason for thiS Insistence on real des1gn practice is the feel that the vast majonty of 
software Is domain- and context-dependent That happens because no two computer systems 
are ahke; the users are always different and the work environments are always different [14). 
This realistic character, in turn, necessitates the use of a process-based approach in trying to 
understand and model soflware des1gn. Cohill [14) offers a very good justification for that 
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• ... yet as every system developer knows, the goals of a projeCt change constantly as 
development proceeds.', • ... the introduction of a new system changes the operating 
environment on which the original goals were based. So the operating env1ronment for which 
: the system was designed does not ex1stwhen it is delivered. The act of designing changes the 
world and only a des1gn model that incorporates feedback as a basic tenet wdl be robusf. 
Therefore a method is static, producing the same results each time ills used, wh1le a process 
is a dynamic enbty. 
' The main assumption made in this work is that software design is a problem solving acbv1ty 
This is an adoption of the view of many scientists such as Rittel [77], and Ni1 [66]. They go 
further and advocate that the problems 1n software design are ill-structured (this issue is 
covered 1n detail in section 5 2 2) having among others the characteristic that there is no pre-
defined path to get to the solution [40]. This feature gives software design its artistic flavour 
and allows for creativity, because designers are free to improvise. That 1s also where expertise 
plays a large note. lt also makes this study very interesting as on the one hand many people 
e.g. Glass [33) and also others have reported simnar artistic influence but the actual progress 
of research in th1s direction is relatively small. On the other hand, computers should be used 
more and more as intellectual assistants in complicated human tasks, and not merely as 
- repetitive dumb machines. 
1.2 Reviewing previous work: breakdowns and knowledgeable 
recoveries 
In studying design behaviour, the starting point is breakdowns, one of the key processes 1n 
software design. Breakdowns mainly relate to the difficulties [35] humans find in decomposing 
and merging complex pnoblern strUctures Fnom a more posibve perspective, breakdown 
recovery can be seen as a process that facilitates discovery of knowledge and generation of 
Ideas [25] Apart from their high correlabon with other cogmtive activ1t1es, breakdowns are 
Important because they can be predictors of errors m the design of systems. These des1gn 
errors can lead to problems in the use of resulting systems. Getbng to know the error-prone 
properbes that are inherent in a problem is a start to improving the process of solv1ng 1l 
1.3 Advancing to present research: study of tacit design contexts 
I! would be interesting from a theoretical perspective to see how types of reasoning relate to 
breakdowns. In particular, can effective reasoning in the form of decision making or 
argumentative reasoning systematically affect the occurrence of breakdowns? What about 
human errors at several phases 1n the process? This leads us to focus more onto R1ttel's work 
on des1gn rationale and issue-based approaches to software design [77]. 
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From a practical perspective, are there any features in a design rationale language that really 
assist in design? What can we leam about how to des1gn better tools? 
In other words, breakdowns and related processes are used as a platform of looking at the 
design process and design rationale is used as a platform on which to study design reasoning. 
Using these 'platforms', a new experimental basis for the study of software design 1s formed, 
as I can perform manipulations on designers' reasoning and measure their effect on the 
des1gn process and consequently, on the quality of the outcome. 
1.4 Aims and approach 
The objective of the thesis is to investigate the effectiveness of argumentation-based methods 
in supporting the process of software design, focusing in particular on Circumstances where 
breakdown occurs in the design process. In light of the experimental basis mentioned above, 
two paths are laid out in realising this objective. (a) the deeper understanding of the process of 
high-level software design and (b) the provision of information that directly involves 
improvement of the design process 
The approach that is followed to meet these objectives and to answer the questions put in 
section 1.3, is as follows: a protocol analysis study is performed to find out how breakdown 
occurrence and decision making behav1our relate I thereby get an idea of potential usefulness 
of design rationale in coping With breakdowns and related incidents and produce a set of 
'guidelines for breakdown managemenf. I then create breakdown-prone environments and 
check attnbutes of design rationale 1n facihtabng a range of breakdown recoveries like transfer 
of domain knowledge and generation of ideas. 
lt is a question of communicating among des1gners 'potenbal' design errors and resolubons; 
that is how expertise transfer IS facilitated. 1t IS then suggested that plain expertise transfer -
even coming out of a near perfect design - by Itself would not suffice as it is out of context An 
error (breakdown) is the mechanism to place experbse in the nght context - in fact, design 
rabonale is particularly su1ted to that process. 
1.5 Contribution of thesis 
Several resutts from this report consbtute novel contnbut1on to knowledge in the subject of 
Design Rationale as well as to the field of the Psychology of Programming and the pursUit of a 
better understanding and description of the human processes involved 1n software 
construction. In this section, a bnef account of those results is g1ven 
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With regards to the better understanding and modell1ng of the design process, there are two 
types of modelling acbvities that produced interesting results. One stream of such results 
comes from the SEDRES project, where the common systems eng1neering process that 
underlies the products of the European aerospace companies is modelled. To manage such a 
task I initially define the levels of abstraction on which the processes mamfest themselves, 
then combine standard notations with the notion of the hi-graph to prov1de for encapsulation 
on composite processes and finally I allocate special annotations to reflect the role of humans 
and tools in the process. The result is the SEDRES Genenc Process Model (SGPM). 
The other stream of 'modelling' .results comes from the protocol analysis study, in which I 
explore the correlation of breakdowns and decision making from the perspective of two 
characteristic user profiles. Modelling work reveals correlation of different types of 
breakdowns - namely difficulties and conceptualisations - With respect to the rest of the 
design behaviour and differentiating according to designers' profile I outline the decis1on types 
for both profiles and how those differ and note a set of cases in which these two processes 
(breakdowns and dec1s1on making) are related in (a) coincidence in general, (b) patterns of 
causal effects. Those results underpin my pursUit of knowledgeable recovel)' and the potential 
transformation of difficulties to conceptuahsations through knowledge acquisition and transfer 
of expertise. 
In terms of experimental work, experiment #1 was the main provider of concrete data, 
consldenng that experiment #2 was a study With more of a confirmatory or speculative 
character. Experiment #1 investigated the effect of the representation used by different design 
rationale formalisms as well as the structure of the associated argumentation on the 
comprehension of design rationale by novice analysts. Results include· (a) a high degree of 
comprehension of design rationale and engagement in the underlying argumentation (b) better 
understanding of graphical design rationale material over its tabular and narrative 
counterparts, (c) sigmficantly qu1cker comprehension of tabular design rationale fragments 
than the1r graphical and narrative counterparts- with the exception of nested fragments where 
graphs did better (d) overall preference of graphs over tables and narratives, (e) options-to-
cnteria structure preferred to criteria-to-options one by novices. 
Experiment #2 confirmed prior expectations that it is feasible - though probably not entirely 
sufficient - to facilitate effects of skill transfer through re-use of des1gn rationale over certain 
tasks that are error-prone. 
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1.6 Organisation of thesis report 
' 
The thesis 1s divided in four parts. Part A establishes the background upon the current 
literature. 
Chapter 1 places the thesis 1n context with current research on empirical studies of software 
design and outlines and justifies its purpose and approach. By doing that I! onentates the 
reader through U:e main issues that are dealt With in the intermediate chapters. 
Chapter 2 provides an overv1ew of the background literature presenting other relevant p1eces 
of wori< and describes the main bibliographic sources. lt starts off by reviewing previous wori< 
on empirically modelling the software design process and then reviews a set of software tools 
that assist design, setting the scene for SDSF (Software Design Support framework}. SDSF IS 
a summarizing framework of the type of support that current tools offer for a range of cogmbve 
processes that source in different design situations. Using SDSF, a set of interesting design 
actiVIties are identrfied - interesting 1n that they do not receive adequate support from software 
tools. These activ1lles are centred around 'breakdowns' in designers' behaviour. The chapter 
--
finishes With a separate survey of the literature on breakdowns themselves. 
Part B descnbes two studies which enabled us to gain a better understanding of the software 
design process in different environments and contexts. 
Chapter 3 describes the author's experience through his involvement 1n the SEDRES project -
an ESPRIT project invoMng systems engineering practice in the aerospace industry. That 
experience took the form of a field study as it enabled direct access to des1gn practice in the 
'real world'. The chapter is arranged according to the project wori< packages. lt first descnbes 
large scale process modelling wori< and then outlines evaluation work. lt finishes by 
summarizing the main issues that were addressed which relate to this thesis. 
Chapter 4 describes a protocol analysis study that explored decision making and breakdown 
behaviour as well as their relabonship. Th1s lime the settJng was based in a laboratory and 
parbcipants included research students and software eng1neers. The chapter starts off with 
setting out the goals and methodological approach of the study. Then the results from analysis 
of two chosen protocols are presented. At the end of the chapter, all findings are summarised 
and the scene is set for a des1gn approach based on argumentative reasonmg. 
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Part C presents software development and experimental work. 
Chapter 5 surveys design rationale tools. Such tools provide the bas1s for knowledge transfer 
among design stakeholders. I initially present design rationale research analyzmg the found1ng 
theories and software packages that come With them. Then the LOUIS system IS descnbed, 
an experimental design rabonale tool developed by !he author, and finally the components of 
expertise are investigated, as well as how design rationale research could be extended to 
accommodate its capture and sharing among designers. 
Chapter 6 describes a controlled expenment which Investigated issues of design rationale 
structure and representation by comparing a set of alternative 'standard' approaches. lnrbally, I 
set out the hypotheses that underlie the three types of representation (narrative, tabular and 
graphical) and the two types of argumentabve structure (opbons-based, criteria-based) that 
are compared. Then, the experimental method is laid out and finally the results are presented 
and interpreted. 
Chapter 7 presents a quasi experiment which focuses on the acbve problem-solv1ng part of 
des1gn re-use. The usefulness of design rabonale as complementary documentabon is put into 
the test and for that certain tasks are constructed. As with the previous experiment, I first set 
out the background of the study and the goals and hypotheses and then descnbe the method 
that was used. The chapter ends up by presenting the main results which include interesting 
sk1ll transfer phenomena. 
Part D concludes the thesis. 
Chapter 8 includes a collective discussion of all the work in the thesis Through that 
discussion, the thesis is evaluated as to what extent the work that it describes has met the 
objectives of the thesis. Certain recommendations are then made on how one could elaborate 
on the existing piece of work and a research agenda for future work is set 
8 
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2.1 Overview of literature survey 
In this chapter, I investigate the current status of support that software tools provide to 
designers from a perspective of actual practice. lt is also speculated upon what could be done 
to improve that support. Initially, a work context is established by categorising design activities 
1n rigid classes, compnsing a context schema. Its purpose is to establish a clear research 
scope mak1ng the work comparable and _communicative to that of others I then survey and 
cnt1cally appraise the literature on empincal stud1es of software design and classify them 
according to the newly defined schema. That is followed by a survey of support tools 
Consequently, the quality of tool support to design actiVIties is Investigated by cross-
referencing the results of the previous two surveys. The result is the Software Design Support 
Framework {SDSF). By studying th1s framework I make some remarks which dnve the study 
to breakdown design behaviour. A comprehensive review of the literature on breakdowns and 
all related activities is performed, bring1ng different studies together and defining an own view 
on the matter. Lastly, personal thoughts are outlined on how argumentative reasomng could 
provide an insight into des1gn cognibve processes and also support in their fac11itabon, thereby 
preparing the ground for the second part of this work which deals with aspects of design 
rat1onale. A summary of the main literature survey is included at the end of the chapter. 
2.2 Research background 
The imtial research incenbve was to study phenomena of methodology deviation in software 
design The questions that consequently led the imtlal literature survey, i.e. "what do software 
designers do?', 'why they work that way?" and 'what tools are there to support them?" have 
yielded three points of emphasis in this research: {i) a better understanding of the software 
design process {stream #1), {b) the description of this process from a more formal point of 
view, i e how formal techniques, methodologies, generic process models etc. perceive this 
process and model1t for the sake of disciplined and tidier design {stream #2) and {c) a close 
examination of the current tool support for it {stream #3). Similarly, information gathering is 
orgamzed 1n these three subject categones, plus a fourth one which Includes general type of 
literature for the topic, e.g. matenal concerned w1th the usability of the potential computer-
supported design. 
Stream #1 includes a series of studies of software design behaviour. There are mainly two 
types: {a) observational or field studies where expenmenters have been merely observing 
software designers at their place of work, and {b) empirical studies where designers are 
brought mto laboratory settings, presented With a set of tasks which they are supposed to 
carry out The sessions in both types of studies are recorded and then the resulting protocols 
are analysed. The conveyed information is very useful because 1t provides a very realistic 
source of design practice. The studies vary m context qUJte a lot there are situations where a 
designer is gwen a requirements specificallon document, i e. ideally models of the users and 
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the1r tasks and is expected to come up with a design. Some other situat1ons include a group of 
des1gners co-operating for the production of a design, some others include dialogues between 
a designer and a prospective user, and so forth. 
HoweVer, it must be sa1d that all of them refer to high-level design of problems of realistic 
complexity. Typical references: [19, 35, 95]. 
I 
Stream lf.2 includes information from different sources and viewpoints on how software des1gn 
1s conducted. Although this is a stream of references not immediately acbve, its use is to help 
outline the borders between this approach - which is process-based - and other approaches 
like methodological, user-centred, reuse-based etc.. it can be very useful to know the 
commonalties and differences of other approaches. This stream also prov1des information for 
a senes of process wh1ch cannot be described as purely cognitive. Example references: [61, 
41]. 
Stream #3 includes a big variety of tools that support mostly high-level design actiVities. 
Typical references: [3, 21, 76]. 
2.3 Establishing a context: the software design factors 
There IS a senes of factors that can affect the software design process, hke the type of 
> software being produced, the application area, the methods used etc . These factors are 
termed "software design factors" and are listed and analysed in the next paragraph. 
To be able to produce a correct and consistent view of things, the software design factors are 
seen as a hst of variables all of which must have a certain value before the associated studies 
are considered in this project For example, the variable appllcation_area could have the 
value "Management Information Systems (MIS)". lt then has to be considered whether a study 
descnbing the design of an MISs should be included in this work, and so forth. Another reason 
to consider software factors as variables is that it IS compatible to the way behavioural stud1es 
treat such Issues in order to measure them, l.e as Independent/dependent variables, and 
therefore it is easier to include the outcomes of these studies to the framework as long as the 
variables of interest are instantiated (or jusbfiably uninstantiated). 
At this point in research it is found useful to leave most of these variables uninstanbated and 
this is JUSbfied as follows: the empirical studies that provide the source material of th1s 
research focus on a certain context e.g. individual problem solving, analysis of design 
meetings etc .. Leavmg some of the software factors unlnstantiated gives the opportunity to 
broaden the scope of the framework (on the contrary, the more factors are Instantiated, the 
more spec1fic the framework becomes). Different design situations can then be included mto 
the framework by comb1ning results from several studies By careful selection of wh1ch 
vanables to instantiate, there are no contradictions 1n the framework. 
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The advantages of this merging approach are two: 
(a) it is the first study- to the writer's knowledge- that combines findings of disparate stud1es 
conducted in different design contexts. Therefore it is tried to create a holistic view of all the 
different design activities and their support, providing a further ins1ght 1nto software design. 
(b) 1t Is the case that in a very complex activ1ty like software des1gn it is not always possible to 
distinguish the different activity types at a certain point in bme because these happen 
iterabvely, opportunisbcally [35] and unpredictably. 
For example, although software des1gn is becoming more and more a social acbvity (in a 1987 
study it was found that a typical computer system developer spent 70% of his time on a large 
project working With others [31)) atomic design Js always part of il In other words, a designer 
does both atomic and sociaVorganisational work and therefore all the different design levels 
are actually subsets of the design process as a whole. Thus, there IS no reason why they 
should be treated differently. On the contrary, all design subprocesses should be considered 
at the same time, independently of level, as they are all into play during design 
This is also an example of how a careful selecbon of the variables to be instantiated can 
instead of leading to conflicbng information, enhance the framework. In thiS case, the 
parametric nature of the uninstantlated variable/factor design_dynamlcs enables more 
empirical evidence to be included and thus enriches the framework. 
The main factors that form a des1gn context and therefore affect the designers' activities are 
listed below. 
User participation is a type of design that might or might not take place in pracbce. However, 
when Jt does take place, it makes a difference on how a designer will work. Maihotra et al. [61] 
report findings from observabonal studies on design sessions where both a designer and a 
client (user) were present The findings are different from cases where there was no user 
involvement [35, 54, 94, 95]. Therefore it makes a difference for a designer to talk through the 
user requirements Instead of going through requirements or design documents. Thus, the 
variable user_j)arttcipation has the value "yes" which means that in the framework negobabon 
with users is cons1dered as one of the design processes and that is because it is thought of as 
an essent1ai activity. 
Design routine Gero (29] dJsbnguishes between roubne and non-routine des1gn. He defines 
routine design, in computational terms, as "that des1gn activity which occurs when all the 
necessary knowledge is_ available". He also subdivides non-roubne des1gn into innovabve and 
creabve design. Glass (33] makes a similar d1stincbon. lt is believed that the case in soflware 
des1gn is very much a process of knowledge discovery as reported 1n a few studies [38]. 
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Therefore the vanable design_ routine 1n the context of this study takes the value 'non-routine 
design•. 
Design history refers to whether a software artefact iS des1gned from scratch and therefore I 
am refemng to the initial des~gn, or the request is to improve an existing design which is 
usually called a re-des1gn situation. (There can be a few different re-design situations}. The 
vanable des1gn_history has the value 'mitial des1gn". lt must be noted here that the distinction 
between imtlal design and re-design is not unammously clear in the literature. In this report the 
thes1s taken is that to have a re-des1gn sess1on some kind of user evaluation/software test 
must have been done at least once so far. · 
Application area/problem domain, e.g. 'Operational Research'rThe Simson linear 
programming method'. They make a difference in the way a designer approaches a problem 
For example, the design of a real-time system follows application-specific rules and probably 
its own techniquesftools. I will not commit into any spec1fic application area at the moment 
Therefore the vanables appi!cation_arealproblem_domain have no value (null}. 
Design dynamics refers to the number of people who are responsible for the creation of the 
des1gn. As emp1rical research shows [18, 95] team design raises issues of multi-agent 
problem solving and communication which are foreign to atomic des1gn. The orgamsat1onal 
impact on communication among or Inside design groups IS also considerable. Therefore, this 
is another variable that deliberately stays uninstantiated, In order to include both design 
Situations in the study. lt is usually analogously related to the soflware_sca/e variable. 
Designers' performance plays a large role in designers' actual activities Curtls et al [18] 
Interviewed personnel from 17 large projects and analysed a senes of problems with 
producbvlty and quality towards three levels: cognitive, social and orgamsationat One of these 
problems is called "the thin spread of application domain knowledge• (for a full description see 
paragraph "knowledge Interaction"} and working on that they found that individual performance 
is a combination of motivation, aptitude and experience. More specifically, exceptional 
designers: (a) were extremely fam11iar w1th the application domain and they were able to map 
between the behaVIour required of the application domain and the computational structures 
that implemented this behaviour (b) were skilled at commumcating their technical vision to 
other project members, and (c) usually became consumed with the performance of their 
projects. These three findings can be summarised by the charactensation of exceptional 
designers as interdisciplinary s1nce they integrated several knowledge domains that 
constituted the application domain. This knowledge acquisition often cons1sts of disorgamsed 
education acquired on-the-job. This Is a point which will be p1cked up on later in this thes1s as 
1t IS central in the current invesllgallon. 
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In another study, Adelson et al. [1) performed a controlled experiment 10 order to find out how 
' 
expenence in a domain affects a designers knowledge and skills. As a result, they have 
idenbfied and analysed designers' behav1ours that are affected by the1r experience with the 
object being designed and the domain. 
The variable designers_perforrnance Will remain uninstantiated in order to accommodate for 
designers With vanous levels of expertise and retain the opportunistic ·character of the 
software design process as observed in quite a few studies [36, 56]. 
Software type Following software class1ficabons that are based on the relationship of the 
software to the environment with which 1t operates, Gidding's classification [31) is adopted 
More specifically, he classifies software in two categones according to the way in which the 
universe of discourse (the class of the problems to be computed or the problem domain 1n 
terms of the rest of this document} and the software interact. Domain independent software is 
distingUished by the independence of the problem statement and the universe of discourse. 
The essential problem is proving that one has in fact obtained a solution (verification}. Domain 
dependent (DD} software is divided into expenmental (DDEX} and embedded (DDEM}. DDEX 
software is characterised by an intrinsic uncertainty about the universe of discourse. The 
essential problem is producing software useful for testing a hypothesis or exploring unknown 
characteristics of the umverse. On the contrary, DDEM software (a model of which is shown in 
figure (1}} is characterised by interdependence between the universe of 
discourse and the software. 
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Figure 2a: G1dd1ngs's software classification [31). 
The use of the software may change both the form and the substance of the universe of 
discourse and, as a result, the nature of the problem be1ng solved. The fact that most software 
is domain dependent [31) and the interesting interdependence between the problem domain 
and its formal description {in computational terms) leads to the cho1ce of this type of software 
for further study. Moreover, 1t is considered that the evolubon of the problem domain - which 
characterises DDEM - is closer to the software type of interest to this work it must be noted 
here that this choice does not exclude the future possibility of writing experimental software 
{DDEX) whose purpose is to test a hypothesis concerning the usefulness or effectiveness of a 
DDEM software assistant In other words, while the software to be supoorted is alwavs DDEM. 
the support tool itself might be a piece of DDEX software {as it is ong1nally generated to test a 
research hypothesis) which may or may not become DDEM. Bearing th1s classification, the 
vanable software _type has the value 'Domain-dependent embedded'. 
Software scala concerns the size of the project i.e. programming or rather designing-m-the-
large versus desigmng-in-the-small. it also makes a difference because the sophisticabon of 
the employed methodslstrategies are analogous to the size of the project This variable is also 
uninstanbated. 
Technological environment Th1s is a compound factor compnsmg of a number of variables, 
relating to different technological factors wh1ch admittedly play their role on the design 
process. Here is a list of these variables and some typ1cal values of theirs: design_method 
{e g. JSD, OOD etc ), support_tools {e g CASE, UIMS), fonnal_methods {yes/no), 
programming_ environment {Programmer's Workbench 2.0), target_machlna {e g. high-
end mainframe) and Integrated_ system {e g. CLIPS). All these variables and therefore the 
compound vanable technologicaLenvironment stays uninstanbated This results to the 
inclusion in the framework of any design activity that can be affected by any of these 
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technological factors However, the rationale behind the uninstantiation of these variables is 
more that at this point of research we are not concerned w1th technological details in gathering 
information for the design process, rather than that I have made sure that all the poss1ble 
combinations of values of these variables will produce a valid context for th1s research. For 
example, the process of visualisation of past design experiences is one that could be 
sigmficantly enhanced by the use of computers. providing that these types of experiences are 
properly conceived and formalised. his would be an instantiation of the variable support_ tools. 
lt could then be valid and worth to survey design activibes_ given this type of support, as the 
use of computers may cause changes to the design tasks and to the universe of discourse as 
is the case in domain-dependent embedded software. At the moment, most of the included 
empincal evidence is derived from des1gn contexts where there was no special consideration 
of technological impact 
Business status is a factor that implies all the impacts that are external to software but do 
affect the design process hke budget, type of contract, company policies (work 
pracbcelcharacteristics etc .. lt is out of the scope of th1s research to analyse these factors so 
the businness_status variable is uninstanbated. 
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2.4 Empirical studies of software design 
An overview of empirical stud1es of software design. The contnbution of each study will be 
elaborated later on in the chapter. This sec!lon briefly rev1ews the main such studies ordered 
by context, Initially adopting the categorisation used by Curtis In [19) 
2.4.1 By dynamics 
2.4.1.1/ndividua/level 
In experimentally created des1gn contexts, Adelson and Soioway [1] studied designers at 
different levels and types of famllianty in order to find out the effect of domain experience in 
software design. They founded a list of skills and knowledge that designers had developed 
more or less as part of their experience, such as formation of mental models and simulation. 
In addition, they found differences in the impact of designers' experience with the object being 
designed and the domain 1n which it is being des1gned. 
Kant and Newell [51) have studied two Ph D. level computer scientists designing an algonthm 
to the convex hull inclusion problem. The subjects worked mostly 1n an algorithm problem 
space. but also, though much less frequently, in a geometry domain space. This sometimes 
led to the discovery of new and important solution insights. Kant and Newell suggested that 
the Interplay between problem solving and the two spaces perm1ts the process of discovery. 
Vitalarl [94] has performed an emp1ncal study in order to find out the types of cognitive 
behaviour and knowledge used by systems analysts to determine information requirements 
(reqUirements analysis phase). The main outcome was that most of the analysts' time was 
spent setting goals, formulating strategies to achieve the goals, developing hypotheses about 
the nature of the requirements and searching for clues in the problem statement The analysts 
basically formulate and scope out the problem in such a way that the problem space is 
constrained to reduce the time entailed 1n search1ng for a high quality solution 
Visser [93) has presented the results of three observational (field) studies which involved 
different design tasks, i.e. functional specification, software and composite-structure. The 
designers' activities are thoroughly analysed at three levels: planning, adoption of strategies 
and problem solvmg. Observed processes include the use of examples and analogy as well as 
opportunistic orgamsation. 
Rosson et al. [78) performed an exploratory study. They conducted a series of interv1ews on 
des1gners of interactive systems, 1n a vanety of work contexts. The mm was to find out more 
about the actual practice of well advocated concepts such as user testing, user interface 
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consistency, prototyping etc.. They address in detail issues like iteratiOn and user testing, user 
interface design and idea generation. 
One of the most thorough studies of software design is described by Guindon & Curbs in [37]. 
Three professional software designers were presented with a problem of realistic complexity 
and the resulting verbal protocols were studied. A plethora of cognitive processes were 
revealed, ranging from process control strategies and knowledge sources to strategies, 
heuristics, constraints etc.. Opportumstic behaviour was also apparent in th1s study as 
revealed in the constant iteration between levels of abstraction. 
2.4.1.2 SociaUteam level 
Empirical research on team design raises Issues of multi-agent problem solving and 
communication which are foreign to individual design. Krasner et al [54] videotaped design 
meetings of a software project that involved the development of an object-oriented database 
system. Walz et al. [95] analysed the resulted protocols. They argue that conflict was the 
mechanism for facilitating learning. Further on, they recommend consideration of formal 
techniQues for managmg conflict to help with knowledge acquisition, shanng and integration. 
The importance of team problem solv1ng is emphasised by Walz et al. [95] who advocate that 
multi-agent cognitive processes must be modelled as the fundamental element of team 
behaviour in design, rather than begm With the more trad1bonal group process elements of role 
formation, leadership style etc . 
Benne! & Karat [4] performed a study on HCI des1gn meetings. Their aim is to gain insight on 
how to facilitate such meetings. They analysed facilitation In terms of partnership, stages of 
meetings and team conversations. They also observed how facilitation skills might be 
developed, respectively. 
2.4.1.3 Organisational/eve/ 
The orgamsatlonal impact on communication among or inside design groups is also 
considerable Curtis et al. [18] Interviewed personnel from seventeen large projects and 
analysed a series of problems with productivity and quality towards three levels: cognitive, 
social and organisational. The three major problems they idenbfied were: "the thin spread of 
application knowledge•, fluctuating and conflicting requirements, and communication 
bottlenecks and breakdowns. The "thm spread of application knowledge' refers to the fact that 
a deep understanding of the application domain and its relationship to system architecture is 
not widespread in the programming workforce. A ma1n point is the charactensation of 
exceptional designers as interdiSCiplinary since they Integrated several knowledge domains 
that constituted the application domain. This knowledge acquisition often cons1sts of 
disorganised education acquired on-the-job. 
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2.4.2 Other studies organised by paradigm 
In ol}ler to cover a wide range of design activities, two more spec1fic types of design are 
additionally considered. These are participatory design which is a type of design practised in 
usabill'Y-onented projects and object-oriented design as the dominant paradigm of the 1990s. 
2.4.2.1 Participatory design 
Malhotra et al [61] report findings from observational studies on design sessions where both a 
designer and a client (user) were present The findings are different but not contradictory to 
cases where there was no user involvement They mention three interacting processes: goal 
elabora!Jon, design generation and design evaluation. Their studies also showed that design 
specifications are often incorrect and incomplete With different designers paying more or less 
attention to different aspects of the design. 
2.4.2.2 Object-oriented design 
Lubars et al. [60] address the case where in a customer-specific project, the customer 
proVIdes a large body of documentation of requirements. Descnbing their experience With the 
TWCS system, they argue the necessity of a model of the requirements in such a case (the 
size of the system IS obviously large). In this context, they advocate the dlsamblgualion and 
., 
completeness-check of the bulk of the requ1rements into fragments that correspond to 
subproblems (bottom-up approach), and then the use of scenarios In order to specify the 
interrelationships between these fragments (to~own approach). lt seems then that in any 
case - i e. whether a methodical requirements spec1ficabon is done, or the size of the problem 
does not necessitate I! - there s a big deal of problem solving effort early at this phase to 
define the problem, reformulate it, and constraint Its problem space. 
More recently, Fischer et al. [28] proposed a cognitive model of object-oriented development 
based on analysis of relevant experiences and empirical stud1es. The model emphasises a 
longer period of time than 1ts predecessors and focuses on the interaction among many 
individuals and different kinds of Involved artefacts. Its main aspects are evolution, reuse and 
redes1gn, and domain orientation. 
Earlier work on the organisation of software design ac!ivities showed that nobons of a pre-
defined sequence were misguided and that, not only is design charactensed as a loosely 
structured process, but that des1gners are able to handle different levels of the abstrac!ion at 
the same t1me. Penmngton et al. (71] examined object-oriented design in relation to prev1ous 
work and confirmed earlier findings. A part1cular point made was that there were two critical 
factors, those of designer expenence and movement between levels of abstraction. The 
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experienced designer is more inclined to change level frequently although other factors also 
apply. 
2.4.3 Summary of findings 
The pract1ce of software design is very diVerse, and some of the factors that contnbute to that 
diversion are the size of the project (and subsequently how it is managed, manned etc.) the 
plethora, dlvers1ty and availability of support tools and to mention a few. The previous section 
provides a general overview of software design activities. Therefore, not all the empirical 
findings mentioned in the previous section apply to every software design situation. 
The full set of cognitive processes that were reported 1n the above stud1es 1s used to produce 
the Software Design Support Framework (SDSF) which is a summarising framework of 
software design practice, and is descnbed in secbon (2.6). 
As a summary, the main points that come out of this survey are as follows: 
* software design is an ill-<lefined problem solving acbv1ty 
* designers exhibit opportunistic behaviour 
* constant interaction among multiple levels of abstraction 
* combination of multiple knowledge types 
* incomplete and fluctuating requirements 
lt IS also apparent that the level of expertise is s1gmficant factor 1n designers' behaviour. 
2.4.4 Classifying processes 
In this section, software design processes encountered in the literature are analysed and 
classified for the purpose of prov1d1ng a summarising framework. 
Design is solely a problem solving activity. More specifically, the class of problems it deals 
with are ill-structured. These are distinguished from well-structured problems [83] by four 
characteristics (see section (5.2.2) for a more detailed discussion). Furthermore, a social 
study of design in practice reveals that 1ts idenbty against other ill-structured problems like 
wnting, hes upon the impact of external or ecological factors hke intra- or Inter-team 
consensus, communication, organisational behav1our etc. 
In th1s thesis 1! is tried to identify the constituent parts of this problem solving acbvity and 
analyse them as clearly as possible. At the same bme, the analysis is done under a set of 
perspectives i.e. cogmtive, social, orgamsational, engineering, although most of the material 
belongs to cognitive stud1es of design hke [36]. The categorisation is done mainly by extracbng 
and emphas1s1ng the major/most important features of every perspective in order to see them 
better and investigate their potenbal support. In th1s paragraph, the processes that are 
Included 1n SDSF are descnbed in more detail. 
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Individual problem solving is regarded as the core activ1ty of high-level software design, and 
by many authors 1! is presented as any other solv1ng task of problem contexts like 
Mathematics etc. lt is the activity where a designer stud1es the problem and tnes to come up 
with a solution to 1!. lt 1s that part of software design that will actually produce the 1mtlal 
architecture of the required system usually after a 'series of experimental attempts. This 
abstract description of the software system wJII be subject to further analysis or decomposition 
or any type of progression (elaboration) to lower levels of abstraction (at least one) which will 
lead to program (/data) specifications that are codable. 
Empirical stud1es reveal the problem-solVing nature of software design. According to the 
definitions given by Malhotra et al. [61], a problem state exists when a human, or other goal-
oriented system, has a goal but no immediate procedure that wJII guarantee attainment of the 
goal. The goal may be a satisfaction to be ach1eved or a dissatisfaction to be alleviated. 
Problem solving occurs 1n moving from a problem state to a non-problem state. In problem, 
solving, then, a person begins 1n an lmtial state, uses transfonnat1ons that move him/her from 
one state to another, and ends in a final state. 
Further on, Gwndon [40) justifies the ill-structure of des1gn as a problem (see also table (5a) 1n 
chapter 5) by making use of some of 1ts characteristics , including: 
• Incomplete and ambiguous specification of the problem 
• No stopping rule - no defiOI!e criteria to evaluate whether a solution is reached 
• Many sources of knowledge (problem spaces) that cannot be aeterm!ned in advance and 
need to be integrated 
• No exhaustive. innumerable list of operators to reach a solution and absence of 
predetennmed solution path from Initial state to goal state 
In Curtis's three-level (mdivldual, team, organisationaQ study of software design [19], problem-
solving was found eminent not only at the indiVidual but also at the team level where Curtis 
even notes the need for a new model (of 1t). 
Elaboration and understanding of the requirements refers to any activity that aims to 
decrease the Incompleteness and ambigwty of the initial problem statement [40]. In particular, 
Gwndon mentions: 
(a) the inference of constraints which are not explicitly g1ven in the requirements but can be 
deduced as a· log1cally necessary or possible inference (abduction) from the infonnal 
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specification and from one's knowledge of the problem doma1n. Inferred constraints include 
' inferred objects, inferred relationships between obJects, inferred properties of an object, 
inferred act1ons of an object, and inferred test cases; 
(b) the addition of new requirements which are desirable but optional. The addi!lon of such 
requirements may reduce the space of design possibilities and also play a cribcal role as 
preferred evaluation cnteria or stopping rule. 
Understanding the requirements may include testing the consistency of the requirements with 
the designers' own general knowledge Designers also iden!lfy and abstract the cn!lcal points 
from the requirements and giVe them prionty. 
Vi!alari [94] summarises the processes that act upon requirements as 
1. Anticipa!lon 
2. Elic1tation 
3. Assurance 
4. Specification 
The first three of these processes requ1re extensive mteracbon with the user and are going to 
be analysed in the "User involvemenr secbon. However, they may also exist in a situation 
where the designer is left alone With a (probably Informal) statement of the problem to do all 
the work by him/herself. Reqwrements anticipation is defined as the process where the 
designer hypothesises that particular requirements are relevant based on their previous 
experience with other similar systems and knowledge about the field. This corresponds to the 
prciCess of the addibon of new requirements described above. Similarly, reqUirements 
elicitabon and assurance correspond to the processes implied by understanding of the 
reqwrements and are also described previously. Requirements spec1ficabon is addresses In 
the following paragraph. 
Lubars et al [60] address the case where in a customer-specific project, the customer 
provides a large body of documentabon of requirements. Describing the1r expenence with the 
TWCS system argue the necessity of a model of the reqwrements in such a case (the size of 
the system is obviously large). In th1s context, they advocate the disambiguation and 
completeness-check of the bulk of the requirements into fragments that correspond to 
subproblems, and then the use of scenarios in order to specify the Interrelationships between 
these fragments. it seems then that in any case - I e. whether a methodical requirements 
spec1fica!ion is done, or the size of the problem does not necessitate it - there s a big deal of 
problem solv1ng effort early at this phase to define the problem, reformulate it, and constraint 
1ts problem space. A natural quesbon at this point IS whether software documentation 
produced at reqUirements specification but also software documentation in general is a side 
1ssue In software development and to what extend it actually helps in the real design activities. 
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lt must be said that designers' activities are found to be • ... highly rterative, interleaved, and 
loosely ordered .. ." [36). The evidence so far is that analysis and design are highly interleaved 
and there 1s no point 1n separabng them 
Handling conflicting and fluctuating requirements: Curbs et al. [18) studied among others 
the problem of fluctuating and conflicbng requirements by interviewing personnel from 17 
large projects. The study was very thorough and examined the issue through a number of 
perspectives. The results are summarised as follows: 
• At the business mtlieu: Product requirements fluctuated more frequently when (a) different 
customers had separate needs , or (b) the needs of a single customer changed over time, 
following the evolution caused by the introduction of a customised system. This evolubon 
happened in terms of the growth of knowledge from the users' side of (i) the appllcatJon 
domain and (ii) the system's capability. 
• At the company levet. On projects producing commerc1al products, internal company 
groups such as the marketing department, often acted as a customer, They could add 
conflict Into requirements defimtJon since the1r requirements occasionally differed from 
those of potentJal customers. 
• At the project level: Unstable reqUirements, when caused at the project level, usually 
resulted from the absence of a defined mission. Without a sense of mission the motiVation 
for the project could not be translated 1nto clear product requirements. 
' ' 
• At the indtvtdual levet. New requirements frequently emerged during development since 
they could not be identified unbl portions of the system had been designed or implemented. 
Many designers thought that requirements should act as a point of departure for clarifying 
poorly understood functions interactiVely with the customer. They argued that specification 
should not be formalised any faster than the rate of uncertainty about technical decJSJons is 
reduced. A customer representative's statement is characteristic: "You will never really be 
able to specify enough detail. lt doesn't matter how. You can even take the actual system 
and write the specs around 1t and stJII come out wrong .. The specifications are something 
you've got to take on trusl'. 
In another study, Walz et al. [95] videotaped design meetings of a software project that 
involved the development of an object-{)riented database system, and analysed the resulted 
protocols. They argue that conflict was the mechanism for facJiitatJng learning. lt was not a 
debilitating factor needing to be suppressed in the software design team Further on, they 
recommend consideration of formal techniques for managing conflict to help wrth knowledge 
acquJsJ!Jon, shanng and integration. They suggest that at least one person within the group 
serve 1n the capac1ty of a facihtator of programmed conf11cl This individual would receive 
formal training in the DADP(1) or the SAST(2) as well as traimng in diaiectJc thmking and 
philosophy 
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lt must be noted that in the participatory design sessions studied by Bowers et al [6] there 
was no real conflict observed. Explicit disagreements on the part of the user to suggestions 
made by designers or vice versa were rare. Designers and users are attentive to each other's 
skills and abilities and so do not d1rectly confront each other by denying the worth of eaCh 
other's contributions. Refusals, disagreements and resisting suggestions for redes1gn' take on 
a much more ind1rect form. Therefore users and designers are orienbng to each other's skills 
and knowledge in ways which obviate the need for direct requests or refusals. 
(1} The Dev1l's Advocate Decision Program is one of the techniques for-programming conflict 
into organisational decision making processes where an indiVIdual or group plays the role of 
critic in order to help a decision maker test the assumptions and the logic of the ulbmate 
decision. 
(2} The Strategic Assumption Surfacing Technique offers a method by wh1ch facilitated groups 
can identify and resolve underlying differences and s1milanties. 
Handling uncertainty and breakdowns: Uncertainty in the context of software design might 
be perceived as incomplete, ambiguous, possibly incorrect or totally unknown information 
about a certain aspect of the problem domain. In a generalised way, 1t can be thought of as 
lack of knowledge of "the universe of discourse• [31] i.e. of a part1cular domain. Uncertainty IS 
one of the causes of the so-called breakdowns in the software design process. Hence, 1n th1s 
paragraph I am not looking at the communication or co-ordinatron breakdowns that occur in 
team processes. 
Breakdowns are more or less difficulties found by software designers in developing a control 
strategy. Gu1ndon et al. [35] observed a series of breakdowns by studying the design of a 
problem of realistic complexity She found three classes of breakdowns; one is caused by lack 
of knowledge, another IS caused by cognrtive limitations and a third one IS caused by a 
combinallon of these two factors. 
Before listing the main breakdowns, let's clarify the notion of a design schema. A design 
schema is basically a representation of a past expenence. According to Gu1ndon et al. [35] a 
design schema is composed of a description of the conditions under Which a solution plan is 
relevant These conditions conta1n a representation of cntrcal features in the problem domain. 
The problem statement, while be1ng comprehended, is mapped on this representation of the 
cntical features The des1gn schema whose conditions are best fit by the understood problem 
statement is retrieved A design schema is behaved to express the generalisations or 
abstracbons made from spec1fic expenences of software design. Once recognised as 
relevant, a design schema can be applied dunng the des1gn process. The design schema 
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contains a solution plan to guide the decomposibon of the problem into subproblems, each 
subproblem wtth its own destgn schema. As a consequence, the design schema influences 
the control of the design activibes through a recognition process and through the execution of 
a solutton plan. The design schema also supports the storage and retneval of intermediate 
solutions, and as a consequence, reduces working memory load dunng destgn and increases 
the probability that partial solutions and postponed subproblems will be retrieved when 
needed This is because the design schema embodies large chunks of structured knowledge 
[37]. 
The matn breakdowns observed are: (1) lack of specialised design schemata; (2) lack of a 
meta-schema about the design process leadtng to poor allocabon of resources to the vanous 
design activtties; (3) poor prioribsation of issues leading to poor selecbon of alternative 
solutions; (4) difficulty tn constdering all the stated or inferred constraints tn defining a solubon; 
(5) difficulty in performtng mental simulations with many steps or test cases; (6) dtfficulty in 
keeping track and returning to subproblems whose solution has been postponed, and (7) 
dtfficulty In expanding or mergtng solubons from indiVidual subproblems to form a complete 
solution. 
Slmulatlons In the problem domain: According to Guindon et al. [36] one of the designers' 
activtties was the retrieval or the simulation of scenarios in the problem domain. Five main 
uses for the retrieval and the simulabon of scenarios were observed in the protocols: 
(1) Understand the given requirements with scenarios. 
(2) Understand the inferred requirements wtth scenarios. 
(3) Solution development with scenarios 
(4) Unplanned dtscovery of new requirements. 
(5) Unplanned dtscovery of partial solutions. 
All the designers in this study supported the slmulabons of problem domain scenarios by using 
external representations Note making is addressed in a later paragraph. Another important 
finding is that simulations of scenarios in the problem domain can lead to the discovery of 
cribcal knowledge not only about the solution but also about the problem goals and evaluation 
criteria. 
Simulatlons of the design solution. These help uncover vanous types of bugs [36]: (1) 
inconsistencies wtth other parts of the soluttons; (2) incompleteness of the solubon with 
respect to the rest of the design solution; (3) inconsistencies With the gtven or tnferred 
requirements; and (4) incompleteness With respect to the rest of the destgn solubon All these 
simulaltons relied on external representations because, first, the external representatton is the 
artefact, and second, they are cognitlvely taxtng. As menboned prevtously, solution 
simulations were done tn terms of test cases based on problem domatn knowledge. There 
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were two types of simulations: execubons With specific test cases and symbolic executions 
using variables instead of specifiC cases. 
An interesting observation is that the mental simulations of the solubons were shallow, that 1s, 
most were restncted to one level of abstraction and one subsystem. They did not 1nvolve the 
simulations of subsystems embedded Within the s1mulation of a higher-level subsystem. This 
Is not surprising given the severe limitations that working memory poses on the processing of 
embedded structures. The need to remember the values of the variables and the return 
locabons 1n the higher-level system (i.e. the context) when simulabng an embedded 
subsystem probably precludes sJmulabons of solutions at more than one level of abstracbon. 
Of course, this limitation was partly alleviated by the use of external representabons, but not 
completely. Likewise, the solution simulations often triggered the inferences of new 
requirements and the d1scovery of partial solutions at arbitrary points and levels of abstraction 
1n the solution .. These greatly contnbuteid to the observed opportunisbc character of the 
design process [36]. 
Adelson and Soloway (1) performed a controlled experiment, studying designers of varying 
expertise in contexts of vary1ng difficulty and fam11ianty. They also observed sJmulations of 
mental models. Mental models could be described as pre-mature descriptions of external 
solution representations. Therefore, they are internal representations close to the hne between 
problem and solution. They are further described later in this chapter. 
Fonnulatlon of solution models: Th1s activity is very important because 1t Is the one where 
the designer actually lays down a solution. In a way, all the other activJ!Jes in the framework 
mean to actually assist this process which results to the producbon of a des1gn, or a design 
model. Lefs analyse all the subsequent processes that are imphed here, In turn: 
Mental and other models. Adelson and Soloway [1) descnbe the mental models as 1nternal 
working models of the design-in-progress. They are defining a model as a representation 
whiCh is capable of supporting mental simulabons of the design in progress. lt is a 
representabon in which the commands of the system being designed can be viewed as 
actions. Further evidence of the existence of these internal models is that frequently in the 
empirical stud1es they served to generate external models In the form of sketches of a design-
in-progress. 
Mental models are not the only type of models that can be found in design contexts. 
Design notation mstances are typical models of the solutions and they are addresses 
separately. User and task modelling JS another crucial early actiVIty 1n the design of 
Interactive systems for which there's no empirical evidence on how exactly is conducted in 
practice and how 1t IS related to high-level software design 
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Annotafton: lt can be found as 
(a) external representations of the solution to: 
i -> express the design solution itself 
-> perform mental s1mulations of the solution 
I 
-> uncover missing information and to ensure completeness of the solution 
In Adelson and Soloway's study [1) these sketches typically consisted of some in~ial node with 
arcs from 1t to other nodes 1n the sketch. The initial node depicted an acllon or command of 
the system and the arcs specified the acllons that could follow as a result of the imtial action. 
(b) design notations to: 
-> transform the informal specification of the requirements into a design solution 
-> develop the design solution. 
Problem solvmq stratemes: The use of design schemata has already been mentioned as a 
provision of help and expertise. Another type of schemata, domain-independent, problem 
solving schemata are also mentioned in the literature These include the divide-and -conquer 
and generate-and-test, although their use must be said that predominates design problems of 
limited complexity. When des1gning an object the goal state is specified as a behaviour, but 
not the -current state. That is specified as a set of partially designed mechanisms which will 
eventually exhibit the behaviour. The simulation of a mental model allows the current state to 
be specified as behaviour. Th1s enables the designer to solve the problem by assessing the 
nature of the differences between the current and the foal states and then choosing a means 
to reduce the difference. This is referred to as a solution through means-ends analysis. 
I! was also observed by Adelson and Soloway (1) that the nature of each designer's mental 
model changed as his design progressed. Each designer's model started out at an abstract 
level of representation and progressed to a concrete one. Additionally, only one level of 
representation is focused on at a time and each level of representation is only a bit more 
detailed than the next This is termed svstematic expansion. 
Evaluatton of solutions: Regarding the evaluations of alternative solutions, it was found (36) 
that designers rarely retrieve more than one alternative solution for a problem But if the 
designers retrieved more than one solution to a subproblem they very rap1dly selected one of 
them. The rejecllons of alternative solutions were made very rapidly, Without developing them 
1n depth. 
Use of design methods and notations: A design method, by definition, dictates or suggests 
a sequence of activ1!1es to be performed, and therefore is a pnme influence on the planning 
and control of the des1gn process. A design method provides a sequence of operators and 
associated tests to apply these operators, for the transforma!Jon from an Informal specification 
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of the requirements to a des1gn solubon. Therefore, des1gn methods provide operator 
sequence knowledge and control knowledge for the application of these operators. This 
knowledge is spec1fic to software design tasks, but independent of the problem domain 
(though different design methods are best su1ted to different classes of problems). 
Knowledge interaction/learning: lt is accordmg to GUindon an Integral part of the problem 
solv1ng nature of design. However, the terminology used here serves mainly the detailed 
analysis of processes and thafs why it is treated separately. Knowledge interaction is mainly a 
by-product parallel process embedded in the evolution of the design. 
Combination of different types of knowledge implies the process where an individual 
designer combines different types of knowledge in order to create his own part of the design 
i.e. the architecture of the software system For example, a des1gner that designs a 
spreadsheet application has to somehow team about general accounbng, how accountants 
pract1ce log1sbcs, and how they would interact with a spreadsheet system I e. problem domain, 
task and perception knowledge. For a thorough investigation of the types of knowledge that 
contnbute to a design, see [22] For a set of knowledge types involved in software design, see 
[40]. 
Knowledge Increase and evolution as design progresses refers to the process where the 
knowledge of the individual designer about different aspects of the design mcreases as the 
software proJect goes on. According to Guindon [40], software design JS an ill-structured 
problem, and at the point where a designers reaches a solu!Jon (which is a subjective 
decision), teaming stops. Therefore there is an assumption that design IS a continuous 
teaming process. The hypothesis at this point is that these two processes are interleaved. 
Capture of unstructured information/knowledge refers to the process where designers 
accidentally discover new knowledge about the system or ideas from external sources [18] 
e g. reading an arbcle in a newspaper, d1scusslng a subject in the comdor, being handed a 
requirements-related document etc .. The incorporation of this type of unstructured inforniabon 
into the design m1ght be useful to be treated as a different process. 
Spread of application knowledge across the design agents. The "thin spread of 
application knowledge• is a problem notified by Curbs et al. [18] and refers to the fact that a 
deep understanding of the application domain and its relabonshJp to system architecture is not 
widespread in the programming workforce. Users are treated as design agents, as well. This 
is another issue which is looked at in more detail in the following chapters. 
Verification and validation of constraints. In a design sJtuation there are hard rules and 
soft rules. To actually produce a creative piece of work you probably have to break some of 
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these rules {22]. However, a designer needs to venfy and try out some rules/constraints and 
check his/her design against them in various levels of strictness 
Use of heuristics. Very often organisational strategies are posed to the software project and 
have to be followed, as a piece of software is more and more viewed as a product rather than 
technological achievement Heuristics are meant to as practical recipes that have worked 
before and will get the designers to the solubon more quickly. 
Design agenda. As design might take long, a need for an agenda IS essential for the hfe of 
the project [2]. Furthermore, as design is a cogmtively intensive activity, 1t seems that 
assistance of human memol)' could help designers a lot. There is some recent research on 
this issue and it will be looked at in more detail 
Retrieving labels for plans. There are Situations (see {1]) in which the designer has 
previously worked out a solution to an aspect of the problem but does not concem himself 
either with wor1<ing out or recalling the implementation details a that point He then creates 
labels for elements of the problem which have a solution stored as a plan In memory. The 
plans themselves will be retneved later when the level of detail of the design matches the level 
of detail of the plan. Before that time the label Is retrieved as a place holder of that plan. 
Exploitation of past experiences. Expertise occupies a large proportion of creative design. 
Past "experiences• can be thought of in terms of multiple views of a design: e.g. domain 
representation, "design schemata" (i e. intemal representations of past experiences}, 
documentation of software or user interface designs etc .. Re-use can happen on a variety of 
dimensions e g. previous designs of the same designers in different contexts, previous 
designs of different people in the particular domain of interest, designs In different contexts 
that have similarities in e.g. problem soMng or user interface strategiesltechmques, or even a 
re-design of an existing system. 
Recording of design rationale. The recording of design rationale IS quite essential as it (a} 
helps designers clanfy their thoughts about the systems they're building and (b) serves to 
document design decisions to be re-used at some latertime [2]. Design rationale usually takes 
the form of questions, options, and criteria of justification [61]. 
Collaboration with other designers. Design is a collaborative activity. De Marco and Lister 
found that a typical computer system developer spent 70% of his time on a large project 
working with others (cited In {31]). Therefore communication with other designers/project 
members is a key subprocess. 
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User Involvement: D1rect user involvement can be done in different ways in the design 
phases. More importantly, the two types of processes observed by GUindon [37) and Malhotra 
et al [62] are corresponding. Therefore they could have been categonsed under the same 
activity. The only reason that user involvement is presented as a different process is (a) to 
emphas1se 1ts importance as a design act1vity and (b) to show Its importance as a 
communication process treatmg the user,as an active des1gn agent 
2.4.5 A design process framework 
The analysis and classificat!on of processes presented in the previous section is used in this 
section to form a model of activities that covers most aspects of design work. That model 
framework is presented below in three parts. 
Design 
activities 
General Sub processes 
activities 
Elaboration 
and understanding --
of the requirements 
Handle conflicting 
requirements 
Handle uncertainty 
or breakdowns 
Individual 
problem solving Simulations 
in the problem domain 
(internal and external) 
Simulations 
of the design solution 
(internal and external) 
Formulation of 
solution models 
Methodology 
independence 
Figure 2b-a· Design process framework- part 1 
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Design 
activities 
,' 
General Subprocesses 
actrvities I 
Combination of different 
types of knowledge 
Knowledge increase 
and evolution 
Knowledge as design progresses 
interaction! 
learning Capture of unstructured 
infonnationlknowledge 
Spread of application 
knowledge across 
the design agents 
Verification 
and validation 
Intervention of constraints 
of rules 
Use of heuristics 
or strategies 
Design agenda and notes 
Process Information processing 
management 
Retrieving labels for plans 
Figure 2b-b: Design process framework- part 2 
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Design 
activities 
General Subprocesses 
actiVities 
Exploitation 
of past experiences 
Visualisation 
of the design Recording 
of design rationale 
Collaboration 
with other designers 
Communication Handle communication 
and collaboration breaks 
Collaboration 
with the business milieu 
Goal statement 
Goal elaboration 
User involvement 
(Sub )solution explication 
Agreement on solution 
Figure 2b-c: Design process framework - part 3 
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2.5 Software tools for software design 
2.5.1 Choice oftools 
The choice of the appropriate tools is not an easy task. There exist numerous tool 
classifications each representing another perspective, e.g. see [7 4]. Other problems that 
relate to the choice of tools Include the often inadequate Information about them, and their 
continuous evolution. In the end, (a) diverse tools are included, (b) those tools are chosen 
arbitrarily, (c) 1! IS decided not to make a cntical appraisal of them as most vendors do not 
claim design cognibve support anyway. Lefs not forget that most CASE tools s1mply 
implement a methodology, i.e. to an extent they cannot alleviate the Inherent to the 
methodology cognitive barriers but can indeed offer extra cognitively supporbve capabilities, 
e g. multiple design v1ewpoints, usable re-edibng facilibes etc. 
The selected tools must be as diverse as poSSible so that they cover a wide spectrum of 
philosophies without losing the scope of assisting software design. lt is med to identify a series 
of research areas or domains and Include at least one tool out of each of them Therefore 
here is a list of domains and characteristic tools that are chosen: 
Atomic level 
Tool 
(1) osc 
(2) CATALOGEXPLORER, etc. 
(3) LaSSIE 
(4) E1ffel 
(5) A UIMS (x) 
(6) A CASE tool (x) 
(7) X 
(8) X 
Social and omamsational/evel 
(9) riBIS 
(10) COQ 
(11) X 
(12) X 
Tool 
Domam 
Domain Analysis 
AI 
Computer Science- AI 
Object-onentation 
HCI 
Software Engineering 
Re-use of design components 
Human Information Processing acceleration 
Domain 
Multi-user Hypertext and Real-bme Groupware 
Decision Support 
Requirements Engineering 
Co-operative UIMSs 
Table 2a: Us! of software tools and their assoc1ated doma1ns 
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lt should be therefore be expected that the framework will include more and more tools As a 
consequence, more types of support Will be included and perhaps new structuring of the 
'design' part of the framework. At this point of time, three tools were chosen out of the above 
list to be included in the framework. The choice was arbitrary. 
2.5.2 Description of tools 
Too/#1 
NAME· OSC (Outil de Suivi de Conception) [2). 
CONTEXT: An extensible tool shell that lets des1gners capture and manipulate decisions 
independently of method. 
EMPHASIS: Argumentation. 
MODEL: Apart from being method-independent, 1t is also model-Independent 1n the sense 
that 1t does not explicitly adopt any specific des1gn model. However, 1t does support certain 
types of iteration e.g. design decisions leading to new problems to be solved, and the like lt 
1mplles quite a flexible model. 
GENERAL APPROACH· lt uses current technology on databases and OOP to set up a 
database of problems, decisions and assertions) plus an agenda as well as a rule base that 
ensures consistency of des1gn and offers manipulation capabilities of every kind to the 
designer. These capabilities enable designers to tailor the environment to their own needs. 
MAIN CAPABILITIES· 
* Extensibility of the database schema 
* Captures a wide view of design components. 
FURTHER COMMENTS: Its extensible nature brings to bear Fischer's work whiCh is rn the 
same vein and they both advocate the use of a generalised design-support tool that g1ves the 
designer(s) the ab1hty to extend 1t thereby specialising and tailor the tool towards their spec1fic 
application. This tool is more generic, though. However, the retrieval of database information 
could perhaps be more advanced 
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Too/#2 
NAME: LaSSIE (Large Software System Information Environment) [21). 
I 
CONTEXT: LaSSIE is a tool that provides for the description of a large software system by 
multiple views. It thereby covers a wide spectrum of phases 1n the software life-cycle, from 
model11ng the problem domam to managing the architecture of the system - and to 
programming and coding. 
EMPHASIS The emphasis is placed on fighting the inherent inv1siblllly of large software 
systems, I e. the fact that the structure of software (unlike that of buildings or automobiles) is 
hidden. 
MODEL· Visibility is achieved through the ability to re-use software components by prov1d1ng 
sophisticated retneval and update mechanisms The adopted model IS based on objects and 
actions and facilitates the visibility of such components at any stage of development 
Examples of such components are: en!l!les of the domain, parts of the system architecture, 
"customer" features, or code structures. 
GENERAL APPROACH. lt includes a large knoWledge base, a semantic retrieval algonthm 
based on formal Inference, and a user interface that incorporates a graphical browser and a 
natural language parser. To represent knowledge they use the KANOR knowledge 
representabon language which is frame-based With incorporated inhentance capab1li!les and 
added-on classification of des1gn elements. It seems qUite appropriate for the specific 
telecommumcations system it is applied to. 
MAIN CAPABILITIES 
* Makes software "vis1ble' and therefore less complex. 
* Provides very sophisticated semantic retrieval of software system components. 
* Two different user interfaces (DMI and NU) 
FURTHER COMMENTS· Remarkable combination of Software Engmeering and Al. A b1g 
contribution to (a) the 're-us1ng past expenences' part of creative design (b) ma1ntaming the 
domain ontology and concepts throughout the project stages. Would it work for more general 
software systems? 
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Too/#3 
NAME· riBIS [76). 
I 
CONTEXT: Software des1gn as a social activity: a real time group hypertext system wh1ch 
allows a distributed set of users to simultaneously browse and ed1t multiple views of a 
hypertext network. The aim is to assist design argumentation. 
EMPHASIS: Fulfilling the requirements of a real-life design session: brainstorming 
interleaved With individual work in terms of recording design rationale. 
MODEL· A two process model including (a) bra1nstormmg and (b) issue resolution which 
follows the IBIS (Issue Based Information Systems) model and process which in turn includes 
issues, positions and arguments. 
GENERAL APPROACH: An riBIS session is a set of users working together. At any time, a 
user can choose one of two interaction modes w1th the other people in the session· loosely 
coupled (LC) mode or tightly coupled (TC) mode. LC mode supports parallel actlv1ty; TC mode 
IS for highly focused activity and provides an environment 1n which the group can see the 
same subgraph, discuss a selected node, and edit an item in real time. 
MAIN CAPABILITIES: 
• Very efficient analysis of graphs (focusing on a subgraph etc.). 
• Accommodation of remote design sessions . 
• Turn taking protocol for the Tightly coupled (intensive) appropriate for getting group 
consensus and feedback, while one person is in control of the mouse. 
FURTHER COMMENTS: Early usage of the tool produced m1xed emotions by users it 
seems that there IS a slight problem of leamab~lty. However, it IS probably the first senous 
attempt to combine the two worlds of (a) hypertext that is aimed at supporting groups of 
people and (b) real-time groupware. 
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2.6 The Software Design Support Framework (SDSFl: how well tools 
support design activities 
2.6.1 Alms of the SDSF methodology 
The a1m of the SDSF (SoftWare Des1gn Support Framework) and the associated methodology 
Is to: 
(a) structure the literature research process efficiently 
(b) enable us to acquire a holistic view of the state ofsupport_of current tools 
(c) provide the bas1s for the des1gn of expenments by outlining trends and weaknesses on 
s1m1lar studies or tool capabilities 
In parbcular, papers hke [19] outline the need to focus empirical research on work practice. 
This piece of work can be seen as a proposal to how to go about doing thal 
2.6.2 Outline 
Two of the points of emphasis 1n th1s research i e (a) better understanding of the softWare 
design process and its description and (b) close e,xaminatlon of the current tOol support for it 
are chosen to be included directly in the construction of the framework. 
The first point, which is rather theoretical, includes the continuous attempt to understand, 
describe and possibly model the design process and has led to the production of a structure of 
design activibes If one considers the design of a piece of softWare as a single activity or 
process, then this can be divided into lower level sub-processes and thiS can happen agam 
an~ again until a set of elementary sub-processes IS reached. In its orig1nal version (I.e. in the 
form that is presented in th1s and the next section) the framework includes two levels of 
processes: general activities and sub-processes Later on (as shown in section 2.9) sub-
processes were further analysed and a third level was added, that of elementary processes. 
The process structure is not advocated to provide an exhaustive record of such processes. 
However, it does try to include most of the major empirical evidence on softWare design. 
The second point is more practical and deals solely with tools, support environments etc . A 
set of such tools have been analysed to see how well they support that process structure. 
Although these two streams of work are exphc1t1y d1slinct and progressed separately, they are 
on purpose kept discretely close, as there is a strong interdependence between them More 
specifically, the cross-reference of the process structure and the tool capabihbes can yield 
most useful information and that is the raison d'lltre of the software des1gn support framework. 
On the one hand, the type and quality of support should specifically refer to certain design 
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sub-processes and on the other hand, sub-processes that are inadequately supported should 
be identified nght away. 
The software des1gn support framework is presented in two forms: an analytical and a 
synoptic. lt has two major components which on the figures are distinguished by a thick line: a 
I 
theoretical which is called "Design activities" and a practical, named "Tool support". "design 
activities" cons1sts of a tabular form of the process structure expanded from left-to-right and 
from top-to-bottom. "Tool support" includes a list of tools confronting the design activities and 
indicating the level of support w1th an appropriate colouring. The analytical form of the 
framework also includes for every design sub-process a series of practical ways to implement 
a support for that sub-process on the computer. Therefore it provides further 1nformabon of 
how different tools approach design problems often reaching techmcallevel of detail. 
2.6.3 Analytical form 
Due to space problems, the framework is presented in three porbons,_ as Design support 
status (1), (2) and (3) 
Symbolism Meanmg 
D\11 Full support 
~ Lim1ted support 
c:::J No support 
Small positive Annotation 
natural number 
u Unknown at present time 
NA Not applicable 
Table 2b: Explanation of the symbolisms used on SDSF 
39 
Design 
activities 
General 
actiVIties 
Individual 
problem solving 
Tool support 
Sub processes 
Elaboration 
and understanding 
of the requirements 
Handle conflicting and 
fluctuating requirements 
Handle uncertainty 
and breakdowns 
Simulations 
in the problem domain 
Simulations 
of the design solutlon 
Formulation of 
solution models 
Methodology 
independence 
Possible 
Inference of constraints 
Addition of new requirements 
facilities: editing, reuse 
Relation to problem solutions or other 
design components 
other 
Abstraction of key points 
Figure 2c-a: Analy!Jcal form of the Software Design Support Framework (SDSF) -part 1 
Tools 
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Design 
activities 
General 
activities 
Knowledge 
interaction! 
learning 
Intervention 
of rules 
Process 
management 
Tool support 
Subprocesses 
Combination 
of different types 
ofknowledge 
Knowledge increase 
and evolution 
as design progresses 
and validation 
of constraints 
Use ofheuristics 
Design agenda and 
note taking 
Retrieval of labels 
from plans 
Poss1ble type of support 
Organisational 
Domain specific 
Frame-based system 
Types of exploitation 
Classification 
Design consistency check 
Decisions to be justified 
( 1) Implicitly, i.e. in terms of representation of design rationale. 
F1gure 2c-b: Analytical form of the Software Des1gn Support Framework (SDSF)- part 2 
Too{s 
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Design 
activities 
activities 
Visualisation 
of the design 
Communication 
User involvement 
Sub processes 
of 
past experiences 
of design rationale 
Collaboration 
with other designers 
(Sub )solution explication 
Agreement on solution 
Data model 
Re-use 
Adaptation 
Operator-type search 
Graphical search 
Learning (both the design and the tool) 
inTCmode 
e.g. forming consensus etc. 
Face-to-face 
Figure 2c-c Analytical form of the Software Design Support Framework (SDSF)- part 3 
Tools 
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2.6.4 Synoptic fonn 
Design 
activities 
General 
activities 
Individual 
problem solving 
Subprocesses 
Elaboration 
and under.;tanding 
of the requirements 
Handle conflicting 
requirements 
Handle uncertainty 
or breakdowns 
Simulations 
in the problem domain 
(internal and external) 
Simulations 
of the design solution 
(internal and external ) 
Formulation of 
solution models 
Methodology 
independence 
Tools 
Figure 2d-a: Synopbc form of the Software Design Support Framework (SDSF)- part 1 
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Design 
activities 
General 
activ1t1es 
Knowledge 
interaction/ 
learning 
Intervention 
of rules 
Process 
management 
-
' 
' 
I 
Tool support 
Subprocesses 
Combination of different 
ofknowledge 
Knowledge increase 
and evolution 
as design progresses 
Capture of unstructured 
information/knowledge 
Spread of application 
Verification 
and validation 
of constraints 
Use ofheuristics 
or strategies 
Design agenda and notes 
Information processing 
Retrieving labels for plans 
Tools 
riD IS 
F1gure 2d-b: Synoptic form of the SoftWare Design Support Framework {SDSF)- part 2 
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' 
Design 
activities 
General 
activities 
Visualisation 
of the design 
Communication 
User involvement 
Sub processes 
Exploitation 
of past experiences 
Recording 
rationale 
Collaboration 
with other 
Handle communication 
and collaboration brealcs. 
Collaboration 
with the business milieu 
(Sub )solution explication 
Agreement on solution 
Tools 
Figure 2d-c: Synoptic form of the Software Des1gn Support Framework (SDSF)- part 3 
45 
2.7 Main observations 
The main observations on SDSF are as follows: 
(a) There is a series of processes of creative/intellectuaVhuman naturet(see problem solving 
actJvity) for which there 1s no support whatsoever. This is probably an expected result 
(b) The present tools offer support for by-products of the design process i.e. design rationale 
and system knowledge, although Eiffel does explicitly deal with the representation of the 
des1gn itself and its analysis should bring a balance to the framework in thts respect. This 
means that there is a need to include more software engineenng-based tools in the 
framework. 
(c) In relation to (b), there is no tool so far that provtdes for the design 1tself as well as its by-
products. As an example, LaSSIE acts as an information system which is completely separate 
from the computer system which facilitates. 
(d) None of the included tools helps the designer to deal With needs of piQspecbve users of 
the system and their tasks. This means that there should be included more tools that address 
1ssues of functionality and usability under the same scale and provide for acllvttles like 
analysts and specification of task scenanos, conceptual and detailed interface des1gn, design 
space analysts at the user interface level, dialogue specification and implementation, usability 
testing etc. In current practice, these activities probably take place independently - timewise -
of the design and development of the rest of the software, ma1nly due to time/cost problems. 
Therefore the provision of thiS type of ass1stance by a tool must be flexible enough to enable 
the designers to use it at their will lt should not interfere With the rest of the design ac!Jvitles 
but co-ex1st with them. 
2.8 Discussion 
As far as the first observation mentioned above is concerned, the major issue is the 
applicability of machine involvement In such tasks, designers usually assume that there is no 
machine support because th1s IS where tntwtion and thinking comes 1n. Perhaps the 
assumption that •a machine cannot thtnk, therefore I cannot rely on 1t to do the th1nk1ng for 
me• IS not at place in this situation. What is tned is the assistance of thinking and intu~ion. 
Therefore what IS desired is a set of computer-based support mecha(IISms that are available 
at hand w1thout interrupting a designer's flow of thoughts and acbons. On the contrary, I am 
looktng for a type of support that will cause a design task to evolve But how easy IS 1! to help 
someone without getting in h1slher way too much? Different attitudes should be dealt w1th 
differently, and so on. 
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The drversity of design actrvities between different projects and humans does not allow for a 
procedural assistance. it IS too patronising for such tasks. On the other hand, a purely 
declarative approach of providing support to the designers merely as options on the screen is 
of questionable usefulness, because of creeping psychological obstacles like leam1ng curves 
or cogmtive overloads I 
What Is a surprisingly dominating phenomenon 1n software design, is the extraordinanly big 
number and divers1ty of the types of knowledge someone has to capture as well as the 
incredible jumps sw1tches from a knowledge type to the other. If someone considers the 
representation issues for each knowledge type, this presumably poses a big amount of load to 
the designer. That is where expertise gets involved, providing knowledge (including meta-
knowledge) and skills to get through. If we only consider the information chunkmg capabilities 
of a human, then that point becomes even more obvious. 
lt seems that the representation issue is also qUite important because. 
(i) the diversity of knowledge types questions the adequacy of a single representation for all 
knowledge forms. On the other hand, multiple representations would raise problems of 
automatic transformation from one form to the other or the phenomenon of over-visualisation 
(1i) the recognrtion that most of the learning during design is implici~ leads to the possibility 
that what is more important is the facilrtabon of learning as such and by any means, rather 
than the explicit representation of relevant knowledge. For example, work1ng With a simulation 
of a mental model is enough to make a des1gner learn more about the system under 
construction, whereas the representation of this new knowledge in computer terms IS 
obsolete. What is more important is the d1rect exploitation of this knowledge to refine the 
model, and produce something. 
The switch between different leammg situations/knowledge types IS also Important A designer 
should be able to sw1tch very easily and nav1gate through knowledge and different problem 
solving phasesfabstracbons meaningfully. 
Another po1nt to make is that the processes observed in Malhorta et al.'s part1c1patory design 
session [62) are not much different form Guindon's process model of 'software des1gn for 
functionality' [37) which indicates that methodologies and tools for software design and user 
interface design could and should come together to avoid repetition of design tasks. A positive 
point of this framework is that it treats the design acbv1ties that a1m for usability facilitation as 
any other software design process Without distmcbon Th1s analysis of software design 
processes 1n contexts where there IS direct user Involvement, enables the 1denbficat1on of 
s1m1lanties between functionality- and usab1hty-based design. More importantly, 1t allows user-
centred processes to be spread 1n several places in the framework and thus allows for the 
47 
modelling of user Involvement at different phases of the design process as 1t is believed 1t 
should. 
SDSF's realistic character reveals a v1ew of the software design process which includes a 
great deal of iteration of processes, constant expenmentat1on, and no pre-defined route to the 
solution Therefore the aim of maintaining a realistic view of things IS accomplished to a large 
extent. 
2.8.1 SDSF tools 
In terms of the survey of tools, there's am inherent difficulty which has to do with the 
ephemerity of the tools New tools come out by the day and because most of them are 
commercial and trying to keep up with the new ones, is difficult Furthermore, because most of 
them are commercial products, there is no demo vers1on provided and the Information we can 
have on them Is purely marketing rather than sc1ent1fic. In the case where a scientific paper is 
written that describes that package then things are fairly better. The strategy used to deal with 
is problem is to: (a) select the tools that I think at this point In bme that they are representative 
of what I am looking for in my own judgement, (b) describe them given the available 
1nformat1on (c) plan the evolution of tool technology based on what I already know about them. 
Future version of this framework might extend the list of tools into several classifications, e g. 
CASE tools, UIMSes, IPSEs, KBSes, etc.. ,._ 
Another point to be mentioned is that neither, of these tools claims to be particularly 
addressing any Psychological perspectives of the design process, it would thus seem unfair if 
tools were judged in terms of their performance in that sector. In fact, the point I am trying to 
make IS that mainstream design ass1stant tools only cons1der software engineenng theories of 
des1gn and do not take into consideration emp1ncal evidence on the des1gn process. 
2.8.2 SDSF as a software process model? 
In its current form the software design support framework does not prov1de for a model of the 
software design process but rather a summarising framework of software design activities 
That 1s because: 
(a) 1t does not contain any control mformation on how these processes are scheduled. 
(b) it does not offer new empirical evidence of how software design is performed in practice, 
but rather tries to (i) further analyse (or even formalise) existing evidence with further aim to 
support some of these activities and (li) Include evidence from a senes of diverse design 
Situation in order to prov1de a global v1ew of des1gn processes. 
In the wnter's opinion, the evolution of a new model would be a further task analys1s and 
normalisation of the framework's process structure. 
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2.9 SDSF refinement 
2.9.1 Refinement of tool section 
The first major change to SDSF is to abandon the "possible type of support' part The reason 
is basically space. The information that column was presenting was at this po1nt of time not 
directly useful, 1n the sense that at this stage, I e. overview of the status of des1gn support, one 
is not directly Interested in technical details. At the implementation stage, one would be more 
Interested on how specific processes are supported by certain vendors. However, at th1s s~ge 
I! is considered better to save some space makmg SDSF more readable. 
This space sav1ng very easily led to further decomposition of the design subprocesses into 
elementary processes thus extending the number of process levels to three. The cnterion for 
making a process elementary is the degree of ease with which one can determine whether the 
specific process is or is not implementabie by a computer relatively easily. The process 
structure (i.e. "Design activities" part) is now considered to be more complete. A prev1ew of 
the next vers1on of SDSF is shown in figure (2h). 
As mentioned earlier the use of a software design tooVenv1ronment would change the design 
context and 1t would be 1nteresbng to see how. A continuous cycle of empincai studies could 
then provide evidence for the improvement of such tools. Empirical evidence of task/user 
analysis and modelling sessions are also non-existent, to the wnter's knowledge. 
it was soon obvious that there was a problem With the current tools. The random selection of 
tools was not a good idea. Perhaps a different set of tools would do better on the observed 
weaknesses (paragraph 2. 7). Trying to make the selection of tools more formal and efficient, 
the new approach involves the following stages. 
(I) Indication: at this stage, a specific tool or set of tools is a candidate for inclusion in SDSF, If 
there are indications that I! might do well in this context 
(11) Proof: at this stage it is decided to categonse tools in a similar way t the processes 
Therefore there are three categorisations, each of which has about three categories. One 
typical tool is chosen for each category and it is Included in SDSF. Judging by how well these 
typical tools do in the context of SDSF, certain categones are chosen for appropnateness. 
(Ill) Adoption Involves the isolabon of the chosen tools/categories from the rest, which are now 
redundant. 
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Figure 2e: The new version of SDSF. 
2.9.2 Theoretical future work 
Although it is obvious at this point which of the subprocesses in the framework receive little or 
no tool support (e g. uncertainty and breakdowns, simulations, idea generabon) it is not very 
easy to choose one of them for further research. That is firstly because there should be more 
tools included in the analysis, 1n order to give a more realistic character to the survey. 
Secondly, because some of these subprocesses are tricky in their support possibly because· 
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• it should first be adequately surveyed whether their support would improve the effic1ency of 
software designers. For example, observabon and interv1ews of users is best done by the 
designers themselves. 
• the implementation of such a support may itself be difficult, e g. some of the strategies 
employed in idea generat1on m1ght be hard to implement 
On the basis of expenmentabon, the choice is made to try to support the senes of breakdowns 
in software design on the grounds that 
• the number of events (i e. elementary processes) that cause them IS b1g, therefore the 
probab1hty that these breakdowns will occur 1n design situations 1n the future is relabvely 
h1gh. 
• the majonty of the underlying elementary processes are implementable. 
• indrvidual elementary processes have been implemented by tools, but not more than two of 
them at once. 
• it seems to be a key subprocess as 1t slows down the overall design process, and its 
alleviation Will potentially smooth the process and subsequently offer support for 
neighbouring subprocesses hke the formulation of solution models. 
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2.10 Breakdowns in the design and use of software systems 
' In this section, I descnbe a literature survey wh1ch specifically focused on breakdowns and 
neighbounng des1gn activities. I first present the three different schools of thought on 
I 
breakdowns as I can identify them, namely difficulties, conceptuallsations, and mental model 
mismatches The first two approaches refer to breakdowns as part of design activities and are 
the ones most interesting from the perspective of this thesis, whereas the third category refers 
to breakdowns in the context of software use. Within the first two categories we describe 
stud1es according to the1r relevance to this research, from distant to close. Then, purely for the 
sake of completeness, I present the stud1es that refer to breakdowns as mental model 
mismatches in chronological order, although we do not elaborate on these in much detail. 
Then, common ground among these types of breakdowns is Identified and on that, a new role 
for them is built which has not been thoroughly Investigated thus far. 
2.1 0.1 Breakdowns as difficulties in designing software 
Guindon 
Gumdon [35) reports on breakdowns as symptoms or causes of difficulties found by software 
designers while trying to solve a complex problem: 
• Lack of relevant problem-specific design schemata 
• Lack of or poor meta-schema for design 
• Poor priontisatlon of 1ssues leading to poor selection from alternative solutions 
• Difficulty in considering all the stated or Inferred constraints In refining a solution 
• Difficulty in performing complex mental simulations With many steps or With many test 
cases 
• Difficulty in keeping track and returning to aspects of the problems whose solution 
refinements have been postponed 
• Difficulty in expanding or merging partial solubons into a complete solution 
• Too early comm1tment to an initial kemel based on a prion cntena (pnmary generator) 
Guindon's seems to be the only tnal to emp1ncally define breakdowns in the context of early 
software design of a realistic problem However, it mainly descnbes breakdowns as difficulties 
in the design process and does not stress at all any of their posibve attnbutes referred to by 
the other authors mentioned 10 th1s study. He s1mply does not observe any of the pos1bve 
recovery stages ment1oned by the other authors. 
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Adelson and Soloway 
Adelson and Soloway [1] refer to some sort of behaviour which resembles to Guindon's 
knowledge-related breakdowns [35]. Having an expert working on unfamiliar domain of 
expertise and on an unfamiliar object 1n that doma1n, they mention: 'Here on expert had two 
oversights which were not detected because he could not us the domain spec1fic sk1lls which 
had prevented this kind of oversight when he was designing in his domain of expertise.' The 
oversight refers to the designer not expanding certain functions to the extent he d1d With 
others. 
I call this type of breakdowns type I breakdowns. 
2.1 0.2 Breakdowns as conceptualisations 
This v1ew is attnbuted to the philosopher Heidegger. lt refers to the process of recognition or 
identification of an obje~ ("present-at-hand") after the realisation that th1s object is not read1ly 
available ('unreadiness-to-hand'). 
--
So there are two states for every object and its properties in the real world: 'unreadiness-to-
hand" and 'readiness-to-hand'. The trans1t1on between the former state to the latter state 1s 
attnbuted to the process of breaking down lt IS therefore advocated that breaking down is the 
basis (one and only) mechanism for object emergence in our perception 
literally speaking, breaking down is the reach of an 'unreadiness-to-hand" stage. However, it 
should not be merely descnbed as a 'don't know what to do nexr situation, I.e. lack of 
strategic knowledge, but it has more to do with focus of attention to an object in the 
rationalisbcltrad1tional sense. For example, discovenng new objects/structures through actions 
1n every day life IS descnbed as "trying to cope with breakdowns• but that's not e1ther 
cogmtively or psychologically difficult 
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Winograd and Aoras 
Winograd and Floras in [96] include a thorough discussion of breakdowns (BDs} in various 
contexts. Adopting Heidegger's viewpoint (referenced in [96]} they treat breakdowns as 
interruptions of our habitual "be1~g in the world' that facilitate new understandings which are 
used to recover and continue with the task at hand. For examJ!IIe, when hammering a nail, the 
hammer as such emerges as an object only in the event of a problem e g. the hammer 
breaks. Trymg to fix 1t in order to continue With the task leads us to a new set of concepts and 
discoveries. This provides an interesbng alternative view to the rationalistic perspective of 
breakdowns and problem soMng in general which portrait breakdowns more as d1fficuibes or 
obstacles In the solving process (e.g. see section 2.10.1} Ignoring any posibve points in the 
recovery process. I call this type of breakdowns type 11 breakdowns. 
Viewpoint: Actor (e.g. buDcler) 
completlon 
new task 
comr alo:..,.g---, 
-to-hand 
I 
breakdown 
+ 
unreadlness-
fo.hand 
I tool 
'---- becomes 
andlable 
Viewpoint: Tool (e.g. hammer) 
need to use 
orl110dlf7 
(breakdown) 
! 
r---11 present-at-hand 
task 
completion 
I 
readJ to continue 
with task 
.~ 
[ aon-ence J 
I..__ _ _. 
Ftgure 2f: Winograd and Floras's view of breakdowns as conceptualisations 
Winograd and Flares provide the theoretical foundation for a new way of thinking about design 
descnbing breakdowns as a key acbvtty through which teaming and idea generation are 
facilitated. 
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Fischer 
F1scher [25] sees breakdowns as opportunities for creativity, which is close to Winograd and 
Floras's standpoint The design process is highly dependent upon the tools we use, therefore 
breaking down IS seen in that context The following diagram outlines F1scher's v1ew of a 
breakdown Situation. 
Design. 
r conversation 
- (designer/agent) 
Evaluation 
Breakdown 
---
I 
Resolving Re framing 
problem problem 
J, J, 
F1gure 2g: F1scher's view of breakdowns in des1gn problem solving 
8U1Id1ng up on their preVIous work on providing cribque to domain-dependent design 
env1ronments, Fischer uses such computational environments to facilitate the occurrence of 
breakdowns by detecting and deviating from design rules/guidelines and letting the user-
designer know and consequently tries to make the most out of 1t by providing cnt1quing 
information in the form of issue-based argumentation. 
lt is very interesbng that Fischer's view of breakdown manipulation lies w1th argumentation-
based tools as 1t matches my own view of the relationship between breakdowns and design 
rationale. However, Fischer d1ffers in that he introduces the notion of design context which 
holds a central role in the whole breakdown cycle. In add1t1on, F1scher argues that des1gn 
rationale has to be augmented by rich context (by "providing ass1stance at the right lime•). 
F1scher seems to be the only researcher who stud1es breakdowns in a tool-supported design 
s1tuat1on, wh1ch 1s very important 
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Fischer takes Wmograd and Floras's theories a step further by extending them to (a) study 
several types of design srtuabons and (b) providing tool assistance as the basis for the study 
of BDs. He also prov1des explicit computational platforms for the study of several types of BDs 
in several phases. 
2.1 0.3 Breakdowns as mismatches of mental models 
Bodker 
In the context of Human-Computer Interaction, Bodker examines the role of breakdowns in 
computer use in general or even perhaps 'computer task performance". Bas1ng her work on 
human activity theory Bodker [5] also shares much of her ideas with Winograd and Floras's 
work. Nevertheless she takes their work a step further by descnbing a number of cases of 
breakdowns in computer use. She thoroughly analyses these breakdowns as well as their 
associated effects from her own theore!Jcal viewpomt m interesting ways 
In a theoretical vein, some of the pos1tive outcomes of breakdowns are conceptua/isation and 
openings for learning wh1ch are elaborated in (5] as follows: 'The individual human being 
possesses a certain repertoire of operations. This repertoire forms the bas1s from which 
opera!Jons are triggered when met by concrete, material condJ!Jons. For each concrete act1on, 
the human being is dependent on the tnggering of a sequence of operations. Act1ons can be 
turned into operabons; operations can be conceptUalised. The operations applied in a specific 
ac!Jon are not conscious to the human be1ng. But through conceptualisation, they can be 
made consc1ous to us as the actions they once were, we can name a specific sequence of 
operations and understand and explain reasons for their application at the level of the former 
ac!Jons. Conceptuahsa!Jon can take place in breakdown Situations wherein some unartlculated 
conflict occurs between the assumed cond1!Jons for the operations on the one side and the 
actual condJ!Jons on the other". 
Bodker also follows Winograd and Flares's view of breakdowns. She treats BDs as 
unintentional shifts of focus bring1ng new objects etc. to the attenbon of the designers. 
However, she does not prov1de any software design examples. 
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Jambon 
Jambon [47] works on a simtlar issue which is task interruption. Thts can be thought of as 
unintentional focus shift caused from external 'sources'. He/she approaches the issue rather 
practically, building a model of task Interruptions as well as a formal notation that best 
represents that model. The notation is to be tested in a real-world system. The matn emphasis 
is at the task rather than the cognitive level. 
Krasner 
Krasner et al. [54] slightly differ from the rest of the authors cited here in that they talk about 
communication breakdowns 1n large software teams. Although this IS an interesting extension 
to the term 'breakdown', 1t is not of explicit concern in this research work. 
Sharoles 
Sharples [80] uses the term breakdowns to descnbe both trouble found by users to use a 
prototype system as well as communication obstacles between peer students while using that 
prototype. 
2.10.4 Discussion 
Perhaps Guindon refers to breakdowns in the same way as Heidegger and Winograd (see 
figure (2k)) but the latter betng so general and philosophical, - quote for example "it's only 
meamngful to talk about the existence of objects/properties when there's potential for breaking 
down (concemful activity)" -they have the abthty to characterise breakdowns 1n a number of 
ways etther positive or negative 
On the contrary, Guindon by restncbng the subject into an Individual software designer's 
actions when solving an tll-defined problem is bound to tdenbfy a series of breakdowns which 
are clearly negative, 1n the sense that their alleviation is not an easy job for the designer. 
Guindon 
Cause Event Recovery 
.. tno rad & Flares g ___./ 
Figure 2h· A collective vtew of breakdown theories. 
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lt is very interesting that most of the above studies share the view that undetected or 
unresolved breakdowns in the des1gn process are transformed in the design product and may 
reveal themselves as problems in its use. In fact, breakdowns seem to have a different face 
depending on the phase in the life cycle of the product in which they are made explicit In th1s 
respect, it seems obv1ous that the earl1er they are detected the better. 
From the above studies, I have chosen Guindon's and Fische(s as the main points of 
reference. Gwndon's work is the closest to this work's domain of interest, i e. high-level 
software design - the domain is very Important 1n the understanding of human design acllvity. 
Fische(s work is very important among other reasons because it deals exclusively With tool-
supported design and thus sets the scene for a modem context for tomorrow's designer. 
Jambon's work is also very interesting as 1t demonstrates the application of theoretical 
behavioural models to industnal practice; I d1d something similar in the SEDRES project 
descnbed in chapter 3. 
2.11 The prospect of theories of argumentative reasoning with process 
support 
Breakdowns as decision making or reasomng points 
In th1s study the relabonship between different types of breakdowns (mainly Guindon's) and 
designe(s reasoning and decision making Is investigated. lt IS felt that breakdowns points are 
key points in the designe(s planning and decision making process 1n terms of the overall 
design progression. The theory IS that by assisting the decision making or reasomng process, 
breakdown allevlabonlanbcipallon/generation can be optim1sed. 
Hmts have been made by Winograd and Fiores [96) and Maclean et al. [61). 
The idea is to base the solving route of software design on design rationale. Many notations 
ex1st for representing design rationale, e g. the one descnbed in [61) The adoption of such a 
technique and its extension in the form of a working prototype could reveal a lot about 
software des1gn Some arguments in favour of th1s approach are: 
• The lnibal assumption that software design is a problem-solv1ng activity, and the 
characteristics of an Ill-structured problem [40), provide a SUitable theoretical basis. 
• Design rabonale inherently combines domain and solubon knowledge; therefore provides a 
suitable means of combining problem/solution (or analysis/design) models. 
• Provides a good representation bas1s for navigation through design processes. 
So the work is moving towards a network-based system whose ma1n nodes represent design 
ISsues and adjacent nodes represent options, cnteria and decisions, very much 1n the same 
way as many such tools base their models. Ps an extension, each node could also include 
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data/knowledge of relevance to the issue at hand, such as des1gn notations, constraints, 
heuristics etc .. Different media could be used as appropriate to represent d1fferent design 
process elements. Arguments in favour of such a system, are. 
• Such a system could provide guided exploration of he design space. Also 
development/expanding of the solution: decomposi!Jon, appliance of methodological 
operators, problem-solvrng strategies etc. 
• Facihta!Jon of implicit leam1ng. 
• The integra!Jon of des1gn rationale with the rest of the design components, which does not 
exist rn current tools. 
• Such an approach changes the focus (key) of naviga!Jon from design notations (as is the 
case 1n most commercial tools) to design argumentation. it could also let designers decide 
on the navigation key by themselves. Subsequently, another potential improvement IS that 
such a tool could extend navigation to a higher level, right at the top of the process, as 1! 
can provide a unified way to deal w1th argumentationljusbfication throughout the system 
hfecycle. 
Most of the above arguments are positive 1n terms of breakdown alleviation. However, it must 
be remembered that most of them are simply hypothetical at the moment A potentially 
negatwe point of such a system could be the imtial impact on designers' speed. That IS 
because people think faster than they acl Therefore especially 1n s1mple argumentation 
issues, the use of a computer could prove to be a slOWing down factor. 
However distant the points of emphasis between type I and type 11 breakdowns may seem, it 
looks hke a common piece of ground in all types of breakdowns is at the causal stage (see 
figure (2k)) the lack of read1ly available knowledge of strateg1es that correspond to the 
particular problem class being worked on, as well as the d1scovery of such knowledge, at the 
recovery stage. The issues that are raised are: (a) what can be done about ~reakdowns? Can 
we 1nterfere to ensure a producbve recovery?, (b) In a design context, how can I transfer 
knowledge across des1gners rn a way that recovery is facilitated? Design rationale has been 
suggested as an appropriate way to do thal 
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2.12 Chapter summary 
' In this chapter, I have investJgated' the software design process looking for interesting points 1n 
it on which tool support could be
1 
improved. Literature survey has led to breakdowns in 
designers' behaviour as key processes as many actions seem to be related to them and they 
form the type of process that is least well supported by software tools. Looking deeper into the 
breakdown literature, a set of different types of them is found. Despite their differences, 
common themes eme.rge which focus on the knowledge-nch aspects of uncertainties and 
oversights as well as strategic difficulties Inspired by Schon's theories on reflection in actJon, I 
suspect that dec1sion making is crucial to optJmal breakdown recovery and pursuit that further 
by study1ng the current design rabonale methods and tools. Before that though, more needs to 
be learned about design processes from own experience. As most of the work so far is based 
on the available bibliography, 1t is felt that is essentJalthat the survey is complemented With my 
own study of the process. The first step 1n that d1rectJon is to study design practice at the 
industnal setbng. The SED RES project descnbed in the next c;hapter provided us With such an 
opportunity. 
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PART B: Understanding and Modeling Design Practice 
CHAPTER3 
THE SEDRES PROJECT 
Table of contents 
3.1 INTRODUCTION..................... .............................................. ••••••••••••• • ••••••••••••••••••••••••••• 63 
3.1. 1 PROJECT SUMMARY • ••••••••••••••• •• • •••••••••••••• • ••••••••• •••••••••• • •••• • •••••••••••••••••••••••••• 63 
3. 1. 1. 1 OVERVIEW •••••••••••••••••••••••••••• .................................................................. 63 
3.1.1.2 AIMS ••••.••...••••.....•.••••...••••....••••••.•...•.••.••.•••••..••••..•••••.••...•.......•.•• 63 
3.1.1.3 OBJECTIVES ..................................................................... ·•••··•· ••.•••••••• 63 
3. 1.1.4 THE PROBLEM CONTEXT......................... •••.•••••••••.• .................. •• . ..••••••••. 64 
3.1. 1. 5 RELA 1ED ill!ORK •••••••••••••• •• ••• • •••••• • ••• ••••• ••••••••••• ••• ••••••••••••••••••. ••••• • • 64 
3.1.1.6 FURTHER INFORMATION ............................................. ••••••••••••••••••••••••••••••• 65 
3.1.2. THE ROLE OF SED RES IN THE THESIS .................................................................. 65 
3 2 WORK PACKAGE 3 (WP3)• 'DEFINE PROCESS' ••••••••••••••••••••••••••••••••• : ••••••••••••••••••••••••••••••• 66 
3.2 1 OBJECTIVE • ••••••••••••••• ••••••••••••• ••••••••• •• • ••••••••••• ••• ••••• ••.•••••••••••• •• ••• • • ••••••••• ••• 66 
3 2 2 APPROACH ............................................................................................................. 66 
3 2.3 TASKS 3.1, 3.3 •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• •• 66 
3.2.3.1 OBJECTIVES ••••••• •• : ••••••••••••••••••••••••• ••••••••••••••••••••••••••• ••••• • ••••••••••••••• 66 
3.2.3.2 APPROACH ••••.•••••••••••••..•..••••••••..•..••..•••••••....••.••••..•.•.••..••..•••••••.••••••.•..... 66 
3.2.3.3 DESIGNERS INTERVIEWS.......... •• •••••• •••• ••••••••••• • •••••••••••••••••••••••••••••••••• 68 
3.2.3.4 SURVEYS: DISCUSSIONS AND FEEDBACK FORMS •••• •••••••••••••••••••••••••••••••• 69 
3.2.3.5 DEVELOPMENT OF A HUMAI'HJRIEN7ED HYBRID NOTA TIOWFOR THE 
SYSTEMS ENGINEERING PROCESS •••••.•.•.•..•. ..•.• .•. . . ..•••..••..••.••.• .. . ...•.•. 70 
3 2.3.6 THE SEDRES GENERIC PROCESS MODEL {SGPM) ••••••••••••••••••••••• •••••••••••• 74 
3.2.3. 7 HARMONISING PARmERS MODELS W.R. T. THE GPM ••••• ••••••••••••••••••••••••••• 78 
3 2.3.8 CONCLUSIONS AND RELATIONSHIPS TO SUBSEQUENT TASKS {T3.2, T3.3) ••• 82 
3 3 WORK PACKAGE 6 (WP6): 'DEMONSTRATE WITH REPRESENTATIVE MECHANISMS' •••••••••• 86 
3.3.1 OBJECTIVE •••••••••••••••• •• ••••••••••••••••• •••••••••••••••••••••••••• ••••••••• •••••••••••••••••••••••••••••••••• 86 
3 3.2 GENERAL APPROACH...... •••••••••• •••• • ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 86 
3.3.3 DATA COLLECTION BY OBSERVATION {THEORY AND PRACTICE) •••••••••••••••••••••••••••••••• 87 
3.3.3.1 WHATISEVALUA1ED •••••••••••••••••••••••••••• _ .............. ..................................... 87 
3.3 3.2 MONITORING OF FORMS....... ................................... •• • ••••••••••••• ••••• • 87 
3.3.3.3 OBSERVATION ••••••••••••••••••••• •••••••••••••••••••••••••••••••••••••••••••••••••••••••• 88 
3.3 3.4 OVERVIEW OF DATA COLLECTION TECHNIQUES •••••••••••••••••••••••••••• •••••••••••••• 90 
3.3 4 THE NU*DIST SOFTWARE AND ITS ROLE IN THE EVALUATION EXERCISE ••••••••••••••••••• 91 
3.3.5 EVALUATION PROCEDURE (BY EXAMPLE) ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 92 
3.3.6 DATAANALYSISAND RESULTS .•••...••...••....••••..•.••••••••.••.••••.•.•• : ....•••...••••••.• : .••••••... 92 
3 3.6.1 JUSTIFICATION FOR INVESTIGATION AND 0UWNE OF RESULT ••••••••••••••••••••• 92 
3.3. 6 2 DETAILED DESCRIPTION OF THE TECHNIQUES USED AND PREUMINARY 
FINDINGS.......... ••••••• •• ••••• • ••••••••••••••••••••••••••••••••••••••••••••••• , ••••••••••••• 93 
3.3.6.3 DETAILED DESCRIPTION OF FINDINGS • ••••••••••••••••••••••••• ••••••••• : • ••••••••••• 94 
3.3.7 FUTURE WORK ON THE NU*DIST DATABASE .......................................................... 96 
3.3. 7.1 LIMITATIONS OF THE CURRENT APPROACH •••••••••••• •••••••••••• ············!·· ....... 96 
3.3. 7.2 PROPOSED SOLUTIONS..... ••••••••••••••••••••••••••••••••••• ••••••••• • •••••••••••••••••••••••• 96 
3 4 CHAPTER SUMMARY •.••••.•.••••••••••.•••..•••••.•.•...••.••••••••••.••••..•••••.•••..•..••..••.•...•.•••....•••••• 98 
62 
3.1 Introduction 
This is the first of two studies which gave us a better understandmg of design practice. Work 
on the SEDRES project enabled us to perfonn what could be cl<?se to a field study of design 
practice rn the aerospace mdustry. A host of information on desrgners at work usrng software 
tools was gathered, and many practical problems were solved that relate to modelling the 
systems engmeering process as well as evaluating design work. Certain tennrnology- specific 
to the project- is sporadically used in this chapter. A glossary of tenns is Included in appendrx 
A Its purpose is to offer clarification of the exact meamng of those tenns. 
3.1.1 Project summary 
3.1.1.1 Overview 
SEDRES is a CEC Framework funded ESPRIT project that started in January 1996. It 
involves the systems orgamsatlons within the followmg aerospace companies: Aerospatiale, 
Alenia, BAe MAD, DASA, SAAB. In addrtion two umversrties are also rnvolved, Loughborough 
in the U.K, and Linkoping in Sweden. The project is due to run for three years, and involves 
over 40 pers.on years of effort. More rnformation on this proJect can be found In [79] and [88] 
· 3.1.1.2Aims 
The proJect is drrected at the development of an Interface standard which wrll allow the 
complete set of tools In des1gn of airplanes and spacecrafts and their avionics systems 
(hardware, software, mechanical desrgn, and implementation, project management, etc) to 
communicate in such a way that an integrated project support environment is available from 
commercial tools. The interface standard w11l poss1bly be based on the STEP interface used 1n 
CAD applicatrons, but Will be extended to add the semantics appropnate to the a1rcraft 
Industry. 
3.1.1.3 Objectives 
This project will develop and demonstrate an 'open' design 1nfonnat1on envrronment for the 
active components (e g. electronics, hydraulics, computing, etc) of complex integrated 
products. The resulting standards and environment will increase the efficiency of rndustnal 
collaboration in des1gn and product support, and will complement the strong focus on 
geometry and structure defimtlon whrch characterise other research projects, such as those 
under AIT. 
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3.1.1.4 The problem context 
A significant part of all complex, integrated products (such as a1rcraft, vehicles, transport 
systems and even buildings) IS systems. In an aerospace context, aircraft systems compnse: 
Avionic systems (mission, communications, navigation, human/systems interface etc.), and 
Alrframe systems (crew/passenger escape, power generation/distribution, environment 
control, fuel management, etc) A "system" in this context is defined as a set of predominantly 
active components, many of which are electronic components like embedded computers, 
sensors, displays and actuators, that are Interconnected via dedicated d1rect links or by 
communications buses. Consequently, "systems• cannot be simply considered as a sum of 
the single components; rather, their integrated behaviour, which in most cases is real-bme 
dependent, has to be defined, validated and verified In typ1cal contemporary systems, there 
are tens or hundreds of Interacting components, resulting in an enormous degree of 
complexity 
An increasing number of design tools are used, covenng all aspects of such systems, 
including types of architecture and product behaviour. Th1s situation leads to increased 
information duplication, inconsistencieS, checking and correction. Also there is little 
consistency to the configuration management approach implemented across all tools. Since 
the des1gn information is captured Within the tools, it Js in a proprietary format, and th1s leads 
to problems, such as 1ncreasmg dependency on tool vendors and the tools acting as a barrier 
to co-operative workmg due to the investment necessary to move to common tool-sets. This 
project Will clanfy this problem area, define requirements for, develop and demonstrate both: 
(1) data exchange & storage standards and 
(2) an example of a comprehensive systems design environment based on commercially 
available tools, that will address and solve these issues. 
3.1.1.5 Related work 
Exchange standards have provided candidate PDES/STEP Application Protocols for the 
systems elements of product definition (behaviour, timing, non-functional properties) The 
project work JS done against the background of the deficiencies of current Systems 
Development frameworks (for instance, DaD 2167A, 4998, EIA IS 632, IEEE P1220, etc.), 
and JS therefore establishing a basic Concurrent Engmeering Concept, a union of process, 
development environment, tools and engineering techniques against which the key objectives 
of the project are achieved. 
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3.1.1.6 Further information 
The Project involves contnbubons from Systems Developers (as iT-Users) prov1ding the key 
problem areas and business pragmatics, from CAE/CASE tool suppliers (as iT-vendors) 
providing solution technologies and tool development pragmatics, and from research 
Jnsbtubons, to underpin approaches With sound theoretical foundabons. The project also bUilds 
on the work of the structureslairframe parts of orgamsations, by extending the work on the 
Digital Product Definition (DPD), into becommg a Comprehensive Product Definition (CPD). 
The exploitation, in general, a1ms to improve quality and reduce cost & timescales for systems 
development, and the explOitation process Will firstly apply the results internally to current 
product developments, secondly, spread the results to external organisations, such as the 
partner companies on large projects and thirdly, the companies will follow an act1ve policy of 
dissemination of the public results of the project, for instance, in promoting ISO/STEP 
standards, 1n encouraging tool suppliers 1n providing STEP-compliant interfaces, and in 
promoting education of data exchange to support concurrent eng1neenng 1n their educational 
polic1es. 
3.1.2. The role of SEDRES in the thesis 
The best thmg about the SEDRES project is that Jt gave us direct access to design practice 1n 
'the real world' Although the systems engineenng theme prevents us from seeing things as 
'strictly software', it is a fact that most of the industrial partners are currently or have been 1n 
the past acbve software engineers or software project managers. This gives them the right 
influence from the software development arena. In addibon, I can count on the similant1es of 
disparate engineenng disciplines, including software engineenng. That very essense is one of 
the main assumptions in the field of Systems Engineering 
On the one hand, I mtroduced to the representatives of the industnal community of alternative 
(human process-based) ways of think1ng about design processes On the other hand, there 
has been ample opportunity to test theoreticaVempincal models in prac!Jce. 
The author's involvement In the project spanned two penods: January to May 1996 and 
February to November 1998, covering parts of Work Package 3 (WP3) and Work Package 6 
(WP6), respectively. WP3 is a good starting point of captunng des1gn practice as 1t caters for 
retrospective process modelling at the higher scale. WP6 complements the picture as it 
mvolves evaluabon work of the SEDRES Data Exchange Mechanism (SDEM) That involves 
observation records as well as Informal communications Within engineering work practice. 
65 
' 
' 
3.2 Work Package 3 IWP3): 'Define Process' 
3.2.1 Objective 
The focus of this work package is to formulate the minimum feasible development process 
model of the concurrent engineering design processes, aga1nst which the configuration 
management and tool design data exchange needs will be formulated. This process model will 
also be the process wh1ch is trailed in the later demonstration phases, where there must be a 
clear defimbon of the way parallel engineering work bes together 
3.2.2 Approach 
From the defimtions of the use-scenarios, formulate a definition of the practical use process to 
be used, identifying the roles of organisations and design tools in that process, and of the 
minimum formal configuration management model to be used. Apply a systematic test & 
evaluation approach to validate that these defimt1ons are adequate for their declared roles 
3.2.3 Tasks 3.1, 3.3 
3.2.3.1 Objectives 
-
' l 
In Task 3.1, the objective is to define a process framework agamst which the different process 
models for the different use scenarios can be built against 
In Task 3.3. the objective is to allocate roles of people and tools to the specific processes of 
the use process model denved from the genenc process model of Task 3.1. 
3.2.3.2 Approach 
Task 3.1 performs two activities. Firstly, the definition of each company's individual use-
process (the common process that underlies all the use-scenano work) Will be against a 
backdrop of a Genenc Process, something akin to the conventional 'waterfall' development 
hfecycle. The Generic Process will provide a co~mon full-hfecycle reference, aga1nst which 
the processes of the ind1v1dua1 use-scenario processes can be placed. 
Secondly, it is necessary for a particular convention and notation to be used to express 
companies' own process models; thiS activity IS meant to propose the process model style and 
notation used for subsequently process model defimtions. 
In Task 3.3, the definition of a process to take a given set of input requirements (such as the 
requ1rements for part of an a1rcraft and 1ts systems) and produce a given set of outputs (such 
as architectural descnptions, technology defimtions, acceptance cnteria, system evaluations 
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and test results) comprises: the activrtJes that must be performed in the process, any 
intermediate products, and the casual and information dependencies between these activities. 
These activities are performed by a combinabon of eng1neers, performing the value-added 
elements of the design activity, and design and management tools supporting the mechamst1c 
operations (data presentabon and conversion, configurabon management, document 
generation, etc. ). 
This task is meant to take the definition of the process from previous activJbes, and allocate 
activities to engineers and tools, in a way which maximises the effectiveness of both the 
process and of the strengths and capabilities of people and machines. 
Two of the companies Involved in SEDRES had already provided us w1th their 'official' 
systems engineering development process models. lt was obv1ous that these were very 
similar to traditional software engineering-based life cycle models l1ke the waterfall model etc 
The a1m was to include (a) the aspect of concurrency currently miSSing and (b) aspects of 
human behaviour as well as involvement of computer-based 'tools' in the process, especially 
with respect to Task 3.3. 
Another obvious point was that these process models were also similar to industry standards 
such as the IEEE P1220 [43). Culturally, none of the compames wanted something rad1cally 
new which would be fully contrary to their familiar models. Therefore the new model should 
compromise 'standardness' and realism 1n one piece. 
As a first major step in denving part of the Genenc Process Model (GPM) out of des1gn 
practice, a series of interviews was conducted With systems engineers and project managers 
The interv1ew templates were ongJnally designed 1n previous LUTCHI projects and tailored to 
the SEDRES realm by the author, who also conducted the Interviews themselves. 
Nevertheless, it has to be said that pnor to the 1nterv1ews there was already a fa1r amount of 
understanding with respect to design practice, through the following: 
• Presentations of the eng1neenng des1gn pracbce at different levels in BAe. 
• Project technical meetings where exchange obstacles were discussed from the vJewpo1nt 
of process management. 
• Informal discussions at the side of those meebngs where many of the 1ssues raised in a 
meeting would be taken further and people would converse more freely about the 
exchange problems and the1r potential solut1ons. 
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3.2.3.3 Designers interviews 
A software eng1neer, a software project mar,~ager and a systems eng1neer out of two of the 
' companies were 1nterv1ewed 1n order to establish a more concrete picture of des1gn work in 
the aerospace industry. Interviews lasted abqut an hour and progressed around three focal 
themes: (I) The overall systems engineenng process ('big p1cture'), (11) The systems 
engineenng process in the context of Use Scenario 1 and (Ill) Computer system and human 
support to the process. The structure of the interv1ews IS presented in full1n APPendix A 
When refemng to the des1gn process mterv1ewees to a greater or lesser extent advocated 
their companies' 'official' models. However, there were quite a few points where it was made 
clear that the current way of working was slow and inefficient One example is the procedure 
of providing feedback from the detail design teamllevel to the conceptual des1gn teamnevel. 
Although the BAe process model suggests that Detailed Design clearly precedes Detail 
Design, 1n pract1ce these two types of actiVIties do take place in parallel for some time. The 
exchange of information between the two teams currently happens timing - pieces of paper 
placed 1nto pigeon holes awa1t1ng for response. 
---
In fact, overlap across design stages seems t~ be inevitable in a real project What IS 
interesting, though, is that there 1s no measure of objective or firm criteria on under what 
cond1bons the higher design phase has to freeze 1n order for the implementation to carry on 
regardless (by itself). At the concurrency period, information exchange is not too systematic. 
These problems are outhned in the following d1agram drawn in an informal meet1ng with one of 
the Industrial delegates. 
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Figure 3a: Proposed v1ew of improvement of the concurrent engineering process 
3.2.3.4 Surveys: discussions and feedback forms 
At the stage where the imtial thoughts of a SEDRES Generic Process Model (SGPM) were in 
place, I wanted to test those thoughts With the interested parts and also get some more 
concrete feedback on what the expectations were. To do that, I performed a survey. The idea 
of surveys was initiated within LUTCHI and designed and carried out by the author. 
The approach at this point was to start off from a nominal model. In a meetmg at BAe, I 
presented to the BAe people a set of alternative models that had been used in similar cases in 
the past These include the MULTIK model, the Star model [411 etc.. We discussed the 'pro's 
and 'anti's of these models, gettmg a first feel of the partners intentions and deliberations. lt 
had been suggested by partners that the IEEE P1220 is a good starling point, as Jt is a widely 
accepted industry standard. 
At this point the obJective is to get to know more about attributes of the model partners would 
want to see more explicitly 
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Feedback fonns were circulated among attendees in the 4th Technical meeting after a 
presentation of these initial thoughts in the fonn of a model skeleton Partners filled the fonns 
and these were collected at the end of the second day of the meeting. 
The following paragraphs Illustrate the SEDRES Generic Process Model (GPM} as well as its 
notation. Both of these were created solely by the author For the sake of a better illustration, 1 
the notation is presented first Layouts of the feedback fonns are included 1n appendix A. 
3.2.3.5 Development of a human-oriented hybrid notation for the systems 
engineering process 
General overview 
The two requ1rements that are derived from the aims (see section 3 2.1) of the genenc 
systems engineering model- often referred to in this document as GPM- are: 
(a) that it can be sufficiently clear and intuitive so as to be able to support communication 
between the SEDRES partners and between the SEDRES project and the world-wide systems 
engmeering commumty; 
(b) that 1t has a sufficiently comprehensive notation which can represent both a generic 
systems engineering model, and the aspects of_ process that see 1n (1} company spec1fic 
systems development processes and (u} the parbcular subsets of processes that we see in the 
Use Scenarios. 
With respect to the notation, this is how these requirements are implemented: 
As far as (a) IS concerned, the project agreed that the GPM is compatible with the IEEE 
standard 1220-1994. Notationally, th1s means that the GPM should provide a SUitable 
representation of that standard. 
As far as (b) IS concerned, a notational link must be established in order to connect the 
generic w1th the spec1fic models. The experience so far shows that functional thinking 1s 
dominant among the industnal partners. Consequently, the 'functional perspective" becomes 
that link and serves as a notational platfonn. Therefore this model descnbes the system 
development process from a funcbonal perspective, i.e. 1n tenns of functions and their 
in!eract1ons as data/lnfonnabon flows. The notat1on is a blend of existing and well established 
notations, slightly modified or extended to accommodate the needs of SEDRES as required. 
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The notation has been defined for internal project use An early task m the second part of the 
project Will be to consider compatibility With the STEP standard. Thus a rev1sed vers1on IS to 
be expected. 
.' 
Puroose 
A list of attnbutes that the genenc process model should exh1b1t 1s listed below: 
• readable 
• relatively simple 
• intUitive 
• Informative 
• flexible 
• representative of the current engineenng process 
Although there are cases where one m1ght see some conflict between some of these 
attributes, the purpose of the notation is to enable the genenc process model to exh1b1t or 
accommodate most of these requ1rements. 
Description 
The main point about this notation is that there are three viewpoints from which the systems 
engineering process is descnbed: (full product) l1fe cycle, (elementary) systems engineering 
and Use Scenario. The first two viewpoints correspond to the levels of abstraction that one 
can identify in the development process of the products m the aerospace mdustry. The third 
viewpoint is spec1fic to a certain system which could be at any abstraction level and provides a 
refinement of the current processes in order to analyse a specific case study. Consequently, 
there are three types of processes/functions· life cycle processes, systems engineering 
processes and Use Scenario processes. This is made explicit in the notation, so that the 
reader is able by first look to identify which level they are in and also how the adjacent level 
processes are related. More information on this categonsation of processes is provided m 
subsequent paragraphs. 
Another important point that has to be made clear, is that there are three different and 
complementary representations which are used. Each of these representations IS implied by a 
set of notational objects 
The first representation refers to a product structural diagram, and uses rectangles and 
continuous l1nes (notational objects #1,2) to represent system architectures 
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The second representabon refers to the functional perspective of the process at different 
abstracbon levels and uses the rest of the notabonal objects apart from the rectangle bar 
(notational object #7) to represent processes, data flows, etc .. 
The third representation refers to the timeline view of the process and is basically a Gantt-
type chart which uses the rectangle bar (notational object #7) to represent process durabons 
and sequences. 
The notat1on 1s shown In figure (3b) and 1ts assoc1ated tutorial is Included 1n appendix A. 
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Notational objects 
(l) D : system architectural element 
(2) :"consists or relationship 
(3) 0 : hfe cycle process 
(4) 0 : sy~tems engineering process 
(5) 0 : Use Scenario process 
(6) :data store 
(7) : process duration 
(8) : dataft.nformation flow 
(9) .......... : designated area (e g. process area) /categorisation 
(10) * : multiple mstances (notational object repeated n times, n>O) 
Note: T3.3 specific notation 
Notational objects 
(Sa)-- : electronic design data flow 
(Sb) ~ : electronic flow of additional information 
(Se) -·- -·- • : physical informallon flow 
Figure 3b: The SEDRES Generic Process Model notation 
Actors 
(l) 0 :computer 
tool 
(2) © · hu:nan 
usmg tool 
(3) • :human 
(mdividual) 
(4)@ :team 
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' 
' 
3.2.3.6 The SEDRES Generic Process Model (SGPM) 
Background information 
'As explained above, the •generic• portion of the model is derived mainly from P1220 [43]. The 
generic systems eng1neenng process is adopted as IS, with some changes on the shapes that 
are used, in order to provide the nght connections and compatibility with the rest of the 
notation. The hfe-cycie processes provide a visually richer form of the descriptions given in 
P1220. In addition, they accommodate the bas1c features of a V-type life-cycle as requested 
by the industrial partners. 
Another list of notions, e.g. 1teration, concurrency, process areas etc. are adopted from the 
CMM [70] The blend of these two well-established standards ensures the facilitation of the 
model w1th some of its most essential attributes, which are readability and ease of 
communication. The rest of the notation is derived from standard texts hke Yourdon's etc. [97]. 
Again, this serves the easy recognition of the model. The T3 3 spec1fic notation is initiated by 
the ideas presented by Sutcliffe and his colleagues in [87] 
Description 
The model is shown in the following figures. The .first part of the model shown in figure (3c) 
descnbes the systems engineering llfecycle at an abstract level. The main objective is to 
provide a generic view of the overall process that can fit in different companies and situations. 
lt includes a functional perspective which describes data flows and functions, and a system 
architectural perspective which shows the correspondmg physical system structure. 
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runcltonal pcnp~~Ctllf! Syst~·rn llrdlltf!Cfllrat purpt!rll>f! 
. . ~ubsystept ~efim_~O!'.... .. . . .. . . .. . 
.. 
* 
................ ······ ....................... . 
Figure 3c: Generic systems engineenng hfecycle 
Figure (3d) shows an 1nstantiallon of this model that takes into consideration software 
design/development, as is very much the case in SED RES . 
. . , 
........................... · 
.................................... 
F1gure 3d. Systems engineering l1fecycle Including the software process 
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Figure (3e) shows the generic systems engineenng process. An instance of such a process is 
expected to take place at different phases of a project life-cycle The exact form of that 
mstance is determined by the particular company !Hat performs the process, the stage of the 
life-cycle etc . 
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Figure 3e: Generic systems engineering process. 
Figure (3f) illustrates the systems engineering processes at the level of system definition, 
subsystem preliminary and deta1l design. lt also prov1des a generic process model but th1s 
lime at a spec1fic phase of the hfecycle wh1ch is more related to the SEDRES scope. lt also 
highlights the area which a potential Use Scenano fits into in terms of process. 
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F1gure 3f. Placement of Use Processes in the context of the SGPM 
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Limitations 
(a) As mentioned earlier in this document, the SEDRES Generic Systems Engineering 
Process Model in its current form concentrates on the functional perspective of systems 
eng1neenng. Perspecllves that are not represented at the moment include· data managemen~ 
control flow, orgamsabonal etc. 
(b) The representation of process concurrency IS limited. 
3.2.3.7 Harmonising partners models w.r.t the GPM 
As the SEDRES Generic Process Model - and especially the corresponding notabon - was 
meant to be used throughout the rest of the proJect, Its adoption by the involved companies 
was very important Given the strong feelings the compames have for their official process 
models, certa1n concessions had to be made from their part 1n order for the genenc model to 
be adopted to 1!s full. At the relevant technical meeting, 1! was decided to 1mtiate a model 
harmonisation process, through model cross-reference That task was earned out by the 
author. 
Cross reference of company process models 
Th1s section prov1d es a cross-reference table which shows how the individual process models 
fit on the generic process model. The focus is on the first two levels of abstraction, i e. life-
cycle and elementary systems engineering, and 1! can be seen how generic processes are 
supported at an individual company level and how the various models d1ffer in terms of 
content and terminology. The different company models are included in appendiX A 
Table (3a) enables process cross reference. The purpose of this table is not to "compare" (1n 
its strict sense) the different company models, but rather to facilitate the understanding of the 
individual models and thus provide the feedback towards a SEDRE5-representatwe genenc 
process model. 1t must also be noted that the table does not intend to exhibit any form of 
process sequence or iteration. The intent1on is to provide a descnptive view of the termmology 
that is used through the companies. 
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Table 3a: SED RES process cross-reference table 
The cross-reference table is comprised of two parts· the generic part and the companies part. 
The genenc part provides a textual descnption of the generic process model (GPM). In 
particular, 1t includes the first two types of processes i e life-<:ycle and systems engineering. 
The companies part includes the corresponding stages and terms that are used by the 
individual SED RES compames, with each company occupying one column 1n the table. 
At the moment, I have represented an idealised s1tuabon where a system cons1sts of a 
number of sub-systems and each sub-system cons1sts of a number of components. However, 
in practice, different compames deal w1th different system sizes and structures (see appendix 
A). For example, a company may be developing a system which contains a number of levels 
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of subsystems before these are broken down into components. In add1!Jon, different 
companies use different terms for their products. This IS exactly the aim of the cross-reference 
table, that is to facilitate discussion among partners in order to form a smgle parad1gm of 
system structure and terminology. 
Correspondence of company process models With GPM 
In defining the process of representing the different company models using a single process 
model, the correspondence of these models w1th the SEDRES GPM appears in three distinct 
ways· 
'LEVEL 1 - notation• means that all companies agree to use the same notation, I e. the set of 
nota!Jonal objects proposed in W31.1. 
"LEVEL 2- process decomposition' means that all industnal partners agree to the existence of 
same structunng of processes. The two main rival approaches (and probably the only 
applicable ones in th1s case) are (a) organisation of processes according to system 
architectural structure and (b) process organisation 1n terms of system development stages. 
Due to the different types of products produced by the industrial partners, the orgamsation of 
the GPM in terms of the system development stages has been taken as the dommant 
' -
structunng approach. • 
'LEVEL 3 -full correspondence' means that all companies agree: 
(~ on a common system structure and 
(11) on a common terminology 
The cross-reference table provided in this sect1on serves exactiy that purpose, i e. to exhibit 
the progress done in Levels 1, 2 and facilitate the two Level 3 stages. 
If we go back to the two main aims of the GPM (paragraph 3.2.1 ), then the first aim (i e. the 
serv1ce of internal and external commumcabon) needs correspondence for Levels 1,2 to be 
accomplished. The second aim (1.e. 'placement' of the different company models on a single 
process framework) can even be accomplished at Level 2 providing that a common system 
structure (Level 3/(1)) is agreed at this level, instead of Level 3. The progress of T3 2, T2.4 
needs agreement on Level 3. 
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Observations on the cross-reference table 
• Aerospatiale's genenc process model corresponds very much with the P1220 standard 
• The process models of BAe, DASA and SMB do not represent the systems engineenng 
processes of Synthesis and Physical Venfication at the System Defimtion level, whereas 1n 
Aerospatiale's model they are termed System Physical Analysis and System Physical 
Venficat1on, and in Alenia's model they are merged 1n a single systems engineering 
process, termed Propose System Architecture. 
• At the System Definition level, the first four systems engineering processes, i.e. 
Requirements Analysis, Requirements Baseline Validation, Functional Analysis and 
Functional Venficatlon are treated differently in the different company models. In Alenia 
and SMB they take place as a smgle process termed System Requirements Analysis and 
Overall Airborne System Design., respectively. In the BAe model they are represented as 
two processes, i.e. Requirements Analysis and Functional Analysis In the DASA model 
they are represented as System Concepts and System Reqwrements Analysis, and in the 
Aerospatiale model as three processes, namely System Requirements Analysis, System 
Functional Analysis and System Functional Venfication 
• Similarly, at the Subsystem Preliminary Design level, out of the six systems engineering 
processes included in the GPM, the Aerospatiale model corresponds fully With P1220. The 
Alema model proposes three corresponding processes emphasizing the dlstmctlon 
between requirements analysis, functional requ1rements analysis (design) and (phys1cal) 
system architecture. In the BAe and DASA models there is one corresponding process i e. 
Subsystem Functional Analysis, and Subsystem Requirements Analys1s, respectively. In 
the SMB model, there are three processes: Subsystem Design, Equipment Functional 
Des1gn and Detailed Funct1onal Design 
This mapping has clearly highlighted differences m mterpretation and understanding of the 
GPM particularly With respect to Alenia, BAe and DASA These three industrial partners have 
provided different cross references to the GPM desp1te using company models derived from 
the same aircraft proJect (EF2000). 
These differences appear to be due mamly to, different interpretations of the GPM and the use 
of different levels of abstraction Within the company processes For example each of the 
partner compames has a different interpretation of 'Synthesis' and 'physical venfication' for the 
GPM 'Subsystem Preliminary design stage' : 
BAe : The funct1ons defined in this design stage (Subsystem Functional AnalysiS) are 
mapped to specific physical components. This mapping of the functions to components has 
been interpreted by BAe as being equivalent to 'synthesis' and 'physical verification' of the 
81 
GPM. BAe have not made explicit reference to the development of a physical architecture as a 
separate 'subprocess'. 
, Alenia : 'Synthesis' and 'Physical verification' have been Interpreted by Alenia to represent a 
separate design stage of 'Revise System Architecture'. 
DASA: No interpretation of 'Synthesis' and 'phys1cal venficatlon' has been prov1ded by DASA 
' 
which may be due to the physical mapping of functionality Within th1s design stage not being 
explicitly defined in the theoretical process model for the project 
The Aerospatiale cross reference appears to follow the GPM notation very closely, however 1t 
is Important for further d1scuss1on to take place between the SEDRES partner compames to 
confirm that the GPM explanation of the subprocesses (defined at task level by IEEE-1220) 1s 
equivalent to the Aerospaliale defimtion of the terms used in their organisational process. 
The most difficulty was found in interpreting the SAAB model against the GPM. SAAB have 
produced a model which very roughly cross references to the GPM but the notation is different 
from the other Industrial partner inputs. it would therefore be valuable to discuss the SAAB 
interpretation With all the partner companies in order to confirm that their understanding of the 
GPM is consistent with the other partner companies 
This Cross Reference table has highlighted where the GPM model has been interpreted 
inconsistently and now provides a reference point for resolving different interpretations and 
Improving overall understanding of this common model 
3.2.3.8 Conclusions and relationships to subsequent tasks (T3.2, T3.3) 
General discussion 
The generic process model shows the first attempt to represent the systems engineenng 
process in the context of the SEDRES partner companies. At the moment, the model 
descnbes the involved process from a functional perspective Therefore, it combines (a) a 
viewpoint familiar to the Internal and external engineering community and (b) a series of well 
known standards and notabons like P1220 [43). More perspecl1Ves could be accommodated in 
later project stages. 
.• 
it is env1saged that such a generic modeVnotabon can fac1htate later project tasks that Involve 
process modelling of some sort What is further required 1s a common agreement between 
the industnal partners. This agreement is seen not only 1n terms of notation or process 
decompos1t1on, but also as a common system structure and a common terminology 
it IS Intended that the GPM will provide a common language for each of the partners involved 
in the project In order to achieve th1s objective 1t is essential that all the partner compames 
now discuss their understanding of the process and particularly to d1stingu1sh differences in 
partner company processes from where differences exist due to 1ncons1stent Interpretations of 
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the GPM. lmbal experience from the project has shown that 1t is essential to develop a generic 
model of the design process to prov1de a common framework and language for 
commumcating across all the partner companies and to clearly understand process 
differences between each of the three Use Scenarios. 
lt should be noted, however, that any further discussion centred around process has to be 
performed agamst, and potenbally limited by, the key SEDRES objective- the development of 
a workable data exchange standard. 
Relationship to Task 3 2 
One of the objectives of the GPM is to provide a suitable notabonal platform that Will be used 
to represent processes in subsequent project tasks In Task 3 2, the notabon must be used to 
represent the development process activities that are seen 1n the different use scenarios as 
well as how these mteract etc .. 
Figure (3g) shows how Use Scenano1 (as an example) can be represented functionally 
Without losing the context of the overall systems engineenng process. Figure (3h) shows a 
time line VIew of the same process structure. At th1s abstracbon level, we are not talking about 
a generic model, but of a spec1fic application process 
lt is also worth not1ng that there is a need in figure (3g) to separate the actual Use Scenario 
design work from the work which is performed to prov1de realisbc boundaries. At this stage, 
this need can be accommodated by us1ng the designated area mark (dotted line) to show 
which of the Use Scenano functions are representative, and so forth. At a later project stage, 
this need will be further accommodated when different functions Will be allocated to different 
'actors' i.e. computer tools, humans, teams etc.. 
Another po1nt to make is that concurrency is shown in figure (3h). Refinement of the term in 
later project stages may mean refinement of the figure and possibly the notation. 
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F1gure 3g: The Use Scenario 1 process (functional perspecbve) represented using the SGPM 
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BA4 -~~~~ .... __ _________ ::::: ... 
SAl 
Ttme 
F1gure 3h The Use Scenano 1 process- t1mehne v1ew 
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Relationship to Task 3 3 
In Task 3 3 the use process model (as defined 1n T3.2) w111 be enhanced to allocate the roles 
of people and tools. Figure (31) gives an example on how the processes in US 1 shown In 
figure (3g) can be mod1~ed to accommodate that need. In figure (31), the T3 3 specific notation 
is used to represent the different agents that act on the use processes. 
\ 
-, 
Parual \ 
-system level des•gn 
softwnre \ 
updates \ 
Consulung 
Software 
updates 
F1gure 31 Identification of the role of humans and tools 1n the US1 process 
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3.3 Work Package 6 (WP6l: 'Demonstrate with representative 
mechanisms' 
3.3.1 Objective 
The purpose of Workpackage 6 exercises are set out in the Technical Annex, which states· 
"This Workpackage has the objective to systematically and Incrementally demonstrate that the 
emerging standard and data exchange interfaces, within the context of the descnbed_process. 
actually fac1htate concurrent engineenng in an effective way" (SEDRES Technical-Annex, 
p33). 
3.3.2 General approach 
F1gure (3D below provides an overview of the acbv1bes during a smgle Workpackage 6 
'Perform 'real' design work" data exchange. lt should be noted that the overall flow of design 
information during WP6 Tasks 6.5 - 6.7 data exchanges is not linear but circular. Design 
information is transferred from the original (Tool A) model via the SEDRES DEM to Tool B. 
Following further design work (in Tool B), design information is then transferred back to Tool 
A, where it is incorporated 1nto the onginal design. 
Tr.dl'onar:llk:slpai'WcMI&OIIl Transferolde:slitl T~Wdmtoldcllp~P~enll~ 
~ 1001 kl SI'EP file , va Internet ~ STEP file to !Id tool 
Time 
Figure 3j: OveiVIew of WP6 activities [8]. A 'one to many' transfer (one design bemg exported 
to many recipients) is represented here. The terminology in the 'time' arrow relates to the 
contents of the observers' and engineers' checkhst headings. 
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3.3.3 Data collection by observation (theory and practice) 
313.1 What is evaluated 
The evaluation exerc1ses are intended to momtor Product and Process. In this case, the term 
'product' refers to the software products which form the SEDRES Data Exchange 
I 
Mechanisms (DEMs). Their evaluation covers issues such as interface usability, accuracy and 
comp~eteness of the data model (number of errors etc.), and the speed and reliability of 
transfers. 
The term 'process' refers to systems engineering process impl'?vements resulting from the 
use of the SED RES DEMs [8]. Of particular 1nterest Is the extent to which their use facilitates 
effective concurrent engineering. 
Analysis of the evaluation data collected through the methods and techniques explained in this 
chapter will allow the Data Exchange Mechanism and its effects on systems engineenng 
process to be monJtored against previously declared measures of effectiveness. 
The observations mentioned in th1s section, were performed by on-site engineers and the 
results were sent directly to LUTCHI. In this project task, the author took over work from a 
previous LUTCHI employee and performed most tasks as part of the current team. The main 
tasks, were· collection and organisation of observation documents, encoding of those 
documents, data analysis, and presentation of the evaluation results at !he project evaluation 
workshop 
3.3.3.2 Monitoring of Forms 
Dunng the Use Scenario Perform 'Real' Design work exercises, engineers were required to fill 
in the set of forms listed below. The contents of these forms were monitored by LUTCHI and 
used as evaluation data. 
• Engineer's Record and Checklist 
• Query I Response I Transfer Problem Notes 
• Import I Export Form 
AppendiX A conta1ns the complete set of data collection forms to be filled in by the engineer. 
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3.3.3.3 Observation 
At several points during the design exercises, the engmeer was observed by an observer. 
These observers passively recorded actions taken by the engineer using the Observation 
Record Form and Checklist (see appendiX A), and did not interfere in any way with the 
engineer's tasks. Observations could then be clanfied through a follow up question session 
Eng1neers were also required to continuously make observations on their own work and 
record these using the Engineer's Record Form and Checklist seen in AppendiX A 
Observation Preparation 
The follow1ng is a set of activities which should be carried out prior to the observation sessions 
taking place. This should be seen as a strategy for preparation of the observation work and is 
presented in the form of a checklist (see figure (3k) on the next page). 
Observation Follow up Questions 
In cases where an action recorded by the obserier requires further explanation, observers 
were expected to note this fact Immediately after the session being observed has ended, a 
follow up Interview would take place between the ~bserver and eng1neer, during which points 
noted by the observer could be clanfied. These questions could not have prec1sely been 
defined m advance, and the observer had to devise them so as to acqu1re factual informabon 
as distinct from subjective VIews or opinions. 
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Observation Preparation Checklist ''. ...,· "-:: ' 
1. Nominate participant and external observers at all sites involved in O 
the Use Scenario Perform 'Real' Design Exercises 
Observers are required to monitor the design activities for each Use Scenano 
exercise. They are required to capture the data using the standard paper-
based forms to be found in the SEM. 
2. Observers should be trained to note the relevant data and ask 
appropriate clarification questions 0 
The training workshop addresses these issues. All observers must be familiar 
with the contents of this document and the SEDRES Evaluation Manual. 
External observers will also require instruction in the use of follow-up 
clarification questions. Contact LUTCID for support and advice whenever 
appropriate. 
3. Acquire Support Materials for Observations 
Checklists providing support to the observation exercises are required and 
are provided in the SEM. These should be studied carefully prior to carrying 
out the observation exercise. Ensure that sufficient numbers of forms are on 
hand for each observation session. 
4. Identify observation points 
Observation sessions should be carried out at the critical points in the 
exercises, for example, at Import and Export of the DEM. As it is impractical 
and expensive in manpower to have an external observer present at all times 
it will be important to agree with the relevant partners which points are to be 
observed by the external observer. The participant observer-engineer. 
5. Ascertain protocol for transfer of observation forms 
All completed observation record forms for both participant and external 
observer should be sent to the Evaluation Co-ordinator at LUTCID. 
6. Determine protocol for feedback of observation data 
Review points should be scheduled in the overall plan of the exercise when 
feedback will be provided by LUTCHI after preliminary analysis. The 
quality of the feedback will be dependent upon the quality and completeness 
of the data gathered. 
Figure 31<: Checklist for performing an on-s1te observation 
0 
0 
0 
0 
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3.3.3.4 Overview of Data Collection Techniques 
F1gure (31) [B) shows the data collection forms and design snapshots in the context of the 
exchange cycle shown in figure (3J) (the transfer represented here contams only a single 
rec1p1ent for clanty). Th1s shows the scope of each form (the set of ac!Mbes each form is used 
to monitor) and the points at wh1ch design snapshots and transfer reports are produced The 
purpose of each form is also shown 
4 
4 
Key: 
! .. (&..odt.; ' 
' ' ' : Dellp Supdlo( 
(..;_ .. _.,, 
( ........ _, ' 
:4 ( .. ,.~ ..... ) 
' 
' 
' 
'· 
:: ... ,...__-<~ ..... · ~--•~.-lr;;.;:;:ui.;. .... ~\ ~ "' 
CJi3'3:} ~ Matmal (f011111 & pnntouts) used specifically for evaluation purposes 
f --.. • -w- "h _.. Matenal used durmg all prcserd: and future SEDRES ~ 
<53?'~ Matenal used fortoolmtaface devdopmeatpurpose:s 
Figure 31: Overv1ew of data collection activities w1th1n the context of an exchange. The scope 
of each form is represented as the region of acbv1ties between the arrows either side of the 
forms name. The purpose of the data collected by each form and printout is also represented 
(see key) 
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3.3.4 The NU*DIST software and its role in the evaluation exercise 
The use of codes as a means of categonsing and Interrogating data has always been a key 
part of qualitative data analysis methodology [8]. Their use has trad1bonally involved the 
establishment of complex paper filing systems conta1ning l_arge numbers of 'record cards' and, 
in many cases, many copies of relevant parts of the data. 
The use of word procassors has provided a means of Simplifying data storage and duplication, 
but their usefulness as a tool for codmg and retrieval is limited 
To address this problem, specialist qualitative data analysis packages have been developed 
QSR Nuo•lsT version 4 1mposes no restriction on the analysis method, and allows any 
number of documents to be imported, coded, and analysed. The software can handle all types 
of qualitative data, including the structured evaluabon data to be collected during SEDRES 
evaluabon exercises . 
.;,.USI'tNUD•tsGs...W,.I!mal•-~-:- ·--.- , •• ··~··' • ''"' IL>;• _ ,,,,. • , , , • , • ., .... ,., ,,,.., • .·.u PJr;]f2 
11 I I 11 I I I 
• B>I@SMB9 1·8) 
tom 2nd lrnpOII al Stalemale ldflple tom BM 
F1gure 3m: A screen shot from the NUDIST software 
91 
3.3.5 Evaluation procedure (by example) 
As outlined above, in cases where a sigmficant amount of structuring has been imposed on 
data, and the issues to be addressed are known 1n advance, a set of codes can be 
established pnor to analysis. 
NUD.IST provides support for the implementation of such a coding system. Each code or 
category is stored as a node Within a hierarchical 'tree' structure (for example, the 
Requirements would be children of the Measures of Effectiveness, which would be children of 
the SEDRES Sub-m1ssions). Nodes-for each of the requirements and each of the checklist 
items could be set up pnor to analysis, and any emerging patterns or themes relating to these 
could be incorporated into the tree structure as children of the related node(s). 
Nodes contain a copy of each piece of data (text) coded at that node (belonging to the 
category descnbed by that node). This IS achieved in NUD.IST simply by selecting the relevant 
text, and choosing (or creat1ng) an appropriate node. 
Cod1ng can also be automated through the use of NUD ISTs text search faci11bes, which can 
--
automatically scan a document for a particular phrase, word(s}, or related word(s). The results 
o~ such a search (and an amount of text specified by the user surrounding each find to supply 
contextual1nformabon) are then automatically copied to a specified (or new) node. This could 
be used m SEDRES to search for and code, for example, all references to 'semanbc errors', 
or words related to 'semantic'. 
3.3.6 Data analysis and results 
3.3.6.1 Justification for Investigation and Outline of Result 
During the process of document cod1ng, it became apparent that the preliminary evaluation 
data contained a large amount of information relating to reqUirements falling under Capability 
/1 MoE 1: 'Is the SEDRES Capability usable?'. The volume of data suggested that potentially 
interesting findings were available. 
The information relating to usability requirements was investigated further and compared 
across different design tools and groups of exchanges for which data has been collected (Use 
Scenarios 1&2 preparation and Use Scenario 2 exchanges). 
The results of these investigations suggested that between tools and exchanges there were 
some significant differences in the nature of problems encountered. The findings presented 
here contain sample node contents and examples of how quantitative information about the 
coding can be used. 
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' 3.3.6.2 Detailed Description of the Techniques used and Preliminary Findings 
Investigations started With revJewJng and reflecting upon the contents of reqUirements nodes 
' for Capability /1 MoE 1. Th1s enabled all the data relating to each requirement to be 
considered together, With the option to exam1ne the context of indJVJdual text umts. This 
I 
provided an overview of the details surrounding each requirement (for example, what type of 
changes were being made to Part21 files dunng rekeying actions), but it was difficult to assess 
any differences between groups such as the tool in use and exchange context 
NUDISTs inde~ search facilities were used to sort data for each requirement according to the 
exchange context (ie, whether each text umt related to exchanges carried out during US1-
preparauon, US2-preparabon, or US2). Th1s provided a quan!Jtative measure of the number of 
text units for each requirement and exchange context This is shown in the table below 
Exchange Requirement 
9. 10, 19, Usable 27,bl!Jt 4, Search 5, Snag 1, Semantic 7, Usability Rekeymg Remterprebng no !raining) Amb urty actions act1ons content & speed 
Use 10 11 0 6 0 11 9 0 
Scenario 2 
US1 31 6 45 24 2 48 45 8 
Preparation 
US2 19 3 0 4 0 1 21 0 
Preparation 
Table 3b: Number of text umts referring to each usability reqUirement for 
each exchange group 
3, Reqls 
representation 
0 
0 
0 
This table is represented by the graph in the next section, along w1th similar graphs shoWing 
usability requirements for import tools and export tools. These graphs were used to direct 
further investigations into usability reqUirements, which focused on areas where large volumes 
of data were present, and where there was an apparent inconsistency between tools or 
exchanges. 
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3.3.6.3 Detailed Description of Findings 
The graphs below contain the results of compansons between exchange group and usability 
reqwrements, and tools in use and usability requirements. These show the number of text 
umts for each intersecbon. 
Raw da!a: Number of text units referenced for each 
intersection 
" 0 
.,; 
.[ s -
" m j 0 . ~ i ·-.. ,; ::> J'l 
'! .,: ,.: iif 0: 
.; 
F1gure 3n: Number of text units referring to each usability requirement for 
each exchange group 
Raw da!a: Number of text units referenced for 
each Intersection 
Figure 3o: Number of text units for each usability requirement for each tool as 
export tool. 
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Raw data: Number of text units referenced for each 
intersection 
.., 
.. .. .. 
'8; ~ c c "' "' 0 0 5 c ~ .. tl tl "" .. .. ., ~ I!! ~ ~ " lil' e-"' 't! .s ., c 0 0:: 
.c ., c 
.5. ~ ., E "' ., ,..: eh l!l .. ,; "' "' ~ ::> "' "' "" "' ~ ,..: ..; ., 0 ~ .. ~ 
..; ::> 
eh 
~ 
I 
Figure 3p: Number of text units for each usability requirement for each tool as 
Import tool. 
The last two charts show the volume of evaluation data for each tool dunng import and export 
The large differences in overall volume for each tool are due to inconsistencies In both the 
type and volume of data collected. For example, the relatively large volumes of observation 
data collected at SAAB during import of StaleMate files 1nto SAO+ explains the general 
pattern found 1n the import tool graph. 
The three charts do, however, provide 'suggestions' or avenues for further analysis. Examples 
of these are provided below, along with the results of further invest1gat1ons of the relevant text 
umts, and samples of this text 
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3.3.7 Future work on the NU*DIST database 
This secbon includes the author's own contnbution to the evaluation procedure through 
analysis of the coding scheme and suggestions on 1ts refinement 
3.3.7.1 Limitations of the current approach 
actual behaviour 
observable behaviour 
observable encodable behaviour 
F1gure 3q: Information restrictions posed by methods on obseiVation data 
The relationship between DEM requirements and database codes is one to be looked at 
carefully. As illustrated in the prev1ous paragraph not all high level requirements can be easily 
mapped on obseiVable engineenng behav1our. Conversely, not all types of behaviour can be 
traced back to the DEM requirements. The methods of obseiVation and data collection 
1nev1tably shape and often restnct the 1nformabon that can be gathered as figure (3q) shows. 
One of the specific problems that was faced relatmg to the above issue, is that cod1ng tended 
to become global- often emall documents would be coded under the 'obseiVabons' secbon or 
Part 21 files would be coded in the 'snags' section. 
3.3. 7.2 Proposed solutions 
A proposed solubon to the above limitation Involves restructuring the database as follows: 
• A 'base data' secbon (as currently IS) that records logistical information on all coded 
documents. 
• One tree for each type of document 
The tree structures that follow represent the proposed cod1ng for the snags secbon 
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Export tool Import tool Interface 
version 
Model 
message 
Interface 
crashes 
Figure 3r Summary of snag-related nodes 
Unusable 
representation 
... ,~~ 
Interface 
crashes 
P21 file errors 
Work-
aroWld 
Corrections 
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, 3.4 Chapter summarv 
In this chapter the author's experience with the SEDRES project is presented. Activities were 
based around two themes: process modelling and evaluation, each yielding a set of valuable 
1 points, as follows: 
Process modell1ng 
• Identification and addressments of process theory and practice 
• Communication across design teams and feedback mechanisms 
• Co-operation across location, company and tools. 
Evaluat1on 
• Breakdowns 1n engineering work in the form of snags 
• Data exchange practice 
• Realisbc limitations of evaluation work 
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CHAPTER4 
AN EXPLORATORY STUDY OF THE RELATIONSHIP BETWEEN 
BREAKDOWNS AND DECISION MAKING IN SOFTWARE DESIGN 
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4.1 Outline of study 
4.1.1 Aims 
' 
' The role of this study With respect to the aims of the thesis is to provide us with a better 
understanding of the software des1gn process at the IElvel and dimension of individual problem 
solving. Subsequently, to idenbfy ways to explore it and assist 1t by us1ng specialised software. 
In particular, the objective of this study is to idenbfy emp1ncal foundations of aspects of the 
design process where a designer of intennediate experbse would need some assistance in 
order to recover from knowledge-related breakdowns. Some interesting types of behaviour 
apart from breakdowns are: exploration of the design space, patterns of argumentative 
reasoning, and methodological dependencies. In that respect, this study could be seen as 
• building up on Guindon's work (36]. 
4.1.2 Background 
Not many empirical stud1es of argumentabve reasomng behav1our have been reported, that 
from Buckingham Shum [11) being the exception. However, that one was focused on 
implementation rather than the imbal planning phase of aesign. Sonnentag [86) as well as 
Herbsleb [42) have indeed studied high-level design from ne1ghbounng perspecbves like 
planning and employment of strategies but their studies did not particularly emphasize 
argumentative dec1s1on making. Another Jnteresbng strand of protocol analyses of engineenng 
design is reported in (16) Although Jt is recognised that different eng1neering disciplines share 
simJianties in tenns of their behavioural patterns, considenng the umqueness of design 
problems, generalisation of results and drawing conclusions from other engineenng studies is 
seen very cautiously, 1n the absence of a reliable problem claSSification schema. 
4.1.3 Methodology 
Verbal protocol analysis (PA) has been suggested by many authors as a suJtable method of 
studying design behaviour, e g. (1, 20, 24, 37, 86]. In the piece of work reported here, Jt 
proved particularly suitable for explonng design behaviour from a novel angle. G1lmore [32) 
recommends the use of protocol analysis as a hypothesis generating technique and indeed it 
has been successfully applied in the same methodological context by Kann (50) in his study of 
concurrent programming. 
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4.1.4 Participants 
PartJcrpants included PhD students with substantial experience rn Computer Programming, 
Systems Analysrs and other subjects that ensured therr high desrgn ability. In contrast to the 
current research trend that suggests the return to the place of work to study professional 
designers, it seems that we are unable to do so as their availability is scarce. 
The current subjects would be characterised as «intermediate» in terms of their experience. 
They have a solid academic background and have worked in industry on tasks that involve 
software design or. programming of some sort for at least a year. Although frve verbal 
protocols were collected and analysed, two of them were chosen for further analysis and 
presentation, here. 
4.1.5 Procedure 
The study rncluded the following four phases. Note that all the documents that relate to this 
study are included in appendrx B. 
Phase 1· Think-aloud training session 
The purpose of that session was to: 
(a} show the subjects how to thrnk aloud (TA}, and 
(b) get subjects going rn the «rhythm» oftalkrng whrle thinkrng, i.e. to get them started. 
In that session participants were asked to prck one of three straightforward and small-scale 
problems (see appendix B) and solve it by verbalisrng therr thoughts at the same trme. The 
expenmenter would rntervene where appropriate, to prompt or correct them. The suggestion 
has been made that the experimenter actually shows the subjects how to think aloud by 
solving a problem segment himself, firsl That is expected to be a more efficient method of 
illustration. 
Phase 2· Main task 
The purpose of the main (solvrng} task was for us to observe breakdown and planning 
behaviour as well as to assess the resources spent on each design aspect 
In this phase desrgners were grven the N-hft problem (see appendix B) and were asked to 
solve it Completion trme was not rmportant, so they could take as long as they Irked -although 
the expenmenter would stop the sessron if a maximum period of time had elapsed - and 
arrange therr time at wrsh. Dunng the solvrng process, they were requested to explarn what 
they were doing in a think-aloud manner. They were also asked to make explicrt any questions 
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or queries they might have during that time. The role of the expenmenter was occasionally 
one of a domain expert. He would converse with the subject when asked to and would try to 
answer questions. 
Phase 3: Debriefing session 
The purpose of the debriefing session was to clarify salient segments of the process that 
might not have been clear to the experimenter dunng phase 2 and to get information about 
implicit ac!lvlties that had probably n~t been verbalised Some general qualitatiVe information 
was also gathered in that phase. 
During that session subjects were asked to converse with the experimenter in an informal 
fashion commenbng on the experience they had just had. Some ques!ions concerning their 
behaviour were also made (see appendix B). 
4.1.6 Task 
The N-lift problem is fully described in appendix B. rt'lnvolves the control of a number of lifts so 
that they move between several floors of a building in order to sat1sfy customer requests. lt is 
onginally attributed to S1mon [83] Guindon [35] and Sonnentag [86] have used 1t as well, the 
former being the main Inspiration of thiS study. The reason the same task was chosen IS 
because (a) 1t 1s prone to BDs and (b) I can compare and complement the results to those of 
the above stud1es 
Its sigmficance lies on the fact that 1t is Ill-defined (for a full descnption of the term see 
paragraph 5.2.2) and therefore can be representativ~ of a family of problems found in industnal 
pracbce daily. The ulbmate objective is to represent the Informality and uncertainty that comes 
WJth almost every software requirements specification. In addition, the problem is rather 
complex and this adds up to its realism 
lt has to be noted that i! IS tned to follow the current research trend 1n the field of the 
Psychology of Programming which ind1cates a shift from easy programming tasks to more 
complex real-world problems. In fact, current trends 'suggest a three-dimensional shift, that is 
towards higher task complexity, higher level of abstracbon (i.e. high-level design as opposed to 
programming) and subject experbse (professionals as opposed to students). lt must be said 
that the only dimension in which we are unable to follow and support fully IS the third one. Due 
to pracbcal problems we use «Intermediate» subjects i e research students WJth h1gh 
competence and some but not major expertise. 
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4.1. 7 Protocol analysis procedure 
The procedure that was followed to process the protocols was similar to the one used 1n the 
SEDRES evaluabon in WP6 (section 3.3.5). Although in both studies the theme was recovery 
, 
from difficulties, the purpose of the analysis was different, in this case. Whereas' in the 
SEDRES evaluation we were looking for breakdown incidents ('snags') and modelled the1r 
I 
context of cause, here I a1med at modelling the correlation between breakdowns and 
argumentative reasoning, a behavioural correlation which was very important to this research 
but too detailed to be studied in the context of the SEDRES projecl That difference of focus 
resulted in two differences 1n approach: 
• Protocols were analysed both ways separately, i e. according to_ two schemes. 
breakdowns and argumentation, 
• The final product would be a process model rather than statistical data, 
In particular, the follow1ng stages were followed: 
Stage A: transcription. In this stage, the taped sessions were transcnbed, word for word, in 
preparation for analysis. The verbatlm transcnpts were also diVided into segments, each 
corresponding to the expression of one distinct thought 
Stage B: encoding. Here, each segment in the protocol was translated into some consistent 
vocabulary defined by the expenmenter. 
Stage C: grouping. In this stage, the explicit clues contained In the encoded protocol were 
analysed in order to develop a model of the subjects' cogmtlve activities. 
One of the major drawbacks of verbal protocol analysis as a method, is subjectivity. At the 
encod1ng phase, it is left to the discrebon of the researcher to allocate the tokens to the 
scheme consistently. A related problem 1s the quality of the encoding scheme. In order to 
communicate the results of the analysis to the research commumty, one needs a pragmatic 
and interesting scheme. In fact, if you need to make your results comparable, then you need a 
scheme that has been successfully used before. 
All this becomes immensely difficult if one considers the lack of studies of high-level software 
design/specification - companng With the number of stud1es of programming, for example -
wh1ch results to limited understanding and descnpbon of design processes from a cogmtive 
perspective I based my encoding on clues in Guindon's study [36] - for breakdowns - and 
clues found in Maclean's study [61] - for decision making. That way my results can be 
compared to the1rs 
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As explamed in section 2.1 0, three types of breakdowns have been Identified in the literature, 
namely difficulties (type I), conceptuahsabons (type 11) and general mental model mismatches 
(type Ill) Seeing things from a problem-solving point of view, the first two types are of greater 
concern to th1s research. In consequence, when idenbfymg a type Ill breakdown - which 
would make itself explicit as a shift of focus, or a task interruption, then that had to be 
class1fied as erther type I, or type 11. At the beginning, that was not an easy process as it 
required extensive scrutiny over the protocols. However, in the process I learned to spot 
breakdowns more easily and in most cases 1! was clear when breakdowns were likely to 
happen. This resulted to a higher accuracy of encoding. 
As mentioned before, devising an encodmg vocabulary IS not a tnvial matter; it requ1res some 
notion of the task environment as well as fam11ianty with the actual protocols to be encoded. In 
add1bon, once an encoding language is defined and some substantial porbon of a protocol 
encoded according to it, re-coding the protocol if the scheme is modified 1s tedious and time-
consuming. Even more troublesome is the challenge of reliably cod1ng en entire protocol, 
particularly a long and complex one, according to the defined vocabulary. lt IS one thing to 
code the first few statements in a protocol faithfully .according to the scheme but quite another 
to encode statement 1 000 as faithfully as statement one. Problems multiply in the 
grouping/analysis phase because finding patterns in a large data set reqUires the 
simultaneous consideration of many statements as opposed to the sequential consideration of 
s1ngle statements required in the encoding phas~. If the data set is particularly large or 
complex, or the patterns m 11 intricate or infrequent, which is usually the case in programming 
and des1gn stud1es, modell1ng complex processes may be difficult; verbal patterns 
t 
representing the processes may be widely spaced m the protocol or may be m1ssmg steps 
(wh1ch subjects e1ther skipped or failed to ment1on). 
,, 
~-
The lack of a simple way to learn protocol analysis methodology can further complicate 
matters. The techmque is generally acquired through apprenticeship, expenmentation and 
examples. But few researchers have the luxury of a teacher or the time for extensive tnal and 
error. In addition, few publications on protocol analysis exist, and even the most 
comprehensive text on the subject [23]1ncludes only sketchy instructions on pract1cal protocol 
analysiS techmques. lt IS probably worth mentioning that the hfe of this study spanned through 
the whole of the second Ph. D. year. 
A few ways are followed to avoid the above problems One strategy is to concentrate on one 
small portion of the total task and exam1ne 1! in detail. Another approach is to sample only 
small portions of the total 1nformat1on contamed in the protocols, scanning for global 
charactenst1cs or searching for one particular type of clue to the designer's processes. In 
addition, most researchers reduce the difficulty of protocol analysiS by lim1bng the number of 
subjects they study; not many stud1es in the literature have included more than five supjects 
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4.2 Overview of the protocols 
4.2.1 Subject #3 (53) 
53 is a typical example of a designer who follows a methodology by the book. In particular, she 
is a fan of Structured Analysis/Design [97] By initially decreas1ng the problem in order to make 
1t solvable she missed out some of the parameters which she identified later on However, 
hav1ng followed a systematic decomposition strategy she was able to easily consider these 
new parameters in the solutron and modify it, accord1ngly. 
The first such example IS a debugging act1on discovering that the cserv1ce request» operation 
should be performed before «deciding on serv1ce:o. The second example 1s a forgotten aspect 
of the problem and that is floor requests. 53 considers mult1ple floor requests only when the 
expenmenter reminds her towards the end of the sess1on. Checking the des1gn, she performs 
the necessary modifications relatively easily. 
53 performs slmulations In the solution domain in order to test the design for correctness and 
completeness. This is because she needs to th1nk in a procedural way even when she was 
testing data flow diagrams (DFDs). 
53 did not face any particular difficulties in proceeding to a solution. She actually had less idle 
trme than any other des1gner in this study. She knows the success recipe provided by her 
favourrte methodology quite well and there is no hesitation for her to just follow it and produce a 
des1gn more quickly that the rest of the subjects. Therefore she only encounters two 
Guindonian (type I) breakdowns· one had to do wrth com1ng back to a postponed partial 
solution and the other one was about an aspect of the problem that was forgotten. In any case, 
both of these breakdowns could be related to the lim1ted amount of time des1gners had 
available to perform the task. 
Nevertheless, there are many situations where she encounters a problem that stems from an 
ambiguity in the problem statement or an incomplete requirement She quickly goes through 
that by mak1ng assumptions and quick decisions. She therefore goes through a senes of 
Winogradian (type 11) breakdowns That is she resolves an 1ssue v1a discovering a new aspect 
of the problem and elaborating the solutron, accordingly. 
Thus 1t looks lrke it IS the case that a des1gner who is very competent to a certa1n methodology 
- or to a number of methodologies - does not face many d1fficult1es in proceeding to a design 
although they m1ght always be prone to other type I breakdowns that have to do With cognrtrve 
limitations of humans in dealing w1th the large amount of information Inherent rn complex 
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problem!! like the one at hand. Of course, des1gners' lim1ted expertise IS an important factor at 
this poinl 
On the' contrary, type 11 breakdowns are very common With such designers, especially ones 
(breakdowns) that lead to the discovery of a new element 1n the solution. This type of 
behavioJr is attnbuted to the fact that all methodologies provide to the des1gner some pre-
defined «generic» primary generators [36] that gwde problem decomposition However, the 
actual choice of des1gn elements is arbitrary and left to the designer to choose according to the 
particulars of the specific problem. That IS the point where human deCISIOn making comes in 
and type 11 breakdowns are at play. 
it is also worth noting that in the context of a controlled study when we talk about methodology 
compliance or deviation the term methodology does not necessanly correspond to the 
methodology as accurately as that is descnbed in a textbook. In fact, 1t is h1gh unlikely that this 
is the case. Therefore m th1s study wh1ch IS actually a semi-controlled one, I talk about people 
seem1ngly following a methodology, rather than a methodology bemg applied to its full. 
IndiVidual d1fferences in· 
(a) the way a methodology has been taught 
(b) people's understandmg and interpretation of a methodology 
(c) the extent of practical expertise on a certain methodology 
(d) the types of domains and problems on which it was applied · 
make a large difference on what would be included m a person's methodology-based design . 
strategy. In other words, it is about personalised copies of certain methodology fragments. 
4.2.2 Subject #4 (54) 
An apparent observation on S4 is that he encounters an obstacle in solving the inter-lift 
commumcation subproblem, although early 1n the process he actually mentiOned a potential 
solution but did not follow il However, cons1denng this problem central to the solution of the 
main problem, he spends a large amount of his time trying to sort 1t out instead of probably, 
leavmg it for a moment and try1ng to work out another aspect of the problem - another 
subproblem. 
This is a genenc strategy the subject seemed to be us1ng a few times· «If there is a 
subproblem wh1ch is difficult to solve after devot1ng some t1me e.g. ten minutes on 1t, then 
leave 1t for the moment, work on another aspect of the problem, increase your understanding 
and come back to it later» However, 1n that instance, he actually spent probably too much t1me 
on a S1mulat1on activ1ty which was not offering anything new to h1m. 
Consequently, 11: may be the case that designers of limited expertise With not particularly 
thorough knowledge of methodologies do not have particularly useful resource allocation 
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strategies at hand. Such strategies would enable them to pause a certain unprom1s1ng act1vity 
and rev1ew their Situation 
54 gets dragged down this sub-problem ignoring his good start and failing to view the problem 
from d1fferent angles. At that po1nt, an intervention by the experimenter looks like 1t clanfies the 
subject's misconcepbon of the floor buttons mechamsm and resolves one of the issues. 
Essentially, 1t g1ves the subject a break/review point which in the end is proved very helpful 
54's favounte strategy seems to be of a black-box type and can be summarised as follows. He 
considers the current (sub}problem as an autonomous processing system With discrete inputs 
and outputs. F1rst, he specifies the inputs, then the outputs and then the core functional 
component 
In the quest of producing a process model, subjects' protocols were analysed indiVidually 
according to the encoded categones. In this report I have chosen two of the subjects, whose 
acbv1ty IS presented in more detail This choice 1s based on the following cnteria: 
(a) subjecfs performance 
(b) interesting and rich behav1our 
(c) behaVIour characteristic of at least one more subject in the group 
(d) distinct activity from other chosen subject( s) 
For each of the chosen subjects, a number of the most interesting breakdowns Is presented in 
a rich format I then unify patterns of high similarity to form behavioural process models. 
4.3 Analysis of 53's behaviour 
In the next section, a detailed schematic descripbon of 53's behaviour is given, 1n the form of 
finite state machmes. The rationale behind this chOice is the dynam1c yet tacit nature of 
breakdowns and reasoning as opposed to the «habitual» and explicit character of actions like 
drawing and reviewing. I thus represent BDs as events or interruptions which alter the state of 
«labonous» action like elaborating a design object 
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4.3.1 Typical breakdown episodes 
( start ) 
Perfonning 
simulation 
Discards 
dilemma 
F1gure 4a: 53's breakdown episode 80#1 
' 
' 
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I 
Cstart 
Planning + ( end :) 
' 
' 
' 
. 
Check diagram 
via simulation 
I 
BD/I 
~ 
Adds 
missing point 
to design 
F1gure 4b 53's breakdown episode 80#2 
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Cstart::> 
Planning v 
c end~ 
Reviewing 
subproblem 
I BTI 
Decision 
making 
I 
ne!ion 
Changes 
solution 
Figure 4c: 53's breakdown episode 80#3 
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--------- --
( start ' 
, 
Planning l 
I 
( end 
. 
Drawing 
I 
BD ill 
l 
Reasoning 
--Figure 4d. 53's breakdown episode 80#4 
' ( start 
! Plan fully 
I executed Planning I l 
I end ) 
Decision 
L 
Recording 
partial solution e.-
(e.g. drawing) 
I 
Breakdown 
l 
Change Reflection 
or addition Concept on strategy 
to design emergence 
I 
Figure 4e 53's breakdown episode 80#5 
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4.3.2. Typical decision making episodes 
' 
' 
' 
Retrospective view 
Global planning 
(recapping what done so far) 
-~ 
Local planning 
(Sets out plan for the next 
course of action) 
~ 
Decision making 
(argumentative reasonmg) 
~ 
Plan execution 
(identifying entities and relationships) 
F1gure 4t S3"s deCISion mak1ng episode DM#1 
Introspective view 
Option 
(exploring an alternative) 
Criterion and assessment 
Decision 
(carrying on with original choice) 
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Retrospective view 
Decision making 
(picks objects and associations) 
i 
Global planning 
(recapping what done so far) 
Decision making 
(process-related: shall I refine 
the diagram now or later?) 
i 
Local planning 
(planning the next course of acion) 
Plan execution 
(involves decision making- perfornting 
a simulation he decides on states and 
transitions) 
Figure 4g: 83's decision makmg episode DM#2 
Introspective view 
Option 
(exploring an alternative) 
Decision 
(carrying on with original choice) 
I 
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. I 
Retrospective view 
Decision making 
(producing algorithm-
deciding on which lift will be assigned 
to service the latest pending request) 
Global planning 
(conceptualises problem descomposition 
and prioritises actions accordingly) 
Decision making 
(goes back to the algorithm 
and determines stopage criteria) 
Elaborates algorithm 
Introspective view 
Assertion 
' 
' 
t 
Decision making 
(strategy decision-
chooses subproblem to work on) 
---rn.r 
l-_ Assessment and Criterion 
Elaborates algorithm 
Figure 4h: S3's dec1s1on making episode DM#3 
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Retrospective view 
Performing simulation 
(checking current design element 
against use scenario} 
Decision making 
Introspective view 
(detennines data structures) <J----+----- Assertion 
Continues with simulation 
Figure 4i: S3's decision mak1ng episode DM#4 
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4.4. Analysis of S4's behaviour 
4.4.1 Breakdown analysis 
4.4.1.1 Overview 
54 went through fourteen BDs in total, which included: 
(a) difficulties to proceed- no immediate recovery (postponement of sub-solution) 
(b) difficulties to proceed - immediate recovery 
(c) idea or knowledge generation 
In general terms, the type of BD occurrence can very much be predicted (or is dictated) by the 
stage of the design process the subject 1s 1n. Here is how BD episodes are distributed across 
design stages: 
Understandmg the problem (2). 
• Acknowledges difficult aspect of the problem 
• Identifies a spec1fic issue and states difficulty in resolving it 
Performing initial system decomposition (1 ). 
• Problem too large to solve as IS - need to break 1t down. 
Producing high-level system specification (8). 
• Difficulty in defining 1nter-lift communication logic (object interaction) 
• Difficulty in representing inter-hft communication logic 
• Test case scenano #1 of inter-hft communication to be resolved 
• Test case scenario #2 of mter-hft communication to be resolved 
• Test case scenario #3 of inter-lift commumcat1on to be resolved 
• Rev1s1ting test case scenano #1 
• Revisiting defimtion of mter-hft commumcatlon logic 
• Conceptualisa!lon by checking the requirements. 
Convertmg abstract specification to detailed pseudocode (2). 
• Specification of inputs to 'scheduler' object 
• Specification of processmg 1n 'scheduler' object 
Putting thmgs together (2) 
• Data structuring and synchroniZing. 
• Merging partial solutions. 
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Review,s solution so far and elaborates- final touches (5). 
• Reviews specification w r.l new test case scenano. 
• Checks pseudocode for completeness. 
' 
• Finds trouble mak1ng sense of previously wntten specifications. 
• Spots ambiguous specification statement- elaborates 1n detail. 
I 
• The timing problem - elaborates on possibilities for implementation. 
lt has to be said that by no means does the designer follow the forementioned steps In that 
stnct order. H1s des1gn process is very often serendip1tous [36] w1th h1m moving from 
reviewing the specification to clarifying a corresponding requirement by reading the problem 
statement, or elaborating inibal ideas further at early stages. But in retrospect, he IS dnven by 
a tendency to balance h1s work in a systematic top-down breadth-first route, in order to 
produce max1mum results 
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4.4.1.2 Typical breakdown episodes 
In this paragraph, a set of characteris!Jc examples of episodes for each desrgn stage is 
presented . 
EPISODE 2· Identifies a specific issue and states drfficulty in resolving it 
STAGE: Understanding the problem statement 
TYPE: 1111 
TEXTUAL DESCRIPTION. The designer burlds up an Initial approach to the solubon internally. 
That is, every lift is going to have its own request queue out of button presses within the lift, 
and requests will be served on a Frrst-Come-Frrst-Served basis. A central block of software 
(scheduler) has already assigned a new floor request to the appropriate (same drrection, 
closer) lift However, he realises that there rs a case he hasn't catered for and that is 
intermedrate floor requests. He doesn't know how to sort these out at this point He postpones 
the solu!Jon of thrs sub-problem. for later. 
Makes initial decision on solution. He's gorng to have queues and they're gorng to work 
rntelligently. This is probably because of a design schema he acqurres out of his own work on 
intelligent control of robot agents creating intelligent decision trees. In fact, this assertron 
comes back later in form of a breakdown. 
Introspective view 
Plan 
(on solution) 
Simulation 
(checking whether plan is vnlid) 
t 
Breakdown 
(faces difficulty in execurmg the plan) 
~ 
Reading problem statement 
(postpones solution- plan abandoned) 
Frgure 4J S4's breakdown episode 80#2 
Retrospective view 
Re:ulmg problem statement 
in order to understand the problem 
Comes up with an trutial solution goal 
and a subsequent abstract pl:m 
c plan is right. but its decomposition is 
d1fficult enough to cause a problem 
Ooes bnck to readmg the problem statemenL 
He~u come back to his plan later. 
liS 
EPISODE 3: Problem too large to solve as is- need to break it down. 
LOCATION: [m/(N-J)) 
TEXTUAL DESCRIPTION: Getting down to solve the problem after clanfymg some 
requirements, the designer realises that he has to somehow ~imphfy it, as it is complex, and 
starts solving a more workable bil In the meantime he reveals that he first wants to have a 
high-level view of the system before getting into detail He then
1
states his chosen strategy: he 
is gomg to work on one elevator and then expand the solution to N elevators. After this 
decision he straight away follows a personalised «black-box» strategy. 
Introspective view 
Clarifies requirements 
Breakdown 
(states nsen issue) 
Read.Jng problem statement 
(obtaming holistic vtew of the problem) 
States generic strategy 
Recovery decision 
(1ssue resolved) 
Assodated plan 
("fUnCI!onal" (black-box) strategy) 
Figure 4k. 54's breakdown episode BD#3. 
( 
Retrospective view 
Readmg problem statement 
clanfymg system requirements 
Initiates solving plan 
Looking for tntUal 
decomposition clue 
Chooses "hft" as decomposition factor 
FoUows next level strategy ) 
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EPISODE 4: Difficulty in defining inter-lift commumcation logic 
LOCATION: [m/(N-J)) 
TEXTUAL DESCRIPTION. lt looks like S4 might have sorted out the log1c of the current sub-
problem internally but putting it down in a ceita1n notabon and fitt1ng 1! to the rest of the 
solution 1s not an easy task, considenng the dynamic character of the system. lt might be the 
case that when faced with a (sub)problem for whfch no specialised design schema exists (i.e. 
no similar problem has been solved before by the individual) there is always an assoc1ated 
representational problem i e. the 1ssue of how to represent th1s new problem in terms of the 
known notations m a way that fits the rest of the The way he currently contemplates of the 
system, there's a central module receiving input from (2*M - 2) • N floor buttons, N-lift d1recbon 
and position and the task is to ass1gn the 'currenf (1.e. latest) floor request to the nght lift 
according to lift information. Having read/interpreted the problem statement property, he'd 
realised that there are actually (2*M - 2) floor buttons, i e 2 buttons on each floor but top and 
bottom regardless of the number of l1fts, as he indeed does later and would have made h1s life 
easier. 
Lack of strategy. S4 realises that there has to be some form of 1nter-lift communication. In 
order to solve that, he needs some representational tools while he's not sure which one to 
use, e1ther diagrams or pseudocode. (The problem IS obviously too large to hold in one's 
head. The decision is to go for loose pseudocode and use diagrams where/if needed. This is a 
result of the lack of des1gn notational knowledge and application of it - which level do these 
notations fit 1n. A scenario-based simulation saves the day. Basically, this is a highly reactive 
system and people have trouble descnbing the control flow in a single thread in pseudocode. 
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EPISODE 5· Difficulty in representing 1nter-hft communication logic 
LOCATION: [m/(N-J)] 
TEXTUAL DESCRIPTION· This episode relates to episode 4. 54 has identified inter-lift 
communicabon as a separate subproblem and to an extent has internally defined the logic 
behind the solution. However, he has a problem represenling it - he has a choice between 
diagrams and pseudocode. After a few elaborat1ons of this issue via scenana and reth1nk1ng of 
the communication logic, (note that although he's got an idea of how he'll go about solving that 
problem, he hasn't actually fully solved 1t and he hasn't of course put anything down - 1.e. 
another case/scenario-based issue is pending), he makes the decision to start With verbal 
analysis (loose pseudocode) us1ng diagrams where/if needed. 
Another Viewpoint to see this (Guindon) is lack of application of diagrams or pseudocode on 
realisbc problems etc see report 
He realises that although he concenbrates at one lift at a lime, he has to communicate With 
other hits, as well. Hasn't started to solve that yet Hem however, relates that problem directly 
to how to represent the solution - treats it like the key issue. 
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Introspective view 
Makes assumption 
(elaboration) 
~ 
Generates solution goal/plan 
(elaboration) 
t 
Breakdown 
(representational question) 
~ 
Elaboration of breakdown Issue 
(invesbgabng the options) 
~ 
Breakdown 
(the inter~b.ft communication issue) 
+ 
Perfonnlng simulation 
F1gure 41' 54's breakdown ep1sodes 80#4-5 
Retrospective view 
Outlimng solution internally 
(following block-box strategy) 
Expresses the representational issue 
(issue #5) llS an argument 
States object interaction issue 
(issue #4) 
Runs short integrating scenmio 
Elaborates issue #4 
Elabora.tcs issue #S 
Runs scenano on ISsue #4 
Elaboratton and resolution of 1ssue #S 
Plan for resolution of ISSUe #4 
(slllrtS wnnng algorithm) 
' 
' 
I 
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EPISODE4a: 
LOCATION: [m/(N-J)) 
TEXTUAL DESCRIPTION. Th1s is a come-back to episode 4 supporting 1t w1th a specific 
scenario. Basically episode 4 reflects the general issue of inter-hft communication. However, 
to be resolved you need to solve a few sub-cases based on different scenarios-s1mulabons 
and thafs what happens here. another hft IS closer to the floor request and travels in the same 
direction -loos hke the request should be passed on to that hft. 
Starts s1mulabon in order to get complete p1cture. Problem· how to schedule current request, 
in terms of. (*) my route, (*) other lifts, (*) request scenana, (*) how to Implement it He gets 
stuck to a problem which results from (*) not considenng the requirements carefully , (*) not 
deciding on h1s own servicing strategy 
He decides to follow a personalised 'black-box' strategy, whose first step 1s to cons1der all hft 
mputs. He does that but then he finds trouble decompos1ng the main funcbonal component In 
order to make that clearer, he performs a simulation In the problem domain which enables h1m 
to internally produce a first vers1on of his decomposed system. Instead of putting it down, he 
continues w1th the simulation performing a reasoning outline task in the form of a quest1on to 
the experimenter, i e. he expresses the BD in the form of an argument So he's in a problem of 
(a) interprebng and infemng requirements and mak1ng assumpt1ons and (b) making a solvable 
choice. 
Performs simulation 
from the user's viewpoint 
I Breakdown expressed as difficulty in I 
specifying processing element of function 
Elaborates problem in terms of specific 
scheduling test case scenario 
. 
~ 
Resolution via abstract specification 
F1gure 4m 84's breakdown ep1sode BD#4a 
I ~· _, 
EPISODE 4a: (revisited) 
LOCATION· [m/(N-J)) 
TEXTUAL DESCRIPTION This is the other 'side' of BD4a it's BD4a rephrased, rev1s1ted and 
resolved. (All these BDs are based on a misconsumpt1on, not to forget) it's the need to avo1d 
a racmg condition. 
Looks like many breakdowns have a dual character One of their Sides is towards the 
conceptual (problem domain) 1 e. IS the issue of producing the nght log1c. The1r other s1de IS 
an implementation (solution domam) view i e the issue of how I can realise that log1c best 
notationally, 1n order to produce a neat problem, i e. putting together pieces of log1c in the best 
way to form an efficient(?) system. This second side poses problems to S4 as 1n his resource 
management t1me, he quickly tries to assess the difficulty in implementing certam modules of 
logic with respect to acceptability etc. in order to plan his process However, that was not 
always easy unless he actually got down to 1t (started implementing). Beanng 1n mind the dual 
character of software specifications (they are both requirements and des1gn) then it could be 
sa1d that S4 finds trouble in producing specs for different aspects of the problem and putting 
them together This can be seen twice 1n the document: 
(a) on p01nt (1) 
(b) on breakdown episodes (4,5) 
Perfonns simulation 
(from the user's perspective) 
~ 
Breakdown 
(Difficulty in specifying 
functional component) 
Perfonns simulation 
(from the system's perspective) 
Breakdown resolved 
F1gure 4n 54's breakdown ep1sode BD#4a rev1s1ted 
1:!4 
EPISODE 4 (revisited). 
LOCATION: [m/(N-J)) 
TEXTUAL DESCRIPTION: BD4 argument expressed 1n terms of queue theones. Decis1on 
made and BD resolved. As a resul~ he simplifies h1s specification. He makes his system 
' 1mplementable- however, he m1ght now not sabsfying some of the requirements anymore 
I 
lt has to be said that by resolving this one, he avoids 604, BD5 as well. 
The issue here is whether each lift should have their own queue as well- the central queue is 
certa1n. 
Performs simulation 
(request allocation scenario) 
t 
Breakdown 
(Considering all the possible 
scheduling-servicing scenaria) 
Breakdown resolved 
(decision made towards the simPlest alternative) 
t 0 
Performs simulation 
(confinns validity of decision) 
Figure 4o· S4's breakdown episode 60#4 revisited 
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4.4.2 Decision making analysis 
4.4.2.1 Overview 
' 
Decision types 
I 
There seem to be 5 types of decision in 54's protocol. These are elaborated as follows: 
(I} Resource allocation (how to spend lime and effort, how to manage equ1pment and 
documents etc.} 
(11) Choice of strategy (methodology, notation, heuristic, etc) 
(Ill) System logic related 
(IV) Plan related (choice of objects, functions etc } 
M Structuring and distribution of data and processing (e.g choice of queues, which module 
Will handle which _structure etc.) 
Decisions over design stages 
Here is how DM episodes are d1stnbuted across design stages: 
Understandmg the problem (3}. 
• Plans how to use the experimental resources. 
• Makes decis1on on a simplified approach to the solution. 
• Performs scenario-based trade off analysis in order to determ1ne acceptable system 
behaVIour. 
Perfonmng initial system decomposition ( 1 ). 
• Decision on how to simplify the problem. 
Producing high-level system spectficatJon (5) 
• Spec1fies system functionality. 
• Makes decision on notation to be used. 
• Dec1d1ng on scheduling logic. 
• Simulation supported decis1on on servicing log1c. 
• Refines system architecture 
126 
Converting abstract specification to detailed pseudocode (2). 
• Elaborates system architecture. 
• Dec1sion on how to distnbute requests to lifts. 
Puttmg things together ( 1) 
. 
• Decision on data structures. 
Rev1ews solution so far and elaborates - final touches (3). 
• Checks and refines pseudocode (defines system logic at the same tfme). 
• Checks and elaborates pseudocode w.r.l system requirements. 
• Makes system timing decision 
' 
' 
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4.4.2.2. Characteristic decision making episodes 
OM EPISODE #1· Plans how to use the expenmental documents 
1YPE.I 
' DESCRIPTION. 54 trades off between the two altemat1ve strategies on how to use the 
expenmental documents Instead of wnt1ng onto scrap paper and after getting 1t nght 
I 
transfemng the whole design he prefers to use the «Des1gn Solut1on Sheet» stra1ght away. 
Contextual (retrospective) view 
Reads problem stalement 
Performs resource 
allocation trade-off 
Reads problem stalement 
abstracting key points 
Sorts and wrileS key 
pomts on design sheet 
Figure 4p· 54's dec1s1on makmg episode OM#1 
Introspective view 
Question: Do I need scrap paper? 
Decision: No. 
Plan: Will use design sheet 
Alternative decision and associated plan: 
Use scrap paper and at the end 
transfer to des1gn sheet 
Justification for decision 
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OM EPISODE #3· Performs scenano-based trade off analysis of acceptable types of system 
behaviour. 
TYPE· Ill, V 
DESCRIPTION: In this ep1sode 54 perform two simulat1ons of system behaviour based on 
typical use scenaria in order to answer the same question as 1n episode #2 (degree of queue 
intelligence) He thinks that considenng queues intelligently IS a necessary prereqUISite 1n order 
for the system to exh1b1t reasonable behaviour. He thus breaches h1s prev1ous dec1sion. 
Contextual (retrospective) view 
Clarifies sysiem requirements 
(by perfonning s1111ulations) 
Simulates scenano #1 
l 
Identifies issue 
and makes decision 
Simulates scenario #2 
(to back deciSion) 
Reads problem statement 
Figure 4q. 54's deciSIOn mak1ng ep1sode DM#3. 
Introspective view 
Question: lnielligence is needed in ihe way 
queues are handled 
Options presented as use sccnaria 
Decision: Intelligence adopled 
Assessment Wiih respect to 
user acceptance criterion 
(Another simulabon (new test case) 
backs the same decision) 
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DM EPISODE #4. Dectsion on how to simplify the problem 
TYPE: IV 
DESCRIPTION· The destgner decomposes the system in an object onented manner. 
ldenllfytng 'hff as the most tmportant system enttty, he considers one lift out of the whole 
system Having destgned a system that controls that lift. he's gomg to expand hts design to N 
lifts. That ts hts dectston and associated plan. 
Contextual (retrospective) view 
Reads problem statement 
Faces mitial decomposition question 
Reflects on strategy 
l 
Picks decomposttlon cue 
l 
States plan 
Ftgure 4r: 54's dectsion maktng episode DM#4 
Introspective view 
Question: How should I go about 
solving Ibis? 
Goal: Have to simplify problem 
Question restated 
l 
(Reads problem statement) 
l 
Stategy dedslon (plan): 
Going to see tt from a high-level vtewpomt 
Declslon: one elevator to be considered 
Associated plan: 
I can then generaltse my solution 
to the rest N-1 elevators 
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DM EPISODE #6: Representa!Jonal issue 
TYPE.II 
DESCRIPTION: S4 performs a trade off analysas an order to decade whach level of abstractaon 
to take, each level correspondang to a certaan nota!Jon. He chooses pseudocode rather than 
daagrams. 
Contextual (retrospective) view 
Specifies function outltne 
Specafies inputs 
States representational question 
Explains intricacy of situation 
Elaborates argument 
Resolves issue 
Figure 4s 84's decision making episode DM#6 
Introspective view 
Options: pseudocode Vs daagrams 
Question: What is the best way to 
represent inputs? 
(Returns to inter-hft communication 
(structural) problem) 
Question, options restated 
Elaboration of option 111. 
Decision: pseudocode 
Associated plan: 
Diagrams may be used where appropriate 
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DM EPISODE #8· S1mula!Jon supported decision on serv1c1ng log1c 
TYPE· Ill 
DESCRIPTION. By rev1ewing his spec he comes up With a typ1cal use scenano where the 
chosen hft that is gmng to service the current request should no!Jfy the rest of the hfts to avoid 
unnecessary travelling by them («race cond1t1on» ). He trades off the 1mplementat1on 
considera!Jons of the sat1sfact1on of th1s Inferred requirement, and chooses the easiest option, 
i e. not to no!Jfy the rest of the hfts he backs this decision With an argument based on h1s 
personal expenence With using hfts 
Contextual (retrospective) view 
Perfonns Simulation 
Puts Issue 
Resolves and elaborates 
'd1fficuJt' option internally 
l 
Chooses "easy' opuon 
Modifies speCification 
Checks sp=ficauon 
F1gure 4t: S4's dec1sion making ep1sode DM#8 
Introspective view 
Question (put abstractly) 
DJustration of option #1 via simulation 
Dlustration of option 12 via same simulation 
l 
Elaboration of option 11 ('d•fficult' option) 
l 
Decision in favour of option #2 
Justifies decision via usage argument 
Follows associated plan: 
mcxUfies specification accordingly 
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OM EPISODE #12· Decision on data structures 
1YPE:V 
DESCRIPTION: Th1s is a dec1s1on 54 has to make in order to solve the subproblem of 
distnbut1on of tasks to different hfts by the scheduler. By perform1ng a mmi s1mulatJon of a 
' typ1cal test case scenario, he realises that some of the requests (those from wllh1n hfts) should 
have a higher pnonty than the others (requests from flpors) Th1s leads him to decide to have 
two queues, one for each type of requests 
Contextual (relrospeeflve) view 
Revtews design for completeness 
Puts issue 
Realises prerequiSite issue 
l 
Perfonns simulabon 
Resolves prerequisite issue 
Modlfies speaficauon 
resolvmg irutlllliSSue 
F1gure 4u 54's dec1s1on mak1ng episode DM#12 
lnlrospeeflve view (syDoglsm) 
Issue #1: DtStnbutfon of tasks to bfts 
Issue 111.: How many queues are needed? 
lnvesttgates the option of having an add1tional 
queue holdlllg requests from floors 
Pcrfonns simulabon onus design 
in order to test thnt opbon 
~ Assertion: bft requests must have a lugher pnority 
l 
Resolution of issue #2: ibcre wl11 be 2 queues 
_ for each hft; one for lift requests. and one for 
floor requcs~ 
Resolution of JSSue #I by clabor.mng the speaficauon 
according to new data organization 
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4.5 Relating breakdowns to decision making 
I pnmanly need to know what types of breakdowns I shall be facing in order to work on how to 
deal With them. As indicated previously and as indeed MacLean h1nts [61) it IS believed that 
' design rationale could be a usefUl tool 1n th1s quest The study is expected, to convey 
information on . 
.• 
. 
• types of breakdowns 
• 
• foundations of any type of correlation between breakdown and argumentative reasoning 
• indications of how argumentation-based ctools» l1ke QOC could be helpful in breakdown 
recoverylrepair. 
• Preliminary evidence of the potential usefulness of QOC: (a) trading-off (b) cogmbve load 
management attnbutes 
4.5.1 Protocol coincidence 
The following figure shows an overv1ew of breakdown along dec1sion making episodes over 
the course of the expenmental session. lt illustrates· 
(a) how these two activities are distributed over the stages of the solving process, and 
(b) instances where they coincide. 
Activities 
2 3 4 S 4a 4b 4c 4a 4 6 7 8 9 10 lOa 11 12 13 14 
~;.~~~:w· 1-:"-1 ~I  ~I -:~---~-1 ~~__.___._.____.___,.__ 
A(86) B(ll) C(21S) 0(51) E(22) F(214) 
Protocol stages 
(per number or hnes) 
Note. protocol stages 
A: Understandmg the system requtrements 
B· Perfomung tmual system decompostuon 
C. Producmg high-level system spectficauon 
D Convenmg abstract spectficauon to detailed pseudocode 
E. Puumg thmgs together 
F Rev1ew soluuon so far and elaborntcs . final touches 
F1gure 4v Overview of co1nc1dence of breakdowns to dec1s1on mak1ng over process stages for 
S4 
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There can be identified: 
• Occurrences of incidents where the desrgners clearly find difficulty in continuing and there 
is an explicrt recovery process (usually by performrng a simulatron) 
• Instances where the subjects set a question whose answer they find relatively easily vra 
quick decision making, 
• instances where they face an issue which cannot be resolved readily but needs elaboration 
of some sort This can be seen as a breakdown expressed in the form of an argument 
With respect to the relationship between BOs and OM, one can see that they coincrde in 
several cases. On the one hand, cntical srtuatrons or drfficulties can be expressed in terms of 
arguments (and therefore can possrbly be resolved). On the other hand, the most cntical or 
rmportant decrsions are the ones that involve a breakdown and not the 'routine' ones and 
therefore there is a point rn workrng on the management of breakdowns. In fact, I argue that 
given methodological support design rationale formalisms could be used to convert 
breakdowns from type I to type 11, I.e. facrlrtate a profitable recovery. 
Nevertheless, in thrs matching mechanism, let me consrder: 
• the 'non-questionable' decisions and indeed all the types of decision making patterns that 
are related to breakdown behaviour 
• the recovery specrfics that a breakdown exhrbrts and the implication of these to a design 
ratronale-based such mechanism. 
Another piece of positive evidence rs the fact that most decisions - indeed most types of 
decisions, as well - are followed by a plan, or an associated goal and an rmmedrate plan. That 
reflects the positrve nature of OM in the design process and clearly indicates a role to the 
neighbouring breakdown eprsodes considering that most Guindonian 80s account for plan 
failures. 
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4.6 Chapter summary 
In this chapter, the behaviour of two software designers is analyse_d in order to model (a) 
decision making, (b) breakdowns and (C) their correlatiOn. These designers were chosen out 
of a pool of five participants in a protocol analysis study for their individual charactenstics 
I 
which made their behavioural processes disbnct. the one (53) was a methodology specialist 
and the other (54) was a cod1ng specialist engineer. Their profiles are typical of university 
graduates and I believe that their analys1s provides results w1th interesting implications for 
software design education and recrUitment 53 exh1b1ted very stable and predictable behaviour 
whereas S4 went through several peaks and troughs 53's decision making process took a 
form of a Q&A session whereas 54 would rather take bme to explore alternatives. 53 seemed 
to avoid certain issues-'traps' and their related breakdowns by making simplifying 
assumpbons. 53's process was not too creative, whereas S4 seemed to have the right 
expiorabve process although his lack of expertise prevented h1m from producing an 
outstanding result 
At this po1nt I feel confident With my knowledge of des1gn pract1ce and ready to proceed to 
expenmental work in order to mvestigate attributes of design rationale that could make a 
difference in performance on error-prone tasks like the one studied here. 
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Part C: Experimental work- Expertise transfer using design rationale 
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5.1 Introduction 
In th1s chapter, I investigate the potential of design rationale (OR) as a mean of transfer of 
expertise among software designers. As DR and related research has grown considerably 1n 
the past few years - to the point that it is too large to be contained in a single chapter - I try to 
focus on issues that relate directly to the above theme. 
At the beginmng, (5 2) DR and the different approaches to it are briefly introduced. Then 
follows (5.3) a rev1ew of a set of the most prom1nent OR tools, followed by (54) the descnption 
of a tool developed by the author, wh1ch enables OR capture and analysis. I then d1scuss 
some v1ews on how DR could be used as carrier of des1gn expertise. This chapter sets the 
scene for two experiments that follow In the next chapters which test OR's main attributes 1n 
expertise transfer tasks. 
5.2 Design rationale 
5.2.1 Definition 
There is no single defimtion for des1gn rationale. As a basis, Moran & Carrell's [64] view is 
adopted, that "Design rationale is the notion that design goes beyond merely accurate 
descriptions of artefacts, such as specifications, and articulates and represents the reasons 
and the reasoning processes behind the design and specification of artefacts". More 
specifically, the collective defimtion g1ven by Moran and Carron [64] and seen below, prov1des 
an overview of the main perspectives under wh1ch DR IS currently seen. 
design rationale--n. 
1. An expression of the relationships between a designed artifact, its purpose, the designer's 
conceptuahzation, and the contextual constraints on realizing the purpose. 
2. The logical reasons g1ven to justify a designed artifact 
3. A notation for the logical reasons for a des1gned artifact 
4 A method of desigmng an artifact whereby the reasons for it are made explicit 
5 Documentation of (a) the reasons for the des1gn of an artifact, (b) the stages or steps of the 
design process, (c) the history of the design and its context 
6. An explanation of why a designed artifact (or some feature of an artifact) is the way it is. 
lt is apparent that OR is be1ng used in several ways e g. as a history mechanism or even as 
an a1d to the construction of designs from scratch. My work comes closest to pos1t1on (5) 
although it shares and makes po1nts in most of the other views, too. Nevertheless, the v1ew of 
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DR in this thesis IS not restncted to documentation in the traditional sense, but includes 
aspects of DR that have direct tmphcatlons for its use as on-line documentation or more 
realistically as integral part of other design tools, hke CASE for example. In addttton, I see 
several more types of knowledge and experttse betng embedded in DR to capture the 
complete context of design deliberation. 
From a more pl;lctical perspective, the expression of design reasoning as arguments about 
issues Is referred to as •argumentation-based design rationale" [11) That is the type of design 
knowledge of Interest in the context of this thesis- therefore, as a convention, argumentation-
based design rationale will simply be called as "DR". 
5.2.2 Paradigms and tools 
A thorough description of different DR paradtgms can be found in [11, 64]. A few of them are 
briefly mention here - the most Important ones - 1n order to create a context for dtscusston. 
With each paradtgm, I mention any method, technique or software that is based on 1t to enable 
its application. Rittel was the first to advocate systematic documentation of design rationale as 
part of design [77) and most of the approaches to DR denve from hts work. In particular, Rittel 
made two Important claims: first, that many design problems are "wicked", in contrast to 
•tame• or "benign• problem which can be modelled computabonally, and secondly, that an 
"argumentative process• was the most effective way to tackle such problems. Rtttel's theory of 
wicked problems was picked up by several people, Stmon [83] being one of them He 
characteriZes design problems as "ill-structured" and contrasts them With "well-structured" in 
terms of four matn characteristics given in Table (5a) below. 
Well-structured problems 
(1) Complete and unambiguous specification 
of problem 
(2) DefinHe cntena to evaluate the soiubon and 
mecha"'zable process for evaluabng If the 
solution Is reached 
(3) Any knowledge needed by the problem 
solver can be represented In one or more 
problem spaces 
(4) Enumerable set of operators tha1 can change 
the tnrtial state 1nto another state and there Is 
at least one problem space in which can be 
represented i"'bal sta1e, goal state, and ail 
Intenned1ate states considered 
Examples 
Checkers, Tower of Hano1 
Chess, Theorem proving 
Ill-structured problems 
(1) Incomplete and ambiguous specification 
of the problem 
(2) No stopping rule - no defin1te cntena to 
evaluate whether a solution IS reached 
(3) Many sources of knowledge (problem 
spaces) that cannot be detenn~ned 1n 
advance and need to be Integrated 
(4) No exhausbVe, enumerabie hst of operators 
to reach a solution and absence of 
predetenn1ned solubon path from l"'bal state 
to goal state 
Examoles 
Design (soflware, architectural) 
Planning, Management 
Document and music composrt:Jon 
Table 5a: Some contrasting features between well- and Ill-structured problems 
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On the basis of his theory on wicked problems, Rtttel rejected the efforts by the majority of 
design methodologtsts to automate design reasoning. The argumentative approach looks to 
enhance design by improvmg the reasoning underlying it and is aimed at supporting the 
' 
'reasomng of human designers rather than replacing it with automated reasoning processes 
[27]. 
I 
Traditional methods or issue-based methods? In fact, that's a difficult question to answer. 
Prescnptive approaches seem to provide good startmg potnts towards the novice-intermediate 
expertise population as well as towards the initial destgn stages, whereas they do not seem to 
be very popular w1th experienced designers [37, 86) In later stages and as commumcation 
needs increase, issue- or Inquiry-based methods seem to be gaining place From another 
viewpoint, if one forms a tautology between destgn construction and traditional methods and 
one between evaluation and issue-based methods, then that might enable us to see them as 
complementary. In particular, traditional methods are useful in that they provtde philosophical 
perspectives under which to see the problem, notations whtch enable designers to realise 
those perspectives and driving operators to apply in order to progress those notational 
constructs and produce computer-understandable descriptions of the destred product that 
solves the problem These are valuable guides especially to novtce designers. 
lt should be noted that the term 'tradrtional' is used here to collectively descnbe all 
methodological contributions to design, includmg the traditional ones in the standard Software 
Engineenng sense I e. the ones that preceded Structured Analysis and Design, Object-
Onented methods, etc .. 
5.2.2.118/S and rfBIS • QuestMap • DRAMA, PHI and PHIDIAS ; JANUS 
IBIS [77] is a method for structuring and documenting OR and more or less the father of all 
current OR methods. The central activity of IBIS is deliberation, that Is, considering the 'pro's 
and 'anti's of alternative answers to questions. The questions deliberated are called tssues 
Proposed answers - including ones that are mutually exclusive are called answers or 
positions Statements of the 'pro's of answers are called arguments. The deciston as to whtch 
answers to accept and reJect is called the resolutton of the issue. Figure (5a) graphically 
demonstrates the core structure of this methodology. 
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I Pos1~on -><-ssue..,._ 
responds lo . + 
-. Pos1t1on .... ~ 
-objects~ Argument 
Figure 5a: IBIS genenc structure 
' 
' 
The various issue deliberations are connected by a variety of inter-issue relationships. The 
original IBIS included "more general than", "s1m1lar to", "replaces", "temporal successor of", 
"logical successor of", and others Graphs with labelled notes and links representing issues 
and their relabonsh1ps were used for visualisation. Such graphs, called issue maps, were 
meant to facilitate navigation through the IBIS problemspace An example of the use of IBIS in 
pracbce is shown below. 
ttm"porat Where sho;JkJ 
Where Should suoo.."SSS.' the Sink 
the walls ~ be located? 
be located? ~ ~la: 
\ f 
W~ere should ~ 
tetrporal the WindOWS -rJuar 
suceessor mmr u~rnpora1 be located? 
SUIXSSSOI 
Where s:>ould ~ 0-.., Whc:e shOuld 
the doors / •mmr the counters 
be located? be located• 
log.cal 
s~ssor 
teiT'pora~ 
s:~cccssor . Where shouu:! 
s:ni'ar the stove 
be located? 
L~tenpo~l I ~~u~ 
Where should 
•TI ,. the refngeraw 
be located' 
ter..poraJ 
succossor 
F1gure 5b An example of the application of IBIS to kitchen destgn 
riBIS [76] is a hypertext system based on IBIS which allows a dtstnbuted set of people to 
stmultaneously browse and edtt multiple vtews of a hypertext network that reflects a destgn 
discussion lt is a research tool wh1ch combines the merits of two other prototype tools 
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developed at MCC, namely GROVE and giBIS. In particular, GROVE is a mult1-user hypertext 
system, whereas giBIS is an applicabon-spec1fic real-time groupware product Conklin [15] 
claims that real-lime group hypertext is the suitable architecture and data model on which to 
support an environment for the system design process, as "rts,open architecture especially fits 
- ' 
the informality that is characteristic of the upstream of the des~gn process·. 
QuestMap is a collaborallve hypermedia system (30], based in giBIS (see figure (5c)). 
Questions, Ideas, and supporting or objecting Arguments are used to visualise discuss1ons, 
track unresolved issues, and qualltallvely assess the strengths and weaknesses of different 
positions. Also available are links to relevant qocuments and embedded maps that can 
encapsulate resolved problems or contain more detailed analyses as backing for a particular 
node 
fa" n '-7~ .- ., -a~-n~ _I a 0-D c:J ~ -c--
'
a,_·!': ~ 
-a L 
r:: :a ... ..,..., 
_ne u --J 
-a 
a 
~:n 
•--.:; 
-' 
F1gure 5c: A screen shot from QuestMap 
-
DRAMA (Design RAtionale MAnagement) [7) is a methodology and associated software tool 
for recording and managing OR (figure (5d)) lt 1s also based on the IBIS model, which it 
augments in several ways to make 1! appropriate for engineering des1gn. In particular, support 
has been added for: articulating and tracking goals; hierarchical structuring into decision trees; 
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and the use of quantitative (as well as the standard qualitative) argumentation. Having only 
recently been released, DRAMA 1s the first commercial OR system for engineering des1gn. 
I 
-~---I 
F1gure Sd: The DRAMA tool 
Another augmentation to IBIS came from McCall [63] He suggested that there are two related 
types of information that are omitted from IBIS but that are required for an 1ssue-based 
approach to serve design effecllvely. The first and most basic is dependency relat1onsh1ps 
between issue resolutions, that is, relat1onsh1ps representing the fact that the answenng of 
issues often depends on how other issues are answered. IBIS has no way of representing 
such dependencies; instead, it treats issue-resolution processes as if they were separable 
The second type of information omitted is questions that are not deliberated, that is, 
quest1ons for which 'pro's and 'anti's of alternative answers are not considered. IBIS Ignores 
these in favour of those questions with which debate and controversy are most likely to be 
associated. Yet non-deliberated questions occur frequently in design and can influence the 
resolutions of issues, as illustrated in chapter 4 Further ev1dence of this is Potts's work [73) 
as well as Shum's [12) - it is also a well establish view in the discussions that take place in 
the CSCA discuss1on list [17]. Furthermore, many such quest1ons themselves have answers 
that depend on the resolution of issues. 
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In an effort to overcome these lim1tabons of IBIS, McCall [63] developed the PHI approach of 
documenting DR. PHI (Procedural Hierarchy of Issues) like IBIS, is a design method rather 
than a piece of software. 1t d1ffers from IBIS 1n two crucial respects: lt uses a broader 
• 
definition of the concept issue and it uses a new principle for linking issues together (see 
figure (5e)). McCall claims that it implements the argumentative approach proposed by Rittel 
more completely and also that it represents the structure of the design process more 
accurately. PHI too has proVIded the conceptual basis for a number of 1ssue-based 
hypermedia system's, including MIKROPLIS, JANUS, ViewPoints, AM, PHIDIAS, and more 
recently, REFLACT. 
F1gure 5e: A quasi-hierarchical structure of subissues as the model behind PHI 
An example can be seen below. 
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Figure 5f: Application of PHI to the same problem as in figure (5b). 
5.2.2.2 QOC and related tools 
QOC is a formalism used to represent design rationale. lt is straightforward and faJr1y 
expressive - by using simple no!Jons of argumentation you can represent the reasoning beh1nd 
systems design. As it name denotes, QOC's basic elements are Quesbons, Options and 
Cnteria. Ques!lons stand for issues that come up during a design task, Options stand for 
alternative answers to the Quesbon at hand and Cnteria are meant to be objectives under 
which each option 1s evaluated for fitness. Critena can be assessed either posi!Jvely or 
negatively. Here's an example adopted from Maclean el al. [61]: 
Generic QOC vocabulary: 
Argument 
/ Argument - --- - Argument 
Question~ 
Question~ 
Op110n ~obJects to '•,:,_- Criterion 
---................ 
• 
F1gure 5g: QOC genenc syntax and grammar. 
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According to Buckingham Shum [11], the main difference between QOC and IBIS lies in the 
IBIS emphasis on captunng more of the design process as rt unfolds 1n meetings (as opposed 
to retrospectively rationalising the DR as 1n QOC) and for a single design (as opposed to 
clanfying the dimensions defining the space in which the design sits in relation to other 
possible designs). 
Chan [13] has built a graphical ed1tor for QOC diagrams, which facilitates the generation of 
networks that represent the argumentation behind formal specifications That is part of 
Johnson's work [49] on producing literate specificaflons to accompany formal language 
specifications in order to overcome some of the latter's communicative shortcomings as faced 
in large-scale development projects. Johnson's Interest lies on the communication of formal 
language descnptions of human-machme Interfaces across design teams and across project 
stages. In order to overcome some of the related weaknesses of such representations, e.g. 
"lack of vernacular descnpbons• and "lack of justification', he introduces the notion of literate 
specifications, a set of OR-based descriptions of the system. Th1s builds upon the literate 
programming techniques that were first proposed by Knuth and later developed by Th1mbledy 
- both referenced In [49). Knuth and Th1mbledy have developed tools and techniques that 
explicitly link natural language documentation to the code of computer programs. Through that 
graphical QOC ed1tor, Chan and Johnson provide a hypertext-based natural-language 
descnptions of specifications and QOC elements. 
User trials have shown that des1gners sbll need work on how to construct DR fragments 
especially as the design space becomes larger, which is the case in industrial workplaces. 
Future versions of the tool plan vers1on control and consistency checks of the des1gn through 
Prolog-based descnptions of DR. 
Although the topic of formal aspects of software design as such is not in the scope of thiS 
thesis, Johnson's contribution in the commumcative aspects of specifications IS very 
interesting and shares ground with the aim of this research of communicating semiformal, 
ma1nly diagrammatic pieces of software architectural designs accompanied by DR. I will thus 
p1ck up on their work later on in this chapter and eventually, in chapter 8. 
5.2.2.3 Potts & Bruns, DRL and SIBYL, QAR and Debate Browser 
Potts & Bruns [72) presented a model for relating entities In a software eng1neering method 
to IBIS-based design deliberation. In this model, a design history IS made up by the network of 
1ntermed1ate artefacts produced en route to a finished design, artefacts being specifications or 
des1gn documents which are denved from one another through deliberation nodes 
(represented as Issues, Altemabves, and Justifications). The particular artefacts depend on 
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the software method being supported. Based in IBIS, Issues drive Alternatives, which drive 
Justifications The key difference from other OR representations, namely the Integration with 
software engineenng methods, is achieved through deriv1ng artefacts from alternatives. The 
syntax of the notation IS summarised in figure (5h). 
0 Issue 
0 AltcmaiiVe 
0 Justificabon 
Rallonale 
Dcnvcs 
,; 
F1gure 5h: The Potts & Bruns argumentation model 
DRL (Decision Rationale Language) is a formalism developed by Lee [58) as an extension to 
Potts & Bruns s' model, and also combimng the merits of IBIS and QOC The main aim was to 
prov1de computational support for semiformal OR using the SIBYL tool [57). The extension 
consists of enriching the internal structure of justification by making explictt the goals 
presupposed by arguments, the relations among arguments, and the first-<:lass nature of 
these relations. In particular, they stipulate Potts & Bums distinction between decision 
rationale ad design rationale in the following way: a decision rationale is in Potts & Bums 
terminology a rationale, i e. the 1ssue, it positions and the justifications. A des1gn rat1onale, as 
Lee defines it is a superset of decision rationale; it represents not only the deliberation 
process for resolving an issue but also the relationshtp among the resulting intermediate 
artefacts of such deliberations. An example of DRL is shown 1n figure (51) 
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Is a sub-dec1s/on of 
~ 
queries 
dentes Jl 
supports ~ 
denies 
presuppos.;;'l claim I 
supporls 
I c1'a1ml " 
I cla1ml 
IS an answering procsdurs for 
/~ 
is a '"""" of is a subprocedure of 
~~ 
F1gure 5i· Generic vocabulary and structure of DRL 
An interesting attempt to mtegrate argumentation into a CASE (Computer-Aided Software 
Engineenng) environment in a seamless manner is the QAR (Question-Answer-aRgument) 
method as well as Jts lmplementabon, Debate Browser [67]. Although QAR is abstracted from 
various OR methods, Jt is closest to the Potts & Bruns method [72], in which the process 
element of systems development is made explicit A1med to simplify the explicit rhetorical 
structure of OR, the QAR method mcludes nodes, links and hyperdocuments (see figure (5J)} 
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Hyperdocument 
belongs to 
Question 
responds to 
Answer 
supports or objects to 
Argument 
Figure 5j: The OAR method. 
generalization/specialization 
replacemenVreplacer 
parenVchlld 
can be selected 
to a Decision 
A 'node' , may represent any of OAR elements and is an informa!Jon container, wh1ch can 
contain text or other media, information on the creator of the node, or timestamp of creation. 
There are several types of 'link's in QAR, depending on the type of nodes they associate. For 
example, relationships between questions are of three types: generalisation-specialisation, 
replacement, and parenthood-childhood. A node always belongs to a hyper-document, a 
collec!Jon of discussions, consisting of nodes and links between the nodes. There can be 
various design ra~onale hyper-documents, i e an organisation mechanism for debates going 
on different kinds of subjects. One of Debate Browser's mteresting features is support for 
hypermedia func!Jonality (see figure (5k}), known as Linking Ability which integrates 
argumentation to design diagrams and vice versa. Also the add1tion of annotabon nodes 1n 
diagrams is supported by hypermedia functionality. 
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' 
' 
Figure 5k. A Debate Browser screen shot 
5.2.3 OR in software design 
Although certa1n aspects of all of the above paradigms look attractive With software design, 
there are always trade-offs. The good point about IBIS 1s that 1t is more direct in captunng OR 
in a meeting. The PHI extensions are also valid w1th software design. QOC is also good in the 
sense that critena are very much used in software design as objectives and constraints and 
are semantically compallble with reqUirements and system properties. However, most of the 
reasoning in software design is not of a trade-off nature. DRL on the other hand has an 
extended element of planmng in it using goals, which is very useful with software design, 
although it is more complicated than the others and that poses a problem when des1gners are 
called 1n to leam to use it 
Oinas-Kukonen [67] cla1ms that OR Implementations so far have shown that hypermedia With 
1ts node-link data structure su1ts as a technology for implemenbng a DR tool In addition, 
Jarczyk et al. [48) suggest that the advantages and disadvantages of des1gn rationale 
systems are the same as w1th general purpose hypermedia systems. 
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5.3 The LOUIS system 
LOUIS (Logging rabOnale for User Interface deSigns) is a system developed by the author. lt 
is based on the QOC method [61] and meant to be used as a platform for experimentation on 
breakdown management 
5.3.1 Features 
As prologued in chapter 2, having interest in the knowledge-intensive aspects of breakdowns, 
leads my thinking to the concept of a central repository of design information based around 
argumentative fragments, that WJII: 
• serve mulbple stakeholders to the process and product 
• make multiple knowledge types available to the above agents in the right representation 
• provide a good account of the current state of the process 
Current features of LOUIS mclude: 
• Links to the representation of the problem 
• Annotation and sketching facilities 
• Two-level representation of OR: design space and design rationale 
5.3.2 Development platfonn 
LOUIS was developed on a SPARC 5 workstation, running Solaris 2 and using Tci!Tk 7.4 and 
the C programming language (gee). 
5.3.2.2 Tci/Tk 
Tcl [69] stands for •tool command language•, and is a library as well as a language. As a 
textual language it is intended primarily for issuing commands to Interactive programs such as 
text ed1tors, debuggers, illustrators, and shells. lt is also programmable, so Tcl users can write 
command procedures to prov1de more powerful commands than those in the bu1lt-in set 
As a l1brary package, Tcl can be embedded in applicabon programs The Tcl library consists 
of a parser for the Tcl language, routines to implement the Tcl bUilt-In commands, and 
procedures that allow each application to extend Tcl w1th additional commands spec1fic to that 
application. The application program generates Tcl commands and passes them to the Tcl 
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parser for execution. Commands may be generated by reading characters from an input 
source, or by assoc1atJng command strings w1th elements of the application's user Interface, 
such as menu entries, buttons, or keystrokes When the Tcl library receives commands it 
parses them into component fields and executes built-in commands directly. For commands 
implemented by the application, Tcl calls back to the application to execute the commands In 
many cases commands will invoke recursive invocabons of the Tcl interpreter by passing 1n 
additional strings to execute (procedures, looping commands, and additional cond1bonal 
commands all work in this way) 
Tk is an extens1on to Tcl which provides the programmer w1th an mterface to the X11 
Wlndowing system Tk extends the built-in Tcl command set With add1t1onal commands for 
creating user Interface Wldgets. Like Tcl, Tk is implemented as a C library package that can 
be 1ncluded in C applications, and it provides a collecbon of functJons that can be invoked from 
an applicatJon to Implement new widgets m C. 
Wish is a simple windowing shell which permits the user to wnte Tcl applicatJons in a 
prototyping environment 
The main argument for choosing Tci!Tk was portabi11ty. The LOUIS software runs on any 
hardware platform, providing a Tcl-based scnpt interpreter is installed This makes LOUIS 
highly accessible and also opens the field for a multi-user version in the future. Another 
advantage of Tci!Tk IS its flexibility and 'glumg' capability as it can readily be combined with 
any language, e g. C/C++, Prolog, Java, Per!, COR BA, even Oracle, and the list goes on The 
strength of this merger is that the graphical capabilities of Tk can be retamed and at the same 
time tied with proprietary languages providing functionality for specialised application domains. 
In the case of LOUIS, C programs were used to handle the file structures, as similar software 
was ava1lable from a previous proJecl Another obvious dec1d1ng factor was the fact that Tci!Tk 
is freely available as is its documentation, latest patches and related tools [90] 
5.3.3 Architecture 
The LOUIS system is made up of the following components: 
Control Panel is the component that controls the main task-based activities like creating 
mod1fymg and sav1ng of DR, and controls all the ma1n other components. 
Design space mapper is a canvas Tk widget on which issues can be put and moved around, 
thus providing a d1scuss1on a1d at high level of abstracbon (context). 
The Issue ed1tor allows for the modification of issues. lt can also be used to affiliate a ncher 
textual descnption to issues 
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Des1gn rationale viewer is an ed1tor for QOC-based DR. Questions, opt1ons and cntena are 
implemented as directly mampulatable text fields. The buttons that are associated w1th them 
can be used to fetch relevant information form the requirements list (problem ed1tor) or the 
des1gn product 1tself Assessment links have been Implemented as clickable lines whose 
1nvocat1on changes the1r thickness indicating the nght weight to the assessment 
The Database manager uses a s1mple flat file structure to record DR elements and retneval of 
fragments can also be based on content rather than only on btle That allows for cnteria-based 
searches 
Problem text ed1tor 1s a s1mple text ed1tor with added up facll1t1es for highlighting parts of the 
requirements statement 
Whlteboard annotator is a tool used by users to draw sketches and thus perform simulations 
or annotate. 
5.3.4 Usage scenaria 
F1gure 51· LOUIS use scenano 1 - creation of a new issue and 1ts associated rat1onale 
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Figure Sm: LOUIS use scenario 2 - exploring the des1gn space 1n two levels issue clustenng 
a,nd design rationale management 
F1gure Sn: LOUIS use scenano 3 - DR as a supplement of the design Four types of des1gn 
knowledge combined: problem statement, (Problem text editor), design product representation 
(OODesigner CASE tool), des1gn rationale (LOUIS - DR Viewer), and sJmulatJon/annota!Jon 
(WhiteBoard). 
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5.3.5 User trials 
Following the protocol analys1s study (chapter 4), part1c1pants tried out the LOUIS system 1n 
order to perform certa1n design tasks related to the N-lift problem. Here ,IS a list of the 
' problems that were then faced. 
Argumentation model breakdowns 
Some users found the argumentation model too 1mpos1ng. In fact, as expla1ned in chapter 4, 
design process did not match QOC or Design Space Analys1s structure [61] as Buckingham 
Shum [9] has also noted. I found the1r work practice incompatible With the 1ssue-based 
process suggested by the LOUIS tool lt seemed that unless the model of the process - the 
way to approach sub-problems - would already have the users' consent, designers were not 
prepared to follow it 
Cultural breakdowns 
In the same concept to the above breakdowns, this set of breakdowns were encountered as 
part of a tnal to encourage designers to record their argumentation as they we~ _designing. 
That proved a problem confirming previous research on the importance of social and cultural 
aspects of design commumbes. 
User interface breakdowns 
A number of problems with the user Interface of LOUIS were encountered and many 
comments were made. A number of the most Important user points is listed here 
• One of the users felt that the approach would only be successful If the argumentative 
structure would be ta1lored to the problem at hand. They suggested that they could not 
easily see how a generic model of argumentation can encompass the charactenstics of all 
set of design or engineenng problems. 
• Another user insisted on the consistency check she expects such a tool to provide She 
mentions that she expects the software to help her correct automatically any syntax 
errors, or notify on unchanged parts of des1gn (inc DR) components or 1n the case that a 
change IS made elsewhere that has produced an inconsistency 
• Abstraction of key po1nts On the problem ed1tor, although a highlighting facility is 
available, users suggested that ehc1tat10n of keywords should be enhanced by being able 
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to perform several analyses onto them and manipulate requirements extracts more 
flexibly. 
• Text fields should be made scrollable as many option descnptions were too large to fit in 
• Issue groupings should also be made more advanced supporbng a set of graph-based 
issue management operations hke copying, past1ng resizing of clusters etc. 
• Query facilities on issues in terms of any object that they are related in the design context 
5.3.6 Planning with LOUIS 
LOUIS was not used in the ma1n expenmental tnals. Problems of techmcal nature prevented 
its further development and apphcat1on. In particular, it was estimated that further 
development that would produce a fully functional expenmental platform would take m1nimum 
of four further months The work that was needed to do that included the following jobs: further 
development of the issue map - graphical manipulation of the issues was fairly slow; 
keystroke level system logging and analysis -for pure expenmental purposes; upgrade of the 
database by linking it to a relabonal or object-oriented DBMS in order to make OR storing 
more efficient and maintainable. 
Given the considerable amount of bme that the protocol analysis had already taken, it was felt 
that the Ph.D. project was already behind schedule and that concrete experimental results 
were needed 1n a bghter timescale The alternatives were: (a) to abandon LOUIS and perform 
the main expenment on paper and penc1l and (b) to pursUit the integration of ready-made and 
freely available software components With the existing LOUIS components. Exploring the 
second option, three such components were spotted on the Internet (i) a Tcl-based graphical 
editor of geometrical objects that could be used as the basis for the new issue map, (ii) a 
propnetary recorder and player of user actions and (1ii) a relational DBMS With an object-
oriented implementation. In short, problems with the system software on the machine 
prevented me from comp1hng and linking the library components successfully. The system 
was not set up or configured properly, and the deparbment's technicians and programmers 
were unable (or unWilling) to help. As this process of exploration took a month, 1t was then 
dec1ded that I had already taken out of the LOUIS tool what I could and that the expenment 
would be based on paper. Further development of LOUIS can provide a very interestmg 
expenmental platform. The prospect of future work on the LOUIS system, is explored in 
section (8.3). 
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5.4 Design rationale as a facilitator of expertise transfer -
The trad1!Jonal v1ew of design rationale is that 1t serves des1gn 1f 1t helps designers to: (a) to 
improve their own work, (b) to co-operate with other people involved in the design, (c) to 
understand existmg artefacts, i e. communicate With past designers. I extend this v1ew a bit 
further by comb1mng these Views in order to produce a good understanding of a past design in 
order to improve yours. 
5.4.1 What does expertise constitute of? 
There is unanunous agreement in the literature on that there exist substantial differences in 
behaviour between expert and novice designers both in the construction and comprehension 
of design matenal In a study of programmmg actiVIty, Adelson and Soloway [1] report an array 
of such differences, including 
• Simulation and note making are only found when the designer has sufficient domain 
knowledge 
• When the designer does not have sufficient expenence With the object being designed 
he/she Will develop the constraints of the design in order to get sufficient spec1ficity for the 
simulation process 
• When, as a result of experience, the des1gner has an appropriate plan he will use the plan 
rather than formulating constraints, simulating, and making notes. 
Although the tasks of coding and designing invoke different Psychological processes [91] I 
can 1n th1s case c1te Gu1ndon's [35] results on experts work1ng on a design problem - the N-lift 
problem as the subjects that did worse exhibited behaviour that can be associated to that of 
the nov1ces in Soloway's study Data confirming the same cla1m on differences in performance 
in comprehension tasks are also plenty, e g see Soloway and Ehrhch [84]. Considering the 
diVersity of behaviour observed 1n Guindon's study one IS tempted to think that even experts 
differ in performance among themselves and that the traditional distinction between novices 
and experts - with ail its Inherent amb1gu1ties - is perhaps too simplistic as there are several 
sectors on which two or more individuals may differ with analog1cal effect on performance. 
Further to this direction is Sonnentag's study [86] which examines factors that affect expert 
behaviour. She demonstrates that expert performance - planning and use of strategies, 1n 
particular - can be predicted by work characteristics. Good [34]1s led to similar conclusions 1n 
her study of visual programming behaviour. 
A process always leaves some of its marks on the product, e1ther in the form of exceptionally 
good performance features, or 1n the form of user errors, the metaphor/concept, or whatever. 
In fact, 1t may be worth seeing any process which solves the problem at hand in a different 
way as studying that process may contain Information cues that tngger some sort of idea, e g. 
an aspect of the problem that has not been thought before. 
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In fact, problems of th1s type - expertise transfer - are very often faced 1n Industry The 
relevant experience from the SED RES project is that all too often des1gners must be trained in 
new ways of doing things. This IS an issue far from what formal educa!ion usually provides to 
a new design graduate. Apart from that, a course does not capture that element - "expertise 
acquired on the job", as Curbs [18] puts rt. People often say "Read an expert's C program 1f 
you want to learn c·. lt could be sa1d that the equivalent of that 1n the h1gh-level design world 
Is the current research objecbve. 
In a quest for an accurate representation of the des1gn process, one cannot go too far. 
Let us take the Des1gn Methods for example Stud1es of Structured Design, e g. V1talari [94] 
show that the documentation associated With these methods Is far from captunng the actual 
process, In fact, they go as far as not recommending them. ObJect-oriented ways claim to be 
natural and indeed have outperformed their structural contestants in doing so - see e g. [71) 
But do they actually provide a good process record? Not too much, as shown below. The 
closest there is to a process is 1n fact DR, and that IS why 1t is chosen as a starting point in the 
pursUit 
5.4.2 Representing expertise fragments using OR 
As outlined 1n chapter 5, a central theme In this research is the use of des1gn rat1onale to 
manage the breakdowns that take place as part of software design acbvities. As shown 1n 
chapter 4, BDs directly affect the deciSIOn making process and subsequently the course of 
action, and v1ce versa. A common piece of ground 1n all types of breakdowns seems to be the 
knowledge of strateg1es that correspond to the particular problem class (see figure (2k)). In 
parlicular, the lack of readily available such knowledge at the cause of the BD and 1ts 
subsequent discovery at the recovery stage. 
OR has been used 1n several stud1es to provide readily available des1gn knowledge. Fischer 
[25] uses 'seeded' modules of argumentation out of previous designs to facilitate breakdowns 
and subsequent knowledge discovery, and thereby gUide designers. Karsenty [52) found DR 
to be a useful source of knowledge when designers try to re-use des1gn documents in a real 
project Guindon [40] gives a thorough description of knowledge types related w1th software 
design In the next two chapters I w1ll be re us1ng a set of argumentative structures wh1ch carry 
different types of knowledge and are put in different processional contexts. In particular, the 
following knowledge types are of Interest 
• domain 
• methodological 
• general design 
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5.5 Chapter summary 
In this chapter, I have brought together different pieces of work on design rationale, and 
assess their SUitability for disseminating expert des1gn knowledge. Initially, existing design 
rationale theories are rev1ewed, as well as the software tools that accompany them Not many 
substantial differences ex1st among formalisms if one sees them in isolation. However, putting 
design rationale approaches into practice and onto certain des1gn tasks would reveal several 
problems, e1ther formalism-specific or formalism - Independent, as certain studies have 
already shown (e.g (12]) In fact, not much strategic information (e g. methodological) comes 
With current formahsms, wh1ch still makes the transition to an issue-based design process not 
a straightforward step. To that end, following Fischer's match of (construction Vs evaluation) 
to (action Vs reflection) [27] I separate these two processes and concentrate on the latter and 
look at how a des1gner can ga1n expertise by reading someone else's argumentation. In the 
next two chapter, I put certa1n properties of design rationale to the test and evaluate the1r 
appropnateness to design re-use. 
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6.1 Introduction 
The study presented in this chapter investigates the potential of DR to transfer: 
(a) expertise, and / 
(b) process-related information on how that expertise has been applied before 
to novice analysts/designers [45]. By making av.lilable the train of arguments and 
thoughts of a prev1ous (possibly more experienced) designer, as well as any associated 
heunstics that were used, novice analysts should be able to contnbute to the solubon. 
There might also be a possibility for effects of transfer of Implicit knowledge or skills. 
In particular, a task scenano of DR re-use is put together, and what is of concern is: 
(a) which type of representation Is most suitable to a typical design problem, and 
(b) what the role of the structure of the argumentation material is in such a context Can 
we gather any informabon out of it about the structure of reasoning that has taken place? 
6.2 Hypotheses 
6.2.1 OR representation 
DR comes in different forms. As shown in chapter 5, most approaches to argumentabve 
DR come in graphical form, as inhentants of the IBIS parad1gm. Lee [57] and Buckingham 
Shum [1 0] have put forward tabular forms, whereas another few of them, including 
F1scher [26] use a narra!Jve one. In most current systems, which are predominantly based 
on hypertext or hypermed1a, d1fferent representations are combined. Although the maJority 
of these systems provide a high-level graphical ma~ With a zooming facility, and a link to 
textual or tabular description of user-selected rationale fragments, we know little on how 
designers of varying expertise assimilate different DR notations in d1ffenng des1gn 
contexts or tasks. 
As a start, it would be interesting to see the effect of these different notational types to the 
thinking of a novice analyst trying to make sense of a set of DR fragments In addition, I 
am interested In how lingUistic properties of formalisms are acquired and how 
performance fluctuates over them. 
The aoc formalism [61]- see also paragraph 52 2.1 -is used as a platform on which to 
test different representational aspects of DR. The choice of QOC is based on the QOC's 
appropriateness to user interface des1gn tasks as illustrated in [61] and [59] The following 
figure shows an example of a OR fragment from the design of the scroll bar of the Xerox 
Common L1sp (XCL) environment, adopted from [61], wh1ch illustrates all three types of 
representation. 
160 
<>N- ,X c, ...... compactness 
Q: How wide? 
' 
0: Wide C: Ease of hitting 
I I with a mouse 
Graph/ea/form 
Tabular form 
-
Q: How wide? 
~ Narrow Wide a 
Screen 
compactness + 
-
Ease ofhitting 
with a mouse - + 
~ 
Narrative form 
The Question is: "how wide?" and the Options are narrow and wide. The 
Criteria are screen compactness and ease of hitting with a mouse. A narrow 
scroll bar is rejected because ease of hitting with a mouse is more important 
than screen compactness. 
F1gure 6a Different QOC representabons 
My mtwt1on IS that a narrat1ve DR form would be more useful m ehc1t1ng semant1cs out of 
a DR fragment, whereas a graphical one would probably be more swtable when a 
combmat1on of multiple (related) fragments 1s requ1red. No pred1cbon 1s made on the 
overall performance 
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6.2.2 DR structure 
On a relevant note, Maclean et al. [61) suggest the roles of the different OR elements 
-
They mention that cthe role of Questions is generative and structural, not evaluative. We 
must next cons1der how to evaluate the Options and to rationalise the decisions», «The 
QOC representation emphasises the systematic development of a space of design 
Options, structured by Questions.» and also that «The QOC representation brings the 
objectives for the design, in the fonn of Cnteria, into explicit focus.». 
This leaves us with a fairly large space of options on how a OR document based on QOC 
would be read in order to provide a thorough understanding of the matenal to the level 
that one can make judgements and suggest alternative proposals towards the design 
solution. Also to be mentioned that QOC as an abstract formalism, can be used to 
capture a set of different styles of systems descnption or thinking. As an example, I use 
three different narrative styles wh1ch can even correspond to 1ssues faced In different 
design stages: «What is the advantage of [option X1] over [option X2]?«, «what is the 
most desirable system attribute of [a list of given ones]?», «IS objectiVe Z met tf I decide to 
[optton Y]?». Note that the first narrative is options-based whereas the second and third 
ones are criteria-based and we are sbll left With a non-trivial set of structuring options. 
Obviously, a narrative argument favours linear thinking and that is certa1nly not always the 
case 1n systems design, as documentation exists in several types of representation. 
Nevertheless, it 1s interesting to see how the structure of the matenal together with the 
order in which 1t is presented can make a difference in comprehension and subsequent 
problem-solving performance. GIVen that prose structure indicates how decisions and 
assessments of alternatives were originally expressed, differences in performance would -
Indicate the preferable structural condition under which a novice designer/analyst reasons 
about an existing design in order to Improve 1t 
Two different types of the narrative QOC fonn are used in order to investigate that issue. 
One is leading the reader from options to cnteria and the other one is progressing from 
cntena towards options. lt is hypothesised that in a reviewing/evaluating mode, the latter 
IS more swtable and would thus 10crease subjects performance. 
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6.3 Method 
6.3.1 Materials 
Subjects were asked to read design rationale fragments and cany out tasks related to the 
re-use of those fragments. The re-use task is introduced in figure (6b). 
Syntax 
correct 
reading 
· DR re-use task 
Comprehension 
Semantics 
Interpreting, 
inferring 
Context 
• internal 
• external 
Problem-solving 
• contribution to 
"discussion" 
(mOdification ofDR 
elements) 
Figure 6b· Overview of an experimental design rabonale re-use task 
lt has to be noted that this is a comprom1sed v1ew of a re-use task, considenng the 
common use of the term. Sub-tasks that relate to the selecbon of the nght matenal like 
searching, skimmmg, scanning, and trying out have been done by the experimenter, as to 
make its re-use appropriate to the experimental tasks 
In particular, a re-use task is seen here as comprehension followed by problem solv1ng. 
Comprehension is broken in three parts: 
Comprehension of the svntax That involves the correct read1ng of the material, i e 
makmg sure there are no questions on what the elements are and how they associate in 
terms of the syntacbc rules of the DR language that is being used (QOC, 1n this case). An 
example of a genenc quesbon whose answer would 1nvolve 'syntacbc comprehension' IS" 
«What is the preferable opt1on for resolving issue X?» 
Comprehension of the semantics. That mcludes interpretation of the current 
argumentation as well as infernng elements not present but implied in the orig1nal author's 
deliberation. An example of 'understandmg the semantics' IS expressed as a response to 
the question. «Have we considered argument Y m our syllogism?» 
--------------- -· 
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Comprehension of the context That includes on the one hand comprehension of the 
'internal' context, 1 e. how several argumentation fragments connect together, e g. cHow 
would such a decision affect issue Z?», and on the other hand comprehension of the 
'external' context of the design, i e. «What changes would such a decision bring on 
d1agram 0 or specification S?». 
Problem solving, in tum, constitutes of. 
Contnbution to the cdiscussiom• which can take the form of modification of OR elements 
and contnbution to the des1gn product. Only comprehension was considered in thiS 
expenment - the problem solvmg part is the subject of experiment #2 (discussed 1n 
chapter 7). Comprehension of the «external» context is also dealt with 1n expenment #2. 
The stimulus material was drawn out of the Fast Automatic Teller Machine (FATM) 
problem, mcluded originally in [61]. The FATM problem as well as the task matenal can 
be found in full length in appendix C. A set of eight issues were given, of which five were 
related - two were sibhngs implied by a th1rd one, and another one was a child of a fifth 
one (see appendix C). The e1ght OR fragments were laid out on two sides of A4 paper, 
and subjects had to browse through them in order to answer the task questions. The 
reason that fragments were presented to subjects independently Without inter-issue 
associations been drawn was that part of the task was to identify related 1ssues, as 
explained below. In previous comprehension experiments, e g. [68], «fam11ianty breeds 
contempt» effects have been reported. In order to avoid such effects, the content of the 
stimulus material was chosen as to be familiar to all ·subjects, thereby mm1mising the 
chance of content-based individual differences Therefore, in terms of Adelson & 
Soloway's classification of expertise [1], we have nov1ces working on an unfamiliar object 
w1th1n a familiar domain. 
The task matenal comprised a set of questions refemng to different parts and aspects of 
the OR material and arranged 1n 3 tasks. Each task Included 7 questions, thus giVing a 
total of 21 questions per trial sess1on. As explained above, re-use in this setting is seen as 
comprehension of the syntax, semantics, and context of OR fragments. Thus each task 
included three types of questions. Syntactic questions (3 of them) would give a (or part of 
a) OR element and request another. Therefore; in those questions, subjects had to 
browse the given matenal, spot the right fragment, read it correctly, and put the answer 
(description - name of the element) down. Semanttc questions (2 of them) would e1ther 
g1ve or Imply an (or part of an) element and request e1ther another element or an 
inference on the part of the subject. Similarly, 1n those questions, subjects had to spot the 
_nght fragment, interpret Jt correctly (more on what would count for a 'correct' answer giVen 
Jn paragraph 6 3 5 later). Contextual questions (2) would give an element and request 
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another element from an associated issue Subjects here had to spot both associated 
issues, understand them, and resolve the task by taking the1r link into cons1derat1on. 
6.3.2 Subjects 
Subjects were first-year undergraduate students at Loughborough University domg e1ther 
Information & Computing, or Computing & Management Both 'compubng' parts of these 
courses offer the same curriculum in that first semester, which includes a course on Systems 
Analysis and Design and a course on Programming. Twenty subjects volunteered to take part. 
two of wh1ch were part of a pilot study that preceded the main set of trials. A fair prize in cash 
was drawn at the end of the experiment, to be won by one of the subjects The experiment 
was also presented to them as an educabonally beneficial experience. The following table 
outlines the demographics of the sample. 
GENDER AGE 
Male Female 16-20 21-25 26-30 31-35 35+ 
15 3 14 3 0 1 0 
COURSE YEAR A-LEVELS 
I&C C&M 1 2 3 4 Yes No 
9 9 16 1 0 1 8 10 
Table 6a. Demograph1cs of the expenmental sample 
6.3.3 Design 
There were 2 independent variables: representation includ1ng three conditions 
(Narrat1ve, Tabular, Graphical) and structure broken down 1n two levels (Opbons-based, 
Criteria-based) which was implemented under the Narrative condition. Both variables 
were expanded over three types of task questions. syntax, semanbcs and context There 
were two dependent variables· proportion of correct answers and response time. 
There were also four quahtabve measurements, namely Intuitiveness/ease to 
comprehend, suitability, effectiveness, and overall preference. 
The representation vanable was implemented Within-subjects, With subjects be1ng 
exposed to all conditions in a single tnal session - in parbcular, an incomplete Within-
subjects des1gn was employed with all possible orders considered [81] - whereas the 
structure vanable was implemented as between-subjects. 
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6.3.4 Procedure 
Traimng sess1on ' ' 
In the training session, partic,ants were giVen a tutorial on all forms of DR using QOC. 
That mcluded an introduction to QOC-based DR, followed by a presentation of a few 
examples drawn out of the design of the XCL scrollbar, followed by a short exerc1se which 
introduced subjects to the domain of the main task, i e. the FATM problem. The tutorial is 
included in appendiX C. 
Random1sation procedure 
A single two-fold randomisation procedure was used to perform on the one hand 
counterbalancing (in this case random assignment of subjects to order of conditions) for 
the representation variable and on the other hand, random assignment of cond1bons to 
subjects for the structure variable. For counterbalancing purposes, the sample was 
diVided into six groups of three, each group corresponding to one possible order of 
conditions for the representation vanable Regardless of their senal number, subjects 
would randomly p1ck one of eighteen numbers out of a hal That number would determine 
their group, and thereby the order in which cond1bons would be presented to them. In 
terms of the structure vanable, the sample was divided in two groups, odds and evens, 
each corresponding to each condition, and thereby the picked number would also ass1gn 
the right structure condition. The actual ass1gnment of subjects to conditions and orders is 
shown m appendix C. 
Rehearsal 
In that session, subjects were taken through a set of similar (to the ma1n one) tasks and 
explained what it is requested of them. They were then asked to briefly try out for 
themselves, and the experimenter commented on their answers and made sure the 
procedure was clear to them. lt was also explained to them that interpretation of the 
anginal author's argumentabon is what was requested and that only was what qualified as 
a correct answer - their personal views were optional and welcome as long as they 
complemented correct answers. 
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Practical session 
In that session, participants were handed the tasks one at a time - the session was 
, J 
v1deotaped and the camera advanced timer was used to obtain response bme 
measurements. 
I 
Debnefing session and questionnaire 
On completion of the tasks, subjects had an informal discussion with the experimenter 
commenting on their experience and at the end they filled in a preference questionnaire. That 
is also included in appendix C. 
6.3.5 Scoring conventions 
Correct answers were considered only ones that reflect the Intent of the original author of the 
DR. In quite a few cases, subjects would express the1r own v1ew on the des1gn, in terms of 
argumentative elements. In those cases, subjects' responses were considered correct only as 
long as they were accompanied by the correct answer. 
Response time mcludes the bme subjects spent lookmg at the questions as well as the bme 
they spent look1ng at the stimulus matenal up to the po1nt they started putbng down the 
answer. Times are in seconds, truncated of any subdivisions. T1me subjects spent rE!VIewlng a 
document that did not end to acbve hand movement, was ignored. Rev1ewlng time that 
resulted to wnting or modification of an answer was added to the initial response time 
regardless of when 1t happened. In cases where a review happened just after they had wntten 
something and then added something up that d1d not essentially change the1r response, then 
that time was Ignored. 
167 
6.4 Results 
6.4.1 Training session 
There were two pnme observations in this session: 
Some people found it hard to come up with a set of two cnteria for JUsbfymg having 
e1ther a smgle or multiple slots on an ATM {cash mach1ne) lt was clearer to them when 
prompted to see cnteria as desirable system atbnbutes, or design-objectives. Less 
subjects found it hard to make up a set of input opbons for cash amount selecbon. These 
observations point us to semantics of QOC elements that are intricate as a first-t1me 
subject and should be elaborated extensively in DR teaching 
Comments from some of the subjects on the graphical aoc form suggest that they make 
assumpbons on how a fragment should be read. In particular, 
• assessments and option links were interpreted as action sequences, although no arrowed 
lines are Included in QOC. That could be attnbuted to those subjects' fam11ianty With 
carrowed» diagrams where sequence Is important, like state transibon diagrams; thus 
expecbng DR to be read in the same way. A DR reflects free d1scuss1on and does not 
assume any order. In any case, this po1nt raises an important issue 1n DR research, i e 
temporality, which will be discussed later on in this chapter. 
• the pos1tion of elements was expected to d1rectly reflect verbal reasoning. In a relevant 
ve1n to the previous point, some subjects assumed that the topology of DR elements was 
semantically sigmficant, thus expecbng «heavier» cnteria to sit always on top, thereby 
giv1ng a symmetry to the assessment links. This is an interesting remark as it imposes or 
rather pre-supposes some formal rules to the language, in contrast to Its persistent 
sem1formality advocated by DR researchers as being more appropriate. 
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6.4.2 Practical session 
The SPSS package was used at all stages of stabsbcal analyses together w1th Kin near's book 
[53] The following table contains a hst of the abbreviations that ate used throughout this 
chapter to refer to the experimental conditions. 
Abbreviations Condition 
NAR,N Narrabve (representation) 
TAB, T Tabular (representation) 
GRA,G Graphical (representation) 
SYN Syntax (task type) 
SEM Semantics (task type) 
CON Context (task type) 
0-C Options-to-Criteria (structure) 
C-0 Criteria-to-Options (structure) 
Table 6b: List of abbreviations 
6.4.2.1 Representation 
Correct answers 
Description of data 
Table Se includes a summary of the major descriptive stat1st1cs for the overall percentage of 
correct answers, and table 6d includes the same stabsbcs expanded over the three types of 
tasks. 
19.433 
26.075 
16.667 
16.667 
100.000 
100.000 
Table 6c. Main descripbve measures of correct answers on representation 
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1 
25 565 100 000 
34.890 .000 100 000 
41.322 .000 100.000 
34.300 .000 100 000 
39.191 .000 100 000 
38.348 .000 100 000 
34.300 .000 100.000 
32.338 .000 100.000 
Table 6d. Main descriptive measures of correct answers on representation over task types 
In every case graphs outperform the other representations, with narratives coming constantly 
third and tables fluctuating in between with an exception of the context condition where both 
narrative and tabular representations do equally badly. 
Exploration of data 
In order to produce the right inferential tests it has to be checked that the data conform to a 
set of conditions. In particular, to perform parametric statistical tests the d1stnbution of scores 
must conform to the normal d1stnbubon. In the f~gure below, the distributions for the overall 
narrative, tabular and graphical conditions are examined in order to compare their means. The 
Kolmogorov-Sm1mov normality test (table 6e) poses no problems for narrative and graphical, 
whereas tabular marginally fails the tesl Observing the d1stribut1on, though, there appear no 
extreme values and tendency and dispersion measures seem very close to the other two 
distributions. Considering in add1bon that there are more than two samples, gives me reason 
to be more relaxed about the strictness of that requirement [53) and go ahead wrth parametric 
statistical testing. 
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Correct answers (%) over representation 
1~r-------------------------------------~ 
100 
80 
.. 
0 
* 
OL-------~--------------------------~ Namdlve Tabular Graphical 
Figure 6c: Boxplots of the distnbutions of correct answers over the 3 types of represneta!Jon 
• • 
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Sta!Js!lc 
NAR .237 
AB .197 
RA 289 
18 
18 
18 
Shapiro-Wilk · 
... : 
I • • • I ; 
Ill : 
. :·~-
.. 
'· 
I : 
: I ; • 
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Table 6e. Tes!Jng the normality of the distribution of the percentage of correct answers over 
DR representation conditions. 
The rest of the tnples of conditions that correspond to the expenmental hypotheses, i.e. 
narra!Jve Vs tabular Vs graphical representations over task types (syntax, semantics and 
context) also produce significant results in the normality tests (see table 6f). Therefore, 
parametric tests are going to be performed on those cond1bons, as well. 
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Tests of Normality 
• .. , Kolmogorov-Smirnov · . Shapiro-Wilk . · 
Statis!lc df Srg. Statis!lc df Sig. 
NAR.SYN .276 18 .001 .788 18 .010 
AB.SYN .363 18 .000 639 18 .010 
RA.SYN 434 18 .000 608 18 .010 
NAR.SEM .309 18 .000 .761 18 .010 
TABSEM .279 18 .001 .780 18 .010 
GRA.SEM .372 18 .000 699 18 .010 
NAR.CON .222 18 .019 .819 18 .010 
~AB.CON .278 18 .001 .808 18 010 
k;RA.CON .301 18 .000 .785 18 .010 
Table 6f. Tes!lng the normalrty of the distnbution of the percentage of correct answers over 
DR representatron condrtions for different types of tasks. 
Conflnnatory analysis 
In order to be able to perform the repeated measures univariate analysis of variance 
(ANOVA), the distnbution has to meet certain addrbonal requirements. The most important of 
-- these is that the correlations among the scores at the various levels of the wrthrn subjects 
factor are homogeneous. Thrs requirement is known as the assumptron of homogeneity of 
covariance (or spherictty) [53]. If this assumption is violated, the true type I error rate (i e. the 
probabrlrty of rejecting Ho when it is true) may be greatly inflated. Srnce Mauchly's sphericrty 
test on the overall narrative, tabular and graphical condrtions is not signrficant (yl/= 961, at p< 
. 730) I can accept the result of the ANOVA table 6e whrch leads me to belreve that there are 
no srgnificant overall effects of DR representabon to correct answers. 
Tests ofWrthin Sub'ects Effects 
Sourca ·,·:·' ··;. .. : , ·' · .. '' . , Type Ill Sum ofdf · _ Mean Square· F Sig. · 
· · · · ·· · · ·Squares · · · · . · ' ··· . · 
NOTATION Sphencrty Assumed 1368 313 
Greenhouse-Geisser 1368.313 
Huynh-Feldt 1368.313 
Lower-bound 1368.313 
2 
1 926 
2.000 
1.000 
684156 
710 547 
684.156 
1368 313 
1.598 .217 
1.598 .218 
1.598 217 
1.598 223 
Table 6g· Results of ANOVA test for overall effects of notation to correct answers 
The same is true for all the other partral hypotheses, too No significant effect of DR 
representatron on syntax, semantrcs or context tasks was identified The correspondrng 
drstnbutrons eo-varied homogeneously, as [W(9,2)= 813, at p<.191] for syntax, [W(9,2)=.998, 
at p<.985] for semantics and [W(9,2)=.968, at p<.774) for context. However, no statis!lcal 
significance was detected in the subsequent ANOVA tests, as [F(9,2)=1 457, at p< 247] for 
syntax, [F(9,2)=- 258, at p<. 77 4] for semantrcs and [F(9,2)=.602, at p< 554] for context. 
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Response time 
Description of data 
Table (6h) 1ncludes a summa!)' of the major descnptive statistics for the most sens1bve 
independent variable, response time, over complete tasks (overall performance). 
Table 6h. Main descriptive measures of response time on overall representation 
An overall superionty of tables and graphs over narratives can be observed. Let us then go on 
to see whether that supenonty holds or how it fluctuates over the partial conditions, l.e over 
certain types of tasks. Table (6i) mcludes a summa!)' of the major descripbve statistics for 
response bme, over task type. 
, · ·" ·· · 'NAR.SEM" • TAB.SEM · GRA.SEM ·, 
Mean 47.4118 
Std. deviation 12.4384 
Minimum 28.50 
MaXImUm 72 50 
356985 
11.6157 
1800 
6250 
46.2396 
11.5765 
2850 
68 50 
: • .,. · NAR.CON TAB.CON . :GRA.CO~ · 
Mean 44 7411 
td deviabon 12.1296 
Minimum 27.50 
Maximum 66 00 
42.5938 
15 6808 
1250 
7050 
35.4393 
16.1869 
15 00 
7450 
Table 6i Mam descripbve measures of response time on representation over task type 
In evel)' case tables outperform the other representations, With narratives coming constantly 
third and graphs fluctuating in between With an exception of the context condition where 
graphs do much better wh1le both narrative and tabular representations do equally worse. 
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Exploration of data 
In terms of the overall results, i e. representation over tasks, we come across a similar 
situat1on with that in 'correct answers', i e. the d1stnbut1on of tabular scores 1s not apt to 
normality, as shown in the following table. 
I 
Table 6j: Tesbng the normality of the distribution of response time over DR representation 
We thus observe its correla!Jon to the expected normal distribution on the follOWing scatterplol 
On the same rat1onale as above, and considering the high number of groups, 1! IS dec1ded to 
perform parametric stabstical testing. 
... 
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! 
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~or--------------------------------------, 
1 5 
1 0 
5 
00 
-5 
• 
• 
-10 • 
a 
-1 5 
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F1gure 6d: Scaterrplot of the correlation between two d1stnbubons of response bme: observed 
Vs normalised. 
As far as the three tnplets of variables that correspond to the secondary hypotheses are 
concerned, I.e. effect of representation on response time over task type (syntax, semantics 
and context), similar results are obtained on normality tests and thus I! is dec1ded to go ahead 
With parametric statisbcal testing. 
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Confirmatory analysis 
A. Overall performance 
' 
' 
A unlvariate Within subjects ANOVA y1elds the following results: 
T ts fWith' -S b ts Efti I 
Source- - _ · .. · · Type Ill Sum ofdf Mean Square F Sig. ' 
'' I > < ; ' _, ' • ' 
'· .~ r • • - Squares·· :_·•i : ~ ' , 
NOTATION Sphene~ty Assumed 1373.297 
Greenhouse-Geisser 1373.297 
Huynh-Feldt 1373.297 
Lower-bound 1373 297 
2 
1.682 
1.846 
1 000 
686649 
816.397 
743.883 
1373.297 
8.496 
8496 
8496 
8496 
Tables 6k: Sphericity and subseque_n! AN OVA tests for response time (overall). 
.001 
002 
001 
.010 
I thus discover sigmficant performance differences among groups exposed in different 
representations. I then perform post hoc pair-samples t-tests in order to spot specifically which 
pa1rs of scores differ significantly. The results of those tests are summanzed in the followmg 
table 
P edS I T t • 
. :.·.·, - ... -Paired .. ~ ..... ," ,· · t• ... df Sig. · 
'' ·''' ··- · ' -,Differences ·.c -' • : · · ·' ·--, - ·-· ·--- ·- --' (2-tailed)-
Mean Std Deviation Std. Error 
Pair 1 NAR- TAB 11.6459 
Pa1r 2 NAR- GRA 9.3896 
Pair 3 TAB - GRA -2.2563 
10.4897 
12.0889 
15.1240 
Mean 
2.4724 
28494 
3.5648 
Table 61: Paired samples t-tests for response time (overall). 
4.710 
3.295 
-633 
17 .000 
17 .004 
17 .535 
Note that 1n the Bonferroni method, the «per-family» error rate IS divided by the number of 
planned pairwise compansons, c (in thiS case, c=3) in order to protect against inflation of the 
«per-family» type I error rate. This means that m this case the test statistic has to show 
s1gmficance beyond the 0 05/3 = 0.02 level for a companson to be deemed s1gmficant 
Observing table (61) 1! can safely be claimed that (a) the tabular and graphical 
representations sigmficantly enhanced DR understanding over the narrative one, (b) although 
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the tabular form was the quickest to comprehend, 1ts difference over the graphical form was 
not sigmficanl 
B. Performance on syntax tasks 
Table (6m) shows the results of a sphencily test and ANOVA for the distribution of response 
time(s) over syntax tasks in terms of representation. 
T ts fWth' -S b t En t 
Source , · · ..... Type Ill Sum ofdf Mean Square F Si g. · 
' · ; , \ ' _ · - Squares' · ·. ·, ' . , 
NOTATION Sphenc1ty Assumed 4612.780 
Greenhouse-GeJsser 4612.780 
Huynh-Feldt 4612.780 
Lower-bound 4612 780 
a Computed using alpha = .05 
2 
1 810 
2000 
J.OOO 
2306.390 
2548.923 
2306.390 
4612.780 
5.502 
5.502 
5.502 
5.502 
.009 
.011 
.009 
.031 
Tables 6m· Sphericity and subsequent ANOVA tes~ for response time over syntax tasks. 
Again there are significant differences in performance among representational groups. 
continue with post hoc pa1r-samples t-tests in order to spot s1gmficant differences between 
pairs of scores. The results of those tests are summarized in the following table 
PI dS I T t • 
,";" · , Paired '.-, !. '/' ,'· · .. ".' ···: · o ; · .. ' • • • t · df Sig. · 
' :: Differences; f· ·\ . · · · · ·: ;' ·. :· · · · · (2-tailed) 
Mean Std. Std. Enror95% 
DevJatlon Mean Confidence 
Interval of the 
Difference 
Lower Upper 
N.SYN -21.0772 27.4270 6.4646 7.4381 34.7163 3.260 17 .005 
.SYN 
N.SYN -17.6949 33 2375 7.8342 1.1662 34 2235 2.259 17 037 
G.SYN 
.SYN -3.3824 25.6535 6.0466 -161396 9.3748 -.559 17 .583 
SYN 
Table 6n: Paired samples t-tests for response lime over syntax tasks. 
Paired samples tests (table (6n)) show a significant superionty of the tabular and graphical 
formats over the narrative one 
176 
' 
' 
C. Performance on semantics tasks 
' 
' 
Table {6o) shows the results of a sphencl!y test and /<NOVA for the distribubon of response 
time{s) over semantics tasks in terms of OR representation 
. . -
. Mauchly"s WApprox.,· .. df Sig.· Epsilon-, 
i;:·. Chi-Square~·': · '<;· ·--~ 
. - Greenhouse- Huynh-Feldt Lovver--DolmCI 
Ge1sser 
• • 994 2 956 1 
T ts f W"th" -5 b'ects Effects 
Source .. , Type Ill Sumdf · . Mean . F ' Sig; · Observed 
· .· ·. · · ·· ·of Squa'res , . ··. Square - · · · ··. · • Power:'·· 
NOTATION Sphenc1ty 1498.126 2 749063 4505 .018 .731 
Assumed 
Greenhouse- 1498.126 1.989 753.261 4.505 .019 .729 
Geisser 
Huynh-Feldt 1498126 2.000 749.063 4.505 .018 .731 
Lower-bound 1498126 1 000 1498.126 4505 049 517 
a Computed us1ng alpha = .05 
Tables 6o: Sphencity and subsequent ANOVA tests for response t1me over semantics tasks 
Table {6o) suggests a s1gmficant effect of OR representation on subjects' response time over 
semantics tasks. Follow-up paired samples t-tests {table {6p)) reveal statisbcally sigmficant 
superionty of tables over graphs and narratives. 
P 'redS I T t • 
·, ·.:· ; ·Paired c.-, .. · {' .·; ;"· .·' · · '··' t K; · 'dr . Sig., · 
- - ..,-, - • ,. ' ,_ • • < \I ' ., ' . .. --- ,. . • 
· ··. ' ·. . • Differences · · :· . . .' . •. · · , :' ' · : · (2-tailed) 
Mean Std. DeVIabon Std. Error 
Mean 
NAR.SEM- 11.7132 18.8970 4.4541 2.630 17 .018 
ABSEM 
NARSEM -1.1722 17.7996 4.1954 .279 17 .783 
RA.SEM 
AB.SEM -10 5411 17 9896 42402 -2.486 17 .024 
GRA.SEM 
Table 6p· Pa1red samples t-tests for response t1me over semantics tasks 
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D. Performance on context tasks 
Table (6q) shows the results of a sphericity test and ANOVA for the distnbutJon of response 
time(s) over context tasks In terms of OR representation. 
Assumed 
Greenhouse- 853.913 1996 427.707 2267 .119 .429 
Geisser 
Huynh-Feldt 853.913 2.000 426.957 2.267 .119 .429 
1.000 267 151 295 
a 
Tables 6q· Sphencity and subsequent AN OVA tests for response time over context tasks 
As shown above, in thts case although the context-based dtstnbutJons of representation vary 
homogeneously, ANOVA tests do not yield significant results. 
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6.4.2.2 Argumentative structure 
Correct answers 
Description of data 
Table (6r) includes a summary of the major descrip!Jve statis!Jcs for correct answers over 
complete tasks (overall performance). Options-to-cnteria seems to be the favourable 
argumentative structure, although the difference is not large, at first glance. 
Table 6r: Main descrip!Jve measures of percentage of correct answers over argumenta!Jve 
structure (overall) 
Table (6s) includes a summary of the major descriptive stat1stics for correct answers, over the 
three types of tasks. Note that «0-C» stand for Options_to_Cntena and cC-0» stands for 
Cntena_to_Options. On syntax and ~eman!Jcs tasks, results seem to follow the overall result 
of superiority of, options-based structure whereas cnteria-based argumentation produces 
better results 1n context tasks. 
43.3013 
1875 0000 
.00 
100.00 
61.1111 
41 6667 
1736.1111 
.00 
100 00 
50.0000 
35.3553 
1250.0000 
00 
00 
55.5556 
390868 
1527.7778 
.00 
Table 6s: Main descrip!Jve measures of percentage of correct answers over argumentative 
structure over task type 
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Exploration of data 
Table 6t. Testing the normality of the dJstnbution of correct answers over DR structure 
cond1tions (overall). 
As can be seen from table (6t), the Cnteria-Op!ions distribution just about fails the Shapiro-
Wilk normality test. On the same ra!ionale given in section 6 4.2.1, and considenng the high 
power of t-tests, I go ahead With parametric sta!is!ical testing. The same is also true With the 
partial cond1!ions, as table (6u) illustrates. 
335 
269 
9 
9 
9 
9 
.004 
.059 
.044 
.200 
.752 
812 
834 
841 
9 
9 
9 
9 
.010 
.037 
058 
.070 
Table 6u: Test1ng the normality of the distribution of correct answers over DR structure 
conditions for different task types. 
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Confirmatory analysis 
A. Overall performance 
' 
' 
An independent samples t-test is perfonned, the results of which are shown below. No 
I 
sigmficance in structural differences is produced. 
Table 6v: Results of independent samples t-test for the overall effect of structure on correct 
answers.· 
B. Performance on task types 
I d d tS I T t • • 
. · Levene's . . t-test , · for .; , • · · . · · · · 
·· :.·· Test . : for <Equality of · ·. :' . · 
· : .. '· Equality: of :'Means. ·· · · . . · 
} · Variances - ~ · · · 
F S1g. t ' df S1g. 
(2-tailed) 
YN .336 .570 .305 16 .764 
EM .076 .787 .277 16 .785 
ON 400 .536 -316 16 .756 
Mean 
Difference 
5.5556 
5.5556 
-5.5556 
95% Confidence 
Interval of the 
Difference 
Lower 
-33.0587 
-36.9079 
-42.7985 
Upper 
44.1699 
48.0190 
31 6874 
Table 6w: Results of independent samples t-test for the effect of structure on correct answers 
over task type 
No s1gnlficant perfonnance differences are detected after the manipulabon of argumentative 
structure over task type, either. 
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Response time 
Description of data 
' 
' 
Table (6x) includes a summary of the major descriptive statistics for response time over 
complete tasks (overall performance). Options-based structures seem to be quicker to grasp 
by nOVICeS. 
Statistics 
·, 0-C · ; ' C-0 ". 
Mean 48 8704 
td. DeVIation 11.5063 
132 3943 
inimum 33.00 
Max1mum 64.00 
492708 
55493 
30.7951 
34.50 
60.17 
Table 6x. Main descriptive measures of response lime over argumentative structure (overall) 
Table (6y) Includes a summary of the major descnpt1ve statistics for response time, over the 
three types of tasks. Results follow the above trends, i.e. superiority of the options-based 
structure on syntactic and semantic tasks, whereas on context tasks, a cnteria-based 
structure seems to be favounng quicker comprehension of the underlymg design rationale. 
Statistics 
0-C C-0 o-c C-0 0-C C-0 
Mean 53.5000 52.9375 47.1111 47.7500 46.0000 47.1250 
td Deviation 22.3411 18.5660 11.7041 8.9810 22.4137 84895 
499.1250 3446957 136.9861 80.6579 502.3750 72.0724 
1nimum 23.00 22.00 3000 28.50 19 50 32.50 
89.00 97.00 67.00 72.50 91.50 63.00 
Table 6y: Main descriptive measures of response time over argumentative structure over task 
type 
: 
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Exploration of data 
Tables (6z) and (6z-a) show the results of normality tests performed on the d1stnbutions of 
response time over structure for the overall and partial 'expenmental conditions, respectively 
Although the results are fairly poor, I rely on the power of t-tests to conduct parametrical 
statistical test1ng. 
Table 6z: Testing the normality of the distribution of response time over OR structure 
condJ!ions (overall). 
JV-'v.;:,t:M .204 
,,_...,,..,,"' .... 159 
9 
9 
9 
.200 .957 
.200 .964 
200 .926 
843 
9 
9 
9 
9 
.740 
.813 
.451 
.073 
Table 6z-a· Testing the normality of the distnbution of response time over OR structure 
cond1bons for different task types. 
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Confirmatory analysis 
A. Overall performance 
I d d tS • • T t 
Levene's t-test for 
Test for Equality 
Equality of. · ofMeans · . . . 
Variances :. · '. ~ ·- ' •· · · ·· ·. · · · · · · 
F S1g. t df S1g. Mean 95% Confidence Interval 
(2-tailed) D1fference of the Difference 
Lower Upper 
.898 .108 -.084 16 .934 -.4005 -10.5311 9 7301 
Table 6z-b: Results of Independent samples t-test for the overall effect of structure on 
response time 
As table (6z-b) shows, no statistically sigmficant effect of structure on response t1me is 
detected for overall performance. 
B. Performance over task types 
Id d tS • • le T t 
· " .. · · "Levene's : · ' · t-test · for· . . · - · · · 
· -.. -· · .. Test • for -.. • ." Equality of · · · , . · - ·. 
- :;: " . · Equality· of · "',Means. · ·, • · · 
--••- '' 'I ' ' 
,· · ' Variances-. · :. " · .- . · · · .. · 
YN 
EM 
ON 
F 
1.140 
.070 
1873 
S1g. t 
.302 -.046 
.795 -.106 
.190 -.130 
df S1g. Mean 
(2-tailed) Difference 
16 .963 
16 .917 
16 .898 
-.5625 
-6389 
-1.1250 
95% Confidence 
Interval of the 
Difference 
Lower 
-262142 
-13.4473 
-19 4641 
Upper 
25.0892 
121695 
17.2141 
Table 6z-c: Results of independent samples t-test for the effect of structure on response time 
over task type 
Similarly, no statistical s1gmficance is detected on the effect of structure on response bme over 
syntax, semanbcs or context tasks. 
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6.4.3 Questionnaire session 
In this session, whose corresponding documents res1de in appendix C, subjects' preferences 
of representation were surveyed by taking measurements for the qualitative vanables of 
intuitiveness, surtability and effectiveness. Table (6z-e) includes the descripbve statistics of 
this quahtabve comparison and figure (6e) includes the associated bar charts of the mean 
frequencies. In every case, graphs were preferred over tables or narrabves I! IS obv1ous that 
in all vanables we get similar values over the experimental conditions. In add1ton, the 
distribution of sUitability and effectiveness fluctuated in a remarkably similar manner. This 
leads us to think that subjects did not clearly differentiate between the meaning of these two 
attnbutes, or 1n fact did not see a dis!incton 1n the role for these two measures in the 
experimental setting Nevertheless, the common result from this survey is taken senously. 
Table 6z-d. Ma1n descriptive measures of ratings of preference for OR representations 
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3 
2 
1 
0 
Intuitiveness Suitability Effectiveness 
• Narrative 
llil Tabular 
• Graphical 
F1gure 6e· Bar charts of means of preference ratings for the three type of representation 
Overall preference 
F1gure 6f P1e chart showmg proportions of overall preferences of notational form 
Overall preference confirms the results obta1ned from the partial measurements. 
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6.4.4 Other results 
In th1s sect1on apart from the results that directly correspond to hypothesis testing, a set of 
results are presented, wh1ch are interesting In that they help us understand better DR 
comprehens1on and re-use and knowledge transfer. 
Problem solving behaviour 
Contnbu!lon to the solution 
lt was very interesting to see that w1th1n a lime period of roughly twenty minutes, first-year 
students were familiar With the DR material and were able to make judgements and contribute 
to the design deliberation. The speed of comprehension was also fa1rly Impressive. I can 
hardly envisage another design approach of any kind being so qu1ck to grasp and so 
informatiVe of prev1ous des1gn d1scuss1on. 1t is also roughly estimated that at least 40% of the 
subjects offered their own views, although they were not explicitly asked to so. Th1s shows a 
high degree of comprehension as well as the strong viewing that was prompted There is no 
heSitation in see1ng them Implementing their ideas on the FATM design. Therefore, I 
informally observe DR providing a huge boost to the subjects des1gn process and ability. 
Another interesting phenomenon IS the willingness to comment and enthus1asm that reading a 
«discussion" on a design comparison brought to students. 
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6.5 Interpretation of the results and discussion 
6.5.1 Representation : 
6.5.1.1 Correct answers 
As no sigmficant effect was detected on the percentage of correct answers by any type of 
representation, the sensitivity of correct answers as a dependent vanable is in doubt F1rst of 
all, the ambiguous phras1ng of question (A3) in task 1 -which was in the end not included 1n 
the analysis of the data - indicates of the importance of how questions are put in this type of 
tests. Vessey [92] also reports inconclusive results for the same reason 1n a comprehension 
expenment However there is a consistent dom1nance of graphs in all conditions in th1s 
category and that does Imply a tendency of better (correct) understanding of graph-based OR 
by novices. 
Another Interesting source of knowledge that could help to the mterpretation of these results is 
Vessey's theory of he 'cognitJve fit' [92]. _1!1 a nutshell, the 'cognitJve fit' argument states that 
« ... complexity in the task environment will be effectively reduced when the problem-solving 
aids (tools, techmques, and/or problem representations) support the task strategies (methods 
or processes) requ1red to perform the task». Although this argument is not 'produced' 
empirically, 1t is founded on extended rev1ew of the relevant literature which makes 1t very 
strong. 
Vessey's suggestJon that task nature determines strategy and appropnate-to-the-problem 
representations, leads us to think that certain properties of the task quesbons may have 
affected subjects' performance under certain experimental condrtions. In order to apply the 
'cognitive fit' theory to this expenment, I went through all of the task questions and assessed 
their nature according to Vessey's guidelines. The outcome was that the first two syntax and 
first one semantics quesbons were symbolic in nature as they requested a specific OR 
element as the answer to the question. On the contrary, context questions as well as the last 
' of the syntax and semantics questions were spat1al in nature as they required comparisons 
and assessments of relationships between (quahtabve) data. The distnbutlon of the nature of 
the tasks under that classification is uneven. In summary, though, 1t could be said that syntax 
and semanbcs tasks are on the whole more symbolic 1n nature and for that would be expected 
to favour a tabular OR notabon, whereas context tasks are spabal 1n nature thus expected to 
1nduce a graph-based strategy and therefore fit better and favour a graphical OR 
representabon. 
If we look at the descnpbve statistiCS on table (6b) we can see that th1s interpretation explains 
to a sabsfactory extent the data in all partial conditions. In particular, the context category is 
' 
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the one in which graphs ~re doing much better than tables - in fact, tables match narratives 
on this one. In the same vein, in the syntax category, tables are closer to graphs and possess 
a much more restricted data dispers1on. In the end, though, graphs are the winners. The 
effects of the 'cogn1!Jve fit' are obVIously neutralised 1n the semantics and overall conditions. 
6.5.1.2 Response tim~ 
This is an obviously much more sensitive measure. Overall superiority of the tabular form 
comes as a bit of a surprise in that the majority of OR software tools do not support 1t (see 
chapter 5) alt~ough 1ts difference from the performance of graphs is not statistically s1gmficant 
The narrative representation is sigmficantly th1rd 
In syntax tasks the same trends as above were yielded. Both these results and the context 
ones (commented on below) fully confirm the 'cogmtive fit' theory as on mainly spatial tasks, 
tables outperform graphs whereas the oppos1te 1s true on tasks that are mainly symbolic 1n 
nature. 
In semantics tasks, tables do significantly better than text or graphs. This leads us to think that 
- -
a table facilitates quick understanding of the meamng of argumentative structures and thus 
helps quick decision making. Backed by the subjects' comments it IS suggested that· 
compactness as well as familiarity are the properties of tables that giVe them that edge 
As said above, in context tasks graphs were the qu1cker to grasp, although the differences 
were not significant The lack of sigmficance in th1s case Is attributed to the fact that context 
tasks were fairly complex and subjects often found themselves disorientated in the design 
space looking for the right answer. The pos1tive correlation between the two dependent 
vanables also suggests that people who spent more time to respond were indeed working 
their way 1n the design space looking for a correct answer. On top of that, there might be the 
case that I! was not perfectly clear to them as to how to proceed in such a task. Those two 
factors contributed to fa1rly high response times companng to other types of tasks. lt might be 
the case then that such 'no1sy' factors confounded the effect of the independent variable. 
6.5.2 Argumentative structure 
No sigmficance was obtained 1n e1ther test between options-based and critena-based 
approaches. This will have to be attnbuted to the relatively small SIZe of the sample (N=9). In 
addition, it might be the case that the different approaches were not made ev1dent enough in 
the phrasmg of the OR fragments. In fact, the first part of a fragment would simply state the 
QOC element, and that would be identical in both cond1bons. lt was the second paragraph of a 
narrative that would make explicit any assessments of opbons or des1gn deliberation. 
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Therefore, it can be hypothesised that by the time subjects read the second part of the 
fragment they were evenly familiar w1th the material, thus the edge between conditions would 
rely on comprehension of a mere 2-3 line paragraph. That would make the associated 
differences in performance very d1fficuH to expose themselves 
The consistent dominance of the options-based structure to the critena-based structure is 
mterpreted in two ways. 
I start off from Adelson and Soloway's (1] observation of differences between novice and 
expert des1gners. One of the differences was that experts tended to check every partial 
solution to see how it fits With the rest of the sub-solutions, and how well it addresses !fie 1mtial 
problem requirements whereas novices tended to step onto the next action as soon as they 
reaches l! (partial) solution Without evaluatmg 1t or checking how good 1t is. A neighbouring 
v1ew comes from Gumdon's [37] report that 'good' designers have a good overall schematic 
picture of the design space and where they are in 1! at each step, whereas inexperienced 
designers can at bmes get lost in that space. 
Combining these two views it could assumed that novice des1gners would not often evaluate 
their solutions or reflect upon their designs and would thus defer from using criteria to 
evaluate their options in an argumentabve space. I! would seem more normal for them to keep 
on an opbons-based process, given that options semantically correspond more to altema!IVe 
sub-solubons and are used when ideas or problems (that need ideas to be solved) come 
across. Crrteria on the other hand seem to be more stabc or persistent entrt1es in the design 
process and would be akin to requirements or objectives or constraints in traditional software 
terms. 
. 
Another interpretation would be based on the IBIS approach [89] and the thesis that due to 
mainly cultural background, people in their everyday life tend to go about their problems in an 
' 
answers- (or trials-) based manner (corresponding to my options-based approach in QOC 
terms) often negl~c!ing the origmal purposes or causes of their action -they are too active 
and not reflectiVe enough. In this expenment, 1! could be hypothesised that nov1ce analysts in 
Jack of specialised des1gn strategies (37] they resort to their familiar 'simple' strategy of 
thinking in an options-based fashion. 
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' 
' 
6.6 Chapter summary 
The experiment presented in this chapter tested the appropriateness of three different 
, 
representations (narrative, tabular and graphical) and two types of argumentative structure 
(options-based, criteria-based) for design rat1onale re-use. The task included the 
( 
comprehension of syntax, semantics and context of the des1gn of a cash machine by novice 
analysts and demonstrated the following points: 
• design rationale due to 1ts simple and genenc semanbcs is in general terms easily 
comprehended and argued upon by novice analysts 
• graphical des1gn rationale IS better understood than 1ts tabular counterpart, which is in turn 
better understood by 1ts narrative counterpart, although none of those differences is 
statistically s1gmficanl Overall, tabular design rat1onale is quicker to comprehend than Jts 
graphical counterpart which is in turn quicker to comprehend than its narrative 
counterpart, although none of those differences is statistically significant The same 
statement is true for syntax tasks, ie ones where subjects have to merely read the 
argumentation fragments correctly. However, in this case tables and graphs sigmficantly 
outperform narratives. In semantics tasks, i.e. where subjects have to make good sense 
of the given argumentation and possibly make Inferences, tabular notation is significantly 
quicker to grasp than its graphical or narrabve counterparts. In context tasks, I e. where 
analysts have to Jdenbfy relabonships between given 1ssues and make collective 
judgements, graphical rationale IS quicker to comprehend than 1ts tabular and narrative 
counterparts but none of these superiorities is statisbcaily s1gmficant 
• an options-based argumentative structure swts novices better than a criteria-based one, 
although none of the associated differences in performance were statistically sigmficanl 
Note that an options-based structure leads the reader from options to cntena whereas the 
reverse is true in a critena-based structure. 
• graphical form is the subjects' favounte notabonal option for design rat1onale, With tabular 
and narrative following. The same result was obtained in terms of the subjects' votes on 
the categones of intuitiveness, suitability and effectiveness. 
• Vessey's 'cognitive fit' argument (see paragraph 6.5.1.1) stands true in design rationale 
research 
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CHAPTER7 
THE SUITABILITY OF ARGUMENTATIVE STRUCTURE FOR THE 
COMPREHENSION AND ACTIVE RE-USE OF DESIGN DOCUMENTATION 
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7.1 Introduction 
Research on design rationale was felt o be a good starling point 1n the pursuit of 
argumentation-based rhetorical remedies for des1gn process breakdowns and improvement, 
in general. As outlined in chapter 5, this is the second in a series of experiments that a1m to 
compare alternative approaches to aspects of DR that can enhance des1gn performance In 
par!Jcular, in the study descnbed in this chapter, I test a set of hypotheses that are central in 
out pursuit of the attnbutes that make DR useful in software design re-use, and that involves 
the structure of context-based ddcumentation. In experiment #1 (chapter 6) I established a 
framework of essential structural properties of OR comprehension in the des1gn of an 
interactive system. Next. follows the study of a complete re-use task placing more emphas1s 
on the second part of re-use, 1 e. problem solving behaviour, or 'reading for a purpose', in a 
more complex des1gn task, the N-hft problem. From a more practical perspective, it is 
researched whether DR is an appropnate mechanism for transfernng exper!Jse as a 
companion to a standard form of documentation 
7.2 Goals 
The goals are influenced by the ease with which DR material was assimilated on experiment 
#1 (chapter 6), how easily subjects made Inferences on the matenai etc .. GIVen Guindon's 
and my evidence (chapter 4) that those error-prone po1nts are not due to mdlvidual 
characteristics of the designers but rather inherent in the problem (for example, stemming 
from the way the system is going to be used) then current designers are expected to make 
use of the knowledge that IS included in the DR material and on the one hand get over the 
problems (regardless of whether they explicitly face them or not) and come up some creative 
design ideas. I envisage to show that DR induces contextually rich 1nforrnat1on to the reader 
even when that information is not explicitly represented. 
7.3 Approach 
The adopted approach is as follows: I have identified in the protocol analysis study (chapter 4) 
a set of breakdowns or points for improvement on the soiut1on of the N-hft problem. In terms 
of design behaviour, I know that these po1nts are (a) error -prone, (b) decision making po1nts. 
The 1nvest1gation lies on presenting new problem solvers With exper!Jse from another one's 
process and see how helpful it IS in resolving those points. The a1m IS at a mechanism that 
provides a commumcatlon of design contextual exper!Jse towards later stages or new people 
on a project. 
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The prime intuition is that making the information explic1t in terms of argumentabve reasoning 
i e. in the form of a 'v1rtual discussion' - one that m1ght have possibly taken place - makes the 
information much more assimllabve and context-based it allows for inferences to take place, 
which bases my second intuition about the properties of DR. Obv1ously engaging discussion 
would protlably augment the power of the OR material, but in th1s context I start off With 
individuals and how they could re-use OR matenal. In a setting where the stakeholders are 
two 'generations' of software designers, I am testmg the benefits of DR in design progression. 
-7.4 Method 
7.4.1 Materials 
As With experiment #1, the language used is QOC. The rationale is the explicitness of cntena, 
wh1ch makes 1t SUitable for the expenmental task All matenals used in this experiment can be 
found 1n appendiX D. 
The subjects went through two problems. the des1gn of a bank transaction system and the N-
lift problem. The stimulus and task matenal comprised. 
(a) the design documentation which included: (1) an entity-relationship diagram With N-nary 
associations (or class d1agram in OOD/OMT terminology) of the lift control system, a set 
of state transition diagrams describing the functionality of the major system objects, as 
well as a module of (fairly abstract) pseudocode specifying the behaviour of one of the 
above objects, and (ii) a data flow diagram of a bank transaction system. In both cases (1) 
and (ii) an A4 page including the problem statement for both tasks was handed out 
(b) The design rationale documentation, i e. a set of four issues and their associated 
deliberation, as well as a 'contexf diagram show1ng a high-level view of how these 1ssues 
relate That material belonged to the argumentation expressed in the protocol analysis 
study (chapter 4) on the points where those des1gners faced difficulty 1n. 
7.4.2 Subjects 
In this phase, 3 subjects part1c1pated They were research students at Loughborough, one at 
the Dept of Computer Science, one from Manufactunng and one from Electronic and 
Electncal Engmeering. They all have considerable experbse 1n softWare development, and 
lim1ted expertise in high-level softWare design. 
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7.4.3 Design 
A between-subjects design was employed Although the ava1lab1hty of subjects was not high, 
1 the 1rrevers1ble nature of the tasks posed by the need for DR training pnor to the main 
session, favoured the choice of this type of design. Independent mampulation was performed 
through the availability of design rationale documentation: in the control cond1tion subjects 
would rece1ve the design documentation only, whereas in the experimental condition they 
would additionally be presented with the DR documentation. 
7.4.3.1 Tasks 
Subjects were given two problem tasks of different nature. Initially, they were presented wrth 
the bank transaction system (BTS) and then With the N-lift system (NLS). The first problem 
was data flow-driven and the second problem was event-driven. Although at th1s stage no 
counterbalancing was performed, in a proper expenmental Situation the nature of the problem 
could be manipulated as a Within-subjects factor. That would give the opportunity to compare 
the results more finely between the types of problem. In both problems, the same (sub) tasks 
were included, as expla1ned below: 
• task 1 was a fill-in-the-blanks test Certain captions and names of states and data flows 
were m1ssing and subjects were required to fill them in. In all cases, the task requ1red 
spec1fic domam knowledge. However, half of the missing bits referred to dec1s1ons that 
had been made during the PA study (chapter 4) at points where certain issues were 
raised, as a result of problems or difficulties, or as a result of completion of a certain 
action and rev1ew of the next action plan. The rest of the points reflected dec1s1ons that 
solely concerned static properties of the system in quest1on: reqUirements, objectives, 
features, or constra1nts. - cnteria 1n DR terms. lt is the former type of des1gn elements 
which is expected to see DR matenal to be of most help with. That is because no context 
on those decisions is included in (or can be directly inferred from) the des1gn 
documentation itself (apart from decisions and objective priontisation), whereas there is 
more such information included m the DR documentation (e.g. arguments). Table (7a) 
Includes an analysis of process elements in terms of their existence in documentation and 
is derived from my expenence with the SEDRES project and the PA study (part B of the 
thes1s). Certain DR approaches like DRL which mclude an even Wider range of elements, 
e g. goals and plans, were considered inappropriate for thiS context. Dependent vanables 
included the percentage of correct answers (prime) and the rate of actJve design work per 
3-mlnute penods (secondary- higher sensitiVIty) 
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• In task 2 subjects were asked to expand the design. On ~e BTS problem, they were 
asked to expand one of the 111 level processes («cashier» process) to a 2"d level, and on 
the NLS problem they were required to wnte a piece of pseudocode that spec1fies the 
functionality of one of the objects ( cscheduler» object). On this task, the experimenter 
would rate subjects' solutions 1n terms of their completeness and the1r degree of 
satisfaction of the system requirements. The given mark would prOVIde a dependent 
experimental measurement 
• In task 3, which merged With the debnefing session, subjects were asked to 
supplement/modify/expand/comment on the deSign in new ways. Qualitative data were 
collected about how well people were Informed as to discuss the design, whether - or the 
extent to which - new design ideas were triggered, etc. 
Assessments 
Arguments 
Questions 
Positions 
Arguments 
Issues 
Table 7a: Rhetorical elements included in the experimental documents. Elements towards the 
upper part 'of the table tend to be more static, as parts of the final product and 1ts evaluation, 
whereas elements towards the lower end of the table tend to be more dynamic in that they 
reflect problems/issues ra1sed during the design process. 
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7.4.4 Procedure 
Training sess1on 
' 
' 
In the tra1mng session, participants were given a llltorial on DR using QOC. That included 
an Introduction to QOC-based OR, followed by a presentation of a few examples inspired 
from the IBIS manual [89], followed by a set of short exercises. This tutonal was 
s1gmficant1y more elaborating, leam1ng the lessons from experiment #1. 
Randomisation procedure 
An evens/odds random1sation procedure was used to ass1gn subjects to conditions. 
Subjects randomly p1cked one of four numbers, the panty of the chosen number 
deterrmned their group. 
Rehearsal 
In this sess1on, subjects were taken through a set of s1m1lar (to the main one) tasks and 
explained what 1! is requested of them They were then asked to briefly try out for 
themselves, and the experimenter commented on their answers and made sure the 
--
procedure was clear to them. 
Practical session 
There were three problem solving sub-tasks for each task/problem, as expla1ned above. 
In th1s sess1on, parllc1pants were handed the two tasks With a 5 m1nute break in between. 
The session was videotaped for the purpose of obtaining response t1me measurements 
and a full p1cture of the qualitative information on task 3 
7.4.5 Scoring conventions 
The judgement of answers for correctness IS always open in such a task, due to its ill-
definition. Responses With an identical or close meamng to the original are accepted as 
correct, us1ng the experimenter's judgement 
An expert designer has also agreed to provide an indep~ndent marking on the designs. 
Where major differences ex1st 1n the two markings, the independent marker's ratings Will be 
kept 
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7.5 Results 
7.5.1 Training session 
The traimng session was more effective compared With the one followed in experiment #1. 
That was basically as it was longer and thorougher. _The ma1n observation was the tendency of 
subjects to read a design rationale fragment 1n a designated way, inadvertently giv1ng 1t a 
formal character, not originally meant to be there 
7 .5.2 Practical session 
In task 1, there was a case where a subject (52) would provide a high rate of correct answers 
1n a very short period of time. That was under the no-DR condition Both the subjects that 
were under the OR condition had a fairly low progression rate. One of them (83) had a 
percentage of correct answers as high as 52, although the other one (51) had a lower 
percentage. The difference in progression rate could possibly be reduced by introducing a 
placebo document, in order to balance the time spent on the one extra document under the 
OR condition. I would expect OR comprehension overheads to mamfest themselves but 
certainly hope and try to outbalance them in terms of the performance on correct answers. 
In task 2, there was no certain evidence of OR effect. It looks like once the current subjects 
determined the requirements and the objecbves they imply, they expanded the design in terms 
of what they had completed out of task 1. They ,very seldom looked back to rev1ew the 
documentation, and that was mainly the problem statement rather than the OR material. 
In task 3, due to the relaxed and informal style in which Jt took place, all designers engaged 
discussion with the experimenter Subjects on the non-OR condition raised more 
methodological issues and elaborated on what they had done, whereas on the OR condition, 
the relevance of the OR matenal to the design dominated the discussion, giv1ng mixed 
feedback. cOR» subjects did seem to elaborate more on the process they had followed, but at 
thiS point 1t is hard to say whether they had more or better ideas than the other group. 
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7.6 Discussion, related and future work 
From the current experience with this quasi test, I am putting forward a set of cntena for 
design 'contextual' documentation to be commumcative to a level in wh1ch transfer of 
expertise can be facilitated through purposeful reading of 1l Those critena Include. 
' (a) informatton theory analysis that suggests that the information that the provided DR 
documentation contains the nght pieces of 1nformat1on - w r l expertise share - on the 
decisions that were made that relate to the given design objects 
(b) «cogmtive flt»ness of all the p1eces of the given documentation 
(c) appropnateness, l.e making sure that the OR material thematically corresponds to the 
current des1gn question 
{d) ephemericity, i e. ensuring that the DR documentation is at the right state to reflect the 
working design version 
lt has to be noted that although this experiment provides evidence of the usefulness of des1gn 
rabonale documentation as a des1gn supplement, 1t does not solve the well-documented 
problems associated With software documentabon. Acceptance of documentation is usually 
very low in industry and this is an ex1st1ng current problem. 
Although there is much research on design reuse, e g. [3], etc , no proper invesbgation has 
been conducted of the role of DR 1n this purpose. Ramesh's work [75] comes close to th1s one 
in the sense that it does v1ew DR as a knowledge faci11tator, although the context which ideas 
are tried out is fairly different- in fact no testing of the central question of benefit is done. 
Such hypotheses although fundamental, would boost the role of DR in software 
documentabon and as a basis for process-based and information-richness-based 
documentation and expertise transfer facilitator. 
Due to its nature, th1s experiment has not produced conclusive results. However, I am 
confident that the existing results point us to promising directions. 
Related issues 
Is the strength of DR in that it provides expertise/knowledge in the form of contextual 
argumentation or 1s it that the «diSCUSSIOn» that it can create? In a Similar note, engagement 
m diSCUSSion, e1ther With oneself or With others is equally important in systems des1gn, or is 1! 
that the results of readmg a previous discussion are equally important? Is the potenbal of DR 
in prompbng such a discussion? 
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Future work 
Work is underway to include IBIS In the LOUIS system (see chapter 5) and perform the main 
expenment on the computer. The advantages will be crucral, as this will enable us to perform 
many tests at the same time, while mrnimrsrng any experimenter effects and controlling norse 
factors more effectively. 
.. 
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7.7 Chapter summary 
In this chapter, I described a quasi-experimental study that investigated the Information needs 
of a software des1gner who tries to re-use ex1stmg documentation. In particular, pieces of 
1nformat1on were classified as processional or dynamic and static on which dynam1c 
knowledge has to be inferred, and there were tested: (a) the effect of design rationale 
documentation on facilitating such inferences, and (b) whether the «extra» contextual 
knowledge it provides is beneficial to the progress1on of the des1gn. Although no conclusiVe 
results are available, 1nd1cat1ons are that design rat1onale provides an important structure for 
contextual des1gn knowledge, often lost in the process for delivering a product on time. 
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8.1 General conclusions 
The aim of this thesis was to investigate the role of des1gn rationale in software design -
towards that aim. a 1ot of emp1ncal evidence suggests the properties that make DR useful 1n 
such a context, the types of task, as well as the appropriate representation. Certain 
suggestions are also made as to how we can employ OR-based research results into practical 
design. 
Des1gn rationale research is extended to high-level software design by identifying properties of 
argumentative theories that can be useful in software design tasks. From a theoretical 
perspective, this research proposes an emp1ncally-denved model of the decision mak1ng 
process 1n a typical software design task, and illustrates how decision making relates to salient 
points 1n the process - po1nts for knowledge d1scovery From a practical perspective, 1t 
proposes a set of ways of transferring expertise us1ng inherent features of DR methods. 
More specifically, in this thesis 1t has been demonstrated how DR can be used to transfer 
expertise across software designers to ass1st certain task types which are prone to 
uncertainties and breakdowns by putt1ng forward the conditions under which OR can be most 
useful1n that role. I have presented the results of a critical analysis of the design process from 
an argumentation viewpoint, after empincally investigating the use of DR in several stages in 
the life cycle. In tenns of design construction, the reasoning process has been modelled wrth 
respect to breakdowns. In terms of evaluation, I have perfonned two expenments that assess 
the appropriateness of certa1n DR attnbutes for the purpose of mak1ng it re-usable The 
implications of the results of th1s work for {a) software design education {b) design of support 
tools, and {c) des1gn methodologies are substantial. 
8.2 The thesis in retrospect 
Let us evaluate the work and see the extent to which the research objectives have been met 
and what future work is needed to fill in any aspect of the objectrves which has not been 
completely ach1eved The evaluation IS done on a per-part basis. As a reminder, two plans {or 
«sub-objectives') were denved out of the main thesis objectrve, with respect to the design of 
software. {a) deeper understanding of the process and {b) provis1on of infonnation that can 
lead to the improvement of that process. lt is now seen how each part of the thesis has done 
in tenns of completing those two plans 
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8.2.1 Part A 
Initially, in search of a startmg point to the investigation, we performed a survey of the 
literature that refers to 'alternative' ways of looking at the software des1gn process In terms of 
the underly1ng philosophy, those other approaches are akin to theories of argumentative 
reasoning as well as design theories in general, whereas in terms of methodology, they are 
akin to Expenmental Psychology. What we needed at this point was a good understanding of 
the software process. Considering that the software design process 1s multi-faceted, we 
looked for parts of the process that are interesting and can be used as milestones on which to 
base any comparisons for the purpose of process improvement 
The design processes that were identified were analysed in three levels, and at the same time 
a set of software tools that support des1gn was put under scrutiny. The results of these two 
surveys were cross-referenced in the Software Design Support Framework (SDSF) One of 
the ma1n outcomes of this approach was the idenbficabon of a number of processes that 
although prominent in design behaviour, were inadequately supported by tools. 
' 
In parallel. we set out a context for the study of the software design process. Desp1te the high 
number of studies of software design, it is felt that the current way the subject is approached 
is not systematic, 1n the lack of a framework that puts all pieces of work together and makes 
results comparable. A typical related problem one faces when studymg the bibliography 1s that 
most studies on the software front refer to programming rather than high-level des1gn. The 
resolution to those problems IS achieved by defining a set of factors, the software design 
(context) factors, the instantiation of which restricts the scope and focuses attention on 
particular aspects of the design process 
Our focus turned on breakdowns, difficulties faced by designers that arise from the limitations 
of human cogmbon and lack of (mainly domam) knowledge, recovery from which can result to 
the discovery of a new viewpoint and resolution of the problem at hand. Our investigation of 
expertise transfer phenomena started off from that point The next step was to find out some 
sort of platform on which the knowledge itself would s1t upon. Investigating the literature for the 
types of knowledge that cause breakdowns and in general make a difference 1n des1gn 
performance, 11 was identified that argumentation is an interest1ng prospect 
Although several claims have been made 1n the literature about the relationship between 
design rat1onale and breakdowns and their related behaviour, no thorough investigation of that 
relationship had been made so far. Our objecbve at this point was to operat1onalise that 
relationship in the right task and test the potential for expertise transfer that 1t may convey. 
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In this part of the thesis, it is felt that our first plan-objective has been largely met A good 
command of the current bibliography has been reached at and a fa1rly good and multi-faceted 
understanding of the design process - as that is described by researcherS from different 
disciplines - has been achieved. Nevertheless, there were areas for future mvest1gat1on, as 
mentioned 1n chapter 2. These mamly include the elaboration and continuous 1update of the 
SDSF framework and are fully expanded upon in the 'future work' section - (8.3). 
8.2.2 PartS 
In the next part of the research, we decided to spend a considerable amount of lime 1n 
understanding design practice as it actually happens. The SEDRES project was just the right 
opportumty 1n that line and it yielded two ma1n points: 
• A Generic Process Model (GPM) of the systems engmeering life cycle as well as its 
associated notation 
• A mechanism of evaluating the system engmeering process from a set of interesting 
perspectives includmg breakdown behav1our. 
Follow1ng that, we performed an exploratory study of the relabonship between breakdowns 
and decision mak1ng in the behaviour of five software designers that were PhD candidates. 
Protocol analysis revealed a plan-based decision mak1ng, and restncted and implicit design 
argumentation. In some cases, methodological reasomng dictated the decision mak1ng 
process whereas in other cases strategic planning was more exploratory and based on 
genenc heuns!lcs. In both cases, though, breakdowns and dec1sion making were related and 
d1d so in certa1n patterns, as Illustrated in chapter 4. In bnef, the study yielded the following 
(a) points in the process where expertise was needed (backed by Guindon's study [37)), 
(b) instances of how recovery was then approached, and 
(c) knowledge requ1rements for the purpose of recovery, from the vision of prov1d1ng that 
knowledge through OR languages. 
In this part, that first plan-objective is further met, as our view of the des1gn process has been 
complemented with a new facet which stems out of empirical investigations. On the one hand, 
our expenence With the SEDRES project has provided general knowledge of the field and the 
background to appreciate real design - the types of problems designers face in industry and 
the research 1ssues that assoc1ate to them. On the other hand, the protocol analysis study has 
Increased our understanding of design behaviour and how it is affected by individual 
differences In addition, a basis of how we can make use of argumentative reasomng to 
increase performance With spec1fic reference to breakdown behaviour IS set up These two 
parts have completed our picture of the design process to a satisfactory level. We can thus be 
fa1rly happy with the degree of fulfilment of our first plan that relates to our objective and feel 
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confident in moving on to the second plan, wh1ch is the provision of information that can lead 
to the Improvement of the software design process. 
8.2.3 Parte 
In the next step (chapter 5), we Investigated the appropriateness of current DR languages for 
that purpose. Part of that work involved the development of LOUIS, a QOC-based tool for DR 
management Our Investigation concluded that certain descendants of the IBIS methodology 
were appropriate for certain design tasks. For user Interface design tasks, QOC was 
appropriate, whereas for the design of the 'core' (i.e non-Interactive part) of systems, the 
QAR and Potts and Bruns approaches were more SUitable. 
To drive the Investigation to 1ts final point, two expenments were conducted which both tested 
the SUitability of certa1n aspects of DR for the transfer of knowledge among des1gners. The 
first experiment, which compared representational and structural paradigms of design 
languages, demonstrated among other points that 
• design rationale due to 1ts generic semantics IS easily comprehended and argued upon by 
novice analysts 
• graphical design rationale is was understood more quickly than its tabular counterpart, 
which is in turn better understood by its narrative counterpart, although none of those 
differences was statistically s1gmficant in our experiment An exception is semantics tasks 
- i.e. where subjects had to make good sense of the given argumentation and possibly 
make inferences - where tabular notation is grasped sigmficantly more quickly than its 
graphical and narrative counterparts. 
• graphical form was the subjects' favounte notational option for design rationale, with 
tabular and narrative following. The same result was obtained in terms of the subjects' 
votes on the categones of intuitiveness, suitability and effectiveness. 
• an options-based argumentatiVe structure swts novices better than a criteria-based one. 
An options-based structure leads the reader from options to cntena whereas the reverse 
is true 1n a criteria-based structure 
The second experiment Indicates that design rationale can provide the context that a set of 
design diagrams need 1n order to be understood to a larger extent Subjects were able to 
engage themselves in comprehension and 'silently' participate in a des1gn discussion, picking 
up from the po1nts the previous des1gner(s) left That act increased their apprec1at1on of the 
process that was followed in order for the diagrams to be produced, and this potentially 
increased their design expertise by presenting them to a (most probably) different way of 
approaching the problem In addition, they were able to detect design changes that were 
caused by the implementation of certain des1gn decisions That demonstrated a considerable 
degree of compat1b1hty between des1gn and design rationale documents 
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lt is felt that this part has also successfully contnbuted to the satisfaction of the thesis 
objec!Jves, to a realis!JC extent More specifically, the sigmficant contribution of chapter 6 w1th 
its novel theory of comprehension of design material, has driven the point of this work home. 
That experiment established the role of task nature in DR comprehension, in a manner which 
unifies theories of code comprehension, and 'cognitive fitness' in decision making. Lastly, the 
last experiment confirmed that there are circumstances under which DR can be re-used 
effectively and increase designers' performance. The importance of that expenment - apart 
from 1ts confirmatory character - lies on the fact that it forms a new research agenda as it 
creates a new expenmental framework, to the one that was used in the thesis. Through that 
new framework we can study the commumcability of design material, through the nchness of 
information it conveys. The issue is elaborated in section (8 3). Certain areas in this part could 
have been researched further. In particular, in chapter 5, more thorough evaluation of the 
ex1st1ng approaches to DR can be foreseen. That is further elaborated in section (8.3). 
This thesis makes several points about the usefulness of DR in software design, both in terms 
of its pos1t1on In problem-solving assistance and also as a context for implicit learning. 
Nonetheless, there have been identified a host of p01nts that need to be addressed in order to 
make DR readily effec!Jve and useful in software design practice The core of the 
recommendations made here, stems from the trend to produce tailor-made design rationales. 
I advocate the need for a formal classification of problems so that their associated rationales 
are ta1lor-made in a systematic rather than arbitrary way. That would enable cross-domain 
analogies to be drawn more easily and thus re-use of rationale facilitated. 
8.3 Future work 
The elaboration and conbnuous update of the Software Design Support Framework is an area 
that is interesting to pursuit Nevertheless, 1t is seen more 1n a long-term bas1s. New emp1ncal 
data on the software design process are very common: As hardware and software 
technologies evolve and new ones emerge, the way people des1gn software changes. A 
smaller proportion of designers than ever before build systems from nothing, but they try to 
make use of existing software. Integration of components, cross-platform development and 
distnbuted software engineenng are new prac!Jces that need understanding and modelling in 
terms of human cogmtion. These new ways of work can be depicted on the SDSF, to maintain 
its global character and to spot processes that need to be looked at more closely. 
As explained in chapter 5, the LOUIS software was not actually used as part of the proper 
thes1s experiments. Under the right circumstances, the LOUIS tool can be further developed 
to include a fully functional environment of des1gn rationale management By Incorporating a 
recorder-reviewer of actual system use, LOUIS would provide an experimental platform on 
wh1ch one could work. Mulb-user and distributed processing facilities can also be added fairly 
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easily, g!ven the capabilities of Tel. That is a poss1b11ity which can considerably enhance the 
prospect of communication in des1gn, and open new issues of collaboration, not investigated 
1n the thesis. The prospect of using LOUIS in expenments is very large, considenng that not 
much empirical work has been reported on design at work on tools. The extent to which tools 
affect the way people work as well as on which properties they do so, is an area With much to 
offer. 1ri addrtion, using software to perform expenments adds a de facto ngid1ty to the 
experimental procedure and eliminates experimenter effects. These two elements ensure 
experimental results of higher accuracy and validity 
As mentioned in the previous section, the appropriateness of OR languages for certain 
software design tasks is a theme that would have been worked on further, given lime. One 
approach would be to produce a conceptual framework similar to SDSF, which matches 
human design processes and OR-based tools, and reveals strengths and weaknesses. From 
the perspective of keepmg the framework open to elaboration from empiricism, one could 
envisage the theoretical part of such a framework (Des1gn activities) to include a complete 
coding scheme on which the results of different protocol analyses or other types of exploratory 
stud1es can be added upon. That way we can have a global 'purely empincal' v1ew of the 
design process and 1ts support. This whole research theme stems from the issue of adequate 
class1ficabon of design problems Although initial work on «Wicked» problems is a good start 
and there are certainly 1nd1cat1ons that OR can be useful in dealing With them, 1! is our v1ew 
that w1thout further work on (a) the further classification of problems in general, in terms of 
their structural characteristics, and (b) match of that classifica!lon w1th sound descriptions of 
the design tasks throughout the software life-cycle, OR's role in design cannot progress much 
further. Th1s whole theorebcal approach cons!ltutes from the fact that not much is known as to 
which (albeit whether) types of argumentation fit which types of design tasks. In fact, our study 
is a first step to that direction. On a similar note, empirical work on software design does not 
follow typology of problem tasks which often makes disparate research results d1fficu1t to 
compare Such a typology would alleviate some of the difficulties that relate to making OR 
part of everyday des1gn life 
Another proposal that might also be interesting would a library of OR which should be backed 
by a good classification of problems (see above paragraph) -or else browsing cntena would 
be arbitrary - which will include cross-domain similarities etc. lt would also be interesting to 
see how the '1mportanf design po1nts to be identified in expenment #2 relate to the library. 
Considering guided exploration of problem 1somorphs would provide a large prospect for the 
employment of computer-based leammg techmques in the des1gn space world. Another 
interesting po1nt IS that problem 1somorphs IS probably a better basis for the measure of 
expertise, in the place of formal qualifica!lon descnp!lons. 
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Lastly, chapter 7 opens up a new area of investigation by focusing on the information richness 
of design notations. Experiment #2 as 1t stands, prov1des a good starling design of 
i experiments that can test the readiness of certain notabons and methodological operators to 
cope with the dynamic character of an evolving specificatiOn. The capability of certa1n types of 
design documentation to facilitate inferences and to convey context, are very important assets 
of their communicability. One can enVIsage the use of the design of experiment #2 to 
implement a benchmark of DR approaches, a test of combinabons of design languages - both 
essential and complementary- and so forth. 
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SEDRES Glossary 
Alphabetical List of defined Terms 
Action 
Any step performed by a user or system during a usability evaluation session. Not 
specific to the task in hand. 
Allocated Use Process 
A process specific to a Use Scenario explicitly identifying roles adopted by engineers 
and design tools. 
Architectural Design1 
The process of defining a collection of hardware and software components and their 
interfaces to establish a framework for the development of a system. [IEEE Std 729-
1983] 
Baseline 
A specification or product that has been formally reviewed and agreed upon, that 
thereafter serves as a basis for further development, and that can be changed only 
through formal change control procedures (IEEE Std 729-1983) 
Behaviour 
The dynamic properties of a fimction or a system. 
CALS 
"Continuous Acquisition and Life-Cycle Support" is an overall concept developed by 
the DOD which allows the customer to be closely involved throughout the 
development and lifetime of the delivered system. 
The STEP data exchange standard (which is being considered for adoption by 
SED RES ) is one of the enabling technologies which will support this concept. 
'Capability' (SEDRES Specific in the context of Data Exchange) 
This term has been used within SED RES specifically to refer to the data exchange 
capability at different stages oftlle SEDRES project. Two Capabilities for data 
exchange will be developed within tlle SED RES timescales which are referred to as 
'Capability/!' and 'Capability/2'. The implementation options for Capability /1 & /2 
will be defined in Task 4.2. 
1 
" ... of a system ... " replaces " ... computer system" for the definition provided in Ref I to make it more 
appropriate for the SED RES target applications. 
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Change Control 
The process of ensuring that changes to elementary constituents of a large compound 
item (for example requirement, design or implementation) are made with proper 
consideration for the impact that the change in one item may have on the others. 
Typically this includes consideration of the impact of a possible change a'nd : 
identifying a number of items that have to be changed together to ensure consistency. 
(Ref.1) 
Concurrent Engineering 
A method of working in which successive design phases are performed at the same 
time in order to reduce overall cost and development timescales. 
Configuration Control 
A process of ensuring consistency among the many parts of a multi-part item (for 
example requirement, design or implementation, or the contract or project plan). 
There may be several variants being developed concurrently, for example for several 
different sites or target computers. A total configuration may include items of 
different categories, for example software, hardware, and documentation. 
Configuration control often includes change control as an important element. (Ref.1 ) 
Context , 
All factors that affect the usability of a product, but not the product features 
themselves. : 
Context Analysis .. 
Factors designed to support the evaluation of a product's usability in realistic 
situations. ' 
COTS Tools 
"Commercial Off The ShelfTools" are the design tools used (or being considered for 
use) by the SEDRES partners companies. The support of COTS tool suppliers is 
necessary in order to develop import/export capabilities within these tools which will 
support the SED RES data exchange standard. ' 
Design 
The process of defining the architecture, components, modules, interface, test 
approach and data for a software of a system to satisfy specified requirements. (Ref. 1) 
Also "A design"; the product of a design process. 
Design Entity 
An element (component) of a design that is structurally and functionally distinct from 
other elements and that is separately named and referenced (IEEE Std 1016-1987); 
maybe hardware, software or a combination of the two. 
Dynamic Functionality 
A description of a set of requirements of the design which includes timing and 
behavioural information. 
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Effectiveness 
A measure derived from Quantity and Quality of measures made. 
Efficiency 
Effectiveness divided by the input to the task. Input can be measufed by effort (human 
efficiency) or total cost (corporate efficiency). Input may be measured by Task time 
giving User Efficiency. 
Evaluation 
The process of determining whether an item or activity meets specified criteria.[DOD-
STD-2167A] 
Exploitation 
The process of obtaining business benefits from a product or improved process. 
Function 
(1) A specific purpose of an entity or its characteristic action (AN SI) [IEEE Std 1063 -
1987] 
(2) A subprogram that is invoked during the evaluation of an expression in which its 
name appears and that returns a value to the point of invocation, Contrast with 
subroutine.[IEEE Std 729-1983] -
Functional Requirements 
The stated required active functionality of a system or product. 
Functionality , 
The existence of certain properties and functions that satisfY stated or implied needs of 
users. [IEEE Pl061/D20, Appendix A] 
Generic Process Model 
A model of a development process which is sufficiently SED RES-partner 
independent to be common across all partners and recognisable to the re-st of the 
Systems Engineering Community 
Integration 
The process of combining software elements, hardware elements or both into an 
overall system. [IEEE Std729-1983] 
Life-cycle phase 
A period of time during development and maintenance that may be characterised by a 
primary type of activity (such as design or testing) that is being conducted. (Ref.l ) 
Metric 
A well defmed means of assessing the degree to which an object possesses a given 
attribute. (Ref.1 ) 
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Model 
A model corresponds to some aspect of reality, and features shared in common by the 
model and that reality indicate what is deemed to be significant by the modeller. There 
may be several models of the same reality, in which different features are deemed to 
be significant (Ref. I ) 
Performance 
The degree to which a system or component accomplishes its designated functions 
within given constraints, such as speed, accuracy, or memory usage. [IEEE61 0-12-
1990] Performance may also apply to aspects such as energy usage or freqencey 
response. 
Properties 
Frequently termed the 'ilities', a property is a non-functional characteristic of a system 
or product, such as reliability, usability or safety. 
Process 
The series of actions or operations used in making or achieving a product. [IEEE Std 
1002-1983] 
Process Model 
A formal description of the general features of a class of processes (Ref. I ) 
Quality 
A measure of the degree to which the task goals represented in the task output have 
been achieved. 
Quantity 
A measure of the amount of a task completed by a user. The proportion of the task 
goals represented in the task output. 
Product 
Any system or device that is designed to suppoit a task or set of tasks carried out by a 
user or groups of users. 
Requirement 
A condition or capability that must be met or possessed by a system or system 
component to satisfy a contract standard specification or other formally imposed 
document (Ref.l) 
Specification 
A document that prescribes, in a complete, precise, verifiable manner, the 
requirements, design behaviour, or other characteristics of a system or system 
component. (Ref. I ) 
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Static Functionality 
A description of a design which excludes timing or behavioural information. 
STEP 
"Standard for the Exchange of Product model data" is the name given to the standard 
IS010303 and is 
the exchange standard which will ultimately be adopted by SED RES for the exchange 
of Systems Engineering Design data. 
System 
An assembly of interacting, active components or elements forming a whole. 
System Architecture 
The structure and relationship among the components of the system. The system 
architecture may also include the system's interface with its operational enviromnent. 
[IEEE Std 729-1983] 
System Design 
The process of defining the hardware and software architectures, components 
modules, interfaces and data for a system to satisfY specified system requirements. 
[IEEE Std 729-1983] ' 
Systems Engineering 
Due to the difficulty of defining Systems Engineering, four representative definitions 
are provided along with their respective sources: 
(1) The application of methods and tools to the development and production of 
(reliable and maintainable) systems. (Ref.1 ) 
(2) .... the application of scientific and engineering efforts to 
• transform an operational need into a description of system performance 
parameters and a system configuration through the use of an iterative process 
of definition, synthesis, analysis, design, test and evaluation. 
• Integrate related technical parameters and ensure compatibility of all 
physical, functional and program interfaces in a manner that optimises the 
total system definition and design. 
• Integrate reliability, maintainability, safety, survivabiltiy, human engineering 
and other such factors into the total engineering effort to meet cost, schedule, 
supportability and technical performance objectives. 
[MIL-STD-499A Systems Engineering] 
(3) Systems engineering is an interdisciplinary approach to evolve and verifY an 
integrated and optimally balanced set of product and process designs that satisfY user 
needs and provide information for management decision making. [MIL-STD-499B 
Systems Engineering] 
( 4) .. .is a hybrid methodology that combines policy analysis, design and management. 
It aims to ensure that a complex man-made system, selected from the range of options 
on offer, is the one most likely to satisfY the owner's objectives in the context oflong 
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term future operational or market environments. P. [M'Pherson, "Systems 
engineering: A proposed definition," lEE Proce, Vol. 133, pp330-331, Sep. 1986] 
Task goal 
The objective of performing the task. The task goal should be clearly stated before 
task time starts. 
Task output 
The result achieved by the user and system at the end of the task which can be 
examined to determine how effectively the task goal has been achieved. 
Test and Evaluation 
The process of examining a product to determine whether it satisfies the need for 
which it was produced. 
Use Process 
A definition of how the Systems Engineering design work is to be performed within a 
Use Scenario 
Use Scenario 
A predefined application of the data exchange standard which is intended to be 
representative of a 'real' application. Three Use Scenarios are used in SED RES for 
assessing and demonstrating both Capability /I & 12 of the developing data exchange 
standard. 
Usability 
The extent to which a product can be used with effectiveness, efficiency and 
satisfaction by specified users to achieve specified goals in specific environments. 
User 
Another system, human or physical, which interacts, either as client or as server with 
the considered system. (Ref. I) 
Validation 
The process of evaluating a product at the end of the development process to assure 
compliance with its requirements (Ref. I) 
Verification , 
The process of determining whether or not the products of a given phase of the 
development life cycle fulfil the requirements established during the previous phase. 
Version 
A controlled item with a defined set of functional capabilities. As functional 
capabilities are added to, modified within, or deleted from a controlled item, the item 
is given a different version identifier. [PI074/D4- Aug 1989] 
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Structured Interview 
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BRIEFING 
A. Objectives ' 
' 
The aim of this interview is to acquire a more cop1plete and structured set 
of data about the design process at [BAe, SAAB] as an example of aerospace 
industrial practice. The aim of the study is three fold:-
(i) the way the systems engineering process operates within the organisation. 
ii) the role and activities of individuals and teams - both formal and 
informal activities . 
ii) the use of design tools in the process, their contribution and limitations. 
B. Confidentiality 
All information is strictly confidential and will be reported anonymously. 
Agreement will be sought where material is needed for publication. 
C. Methods 
The interview is a structured one with scope foi op; discussion. 
Interview data will be recorded (with permission) and transcribed. · 
The transcription will be provided to the interviewee and feedback sought 
An opportunity to expand upon or modify any part of the discussion will be 
provided. It is hoped that this interview will provide the basis for an on-going 
dialogue between the two parties. ' 
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INTRODUCTORY QUESTIONS 
A. Details of interviewee 
I. Name 
2. Company 
3. Position in Company 
' 
' 
4. To whom do you report or liaise with? Who reports to you? 
5. What are your main responsibilities? 
6. What are the main projects you have been involved in the last two years? 
What was your contribution to them? 
7. I am now going to show you four statements that express some views of design. 
Can you tell me how much you agree or disagree with them and to what extent 
they reflect the way in which engineering design is thought about in this company. 
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PART I. THE OVERALL (SYSTEMS ENGINEERING) PROCESS 
("BIG PICTURE") 
I would now like you to consider one project which you have worked on 
recently and with which you are quite familiar. If possible, consider a project that 
includes scenarios similar to any of the Use Scenarios (perhaps USl, for the moment) 
and imagine the process that overlooks it. Can you tell me about it? 
In particular, how did you go about designing, when working with others -
talking discussions and when you work alone? 
1. What was the product? 
2. Was it typical of the design process normally undertaken by the company? 
3. Was it an update of an existing product, a facelift or a completely new 
venture? 
4. What was your role in the design? 
5. At which stage did you become involved? 
6. At which stage did you cease to be involved? 
7. Were there any particular problems with this project (e.g. liaison, 
information access, team or group mix, hangups?) people problems/ machine 
problems? 
8. Was there a Product Design Specification or equivalent document? 
(see next page) 
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Product Design Specification and Assumptions List 
I. Can you describe what sort of things are contained in this document? The 
following table might provide some help. 
Issues included in the PDS or equivalent document 
(please tick or state as appropriate) 
Aesthetics Packing 
Standard Specification Maintenance 
Ergonomics Competition 
Life in service Quality 
Reliability Performance 
Product cost Patents 
Timescale Enviroument 
Customer Testing 
Processes Safety 
Size Company constraints 
Shipping Politics 
Manufacturing Product life span 
Market constraints Materials 
Weight Quantity 
Others ... (please specifY): 
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' 
' 
2. Are ergonomic considerations usually found in this document? 
3. Do you perform any type of situational analysis e.g. specify worst and 
best expected cases? 
4. Do you know who had suggested the constraints, and what was the 
rationale behind them? 
5. Was there a design log kept of decisions? 
6. At what stage is a PDS produced? 
7. To what extent does the assumptions list guide activities? 
B. Who has the fmal say regarding what it says? 
Did the finished design meet all the specifications as far as you are aware? 
' 
9. How many people were involved in the project? 
- by stages : problem definition, concept design, solution generation 
: detailed design, marketing etc. 
10. Was the team put together especially for this project? 
Had the team members worked together before? 
11. Did the membership stay the same throughout the early stages? 
12. Who has overall responsibility for the project? 
What happens when it leaves concept d~sign? 
13. Are there any checkpoints on the process which management requires reporting 
planning etc.? How does it work in terms of infra- and inter-team communication? 
14. As people come into the project, do they have any problems getting to 
grips with the design? How do they understand where the design is at? (by 
history reports, diagrams, verbal reports? · 
15. Are the teams inter-disciplinary? Is this company policy? 
16. How does the core design team liaise with other departments, especially 
on day to day issues (e.g. meetings schedules, telephone, email. etc.). 
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PART TI. THE SYSTEMS ENGINEERING PROCESS IN THE 
CONTEXT OF USE SCENARIO 1 
A. Customer/User Requirements 
Once you have been passed a brief, how do you start firming up on it, 
especially with regard to customer requirements and ergonomics? 
I. Is any one person responsible for looking at the customer/user needs. 
2. How do you check that the design actually meets the customer needs? 
( e.g. design review) ... at the concept stage and as the product develops. 
3. Do you have any tools or computer systems which help you consider the 
customer needs during the whole design process? 
4. At what stage of design are user interface issues considered? Do you think they 
should be considered separately from the functionality, and at which stage? 
5. Do you think that functionality and user interface complexity should be dealt with 
from different partners? If yes, could you sketch the implications for information 
exchange? 
6. What information do you use to help you with ergonomic issues 
(man-modelling systems, mannequins, journals, style guides). 
7. Is ergonomics one of the first things to be considered? 
Does it have its own specification? 
Does it ever lead to disagreements? 
8. Can you find all the information you need? 
9. To what extent do the ergonomic issues in the specification get ignored further 
down the line? 
I 0. When you think about your product users, which people come to mind 
(e.g. pilots, clients etc.) 
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B. Concept Design 
1. Can you tell me, a bit about the sort of work you do in this stage? 
' 
2. Am I right in thinking the everyone in the team is responsible for a 
particular area? (aesthetics, styling, interiors etc.). 
3. How do these areas relate to each other? How do you know that your bit 
will fit in with someone else's? 
4. How·is the team co-ordinated (informally, working in same office space, 
formal meetings and reviews? 
5. Do you work mainly with drawings? 
6. Do you have a design log/history to keep track of decisions? What about the 
associated rationales? 
7. What are the main influences on concept design? 
8. How many concepts are normally considered? 
Are they joint efforts oi individually generated? 
9. Do you ever contract out at this stage? 
0 
10. How do you bring the design activity to an end? 
What types of criteria are used? Is this point also a management 
"checkpoint"? (see question #13 at "PART A: Overall Process'') 
11. Is agreement reached about a concept through meetings? 
If so, who is involved? · 
What is the presentation media? 
12. Is the final decision made using any of the following methods? 
Decision trees, decision matrices, concept selection matrix, 
product planning matrix (QFD) other? ; 
13. How do you communicate your ideas to other departments? 
(drawings, presentations, whiteboards, reports etc. 
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C. Detail Design Stage 
1. When does detail design start? 
(as a s,eparate stage after formation of concepts, or in parallel?) 
' 
2. How much detailed design do you carry out at the concept design stage? 
I 
3. Do you use formal methods at this stage (QFD, Taguchi etc.) 
D. Overlap and interrelationship between stages 
1. How much revisiting takes place? e.g. between problem specification, 
solution generation and concept design. 
2. What is the role of prototyping? 
3. In the early stages how much effort goes into bringing the team members up 
to status with a particular product or new information?. 
4. Is the solution generation preceded by extensive consideration of alternatives? 
5. Does the team move immediately into considering a particular solution? 
6. How often is the solution based upon an existing part or product? 
7. How often do conflicts arise? 
8. How are conflicts resolved? 
9. Could you mention any typical errors occurring in the communication between 
teams and /or partners? Also, is this communication (a) fast enough, (b) secure? 
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PART lll. Computer System and Human Support 
A. Design Tools and Their Users 
1. What computer or paper-based tools do you use in throughout the design 
process as described above and by whom? 
2. What are their strengths and limitations? 
3. Would a eomputer support system that helped you consider product user 
needs be useful to you? If so when would you use it? 
4. Do you have a means of producing a design history? 
(by computer or otherwise). 
5. If a tool was developed for use at the early stages of design what 
systems would it have to fit in with? 
6. What in your view are the main problems with the existing computer 
systems that are in use in the company? 
7. Are you aware of any Integrated Project Support Environments (IPSEs)? Do you 
think that a single tool would be able to cope with the whole product lifecycle, or do 
you think that the existence of a variety of different tools is inevitable? 
8. Do you think that the list of tools selected for this exercise have to be "state-of the-
art"? 
9. In your opinion, are there any other types oftools that should be included in the 
exercise which are not included at the moment? What is the selection procedure, and 
are there things like criteria for appropriateness/ special priorities? 
233 
---~- - -- ~ -----..:~- _, .-~--· - - -
B. The Data Exchange Issue 
i 1. What types of data/knowledge is typically exchanged and at which stages? 
~- What types of mismatches do humans I tools tiy to bridge during Use Scenario 1? 
Here is a starting list which yo~ are asked to elaborate: 
Mismatch type Process/ work situatio• Involved tools Involved humans Further 
Level of 
abstraction 
that causes it c mments 
Thank you very much for your time! 
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Feedback form 
(1) Scope of discussion in terms ofLUTCHI role in 
SED RES 
Please add your comments on the list of points below which relate to the SED RES Generic 
Process Model in preparation. 
(2) Attributes of the generic process model 
The generic process model should be: 
• readable 
• relatively simple 
• aestheticly acceptable 
• informative 
• flexible 
• representative of the concurrent engineering process 
(3) The submitted models 
• Most make use of"baselines" e.g. functional, allocated and product but not at the 
same number/extent 
• Most of them do not show concurrency aspects 
• Most include definition, design/development and testing/"mtegration phases but do 
not necessarily follow the same terminology 
• Some emphasize software development as the major component while others do 
not 
• Underestimation of role of humans and tools(?) 
235 
( 4) Perspectives to be represented in the model 
<
static (e.g. De Marco) 
• Functional 
behavioural (sequenchlg, causality, process states etc.) 
I 
• Non-functional: redundancy, adaptability, timescale, efficiency etc. 
• Allocation: people, tools, special extent (proximity), resource usage 
(5) "Important aspects that impact the data exchange definition" 
Identification of such aspects and associated activities/processes in order to 
elaborate the "baseline" view: 
• Requirement evolvement Vs Assumptions management 
Possible examples: 
Inference of constraints 
Addition of new requirements 
Consistency check 
Abstraction of key points and prioritization 
Browsing/editing/querying facilities 
• Feedbacks 
• Data consistency management 
• Traceability 
• Introduction of existing ebtities 
• Data access control 
• Industrial responsibilities and properties 
• Bridge of (a) the abstraction level 
(b) different perspectives/paradigms 
• Team environment 
• Terminology 
• Interpretation of design information 
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The Generic Process Model Notation Tutorial 
A rectangle (notational object #1) is used to represent system architectural elements. 
Any physical system element belongs to this category, from products to systems, sub-
systems, components, subcomponents, parts etc .. The compositional relationships of 
these elements i.e. which subelements is each element comprised of, are denoted 
using a continuous straight line (notational object #2). For example, in the right hand 
part of figures 2a, 2b under the System architectural perspective, we can see a 
hypothetical avionics product which consists of a number of systems, i.e. System 1, 
System2, etc .. System! consists of two subsystems: Subsysteml.l and Subsysteml.2 
which in tuni .!)lliY consist of a number of components. An example of the use of the 
rectangle is shown in the following figure. 
Tanker 
Aircraft 
/~ 
Avionics Airframe 
system system 
-; \ 
Displays 
' &Controls ... 
Subsystem 
/ ' """ 
Head Up Communication, 
Display Navigation, 
(HUD) & Identification 
Controls & Display 
Unit (CNI/CDU) 
Figure Al-2. The system architecture of the equipment which USI is concerned with. 
237 
A round-edge rectangle (notational object #3) is used to represent a Life Cycle Process 
[2] (LCP), i.e. an instance of a generic process that takes place during a stage in the 
development of system products. Frequently a stage will correspond to a contractual 
milestone for the development of the whole product. What tends to happen in the 
examples of this document is that company LCPs that directly correspond to LCPs of 
the generic model are drawn in solid lines, whereas LCPs that are "proprietary" i.e. 
occur only in the companies's own models are drawn in dotted lines. Reference to 
SAAB model. An example of the use of the round-edge rectangle is shown in the 
following figure which shows a process fragment from the Aerospatiale process 
model. 
Requirement 
Analysis 
SI 
System level 
Functional Architecture 
Definition 
S3 
·-·---1 i 
Sub-system I • 
lev,_e_I ___ ---\-----f-----1 
Sub-system 2 
level 
Figure Al-3a. The original process fragment. 
ARIANE 5 FSF Definition 
CCB Preliminarv Desil!ll f I 
Requirement l 
t-u. alysis ,1 r.,unctional Archit. 
' efini!.!!/.!J_ - .. ·----·--~ lr
1
 __ .. _, ___ .... l! 
f<'equirements CCB Fun t. 1 .functional i i ~aseline Architecct .. ~:r;.;re;,_-H!~Ikeqnirement ! : ( !V !Analysis j ! 
' ' i I j' ' l Functional · 1.,__ • ~~~~~:~~~· ~alid~:~!··-·----- I 
l !Detaile< ~equirem nts 
~ ./~CB F1 11ct. ~aseline ~erifie£\·~htect. i ,.--- ·----, 
Functional ii:unctional j 
~rcbitecture l Design : 
0 i J i '--___ __.; 
' ! 
• ! 
...._ ______ __) 
L 
EFM Preliminary Design 
Figure Al-3b. The same process fragment using notational object #3. 
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' 
' 
An ellipse (notational object #4) is used to denote an element of a Systems 
Engineering Process [2] (SEP). SEP is an instance of a generic process that is 
performed at each of the system development levels (system, subsystem, component). 
An example of the use of the eclipse is shown in the following figure which illustrates 
a process fragment of the Alenia process model. ( 
t 
o>01<ware 
__. Requirements 
Analysis/Valid. 
ll"reummary 
pesign I Validat ~ 
L-, Detailed -
pesignN alidation 
Coding and 
'--+!unit Testing I 
Validat 
Software 
'--+{Inltegration and 
Testing/Valid. 
Figure Al-4a. The original process fragment. 
Software manufacturing 
Figure A 1-4b. The same process fragment using notational object #4. 
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A circle (notational object #5) represents a Use Scenario Process (USP), i.e. an 
instance of a SED RES-specific application process derived from a certain case study. 
The use of this symbol is directly derived from [4], where a circle ("bubble'') is used 
to represent a function in a data flow diagram. For example, in figure Al-5, the 
process BA4 - Refine system level design is performed potentially by BAe as part of 
Use Scenario 1. It can clearly be seen that this is part of the SEP component which is 
called Functional Analysis and belongs to the System Definition LCP . Similarly, the 
SEP component "Requirements Analysis" which is part of the LCP named "Sub-
system Preliminary Design" includes (in this example) only one USP which is called 
"Develop study material (SAl)" and is possibly performed by SAAB (hence "SA"). 
Therefore the hierarchy of processes is quite evident 
equirements Analysis (SAAB) 
(Sub-system 
Preliminary Design) 
Figure Al-5. A model of the process in USl- functional view. 
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The open rectangle (notational objects #6) denotes a data store in the same way as in a 
conventional dataflow diagram [ 4]. The following diagram presents a part of the 
description of the US1 process "Perform US! design work and evaluate". 
stated objectives 
\ 
required process & 
observations 
Figure A1-6. Fragment of a US 1 process. 
US I data exchange 
evaluation 
observations 
A rectangle bar (notational object #7) represents the duration of a process (USP in 
principle) and is used exclusively on Cartesian axes, to avoid potential confusion with 
notational object #1 which has a totally different meaning. For example, in figure Al-
7 below, we can see that USP "BA1" precedes BA2 and partly overlaps with SAl, and 
so on. Therefore we are talking about relative duration of process. 
USPs 
BA! 
BA2 
·-· I BA4 
__ , .... 
SAl SAl 
BA3 
BA4 L=---·--.... _ ............... __ ,. ~ 
~-~~-' sAq 
Time 
Figure Al-7. The process in USl- timeline view. 
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A continuous-line arrow (notational object #8) denotes any type of data or infonnation 
flow as in popular notations like DFDs etc [4]. An example of the use of the 
continuous arrowed line is shown in the following figure. 
' 
' 
I Customer 
Requirements 
ardware/ 
----'--..,.....--~Software Specification 
Figure Al-8. US3 process fragment: the transfer of data between the prime contractor 
and an equipment subcontractor. 
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A narrowly-dotted line (notational object #9) denotes a designated area which is 
usually but not necessarily accompanied by a label that justifies its purpose. An 
example of the use of the narrowly-dotted line on a fragment from the SAAB process 
model is shown in the following figures. 
! 
SYSTEM 
DESIGN 
- Overall Airborne 
System Design 
-Subsystem 
Design 
Figure A 1-9a. The original process fragment. 
SYSTEM DESIGN 
- - ---... 
Overall 
Airborne 
System 
Design 
Subsystem 
Design 
l__ 
-·- -
) 
Figure Al-9b. The same process fragment using notational object #9. 
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An asterisk (notational object #1 0) means that the certain object on which it is 
attached, might have multiple instances. For example, we can have a situation where 
a system consists of a number of subsystems, say n, (n is a small positive integer). 
Therefore, n instances of the virtual LCP "Subsystem Definition" are being 
performed, one for each subsystem. The choice of the asterisk was made in order to 
save a potentially three-dimensional representation of the above situation and also 
keep the V-shape of a ''typical" life cycle. An example of the use of the asterisk on a 
fragment from the Aerospatiale process model is shown in the following figures. 
! . 
- r 
SYSTEM 
-------..-. 
SUB-SYSTEM 
PHYSICAL PHYSICAL 
ARCIDTECTURE ARCIDTECTURE 
DEFINITION DEFINITION 
... 
~ \.. } 
Figure Al-9a. The original process fragment. 
* 
-SYSTEM .. SUB-SYSTEM 
PHYSICAL PHYSICAL 
ARCIDTECTURE ARCIDTECTURE 
DEFINITION I"'" DEFINITION 
! 
Figure Al-9b. The same process fragment using notational object #10. 
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The T3.3-specific notation is introduced to support the need to represent the role of 
hwnans and tools in the process. 
Actors of processes are basically the agents that perform the underlying functions. In 
the context ofT3.3/(JSPs, it has to be clear who is doing what An actor might be a 
computer tool (actor #1 -thick circle) performing an automatic progress on a piece of 
design, a hwnan using tool (actor #2- double circle), i.e. a designer modifying a 
design, an individual (actor #3- darkly shaded circle) offering some feedback (e.g. 
verbally or on paper) to another designer, or a hwnan team (actor #4- darkly shaded 
double circle) meeting to commonly make some design decisions. The annotation is 
initially adopted from [3]. Consequently, what is exchanged between actors, tools etc. 
has to be differentiated. Different types of arrow lines will be used as variations of 
notational object #8 (arrowed line) to show the different exchange possibilities. It is 
preferred not to elaborate on this point further as it is subject to change. in T3.3. 
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FRR • fll&f'!t Rauf~ Re.lew 
FOR • Forftl'll Ovdd'ic:atlon RtYICW 
< 
·. 
POR COR 
Rig 
Development 
~. Daimler Benz Aerospace 
.-
• Multi-Stage Test•ng 
Major Evaluation Data Collection Forms 
Export Form. 
Sender 
Recipient(s) 
• ,;.. • ~ • - • r ' .. 
Date and Time-
Nature of the design ·; 
work to be sent to the I. Size of design exported (in bytes) 
STEP file' ' : '' · ·' :· 
- ~ ..: . . 
State A!'Yprqblenu;~.' 
encountered during \~ 
"Export Procedute"'t~. 
·-;..:- ,-_ . - ;- ~ ':::' -
-·t\,] ~:-:::.::; .-t:? ~ ~:~;;::' 
~:: j:~~::.<< • >--:V : ~> 0 
;'"...,' ., .... ~ •''";_l''· 
~-,~~i:~ ·:;: _-·, .. ~~-~::::' i~~,~. 
' '· 
< ~ ..... . . . 
2. No. of Data Items? 
3. No. ofProcess Elements? 
4. No. of Design Diagrams? 
Media? e.g. paper Method e.g. post 
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Import Form. 
Sender 
Recipient 
Date and Time 
Nature of the design 
work retrieved from 
the STEP file 
' 
-
' ' 
-\ 
-
• 
Other associated 
documenis :ec,eived?. -
' ~ -~ ...,, 
- -
' . "' ,.f X~ ~,, .{ ... ~ - .... t';,_~~J,I< 
~' ' . 
' ~s ::-: :~-= ,/~~~ :~~; 
State Any problems ': 
encotmfered during!,¥: 
~ImPoii Proi:ei:fure"; f, 
:~~:.- .:t~, c~>~v'}'~, ~: ::~~ 
,; ~;·~ : :::< :;~;;_;~ ;~i~ 
I. Size of design imported (in bytes) 
I 
2. No. of Data Items? 
3. No. of Process Elements? 
4. No. of Design Diagrams? 
Document Type? e.g. 
design document 
Media? e g. paper Method e.g. post 
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Engineer's Record 
Author ................... . 
' 
' Date ............................ . 
I 
Engineer's Ret:ord Chet:klist for export process 
Stage of exchange cycle and type of actions to be 
recorded 
' > ' .I''~ ~ ~ ,, '' • .., • .,.., \ J ;/'' ~ • • - -:. I ~ 
i." ,Pr~~aring De~f; (in. source to~!) ,for:~-~;'=<' 
Tra fi ~ .. '''>-.1 ,>... ' J ~ ....... -~ ~ns er·~ ','_~~r. ·"" ,.. :-, w• .-~. .... :"- ~,•:<z or\..::~.-~ I' -_i ''-~ 
{ ! . 
• Unexpected snags or problems 
• Interruptions 
• Help sought 
• Problems with Tool Interface (errors etc.) 
• Data collection actions (obtaining printouts, 
form filling et~.) 
• Unexpected snags or problems 
• Recovery actions following unexpected 
oroblems 
• Interruptions 
• Help sought 
• Actions arising through organisational/ I.T. 
infrastructure 7virus checks etc.) 
• Problems sending file ( email fuilures, Internet 
delavs etc.) 
• Other unexpected snags or problems 
• Recovery actions following unexpected 
oroblems 
• Interruptions 
• Help sought 
Event numher(s) of entries in the Engineer's 
Record Form 
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Engineer's Record Checklist for import process 
Stage of excl1ange cycle and type of actions to he Event numher(s) of entries in tile Engineer's 
recorded Record Form 
1. Receiving transferred STEP file via Internet 
• Actions arising through organisational/ I. T. 
infrastructure (virus checks etc.) 
• Unexpected snags or problems 
• Interruptions 
" -
• Help sought _ 
• Problems with Tool Interface (errors etc.) 
• Data collection actions (obtaining printouts, 
form filling etc.) 
• Unexpected snags or problems 
• Recovery actions following unexpected 
problems 
• Interruptions 
• Help sought 
• Problems reading design in smk tool 
• Actions taken to resolve these problems 
• Actions relating to interpretation of imported 
design (rearranging of data flows etc.)· 
• Formal queries made to sending engineer 
• Additional matenal consulted 
• Other unexpected snags or problems 
• Recovery actions following unexpected 
_problems 
• Interruptions 
• Help sought 
,_ 
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The complete engineer's record form should contain several covies of this vaf!e 
Event Event Start End Comments 
number Time Time 
' 
' 
I 
-
-
-
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Transform Report Examples 
'Concise' Transform Report: 
SEDRES Transform Report Format V1.0 11/9/97 
Transform direction Export 
Design Tool Statemate Magnum + 
Design Tool version 1.2.3 
Interface version 2.01 
Part21 filename sedres/stm/export/test4.p21 
Date 12/9/97 
Time 13:42:59 
Elapsed time : 00:45 
Summary Information 
File errors 0 
Syntax errors 0 
Semantic errors 0 
Mapped entity types 11 
Unmapped ent1ty types 14 
Mapped Entity List 
Tool entity SEDRES entity 
notes 
45 arrow 45 flow 
8 activity occurrence 
2 chart 
4 chart 
7 data store activity 
1,3 
8 external agent 
1 root function item 
1 functional context 
7 store 
32 internal activity 
1,3 
32 function 1tem 
Note 
l 
Note text 
Names may be truncated. 
Substitution of • • (space) by 3 
Unmapped Entity List 
UoF Common Design Principles 
(none) 
Requirement UOF 
Critical Issue 
Decision 
Requirement 
Requirement group 
System Design UoF 
application 
system 
working mode 
Functional design UoF 
(none) 
Behavioural design UoF 
Behaviour model 
state 
transition 
Data types 
(tbd) 
• • (underscore) :i.n names .. 
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'Differences' Transform Report: 
SEDRES Transform Report Format V1.0 11/9/97 
Transform direction Export 
Design Tool Statemate Magnum + 
Design Tool version 1.2.3 
Interface version 2.01 
Part21 filename sedres/stm/export/test4.p21 
Date 12/9/97 
Time 13:42:59 
Elapsed time 00:45 
Summary Information 
File errors 0 
Syntax errors 0 
Semantic errors 0 
Mapped entity types 11 
Unmapped entity types 14 
Mapped Entity List 
Tool entity 
notes 
45 arrow 
8 activity occurrence 
2 chart 
4 chart 
7 data store activity 
8 
32 internal activity 
1 
Note text 
SEDRES entity 
45 flow 
8 external agent 
1 root function item 
1 functional context 
7 store 
32 function_1tem 
Note 
1 
3 
Names may be truncated. 
Substitution of ' ' (spaca) by ' ' (underscore) in names. 
Unmapped Entity List 
UoF Common Design Principles 
(none) 
Requirement UOF 
Crit1cal Issue 
Decision 
Requirement 
Requirement group 
System Design UoF 
application 
system 
working mode 
Functional design UoF 
(none) 
Behavioural design UoF 
Behaviour model 
state 
transition 
Data types 
(tbd) 
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, 
' 
Detail Entity List 
Mapped Entity List 
Tool entity 
notes 
SEDRES entity 
45 arrow 
CHG EQUIP PARAMS REQS 
NEW-FREQUENCY REQ 
NEW-PRESET VIA SPAD REQ 
SCROLL DCWN REQ -
SEL NEW PRESET REQ 
TOGGLE EQUIP PARAMS REQ 
TOGGLE-MOON REQ -
TOGGLE=PRESETS_REQS 
n 
(more) 
8 activity occurrence 
AVIONICS EQUIPMENT 
INPUT DEVICES 
MISSION DATA LOADER 
DISPLAY- -
n 
n 
(more) 
n 
2 chart 
CDU OPERATION 
INTERPRET PILOT INPUT 
4 chart - -
CDU_OPERATION 
INTERPRET PILOT INPUT 
- - n 
(more) 
7 data store activity 
8 
n 
EQUIP STATUS AND PRESET LI ST - - - -
n 
(more) 
n 
32 internal activity 
l 
UPDATE EQUIP OP PARAMS 
INTERPRET PILOT-INPUT 
LOAD MISSION DATA 
CONTROL DISPLAYED INFORMAT 
ION_ON_DISPLAY -
.. 
(more) 
n 
45 flow 
CHG EQUIP PARAMS REQS 
NEW-FREQUENCY REQ 
NEW-PRESET VIA SPAD REQ 
SCROLL DOWN REQ -
SEL NEW PRESET REQ 
TOGGLE EQUIP PARAMS REQ 
TOGGLE-MOON REQ -
TOGGLE=PRESETS_REQS 
8 external agent 
AVIONICS-EQUIPMENT 
INPUT DEVICES 
MISSION DATA LOADER 
DISPLAY- -
1 root function item 
CDU OPERATION-
1 functional context 
CDU_OPERATION 
7 store 
EQUIP STATUS_AND_PRESET_LI 
ST -
32 function_item 
UPDATE EQUIP OP PARAMS 
INTERPRET PILOT-INPUT 
LOAD MISSION DATA 
CONTROL_DISPLAYED_INFORMAT 
ION_ON_D 
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Appendix B 
Documents related to chapter 4 (The PA study) 
THINK-ALOUD TRAINING SESSION •...................•........................................................ 260 
PROBLEM STATEMENT ......•.......•...........•..•...•..•.....•......•..........•..•..................................... 261 
DEBRIEFING SESSION ............................................................................................. 262 
------------------------ -
THINK-ALOUD TRAINING SESSION 
' 
Choose one of the following problems and write a program that solves it. You are free 
to use any notation that suits you e.g. detailed pseudocode, programming language 
etc .. While you are solving the probleln, try to verbalise your thoughts as much as you 
can. 
The "Traffic Counting" Problem 
"A traffic survey is conducted automatically by placing a detector at the road side, 
connected by data-links to -a computer. Whenever a vehicle passes the detector, it 
transmits a signal consisting of the number 1. A clock in the detector is started at the 
beginning of the survey, and at one second intervals thereafter it transmits a signal 
consisting of the number 2. At the end of the survey, the detector transmits a 0. Each 
signal is received by the computer as a single number (i.e. it is impossible for two 
signals to arrive at the same time). Design a program which reads such a set of signals 
and outputs the following: a) the length of the survey period b) the number of vehicles 
recorded, c) the length of the longest waiting period without a vehicle. • 
Fibonacci Sequence Problem 
"Compute the first N elements of the Fibonacci sequence. In the Fibonacci sequence, 
the first two elements are 1, and each element after that is the sum of the previous two 
elements. For example, given anN oflO, the program produces: 1 1 2 3 58 13 21 34 
55." 
Updating Stock Problem 
"Imagine you have a 'simulated' computer. The task is to perform transactions as 
indicated by the transaction file: e.g. '3 13' means 'add 13 to the quantity of item 3 in 
the old stock file'. By the nature of the 'computer', files can only be traversed 
sequentially, and so all the transactions for a given item number must be done 
together. When all transactions for a given item are completed, the value of the old 
stock cell is sent to the new stock file. " 
260 
PROBLEM STATEMENT 
AnN-lift (N-elevator) system is to be installed in a building with M floors. The lifts 
and the control mechanism are supplied by a manufacturer. The internal mechanisms 
of these are assumed (given) in this problem. You and several other designers have 
been asked to submit proposals for the design of such a system. You may proceed in 
any fashion you like, but please produce a design that is as detailed as possible 
without going to the level of code; imagine that your proposal, if accepted, is to be 
handed over to a junior prograrmner for implementation. 
DESIGN TIIE LOGIC TO MOVE LIFTS BETWEEN FLOORS IN TIIE BUILDING 
ACCORDING TO THE FOLLOWING RULES: 
1. Each lift has a set of buttons, 1 button for each floor. These illuminate when 
pressed and cause the lift to visit the corresponding floor. The illumination is 
cancelled when the corresponding floor is visited (i.e. stopped at) by the lift. 
2. Each floor has 2 buttons (except ground and top), one to request an up-lift and one 
to request a down-lift. These buttons illuminate when pressed. The buttons are 
cancelled when a lift visits the floor and is either travelling in the desired direction, or 
visiting the floor with no requests outstanding. 
In the latter case, if both floor request buttons are illuminated, only 1 should be 
cancelled. The algorithm used to decide which to service, first should minimise the 
waiting time for both requests. 
3. When a lift has no requests to service, it should remain at its final destination with 
its doors closed and await further requests (or model a "holding" door). 
4. All requests for lifts from floors must be serviced eventually, with all floors given 
equal priority (can this be proved or demonstrated?) 
5. All requests for floors within lifts must be serviced eventually, with floors being 
serviced sequentially in the direction of travel (can this be proved or demonstrated?) 
6. Each lift has an emergency button which, when pressed causes a warning signal to 
be sent to the site manager. The lift is then deemed "out of service". Each lift has a 
mechanism to cancel its "out of service" status. 
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DEBRIEFING SESSION 
Clarification of behaviour 
' 
' 
• Could you briefly talk me through your writings and comment on the strategies 
that you followed? 
• Did you use any methodologies? If so, which ones? 
. 
• (Ask about specific types ofbehaviour you observed during the session.) 
Task complexity 
• How difficult did you fmd the problem? 
• Which parts were the trickiest? 
• (Provide them with the alternative description of the problem and ask them to 
choose.) 
Experimental method 
• Did you find thinking aloud straightforward? How natural was it? 
• Do you think it affected your thinking? If yes, in what way? 
I 
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Appendix C 
' 
' 
I 
Documents related to chapter 6 (Experiment #1) 
A TUTORIAL IN DESIGN RATIONALE USING QOC ................................................ 264 
RANDOMISATION TABLE ...................•..•................................................................... 271 
EXPERIMENTAL TASKS ....••...•......•...............................•..................................•.•.•..•......•. 272 
STIMULUS MATERIAL ....................................................................................................... 281 
QUESTIONNAIRE ............................................................................................................ 289 
A tutorial in Design Rationale using QOC 
Contents 
1. Introduction 
2. Main QOC elements 
. 3. A simple example: "ShaH I take part in the experiment?" 
4. The design of the XCL scroll bar 
5. Nested rationale 
6. A composite example: the "fast ATM" design 
7. Exercise 
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1. Introduction 
Design rationale refers to the argumentation that underlies the decisions made during 
the design of an artefact There are several notations, techniques and methods for 
capturing, representing and nsing design rationale in various design tasks. 
QOC is a formalism used to represent design rationale. It is straightforward and 
expressive - by using simple notions of argumentation you can represent the reasoning 
behind systems design. Organised in fragments, design rationale can adequately 
describe argumentation for even complicated systems. 
2. Main OOC elements 
As its name denotes, QOC's basic elements are Questions, Options and Criteria. 
Questions stand for issues that come up during the design task, Options stand for 
alternative answers to the Question at hand and Criteria are meant to be objectives 
under which each option is evaluated for fitness. Criteria can be assessed either 
positively or negatively. Let's see an example: 
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3. A simple example: "Shall I take part in the experiment?" 
Q: Shall I take 
part in the 
experiment? 
C: Prize money 
C: Free time 
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4. The design of the XCL scrollbar 
Q:Howwide? 
Graphical form 
Tabular form 
O:Howwide? 
~ a 
Screen 
compactness 
Ease ofhitting 
with a mouse 
Narrative form 
Narrow 
+ 
-
C: Screen 
compactness 
C: Ease of hitting 
with a mouse 
Wide 
-
+ 
The Question is: "how wide?" and the Options are narrow and wide. The Criteria are 
screen compactness and ease of hitting with a mouse. A narrow scroll bar is rejected 
because ease of hitting with a mouse is more important than screen compactness. 
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5. Nested rationale 
Q:Howto 
display? 
' 
' 
0: Pennanent 
0: Appe!Jring 
~ 
\ 
Q:Howto 
make it 
appear? 
C: Low user 
effort 
C: Screen 
compactness 
C: Continuous 
feedback 
to user 
cursor 
movement 
0: Scroll 
button 
C: What the 
user can do 
is obvious 
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6. A composite example: The "fast ATM" design 
There is considerable variety in the design of ATMs (Automatic Teller Machines), 
both in what facilities they provide and in the ways people interact with them. One 
interesting contrast' is between a "standard" ATM (SA TM) and a new "fast cash" 
ATM recently introduced by a British Bank. The SA TM offers a range of services, 
such as balance enquiries, new cheque books or ststements, as well as withdrawing 
cash. The FA TM provides only for cash withdrawal. However, more than just 
restricting services, the procedure for using the FA TM is different from the procedure 
for the SATM. The following figure shows the steps required to get cash from the two 
ATMs: 
I The standard ATM (SATM) I 
1. Push card into slot 
2. Type PIN number when prompted 
3. Select Cash Withdrawal. (from the several services offered) 
4. Select Another Amount (you could have selected one of five preset amounts) 
5. Type in amount required and press Enter key 
6. Select No (when asked if you would like to request another service). 
7. Remove card from slot 
8. Take cash from drawer, and receipt from slot 
!ThefastATM(FATM) l 
1. Select cash amount (Must be one of six preset amounts) 
2. Insert card. 
3. Remove card. 
4. Type in PIN number. 
5. Take cash and receipt from drawer 
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7. Exercise 
The two ATM designs that have just been outlined are compared in the following 3 
design rationale fragments (a, band c). The options referring to the design of the 
SA TM are highlighted using thick black whereas the FA TM options are the ones in 
thick grey. Please fill-in the blank spaces. 
a. 
The Question is:" ?", 
and the Options are full range and ~gply. The Criteria are variety of services and 
speed. A cash-only machine-would be faster but would restrict the variety of offered 
services. A full-range machine would provide a larger variety of services but would 
reduce speed. 
b. 
Q: Where to retrieve cash and receipt from? 
~ c 
Q: How to select 
cash amount? 
I Different slots I 
+ 
-
c. 
[same slo!) 
-
+· 
.,---r C: Variety of 
amounts 
J<-~- C: Obvious what 
machine provides 
' 
' 
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Randomisation table 
Subject Random Within-subjects Between-subjects 
number assignment . assignment 
51 
52 
53 
54 
55 
56 
57 
58 
59 
510 
511 
512 
513 
514 
515 
516 
517 
518 
17 
6 
16 
4 
15 
13 
2 
3 
10 
1 
8 
11 
14 
7 
18 
9 
5 
12 
F (G->T->N) 
8 (N->G->T) 
F (G->T->N) 
B (N->G->T) 
E (G->N->T) 
E (G->N->T) 
A (N->T->G) 
A (N->T->G) 
0 (T->G->N) 
A (N->T->G) 
C (T->N->G) 
0 (T->G->N) 
E (G->N->T) 
C (T->N->G) 
F (G->T->N) 
C (T->N->G) 
B (N->G->T) 
0 ->G->N 
Results of randomisation procedure 
A(O-C) 
B (C-0) 
B (C-0) 
B (C-0) 
A(O-C) 
A(O-C) 
B (C-0) 
A(O-C) 
B (C-0) 
A(O-C) 
B (C-0) 
A(O-C) 
B(C-0) 
A(O-C) 
B (C-0) 
A(O-C) 
A(O-C) 
B C-0 
' 
' 
--
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Experimental tasks 
TASKl 
Using the given design rationale documents answer the following questions. Write the 
answers on the space provided on this sheet: 
Task 1-A. SYNTAX 
1. What is the most promising choice for the range of offered services in terms of 
speed? 
2. What is the FA1M option for the initiation of a transaction? 
3. Providing the security objective is met, which practical problem is solved? 
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Task 1-B. SEMANTICS 
4. Why there probably shouldn't be a fixed default amount on the card? 
5. Does the objective of speed influence the number of slots on the ATM? (Yes/No) 
273 
' 
' 
I 
Taskl-C. CONTEXT 
6. What is the advantage (if any) of a switchable machine over one with a 
(permanently) full range of services? 
7. Deciding on a customer-programmed card, which cash selection approach would 
that imply? 
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TASK2 
Using the given design rationale documents answer the following questions. Write the 
answers on the space provided on this sheet: 
Task2-A. SYNTAX 
1. What is the most promising choice for the retrieval of cash and receipt in terms of 
speed? 
2. What is the FATM option for selecting cash amount? 
3. What is ·the best way of initiating a transaction in terms oflow ertor rates? 
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Task 2-B. SEMANTICS 
4. As to how to select cash amount, if we chose "both typing and presets", then what 
would be our most important criterion in this choice? 
I 
5. In the same issue as above (i.e. selection of cash amount), not regarding the 
importance of individual criteria, what would be our decision and why? · 
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Task 2-C. CONTEXT 
6. What is the advantage (if any) of restricting the type of services over a 
(permanently) full range' of services? 
I 
7. Deciding on fixed machines, which range of services would that imply? 
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TASK3 
Using the given design rationale documents answer the following questions. Write the 
answers on the space provided on this sheet: 
Task3-A. SYNTAX 
1. What is the most promising choice for how to restrict the provided services in terms 
of speed? 
2. What is the FA TM option for the retrieval of cash and receipt? 
3. Would a restriction of the type of services make our ATM transactions slower? 
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' 
' 
Task 3-B. SEMANTICS 
4. In which criterion do we consider intuitiveness in order to provide the right process 
of cash amount specification? ,' 
5. Does the objective of 'intuitiveness to the user' influence where to retrieve cash and 
receipt from? 
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Task 3-C. CONTEXT 
6. What is the advantage (if any) of a customer setting default amount via the A TM 
over typing in amount straight away (on transaction)? 
7. Deciding to restrict the number of services, which range of services approach would 
that imply? 
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Stimulus material 
The question is: "what range of services offered?". This first option (SATM) is to 
offer full range and the second option (FATM) is to offer cash only. The first 
criterion is variety of services and the second criterion is speed. 
Offering a full range of services is positive in tenns of the variety of services users 
receive but reduces speed. Offering cash only restricts the variety of services provided 
put increases speed. 
The question is: ''where to retrieve cash and receipt from?". This first option 
(SA TM) is to use different slots and the second option (FA TM) is to use the same 
slot. The first criterion is low cost and the second criterion is speed. 
Providing different slots for cash and receipt has a low cost but reduces speed. 
Dispatching cash and receipt through the same slot costs more but increases speed. 
The question is: "how to select amount?". This first option is to type in amount, the 
second option (SATM) is to cater for both typing and presets, the third option 
(F ATM) is to select from presets and the fourth option is to have the amount 
recorded on card. The first criterion is variety of amounts, the second criterion is 
"obvious what machine provides" and the third criterion is speed. 
Choosing to type in amount provides a variety of amounts to choose from, but it is not 
obvious what machine provides and it is slow. Having both typing artd presets 
provides a variety of amounts to choose from, but it is not obvious what machine 
provides and it is slow. Choosing to select cash amount does not provide a variety of 
amounts to choose from, but it is obvious what machine provides and is fast. 
Choosing to record amount on card restricts the variety of services, does not make 
obvious what machine provides and is fast. 
The question is: "how to initiate transaction?". This first option (SATM) is to 
identify customer and the second option (FA TM) is to select cash amount The first 
criterion is low errors, the second criterion is "obvious what machine provides"and 
the third criterion is speed. 
Choosing to identify customer would give low error rates, but it is not obvious what 
machine provides and it is slow. Choosing to select cash amount it would be obvious 
what machine provides and would be faster but would yield higher error rates. 
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Tile question is: "does machine hold card?". This frrst option (SATM) is to hold 
card for PIN and the second option (FA TM) is to return card immediately. The 
~t criterion is security and the second criterion is speed. 
' 
Choosing to hold card for PIN would provide security and reduce speed. Choosing to 
return card immediately would provide lower security but it would increase speed. 
The question is: "how are services restricted?". This first option is to provide fixed 
machines and the second option is by switchable machines. The first criterion is 
speed and the second criterion is variety of services. 
Choosing fixed machines would increase speed but restrict the variety of services. 
Choosing switchable machines would favour variety of services and decrease speed. 
The question is: ''what is restricted?". This first option is to restrict the no. of 
services and the second option is to restrict the type of services. The first criterion is 
speed and the second criterion is variety of se~ices. 
Choosing to restrict the no. of services would increase speed but restrict the variety of 
services. Choosing to restrict type of services would favour variety of services and 
decrease speed. ·: 
_, 
The question is: "how does card record amount?". This first option is to ha"e a 
iu:ed default on card, the second option is that customer sets default via ATM and 
the third option is that customer programs card directly. The first criterion is speed 
and the second criterion is variety of amounts. 
Choosing fiXed default on card is faster but restricts variety of services. Having the 
customer to set default via AlM, is slower but provides a variety of services. 
Having the customer to program the card directly increases both speed and variety of 
services. 
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The question is: "what range of services offered?". This first option is (SA TM) is to 
offer fuU range and the second option (FA TM) is to offer cash only. The first 
criterion is variety of services and the second criterion is speed. 
Concerning the variety of services offered to users, a fuU range is preferable than cash 
only service. Regarding speed, a cash only service is preferable than a full range 
service. 
The question is: "where to retrieve cash and receipt from?". This first option 
(SATM) is to use different slots and the second option (F ATM) is to use the same 
slot. The frrst criterion is low cost and the second criterion is speed. 
Regarding low cost, providing different slots is preferable than providing the same 
slot. Concerning speed, a same slot approach is preferable than a different slots one. 
The question is: "how to select amount?". This first option is to type in amount, the 
second option (SATM) is to cater for both typing and presets and the third option 
(F ATM) is to select from presets and the fourth option is to have the amount 
recorded on card. The first criterion is variety of amounts, the second criterion is 
"obvious what machine provides" and the third criterion is speed. 
Regarding the variety of amounts, typing in amount and both typing and presets are 
preferable than selecting from presets or recording amount on care!. Concerning the 
obviousness of what machine does, selecting from presets is preferable to typing in 
amount, both typing and presets, or recording amount on card. Regarding speed, 
selecting from presets and recording amount on card are preferable than typing in 
amount or both typing and presets. 
The question is: "how to initiate transaction?". This first option (SATM) is to 
identify customer and the second option (FA TM) is to select cash amount. The first 
criterion is low errors, the second criterion is obvious what machine provides and 
the third criterion is speed. 
Regarding low errors, identifying customer is preferable to selecting cash amount. 
Concerning "obvious what machine does", selecting cash amount is preferable to 
identifying customer. Regarding speed, selecting cash amount is preferable to 
identifying customer. 
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The question is: "does machine hold card?". This first option (SATM) is to hold 
card for PIN and the second option (FATM) is to return card immediately. The 
frrst criterion is security and the second criterion is speed. 
/ 
Concerning security, to select card for PIN is preferable than to return card 
immediately. Regarding speed, to return card immediately is preferable than to hold 
card for PIN. 
The question is: "how are services restricted?". This first option is to provide fixed 
machines and the second option is by switchable machines. The first criterion is 
speed and the second criterion is variety of services. 
Concerning speed, fixed machines are preferable than switchable machines. 
Regarding variety of services, switchable machines are preferable to fixed machines. 
The question is: ''what is restricted?". This frrst_option is to restrict the no. of 
services and the second option is to restrict the type of services. The first criterion is 
speed and the second criterion is variety of services. 
Concerning speed, restriction of the no. of services is preferable than restriction of the 
type of services. Regarding variety of services, restriction of the type of services is 
preferable to restriction of the no. of services. 
The question is: "how does card record amount?". This frrst option is to have a 
fued default on card, the second option is that customer sets default via ATM and 
the third option is that customer programs card directly. The first criterion is speed 
and the second criterion is variety of amounts. 
Regarding speed, "fixed default on card" and "customer programs card directly'' are 
preferable to "customer sets default via A TM''. Concerning variety of services 
"customer sets default via A TM'' and "customer programs card directly'' are 
preferable to "fixed default on card". 
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-·SATM 
Q: What range 
of services 
offered? 
Q: Where to 
retrieve 
, 
' 
cash and 
receipt from? 
Q:Howto 
select 
amount? 
Q: How to 
IRitiate 
transaction? 
, -:FATM 
0: Full range J,--~ 
0: Cash only 
. 
·. . : ..... ·. 
.·· · .. 
.·· · .. 
C: Variety of 
services 
C: Speed 
0: Different slots 1----: C: Low cost 
0: Same slot 
• 
. . 
. . 
:': 
.· ·. . . 
. . 
. . 
. . 
0: Type in amount 
0: Select from 
presets 
0: Record on card 
0: Identify customer 
0: Select cash 
amount 
C: Speed 
C: Variety of 
amounts 
C: Obvious what 
machme 
provides 
C: Speed 
C: Low errors 
C: Obvious what 
machine can do 
C: Speed 
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: SATM 
Q: Does machine 
hold card? 
-: FATM 
O: Hold card 
for PIN 
. 
. . 
":( 
.· ·. r
------------. • • 
... · .. 
. . O: Return card 
immediately 
C: Security 
C: Speed 
0: Fixed . . C: Speed 
Q: How are < machines ·.\./: 
services / ·· .. 
restricted? / ··•. c: Variety of O: Switchable 
Q: What is 
restricted? < 
Q:Howdoes 
card record 
amount? 
machines services 
O:No.of 
services •·•.• . ..... C: Speed 
O:Typeof 
services 
.. 
............. 
:' ·.. c: Variety of 
0: Fixed default 
on card 
o: Customer 
sets default 
viaATM 
0: Customer 
programs 
card dtrectly 
services 
C: Speed 
C: Variety of 
services 
, 
' 
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-:SATM -:FATM 
Q: What range or servitl:S offered? 
Variety of 
services 
Speed 
Full range 
+ 
Cash only 
+ 
Q: Where to receive cash and receipt Crom? 
Different slots Same slot 
Low cost + 
Speed + 
Q: How to select amount? 
Vanety of 
amounts 
Obvtous what 
machme provides 
Speed 
Type in amount Both typing 11 Select from and presets _ _ presets 
+ + 
+ 
+ 
Q: How to initiate transaction? 
ldcnllfy customer 
Low errors + 
Select cash 
amount 
Record on card 
+ 
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-: SATM -: FATM 
Q: Does machine hold card? 
~ I Hold card I Return card I a for PIN 1mmed1ately 
Security + -
Speed 
-
+ 
Q: How are services restricted? 
~ Fixed Switchable a machines machines 
' Speed + 
-
Variety of 
+ services . ~ 
' 
Q: What is restricted? 
~ No. of Type of a services services 
Speed + -
Variety of 
-
+ 
services 
Q: How does card record amount? 
~ Fixed defaull Customer sets Cu<tomer programs on card default via A TM card d~rectly a 
Speed + - + 
Variety of 
. + + services 
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QUESTIONNAIRE 
Please tick (v) as appropriate. 
' 
' 
(A) PERSONAL DETAILS 
• Sex: MD FD 
• Age: D 0 .D o- 0 
15-20 20-25 25-30 30-35 35+ 
(B) BACKGROUND 
• Course: L--------------------------J 
• Year of study: D -. 
---
• Have you taken any Computing or IT-related A-levels? (Yes/No): D 
CC) DESIGN PRACTICE 
• How many hours per week (approximately) you think you spend on each of the 
following or other software design-related activities? 
.:tlt~tilll,-~~'i)-·•;;~~{~?!i:"'"~··P§~'·r<~rlloJtrs'pe!ii,'vec~t 
< ~ ~.,.~ ....0: J.'.iu..- !)l .._~';tt~~:;f'!.'t" ) ... i~ "'i),~ ,',~9:' •":~'f }~~''"'~.;-; ~:, ,.~~~i\;;..'<',.~.\x~.,~"t ~¥'1":-tr(,.,<,~;._,.,t;,.\<'.;,.7'~ ...... , <<''ll' I '<J/!\;•8',>"; ...t»l',;f:'!. ... !~t' .. ,_.~,~~\:"',,.,~.·,<r • \'; ~"< .:::'!;><< •"""'o.;tj ~''i,!"J~ ~:.f.tJ'o''>."' '~""'TI• • 
Programming . 
Systems Analysis & Design 
Other (please specify below) 
(D) PREFERENCES 
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Please indicate your attitude towards each of the representations you've been 
exposed to, by marking your response to the following statements on the provided 
scales. You are encouraged to browse through your responses to the questions 
throughout the experiment. 
Taskl 
• The notation I used in task 1 is intuitive and easy to comprehend. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly • disagree 
disagree 
OK agree strongly 
agree 
• In particular, that is how I would rate its intuitiveness/ease to comprehend over 
the 3 sub-tasks: 
0 1 2 3 
Task 1-A (syntax) 1---------1---------1---------1---------1 
Task 1-B (semantics) 1---------1---------1---------1---------1 
Task 1-C (context) 1---------1---------1--~-----+--------1 
very 
low 
low av~ge high 
4 
very 
high 
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• The notation I used in task 1 is suitable for me to understand the design rationale 
behind the F ATM system. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
agree 
• In particular, that is how I would rate its suitability over the 3 sub-taS"ks: 
0 1 2 3 
Task 1-A (syntax) 1---------1---------1---------1---------1 
Task 1-B (semantics) 1---------1---------1---------1---------1 
Task 1-C (context) 1---------1---------1---------1---------1 
very 
low 
low average high 
, 
, 
4 
very --
high 
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• I would be happy to use the notation I used in task 1 to understand design 
decisions made previously on a regular basis. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
agree 
• In particular, that is how I would rate its effectiveness over the 3 sub-tasks: 
0 1 2 3 4 
Task 1-A (syntax) 1---------1---------1---------1---------1 
Task 1-B (semantics) 1---------1---------1---------1---------1 
Task 1-C (context) 1---------1---------1---------1---------1 
very 
low 
low , average high very 
high 
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Task2 
• The notation I used in task 2 is intuitive and easy to comprehend. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
agree 
• In particular, that is how I would rate its intuitiveness/ease to comprehend over 
the 3 sub-tasks: 
0 1 2 3 
Task 2-A (syntax) 1---------1---------1---------1---------1 
Task 2-B (semantics) 1---------1---------1---------1---------1 
Task 2-C (context) 1---------1---------1---------1---------1 
veey 
low 
low average high 
4 
very 
high 
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' 
' 
• The notation I used in task 2 is suitable for me to understand the design rationale 
behind the FA TM system. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
· agree 
• In particular, that is how I would rate its suitability over the 3 sub-tasks: 
0 1 2 3 4 
Task 2-A (syntax) 1---------1---------1---------1---------1 
Task 2-B (semantics) 1---------1---------1---------1---------1 
Task2-C (context) 1---------1---------1---------1---------1 
very 
low 
low average high very 
high 
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• I would be happy to use the notation I used in task 2 to understand design 
decisions made previously on a regular basis. 
0 1 2 3 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree 
4 
strongly 
agree 
• In particular, that is how I would rate its effectiveness over the 3 sub-tasks: 
0 1 2 3 
Task 2-A (syntax) 1---------1---------1---------1---------1 
Task 2-B (semantics) 1---------1---------1---------1---------1 
Task 2-C (context) 1---------1---------1---------1---------1 
vezy 
low 
low average high 
, 
, 
4 
f 
vezy 
high 
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Task3 
• The notation I used in task 3 is intuitive and easy to comprehend. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
agree 
• In particular, that is how I would rate its intuitiveness/ease to comprehend over 
the 3 sub-tasks: 
0 1 2 3 
Task 3-A (syntax) 1---------1---------1---------1---------1 
Task 3-B (semantics) 1---------1---------1---------1---------1 
Task 3-C (context) 1---------1---------1---------1---------1 
very 
low 
low average high 
4 
very 
high 
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• The notation I used in task 3 is suitable for me to understand the design rationale 
behind the FA TM system. 
' 
' 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
agree 
• In particular, that is how I would rate its suitability over the 3 sub-tasks: 
0 1 2 3 4 
Task 3-A (syntax) 1---------l--:-------1---------1---------1 
Task3-B (semantics) 1---------1---------1---------1---------1 
Task3-C (context) 1---------1---------1---------1---------1 
very 
low 
low average high -- very 
high 
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• I would be happy to use the notation I used in task 3 to understand design 
decisions made previously on a regular basis. 
0 1 2 3 4 
1---------1---------1---------1---------1 
strongly 
disagree 
disagree OK agree strongly 
agree 
• In particular, that is how I would rate its effectiveness over the 3 sub-tasks: 
0 1 2 3 4 
Task 3-A (syntax) 1---------1---------1---------1---------1 
Task 3-B (semantics) 1---------1---------1---------1---------1 
Task3-C (context) 1---------1---------1---------1---------1 
very 
low 
low 
' 
' 
average high very 
high 
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• If you had to choose one among these three notations for the purpose of 
comprehending design rationale for computer systems, which one would you 
prefer? Please tick (v) as appropriate: 
D D D 
Narrative Tabular Graphical 
' 
' 
I 
• Please provide a brief justification for that decision, in the space below: 
• Additional comments: 
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Thank you very much for your time! 
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' 
' 
Appendix D 
Documents related to chapter 7 (Experiment #2) 
DESIGN DOCUMENTATION 000000 oooooooooooooooooooo ooooooooooooooooooooooooooooOOOOO ooooooooooooooooooooooooOOoOOOOOO 302 
DESIGN RATIONALE DOCUMENTATION ooooooooooooooooooooooooOOOOOO oooooooo 00 000000000 ooooooooooooooooooooo304 
---
Design documentation 
site manager 
J_ 
user lift 1'.. building 
'/ 
'\ 
request floor Top floor 
Ground floor 
I 
Request button button list 
1 _1 1 I I 
Floor Down Up Down Up buttons button 
direction direction button 
I' /1\. 
Floor 
buttons 
S!Jmulus material- class diagram for the N-llft system 
302 
SCHEOULER LIFT CONTROLLER 
'" 
Second Far$ot Th1rd 
Stimulus matenal- state transibon d1agram for the N-lift system 
303 
Design rationale documentation 
Qa 
What type 
of control? 
nditionally eo 
im plies 
Qd 
When to 
process requests? 
nditionally CO 
im plies 
Qb 
What type of 
inter-processor 
communicatton? 
relates to 
Qe 
How to 
organise requests? 
Qc 
How to 
schedule requests? 
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Qa: What type 
of control? 
Qb: What type of 
inter-processor 
communication? 
C: Ease of S( syn~hr~nisation 
....--------, .: \.·. · C: Rehabthty 
O· Central 
0: Dtstributed -:.-·· · .. 
0: Sequential 
baton passing 
0: Broadcast 
to all 
C: No single 
point of failure 
C: No single 
point of fatlure 
C: Knowledge of 
algonthm 
algonthm 
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Qc: How to 
schedule 
requests? 
Qd:When 
to process 
requests? 
< 
0. Closest 
request 
O:Most 
requests 
< o,"" "'"""' 
0: Pollmg 
of requests 
... 
.· 
C: Avoidance of 
large concentrations 
of people 
C: Minimisation of 
wrutmgllme 
for floor requests 
C: Retainment of 
travel duection 
for hft requests 
C: All floor requests 
must have 
equal priority 
C: Bulk of 
request 
C: Processing 
speed 
C: Easy to 
implement 
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Qe : How to organise 
requests? 
O· By request status 
(requesung, servicmg) 
0 By direction 
(up, down) 
0: By source 
(hft, floor) 
0 By processor(?) 
0: On FIFO basis 
C. Mmimisat1on of 
waiting time 
for floor requests 
. 
C· Retainment of 
travel direction 
for hft requests 
C: All floor requests 
must have 
equal priority 
307 

