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ABSTRACT 
This article begins a program of classifying subspaces of block matrices that are 
invariant under multiplication on the right by the algebra of block upper (or lower) 
triangular matrices. This gives a unifying point of view to several general kinds of 
factorization problems, including LU, QR, and Cholesky factorization. A second 
application is to some matrix completion problems, such as that of filling in the upper 
triangular entries of a partially defined matrix to make the result of norm less than or 
equal to 1. Included is a linear fractional parametrization of the set of all solutions of 
this problem. 
INTRODUCTION 
The aim of the present paper is to develop a series of factorization and 
interpolation theorems for matrices as an application of one unifying point of 
view. The factorization results include the usual LU and QR factorizations 
for matrices, as well as the more structured cases where a diagonal middle 
factor appears, as has already been discussed in [15]. The interpolation results 
include matrix completion problems as discussed in [ 13, 141. Typical examples 
are: (1) given the entries a i j of an n X n matrix in a band Ii - j I< m, we 
wish to find the remaining entries so that the resulting matrix is positive 
definite; and (2) given the lower triangular part of a matrix, we wish to find 
the remaining upper triangular part so as to make the resulting matrix have 
norm < 1. The first can also be stated as a finitedimensional analog,ue of the 
classical Carathkodory interpolation problem, and the second as an analogue 
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of the Nehari distance-to-Hi” problem. A feature of our solutions of all these 
interpolation problems which seems new in this setting is that we obtain a 
linear fractional description of the set of all solutions of the given problem. 
This is a finite-dimensional analogue of results first obtained by Adamjan et al. 
111. In these two problems we also give a new description of the unique 
solutions having a “maximum entropy” (compare with [13]). The results on 
factorization are derived in Section II of the paper; those on interpolation are 
in Section III. All the results are actually obtained for block matrices rather 
than in the simpler forms described here. 
In this paper we employ one basic general method for all these problems, 
namely, representations of shift invariant subspaces of matrices in a canonical 
way. In short, we give a complete description of subspaces of the form 052,,, 
where a,, is the set of upper triangular n X n matrices and 0 is a fixed 
invertible matrix; and also a description of all direct-sum decompositions of 
the set M, of all n X n matrices of the form 
where 0, and 0, are invertible, and St: are lower triangular matrices with 0 
entries on the diagonal. Indeed, such a direct-sum decomposition can occur 
only in the obviously sufficient case where there is an invertible matrix 0 
such that 0,G2, = 03, and O,QF = @a:. We then use these representations 
to describe all subspaces of the form 0Q2, where 0 is an invertible matrix 
having some additional symmetry properties, such as unitary, J-unitary, 
orthogonal, real, etc. We also classify the extent of nonuniqueness in all these 
representations; this aspect is important for our applications. These results all 
appear in Section I, and are the main tools for the work of the second and 
third sections. 
We call any subspaces of the form OQ2, “shift invariant.” Our intrinsic 
description of this class shows that it is a natural analogue for matrices of the 
shift invariant subspaces of L2 functions on the unit circle. In fact the 
theorems appearing in Section I of the present paper can all be viewed as 
finite-dimensional analogues of (and indeed were inspired by) theorems from 
[4-81 established for the description of shift invariant subspaces of functions. 
The applications to factorization and interpolation in this paper are in the 
same spirit as the applications in [4-81, and can also be viewed as finite- 
dimensional analogues. However, the analogy is only good from a very general 
point of view; when one compares the two settings in detail, one often sees 
that the analogy breaks down and that the finite-dimensional case has its own 
independent flavor. 
In another publication, we plan to deal with the more general situation of 
classifying all pairs of subspaces 0,fJ2, and O,Q~ where (generally speaking) 
these fail to form a direct-sum decomposition for the whole space M,. These 
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theorems in turn can be used as tools to prove noncanonical factorization 
theorems (where one is forced to use nondiagonal middle factors in an LU 
factorization, for example), as well as new interpolation results (for example, 
the description of all the unitary completions of a given set of lower triangular 
entries of a matrix). 
In another future publication we are planning to approach the problems 
of this paper from another point of view, namely from that of dilation and 
lifting theorems; this is a natural finite-dimensional analogue of the corre- 
sponding results centering around the now famous work of Sarason [24] and 
Sz.-Nagy and Foias [22]. 
I. REPRESENTATIONS FOR SHIFT INVARIANT SUBSPACES 
In this section we prepare the main tools, namely representations for 
invariant subspaces. All these results may be viewed as finite-dimensional 
analogues of results from [4-81 on invariant subspaces of the shift in function 
spaces. All these types of results for function spaces originate from the famous 
theorem of Beurling [lo] (see also Lax [21] and Halmos [17]). 
1.1. Notation and Basic Results 
LA a=iq/.LL1,..., p,) denote the algebra of block matrices 
F= [Fij], i,j=l ,...,n, 
where F, j is a ~1 i X p j matrix with complex entries. For m an integer between 
- n and n. let 
O,(m)= {FE3:Fij=Ofori> j-m}, 
al(m)= {FE8:Fij=Ofori< j-m}, 
Q,(m) = Q,(m)n@(m). 
When the m is dropped in the notation, we take m to be zero. Thus 
a,, = G,,(O), Q2, = Q2,(0), and Q2, = Q<,(O) are the usual algebras of block upper 
triangular, block lower triangular, and block diagonal matrices. We shall also 
use the notation @ for the algebra 9,(l) of block upper triangular matrices 
with zero entries on the diagonal, and similarly Qp for Q2,( - 1). 
We shall say that a subspace JY of 52 is shij3 invariant if FV E A! 
whenever F E &I and V E 3, (i.e., in the language of algebra, JZ is a right 
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submodule over Q2,,). If all Z.L i’s are equal to the same value ZI and 
O I, 
s= 1 4 O I, IP 0 
is the block shift operator (I,, = the 1-1 x p identity matrix), it is easy to see 
that A? is shift invariant if and only if A? is invariant under right multiplica- 
tion by S as well as by the coordinate projection matrices 
Pj = diag{O ,..., 0, ZP,,O ,..., 0); 
this is a justification for the terminology. 
For 1~ j < n let Ei be the N X p j matrix 
E,=col[O ,..., O,Z,,,O ,..., 0] 
where N = xy=,r_l j. For X any N x M matrix, Im X denotes the image (or 
range) of X in C IV as an operator in C “. For A a subspace of matrices in a, 
let Im( .AEj) be the subspace of C ‘v given by span{ Im XE, 1 X E Af }. We 
now define a subspace _.M c ii? to be a,,( m )-invariant if 
(i) ~2 is shift invariant and 
(ii) dimIm(AEj)= dimIm(Q,,(m)Ej) for 1~ j < n. 
We shall be particularly interested in the case m = 0, or au-invariance. Then 
condition (ii) becomes dimIm(.MEj) = ,Y~=~Z.L~. Similarly we say that a 
subspace LU c 52 is *-shij? invariant if FL E A whenever F E A and 
L E f2,. The subspace A is said to be a,( m )-invariant if 
(i) A+? is *-shift invariant and 
(ii) dimIm(.MEj)= dimIm(Q2,(m)Ej) for 1 < j < n. 
The case of particular interest for us here will be m = - 1, or !2;‘-invariance. 
In this case dimIm(AEj) = Cz= j+ ipk. For the rest of this section we shall be 
concerned exclusively with a,,-invariance and @-invariance, since this gives 
the best uniqueness results. This turns out to be quite adequate for our 
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applications to factorization in Section 2, but not quite adequate for the 
applications to interpolation in Section 3. We indicate there the modifications 
needed. 
We now develop our basic representation theorems for Q,,,-invariant and 
@-invariant subspaces. 
THEOREM I. 1. 
(a) A subspace .A c 52 is Q,,,-invariant if and only if there exists an 
invertible matrix 0 in Q such that _A = OQ2,,. Moreover 0, is another such 
representing matrix for A if and only if 0 ‘0, E Q,,. 
(b) A subspace A c ii? is @invariant if and only if there exists an 
invertible matrix 0 in D such that Jzi = ofi:. Moreover 0, is another such 
representer for .A! if and only if O- ‘0 I E 52,. 
Proof. The sufficiency in statements (a) and (b) is clear, since 8,‘ and Q: 
are algebras and 0 is invertible. 
Conversely, suppose that _M c 5I is Q,,-invariant. The problem is to 
produce an invertible matrix 0 E L? such that JH = OQ,,. The proof depends 
on the following basic lemma, which can be considered as the special case 
n = 1 but for the nonsquare setting. 
LEMMA 1.2. Let A C MhiX,, be a right MBX,, submodule of MIVXp. (That 
is, A! is a linear subspace of MNXp such that XF E A whenever X E A and 
F E Mpxa. ) Suppose dimIm(&)= dimspan{Im X 1 X E M} = Z.L’, and 
(0 l,. . . , b’,,, } is any basis for Im(&). Let 0 be the N x p’ matrix with 
columns equal to 8,, Z?,, . . . , 8,,. Then &I has the representation A? = OMp, xp. 
Proof of Lemma 1.2. It is clear from the construction and the properties 
of& that OM p, xp c A. On the other hand, if X E A, then Im X c Im 0 by 
the definition of the column vectors of 0. This is enough to guarantee that 
there is a Y E M pT xp such that X = OY, so also M C OMp, x B as desired. n 
Continuation of Proof of Theorem 1.1. We are given JL! c ii! = MNxN 
which is au-invariant, and apply the lemma to the successive (block) columns 
AEi of ~4? as follows. The first column JIE, is a subspace of Mh,Xp,; it is 
invariant under multiplication by MPIXp, on the right, since E,M,,, xB, = G2,E,; 
and by condition (ii) in the definition of at,-invariance we have that 
dimIm(.ME,) = pr. We choose a basis { 8j”, 8$‘), . . . , dit’} for Im(&E,) and 
set 0, = [oil), Z&j”,. . . ,8:,“]. By the lemma, A’E, = OIMfiIXlr,. Induc- 
tively, suppose that, for 1 G k < j < n, a N X pk matrix 0, = [elk’ . . . /$,“‘I 
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has been chosen such that 
.&fE,= [a1 ... 0, 
Necessarily, since dim Im( .R;LEk) = X, c, ~ ,JJ 
columns of [O, . . . O,] and the columns c 
is the same as the number of 
[O, . . O,] span Im( AfEk), 
these columns are linearly independent. In particular, for k = j - 1, we see 
that 
J+,=[ 0 ... 0 AX_, 0 ... O]. (*) 
Since Pi_ I E a,,, certainly JfPj.. 1 c A. But also Pj_ 1Mp, , xp,Pj = Pj_ $,,Pj 
C fit,, ‘0 ho C&J’- ,)Mp, , xpI 1 P. C A@. But from ( *) we compute 
JZPj_iMII, ,xi,,Pj=[ O ... O AEjplMp, ,xp, O “’ 01, 
jth 
and therefore 
AfEjxAEj_lMp, Ixp,= 1 
Conclude that Im(AEj_,)c Im(AEj). By dimension count, Im(.A’Ej_,) 
has codimension p j in Im(AEj). Let ( 8lj), . . . , Oi:)} c @ ” be a basis for a 
subspace of Im(AEj) complementary to Im( J1lEj_ 1) in C I”, and set Oj = 
[e;i) . . . 9,j:)]. Then the columns of [Or . . . Oj] form a basis for Im(lEj), 
so by Lemma 1.1, 
(**I 
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After n steps we construct Oj so that ( * *) holds for 1~ j =S n. If we set 
@=[@, . . . O,], then 0 is N x N with linearly independent columns and 
hence is invertible. It is easy to see from ( * *) that .M = OQ2,. This completes 
the proof of sufficiency in (a). 
Suppose 0 i is another invertible matrix such that 0 rQ2,, = J? = Ofi,,. 
Conclude that O-%3,8,, = Q2,,, and therefore 0~‘0,(~2,,Ej)= Q2,,Ej, which 
implies 
o-lo,[ “PI;,.. +“‘I = [ cy +“‘I. 
This forces W’O, E Q2,. The steps are reversible; if OP’O, E !J,, and 0, is 
invertible, then 0,Q2, = A. 
The proof of sufficiency and uniqueness for part (b) is similar. One starts 
with the last (block) column AE, of .M and works backwards. In this case 
JIE, =(0) but dimIm(ME._,)=p., so J’!E~_~=O,,M~,,~~,,~,. At the jth 
step 
M P,, ,+11’,,-, 
JE,_j= @n-j+1 ... on] : 
[ I J k,,XP,, I 
and all columns of [OnPi+i ... O,] are linearly independent in C N. At the 
last step we get 
To complete the construction of 0 = [O, . . . %I, choose vectors 
{ ep,. . . , e:,‘)} to be a basis for a subspace of C N which is complementary to 
Im(&E,), and set 0, = [0i” . . . fli,‘)]. Then 0 is invertible and O@ = &?. 
If 0, is another invertible matrix such that Or@ = 4 = @tip, then W’O,@ 
= G?:. This forces O-‘0, E Q2,. Conversely, if W’O, E Q2, and 0, is invert- 
ible, then O,S$’ = Os2p = .M. Theorem I.1 follows. W 
In the following, for vector spaces X, Y, 2, Z = X i Y indicates that X 
and Y form a direct-sum decomposition of Z. 
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THEOREM 1.3. Suppose we are given a pair of subspaces A and AP of 
CL Then the following are equivalent: 
(i) & is D,,-invariant, ./lx is @-invariant, and D = Ax i A. 
(ii) There exists an invertible 0 E D such that _A? = Oaf and A’ = @!A,,. 
Moreover 0, is another such representer for the pair { Al’, Jl} if and only if 
0 ‘0, is invertible and in G2,,. 
Proof. If 0 E s2 is invertible and JP and JJ? have the form in (ii), the 
first two conditions in (i) are consequences of Theorem 1.1 (the easy direc- 
tion), and the direct-sum condition follows from the invertibility of 0 and the 
direct-sum decomposition Q = &$’ i L?,,. If 0, is another representing 0, it is 
a consequence of the uniqueness assertions of Theorem I.1 that then 0 ‘0, 
E Q2,, n Q, = Q2,,, and conversely. Thus it remains only to prove (i) * (ii). 
The idea is to construct 0 as in the proof of Theorem I.1 to insure that 
4 = OQ,, but in a more careful way so as to insure simultaneously that 
052: = JP. This is done as follows. Since the direct-sum decomposition 
CL? = JP i .M holds, it follows upon restricting to the jth column that 
M. =QEj=AXEji&Ej, and so C~“=1m(~@“E.)i1m(ME~), where 
I~~x~Ej+l)~ Im(.MEj) and Im(MXEj+I)~ Im(M’Ej). We let {Oil) 
, . . . ,8:,“} be any basis for Im(ME,) as before. However, at the jth step, we 
choose {@ii’ ,...,8::)} to be a basis for Im(&Ej)nIm(MXEj 1); from the 
direct-sum decomposition C N = Im(.MEj_,)iIm(.M”Ej_,), it is clear that 
this subspace is complementary to Im( JIEjm 1) in Im( A?Ej), and thus is a 
particular instance of the construction in the proof of Theorem 1.1. Thus 
@=[@, . . . O,], where Oj = [Olj) . . . Oi/)] satisfies J? = 0Q2,, as before. 
But also, as part of the construction we have that the columns of [O, j + I 
. . . O,] all lie in Im( JP E,- j) (1 Q j < n), and by a dimension count, their 
span must in fact equal Im(.&P E,_ j). As in the proof of part (b) of Theorem 
1.1, this guarantees that OS!2~ = Ax. Theorem I.3 now follows. n 
I.2. Examples of Representations with Symmetries 
We can use the results of the previous subsection to obtain classifications 
of a,,,-invariant subspaces J? which have representations & = OLZ,, where 0 
is invertible and satisfies some additional symmetry condition. In this section 
we present a few sample results along this line to initiate the reader; proofs 
are deferred to the next section, since they are corollaries of the more general 
theory to be presented there. Recall that the formula 
(F,G) = tr(G*F) 
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defines a positive definite inner product on 3. For A a subspace of 3, JY ’ 
denotes the orthogonal complement of A in Cl with respect to this inner 
product. The following refinement of Theorem 1.1(a) is an analogue of the 
Beurling-Lax theorem for our setting. There is also a similar result for 
$‘-invariant subspaces, the statement of which we leave to the reader. 
THEOREM 1.4. A subspace &I c !d is Q,,,-invariant if and only if there 
exists a unitary matrix 0 in D (i.e. O*O = I,,;) such that A! = 0Q2,,. 
Moreover, 0, is another such representing matrix for A if and only if 
0 ‘0, E !d2,, and is unitary. 
More generally, let W be any invertible self-adjoint matrix in a, and 
introduce the (possibly indefinite) W-inner product by 
(F,G), = tr(G*WF). 
For a subspace J! C Qt, let JY ( ’ )H denote its orthogonal complement in the 
W-inner product. If J is diagonal, 8:’ )I = a:, and thus a,$’ )I n CZ2, = (0). 
From this we see that if JH = 03,, where O* WO = J is diagonal, then 
JY( 1 11%. n 4 = (0). We now state the converse. 
THEOREM 1.5. Let a subspace _/I c D and an invertible self-adjoint 
matrix W E G be given. Then the following are equivalent: 
(i) J# is Q2,-invariant and A(1)” n A = (0). 
(ii) There exist a matrix 0 and a diagonal matrix J with all diagonal 
entries equal to f 1 such that O* WO = J and A? = QQ,. The matrix J is 
uniquely determined by J? up to a rearrangement of the * l’s within each 
&diagonal block. Once J is fixed, 0, is another such representing 0 for A if 
and only if OP’O, is J-unitary and block diagonal (i.e. O:JO, = J and 
o-‘8, E a,,>. 
If the block sizes are related by 1-1 j = ~1 n + i _ j and V is block skew-diagonal 
self-adjoint, then a short computation shows that Qil)v = s2zII = Q,QzII, 
where II is the block skew-diagonal permutation matrix II = [Si, n + i _ jZ,,], 
i, j = 1 ,...,n. From this wesee that if &=052, and O*WO is block skew 
diagonal, then J?( ’ )W = As2zII. A s a second type of symmetrized represen- 
tation theorem, we have the converse. 
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THEOREM 1.6. Let a subspace A? c D and an invertible self-adjoint 
matrix W E 52 be given. Then the following are equivalent: 
(i) JZ is QU.-invariant and AYE = JZ@II. 
(ii) There exist a matrix 0 and an invertible block skew-diagonal self- 
adjoint matrix V such that O* WO = V and A! = @a,,. 
A third type of symmetrized representation theorem results by combining 
the two previous types as follows. 
THEOREM 1.7. Assumepi=p,,+l_i for I< j<n. LetasubspaceAc 
ti und invertible self-adjoint matrices W and V in G be given. Then the 
following are equivalent: 
(0 
(ii) 
A? is 52,,,-invariant, _M(‘)u n./Z = {0}, A(‘)\ = As2!II, and 
(&(0+G =(A(l)‘.)(l)\‘. 
There are a matrix 0, u diagonal selfadjoint unitary matrix 1, and an 
invertible block skew-diagonal self-adjoint mutrix Q in CA? such that 
(a) @*WC3 = J, 
(b) O*VO = Q, and 
(C) %M = N$,. 
In Section I.3 we shall see that Theorems 1.5-1.7 are merely the proto- 
types of three more general theorems on symmetrized representations of shift 
invariant subspaces, and thus will be corollaries of the results there. 
It follows also from the more general consideration to be presented in the 
next section that if V and W are as in Theorem I.7 and VP ‘wVP’W is a 
scalar multiple of the identity, then ( JY( L )w)( i )l’ = ( JH( ’ )i’)( ’ 1~’ for any 
tit,-invariant subspace .L, and hence the last part of condition (i) in Theorem 
I.7 is superfluous. In some special cases, it is possible to go further and specify 
a precise choice of J and Q from intrinsic conditions on A, W, and V. A 
Sample is the following. For m = { m,, . . . , m, } an n-tuple of integers satisfy- 
ing 0 < mj < I_L j for 1~ j < n, let J(m) be the matrix in Q2,, given by 
COROLLARY 1.7a. Suppose n is even and ~~+~_~=p~. Let m= 
{m 1,“” m, } be a given n-tuple of integers with 0 < mj Q p j and m, + I ~ j = 
m, for 1 < j < n. Finally let W and V be two selfadjoint invertible elements 
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of a, and let .A be a subspace of Q. Then the following are equivalent: 
(9 
(ii) 
JY(*)~, n .M = (0}, Im(&Ej) has Cl= Imk positive squares for 1 < j < n 
[respectively, Im(.HEj) has Ch,,mk positive squares for 1~ j < n/2 
but has ~~/=21rn, +Ej=n,2+1(pk - mk) positive squares for n/2 < j < n] 
in the W-inner product, _&l(L)‘. = .A%zII, and V-‘WVP’W= I, [re- 
spectively, V-‘WV’W = - IN]. 
There is an invertible matrix 0 E D such that 
(a) O* WO = J(m) [respectively, 
r, 
o*wo= o I 1 N/2 
0 
_I 1 J(m)1 a s/2 
(b) O*VO = n, and 
(c) .A = Os2,‘. 
Proof. We prove the equivalence of the first alternatives in (i) and (ii) 
only. The proof of the equivalence of the second alternatives is similar. 
Suppose (ii) holds. Then 0 is a (J(m), W)-unitary transformation from 
Im( Q2,,Ej) =: gj onto Im( ME,), and hence the number of positive squares of 
Im(&Ej) in the W-inner product must equal the number of positive squares 
of Bj in the J(m)-inner product, that is, X:jcxlmk. As was noted above, (b) 
implies that .M(l)v= MQfII. Finall y, f rom (a) and (b) we have W = 
O*P’J(m)O-‘and V=O*-lIloP1, so 
where we used that mj = m, + 1 _ j to verify and then use that H./(m) = J(m)II. 
Conversely, suppose (i) holds. Since VP ‘WV- ‘W = Z,v, a fortiori it is 
scalar. By the remark above, Theorem I.7 applies, and there is a 0, E D such 
that JR = @,a,, J:= @TWO, E Q,,, and Q1 := O:VO, E IIG2,. Since 
Im(MEj) has X:fzlmk positive squares, we see that the kth diagonal block Jk 
of J must have mk positive eigenvalues and pk - mk negative eigenvalues. 
Therefore there is an invertible pk X pk matrix d, such that 
Set D = diag{ d j: 1~ j < n } E Q2, and 0, = 0,D. Then we still have JY = 
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O,fJ,, and Q2 := O~VO, E IIti2,, while obtaining J(m) = O,* WO,. One checks 
as above that V’WV’W = I,% is equivalent to Q, ‘J(m)Q, ‘J(m)= I,v. It 
remains only to produce a matrix E E !d2,, with E*J(m)E = J(m) and E*QE = 
II, for then 0 := O,E satisfies all the desired conditions in (ii). To do this, it 
suffices to consider the 2x2 block matrices obtained by considering only 
block rows and columns j and n + 1 - j for 1 < j < n (we use here that n is 
even). We then see that Q must have the form 
J has the form 
(since m ,I+ IL, = mj for all j), 
and moreover 
[q:!l q;‘][; ;l[y-Dml “,,‘][k :] = [(: 3 
that is, q * ‘jq I = j. A direct calculation now shows that 
I 0 
E= 
I 1 0 q-2 
satisfies all our needed requirements. n 
1.3. Representations with Symmetries: General Theorems 
In this section we shall prove three very general representation theorems 
for fit,,-invariant subspaces satisfying certain symmetry conditions. The results 
of Section I.2 will follow as corollaries. The symmetry conditions will be given 
in terms of certain axioms. In the following Section 1.4, we shall list explicitly 
all the symmetries satisfying these axioms, and then add the extra detail which 
can be added in each of the particular classes of examples. 
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To begin we suppose that we are given an involutive automorphism y on 
the invertible matrices in Q, i.e., for F * I, G * i E Q, 
(i) Y(FG)= Y(F)Y(G), 
(ii) y(y(F)) = F. 
Such an involutive automorphism will be said to be of Type 1 if also 
(iii) y(F) E Q2, e F E Q, while y(F) E Q, e F E a,,. 
Let us use the term canonical shift invariant for a subspace which is either 
a,,,-, Qz-, Q,-, or S2:-invariant. For a given Type I involutive automorphism y 
we define a mapping 7v on the class of canonical shift invariant subspaces by 
We next check that rv is well defined. Indeed, if an Q,,-invariant subspace J4 
has two representations J! = \I/,Q,,, = \kzs2,,, then, as is observed in Theorem 
1.1, \k, = +,I, where I E Q,, and is invertible. But then y(‘k,) = y(*a)y(I), 
where y(I) E Q2,, so y(I)O: = 52: and y(‘ki)&?: = y(\k,)Qy as needed. That 
the formulas for the other cases are well-defined follows in a similar vein if 
one uses that 
and 
together with properties (ii) and (iii) of y. The reader should note that this 
needed uniqueness property would fail if we were to consider QJm)- 
invariant subspaces for m f 0, - 1 or a,( m kinvariant subspaces for m # LO. 
We next observe that the involutive property (ii) of y transfers directly to r,,, 
so 7v is also an involution: 
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for all canonical shift invariant subspaces J. More generally, suppose W is 
an invertible matrix in L? such that W = y(W) ‘. We define a map TV, \+. on 
the canonical shift invariant subspaces by 
T,&Aq = w ‘T&M). 
Then r,, ,+, is well defined on these subspaces, and the symmetry property 
W = y( W ) ’ immediately implies that rv, ,+, also is an involution: 
for every canonical shift invariant .LY. 
As a simple example, take y to be the involutive automorphism y(F) = 
F* ‘. Then one easily sees that r (A) = JZ L for any canonical shift 
invariant ~4!. Moreover, W = y(W) -‘I means for this case that W is self- 
adjoint, and then ru, & JZ) = _L ( i ja. We leave it to the reader to check that 
this special choice of y in the next theorem reduces to Theorem I.5 of the 
previous subsection, except that one deduces directly only that the matrix J 
in Theorem I.5 is block diagonal. But it is easy to see that a block diagonal 
adjustment of 0 will bring J to a diagonal self-adjoint form by the con- 
gruence theory for Hermitian forms, so essentially Theorem I.5 is an im- 
mediate corollary of the following. 
THEOREM 1.8. Let the subspuce A c 3, the Type I involutive autonwr- 
phisrn y, and the invertible matrix W with W = y(W))’ be given. Then the 
following are equivalent: 
(i) 4 is a,,,-invariant and rY,+(A)r) JY = (0). 
(ii) There is un invertible matrix 0 in Q with y(O) ‘WC3 E G2,, such that 
Jz = Cm,,. 
Moreover, the matrix 0, can be mother such representer for A if und only if 
OP’O,EQ Cl’ 
Proof. Suppose J? = @a,,, where y(O)- ‘WO = D E G2,,. Then certainly 
J&’ is !2,,-invariant, and 
T,,,(Jq = w 'y(O)Q2: 
= W~‘(WODP1)OI’ 
= oq. 
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7y,W(A)nA=0i2~n03,,= (0). 
Conversely, suppose .M is a*,,-invariant and ru w( Ji’)n .A%! = { 0). By 
dimension count, this last condition implies the direct sum decomposition 
where T~,~(.&) is !$-invariant by definition of ru,+,. Therefore Theorem I.3 
applies to the pair of subspaces { rY,,,(A), .M }, so there is an invertible 0, 
uniquely determined up to a diagonal factor, such that 
Now apply , w to each side of both of these identities and use that ru w is an 
involution to see that 
4 = WP’y(0)O,, and rY.w(~) = W-ry(O)@, 
so the matrix W- ‘y(O) is also a representer for the pair {r,,+(_.M), .A? }. By 
the uniqueness part of Theorem I.3 we see that y(0) ’ WO E Q(,, as asserted. 
If 0, also has the properties of 0, then 
so 0, also represents the pair in the sense of Theorem 1.3. By the uniqueness 
assertion there, the uniqueness part of Theorem I.8 follows. n 
For our next result we need another type of involutive automorphism. We 
shall say that an involutive automorphism 77 on the invertible elements of Q is 
Type II if 
(iv) q(F) E Q,, 0 F E 0, and ME Q, 0 F E 3,. 
To arrive at a well-defined involutive map Us on the canonical shift invariant 
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subspaces, we modify the definition for the Type I case as follows: 
That rv is well defined if u satisfies the automorphism property (ii) (with TJ in 
place of y) and condition (iv) follows in the same spirit as in the Type I case. 
Again we have that the involutive property of TJ transfers directly to Us, so 
for any canonical shift invariant A. More generally, suppose U is an 
invertible matrix in Q with U = n(U) ‘. Define Us, I, on canonical shift 
invariant subspaces JY by 
u,,,.(Aq= u-‘up). 
Then, as in the Type I case, the symmetry property U = q(U) ’ implies 
immediately that a,,,, is an involution: 
a,,,(u,,,J(&)) = _4Y for all JZZ. 
As an example, suppose pi = p,, + , _ j for 1~ j < n, and let r be the block 
skew-diagonal permutation matrix P = [v~~]~,~=,,,,,,., where 7rij = 13~.~+i__~Z~, 
(8 = Kronecker delta). Define n by n(F) = r F * - ‘r. Then one easily checks 
that 77 is a Type II involutive automorphism, and that cr,(~Z) works out to be 
u(_,H)=(&(l)-)m.Also U=TI(U))’ worksouttobeequivalenttoV:=aU 
b:ing self-adjoint, and then a,,,,(&) = (&!(I )I’),. With this special choice 
for TJ and these observations, Theorem I.6 turns out to be an immediate 
corollary of Theorem 1.10 and Theorem I.7 turns out to be an immediate 
corollary of Theorem I.9 to follow. 
THEOREM 1.9. Let the subspace A c Cl, the Type I involutive automor- 
phism y and the Type 11 involutive automorphism 17, and invertible matrices 
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W and U with W = y(W)-’ and U = v(U)~’ be given. Then the following 
are equivalent: 
(i) .L is O,-invariant, T~,~(JH)~T~= {0}, u,,~,(.M)= .&Cl:, and 
0% (’ (~y,w(4)= ~y.w(~V,II(4). 
(ii) There is an invertible matrix 0 with Y(@)-~ ‘WO and q(O) ‘UO 
both in L12, such that A = OQ,,. 
Proof. Assume condition (ii). By the previous theorem we know that J? 
is G2,,-invariant and T~,+,(JX)~ JI = (0). Set D, equal to q(O)-‘UC3 E Q2,,, 
and compute 
= W’( uoo,‘)n~ 
= @a: = @st,,4;2I1= MClE. 
Finally, set D equal to y(B)-‘WO E !I,, and compute 
~,,&,,WW>) = ~~1~~(wY4@)~:) 
= u-‘#V %Y(@))Q2, 
= u-‘q( W) %J( WODF)& 
= u-‘?@)Q, 
while 
T,,w(u,,l,(~))=w~‘~y(u~l~I(~))QIl 
=w-'Y(u) -'Yb?w>~, 
= w-‘y(U) -1y(uoD;‘)i221 
= w-‘y(O)Q, 
= w-y woD-‘)o,=oi-i2,. 
This verifies all statements in (i). 
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Conversely, suppose that condition (i) holds. By the proof of the previous 
theorem, we know there is an invertible 0 with y(O) -IWO := D E Q2,, which 
represents the pair of subspaces { T~,+(.,@), .,M } in the sense of Theorem 1.3: 
T,,J Jz?) = on: and _M = 0Q2,,. 
Apply the involution a,,,; to the first of these identities: on the one hand 
where we have used that y(O)- ‘WO E Q2,, for the last step. On the other 
hand 
so OQ, = U-‘n(O)Q, and rl(O))‘UO E a,. From the second identity, on the 
one hand, 
while on the other 
so 
and 
q(0) - ‘uo E 52,‘. 
Therefore ~I(O))‘UO E 52, n a,, = a(,, as desired. The uniqueness in one 
direction follows already from the conditions on cry, w alone, as in the previous 
theorem. Conversely, if 0, = @I, where l? E Q2,, is invertible, then 
n(O,))‘UO, = ~(I))l[~(0))lUO]l E Q(,as desired. Theorem I.9 follows. n 
Note that it may happen that the last condition of (i) in Theorem 1.9 holds 
for any canonical shift invariant subspace M. In general, if .M = \kQ,, is 
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while 
= w-‘y(U) -ly 0 _rl(\k)s2,. 
The computations for the other classes of canonical shift invariant subspaces 
are quite similar. We conclude that the last condition of (i) in Theorem 1.9, 
(3.1) 
holds universally for all &’ (i.e., u,,(~ commutes with T~,~,) if y and TJ 
commute and y(U)WU ‘q( W) I is a scalar matrix: 
Y”71’V0Y (3.2) 
y(U)WU’q(W) PI = (scalar)Z,v. (3.3) 
The next theorem has a simpler statement than Theorem 1.9, but its proof 
depends on Theorem 1.9, so we present it now. 
THEOREM I. 10. Let the subspace .M c I& the Type 11 involutive auto- 
morphism 7, and an invertible matrix U with U = q(U)- i be given. Suppose 
~oyO=yOo~, where yO is the Type 1 mapping yJF)=F*-‘. Then the 
following are equivalent: 
(i) J? is at,-invariant and uV, JJLC) = .A%~, 
(ii) There is an invertible matrix 0 with v(O))~UO E fi2,, such that 
A! = CM,,. 
REMARK. To see that Theorem I.6 is an immediate corollary of Theorem 
1.10, by the discussion preceding Theorem I.9 it suffices to show that the 
particular Type II automorphism 11: F + 7~ - ‘F * _ ‘~7 commutes with y0 : F + 
F * _ I. But this follows easily from the properties 7~ = 7~ * = K i of 57. 
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Proof. By the discussion above, Theorem 1.10 follows immediately from 
the previous Theorem I.9 if we can produce an invohition rv,,+ of Type I 
which commutes with a,,,: such that the property 
~y.W(.Nn~= (0) 
also holds for any a,,-invariant subspace A. This last condition will certainly 
hold if we take y z= y0 to be the inverse-adjoint map [ yo( F ) = F * ‘1 and then 
take W = W * to be positive definite, for then rv, \+,( A) = A( ’ )I$ where the 
W-inner product is a Hilbert-space inner product. By assumption 17 commutes 
with y. [i.e. q(F)* = v( F *)], so by the remarks above it suffices to produce a 
positive definite W such that 
u*-‘WcTI-q(W) ‘=I,,. (3.4) 
One easily checks that W = (U * U)‘12 (positive definite square root) satisfies 
(3.4). Indeed, first note 
r7*-‘[(u*u)~wc, -I] = u*-‘[J-‘(uu*)L’2= (uu*) -“2. (3.5) 
In general, if X = Y *Y is positive definite then q(X) = r~( Y *)77(Y) = 
q( Y )*q( Y) is positive definite. Thus also TJ( X1/‘) is positive definite and 
from 
17(x) = 11( X@X@) = q( X1/2)77( Xl/Z) 
we see that q( X1/‘) = q(X)‘/‘. In particular, for X = U *U where U = r~( U) ’ 
is as above, 
= [s(v)‘v(“)] -“2 
= [u*-lu-‘] -I/2 
= ( uu*y2. 
This, combined with (3.5), verifies (3.4) with W = (U*U)‘/2 as above. n 
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1.4. List of lnvolutive Autonwrphisms 
Suppose y is a Type I involutive automorphism as defined in the previous 
section. We shall suppose one of the following four possibilities: 
(A) 
(B) 
y has an extension to all of D (also denoted by y) such that y(FG) = 
y( F)y( G) and either 
(Al) y is complex linear [y(aF+PG)=ay(F)+/3y(G) for F,GES~, 
a,p complex scalars], or 
(A2) y is conjugate linear [ y( aF + PG) = cTy( F) + py( G )]. 
The map invo y : F + y(F)-’ has an extension to all of D (also denoted 
by inv 0 y) such that inv 0 y( FG) = inv 0 y(G).inv 0 y(F) and either 
(Bl) inv 0 y is complex linear or 
(B2) inv 0 y is conjugate linear. 
Consider first case (A)(l). It is known that any (linear) automorphism y of 
Q = M,V is inner, that is, has the form 
y(F)=W-.‘FW 
for some W E Q (see, for example Theorem 4.1.19 of Sakai’s book [25] for an 
even more general result). If we are also to have y 0 y = I, then W” must be a 
scalar multiple of the identity. But y determines W only up to a scalar 
multiple and any nonzero scalar is the square of a scalar, so we can arrange 
that in fact W2 = I,. Finally, in order that y(F) E St,, - F E Q2, and 
y(F)~fi, - FE&?“, it is necessary and sufficient that ~,,+r_~=p~ and W 
be block skewdiagonal We conclude that y(F) = W-‘FW, where 
w= 
dil 
d,’ 0 
If y is in case (A)(2). , t :hen y’: F -+ y(F) is a linear automorphism of a, 
and therefore y has the form y(F) = Wp ‘FW for some W E 3. It is then 
routine to track down the conditions on W required so that y is involutive 
and maps Q,, to a, and Q, to 9,. Similarly, for case (B)(l), F -+ y((FT) -‘) is 
a linear automorphism, while in case (B)(2), F + y(F* -‘) is a linear auto- 
morphism. When one chases down the details, one arrives at the list of Type I 
0 dl 
d2 
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invohltive automorphisms in Table 1. The Type II involutions of the classes 
(A)(l), (A)(2), (B)(l), (B)(2) are computed in a similar way, and listed in 
Table 2. The last column of the table, headed “Canonical form,” refers to the 
“simplest form” to which the involutive automorphism y or 77 can be brought 
after a block diagonal change of coordinates on C”’ (i.e. after the substitution 
11 ‘H1 for F, where D E ST?(,). 
The following notation is used in the tables. W = diag{ d j } refers to the 
matrix 
where (1 i E Mp x ~ , while 
I I 
means 
W = skewdiag { d, } 
where dj E Mp,XP and it is understood in this case that p ,1 + , 
canonical forms, the following special matrices are required: 
j = p i. For the 
1.v is the N x N identity matrix, N = C;= ,p j. 
7~ = skewdiag{ ZP, ) (so p ,1 + i j = p j in this case). 
7, = skewdiag{ D,), where 
I 
I 
D,= ” 
for 
- Ill, for 
and if n is odd, then pLc ,I + ,j,2 is even and 
T
A
B
LE
 
1
 
T
Y
P
E
 
I 
IN
V
O
L
U
T
IV
E
 
A
U
T
O
M
O
R
P
H
IS
M
S
 
If
 
y 
is
 a
 T
y
p
e
 I 
in
v
o
lu
ti
v
e
 a
u
to
m
o
rp
h
is
m
, th
e
n
 
in
 C
a
se
 
y
(F
) 
h
a
s 
th
e
 fo
rm
 
w
h
e
re
 
a
n
d
 in
 c
a
n
o
n
ic
a
l fo
rm
 
ii 
if
 
n
 i
s 
e
ve
n
 
if
 
n
 i
s 
o
d
d
, 0
 <
 m
 <
 II
, ,
) +
. ,j
L7
 
g
 
A
l 
‘u
i-
 
‘F
W
 
W
 =
 s
ke
w
d
ia
g
( 
d
, 
}
 , 
w
h
e
re
 d
,,+
l_
, 
=
 d
, 
’ 
A
2
 
w
- 
‘F
W
 
W
 =
 s
ke
w
ci
ia
g
{
 d,
 )
, 
e
it
h
e
r (
a
) 
W
 =
 7
1
 
w
h
e
re
 e
it
h
e
r 
o
r 
(b
) 
W
 =
 r
, 
(a
) 
d,
 =
 a
;,
:,
 ,
 o
r 
(b
) 
d,
=
 
-d
,f,
_,
 
B
l 
W
-I
F“
 
‘W
 
W
=
d
ia
g
{
d
,}
, 
e
it
h
e
r (
a
) W
 =
 I,
 
w
h
e
re
 e
it
h
e
r 
o
r 
(b
) 
W
 =
 S
 
(a
) 
dj
 =
 d
:‘ 
0,
~
 
(b
) 
d,
 =
 
- 
d;
 
B
2
 
W
 
‘F
*-
‘W
 
W
=
d
ia
g
(d
,}
, 
W
=
J(
n
rL
 
,.
..
) 
q
,)
 
w
h
e
re
 d
, 
=
 d
: 
110 JOSEPH A. BALL AND ISRAEL GOHBERG 
TABLE 2 
TYPE II INVOLUTIVE AUTOMORPHISMS 
If 7 is a Type II involutive automorphism, then 
in Case r)(F) has the form where and in canonical form 
We define 
where in this case necessarily pi is even for all j. 
We define 
I 
J(m,,...,m,,) = diag 
i 
where mi are given integers, 0 < mi < pi for 1 < j < n. 
For n oddand t~~=p,,+~_~, 
7ro( m) = skew-diag{ Dj } , 
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where Dj = I,,, if j f (n + 1)/2 and 
Z 
111 
0 
D (n+l)/z= 0 - 1 
1 
if n is odd; 
s,., + Ll,‘? -“’ 
here m is some integer with 0 < m < p( ,, + 1,,2. 
We do not classify canonical forms for a pair of involutive automorphisms, 
one Type I and the other Type II, that is, for the situation of Theorem 1.9. It 
is interesting to note, however, that if a Type I mapping a in one of the 
canonical forms of the table is paired with a Type II mapping 17 in one of the 
canonical forms, then u 0 9 = q 0 u, and Theorem I.9 applies. In particular, 
each of the Type II involutive automorphisms in canonical form in the table 
commutes with y0 : F + F * _ ‘. As an immediate corollary we have 
COROLLARY 1.11. Let the s&space A c !d, the Type II involutive 
automorphism 17, and an invertible matrix U with U = q(U) ’ be given. 
Suppose that 7 has one of properties (A)(l), (A)(2), (B)(l), or (B)(2). 272en (i) 
and (ii) of Theorem 1.10 are equivalent. 
II. APPLICATIONS TO FACTORIZATION 
This section contains the first applications; they are concerned with the 
possibilities of different types of lower-upper factorization of matrices. New in 
this section is a systematic development of the influence of symmetry on 
factorization and also theorems on simultaneous factorization of two given 
matrices. The latter may be viewed as some finite-dimensional analogues of 
factorization theorems for matrix functions on the unit circle from [5-81. 
Special cases of these factorization results appear in [3] for a nest-algebra 
setting; they are probably also related to Bruhat decompositions in the theory 
of Lie groups (see for example [18]). In this section, we again let 7, rY, S, 
J(m ,, . . . , m,), and rO( m) denote the special matrices listed in Section 1.4. 
II. 1. The General Theorems 
In this subsection we list the factorization theorems for invertible matrices, 
which are fairly immediate consequences of our invariant-subspace represen- 
tation theorems of the previous section. We shall often need a hypothesis 
concemingthe blockprincipalmirwrsofamatrixX=[Xij]i,j=,~,,,,,~~C2.By 
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a block principal minor we mean any one of the n square submatrices 
gdru(x>= [xij]l,j=l,.,nL 
where 1 < rn < n. An important observation 
invariant-subspace representation theorems 
following. 
for our applications here of the 
of the previous section is the 
LEMMA 11.1. Let X E fl be invertible. Then the following are equivalent: 
(i) Q=@i X!J . 
(ii) Qy fl XG2,, = ‘{O}. 
(iii) All the block principal minors of X are invertible. 
Proof. The equivalence of (i) and (ii) follows from counting of dimen- 
sions. To see that (ii) a (iii), note that (ii) holds if and only if its restriction to 
each block column holds, i.e. 
S2;Ej n Xil,,E, = (0) 
for j = 1,. . . , n. (Recall 
E,=col[ o ... o I~, o . . . 01.) 
jtll 
Note that Q,,Ej=9j:=col[Q=‘l ,..., Cpr,O ,..., OJCC”, while C2yEj=9j:= 
col[O )...) o,c!+*‘)...) Cpn]. Thus the above is equivalent to 
9j n x9, = (0) for l<j<n. 
Since X 1 Bj is injective, this is equivalent to 
P9 X ) Bj is injective, 
I 
where P9 
I 
is the projection onto Pj along 9j, or equivalently 
P9,X 1 Pj is invertible on gj 
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for all j. But Pq X ( Pj is just the jth block principal minor of X, so the 
equivalence of (iiiand (iii) follows. n 
The next theorem is well known (see for instance [9]); but we present it 
here as the simplest illustration of our shift-invariant-subspace-representation 
approach to factorization. 
THEOREM 11.2. Let an invertible matrix F E &I be given. Then F has a 
factorization F = LU where L’ ’ E 52, and U f i E Q,, if and only if all the 
block principal minors of F are invertible. lf F = L,U, is another such 
factorization, then there is a block diagonal matrix D E fi2,, such that L, = LD 
and U, = DP ‘U. 
Proof. By Lemma 11.1, the invertibility of the block principal minors of 
F is equivalent to 
Since @ is trivially a:-invariant and FO,, is fit,,-invariant for any invertible 
F, by Theorem 1.3 this direct-sum condition is equivalent to the existence of 
an invertible 0 E Q such that 
But these conditions are equivalent to the existence of an invertible 0 such 
that 
Clearly, this is equivalent to F = LU, where L = 0 E 3, and U= O-IF E a,,. 
The uniqueness assertion in the theorem follows from the uniqueness in 
Theorem 1.3. The theorem follows. n 
Of course it is also easy to check directly that if F = LU with L E !I, and 
U E Q2,,, then all block principal minors of F are invertible. 
A similar application of the other invariant-subspace representation the- 
orems of the previous section leads to other factorization results. We begin 
with the most general theorems and then specialize later. 
THEOREM 11.3. Let F and W be invertible in a, let y be a Type I 
involutive automolphism, and suppose W = y( W ) -i. Then the following are 
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equivalent: 
(i) The block principul minors of y(F) ‘WF are invertible. 
(ii) F = OG, where y(O)-IWO E Q2,, and G * ’ E a,,. 
If F = O,G, is another such fuctorixltion, then 0, = OD, G, = D ‘G, 
where D E Q2,,, und conversely. 
Proof. If M is the a,,,-invariant subspace FQ,,, then rY,\,.(.M) = 
W ‘y( F)Qy and T+.(A)n A! = W-‘y( F)C2; n FO,,. Upon multiplying 
through by the invertible matrix y(F) ‘W, we see that this latter space is (0) 
if and only if 
t2~ny(F)m1WFQ,,= (0). 
By Lemma 11.1, this is equivalent to (i). But by the invariant subspace 
Theorem 1.8, this is also equivalent to the existence of an invertible matrix 0 
such that y(O)-‘WO E Q2,, and FO,, = 0Q2,,. But FQ,, = 0fi2,, is in turn 
equivalent to F = OG, where G + ’ := (O- ‘F) * ’ E Q,,. The uniqueness asser- 
tion follows from the corresponding uniqueness statement in Theorem 1.8. n 
We next present the application of Theorem 1.10 (and its Corollary 1.11) 
to factorization, since it has a simpler statement than the application of 
Theorem I.9 to follow. 
THEOREM 11.4. Let F and U be invertible in Q, let 77 be a Type II 
involutive automorphism of class (A)(l), (A)(2), (B)(l), or (B)(2), and sup- 
pose U = q(U) ‘. Then the following are equivalent: 
(i) q(F)p’UF E ii?,,. 
(ii) F = OG, where ~(O)~‘UO E Q2,, and Gfl E Q,,. 
Proof. If J? is the Q2,,-invariant subspace FQ,,, then a,,,;(&)= 
C’-‘V(F)Q:> so uV, c,(A) = Ma: is equivalent to U- ‘q(F)Q2I) = FQ! or 
ai: = q(F)p’UFQz, i.e., to q(F)-‘UF E fit,, which is condition (i). On the 
other hand, by Corollary I.11 this is also equivalent to the existence of an 
invertible matrix 0 with q(0)P’UO E Q2,, such that FQ,, = 0Q2,,. This last 
condition is equivalent to a factorization F = OG where G t ’ = (0 ‘F) ’ ’ E 
D ,, . The theorem follows. n 
Of course, it is trivia1 to check directly in Theorem II.4 that if F = OG as 
above, then q(F)-‘UF = ~(G)pl[_rl(0)p’UO]G E W,,, since v(G) E Q,, 
whenever G E a,,. 
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THEOREM 11.5. Let F, W, and U be given invertible matrices in Q, and 
let y be a Type 1 involutive automorphism and TJ a Type II involutive 
autonwrphism such that y 0 q = 110 y. Suppose also that W = y( W )- ’ and 
U = q(U)-‘. Then the following are equivalent: 
(i) y( F ) ‘WF has invertible principal block minors, q( F ) ‘UF E Q,,, 
ad (9 o Y)(F)-‘[Y(U)WU~‘~(W)-‘I(~~ o Y)(F)E a,. 
(ii) F =OG, where both y(O)-‘W@~fi~, and q(O)- ‘UC3 E a,,, and 
where G * ’ E a,,. 
If F = O,G, is another such factorization, then 0, = OD and G, = D- ‘G 
for a D E Q2,,, and conversely. 
Proof. If one takes A to be the Q,,-invariant subspace F a,,, it is easy to 
see that condition (i) of the present theorem is equivalent to (i) of Theorem 
1.9, and that the present (ii) is equivalent to (ii) of Theorem 1.9. Thus 
Theorem II.5 is an immediate consequence of Theorem 1.9. n 
11.2. Structured LU Factorizations 
In this section we illustrate the factorization theorems of the previous 
section for the special case F = I. It is easy to see from the theory of Jordan 
canonical forms that a matrix W E CL? has the symmetry property W = W-’ if 
and only if W can be written 
for some invertible T E Q and a uniquely determined M, 0 < M < N. The 
following consequence of Theorems II.3 and II.4 is a start toward classifying 
such matrices W under the stricter equivalence relation 
W,zW, if W,=T-‘W,T and TE!~,,. 
THEOREM 11.6. Let W=W-‘ESt. 
(i) Suppose pi = p-+1-i. Then W = T-‘nT if n is even, and W = 
T-‘q,(m)T for a uniquely determined m (O<m QP(,,+~,,~) if n is odd, 
where T E Cl”, if and only if VW has invertible block principal minors. 
(ii) W= T-‘&m,,... m,)Tfor uniquely determined integers mi (I < j < n, 
0 < mi < pi) with T E 0, if and only if W E 9,. 
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Proof. For (i) apply Theorem II.3 with F = I,, rW in place of W, and 
y(F) = aFr. For (ii), apply Theorem II.4 with F = I,V, W in place of U, and 
q(F)= F. n 
We get similar results for matrices W E Q satisfying (a) W = W-’ or (b) 
W = - W-- ‘. It is easy to show, using that (skew) conjugations on Q=,’ are 
conjugate, that W can be written as 
(a) W= T-‘Z’ or (b) W= T- 
‘[ -:ii2 ‘,Ya]T 
(N necessarily even in this case) for an invertible T in 9. Thus the group 
action W + ? ‘WT is transitive on each of these classes, if T is allowed to be 
any invertible N x N matrix. The classification of the orbits of this action in 
cases (a) and (b) is a little richer if T is restricted to Q2,,. The following 
consequences of Theorems II.3 and II.4 begin such a classification. 
THEOREM 11.7. 
(a) Suppose W = W- i E !2. 
(i) Suppose pj=I*.n+l_j. Then W = ? ‘rT with T E Q,, if and only if 
all the block principal minors of aW are invertible. 
(ii) W = T’T with T E !2,, if and only if W E a,,. 
(b) Suppose W = - W-l E CL 
(i) Suppose ~~=p,,+~_~. Then if n is odd, P~,+~_~,,~ is even, and 
W = !i- %rsT with T E Q,, if and only if all block principal minors of 
7~ W are invertible. 
(ii) Then EL, is even for all j, and W = T- ‘ST with T E Q,, if and only if 
w E Q,,. 
Proof. For (i) apply Theorem II.3 with F = I,V, rW in place of W, and 
y(F) = aFn for (a), and y(F) = - r,Yp~,s for (b). For (ii) apply Theorem II.4 
with F = I,\,, W in place of U, and q(F) = F for (a), and q(F) = S- ‘FS for 
(1~). n 
Next, consider matrices W such that (a) W = W r or (b) W = - W r. In 
either case, the class is invariant under the group action W + T’WT for 
T E Q invertible. In case (a), given any such W, there is an invertible T such 
that W = TTT. In case (b), N is even and there is an invertible T such that 
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In either case the group action has only one orbit. Our next result classifies 
some of the orbits for the group action obtained by restricting T to 3,‘. 
THEOREM 11.8. 
(a) Suppose W = WT E 52 is invertible. 
(i) Then W = T’T with T invertible in Q,, if and only if the block 
principal minors of W are invertible. 
(ii) Su~ose~j=~n+i_j. Then W = TTrT with T invertible in a,, if and 
only if mW E 9,. 
(1,) Suppose W = - W T E 52 is invertible. 
(i) Then pj is even for 1~ j < n, and W = TTST with T invertible in !J,, 
if and only if the block principal minors of W are invertible. 
(ii) Suppose~j=~CL.+1~j.ThenifnisoddEL~,+1,,2isevenandW=TT~,T 
for an invertible Tin 8, if and only if PW E L?,,. 
Proof. (i) follows from an application of Theorem II.3 with F = I,., with 
W= W, and with y(F)= FTm’ for (a) and y(F)= SIFT ‘S for (b). For (ii) 
apply Theorem II.4 with F = I,, aW in place of U, and q(F)= np’FT~ ‘r 
for (a) and n(F) = +rr-‘FTm’ns for (b). n 
Analogous results hold for invertible self-adjoint matrices W. This class is 
invariant under the action W + T * WT for invertible T E 3, and given any 
such W. there is a T such that 
w=,*[:, _;_)J 
for a uniquely determined M. When we restrict T to Q,,, there are many 
more orbits. The following partial description follows immediately from our 
invariant-subspace theorems. 
THEOREM 11.9. Suppose W = W * E Q is invertible. 
(i) Then W=T*_Z(m,,..., m,)T for uniquely determined integers mi (0 < 
mj < pi for 1~ j < n), where T * I E a,, if and only if all the block principal 
minors of W are invertible. Here Xfzlrn, is the number of positive squares 
possessed by the subspace Zm(Q,, Ej) in the W-inner product on C N. 
(ii) Suppose ~~=p~+i_~. Then, fo7 n even W = T *VT, while for n odd 
W = T *rO(m)T fo7 a uniquely determined m (0 < m < p(,+ 1,,2) where T f 1 
E Q2,, if and only if nW E fit,. 
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Proof. For (ib -7ply Theorem II.3 with F = l,v, W = W, and y(F) = 
F * ‘. For (ii) aI_ Theorem II.4 with F = I,,:, rW in place of U, and 
?Z(F)=aF*~+r. n 
We should mention that Gohberg and Goldberg [15] obtained a complete 
classification of the orbits of the invertible self-adjoint matrices under the 
group action W -+ T * WT with T E a,, invertible. In future work we plan to 
show how this also is related to representations for shift invariant subspaces, 
and also obtain more complete information on the orbits for the other group 
actions discussed above. 
11.3. Anulogues of the QR Factorization 
By setting W equal to one of the canonical forms and letting F be a 
general invertible matrix, we get the following factorization results. As a 
prototypical example, apply Theorem II.3 with W = Z and y(X) = X * I. 
Conclude that F = OG where 0 is unitary (O*O = I) and G E Q2,, if and 
only if the block principal minors of F*F are invertible. Of course the block 
principal minors of an invertible positive definite matrix are automatically 
invertible, so the hypothesis is not needed in this case. We leave the details of 
the proof to the reader. Note that it is trivial to check the necessity of the 
given condition for the indicated factorization. The converse direction is an 
easy consequence of our invariant-subspace theorems. 
THEOREM II. 10. Let F E C? be invertible. Then F = OG, where G E 8,‘ 
and 
(IAl) 
(IIAl) 
(IA2a) 
(IA2b) 
(IIA2a) 
(IIA2b) 
(IBla) 
(IBlb) 
@-‘7r”(m)O = 7ro(m) 
- the block principal minors of q,( m)F- ‘q,( m)F are invertible, 
@‘_Z(m, ,..., m,)O = ,J(m; ,..., m’,) 
- FP1_Z(m, ,..., m,)F E fi2,,, 
&‘*@=n 
- the block principal minors of aF_ ‘aF are invertible, 
B -- %r$O = 77, 
- the block principal minors of 7 F- %ry,F are invertible, 
@-‘@=Z, 
e Fm & a,,, 
Gm’s@=s 
e F- ‘SF E !d,, 
@TO = I, 
- the block principal minors of F’F are invertible, 
OTSO = s 
- the block principal minors of FTSF are invertible, 
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(IIBla) OT& = Q 
e pFTrF E 9,, 
(IIBlb) OT+ = n, 
0 n,FTn,F E tit,,, 
(IB2) O*J(ml,..., m,)O=J(m;,...,ml,) 
Q the block principal minors of F *]( m,, . . . , m, )F are invertible, 
(IIBB) @*n,(m)@ = Qm) 
Q rr0(m)F*7r0(m)F E Q,,. 
11.4. Simultaneous Factorization 
In Theorem II.5 one may choose any of six types of involutive automor- 
phisms q (in canonical form) for each of six possible choices of involutive 
automorphism u. Thus Theorem II.5 is a unified statement of thirty-six 
different factorization results. For the reader’s convenience we present here a 
few samples. As is usually the case, the sufficiency direction (ii) 3 (i) is easy 
to check directly. 
THEOREM 11.11. 
(a) Let W = W * E &? and V = v-’ E Q be given, where W is also invertible. 
Then the following are equivalent: 
(i) W has invertible block principal minors, V”EQ and 
v*-‘WI-‘I$-’ E 9,. 
I‘ ) 
(ii) There exists an invertible T E Q,, integers m. (0 < mi < pi for 1~ j 
< n), and a block diagonal matrix D = 0” E Q2,, such that W = 
T*J(ml,..., m,)T and simultaneously V = T- ’ DT. 
(b) Let F E C? be invertible. Then the following are equivalent: 
(9 F*J(m,,..., m,)F has invertible principal block minors, and I;‘-‘F E 
D 
(ii) FUl OG where O*J(m,,. . . , m,)O E Q2,,, 0 = e is a real matrix, and 
G+EQ,. 
Proof. In Theorem II.5 take a(X) = X*+’ and q(X) = x. For (a) also 
take F = I,, and use V in place of U. For (b), also take W = J( m,, . . . , m,,) 
and U = I,. n 
The next result follows immediately from the invariant-subspace represen- 
tation of Corollary 1.7(a) by taking &! = 52,. 
THEOREM II. 12. Let W and V be two selfadjoint elements of 52, where 
n isevenand pLn+l_j = pi. Let mi be a given set of integers with 0 < mi < pi 
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and m,,+,-j = mj for 1~ j < n. Then the following are equivalent: 
(i) The block principal minors PiWPj of W are invertible, PjWPj has EiClrn, 
positive eigenvalues for 1 < j < n [respectively, PjWPj has Ci= Ipk posi- 
tive eigenvalues for 1~ j < n/2 but has EF/=21rn, + Ci=,,, + l(pk - mk) 
positive eigenvalues for n/2 < j < n], IrV E &!,,, and V-‘WV’W = I, 
[respectioely, V-‘WY’W = - ZJv]. 
(ii) There exists an invertible matrix T E L!,, such that 
(a) W = T *J( { m i })T [respectively 
and 
(b) V = T*vTT. 
III. APPLICATIONS TO INTERPOLATION 
This section contains the main applications for different interpolation 
problems, including finite-dimensional analogues of the problems of Nehari, 
Carathbdory, and maximum entropy. 
IIl.l. Preliminaries and Statement of First Results 
Let Q=Q(p,,..., cl,,) be the algebra of block matrices F = [ Fij] (i, j = 
1,. . . , n), where Fij is a pi x pj matrix, as in Section I. Introduce the 
subalgebras a,,( m ) and Q,(m) for - n < m < n as in Section 1.1. In this 
section we shall also have need of the set of band matrices 
Q,(m)= Q2,,( - nl)nQ2,(m), 
the set of upper band matrices 
Qd,(n~) = Q,, n%(m), 
and the set of lower band matrices 
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where 0 < m < n. Note the following direct-sum decompositions: 
&?=QO,(m-1)+0,(m), -n+l<m<n 
where Q:,(m) = Q,b(m)n 52:. 
We shall consider the following two types of matrix completion problems. 
Call a matrix M positive definite if it is self-adjoint with positive eigenvalues, 
and positive semidefinite if it is self-adjoint with nonnegative eigenvalues. 
PROBLEM A. Suppose - n + 1~ m < n. Given K E Q2,(m - l), find F E 
K + Q,,(m) such that IlFll < 1. 
PROBLEM B. Suppose 16 m < n. Given H = H * E 52,( m - l), find L E 
H + a[,,( m)+ G,( - m) such that L is positive definite. 
Problem B is closely related to the following. 
PROBLEM B’. Suppose 1~ m < n. Given K E Q2crb( m - l), find F E K + 
Q,,(m) such that F + F* is positive definite. 
To see how Problem B is related to Problem B’, note that if K is as in 
Problem B’ and F is a solution of Problem B’, then L = F + F* is a solution 
cf Problem B with H = F + F *. Conversely, any H = H * E !2(,( m - 1) can be 
written as H = K + K * with K E Qul,(m - 1) and then any solution L of 
Problem B has the form L = F + F*, where F is a solution of Problem B’ 
with this choice of K. Problems A and B have been discussed in [13, 141 in 
the context of a somewhat different matrix completion problem, and a more 
general formulation of Problem B has been analyzed in [16]. The reader 
should also note that if one replaces L? with L” and Q,, with H”, Problem A 
becomes the approximation problem of Nehari, while Problem B’ becomes 
the classical interpolation problem of Carathkodory (see [l, 241). 
The formulation of the criteria for the existence of solutions to Problems A 
or B requires more terminology. Let X = [X,,] be any matrix in 52. By a 
submatrix of X we mean a (smaller-size) matrix of the form [Xi j] i, j E x where 
the indices i and j are restricted to some subset Z c { 1,. . . , n }. If 9 is a 
subset of the Cartesian product space {(i, j) : 1 Q i, j < n} of indices and X is 
a matrix, we let 9(X; 9) denote the set of all submatrices X = [Xi, j] I, j E z 
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arising from maximal subsets Z c { 1,. . . , n ) with the property that Z x Z c 9. 
We shall be particularly interested when 9 consists of the set of index pairs 
below that mth diagonal 
2,(m)= {(cj): i>j+m,l<i,j<n} 
and the set of index pairs in a band 
S,,(m)= {(i,j): -,n~i-j~nl,l~i,j,<n). 
For these cases simplify the notation to .Y’!( X; m) for ,Y’( X; 9,( rn)) and 
Y!,( X; m) for .Y(X; s,(m)). 
A 2N X2N matrix 0 is said to be 
1, 0 
[ 1 0” - I,\ -unitary 
if 
@*[ :; ‘:,J@ =[: -;,,,]. 
Similarly 0 is said to be 
if 
If the 2 N x 2N matrix 0 has block decomposition 
where each block is N X N, denote by Te the linear fractional map 
where G is any N x N matrix for which the inverse on the right exists. 
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We are now ready to present the main results of this section. 
THEOREM 111.1. Let K E Q,( m - 1) be given. Then Problem A has a 
solution F if and only if (IRJ\ < 1 for all R E S“,(K; m - 1). Moreover, there 
isa 2Nx2N 
I 0 h’ 
[ 1 0 - 1, -unitary 
mutrix 
such that the set of all such solutions F is the set of all matrices of the form 
F = T&C), where G is any matrix in O,,(m) with \lGll < 1. Also, there is an 
explicit algorithm for the computation of the matrix 0 from the given data 
K E 52,( m - 1) of the problem (see Theorem 111.7). 
THEOREM 111.2. Let H E Qb(rn - 1) (14 m < n) be given. Then Problem 
I3 has a solution L if and only if any R E 9’,,( H; m - 1) is positive definite. 
Moreover, there exists a 2N X 2N 
matrix 0 such that the set of such solutions L coincides with the set of all 
matrices of the form L = T,(G)* + T&G), where G in any matrix in Q,,(m) 
with llGll < 1. The matrix 0 can be computed via an explicit algorithmfiom 
the data H E Qt,(rn - 1) of the problem (see Theorem 111.7). 
THEOREM 111.2’. Let K E QUt,(m - 1) (1~ m < n) be given. Then Prob- 
lem B’ has a solution F if and only if any R E 9’tJ K + K *, m - 1) is positive 
definite. Moreover, there exists a 2N x 2N 
matrix 0 such that the set of all such solutions F coincides with the set of all 
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matrices of the form F = T,(G), where G is any matrix in Q,,(m) with 
(JG(( < 1. There is an explicit algorithm for computing 0 from the data 
K E CJ,,,j m - 1) of the problem (see Theorem 111.7). 
The reader should note that by the remarks above, Theorem III.2 follows 
immediately from Theorem 111.2’; thus we need only consider Problems A 
and B’ in the sequel. 
We remark that the existence criterion in Theorem III.1 has been noted in 
[23] for n = 2, and in [3] for arbitrary n; also, both these authors worked in an 
infinite-dimensional setting. A parametrization for the set of all solutions for 
the case n = 2 has been given in [2] and [12], also in an infinite dimensional 
setting. Our parametrization of the set of all solutions for arbitrary n appears 
to be new. 
It is interesting to note here that Theorem III.1 for m > 0 (with the 
exception of the direct, more efficient description of the set of all solutions via 
the linear fractional map) follows from Theorem 111.2. Indeed, if K E Q2,( m - 
1) is given, consider 
From the general identity 
[,: :‘I=[;* :I[:, Z-o,*F]k :I 
we see that 
1 F 
[ 1 F* 1 is positive definite if and only if ]I F 11 < 1. From this it 
follows that all matrices in 9’(,( H; N + m - 1) are positive definite if and only 
if all matrices in .Y((K; m - 1) have norm less than 1. Also, a matrix L is 
positive definite and in the class H + Q,,( N + m)+ a,( - N - m) if and only 
if 
L= 
I, F I 1 F* I,’ 
where IlFll < 1 and F is in the class K + 52,,(m). Thus we see that the 
existence part of Theorem III.1 (for m > 0) follows immediately from the 
existence assertion of Theorem 111.2. The linear-fractional-map parametriza- 
tion result from Theorem III.2 can be used to give a parametrization of all the 
solutions F as in Theorem 111.1, but it is not as efficiently organized as the 
direct approach given in Theorem 111.1. 
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lII.2. Proofs of Main Theorems 
The aim of this section is to prove Theorems III.1 and 111.2’. Our 
approach is to restate the problem as that of describing all shift invariant 
subspaces $9 c M2NxN satisfying certain properties; the one-to-one correspon- 
dence between these shift invariant subspaces 3 and N X N matrices F 
solving the original formulation of the problem is 
9 = IF flu. I 1 N 
To carry the argument through to the end, we shall need a representation 
theorem for shift invariant subspaces somewhat more general than any of 
those given in Section I. In this subsection we merely state and then use this 
representation theorem to complete the proofs of Theorems III.1 and 111.2’. 
In the next subsection we indicate the proof for the representation theorem, 
as well as the algorithm for the construction of the matrix 0 in Theorems 
III.1 and 111.2. 
Proof of Theorem ZZZ.1. We begin with Problem A and the proof of 
Theorem 111.1. Let K E Q,( m - 1) be given as in Problem A. If F is any 
N x N matrix, let 9, be the subspace 
[ 1 IF 9, of the set of 2N x N matrices. 
Then certainly XU E 9, whenever X E 2, and U E Q,,, that is, 
(i) 9 is shift invariant if 9 = gF. 
Conversely, if it is known that 9 c MZNXN has the form 
for some linear operator X: 9, + MNXN, one can check, by analyzing one 
block column at a time as in the proof of Theorem 1.1, that the shift-invari- 
ance property (i) of $9 forces X to be left multiplication by a matrix F, E 8, 
and hence 3 has the form gFx. 
Next we wish to measure how the condition F E K + O,(m) is reflected 
in a property of gF. Let .M [ = A,(K; m)] be the subspace 
Since left multiplication by a matrix X E 5l maps a,, into Q2,(nz) if and only if 
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X E Q,,(m), it is easy to see that 
(ii) 9 c du(K; m) if 9 = 3r with F E K + Q,,(m). 
Conversely, if it is known that 9 = gF for some F in I& (ii) then forces F to 
be in K + G!,,(m). 
We next wish to analyze how the condition llF[l < 1 is reflected in gF. To 
do this we introduce the indefinite inner product on M2Nx,v induced by the 
matrix J= 
[X,Y],=tr(Y*JX) for X,Y E M,,,,,. 
A general reference for indefinite inner product spaces is the book of Bognar 
[ll]; for what we do here, compare also Ball and Helton [4]. If [IF11 < 1, it is 
easy to see that 9, is a strictly negative subspace of MzNxx in this inner 
product, that is, for all X f 0, [X, X], < 0. But we can go 
further. As a subspace of , gF is maximal negative, that is, if 
M 
99FcJv-c 
NXN 
[ 1 % 
and N is negative (i.e. [X, X], < 0 for all X E JV), then in fact N = gF. 
We conclude 
(iii) 9 is strictly J-negative and maximal negative as a subspace of 
[“Lr’V],where.I=[2 _:I. 
M. 
Now suppose 9 is a subspace of 
] 1 i xN which satisfies (i)-(iii). Since 
by (iii) Y is negative in the J-inner produ:t, Y contains no elements of the 
form 0’ 
[ 1 for some Y # 0 in MNxN. Therefore 9 is a graph space 
9== ([xol,uE9), 
where X is an operator with domain 63 c Q2, and range in MLVx N, called the 
angle operator for the subspace 9. Since 9 is strictly negative in the J-inner 
product, we have tr(U*U)> tr(X(U)*X(U)) for all 0 #U E ~2. If 9 # 52,, 
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M 
we could enlarge 9 to a larger negative subspace of Nxh’ 
[ 1 %I simply by 
adding an element 0 
[ 1 Z to 9, where Z E 9, \ 9. By the maximality proper- 
ties of 3, 9 = a,,. Now by (i) we know that 9 = gF for an F E a, and by 
the strict J-negativity of 9, necessarily \lFll < 1. Finally (ii) now forces 
F E K + Q,,(m). We conclude: describing all solutions F to Problem A is 
equivalent to describing all subspaces 9 satisfying (i), (ii) and (iii). 
Next consider only the combination of conditions (ii) and (iii). Since 
M 
A,,(K; m)c 
[ 1 ixN , I‘ 
if 3 satisfies (ii) and (iii), then certainly 9 is maximal negative as a subspace 
of &,,(ZZ; m). Conversely, by Lemma 1.1 of [4], an &,(K; m>maximal 
M 
negative subspace is NxN 
[ 1 Qt,‘ -maximal negative if and only if 
M. 
T::= LXN 
[ 1 q ,A,(K;m) ” 
is a positive subspace (i.e. [X, X], > 0 for all X E 3). Here q , denotes 
orthogonal difference in the J-inner product. Moreover, there can exist strictly 
negative subspaces which are also .,+Y,( K; m )-maximal negative if and only if 
~u(K;m)n~,(K;m)(I),= (0). This means that .% can contain no iso- 
tropic vectors (vectors X # 0 with [X, X], = 0), and thus in fact we must have 
that 3 is strictly positive (i.e. [X, X], > 0 if 0 # X E 55). We summarize the 
analysis so far as follows. 
LEMMA 111.3. 
(a) There is a one-to-one correspondence 
between solutions F of Problem A and subspaces 
satisfying (i), (ii), ad (iii). 
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M 
X”:= LXN [ 1 &4,(k m) u 
is not strictly positive, then there can be rw subspace 3 satisfying (i), (ii), 
and (iii), and hence Problem A has rw solution. lf 9 is strictly positive, 
then the subspace 9 satisfies (i), (ii), (iii) if and only if 9 c A,,( K; m) 
satisfies 
(i’) 3 is strictly negative and maximal negative as a subspace of 
A,,(& m), 
(ii’) 93 is shifi invariant. 
To interpret the geometric condition on the subspace 57 in terms of the 
original data of the problem we need the following. 
LEMMA 111.4. The subs-pace X defined as above is strictly positive in the 
J-inner product, where 
J= b‘ 
[ 1 _“I ) h’ 
if and only if all matrices R E S“!(K; m - 1) have llRll < 1. 
ProoJ Recall the notation used in Section 11.1: 
Pj=diag{O,..., O,Z,,>O >...a 0) Efi2,,, 
Ej= col[O ,..., 0, I,,,0 ,..., 01, 
j t11 
Pi = col[C”l,..., Q=pl,O ,..., 0] = Q,,Ej, 
9j=col[0 ,..., O,Cb+ ,..., uY]=@Ej, 
PAP, = c pj 
l<kSj 
= projection of C *’ onto Bj along 9,. 
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To prove Lemma 111.4, our first observation is that .% is strictly positive if 
and only if Im( SEj) (as a subspace of C 2N) is strictly positive in the J-inner 
product for all j, 1~ j < n. Note that 
where we understand that 8, = 0 if k Q 0, while 
Now a straightforward computation gives 
Therefore Im(_5FEj) is strictly positive if and only if Pq,K * : 2j_ nl + 1 + Pi 
has norm less than 1. This occurs if and only if the adjoint operator 
5 K: Pj + 9j_,,+i has norm less than 1. But the maximal submatrices 
R ‘E”?,( K; m) in the lower triangular data region of K correspond exactly to 
the operator Ps,_ ,,, _ , KI9”, for max{l,m-l}gj<min{n,n+m+l}. The 
remaining operators P9, ,), *, K 1 Yj (if any) are compressions of P9 KIPj for 
either j = m - 1 or j = n + m + 1, and hence all have norm < 1 if”and only if 
all R in Y,(K; m) have l\Rll < 1. The lemma follows. H 
Note that Lemmas III.3 and III.4 combine to establish the necessity part 
of Theorem 111.1. To establish the sufficiency, we need the following repre- 
sentation theorem for the subspace A,,( K; m). As advertised above, the proof 
will follow in the next section. 
THEOREM 111.5. Suppose 
M 
JH c 
NxN 
[ 1 Qt, 
and W is an invertible 2N x 2N self-adjoint matrix. Then the following are 
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equivdent: 
(i) .A? is shifl invariant, and Im(JZ1”Ej) has C:=lpk~ ,,, positive squares 
and X[_= lpk negative squares and no isotropic vectors in the W-inner product 
on Q= “!V. (Here~,=OfirZ<O.) 
(ii) There is a 2N x 2N matrix 0 satisfying 
o*wo= :; 
0 
[ I _z ,\ 
such that 
Now suppose that we take A to be A’,,( K; m) in Theorem III.5 and that 
X := q ,A,,(K;?n) 
is strictly positive. Therefore for each j, 1 < j < n, 
Im 
Mx 
Q 
1 i Ej =Im(~,,(K;m)Ej)W,Im(XEi) 11 
01 
Now we know that the whole space 
C jz 
[ I 
P, has N = CiCIpLk positive squares 
I 
and 1: = ,pk negative squares in the J-inner product, where 
1. 0 
J= 0” 
[ I -I,v . 
We also know that Im(XEi) is strictly positive and has dimension equal to 
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ci=j -mt 1 pk, and so has C;=j_rrr+l pk positive squares. By dimension count, 
it must be that Im(.L,,(K; m)Ej) has C:=rpk negative squares and C~=,~k 
positive squares. Clearly A,,( K; m) is shift invariant. Therefore by Theorem 
111.5, there is a 2N X 2N matrix 0 with 
such that 
Now consider conditions (i’) and (ii’) on a subspace 9 c A,( K; m). Since 
left multiplication by 0 is a linear isomorphism preserving the inner product 
induced by 
we see that a subspace 9 c M,,(K; m) satisfies (i’) if and only if 9 = W,, 
where 
satisfies 
is strictly negative and maximal negative as a subspace of 
in the J-inner product. 
Since the mapping 0 from 
Q,,(m) 
[ 1 ~ to .d,,(K; m), as a left multiplication 
operation, commutes with right kltiplication, we see that a subspace 9 c 
A,,( K; m) satisfies (ii’) (i.e. is shift invariant) if and only if Y = OY,, where 
(ii”) 9, is shift invariant. 
Thus Problem A is now reduced to finding subspaces 
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satisfying (i”) and (ii”). But it is easy to see that such subspaces exist in 
abundance. Indeed, if G E L?,,(m) has JIG/I < 1, then one such subspace is 
a,,. Conversely, if 3i is any such subspace, by the maximality condition 
must be a linear operator Y: ii?,, + Q2,( rn ) such that 
where f-J *U - Y( U)*Y( U) is positive definite if U # 0. By the shift invariance 
property (ii”) of 9i, we can see that Y must be a left multiplication: 
Y(U) = GU for each U E Q2,,, for some G (independent of U) in 3. Since Y 
Maps Q2,, into QJm), we must have GE Q,,(m): and U*U-Y(U)*Y(Lr)> 0 
for U f 0 implies ]lGll < 1, so 
for a G E Q,,( m ) with (IG(( < 1. We have now established the sufficiency part 
of Theorem III.1 as well; the proof of course depends on the representation 
Theorem III.5 for JHJK; m). whose proof we have deferred until the next 
section. 
There remains to prove the linear-fractional-map description of the set of 
all solutions. We already have a description of the set of all subspaces 9 
satisfying (i), (ii), (iii) as 
where G is any matrix in Q!,(m) with [IGIl < 1, and 0 is the J-unitary matrix 
such that 
Q*,(~~) 
Ji!,,(K;rn)=O w 
[ 1 . U 
It remains only to translate this description of subspaces back to a description 
of the matrices solving Problem A. By the discussion above, the correspon- 
dence is 
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where F is the corresponding solution of Problem A. Let 0 have 2 X 2 block 
decomposition 
where each of (Y, p, K, y is N X N. Then, by the above discussion, we know 
that there is a one-to-one correspondence between solutions F of Problem A 
and matrices G E Q2,(m) with llGll< 1, given by 
From the bottom component we read off that (KG + y)Q, = 9,, so neces- 
sarily KG + y is in 9,‘ and is invertible. The above then implies 
This forces F = T,(G) and completes the description of all solutions of 
Problem A. Note that the matrix 0 giving rise to the linear fractional map is 
the same as the matrix 0 for the representation of J.~!,(K; m) as in Theorem 
111.5. Therefore the algorithm for constructing the representing 0 in Theo- 
rem III.5 also serves to construct the linear fractional map in Theorem 111.1. 
This will be done in the next section. n 
Proof of Theorem 111.2’. We now consider Problem B’ and the proof of 
Theorem 111.2’. We now look for subspaces 
rather than for matrices F, as before. As before, any such subspace 
satisfies 
(i) 9 is shift invariant, 
(ii) 3 C J&J K; m), 
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where 
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if F is a solution of Problem B’. In the present case, note that K E Q,,, so 
where is a nondegenerate inner-product space in the inner product 
induced by 
Given F in O,,, we note that F * + F is positive definite if and only if 
is strictly negative in the J’-inner product. Since 
is a positive space if Re F > 0, we see that any such subspace 9 is maximal 
negative in the ./‘-inner product. Thus condition (iii) as formulated for 
Problem A should now be modified to 
(iiiB’) 9 is strictly J’-negative and is maximal negative as a subspace Q,t 
[ 1 Q2,, , where 
of 
Conversely, if 
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satisfies (i), (ii), and (iiiB’), one can argue in much the same spirit as for 
Problem A that 
where F is a solution of Problem B’. Now the analysis proceeds exactly as for 
Problem A, but with 
J’= [ _:, -iN] inplaceof I=[: -‘IN] 
and 
3,‘ 
[ 1 in place of M.v % [ 1 8, . 
We introduce the subspace 
q ,,-&,(K; m), 
the analogue of the space X above. We need the analogue of Lemma 111.4. 
LEMMA 111.6. The subspace ?ZB is strictly positive in the J’-inner prod- 
uct, where 
J’= [ _(:, -;q, 
if and only if all matrices R E Yb( K + K *; m - 1) are positive definite. 
Proof. Again it suffices to show that Im(TaEj) is strictly positive in the 
J’-inner product for each j, 1 =G j < n. Now 
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and 
Compute 
Since K E CI,,, 9jp,,r is invariant for K * and this becomes 
This in turn is strictly positive in the J’-inner product if and only if 
P .9, n 9, ,,( K + K *FL, n 2, ),, is positive definite as an operator on Yj n ??_“, 
for 1 < j < n. Again it suffices to check this last condition only for m - 1~ j 
< n. But the above operators with the index j so restricted correspond 
exactly to the maximal submatrices R E 52,( K + K *; m) in the band region of 
K + K *. This completes the proof of the lemma. n 
Lemmas III.3 and III.6 now combine to establish the necessity part of 
Theorem III.2 in the same way as was done for Problem A. We now apply 
Theorem III.5 with M = A,,(K; m) but with W = J’. Theorem 111.2’, com- 
plete with the linear-fractional-map description of all solutions, now follows in 
exactly the same way as for Theorem 111.1. n 
111.3. Representations for Shijl Znuariant Subspaces Revisited 
The purpose of this section is to prove and show how to construct the 
representation of a shift invariant subspace given by Theorem 111.5. In fact 
Theorem III.7 given below is a more flexible version of Theorem 111.5, which 
we shall need for our application in Section III.5 to come. 
Unlike the setting in Sections I and II, in this section we need to consider 
subspaces .M of a space of nonsquare matrices, say of size M X N. We always 
assume that the number of columns N is equal to CC!~ZL~, so XU is defined 
whenever X E M,,,MxN and U E 3,. Here a,, is the block upper triangular 
algebra of N X N matrices based on the n-tuple l.~ = {pi, . . . , p,, } as in 
previous sections of the paper; the n-tuple IJ we consider as fixed throughout. 
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If v= {VI,..., v, } is an n-tuple of nonnegative integers, denote by G,(v) the 
set of M x N matrices (M = C;=,v,) F with block decomposition F = 
[F,jll<i,l<aSUChthat 
(i) F, j has size vi X p j and 
(ii) Fij = 0 if i > j. 
In general we say that a subspace A c MMxN is shifi invariant (more 
precisely, right Q,,-invariant) if XU E A whenever X E A and U E &I,,. 
One can easily see that Q,,(v) is shift invariant for any n-tuple v. The 
following representation theorem for shift invariant subspaces of MMUxN 
nondegenerate in an indefinite inner product is what is needed for the 
applications in this section. It is interesting to note that if one takes the inner 
product to be the usual Euclidean positive definite inner product (W = I,,,, 
below), the resulting theorem is an analogue of the Beurling-Lax theorem for 
general shift invariant subspaces (not just full-range simply invariant sub- 
spaces) for our setting. 
THEOREM 111.7. Let W be an invertible M X M selfadjoint matrix and 
suppose M C M,V x N. Then the following are equivalent: 
(i) A is shifi invariant, A nd(l)w = {0}, and Im(MEj)cCM has 
EL= lV; positive squares and &lvk negative squares in the W-inner 
product on 6 M. 
(ii) There is a matrix 0 satisfying 
such that 
Jy=@ %Jv+) 
[ I Q,(v- 1 . 
Moreover such a matrix 0 can be constructed by the following algorithm: 
(1) Choose a W-ortho normu basis {O~,,O~~(l<a<v~; l<p<v;} 
for Im(AEr); that is, O:, and 0, are vectors in Im(.AE,) such that 
(wo:,,o:,,> = &,,, 
CY’<V: 
(wo:,,o& =o, (WO,p,O,!) = -I$,, for l<(Y, 
and 1</3,p’< VT. 
(2) Suppose a W-orthonormul basis for Im(MEj) hns been constructed of 
the form {@,+,,o,ll<k<j; l<a<vvk+, 1</3<v;}, where l<j<n. 
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Construct vectors 0 + l l,a and oI:+lp for l<cu<$+,, l<P<Vji, 90 that 
{O;fi,O,,,]l<k<j+l; lQX<Yk;, 1 < j3 < v~- ) is ~1 W-orthonormal basis 
fiw Im( 4E. 
J+l 
). 
Here Im( ME,, + 1 ) is taken to be all of Q= “. 
(3) Let 0 be the M x M mutrir whose first M, columns ure given by 
O:,, O:,,.. . ,O:,;; . . . . 0,: ,..., O&; . . . . O,:, ,..., Oz,,: and the succeeding A4 
columns ure given by O,, O,,. . . , O;ul ; O,,. . . , O;p, ;. . . ; OnI,. . ., O;,,, . Then 
Proof. The construction in the algorithm is as in the proof of Theorem 
I. 1, but extended to the present nonsquare setting, with the additional proviso 
that at each step the basis vectors for Im(MEj) are so chosen that the 
resulting matrix 0 with columns equal to these basis vectors have the 
[[Ii* _:, 1, WI-unitary 
property. The theorem thus follows as in the proof of Theorem 1.1. n 
The reader should now note that Theorem III.5 is an immediate conse- 
quence of Theorem 111.7; indeed, one obtains Theorem III.5 simply by a 
special choice of M,, M , vi’, and vim in Theorem 111.7. Also, for the 
application in the previous subsection as well as in Section 111.5, &? is the 
subspace 
It is easy to read off a basis for Im(&Ej) of the form { x’,* 11~ k < j; 
1<ff<Vk=pCLL+pk-,+, } from this representation for A. To carry out the 
algorithm listed in Theorem 111.7, one can simply apply the Gram-Schmidt 
process (for nondegenerate indefinite inner-product spaces) to this basis. 
111.4. Maximum Entropy 
In the work of Dym and Gohberg [13] the unique solution of Problem B 
(see Section 111.1) was constructed which maximized the entropy, i.e., a 
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matrix L, E H + a,,(m)+ Q,( - m) was constructed such that L, is positive 
definite and 
detL,=max{detL~0<Z~~H+~2,,(m)+~,( -m)}. 
There it was also shown that this maximum-entropy solution L,, can also be 
characterized as that solution for which L, ’ E a,,( m - 1). Here we show how 
this maximum-entropy solution L, can be picked out in our linear fractional 
description of the set of all solutions. 
THEOREM 111.8. Suppose 1~ m < n and H = H * E Q,( m - 1) is such 
that any R E Y,,(H; m - 1) is positive definite. Then the matrix 0 given by 
Theorem III.2 can be chosen in such a way that 
(i) [1(.&O)* + T,(O)]--’ E Q,,(m - l), or equivalently, 
(ii) det[T,(O)* + T,(O)] > det L for any positive definite L in H + Q,,(m) 
+ Q,( - m), with equality only for L = T,(O)* + T,,(O). 
Proof. If 0 is any matrix as in Theorem 111.2, then the set of all positive 
definite L E H + Q,(m)+ Q,( - m) coincides with the set of all matrices 
L = T,,(G)* + T,(G) where G is any matrix in Q{,,(m) with I(G(I < 1. The 
equivalence of (i) and (ii) therefore is a consequence of the work of Dym and 
Gohberg [13]. We therefore only show that 0 can be chosen so that (i) holds. 
If 
note that T,(O) = /?y- i, so that 
T,(o)* + T,(O) = y-i*/?* + pY-’ = y-‘*( p*Y + Y*p)Y-‘. 
But from the condition 
@*[ _(:, -o+ = [:;\ _g (*) 
we get that /3*y + Y*j3 = Z,v and hence 
[To(O)*+MO)] -r=YY*. 
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Thus the problem is to show that 
can be chosen with yy* E Q2,( m - 1). For this it is sufficient to show that 
can be chosen with y E QtLb(m - 1) = Q2,, n Qt,(m - 1). 
From the proof of Theorem 111.2, we know that the requisite property 
0, in addition to (*): is that 
0 
of 
where K E Q,,!,( m - 1) is chosen so that H = K + K *. Since in particular 
K E Cl,*, we see that 
A,,(K; m)c 
Q2,‘ 
[ 1 Q2,, 
Therefore y E Q2,, for any such 0. To get also that y E Qt,(m - 1) requires 
special care in the algorithm for the construction of 0 given in Theorem 111.7. 
Part of the construction of 0 there amounts to a choice of a shift invariant 
strictly negative .M,,(K; m)-maximal negative subspace Jlr (in the J’ 
= [ -(:, -iN] -inner product for this application) which will have the 
representation 
Now one easily checks that y E a,( m - 1) if and only if ME, q ,, NE,_ I is 
orthogonal to the subspace 
i I 
Q,(m) 
0 
Ej in the J/-inner product for 1 < j < n. 
Thus, in the jth step of the algorithm for the construction of the columns of 
0, for j > m we must construct vectors 0,: (I < (Y < p j_ ,,,+ 1) and vectors 
0i~(1</3<pj)suchthat 
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is a J ‘orthonormal basis for 
but where we impose the additional constraint that Oj$ must be 
,, m < j < n. To see that 
is a strictly positive subspace in the _/‘-inner product. But since m >, 1, 
~j_,, C 8j_1 and 
Im(AEj_,)+ [P6”] C [:I:]. 
is nondegenerate, and 
9j-l 
[ I( 9,-l E,, Im(AEj-r)+ 
(a subspace of a strictly positive subspace) is nondegenerate, it follows that 
Im(d@Ej_l)+ 
[ 1 @j-m 0 
is nondegenerate. By counting dimensions, we know that 
[ 1 Bj-m Im(4Ej_,)+ o 
has C;t,ipk negative squares and Cfi’$, positive squares, since its orthogo- 
nal complement (J ‘-inner product) inside 
pi-1 
[ 1 9j-l is a strictly positive space 
of dimension C{I~_~+~ pclk. By our hypothesis, we know that Im(.MEj) is a 
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nondegenerate subspace with Zilypk positive squares and C;(-_it~~ negative 
squares such that 
Im(.MEj) 2 Im(,XEj_i)+ 
i 1 pj-nt 0 
Again by dimension count, 
must be a _I’-strictly negative subspace of dimension pj. Choose dji (16 CY < 
p j) to be a J’orthonormal basis for this subspace. Then Im(&Ej)E 
{Im(dEj_i)+ Jv;}, g a ain by counting the numbers of positive and negative 
squares, is strictly positive of dimension p jpr,r. Choose { O$ ) 1 < j3 < j - m } 
to be a J’orthonormal basis for this subspace. With these extra provisos in the 
algorithm given in Theorem 111.7, a matrix 0 can be constructed so that 
T,,(O) has the desired properties. n 
REMARK. As we remarked above, it is known that the maximum-entropy 
solution of Problem B, is unique. By the discussion in Section 111.2, we know 
that solutions of Problem B are in one-to-one correspondence with J’-strictly 
negative, A’,,( K; m )-maximal negative shift invariant subspaces Y. The con- 
struction above shows that the ./‘-strictly negative, A,( K; m)-maximal nega- 
tive shift ,invariant subspace 9 for which 9Ej E ,, 9Ej_ 1 is ./‘-orthogonal to 
%(m) 
( i 0 
Ej is unique, and coincides with the subspace 9c corresponding to 
the maximal-entropy solution L, of Problem B. 
As was mentioned in Section 111.1, the transformation 
F+ 
I F 1 1 F* I 
transforms Problem A (for m > 0) to a particular form of Problem B. This 
enables one to get an analogue of the analysis concerning maximum entropy 
for Problem A. 
THEOREM 111.9. Suppose 0 < m < n and K E Q,(m - 1) are given such 
that llR[l < 1 for any R E .Y!( K; m - 1). Then there is a unique mutrix 
SHIFT INVARIANT SUBSPACES 143 
F,, E K + G,(m) with l[Fll < 1 such that F,(Z - F,*F,)~‘EQ,, or equiu- 
alently, such that det(Z - F,*F,) > det(Z - F*F) for any other F E K + 
Q,,(m) with [JFII < 1. Moreover, equality can hold in this last inequality only 
for F = F,. 
Proof. Note that F E K + Q,,,(m) and llF[l < 1 if and only if 
is positive definite and is in H + 8,,( N + m)+ a,,( - N - m), where 
But we know there is a unique L, such that also L, ’ E G?,( N + m - 1). But if 
F,, is chosen so that 
L, = 
1% F” 
[ 1 F,* I, ’ 
we see that 
-FO(Z-F,*F,,)pl 
= 
* 
1 
where *-entries do not matter. From this we see that L, ’ E Q2,( N + m - 1) if 
and only if F,( Z - F,*F,)-’ E 9,( m - 1). Observe also that det L, = det( I,, - 
F,*F,,). Thus the statements in Theorem III.9 follow immediately from the 
corresponding statements for Problem B given above in Theorem 111.8. w 
There is probably a better theorem which would be a full analogue of 
Theorem III.8 for Problem A. We restrict ourselves to the statement of 
Theorem III.9 because it follows with essentially no extra work. 
144 JOSEPH A. BALL AND ISRAEL GOHBERG 
111.5. Small Rank Perturbations 
Suppose K E Q,(m - 1) but not all R E 9’,( K; m - 1) are contractions. 
Then we know that Problem A has no solution, that is, there can be no 
F E K + QJm) with l[Fll < 1. However, we can ask how to obtain a strict 
contraction F which is almost in K + SZrr(m), i.e. for some “small rank” A in 
Q, F+AEK+Q~,(~). 
To state our result in this direction we need some more terminology. Let 
K E Q2,(m - 1) and define an operator R, = R j( K) for 1~ j < n from pj 
into gjl ,,, by 
R,x = P9; J Kx). 
Here Yj = col[C”l,..., Q=“J,O ,..., 0] c C ” and is understood to be the O-sub- 
space of C *’ if j < 0. For each j, let lj denote the number of negative 
eigenvalues of Z - RTR;. Note-that the_subspace Im{ AJK; m)Ei} of C”, 
where &,,(K; m) = 
squares and (Cl c k G jpk) - lj 
product. By Theorem III.9 we 
has (,X 1 G k G jp k - ,,, ) +  ‘j positive 
negative squares in the 
I,v 0 
[ 1 0 - I, -inner 
see that we can represent A,,( K; m) as 
.A?,,( K; m) = 0 
uv+ > I 1 %(v~ > ’ 
-unitarymatrixand v+= (u;i ,..., v:} is 
,...,v,; } analogously satisfies C1Gk6jvi =(C1<kcjpk)-lj. ht fi,,(m;l) 
be the set of N x N matrices G such that GX E !2,( v + ) whenever X E 52,,( v ), 
where the n-tuples of indices v + and v are determined from m and 
1= {II,..., Z,} as above. We can now state the following generalization of 
Theorem III. 1. 
THEOREM III. 10. Suppose K E Ll,( m - l), where - n < m < n. In order 
that there exist a contraction F such that F - A E K + Q,,(m) where A E Q 
has rank at most 1, it is necessary and sufficient that Z - R*R has at most 1 
negative eigenvalues for each R in Y,( K; m - 1). Moreover, if I - R*R is 
invertible for each R in Y,( K; m - 1) and if I= max{ number of negative 
eigenvalues of Z - R*R 1 R E Y’,( K; m - l)}, then there is an - 
unitary matrix 0 such that any such F with llFl/ < 1 has the form T,(6), 
where G E fi,,(m;l) has llGl/ < 1. 
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Proof. The first statement (concerning existence) follows from the sec- 
ond (concerning the parametrization of the set of all solutions with norm 
strictly less than 1 when all defect operators I - R*R are invertible) via an 
approximation argument. Indeed, if we have I - R*R is not invertible for 
some R’s in Sg( K; m - 1) but each such operator has no more than 1 
negative eigenvalues, we may perturb the data K slightly to K(E) E a,,( m - 1) 
such that Z - R(E)R(E)* is invertible and with at most I negative eigenvalues. 
By the second part of the theorem, there are plenty of choices of matrices 
F(E) with llF(~)ll ~1 and F(E)+A(E)EK(E)+!~,,(~) where rankA(&)<Z. 
By compactness, there is a cluster point F of the sequence F(E,) where 
E,, \ 0. Since K(E,) tends to K as E, tends to 0, one can now argue that F 
must be a rank-l perturbation of an element of K + iJ,,(m). 
Thus, let us assume that I - R*R is invertible for each R E S,(K; m - 1) 
and the integer 1 is the maximum number of negative eigenvalues for 
Z - R*R with R E S,(K; m - 1). If FE Cl has [IFI\ < 1, and 
then 
(a) 9 is a strictly negative maximal negative subspace of 1.v 0 
I 1 0 - z,v -inner product. 
(b) 9 is a right Q-module (i.e. X E 9, Y E 52 * XY E 9). 
[ 1 ’ in the 52 
Conversely, it is easy to see that any subspace 3 satisfying (a) and (b) has the 
form 
3= 
[ 1 ‘;‘a where F EQ with l\Fll < I. 
To decide which such subspaces Y arise from an F which is a rank-l 
perturbation of an element of K + Q,(m), we again introduce the subspace 
Consider the condition 
(c) dimIm([g n JlJK; m)]Ej)>- 
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If F E 52 and 
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satisfies (c), then we see that for each j there is a subspace di c 9, of 
codimension at most I in B, such that 
for 1 < j < n. By an inductive procedure on j and using the shift invariance 
of A,( K; m), we may arrange that gj c gj+ I for 1~ j < n. From this we 
see that we may change the definition of F on a subspace of C ’ of dimension 
at most 1 to get an F’ E 52 such that 
[ 1 :’ 9jCIm(A,,(K:1n)Ei). 
From this we see that F’ E K + 52~ VI ). Since F and F’ agree off of a 
subspace of dimension at most 1, we see that F - F’ has rank at most 1. 
Conversely, if F E Q and F’ E K + 3,,(m) are such that F - F’ has rank at 
most I, by reversing the steps in the above argument one can see that the 
subspace 3 = 
F 
] I 
I Q satisfies (c). 
Now, as remarked in the discussion preceding the statement of the 
theorem, by Theorem III.9 we may write 
_A,,,( K; 111) = 0 
Q,,(~ ’ 1 
[ 1 Q,,(v ) ’ 
where 0 is a 2N X 2N 
1.v 0 
[ 1 0 - IX -unitary matrix and where v ’ = 
{ vi+ , . . , v,,+ } satisfies 
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Trivially also 
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Since 0 is a 
1,v 0 
[ 1 0 - 1, -unitary transformation, we see that a subspace 
satisfies (a), (b), and (c) if and only if 9 = 09, where 9, satisfies (a) and (b) 
and 
Here dimIm(O,,(v~)Ei)=~.:=,~k-lj, where l=max{Zi~l~j<nn). Now 
satisfies (a) and (b) if and only if 
FYI = 
i 1 P for GE&? with (IGI( < 1. 
If 3i is of this form (that is, a graph space), then necessarily 
Thus, if 3, satisfies also (c’), equality must hold in (*) for some j, say j = j,,. 
Using the shift invariance of 
%(v+ > I 1 QJv- 1 ’ 
we see that this forces equality in ( *) for all j. Then by dimension count we 
must have 
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and so GS~,,(V-)C Q,,(v+ ), that is, GE fi,,(m;l). Conversely, if GE fi,,(m;l), 
then reversing the argument above shows that 
satisfies (*) with equality, and therefore 3, satisfies (c’). Now proceed as in 
the proof of Theorem III.1 in Section III.2 to deduce that F E 52 with 
11 F 11 < 1 is a rank-l perturbation of an element of K + a,,( m ) if and only if 
F = T,(G) for a G in fi,,(m;l) with ll~ll < 1. W 
The result of Theorem 111.10 can be formulated in an alternative way. 
Specifically, if A E !2 is rank 1 and F - A E K + Q,,(m), where llFl[ < 1, let P 
be the orthogonal projection onto KerA. If F, = F - A, then F,P = (F - A)P 
= FP is a contraction, that is, P(Z - F:F,)P > 0. Since the range of P has 
codimension 1, we see by the minimax principal for the eigenvalues of a 
self-adjoint matrix (see for example [20]) that Z - F:F, has at most 1 negative 
eigenvalues. However, if I is as in Theorem III.10, it is easy to see that any 
F, E K + Q,,(m) must be such that Z - FTF, has at least 1 negative eigenval- 
ues. Thus we have shown: given K E Q,(m - l), if 1 is the maximum number 
of negutive eigenvalues of 1 - R*R for R in 9,( K; m - l), then there exists 
un F, in K + Q,,(m) such that I - F:F, has 1 negative eigenvalues. How- 
ever, the linear fractional map parametrizes solutions of the original formula- 
tion of the problem above. 
By switching from the 
[ -‘: -;jv ] 
[ :; _O,]-inner product to the 
-inner product we can analyze two analogous modifications of 
Problim B’. For the first form, one can show that if K E S2,Jm - 1) and 
R i := P9 (K + K *)/gj has lj negative eigenvalues, then there exists a matrix 
F~!J,,&d~matrixA~ti,, suchthat rankA=l:=max,S,S,,{lj}, F+F* 
is positive semidefinite, and F - A E K + QJm). Moreover, if each Ri 
(1 < j < n) is invertible, there is a 
mutrix 0 such that any such F has the fonn F = T,( G ) for a G E fi ,,( m; 1) 
with llGl/ < 1. For the second form, by an argument analogous to that above, 
ruith the same hypotheses we may conclude that there is a F, E K + a,,(m) 
such that F, + FL* has 1 negative eigenvalues, but we have no linear fractional 
map which parametrizes all such F,. 
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In a similar way, Problem B can be modified in two distinct ways to 
handle the situation where 
1 = max{ number of negative eigenvalues of R ) R E Sq,( H; m - l)} > 0. 
In the first we seek a positive definite L such that L - A E H + a,( - m)+ 
~2,,(m)foramatrixAwithrankZ.InthesecondweseekanL,EH+3,(-m) 
+ a,,( m ) such that L, has the minimum possible number 1 of negative 
eigenvalues. By the minimax principle a solution of the first type exists if and 
only if a solution of the second type exists. But a solution of the second type 
follows easily from the existence of a solution of the second type for the 
corresponding Problem B’ and the relation between Problems B and B’ as 
explained in Section 111.1. This result has also been obtained in [19] for a 
more general version of the problem using completely different methods. 
Unlike the case I = 0, our methods appear to fail to produce a linear fractional 
map parametrization for both modifications of Problem B if 1 > 0. 
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