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 要旨 
人は情報を受けて記憶を形成しているが、これは神経細胞同士の刺激のやりと
りを通した神経結合の強度の変化によって実現されると考えられている。活発に
研究されている記憶機能の一つに連想記憶がある。これに対するモデルは、入力
の細胞群（以降、入力層とする）から一対一の刺激を受けた記憶層がその層内の
結合の強度の変化によって学習を行ない、記憶を形成するものとして構成される
ことが多い。しかし、実際には入力層と記憶層との間には複雑な神経回路がある。
この神経回路の生成は、入力層と記憶層との間の複雑な刺激のやりとりによって
行なっているのではないだろうか。また、記憶形成は当該の情報の内容のみで決
定されるのであろうか。必ずしもそうではなくそれ以前の情報の積み重ねも関与
していると考えられないだろうか。 
 本研究ではこの様な視点を踏まえ、入力層と記憶層との間の神経回路が学習に
よって結合の取捨選択を行い、入力を受けながら新たな記憶を形成する神経回路
モデルを提案し、その挙動や特性の確認を行なう。入力層と記憶層との間の結合
強度の学習の際、本モデルではニューラルネットワークでよく知られている自己
組織化マップの手法を用いることとした。 
 本モデルでは自己組織化マップの手法と共に、「細胞は入力が来ていなくても
ある一定の頻度で発火している」という自発発火の構造も取り入れた。自発発火
による学習は、STDP学習則に従う場合には確率的に結合強度を弱める働きとなる。
それに対し、記憶層内の自己組織化の作用が入力層との発火の手助けとなり、こ
れを通じて結合強度を強める働きとなっている。この２つの作用により結合強度
の強弱によって結合の取捨選択を行なうのである。また結合強度の強弱がよりは
っきりとしてくると、本来の自己組織化マップの働きである近傍細胞の結合を強
化する働きが顕著となる。 
 以上のような構造を持つモデルをコンピュータ上に実装し、その挙動を分析す
ることで、 
・ 入力層と記憶層間の神経結合の取捨選択による新たな神経回路の生成 
・ 結合強度の分布を反映した取捨選択の過程 
・ 近い特徴を持った情報は近い細胞によって表現されるという構造の実現 
・ 多数の層からの入力による記憶の生成 
・ 記憶に関係する細胞数を減ずることによる情報の簡略化 
が実現できた。この様に本モデルは新しい神経回路生成の方法を持つモデルと考
えられる。 
 
