Abstract. Define the Hecke group by «."((i r ".')>
Introduction
Let the Hecke group Ga = ([i M,i? ~r!)), L = 2cos^,q>3, i \\0 1 / ' V1 0 )I ' i q act on the upper half-plane Imz > 0 by Möbius transformations z -► (kz + l)/(mz + n), (* ln) G Gq. Gq is a horocyclic group with cusp set Gq(oo), which are called Gq-rationals. The points of R -Gq(oo) are the Gqirrationals. In [4] we considered the problem of approximating a C7 -irrational by G -rationals.
When q = 3 , G becomes the classical modular group PSL(2, Z) and we are considering classical Diophantine approximation of rationals by irrationals.
A. Hurwitz showed that when a is irrational, there exist infinitely many reduced fractions k/m for which We denote by M (a) the upper bound of numbers c for which (1.1) holds for infinitely many k/m and put h' (1.2) infM(a) a Gq -irrational.
We call tí the Hurwitz constant for Gq In [4] we proved that tí = 2 when q is even and gave bounds for tí when q is odd. In (Note that the notation of [3] differs from ours-their hq is the reciprocal of ours-and the methods of the two papers are quite different.) From now on we write G for G , and A for A . In [4] we made use of a type of continued fraction expansion of tne limit set of G , i.e., of E, developed by D. Rosen [5] . (This limit set was also studied by Thea Pignataro in her Princeton thesis (1984, unpublished) .)
This expansion is called a (reduced) A-fraction and represents every real number a uniquely: (1.4) lo j_ _ = rnA + ■ 0 r,A + ---rk iiHere e( = ±1 , rQ = r0(a0) is an integer, r¡ = r,(a0), i > X, are positive integers, and certain conditions are placed on the e( and r¡. The above expansion, referred to as ACF a0, is finite if and only if aQ is G-rational. Denote the convergents of (1.4) by (1.5) Qn rn* a 0 1.
Our general plan of attack follows Hurwitz and was described in [4] at the beginning of §3. Hurwitz first shows that if (1.1) is satisfied by any rational number P/Q in lowest terms, then P/Q must be a convergent in the expansion of a as a regular continued fraction. The problem is thus reduced to studying the approximation of a by its convergents.
Here we follow a similar plan. By a preliminary theorem [4, Theorem 3] the approximation of a (/-irrational a0 by G-rationals was reduced to the approximation of a0 by the convergents PJQn of ACFa0. Thus the inequality (1.1) was replaced by an inequality derived from (1) (2) (3) (4) (5) (6) ao-7TI = LJ-y-*. ™"->=»V-iK)> Un-\ mn-\Qn-\ and the object of study was mn_x(a0). Clearly, (1.7) M(a0)= ÏÏm m"_,(a0), hq = infM(a0).
We call mn(a0) a local Hurwitz constant. Two ACF a and ß are said to be equivalent, and we write a ~ /?, if their expansions agree from a certain point on. It is easy to check that a ~ ß if and only if a = ±F/? for a V g G. It is clear that
The object of the present paper is to provide inequalities for the local Hurwitz constants. First, however, we shall prove that the Hurwitz constant tí has the value h in (1.3), using the method of A-fractions. The result follows from When q is even, M(a0)>2, with equality if and only if a0 ~ 1.
Of course, knowledge of the value of hq , q odd, given in [3] , was of the greatest value in constructing the proof.
The local Hurwitz constants are also discussed. Let mn_x = mn_x(a) be defined by (1.6). 
Definitions and basic lemmas
In this section we gather together definitions and theorems needed in the sequel; most of these can be found in [5 and 4] . Let q > 4. With the notations of (1.4), (1.5) we have We have B(s) = X/(X -2), B(s+X) = 2/X, q even.
In fact,
When ACF a is reduced (see § §3 and 5 for the definition), we have 
Evaluation of the Hurwitz constant
In this section our object is to prove Theorem 1. The result for even q having been established in [4. Theorem 1], we now assume q odd.
A ACF q0 = [r0X, ex/rxX, ...] is said to be reduced [5, p. 555 
] if
The inequality riX+ei+x < X (i.e., ri = 1, e/+1 = -1 ) is satisfied (3.1) for no more than s consecutive values i = j, j + X, ... , j + s -X, j > X. Here s is defined in (2.5a). A reduced ACF has the following properties, in addition to (2.9) and (2.10):
(3.5) An infinite reduced ACF converges.
Every real number a can be expanded uniquely by the "nearest (3. 6) integer algorithm" in a reduced ACF. If the fraction is infinite, it converges to a.
From now on, ACF shall mean reduced ACF. Bear in mind that at this point we are interested in limwn_,(a0) rather than mn_x(a0) itself, because of (1.7).
We first consider the ACF a0 with all ev = -I. In q0 , some terms -X/rX, r>2, must occur by (3,1); in fact, there is at least one such term in every block of length s + X. We shall make a series of transformations in ACF a0, each having the effect of decreasing q0 while leaving it reduced. The first transformation is to replace each rv > 2 by rv = 2, which by Lemma 1 decreases a0 . For convenience let rQ = 2, so that now (3.8) a0 = [C(tx),-X/B(ux),-X/C(t2),...), tt>X, X < u, < s, by (3.1). By (2.8) we can assume further that t = X or 2. The case q = 5 is simpler to treat than the higher values of q . Let X = X5; then s = 1, so u¡ = 1. Moreover, ti > 2 for all / > 2, otherwise (3.3) is violated. Thus, we decrease a0 by assuming t¡ = 2, and we shall temporarily assume tx = X. Hence, From (3.10), (3.12), and (3.13) it follows that M(t0) = h5 when t0 satisfies (3.12) , and this is the only case of equality. Theorem 1 is now proved for q = 5 .
We next assume q>l.
The case t¡ = 2 for some i in (3.8) is not difficult. 2/ -1 2q (C -QQs_2 = -2isinn-l-r = -2i cos ^.
Let co = en q ; note Ç = co , co+co~ = 2cosn/2q , to +oe~ = X, oe +co~ = X -2. Hence,
," ", 2cos5n q = co + co =(co + co )(co -co + X -co + to ) (3.19) . , = (co + co l)(X2 -X-1).
Also, C_1 -C = -2/sin7î/# . Therefore, In this same way one can derive Q2s_x = (X -2)/(2 -A).
To calculate P., we note that Pt = QM, o<i<s-x.
Ps, ... , Ps+3 are calculated by the recurrence (2.1). We now use the analogues of (3.23), (3.24) to get P2s,P2s_x. In summary, we now have Qs_2 = (X2-X-X)Çi, Qs_x = (X-X)Cl, QS = Q, _2 = ßc_,, ^-i=ß. Ps = n, where Q= 1/(2sin(n/2q)); Next, we wish to show that ß0 and y0 are unique up to (/-equivalence.
Recall that q > 7, so s > 2. Define We shall show that every q0 / ß0 can be replaced by ßl or y^ with a decrease in M(a0).
Consider y¿ . Since it is reduced, we have I. <s, / + /.+, <2s -X, j > X, by conditions (3.1) and (3.5). Replace I. Thus, the sequence we must treat is (5,5-1,5-1,5), and we wish to replace it by (5,5-1,5,5-1). This applies to any even k .
What we must prove is that On the other hand, if rn = X, we have mn_x(ßn) < X-< h . We have proved The last statement follows since rn = 2 must occur infinitely often.
To complete the proof of Theorem 1, we proceed as follows. If e = 1 occurs in q0 only a finite number of times, we may assume it never occurs; then by It follows that
When a ends with B(s), -X/2X, -X/B(s), there is no {/ satisfying the required conditions because of (3.3). We derive successively, using the values We assign /. = s or 5-1 in alternation, so that nn is of the form ß^ in (3.34) or y* in (3.33); then from (3.37), (3.36) we again get (3.39), (3.40). In all cases, then, M(a0) is bounded below by hq , with the cases of equality stated in (3.12), (3.37), (3.38) . This completes the proof of Theorem 1.
The local Hurwitz constant
In this section we shall consider the local Hurwitz constant, i.e., w((a0). Our object is to compare m¡ with hq .
We first use a geometric method. Let a be (7-irrational. The Ford circle Cn is defined by C. + Equality is impossible because 5(/ß( is (/-rational, but a is (/-irrational.
Next suppose en+x = X . Then a lies between Pn/Qn and Pn_x/Qn_x ■ Let (/, j) be a permutation of (n -X, n). Then, An elegant algebraic proof of this theorem in the rational case (q = 3) was given by K. Th. Vahlen [6] .
Theorem 2 holds for all q > 4, even or odd. Since h = 2 when q is even, it provides an estimate of the desired type for even q . We now concentrate on odd q.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The proof is modelled after one by M. Fujiwara [2] ; see also F. Bagemihl and J. R. McLaughlin [1] . In contradiction to the conclusion We call mn(a0) a local Hurwitz constant. Similar changes are required in [4] . In particular, Theorem 3 should be eliminated.
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