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Abstract
This thesis describes the development and production of numerical simulations of the
creation of a Hot Dry Rock (HDR) geothermal reservoir. This geothermal reservoir
that was simulated is owned by Geodynamics Limited and is located in the Cooper
Basin, South Australia. The simulations show the geometry of the geothermal reservoir
and predict the productive lifespan of the reservoir. Geothermal energy, which is the
thermal energy that is stored in the interior of the earth, is an enormous energy source
and as such there is great interest in technology that allows this energy to be harnessed.
The HDR process of extracting the geothermal energy from rock involves drilling a
borehole to a suitable depth and injecting cold water into the rock via this well (known
as the injection well) to create a reservoir by opening up fractures in the rock. As
water is forced through the reservoir, heat is extracted from the rock via conduction
and transferred to the water, creating an heat exchange. Warm water is brought to the
surface via another well known as the extraction well. The heat from the water is used
to generate electricity and then the water is fed back into the injection well, completing
the cycle. The creation of a HDR geothermal reservoir comprises of many aspects:
the injection of the fluid into the jointed rock system, the opening and shearing of the
joints, the creation of the fluid reservoir in the rock and the temperature effects of the
fluid flow through the joints. This work incorporates all of these aspects.
Due to the multi-physics nature of this process multiple computational modelling
strategies were implemented to allow for authentic simulation of the entire process. The
mechanical rock behaviour was primarily simulated the Distinct Element Method. This
two dimensional Distinct Element Method program allowed for a realistically scaled
model of the whole geothermal reservoir to be developed. This model was particularly
useful for modelling the joint behaviour as the discrete nature of this method compares
well with the joint system on such a scale.
A discrete particle based model was used to model the joint behaviour on a small
scale. These models demonstrated the behaviour of joints under compressional strain,
showing slip and the effects of joint dilatancy.
The productive lifespan of the geothermal reservoir was modelled using a Finite El-
ement Method program based on Darcy’s Law and an height-averaged heat equation.
The aim of this model was to simulate the effects on the rock temperature of the fluid
flow through the reservoir. The lifespan of the reservoir with differing well geome-
tries was tested using this model to show which geometry would extend the productive
lifetime of the geothermal reservoir.
The results produced from the DEM models showed that the reservoir geometry is
very much dependent upon the joint angle, and under the Cooper Basin stress regime
steeper joints will be more likely to open. Joint dilatancy also affects the fluid flow
rates as the amount of joint opening is dependent upon the joint dilatancy angle. The
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modelling of the temperature drawdown of the rock due to the fluid flow showed that a
square configuration of wells is the ideal configuration to prolong the productive lifes-
pan of the HDR geothermal reservoir. Results produced with the modelling parameters
provided by Geodynamics Limited indicate that the productive lifespan of the Cooper
Basin HDR geothermal reservoir created is approximately 50 years. This reservoir is
only one of many that can be created at the site to prolong the productivity of the energy
plant.
The combined results of this modelling strategy give an overall image of the cre-
ation and lifetime of the HDR geothermal energy plant in the Cooper Basin.
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Chapter 1
Outline of Research Aims and
Objectives
1.1 Introduction
The aim of this thesis is to accurately model the creation and lifespan of a Hot Dry
Rock (HDR) geothermal reservoir. The reservoir creation is reliant on a number of
different aspects. This work incorporates these different aspects: the injection of fluid
into a jointed rock system, the opening and shearing of the joints, the creation of a
fluid reservoir in the rock, fluid extraction and the temperature effects of the fluid flow
through the joints. The fluid flow through the joints is coupled to the rock to incorpo-
rate the temperature drawdown of the fluid flowing through the hot rock. This thesis
involves the use of different computational modelling strategies to be able to do justice
to the multi-physics nature of the process all of these elements.
The models developed are based on the HDR geothermal energy site in the Cooper
Basin, South Australia owned by Geodynamics Ltd. They are in the process of con-
structing a HDR geothermal energy plant that will consist of a reservoir at approxi-
mately 4100m depth that will be intersected by multiple injection and production wells
to allow for the extraction of heat to create electricity. The information provided by
Geodynamics Ltd. assisted in creating a more realistic model of the site. The results
produced by these simulations will aid Geodynamics Ltd. in planning a more produc-
tive HDR geothermal energy plant and help with future projections of the productive
lifespan of the geothermal reservoir.
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1.2 The Modelling Approach
The mechanical rock behaviour is primarily simulated using a two dimensional distinct
element method (DEM) program. The DEM was initially chosen because it allows the
study of the influence of the microstructure of faults on the slip behaviour. Due to the
excessive computational time demands of the DEM, the finite element method (FEM)
was chosen to study the large scale behaviour of the flows associated with geothermal
energy extraction. The final step is the development of an extremely simplified, ver-
tically averaged model of the complete system with an assumed initial heat content.
This is done to estimate the productive life of the thermal basin. The DEM program
allows for an accurately scaled model of the whole fluid reservoir and accurate joint
behaviour under the influence of fluid flow. The DEM is well suited for modelling
the mechanics of the geothermal reservoir creation as well as the fluid flow as it works
quite efficiently for large scales. The DEM has elements that allow for the modelling of
the injection and extraction wells and their influence on the mechanics of the reservoir
system. This type of model allows for consideration of the discrete nature of the jointed
rock system on the reservoir scale. Fluid flow that is governed by Darcy’s Law (Brady
& Brown 1985) in the joints can also be also included in this model. The model that
is produced for this thesis is of the cycle of the HDR reservoir, from reservoir creation
via injection through to a productive industrial exploitation of geothermal energy. The
relative shortcomings of DEM based models is that they are very computationally ex-
pensive and take long times to run. This means that realistic lifetime long simulations
are not possible even using modern high performance computing facilities. This model
is used as a comparison to the smaller scale modelling of the joint behaviour that is
performed using the Lattice Solid Model (LSM), a particle based model.
The efficiency of the extraction process is decisively determined by the ability of
the joint faces to dilate, thus increasing the joint permeability. The constitutive aspects
of the behaviour of rock joints is best explored and simulated using another type of
discrete element model. The elemental discrete particles are spherical, or circular in
2D. This allows for the simulation of joint asperity breakage and the behaviour of joint
gouge, including dilatancy and contractancy. The LSM is the particle based model that
is used to simulate these smaller scale processes. The LSM is a particle based model
that can perform simulations in both two and three dimensions. The particle based
model is somewhat constrained by the fact that it is computationally expensive and as
such it was not viable to model scale versions of reservoir creation or long timescale
simulations. The LSM method is not ideal for modelling fluid flow through rock at the
time of this work as fluid flow has not been incorporated into the model. Due to the
fact that the LSM is still under development, only simplistic mechanical behaviour of
the rock can be simulated. Sakaguchi and Mu¨hlhaus (Sakaguchi & Mu¨hlhaus 2000a)
previously developed a hybridised DEM approach for coupled pore fluid-solid defor-
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mation problems which demonstrate that particle based numerical models can be used
to model fluid flow through porous media.
Any simulation of the exploitation of an HDR geothermal energy reservoir should
include an assessment of the lifetime (time to practical exhaustion under given extrac-
tion strategies) of the operation. Given the restrictions imposed by computational times
etc., I propose a radically simplified thermal model to estimate the lifetime of the reser-
voir exploitation. The model is of a jointed rock system in two dimensions. The fluid
flow through the jointed rock system can be assumed to be effectively horizontal from
the injection to the extraction wells due to the large scale of the model. The model also
assumes an uniform permeability in the rock. This allows for Darcy’s Law to be used
to model the fluid flow. In view of the uncertainties governing the precise values of
the various material constants this averaged model is completely non-dimensionalised.
The influence of the actual parameter values can be studied in the evaluation of the red-
imensionalised results. This model was developed using escript, a finite element code.
This model was developed to look at the temperature drawdown on the rock caused by
the fluid flow. The model is a scale, simplified representation of the geothermal reser-
voir. The focus of this model is to observe the effect of varying the wells’ geometry
has on the temperature decay of the rock. The finite element method is well suited
for this thermal model, though the model had to be simplified to allow for realistic
computational runtimes.
These different modelling methods are all combined to produce an authentic model
of the creation and lifetime of a HDR geothermal reservoir at the Geodynamics Ltd.
site in the Cooper Basin, South Australia. The resultant temperature models give an
indication of the ideal geometry of the wells to produce the longest lasting productive
reservoir. The structural information aids in predicting reservoir geometry and size.
This information will assist Geodynamics Ltd. in producing a more efficient HDR
geothermal energy plant.
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Chapter 2
Hot Dry Rock Geothermal
Energy
2.1 Explanation andOverview of Hot Dry RockGeother-
mal Energy
Geothermal energy, which is the thermal energy that is stored in the interior of the
earth, is an enormous energy source. Geothermal energy arises from the primeval heat
of the interior of the earth that is conducted into the crust via the mantle below and
from natural radioactive decay of uranium, thorium and potassium within the crust
(Duchane 1998, Wallroth 1992),(Turcotte & Schubert 2005).
At present, only a limited quantity of this energy is being used by tapping natural
hydrothermal systems, where the natural hot fluids have risen to the Earth’s surface.
These hydrothermal systems are restricted to regions with the correct geological con-
ditions, which has meant that in the past the primary way geothermal energy has been
produced commercially is in those locations where natural reservoirs of hot water or
steam exist. However, most of the Earth’s heat is trapped in Hot Dry Rock (HDR).
This rock is at a temperature high enough to utilise but does not contain enough fluid to
extract the heat via conduction. The permeability of these rocks is so low that new en-
gineering techniques were developed to be able to produce energy that is economical.
Hydraulic fracturing can be applied to open the fractures and allow the vast resource of
energy trapped in the rock to be tapped.
The HDR process of extracting the geothermal energy from rock involves drilling a
borehole to a suitable depth and injecting cold water into the rock via this well, known
as the injection well, and creating a reservoir by opening up fractures in the rock. These
fractures can either be artificially created or be naturally existing faults or joints. As
water is forced through the reservoir, heat is extracted from the rock via conduction and
5
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transferred to the water, which creates a deep heat exchange (Figure 2.1). The warm
water is brought to the surface via another well, which is known as the production well.
After the heat from the water is transferred to be converted to electricity, the water is
then re-injected into the injection well, and the cycle begins anew (Wallroth 1992).
The ideal qualitative properties for production from HDR are:
• A very large heat transfer area between the fluid and the rock,
• Adequate thermal communication between the fluid and a large enough volume
of rock to ensure productivity for a long time,
• Sufficient void volume within the rock mass,
• A minimum impedance to fluid flowing through the rock,
• No large differences of flow resistance through parallel flow paths and
• Short heat conduction paths. (Armstead & Tester 1987, Wallroth 1992)
2.2 History of HDR development
The first modern Hot Dry Rock utilisation was in 1970, when a group of scientists
at Los Alamos National Laboratory conceived a method of extracting geothermal en-
ergy from HDR. They proposed that making circular hydraulic fractures could create
the flow paths between the wells. They applied for a patent for HDR in 1972 that
was granted in 1974 (Potter, Robinson & Smith 1974). This patent described two
wellbores that are connected to opposite ends of a vertically oriented crack that is pro-
duced by hydraulic fracturing. This technique unfortunately requires a uniform, almost
impenetrable rock mass (Wallroth 1992). These experiments conducted by the Los
Alamos National Laboratory included the first hydraulic fracturing test in crystalline
rock (Smith 1995). This was conducted at Barley Canyon, approximately 35 miles
west of Los Alamos. The test itself was successful but the site was deemed unsuitable
for a permanent HDR test site and all subsequent research in the US was moved to
Fenton Hill. The Fenton Hill site is a flat topped mesa in the Jemez mountains in New
Mexico. The site has an elevated geothermal gradient of 65◦C/km. The site consists
of a granodiorite basement rock that is overlain by approximately 730m of volcanics
and sediments (Duchane 1995, Duchane 1998). Initial testing consisted of a well being
drilled to 2.9 km depth where the temperature of the granite was 197◦C. This created
a reservoir producing fluid at a temperature of 149-156◦C (Duchane 1998). The Fen-
ton Hill HDR site is located in a normal faulting stress regime (Fehler 1989, Narayan,
Yang & Rahman 1998). This led to the reservoir developing vertically and horizon-
tally. Against expectations the horizontal elongation of the reservoir at the Fenton Hill
2.2. HISTORY OF HDR DEVELOPMENT 7
site developed at 45◦from the direction of minimum horizontal stress, not at 90◦ as
was assumed. This led scientists to believe that the reservoir development is controlled
primarily by the natural joint networks, and not by the in situ stresses (Brown 1997).
Various subsequent tests at Fenton Hill included an extended test in 1992-1993
where 6.3 l/sec of water was circulated for a period of 8 months in a created reservoir
at 3.5 km depth. This produced water that was returned to the surface at 180-190◦C
continually (Duchane 1995). Water losses were approximately 7% of the total water
volume and indications showed that these losses could have been even further reduced
by longer steady state production (Duchane 1998). This test proved that the concept
was viable: significantly more energy was produced by the site than was required to
run the facility.
In Britain in 1977, the Cambourne School of Mines drilled two boreholes to a depth
of 300 m in a granite quarry in Rosemanowes, Cornwall (Parker 1989) to begin their
investigations into HDR energy. The granite was stimulated via injection to provide a
connection between the two boreholes and created circulated water through the rock.
This project lead to a greater understanding of fracturing and the connected fluid path-
ways in the rock. This technique suggested that the natural discontinuities in the rock
could be stimulated by hydraulic pressure to form a permeable region between the
boreholes by compressing the blocks of rock between the fissures (Wallroth 1992). In
1980 they drilled two new wellbores to a depth of 2.1 km. The boreholes were 300m
apart and the temperature at the bottom of the holes was 79◦C. Explosives were initially
used to allow greater access to the granite and then hydraulic fracturing was used to
open the pre-existing joints (Duchane 1998). This created a poor connection between
the two wells, with most of the fluid flowing away from them. A third well was drilled
to a depth of 2.6 km to rectify the problem. This well was injected with a viscous gel to
increase shearing and therefore joint opening (Duchane 1998). The Rosemanowes site
is located in a strong strike-slip environment, which influenced the reservoir geometry.
The reservoir that was created is essentially three dimensional with a strong downward
migration (Narayan, Yang & Rahman 1998). It is thought that the strong downward
migration could be because of the increasing deviatoric stress (SH − Sh) with depth
(Pine & Bachelor 1984, Narayan, Yang & Rahman 1998). This site has conducted long
flow experiments, with flow being maintained for almost three years between 1985 and
1988. This was done in three segments. In the first stage the injection rate was in-
creased from 5 l/sec to 35 l/sec. This led to large water losses (around 20%) and the
optimum circulation rate was discovered to be 24 l/sec. The second stage consisted of
using a downhole pump to lower the pressure in the production well. This led to stress-
closure of joints near the production well. The third stage consisted of investigating the
flow paths through the reservoir. This investigation discovered that a short-circuit path
had developed between the wells, decreasing the flow through the reservoir and hence
the amount of heat extracted. They had been working on addressing these problems
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when the site was closed in 1991 with the British directing their HDR program to an
European HDR partnership (MacDonald, Stedman & Symons 1992).
Experiments conducted in Falkenberg, Sweden between 1977 and 1986 proved
that hydraulic pressure alone could keep joints open (Rummel, Kappelmeyer & Herde
1991, Duchane 1998). In Japan, two main projects have been established since the
1980’s: one in the Hijiori caldera in Honshu and the second at Akinomoya also in
Honshu (Kaieda & Hibino 1989, Tomita, Yokoi, Kobayashi & Suzuki 1988). Hijiori
is the site of an abandoned hydrothermal well. Fracturing was conducted in 1986 to
create a reservoir at a depth of 1.8 km with temperatures exceeding 250◦C. Three ex-
traction wells were drilled, recovering between them approximately 77% of the fluid.
This proved the advantages of a multiple production well system. After this first test,
another, deeper reservoir was stimulated, with two of the previous production wells
being deepened to meet this new reservoir. This new reservoir was at approximately
2.2 km depth. Studies showed that the two reservoirs communicated and that most of
the production came from the upper reservoir. This reservoir system is complex and is
still being studied to understand all its characteristics (Duchane 1998).
In Akinomoya in 1986 two wells were drilled to a depth of 400 m, where shal-
low fracturing was performed. This resulted in a poor connection between the two
wells, with only about 0.1% of the water returning. This site was the first to use
the “Casing Reamer and Sand Plug method” (CRSP), which is a method used to iso-
late zones before fracturing is performed. This concept eliminated the need to use
open hole packers which had often been unreliable in other HDR projects (Kaieda &
Hibino 1989, Duchane 1998). After 1989 this work was moved to Ogachi where two
reservoirs were stimulated from the same well, at 700 and 1000m depth respectively.
Seismic data indicates that the wells are perpendicular from each other. A single pro-
duction well was drilled in 1993, approximately 80 m from the injection well. This
reservoir system has been tested extensively since 1994 but there are still high water
losses from it, with only about 10% of the fluid recovered in one test. With increased
fracturing and stimulation the recovery percentage is at about 35%, and now geological
studies are underway to drill another production well, after geological surveying of the
area, to allow for more recovery of the fluid (Kitano 1997).
Soultz-sous-Forets in France is the site of a combined German-French project that
began in 1986. The British joined the project in 1991. Over the years of the project,
scientists from Sweden, Switzerland, Japan and the US have also worked at the Soultz
site, or on data that was obtained from the site. The HDR site commenced with the
drilling of two wells- one to 2.2 km and the other to 2 km depth- into the Rhine Graben.
The wells were 500 m apart, which was the greatest separation of any wells in a HDR
project at the time. The Soultz site was different from all the other HDR projects as
it had artesian flow already present in the rock. This was the first case of a Hot Wet
Rock (HWR) system that has been created using HDR technology. The artesian flow
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was discovered at a depth of 1.82 km in the first well and at 2.17 km in the second
well. To accommodate this, the first well (GPK-1) was deepened to 3.5 km. The
second well (EPS-1) had to be abandoned as there were structural problems with the
wellbore. Over time there were many fracturing and pressurisation tests performed
in the GPK-1 wellbore, with increased productivity indicating that flow impedance
had been dramatically decreased and/or there were new fracture pathways in the rock
(Duchane 1998).
Another well (GPK-2) was drilled at Soultz in 1995. This well has a depth of 3.9
km, and is located 450 m away from GPK-1. The bottom of this well reached tempera-
tures of 168◦C. There were subsequent stimulations preformed using different density
brines to connect GPK-2 to GPK-1. These were successful making the Soultz reservoir
system the largest engineered reservoir system in the world at the time. The Soultz
reservoir is characterised by a normal faulting regime. This regime produced a com-
plex, vertically shaped reservoir. When production was underway, water was brought
to the surface at temperatures up to 136◦C, when downhole pumping was introduced
to increase fluid return. During this testing period a tracer was injected, but was never
observed to return in the 6 weeks of circulation in the test. This was concluded to in-
dicate that the reservoir was very large and not that the tracer had been adsorbed or the
chemicals degraded (Baria, Garnish & Baumgartner 1995). In 1997 a four month cir-
culation test took place that was run successfully. The test used a downhole pump and
water was circulated at a rate of 20 L/sec and at 140◦C. The injection and production
rates were balanced and this resulted in effectively zero water loss (Duchane 1998).
The test also showed that these systems could produce effective power with more than
10 MW of electricity being produced with only 200-250 kW of energy being used
during the circulation (Baumgartner, Gerard, Baria, Jung, Tran-Viet, Gandy, Aquilina
& Garish 1998) to repower the circulation test. During this four month test, tracers
were run again through the system, this time with success. The tracers were recovered,
giving important information about the reservoir’s geometry (Aquilina, Rose, Vaute,
Brach, Gentier, Jeannot, Jacquot, Audigane, Tran-Viet, Jung, Baumgartner, Baristras-
bourg & Gerard 1998). Since 1998 the GPK-2 well has been extended to 5 km depth
where the temperature is 200◦C. Stimulation commenced in 2000, successfully creat-
ing a new reservoir at greater depths than before. Figure 2.2 shows microseismic data
from the Soultz site indicating the size of the reservoirs. Since 2001 two new wells
have been drilled (GPK-3 and GPK- 4). These wells start next to the wellhead of GPK-
2 and deviate to be 600 m from GPK-2 and GPK-3 respectively. These new wells were
stimulated successfully to create a large reservoir at 5 km depth. This will be used
to power a 1.5 MWe pilot power plant that will test the commercial viability of the
project. The installation of the power plant is underway currently (Soultz 2006).
In the last 30 years, HDR drilling and fracturing has been conducted in over 12 sites
around the world. These scientific investigations all involved drilling, fracturing and
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Figure 2.1: Illustration of the injection process, showing the created reservoir in the
granite joints. The water is injected cold (blue), as it passes through the reservoir it
absorbs the heat from the granite and emerges hot (red). (Wyborn 2003)
Figure 2.2: Microseismic data from the Soultz site showing the geometry of the three
reservoirs. The deepest reservoir (red) was created in 2000, the green and blue sections
are combined to make the original reservoir that was created in 1995-1997. The colours
refer to the contributions from GPK-1 and GPK-2. (Soultz 2006, Wyborn 2003)
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circulation experiments that have all contributed to increase the knowledge of HDR
geothermal energy. All of these sites have evolved and developed different characteris-
tics. The only real thing that all these HDR projects have in common is that they all cre-
ated reservoirs via hydraulic fracturing in hard, crystalline rock (Duchane 1998). There
are a large variety of situations in which it is possible to produce a HDR reservoir, from
shallow to deep depths and with differing temperatures and structural characteristics.
2.3 The Cooper Basin Site and Geodynamics Ltd.
The objective of any HDR reservoir development is to create a high permeability zone
with a large area for heat transfer between the injection and production wells. The
technique used to achieve this is through large hydraulic stimulations (Wallroth 1992).
These stimulations will either fracture the rock to create new pathways, or open pre-
existing joints in the rock. Both will create flow paths between the wells. The ideal
geometry of an underground heat exchanger for the extraction of heat is a horizontal
lens shaped body with a predominantly uniform high temperature (Wyborn, Chopra &
Somerville 1997). This geometry allows for the development of several stacked under-
ground reservoirs (one on top of the other), all developed from a single central injec-
tion well (Figure 2.3). This orientation also allows for the underground reservoirs to be
linked up horizontally, enabling the extraction of heat over a large area (Geodynamics
Ltd. 2007). This system will make the most efficient use of space and will allow for the
most energy extraction from the area, as less wells are required to be able to exploit the
same amount of rock as would be needed if the reservoir was vertical.
To be able to exploit horizontally extended reservoirs at depth, one needs sub-
horizontal pre-existing joint systems. Joints open due to shear stresses and not tensional
stresses (Turcotte & Schubert 2005) and as such will not open along the minimum
principal stress axis. Testing has shown that the major cause of reservoir growth is
shearing of the joints caused by the injection of fluids. The shear displacement is
combined with joint dilation due to the rough nature of joints to keep the joints open.
The joint dilatancy increases the joint permeability.
The Cooper Basin in South Australia (Figure 2.4) has favourable conditions that are
required to be a productive site. The top of the granite in the Cooper Basin is at 3667m
and has an average temperature of 235- 250◦C. The strata above the granite have acted
as an ideal insulator, trapping the heat and fluids. The Cooper Basin was previously
a petroleum exploration site, which means that boreholes have previously been drilled
and seismic studies have been conducted in the area (Figure 2.5). Hydraulic fracturing
tests have also been conducted in the Central Australian Basin by petroleum explo-
ration companies, and this information has allowed a good picture of the in situ stress
regime to be established (Naseby, Rahman, Crosby & Rahman 1998). This information
indicates that the stress field is ideal for creating a hydrothermal reservoir (Figure 2.6).
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Figure 2.3: Geodynamics plan for stacked horizontal reservoirs, with the injection well
in the middle and the production wells either side (Wyborn 2003).
Figure 2.4: Map of Australia showing the location of the Cooper Basin, site of the
Geodynamics HDR energy plant (Wyborn 2003).
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Figure 2.5: A cross section of the Cooper Basin showing the existing gas wells and
the location of the injection well in relation to them. These existing gas wells have
provided information such as the depth to the granite, and the structure of the sediments
overlying it (Wyborn 2003).
Figure 2.6: Map of the two licences owned by Geodynamics in the Cooper Basin. The
injection well is labelled as Habanero 1. The contour lines indicate temperature of the
granite in ◦C. The Bouguer gravity anomaly results show a gravity low under the site
indicating the presence of granite(Wyborn 2003).
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The Central Australian Basin is characterised by the coexistence of three principal
in-situ stress regimes, which conflicts with the historically held assumption that the
Basin was dominated by a reverse faulting stress regime (Narayan, Yang & Rahman
1998). The three stress regimes ranging between are:
• Normal faulting (σyy > σzz > σxx)
• Reverse faulting (σxx > σzz > σyy)
• Strike-slip faulting (σzz > σyy > σxx)
(Turcotte & Schubert 2005). In this situation σxx and σzz are the horizontal stress
components. Figure 2.7 shows the major normal stress components that are used to
describe the different faulting regimes. The three faulting regimes can be seen in the
figure.
It has been assumed that regions dominated by a reverse faulting stress regime are
the most conducive to the development of multiple horizontal reservoirs. This assump-
tion is only valid if the stimulated reservoir is predominantly homogeneous, i.e. when
the joints in the rock are uniformly spaced (Narayan, Yang & Rahman 1998). In the
Central Australian Basin the natural fractures in the rock have developed in response to
the changing tectonic conditions and as such are not always aligned in favourable direc-
tions with respect to the present day in-situ stresses. This could affect the development
of HDR reservoirs. The results from previous HDR projects in the US (Fehler 1989),
the UK (Pine & Bachelor 1984), and Sweden (Jupe, Green & Wallroth 1992), show
that ultimately the interaction between stress regimes and the natural fractures control
reservoir development in HDR projects. The final geometry of the reservoir closely
follows the dominant fracture sets (Narayan, Yang & Rahman 1998).
Stochastic simulation work performed by Narayan et al. (Narayan, Yang &Rahman
1998) in which in-situ stress, fracture properties and rock characteristics were varied
based upon the characteristics of the Central Australian Basin shows that a reservoir
with a large difference between the horizontal stresses would require a much lower
threshold injection pressure to increase permeability. This is due to the fact that a
large contrast between the maximum and minimum principal stresses increases the
shear stress on the potentially active fault planes. This can be seen in the following
inequality:
τ > (σn− p)tan(φbasic+φ e f fdil ) (2.1)
where:
τ = shear stress,
σn = the total normal stress,
p = fluid pressure,
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(a) Normal Fault (σyy > σzz > σxx) (b) Reverse Fault (σxx > σzz > σyy)
(c) Strike-Slip Fault (σzz > σyy > σxx)
Figure 2.7: An image of the three stress directions used in the numerical models. σxx
and σzz are the horizontal normal stress components and σyy is the vertical normal
stress component. The three faulting regimes can be seen in the above images. Nor-
mal faulting occurs in an horizontal extensional strain environment, reverse, or thrust
faulting occurs in a horizontal compressional strain environment and strike-slip fault-
ing occurs in an environment where there is no strain in the y- direction, with horizontal
stresses that are compressional in one direction and tensional in the other (Turcotte &
Schubert 2005). Assuming the validity of the Mohr-Coulomb shear banding theory, the
shear or fault zones are inclined under pi4 − φ2 to the maximum compressive stress, i.e.
σyy in (a), where φ is the angle of internal friction of the ambient rock.
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φbasic = the basic (or residual, obtained after all asperities are sheard off) friction
angle and
φ e f fdil = the effective shear dilation angle for a given effective normal stress (σn− p)
ranging approximately between φbasic and zero (Narayan, Yang & Rahman 1998),
and σn− p = Therzaghi’s effective stress.
The inequality above states that the greater the pore pressure in the rock, the lesser
the effective normal stress in the yield criterion.
If the pore pressure is increased then the resistance decreases, the normal stress
decreases and the system is more likely to slip. Thus, increasing the pore fluid pressure
can trigger a slip event. There is a resistance to friction in the joint due to the presence
of asperities. Over time the shear dilation angle will disappear as the asperities are
crushed. The joint opening dilatancy increases the joint permeability.
When the shear stress enlarges the effective normal stress, (σn− p), may not in-
crease the same amount. This means that the excess shear stress is larger and then
joints will undergo shearing and dilation according to the following equations, which
will result in a large increase in the permeability because of dilatancy.
U =
(τ− (σn− p)tan(φbasic+φ e f fdil ))
Ks
(2.2)
where:
U= shear displacement and
Ks= fracture shear stiffness (Willis-Richards, Watanabe & Takahashi. 1996)
and
as =Utan(φ e f fdil ) (2.3)
where as is the fracture aperture. The fracture aperture scales with the dilatancy.
It has been observed by Barton et al. (Barton, Bandis & Bakhtar 1985) that strong
rocks have rougher joints (a large φ e f fdil ), higher shear strength and possess a strong cou-
pling between the shearing and the hydraulic conductivity (Narayan, Yang & Rahman
1998). Weaker rocks with smoother joints have a weak coupling between shearing and
hydraulic conductivity.
The Central Australian Basin has reverse and strike-slip faulting regimes which
provide the required contrast between these horizontal stresses. Requiring a lower
threshold injection pressure increases the potential economic viability of the reservoirs.
The Cooper Basin HDR project is already underway with Geodynamics Ltd already
drilling wells. An injection well (Habanero #1) was drilled in 2003 with circulation
tests commencing in the same year. The Habanero #1 well has a depth of 4421 m.
The temperature at the base of this well is over 250◦C. The hydraulic stimulation and
circulation created a sub-horizontal reservoir that was much larger than expected (0.7
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cubic kilometres) with the assistance of massive pre-existing artesian pressures at the
base of the well which allowed for more shear and joint opening. The pressure at the
wellhead created by these water saturated overpressures is approximately 360 bar.
Habanero #2 commenced drilling in July 2004. It is located 500 m SW of Habanero
#1 to ensure that it is located inside the reservoir. The created reservoir extends to 1.5
km SW of Habanero #1. This well will be the first production well for the site and was
completed in late 2004. Another circulation test began in 2005 which included a flow
test that confirmed a connection between the two wells. The connection of Habanero
#2 to the reservoir was poor and chemical injection began in August 2005 to improve
the connectivity. This injection essentially blocked the connection totally, but led to the
discovery of fracture zones higher up the well. This allowed for the stimulation of a
second reservoir, which commenced in September 2005, proving that multiple horizon-
tal reservoirs are possible at the site. This stimulation also increased the initial reservoir
size by 50%. As of September 2005, Geodynamics is implementing a programme to
unblock the bottom of the Habanero #2 well (Geodynamics Ltd. 2007). The construc-
tion of a 3MWe demonstration plant is still planned. This will be developed with the
two existing wells to prove the viability of the site, to allow for the development of a
commercial HDR geothermal energy power plant. As of April 2007, Geodynamics is
planning on the commencement of the drilling of Habanero #3 to be by mid-year. Cir-
culation testing between Habanero #1 and #3 should be completed by year’s end. The
commercial 40MWe power plant should be completed by the end of 2010, to provide
power to the national grid (Geodynamics Ltd. 2007, Williams 2006).
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Chapter 3
Preliminary Modelling
Research: assessment of particle
based modelling methods
3.1 The Lattice Solid Model
3.1.1 Overview
The Lattice Solid Model (LSM) is capable of simulating fault movements and has been
used successfully in various ways to assist in understanding the nonlinear dynamics
of earthquakes. The model consists of a lattice of spherical particles that interact with
their nearest neighbours via elastic and frictional forces (Mora & Place 1994, Mora,
Place, Abe & Jaume´ 2000). These interacting particles are used to represent the matter
contained in a volume of rock. This model can be used either to represent the smallest
particles in the rock, or can represent a volume of rock at the crustal scale. The model
is similar to the Distinct Element Model developed by Cundall and Strack (Cundall &
Strack 1979).
Figure 3.1: Example 2D and 3D lattice (Place, Lombard, Mora & Abe 2002).
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The Lattice Solid Model as used in this context (fault and joint simulation) origi-
nated as two 2D blocks that were made up of matrices of idealised round grains that
were closely packed to simulate the rock structure. This model was found to have re-
alistic elastic properties and was used to model the stick-slip instability of a fault zone
(Mora & Place 1994). The particles in the lattice can be arranged in a random lattice,
in either 2 or 3 dimensions (see Figure 3.1). The particles in a consolidated region
are linked by elastic bonds that can break when a specified separation distance (rcut )
is exceeded. The separation distance is arbitrary and can be set by the user. When the
particles are linked (Figure 3.2) the force between the particles is either attractive or re-
pulsive depending upon whether or not the particles are closer or further away than the
equilibrium distance r0, which can be calculated as the sum of the radii of the particles.
This can be seen in Equation 3.1 (Mora & Place 1994).
F =
{
k(r− r0)e r ≤ rcut
0 r > rcut
, (3.1)
with k being the spring constant for the elastic interactions between the particles, r
is the separation distance between the particles, rcut is the breaking separation for the
bonds, r0 is the equilibrium distance for each pair of particles, and e is the unit vector
that is in the direction of the interaction.
If the particles are not linked together (Figure 3.3) then the elastic force between
them is purely repulsive, as given by Equation 3.2 (Mora & Place 1994).
F =
{
k(r− r0)e r ≤ r0
0 r > r0
. (3.2)
An intrinsic friction between the particles has also been added to make the model
more accurately reflect the physical behaviour of crustal rocks (Place & Mora 1999).
This has been implemented by having two unlinked particles that interact. This in-
teraction can either be static or dynamic frictional contact. If the contact is static, no
movement takes place between the particles until the shear force overcomes the static
frictional force, at which time the interaction between the particles changes to dynamic
frictional contact. This can be seen in Figure 3.4. In the dynamic state, the particles
in the model are moving past each other with a dynamic frictional force opposing the
direction of slip. The force on one particle i due to the dynamic frictional contact of
particle j is shown in Equation 3.3 (Mora & Place 1994).
FDi j =−µFni jeT , (3.3)
with µ being the coefficient of friction between the particles i and j, Fni j being
the normal force, and eT being a unit vector in the direction of the relative tangential
velocity between the particles (Mora & Place 1998).
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Figure 3.2: Example of two linked particles, showing the interacting forces (Abe, Mora
& Place 2000).
Figure 3.3: Example of two unbonded particles, showing the repulsive force acting on
the particles (Abe, Mora & Place 2000).
Figure 3.4: Example of dynamic frictional contact between two particles, showing the
dynamic frictional force FDi j and the corresponding tangential velocity vi for particle i
(Abe, Mora & Place 2000).
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An artificial viscosity is introduced into the model to prevent a build up of kinetic
energy from the movement of particles in the system (Mora & Place 1994). As the
model is a closed system, kinetic energy cannot escape and the waves produced con-
tinue to reflect at the boundary or circulate in the model if the boundary is circular. The
artificial viscosity introduced damps the reflected waves from the edges of the model.
Equation 3.4 describes how the viscous forces are calculated for particle i (Place &
Mora 2000a):
Fυi =−υX˙i, (3.4)
with υ being the viscous damping term and X˙ithe velocity of particle i. The viscosity
is frequency independent and does not fundamentally alter the dynamics of the system
if it is chosen carefully (Mora & Place 1994).
The Lattice Solid Model is capable of simulating physical processes such as fric-
tion, fracture, granular dynamics of the solid, and thermal effects (Abe, Mora & Place
2000). In the past it has been used to examine the low heat flow paradox that surrounds
large fault systems such as the San Andreas fault (Mora & Place 1998) and has anal-
ysed localisation phenomena in a fault zone (Place & Mora 2000a). It has also been
used to study fault zone evolution, to look at the natural development of fault gouge,
and to simulate fracture processes (Place et al. 2002). Modelling can be done with or
without pre-existing fault gouge to compare the fault strength and evolution.
Over time, the LSM has evolved and a new approach to the structure of the model
was developed by Place et al. (Place &Mora 2000b) that allows different micro-physics
to be included or taken out of the model. This modular approach makes construction
of numerical experiments much easier and allows for all measurable quantities to be
included. This new approach is capable of simulating rock fracture behaviour more ac-
curately than previous generations of the model, as the microscopic parameters (such as
the coefficient of friction and distribution of grain size) and the macroscopic strength,
can be adjusted to agree with laboratory results.
One possibility for modelling fluid flow in the LSMwould be to adopt the approach
of Sakaguchi and Mu¨hlhaus (Sakaguchi & Mu¨hlhaus 2000a) who developed a hybrid
model for the simulation of coupled pore fluid-solid deformation problems. The model
uses a vertex centred finite volume formulation to discretise the fluid and a particle
method for the solid part of the model. The rock is an assembly of bonded particles,
similar to the DEM developed by Cundall and Strack (Cundall & Strack 1979) with the
exception of the contact search algorithm. In this case the contacts are considered to
be permanent as most are in solid mechanics problems (Sakaguchi & Mu¨hlhaus 1997).
This approach is similar to the LSM, with both models using the DEM to simulate
solids but differs as it treats fluid flow as a finite volume. The interaction between solid
and fluid occurs via full coupling between the pore fluid flow and the solid deformation.
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The flow calculation is based upon the porosities and permeabilities of a triangular
mesh. In each triangular domain the fluid flow is calculated using Gauss’s divergence
theorem that is applied to an arbitrary function. In this model the pressure is treated as a
nodal quantity and the permeability can possibly have a different value on either side of
the triangular element. If the bond contact force reaches contact yield strength then the
bond breaks and the permeability on the respective side is increased correspondingly
(Sakaguchi &Mu¨hlhaus 2000a) . This method can result in fractures modelled by bond
breakage in the solid as zones of high permeability.
The LSM is constantly under development to enable the simulation of more realistic
fracture processes in the Earth’s crust and represents a major project (ESyS-Particle)
of the Australian Computational Earth Systems Simulator Major National Research
Facility.
3.1.2 Results
This research project’s original aim was to utilise the LSM and ESyS-Particle software
to calibrate and develop the LSM to enable the Cooper Basin joint patterns to be mod-
elled, and to initiate work aimed at modelling fluid flow through the joint system and
the associated heat extraction data. This was not able to be achieved as the develop-
ment of the LSM is taking longer than initially assumed. The required features that are
mentioned (fluid flow through the joints, thermal effects of the fluid in the hot rock,
and accurate joint behaviour in this environment) are still not complete. This has made
the initial idea to use the LSM as the main simulation software in this project have to
be abandoned due to the time constraints of this work.
The LSM was used for the first year of this thesis and some preliminary results
were produced. Initial testing of two-dimensional compressional modelling produced
models such as Figure 3.5. These simulations were performed by varying the applied
stresses and the velocity of the boundaries along with the lattice size to induce fractures.
This was the first stage in testing the LSM’s capability to simulate the HDR geothermal
reservoir. The simulations were developed to create fractures in a rock mass. This was
performed by applying a load on the top and bottom boundaries of the model and
allowing this load to create fractures. Varying the lattice and particle sizes affected the
amount of fracturing that was produced. The fracturing was not completely physically
realistic as the LSM was and is still under development at the time of writing. The
simulations did prove useful for understanding the capabilities of the LSM and what
work was needed to be done with the model to allow for the modelling of a fractured
system under stress with fluid flow inducing shearing in the joints.
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Figure 3.5: Snapshot of an example two dimensional lattice under compression. The
picture on the left is earlier in the simulation (1010 timesteps), the picture on the right
is much later (4120 timesteps). The compression is occurring from the top and bottom
of the model creating the fractures in the model. In this model, the top and bottom
boundary velocities are zero, showing that all the force on the lattice is produced by the
compressional stress which is 1000MPa. The high stresses have deformed the lattice
completely, producing the resultant shape change. The colour scale is indicative of the
amount of x-displacement. Red/pink being in the negative x-direction and blue in the
positive.
Simulations were also performed of two-dimensional tensional stresses. Similar to
the compressional models, tensional stresses were applied to an uniform lattice. In this
model a fault was included initially in the lattice to simulate fracture development un-
der stresses. The fault was created by breaking the bonds between selected particles in
the model. A horizontal and vertical fracture was introduced in separate simulations.
Figure 3.6 shows a simulation with a vertical fracture, and Figure 3.7 shows a hori-
zontal fracture in a two-dimensional lattice under tensional stresses. The fracture was
seen to increase over time, along the same orientation as the original fault. The lattice
particles were uniform in size, which could be a contributing factor in the orientation
of the faults. In the compression simulations, the lattice was made up of particles of
differing sizes, which is a more realistic model.
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Figure 3.6: A snapshot of a lattice under 2 dimensional compressional stress. The
applied stress is 1000MPa from the top and bottom walls of the model which can be
seen in the figure. A created vertical fault can be seen in in the centre of the lattice.
Smaller particles were inserted in this fault to simulate the gouge zone. The colours
indicate stresses in the y-direction. The highest stresses (pink) are located in the centre
of the fault. This is due to the small number of particles and their orientation. This
snapshot was taken at 23020 timesteps, a relatively long simulation. there are few
cases where cracks propagate under compressive remote stresses. In the present case
propagation seems to have been driven by buckling of the crack surfaces.
Figure 3.7: Another snapshot of a lattice under 2 dimensional tensional stresses created
by the walls at the top and bottom of the lattice. This simulation was performed with
an horizontal fault. The highest y-stresses (pink) represent domains of contact force
concentrations corresponding to the stress singularities in a continuum model.
3.1.2.1 Developing Realistic Crack Growth
Initial testing revolved around the development of realistic crack growth. This is fun-
damental to the model that was to be produced. This work was performed with col-
laboration from Sudeep Pant from the University of Western Australia. His thesis on
the mathematical and physical modelling of crack growth near free boundaries in com-
pression provided the physical data to base the testing of the LSM (Pant 2005). The
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model that was used for testing the crack propagation was a two dimensional lattice.
The lattice was made up of uniform particles. A crack was inserted into the model ini-
tially then stresses were applied to induce crack propagation. The aim was to be able
to accurately simulate the failure of a horizontal crack under compressional forces.
The model was still under development at the time and the particle-scale rotation al-
gorithm developed by Yucang Wang was not yet implemented (Wang, Abe, Latham &
Mora 2006). This new algorithm simulated accurately, the different behaviours of the
individual particles under fracturing which allows for realistic fracture development.
At the time of this work, the algorithm was not yet implemented in the model and the
fracture propagation was along a straight line (see Figure 3.8 ), not producing the curv-
ing away from the tip (wing crack) that is observed in physical simulations and field
observations. Sudeep Pant’s PhD thesis (Pant 2005) deals with this subject and the
physical results that he produced for his thesis assisted this aspect of the modelling.
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Figure 3.8: New simulations of crack development in rock with the LSM show the
development of the wing crack, which closely matches the physical evidence discussed.
The image on the top left shows incorrect crack propagation along the pre-existing
crack plane. This occurs because particle rotations and the related coupling of the
degrees of freedom were not considered. On the top right can be seen the correct result
with the particle rotations enabling the formation of wing cracks (Wang &Mora 2008).
A diagram of explaining the wing crack can be seen in the above image (Renshaw &
Schulson 2001).
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With the realisation that it would be impossible to be able to use the LSM to model
the HDR geothermal reservoir in the time required for this thesis, focus shifted to
UDEC and Escript, both originally considered as auxiliary software, to become the
primary modelling software for this thesis.
3.1.2.2 Recent Developments
The LSM has still been under development during the course of this thesis. A selection
of modelling results are presented and commented on in the captions of Figures 3.5
- 3.8. The study ultimately could not be completed since the LSM code at the time
was still under development. Of particular interest are the results shown in the Figures
3.6 and 3.8 in which scenarios are explored in which cracks propagate under global
compressive stress. The implementation of the particle scale rotation in the LSM as
mentioned above, has allowed for realistic fracture development and brittle failure un-
der uniaxial compression (Figure 3.8). This development in the LSM unfortunately
occurred too late during the course of this thesis to allow for significant modelling of
the HDR geothermal reservoir to take place.
3.2 Geocrack
3.2.1 Overview
Geocrack is a freely available program developed by Kansas State University that cal-
culates fluid flow, heat transfer and rock deformation in reservoirs (Swenson 2002).
This can be performed in two or three dimensions. It focuses on the simulation of
geothermal reservoirs in which re-injection is used to circulate the fluid. The code has
been developed to solve the fully coupled structural deformation/fluid flow/heat trans-
fer problem. This code uses the finite element method and as such can be used to solve
elasticity and heat transfer problems. The main focus of the program is to calculate
flow in fractured rock. In this situation the fluid flow is highly dependent on the frac-
ture opening, which in turn is a function of the contact stress and thermal deformation
(Swenson 2002).
3.2.2 Results
Geocrack was originally intended to be used as auxiliary software, alongside UDEC
as a confirmation that the development of the LSM was producing all the necessary
features to model a HDR geothermal reservoir. It was decided to use Geocrack as it was
designed to model fluid flow in fractured rocks - exactly what was planned initially for
the LSM. Geocrack3D was still under development when this thesis was initiated, and
unfortunately there were problems with the funding for the development of the software
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and the development was halted. This made the usefulness of the Geocrack software as
calibration or modelling tool minimal. Simulations using this software were performed,
showing fluid injected through a borehole and flowing through a jointed mass as can
be seen in Figure 3.9. This rock mass is at a high temperature initially (250 ◦C). The
figure shows the temperature of the rock cooling over time as the fluid flows through
it. Another simulation was run with the rock initially cold, and with a hot fluid being
injected to stimulate the rock mass. Results from this simulation can be seen in Figure
3.10. The pressure response is very similar to the previous simulation which is to
be expected, though the temperature change in the rock is far more noticeable in the
second simulation. It must be noted that the scales that were used for these models
were different, and as Geocrack3D had no accurate scale other than the colour scheme
that can be seen, it made it difficult to compare results.
The models generated were not particularly useful as they did not show the joints
as accurately as desired or the shearing induced by the fluid flow. The models were
useful for monitoring thermal effects on the rock mass, and the time it took the fluid to
cool down or heat up the rock. Due to the halting of development of Geocrack3D, it
was decided that using a uncompleted model would not be in the best interests of this
thesis and work with Geocrack was discontinued.
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(a) Image of the pressure in the joints of the
model after fluid flow
(b) Image of the temperature of the solid af-
ter fluid flow
Figure 3.9: Images from a simulation run in Geocrack3D. The first image is of the
pressure in the joints of the model, and the second is an image of the temperature of
the rock mass after the commencement of fluid flow. The model has one borehole (in
the centre of each image) that is the injection well in the simulation. Pre-existing joints
have been included as can be seen in the model. It can be seen that the fluid is gradually
cooling the rock down, beginning at the borehole and working outwards.
(a) Image of the pressure in the joints of the
model after fluid flow
(b) Image of the temperature of the solid af-
ter fluid flow
(c) Temperature of the fluid after injection
Figure 3.10: Images from a simulation run in Geocrack3D. This model was run with
an initially cold rock mass, and a hot fluid injected into it. The first image shows the
pressure produced on the rock from the fluid, the second image shows the temperature
of the rock altering after the injection of the hot fluid, and the third image shows the
temperature of the fluid after injection. As can be seen in the images the fluid cools
down after injection as the thermal energy is absorbed by the rock mass, in turn heating
the rock up.
Chapter 4
Joint Behaviour Modelling
Using the Distinct Element
Method
4.1 Introduction
The initial simulations were created using the Distinct Element Method (DEM) to
model a simplified version of the conditions surrounding the injection and extraction
wells of the Geodynamics site. This model is physically realistic, accurately simu-
lating shearing of joints under the introduced fluid flow from the injection well. The
simulations produced simulate the effects of the injected fluid on the joint behaviour.
Testing of the joint angle and joint dilation angle to observe the amount of joint shear-
ing induced and the affect of the joint angle on reservoir geometry are major aims of
the DEM model .
The initial model produced had a minimum number of joints at only one orientation
to allow for an easier interpretation of the behaviour. When it was confirmed that the
model simulated the initial conditions accurately, more complexities were introduced to
make the simulations reflect the structure of the Cooper Basin HDR site more precisely.
The simulation software used for these simulations is the so-called Universal Distinct
Element Code (UDEC) - a two dimensional distinct element program. The code was
first developed in 1971 and has progressed and developed greatly since then (Cundall
1971).
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4.1.1 Mechanics of Discrete Elements
In the distinct element method the rock mass is represented by an assembly of discrete
blocks. Joints and other discontinuities are treated as interfaces between distinct bod-
ies. A series of calculations which map the movement of the blocks are used to find the
contact forces and displacement at the interfaces of block assembly. Movement of the
blocks is caused by the propagation through the block system of disturbances caused
by applied loads or body forces. This process is dynamic with the speed of propaga-
tion dependent upon the physical properties of the system. This dynamic behaviour is
represented numerically by a timestepping algorithm. The size of the timestep is lim-
ited by the assumption that all the velocities and accelerations are constant within that
timestep. The basis of the distinct element method is a timestep sufficiently small that
disturbances in one discrete element cannot propagate beyond immediate neighbours.
This concept corresponds to the fact that in any physical medium there is a limited
speed at which any information can be transferred. This timestep restriction is applica-
ble to blocks and contacts. For blocks that are rigid, the block mass and the interface
stiffness between the blocks will define the timestep limitation. For blocks that are de-
formable, the zone size is used to determine the timestep limitation and the stiffness of
the system includes input from both the intact rock modulus and the interface stiffness
(Itasca Consulting Group 2000b).
There are two calculations that are performed in the distinct element method. At all
contacts there is a force-displacement law applied, and at all blocks Newton’s second
law applies. The contact forces from the known and fixed displacements are obtained
from the force-displacement law. Newton’s second law is used to get the motion of the
blocks that results from the known and fixed forces acting upon them. If the blocks
in the system are deformable, the motion is calculated at the gridpoints of the trian-
gular finite strain elements within the blocks (Itasca Consulting Group 2000b), then
the application of the block material constitutive relations gives new stresses within
the elements. Distinct element models use an explicit time marching scheme to solve
equations of motion directly (Itasca Consulting Group 2000b). This can been seen in
Figure 4.1. UDEC uses Newton’s Laws of motion to calculate movement of the blocks
(For more information see Appendix A).
4.1.1.1 The basic joint behaviour model used in UDEC
The co-ordinate system set that is used throughout this work is as described in Figure
2.7: σxx is horizontal stress, σyy is vertical stress and σzz is out of plane stress. This
system is used for all of the models that are developed in this chapter.
To represent a system of blocks only two contact types are needed: corner-corner
and edge-corner. These are “numerical contacts”. Physically edge to edge contacts are
important because they correspond to a rock joint that is closed along its whole length.
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The joint is assumed to extend between the two contacts and is then divided in half
with each half length supporting its own contact stress. Incremental normal and shear
stresses are then calculated for each point contact and associated length (see L1,L2,L3
in Figure A.4 (Itasca Consulting Group 2000b)).
The basic model used in UDEC is the Coulomb slip model (Figure 4.3). In addition
to the behaviour already described, joint dilation may occur at the onset of slip of the
joint. Dilation is governed by the so called angle of dilatancy ψ . The angle of dilatancy
is the kinematic equivalent of the angle of friction. A high normal stress level or a
large accumulated shear displacement that exceeds a limiting value ucs will limit the
accumulated dilation. This corresponds to observations that crushing asperities at high
normal stress or large shearing eventually prevents the joint from dilating.
In the Coulomb model the restriction of the dilation is such that if the behaviour is
elastic, i.e.
|τs|< τmax (4.1)
then ψ = 0 and if
|τs|= τmaxand |us| ≥ ucs (4.2)
then ψ = 0.
The dilation of a joint is a function of the shearing direction. Dilation will increase
if the shear displacement increment is in the same direction as the total shear displace-
ment, and will decrease momentarily upon load reversal until reloading occurs. The
Coulomb model can be adapted to approximate a displacement-weakening response,
which is often noticed in physical joints. This can be achieved by gradually reducing
the strength parameters (friction, cohesion, tension) as a function of the accumulated
shear displacement to residual values (which are usually zero) whenever the shear or
tensile strength is exceeded (Itasca Consulting Group 2000b). The properties of the
fault model will be explored in some detail in the following section.
4.2 Stage One - Yield Testing
The initial simulations that were performed using UDEC involved structural assess-
ments. To perform the yield testing a model was developed that consisted of two wells
- one injection, one extraction - in a 1200m x 900m area at 3667m depth in the crust.
The wells were 600m apart horizontally and at 4117m depth. The depth was the same
as that of the first injection well at the Cooper Basin site.
There were two sets of joints included in the model that intersect with the wells to
ensure fluid flow through the model. During the course of the simulations the angle
of the joint sets was varied from 5-45◦ from the horizontal, with the joints remaining
perpendicular to one another (see Figure 4.4). This aimed to create a joint system at
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Figure 4.4: This is a block plot of the model configuration. The injection and extraction
wells are located at 300, -4117 and -300, -4117 respectively. The joint sets were varied
from 5-40◦ from the horizontal. The joint sets in the above picture are at 30◦.
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the yield limit, producing shearing of the joints when fluid is injected. Observations
of the fluid flow through the model could then be made and the behaviour of the joints
examined. Observing the extent of the induced fluid flow through the model was the
major objective, as this will lead to estimates of reservoir size and geometry. The
varying size and geometry of the reservoir is important to Geodynamics Ltd. as it will
decide the location of the production wells and the injection rates of the fluid.
4.2.1 Mohr-Coulomb Failure Criterion
This objective is achieved by looking at the deformation using Mohr-Coulomb analysis
to select a stress field that will produce slip along the joints. This is done using the
Mohr- Coulomb failure criterion to ensure that the Mohr circle created by the shear
and normal stresses will move into the failure envelope once fluid injection increases
the principal stresses. Coulomb’s shear strength criterion is defined by:
s= c+σntanφ (4.3)
where c is cohesion, s is the shear strength, and φ is the angle of internal friction.
If the stress transformation equations are applied then the equation becomes:
σn =
1
2
(σ1+σ3)+
1
2
(σ1−σ3)cos2β (4.4)
τ =
1
2
(σ1−σ3)sin2β (4.5)
and substitute σn and s= τ them into 4.3, then you get the limiting stress condition
on a plane that is defined by β (the angle from the horizontal to the plane):
σ1 =
2c+σ3(sin2β + tanφ(1− cos2β ))
sin2β − tanφ(1+ cos2β )
Thus, for these simulations an arbitrary stress field is created by the stress field
σ3 = σyy = 10 MPa, an angle of friction of 30◦ and a fault angle of 30◦ to obtain
the required horizontal insitu stress of σ1 = σxx = 26 MPa. In this simulation it was
assumed that the out of plane stress id the intermediate principal stress. This stress field
will produce slip along the joints when the fluid is injected pushing it past the critical
stage to yielding. This fluid flow model was set to have injection for one hour and then
injection and extraction for another hour. The extraction flow rate was one tenth of the
injection rate. This simulated the conditions of the Geodynamics site. The fluid must
be injected for a period of time before extraction begins, to allow time for the fluid to
move through the joints and create the reservoir.
An example of one of these simulations can be seen in Figure 4.5. This model run
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used the stress field described above and an injection fluid flow rate 0.1 of m3s−1. The
model was successful in inducing slip in the joints due to the fluid flow. The fluid was
flowing out from the injection well toward the extraction well and a fluid reservoir was
created. It can be seen in the model that there is slip along the joints. When the model
is run without the injection of fluid there is no shear present.
This model was a very simplified model with stress values and injection rates that
are much lower than those of the Geodynamics site. The purpose of this model run
was to prove that the injection of fluid into the joints from a point source (the injection
well) would induce slip in the surrounding joints.
4.3 Stage Two - Increasing Flowtime
4.3.1 Modelling Fluid Flow in Joints
UDEC has the capability to model fluid flow in rock fractures. This analysis is per-
formed using a fully coupled mechanical-hydraulic system. Fluid flow takes place in
the fractures between fully impermeable rocks. Joint fluid pressures and mechanical
deformation affect the fluid conductivity. The effects that are modelled in UDEC can
be seen in Figure A.6. In UDEC both steady state flow and transient flow can be mod-
elled. In this project transient flow was enabled as it provided a greater insight into
the mechanical and hydraulic properties of the system being modelled (see Section
4.3.1.1).
The fluid flow algorithm makes use of the domain structure described in Appendix
A in greater detail than is discussed here. The domains are filled with fluid that is as-
sumed to be at an uniform pressure and these domains communicate to their neighbours
through contacts (see Figure 4.6).
The fluid flow is dictated by the pressure differential (gradient) that exists between
adjacent domains. In UDEC, domains are considered to be the spaces between the
blocks that are defined by the contact points. Depending upon the type of contact the
flow is calculated in different ways. For a corner-corner or corner-edge contact the flow
rate from domain with pressure p1 to domain with a pressure p2 is given by:
q=−kc∆p (4.6)
where kc is a point contact permeability factor and:
∆p= p2− p1+ρωg(y2− y1) (4.7)
where ρω is fluid density
g is the acceleration of gravity
y1,y2 are the y-coordinates of the domain centres.
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Figure 4.5: The above images show the fluid flow from the injection well (top) and
the shear displacement on the joints caused by the injection process (bottom). This
example is for a joint set at 30◦ from the horizontal and shows the success of the
simulations.
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For an edge-edge contact the fluid flow is given by:
q=−k ja3∆pl (4.8)
where k jis the joint permeability factor (with a theoretical value of 1/12µ , with
µbeing the dynamic viscosity of the fluid),
a is the contact hydraulic aperture and
l is the length assigned to the contact between the domains (Itasca Consulting Group
2000b).
The above equations show that fluid flow can take place when the domain pressures
are zero. Gravity may cause fluid to flow to an area that is not totally saturated. There
are two major points to consider: the apparent permeability should decrease as the
saturation decreases, and fluid cannot be extracted from an area that has zero saturation.
In UDEC there is a minimum value ares that is assumed for the joint aperture.
Below this value mechanical closure will not affect the contact permeability. There is
also a maximum value, amax, that is usually set to five times ares(this can be changed
if necessary). This value is incorporated to make the calculation more efficient. This
variation of the aperture size within a joint depending upon the normal stress can be
seen in Figure 4.7.
Each timestep of the mechanical calculation in UDEC recalculates the geometry of
the system. This produces new values for the aperture size of the joints and the volume
of fluid flow between the contacts. Domain pressures are then updated, while taking
into account the changes in domain volume that are produced by the movement of the
surrounding blocks.
The forces that the new domain pressures exert upon the surrounding blocks are
obtained and these forces are added to the other forces that are applied to the block
(mechanical forces and external loads). This produces total stresses that exist inside
the blocks and effective normal stresses that are obtained for the mechanical contacts
(Itasca Consulting Group 2000b). In UDEC the fluid flow calculations assume that
the blocks are impermeable. This makes the block stresses total stresses and the joint
stresses effective stresses. In UDEC the joint stresses are calculated automatically to
balance the block stresses and the domain pressures.
The timestep ∆t f must be limited to ensure numerical stability. This is done by:
∆t f = min[
V
KωΣiki
] (4.9)
where V is the domain volume and the summation of permeability factors ki is the
measure of stiffness of the elements surrounding the node and is extended to all the
contacts that surround the domain (see Appendix A (Itasca Consulting Group 2000b)).
In a transient flow analysis these numerical stability requirements can make some
analyses time consuming and impractical. This is likely if there are large contact aper-
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Figure 4.6: The modelling of fluid flow in joints in UDEC is modelled as flow between
domains. In the figure the domains numbered 1, 3 and 4 are joints, number 2 is at
the intersection of 2 joints while number 5 is a void space. The contact points (A-F)
are the locations a at which the mechanical forces interact and are applied. (Itasca
Consulting Group 2000b).
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Figure 4.7: The relation between the hydraulic aperture a and the joint normal stress
σn that exists in UDEC (Itasca Consulting Group 2000b).
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tures and small domain areas. Also, the fluid that fills a joint will increase the apparent
joint stiffness by Kω/a which could require a reduction of the mechanical timestep.
4.3.1.1 The Fluid Flow Calculation Modes
There are three different types of calculation modes available in UDEC to simulate
differing fluid flow problems.
1) Transient analysis with compressible fluid.
2) Steady state analysis.
3) Transient analysis with incompressible fluid.
The last mode has been used in this work to simulate the fluid flow during the
injection phase and reservoir creation of Habanero #1.
The “transient analysis with an incompressible fluid” mode uses an iterative proce-
dure within each fluid flow timestep to adjust the joint pressures and domain volumes
to ensure that there is continual flow. The convergence of the relaxation process that
occurs in each fluid timestep is controlled by two factors: the maximum ratio of un-
balanced fluid volume to domain volume and the maximum number of mechanical
iterations. This can be adjusted by the user to ensure the model is the most suitable for
the problem being simulated. The “transient analysis with incompressible fluid” model
is designed to simulate the mechanical-fluid coupled response of a system that is un-
dergoing a quasi-static process (Itasca Consulting Group 2000b). This means that at
every fluid step an equilibrium must be obtainable otherwise the mechanical iteration
procedure may not converge. This model is not suitable for systems that experience
extensive failure or detaching blocks. To ensure that a good performance is obtained,
sudden loads should not be applied to the model, instead a finite amount of time should
be allowed to elapse. To overcome this constraint in the simulations, the injection and
extraction pressures are ramped over a period of time so as not to cause mechanical
instabilities in the model and the model will not converge. This was noted when the
model was first developed and the flow was not ramped and block overlaps would occur
surrounding the injection well site preventing the model run to continue. This ramping
process is acceptable for this work as it mimics the actual (real world) extraction pro-
cedure. The transient model can be used for either confined or unconfined fluid flow
situations. This algorithm was chosen to model the stimulation of the HDR reservoir as
it most accurately imitates the conditions that were observed to occur in the stimulation
process at the Habanero #1 well.
4.3.2 Initial Results
The next section of modelling involved increasing the fluid flow times. This applied
both to the injection and extraction of the fluid. The initial simulations were produced
to induce slip on the joints, though the actual runtimes for reservoir creation were
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small to allow for quick computational times. Increasing the flowtimes applied both
to the injection and extraction of the fluid. A reservoir was created by injection, al-
lowed to increase in size until the fluid passed the production well, and then extraction
commenced. This was a repetitive exercise, which involved much testing to allow the
reservoir to build up to an appropriate size. The model had to be altered slightly in this
stage to incorporate far field effects that came into being with the longer runtimes. This
stage also involved testing of the dependency of the joint shear in relation to the joint
friction angle and the dilatancy angle. Both these angles were varied in differing tests
to determine the optimum values of both angles with regard to the amount of shear
produced.
The Figures D.1, D.2, D.3 and D.4 show simulations that have a flowtime of 6
hours. There are examples of the amount of shear and the amount of fluid flow that is
dependent upon the varying joint dilation and joint friction angles. In this test many
simulations were run. The joint dilation angle was varied from 0◦ to 10◦ while the
joint friction angle was varied between 15◦, 25◦, 30◦ and 40◦. All of these simulations
had 2 joint sets at 30◦ from the horizontal. Shear testing was also performed using the
same parameter values for joint dilation angle and joint friction angle for joint sets at
15◦ from the horizontal. It was noted that there was less shearing along the joints at
15◦ than the 30◦ joint sets as well as a smaller created reservoir size for the joints at
15◦ from the horizontal. The fluid flow rates were higher in the simulations with the
joints at 15◦ from the horizontal. This could be due to the fact that the fluid flow was
contained to a smaller area surrounding the injection well, rather than extending along
the joints as it did for the joints at 30◦ from the horizontal.
Analysis of the joint apertures along with the shear displacement and the direction
of shear showed a number of different factors. The most fluid flow occurred with a joint
friction angle of 25◦. The fluid flow is also affected by the joint dilation. As it would
be expected, the higher the joint dilation the greater the fluid flow. The greatest amount
of fluid flow occurred when the joint dilation angle was at 10◦ and the highest amount
of joint shearing occurred with the joint friction angle of 25◦. This was calculated by
observing the amount of joint shear and comparing the amount of joints at the shear
limit. A series of plots of the varying fluid flow rates with changing joint dilatancy
and joint friction angles can be seen in Figure 4.8 shows the simulations run with the
joints at 15◦ from the horizontal. Figure 4.10 shows the resultant fluid flow rates with
the joints at 30◦ from the horizontal. Figure 4.10 is the same as that in Figure but
for a much larger range of joint dilation angles. It can be seen on these graphs that
the controlling factor in the fluid flow rate is the joint dilation angle and not the joint
friction angle.
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Figure 4.8: An image of the resultant fluid flow rate produced when the joint friction
and joint dilation angles were varied. In these simulations all of the joints were at 15◦
from the horizontal. It can be seen in the above plot that the fluid flow is greater when
the joint friction angle is at 30◦ .
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Figure 4.9: A plot of the resultant fluid flow rate that is produced with varying the joint
friction and joint dilation angles. In all of these simulations the joints were at 30◦ from
the horizontal. It can be seen in the above plot that the lower the joint friction angle,
the greater the fluid flow rate.
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4.3.3 Increasing Flowtime and Ramping Injection
More simulations were performed with longer flowtimes. A ramping function was
introduced to control the rate of injection initially. This was introduced to increase the
stability of the model, as setting the injection rate at a high level tends to “shock” the
model. The ramp function slowly increases the injection rate to the desired level over
a period of two hours. The fluid flow time was increased to 24 hours, with the initial
injection period running longer to allow for saturation of the model before extraction
takes place. The injection runs for 24 hours before extraction begins to take place. An
example simulation can be seen in Figure 4.11. This shows the flow from the injection
well to the extraction well, as well as the reservoir that is created. This is one example
of the increased flowtime, though there are other models that have been produced to
show longer flowtimes and faster or slower injection rates.
The injection pressure is set to be higher than the in situ pressure to force open the
joints and allow fluid flow. Figure 4.12 shows the pressure versus time plots for the
injection and extraction (production) wells and the following figure shows the pressure
over time at a point between the wells (Figure 4.13). This last plot shows the ramping
injection pressure for two hours followed by a steady state until extraction begins to
take place. When the extraction commences there is a significant drop in the pressure
around the production well, which is to be expected and has been observed in actual
stimulations on site.
4.4 Stage Three - Introducing Multiple Joint Sets
Once the ramping of the pressures was completed, more joint sets were introduced
into the model to reflect the conditions of the Cooper Basin Geodynamics site. The
original model only had two joint sets to provide enough information for testing the
mechanics of the model. Once more joint sets were introduced, the computational time
needed to run these simulations increased dramatically. This is due to the increased
amount of contacts in the model and the decrease in the block size. This has also
increased the fluid time step. It takes more mechanical time steps to calculate the fluid
time step than it did before. This inefficiency was partially overcome by modifying the
volume change tolerance in UDEC. The volume change tolerance (voltol) controls the
number of mechanical steps that are taken for each fluid step. The fluid flow timestep
was also reduced to decrease the amount of mechanical steps needed. This decreased
the computational time somewhat but the size of the model prevents quick simulation
times.
The model was altered to include four joint sets at two different angles from the hor-
izontal. Three different simulations were performed with joint sets of varying angles.
The angles were determined by the Cooper Basin structure. Borehole logging infor-
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mation provided by Geodynamics stipulated that the joints are sub-horizontal, varying
between 10◦ and 20◦. The simulations were all run for 28 hours of fluid flow time with
the same mechanical and material properties as the previous simulations. The results
are discussed here.
The first simulation was composed of two joint sets at 20◦ from the horizontal and
two at 10◦. This can be seen below in the block plot (Figure 4.14). The simulation
showed that there was an increase in reservoir size compared to the simulations with
only two joint sets (see Figure 4.15).
The second simulation had the joint sets at 15◦ and 10◦ from the horizontal. A plot
of the model showing the reservoir size can be seen below (Figure 4.16). It can be seen
that the reservoir is smaller in the vertical directions compared to the first simulation.
This would be due to the angle of the joints in the model and the joint shear stiffness.
The larger reservoir would be more appropriate for a HDR geothermal site as this would
allow a greater area to be exploited for heat transfer, and prevent faster cooling of the
rock as the joints are further apart.
The third simulation was comprised of joints at 15◦ and 20◦ from the horizontal.
A plot of the reservoir size can be seen in Figure 4.17. The third simulation created
the largest reservoir of all the simulations. The steeper joint system allowed fluid to
flow further vertically, but didn’t inhibit horizontal flow. The closeness of the joint sets
would be the main contributing factor in the horizontal size of all of the reservoirs.
The joint sets are and always have been 50m apart in all simulations. In reality, based
upon information for Geodynamics, it is assumed that the joint sets are closer together
than 50m at the site. Incorporating closer joint sets would have increased the number
of zones and contacts in the model and hence slowed down the simulations time dra-
matically. A simulation run with closer joint spacing (25m) was attempted with these
parameters but the model did not converge and was deemed impractical to attempt to
run multiple times to compare to the larger spacing of the above model.
4.4.1 Fluid Flow Rates
The fluid flow rates for the joints surrounding the wells were recorded using the time
history recording option available in UDEC (hist). The flow rates for the three simu-
lations (see Figures 4.18, 4.19 and 4.20) show that the second simulation had a lower
injection flow rate than the first and that the third simulation had the highest flow rate
of all. The steep slope at the beginning of all of the injection well flow rates reflects the
ramping function that was implemented previously to control the injection rate. This
function lasts 2 hours (7200 seconds on the plots) This ramping function can also be
seen in all of the injection and extraction well flow rate data. In the extraction well data
another disturbance can be seen when the extraction commences toward the end of the
simulation (at 86400 seconds on the plots). The extraction flow rate (0.5 MPa ramped
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up to 5 MPa) is quite small compared to the injection rate (5 MPa ramped to 20 MPa)
and as such the effect of the extraction cannot be observed at the injection well which
is 600m away.
The results for the extraction wells were similar to the injection wells. The ex-
traction flow rate was higher for the second simulation than the first and once again
the third simulation had a much higher extraction flow rate than either of the previous
simulations. An higher flow rate for the last simulation is connected to the reservoir
geometry. The simulations were not altered except for varying the angle of the two
joint sets so the resultant flow rate must be at least partially dependent upon the joint
angle. It has been observed during these simulations that the higher the inclination to
the horizontal of the joint sets the larger the reservoir size and also the higher the fluid
flow rate.
48 CHAPTER 4. JOINT BEHAVIOUR MODELLING
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 0  2  4  6  8  10
Fl
ui
d 
Fl
ow
 R
at
e 
(m
3 /s
 • 
m
)
Joint Dilation Angle (degrees)
Plot of the resultant Flow Rate with varying Joint Friction and Joint Dilation Angles 
 Joint Angle at 30 degrees from the Horizontal, Joint Friction Angle at 30 degrees
Figure 4.10: A plot of the resultant fluid flow rate with varying the joint dilation angle.
These simulations were all run with the joints at 30◦ from the horizontal and with the
joint friction angle at 30◦ . The curve shown in this plot is the same as that in Figure
but for a much larger range of joint dilation angles.
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Figure 4.11: The figures above show the flow from the injection well to the extraction
well (top), and the plot on the bottom is a zoomed in image showing the total flow
indicating the size of the reservoir that is created. Area that is represented by the green
lines in this figure is the total area that has fluid present in the joints. As can be seen
the fluid has extended past the extraction well to encompass entire horizontal length of
the model.
50 CHAPTER 4. JOINT BEHAVIOUR MODELLING
Figure 4.12: The above plots show the pressure versus time for the injection (top) and
production (bottom) wells. The injection well pressure ramps up over two hours to a
maximum value of 110Mpa. The production well commences extraction after 24 hours
of injection to allow the fluid to migrate through the joints and create a reservoir. The
plot of the production well shows the extraction pressure as a negative pressure that
ramps from 10-40Mpa over two hours then continues in a steady state. The continuing
green line on the production well plot is the x-axis.
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Figure 4.13: The above plot is of the pressure versus time of a point in the model
between the injection and production wells. This plot shows a clear drop in pressure
once the extraction begins to take place. The pressures oscillate slightly when the
ramping stops then settle into a steady state.
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Figure 4.14: A block plot of the first simulation showing the increased number of joints
in the model. The increased number of contacts and decreased block size can be seen
as well.
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Figure 4.15: UDEC plot of the fluid flow through the joints (in black) The flow direc-
tion is radially outward from the injection well (right side of model). This plot shows
the size of the reservoir created by the flow. This plot is for four joint sets: two at
10◦and two at 20◦ from the horizontal. The total area taken up by the fluid (in black)
is considered to be the reservior size.
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Figure 4.16: This image is of the joint sets and the fluid flow through the joints for
the second simulation (in black). Fluid flow is once again radially outward from the
injection well (right side of model). In this simulation the joints were at 15◦ and 10◦
from the horizontal. The resultant reservoir size can be seen. The volume of rock that
is in contact with the fluid is smaller than that of the first simulation, creating a smaller
reservoir size. The reservoir size is represented in black.
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Figure 4.17: The above image is of the joint sets and fluid flow (in black) through the
joints. The fluid flow is radially outward from the inection well (right side of model).
The reservoir created here is the largest of the three simulations. In this simulation the
joints were at 15◦ and 20◦ from the horizontal.
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Figure 4.18: The above plots show the fluid flow rates for a joint immediately adjacent
to the injection well (top image) and the extraction well (bottom image) for the first
simulation with joints at 10◦ and 20◦ from the horizontal.
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Figure 4.19: The above plots show the fluid flow rates for a joint immediately adjacent
to the injection well (top) and the extraction well (bottom) for the second simulation
with joints at 10◦ and 15◦.
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4.5 Stage Four - One-Way Thermal-Hydraulic Coupling
4.5.1 Introduction to One-Way Thermal-Hydraulic Coupling
One way thermal-hydraulic coupling was introduced in UDEC to take into account the
effect that temperature changes have on the viscosity and density of water. The temper-
ature dependent properties that are introduced to the model are fluid density and joint
permeability. Either or both of these values can be specified in the model for analysis.
Water viscosity dictates the joint conductivity and the water density controls the size of
the hydraulic pressure gradients. Due to the effect that these properties have, they need
to be taken into account when simulating fluid flow in a non-homogeneous or time vary-
ing temperature field (Itasca Consulting Group 2000b). In UDEC the thermal-hydraulic
coupling is one way, a full coupling would require the fluid flow to influence the heat
transfer. For this model the thermal logic assumes that the rock mass is continuous and
the fluid flow is not accounted for in the joints (Itasca Consulting Group 2000b).
For transient flow, the thermal and hydraulic times should be consistent and both
timesteps must be specified. The number of the thermal and fluid flowsteps are also set.
The program alternates between the number of thermal timesteps (nt) and the number
of fluid flow timesteps (nf ) until the number of thermal timesteps reaches ns which is
also set. To keep the hydraulic and thermal times consistent the condition below must
be met.
nt xdtt = n f x dt f
If it is not met UDEC will issue a warning and automatically adjusts the fluid flow
timestep accordingly.
4.5.2 Adding One-Way Thermal-Hydraulic Coupling to the DEM
model
The final addition to the UDEC simulation code was to implement one way thermal-
hydraulic coupling. This feature is new to UDEC and allows some measure of thermal
coupling with the fluid, which is of interest to this thesis work. In the simulations the
temperature variations in the fluid will affect its density and viscosity, and as such,
could affect flow rates. Simulations were performed incorporating this feature. To in-
corporate this feature values for for the thermal boundary conditions for the model are
required. A value of 2.32× 10−3W/m2◦C for the convective heat transfer coefficient
(Simulation Parameters for Heat Transfer 2005) was assigned for the whole model
area. In this model there was a cold water source (20◦C) at the injection well site.
Values for water density variation between 0-100◦C were obtained and used. Unfor-
tunately the thermal-hydraulic coupling available is only one way- the fluid flow does
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Figure 4.20: The above plots show the fluid flow rates for a joint immediately adjacent
to the injection well (top) and the extraction well (bottom) for the final simulation with
joints at 15◦ and 20◦ from the horizontal.
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not influence the heat transfer. This is not a completely accurate representation of the
situation in the Cooper Basin, but it is the most accurate that UDEC can provide. It is
of great interest to this thesis that the fluid flow does influence the heat transfer, but this
DEM model is not able to provide this feature.
Three simulations were performed, with the same varying joint angles as the pre-
vious section to be able to provide a comparison of the affects of the temperature on
the fluid flow rates and reservoir configuration. This simulation has incorporated tem-
perature values from the Cooper Basin site, and as such the rock temperature is set to
250◦C and the site surrounding the well is set to 20◦C. The increased temperatures in
the rock act to decrease the density of the fluid. As the rock is hotter than the fluid in
the joints, a thermal stress is generated and the joints are compressed. This increases
the water pressure in the joints.
4.5.3 Fluid Flow Rates
The results from the first simulation (joint angles at 10◦ and 20◦ from the horizontal)
(Figure 4.21) show that the injection flow rate has decreased with the introduction of
the thermal-hydraulic coupling. The commencement of extraction causes a lesser drop
in the fluid flow rates than in the previous simulations.
The second simulation (joint angles of 10◦ and 15◦ from the horizontal) (Figure
4.22) has a great increase in fluid flow and the flow rate is significantly higher than that
of the first thermal simulation. The extraction fluid flow rate is greater than that of the
same angles above.
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Figure 4.21: These plots show the fluid flow rates for the simulation of one way
thermal-hydraulic coupling with the joint angles at 10◦ and 20◦ from the horizontal.
The first image is from a location adjacent the injection well, the second from a loca-
tion adjacent to the extraction well.
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The third simulation once again had multiple joint sets at 15◦ and 20◦ from the hor-
izontal. The injection flow rate from this simulation (4.23) is higher than the previous
two simulations. This is correlating with the results from the previous simulations. The
steeper the joint sets, the greater the fluid flow. The extraction flow rate was slightly
lower than that for the second simulation, which is a little anomalous. The location of
the history points that record flow rates can vary slightly between models as they are
located as near as possible to the (x,y) coordinates stipulated in the model script. The
variation in the joint angles plays a role in this as the history points have to be located
along a joint, and as the joint angle varies, so does the joint location. The location of
these points has not changed for any of the simulations, but the joints have moved. This
could account for slight discrepancies in the history results.
The results of these simulations indicate that the steeper joint geometry creates
greater fluid flow. The fluid reservoir size also appears to be related to the joint geom-
etry. The largest fluid reservoir area created was with steeper joint sets, at 15◦and 20◦
from the horizontal. The greater fluid flow rates produced by these steeper joints no
doubt produced these larger fluid reservoirs.
The one way-thermal-hydraulic coupling is not ideal to simulate the thermal be-
haviour that is of interest to this thesis. The impact of the temperature variations on
fluid flow rates are of interest, but of more interest to this work is the impact of the cold
fluid flow on the rock temperature. UDEC is not capable of simulating this and as such
it has been decided to us a Finite Element Method model to simulate this behaviour.
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Figure 4.22: The above images show the fluid flow rates for the second thermal-
hydraulic coupling simulation. The joints in this simulation were at 10◦ and 15◦ from
the horizontal. The first image is from a location adjacent to the injection well, the
second from a location adjacent to the extraction well.
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Figure 4.23: The images are of the fluid flow rates for the third simulation, with joint
angles at 15◦ and 20◦ from the horizontal. The plots are from locations adjacent to the
injection and extraction wells respectively.
Chapter 5
Developing a finite element
model to calculate the
temperature decay at the site of
a HDR geothermal reservoir
over time
5.1 Introduction
The final aspect of modelling the creation of a productive HDR geothermal reservoir
was to model the effect on the temperature of the rock of the injection of cold fluid.
This is necessary to be able to estimate the productive lifespan of the reservoir. The
injection of cold fluid into the hot rock will cause a temperature decline in the rock that
will decrease the reservoir’s productivity. The first aim of this model was to provide
Geodynamics Ltd. an approximate model of the time it takes for the reservoir to drop
in temperature a determined amount. This will assist Geodynamics with long term
planning for the site and give them an idea of the lifespan of a HDR reservoir in the
Cooper Basin. The second aim of the model was to determine which well geometry
configuration resulted in the longest reservoir lifespan. This will assist Geodynamics
Ltd. in deciding which well geometry is the best for prolonging the lifespan of the
reservoir.
The model that was conceived was to be a simplified model, consisting of a water
saturated layer of rock of infinite length in the x,y direction that is 100m thick and
intersected with faults. This section of rock is surrounded above and below by imper-
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meable rock. The aims of this model are to observe the time taken for the temperature
of the rock to decrease to 80% of the initial rock temperature and to see if the geometry
of the wells’ location affects the temperature drawdown. There are two geometrical
configurations that are being tested: a square and a triangular design. In each of these
the extraction wells are equidistant and 700 metres from the injection well. This model
is described in detail below.
5.2 The Model
To develop a model to simulate the decay of rock temperature due to fluid flow we
consider a water saturated layer of rock. This layer of rock has a thickness H layer in
the vertical direction and is intersected by faults. The layer is infinite in the horizontal
directions and contains periodic arrays of injection and extraction wells. The initial
temperature field is linearly variable in the vertical direction. Above and below this
layer is a layer of impermeable rock (Htop and Hbottom).
The governing equations are derived by averaging Darcy’s law and the heat equa-
tion over the layer’s thickness. The injection and extraction wells are represented in
terms of fluid heat sources and sinks.
This is Darcy’s law in three dimensions:
 q1q2
q3
=−
 k1 0 00 k2 0
0 0 k3

 p
exc
,1
pexc,2
pexc,3
 (5.1)
Where qi is the pore fluid flux, and pexc is the excess pore fluid pressure.
The continuity equation reads:
divq=−φ,t + ∑
in jectionwells
qInδ (x,xIn)− ∑
extractionwells
qExδ (x,xEx) (5.2)
where φ is the porosity and δ (x,xIn) is the Dirac delta function; xIn and xEx are
the planar position vector of the injection and extraction wells respectively, qIn and qEx
are the specific volume fluxes injected and extracted respectively. It is assumed that
the wells completely penetrate the rock layer under consideration. In the following we
smooth out the point sources and sinks for numerical convenience using Gaussians.
The averaged continuity equation reads:
52P− 1
kH layer
(qtop3 −qbottom3 )−
1
k
φ,t = (5.3)
−1
k ∑in jectionwells
qIn
α2piRIn2
exp
(
−
(
xi− xIni
αRIn
)2)
+
1
k ∑extractionwells
qEx
α2piREx2
exp
(
−
(
xi− xExi
αREx
)2)
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Where P is the vertically averaged excess pore fluid pressure,
52 is the Laplacian,
RIn and REx are the radii of the injection and extraction wells,
xIn and xExare the coordinates of the injection and extraction wells,
φ is the volume open joint space per unit total volume and
α > 1 is a smoothing parameter.
At the model scale the inflow and outflow mechanisms are in the form of point
sources and sinks. Point sources and sinks are difficult to solve numerically as they
require extreme mesh refinements. Therefore, in this model we distribute the contents
of the point sources and sinks over a smoothing area defined by the denominator in the
argument of the Gaussian in 5.3. In this equation αRIn is the smoothing length.
The porosity of the rock itself is possibly considered by k3. The comma followed
by an index designates the partial derivative with respect to that indexed coordinate
direction, where a comma followed by t designates the partial time derivative. qIn and
qEx are the injection and extraction fluid fluxes. The top and bottom fluxes are assumed
in the form qtop3 and q
bottom
3 . These are the pore fluid fluxes from the permeable layer
into the less permeable surrounding rock. During the simulations it is assumed that
these fluxes are zero, unless it is stated otherwise. Finally, qIn = qcirculation/H layer.
The vertically averaged heat equation:
T,t+
ρ f c fp
ρcp
(
qiT,i+
1
H layer
(
qtop3 T
top−qbottom3 T bottom
))
− κ
ρcp
(
T,ii+
1
H layer
(
T top,3 −T bottom,3
))
= 0
(5.4)
Where ρcp is the average (fluid and rock) heat capacity,
ρ f c fp is the heat capacity of the fluid and
κ is the average thermal heat conductivity.
T top,3 = (T
sur f ace−T )/Htop
T bottom,3 = (T −T bottom)/Hbottom
T sur f ace,T bottom,Htop,Hbottom are all assumed to be constant.
In the averaging process we have assumed that the integral of the product of the
fluid and temperature deviations can be neglected.
In our simulations we initially neglect the term φ,t in 5.3 as well as the thermal
diffusion term in 5.4. We also assume in this context that the vertical fluid fluxes on
both the top and the bottom of the layer that is under consideration can be neglected.
This then gives:
52P=− ∑
in ject
qIn
kα2piRIn2
exp
(
−
(
xi− xIni
RIn
)2)
+∑
extr
qEx
kα2piREx2
exp
(
−
(
xi− xExi
REx
)2)
(5.5)
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and
T,t +
ρ f c fp
ρcp
qiT,i− κρcp (T,ii+
1
H layer
(T top,3 −T bottom,3 )) = 0 (5.6)
If we non-dimensionalise 5.5 and 5.6 in order to reduce the number of parameters
in the numerical solution, we get:
qi =
qcirculation
piH layerRIn
q˜i,T =
piH layerRInaρcp
qcirculationρ f c fp
t˜,T =T InT˜ ,xi = ax˜i,P=
kqIn
a
P˜=
kqcirculation
piaH layerRIn
P˜
(5.7)
Dropping the tildes gives:
52 P = − ∑
in ject
H layerRIn
α2(RIn/a)2
exp
(
−
(
xi− xIni
αRIn/a
)2)
(5.8)
+∑
extr
qEx/qcirculationH layerRIn
α2(RIn/a)2
exp
(
−
(
xi− xExi
αREx/a
)2)
and
T,t +qiT,i− piH
layerRInκ
aqcirculationρ f c fp︸ ︷︷ ︸
1/Pe
(
T,ii+
a
H layer
(
T top,3 −T bottom,3
))
= 0 (5.9)
Where Pe is the Peclet number:
Pe=
aqInρ f c fp
piRInκ
(5.10)
To calculate the heat fluxes according to the above assumptions we use:
T,t +qiT,i− 1Pe (T,ii+A−βT ) = 0 (5.11)
Where:
A=
a
H layer
( a
Htop
T sur f ace/T In+
a
Hbottom
T bottom/T In
)
(5.12)
β =
a
H layer
( a
Htop
+
a
Hbottom
)
(5.13)
We assume the following initial temperature distribution:
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T = T0−
(
T0− ∑
in jectionwells
(
T In exp
(
−
(
xi− xIni
αRIn
)2)))
(5.14)
Where T0 is the far field temperature.
This model will be used to simulate the temperature drawdown of the rock over
time. The aim of this model is to test different well geometries to determine which
well geometry is ideal for extending the life of the reservoir. The productive life of the
reservoir is considered to be the time taken for the initial rock temperature (∼ 250◦C)
to drop to 80% of the initial value (∼ 200◦C). Once the temperature drops below this
value the simulation stops. The well geometries to be tested are a square configuration
(Figure 5.3), and a triangular configuration (Figure 5.7). The parameters used in this
model can be seen in Appendix B.
5.3 Fastflo
It was initially decided to use the CSIRO developed software Fastflo for the simula-
tion of this model. Fastflo is a finite element package that solves Partial Differen-
tial Equations (PDEs) in one, two and three dimensions (Fastflo Finite Element PDE
Page 2007, CSIRO Media Release 1998). Fastflo allows the user to design the algo-
rithm that is used to solve the problem specified. In this model fluid flow and heat
conduction are the focus as the solution of the temperature decay due to the fluid flow
is the aim.
5.3.1 Initial Simulations
Some results from the initial simulations can be seen below. The model has been re-
duced in size from 12 extraction wells surrounding the single injection well to four
extraction wells to decrease computational time. The fluid behaviour that was being
modelled could be observed in this section of the model and then extrapolated to in-
clude the rest of the model domain as the fluid flow behaviour was symmetrical around
the injection well.
The model that can be seen in Figure 5.1 consists of a square configuration for
the wells, with one injection well in the bottom left corner and the three extraction
wells in the other corners. Symmetry allows for the model to be extrapolated over a
larger area to represent as many wells in a square configuration as required. The fluid
is injected which immediately decreases the temperature of the rock adjacent to the
well. Over time the cooled area expands in a circular pattern gradually cooling more
and more rock. This can be seen in Figure 5.2. The second image shows the velocity
vectors for the rock indicating the direction and magnitude of the fluid flow. The fluid
flows quickly out from the injection site and then spreads out as it makes its way to the
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production wells. The flow directions vary as the fluid moves away from the injection
site and gets closer to the production wells.
This model developed was not particularly useful in determining the time taken
for the temperature drawdown and the well geometry was incorrect. For the square
configuration the injection well is to be located in the centre of the model, surrounded
by four extraction wells at equal distance from the injection well. It was then decided
to use Escript to simulate this model as it was better suited to the task.
5.4 ESyS-Escript model
ESyS-Escript is a python based environment to allow for the solution of coupled, non-
linear, time dependent partial differential equations (PDEs) developed by the Earth
Systems Science Computational Centre (ESSCC) (Gross 2006). The ESyS-Escript en-
vironment is made up of four major components: the Escript core library, the finite
element solver finley, the model library modellib and a visualisation interface pyvisi.
The modelling environment escript allows the user to modify and test the models. The
esys.escript.linearPDE class that is implemented by the user provides an interface to
the numerical algorithm layer (Gross 2007, Gross 2006). A esys.escript.linearPDE
will hand over the PDE to the PDE solver library that is defined through the domain of
the PDE. An example of a PDE has the form:
− (A jlu,l)− (B ju), j+Clu,l +Du=−X j, j+Y (5.15)
where u, j denotes the derivative of u with respect to the j-th spatial direction. A, B,
C, D, X and Y are the coefficients of the PDE. These are defined by Data objects. This
PDE is for a solution of a single component. Substituting the terms from Equation 5.8
and 5.9 results in:
A jl=−δi j (5.16)
P=U (5.17)
Y =− ∑
in ject
H layerRIn
α2(RIn/a)2
exp(−( xi− x
In
i
αRIn/a
)2)+∑
extr
QEx/QcirculationH layerRIn
α2(RIn/a)2
exp(−( xi− x
Ex
i
αREx/a
)2)
(5.18)
Du= 1,B ju= 0,Clu,l = 0,X j, j = 0 (5.19)
When a solution of a problem is requested escript will pass the PDE to the solver
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Figure 5.1: An image of the model configuration and the temperature variation in the
model. It can be seen that the temperature is lowest immediately adjacent to the bore-
hole site in the bottom left of the model. As the fluid flows out from the borehole it
gradually cools more of the rock.
Figure 5.2: An image of the fluid flow velocity vectors in the model. The flow is
greatest at the site of the injection borehole and then it dissipates as the fluid flows to
one of the three extraction boreholes. The velocity then increases as the fluid nears the
extraction boreholes.
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Timestep Size Number of Elements Resultant Time Real Time (years)
1000 200 30000 53.38
500 200 29500 52.49
200 200 28600 50.89
100 200 28200 50.18
50 200 28000 49.82
20 200 27900 49.65
10 200 27870 49.59
5 200 27845 49.55
3 200 27837 49.53
1 200 27831 49.52
Table 5.1: A table showing the results of varying the timestep size on the resultant
time it takes for the temperature of the model to drop to 80% of its initial value. The
time values merge at approximately 28000, which converts to 50 years.
library which will then return a Data object that represents the solution by its values
(Gross 2006). The desired output can be written to an XML file which then can be
displayed to allow for visualisation. For more information see the ESyS-Escript User’s
guide. A copy of the script developed to run all of these models can be seen in Ap-
pendix E.
5.4.1 Results
The model discussed above is run in Escript and used to test the effect of the different
well geometries on the time taken for the temperature drawdown. There were three
models developed in Escript to test two different well geometries. The third model
is an expanded triangle geometry model with multiple injection wells that is used to
ascertain whether the asymmetry of the triangle model affects the resultant time of the
model.
5.4.1.1 Square Model
The first model has a square configuration (Figure 5.3). There is an injection well
placed in the centre of the model and four extraction wells at the corners. This model
differs from the Fastflo model in that the distance between the injection well and the
extraction wells is 700 metres. The injection well is at a fixed temperature of 20◦C
. The model will run until the initial temperature of the rock is 80% of the initial
prescribed value. The model is symmetrical and hence the results can be extrapolated
to increase the number of wells in the well mesh to any desired value.
The total area was divided into a mesh of nelem2 elements. The simulation was run
numerous times to observe the effect of the timestep size (dt) and the mesh density on
the resultant time. Tables 5.1 and 5.2 show the results of this testing.
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Figure 5.3: An image of the geometry of the first simulation. It is a square configuration
with the injection well in the centre and the extraction wells 700m from the injection
well.
Number of Elements Timestep Size Resultant Time Real Time (years)
1000 200 28600 50.89
500 200 28400 50.54
200 200 28600 50.89
100 200 28800 51.25
50 200 29400 52.32
Table 5.2: A table showing the results of varying the number of elements in the model
whilst keeping the timestep size constant. The resultant time converges at approxi-
mately 28500, which is 50.6 years.
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The model developed shows a cold temperature front moving out (Figure 5.4) from
the centre of the model where the injection well is located, towards the extraction wells.
Figure 5.5 shows the velocity vectors for this simulation. The flow is fastest (red)
at the injection and extraction wells and slowest in the areas between the extraction
wells (blue). The simulation results look similar for all of the simulations, the only
difference being the time in which it takes for the temperature to drop the required
amount. The flow is uniform, flowing out to all four wells at the same time. This is
due to the fact that the model has been designed with uniform fault distribution. This
uniform fault distribution is highly unlikely to occur at the Cooper Basin site. The
exact characteristics of the joint geometry are not known. As mentioned in Chapter
4, the faults are known to lie sub-horizontally, varying between 15− 20◦. The fault
lengths and intersections are not known. During circulation tests in 2003, seismic data
(de Graaf 2003) from the site showed that there was a major fault in the reservoir that
recorded the most activity. It is assumed that the fluid flow is greatest through this one
joint. This could affect the amount of heat transfer to the fluid as the flow would be
faster than that which is ideal. This model is considered an accurate approximation of
the situation at the Cooper Basin site as it is over a large area and individual fault quirks
should not affect the overall temperature drawdown in the reservoir area.
A plot of the temperature decay over time for the nelem=1000, dt=200 simulation
can be seen in Figure 5.6. This image shows the temperature at all of the extraction
wells. It can be seen that the temperature stays effectively constant until the cold front
nears the extraction wells, when the temperature drops rapidly. This indicates that the
reservoir should be productive right up until the end of its lifetime as there is still a
section of hot rock for the fluid to interact with and draw temperature from.
These results are then applied to the Cooper Basin site to give Geodynamics an idea
of the time it takes for the temperature to decrease from the initial value of 250◦C to
200◦C . Using the results obtained above, the values collected from these simulations
are then re-inserted into Equation 5.7 to obtain an absolute value for the resultant time.
The redimensionalisation equation is written again here:
qi =
qcirculation
piH layerRIn
q˜i,T =
piH layerRInaρcp
qcirculationρ f c fp
t˜,T =T InT˜ ,xi = ax˜i,P=
kqIn
a
P˜=
kqcirculation
piaH layerRIn
P˜
(5.20)
The part of the equation necessary to redimensionalise T is below:
T =
piH layerRInaρcp
qcirculationρ f c fp
t˜ (5.21)
This equation provides a scaling factor that is then multiplied by the resultant time
to provide a real time value.
It is known that
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H layer = 100m
ρcp = the average (fluid and rock) heat capacity =(1−φ)ρscsp+φρ f c fp
ρ f= 1000kg/m3
c fp = 4200J/kg ·K
ρs= 2700kg/m3
csp= 920J/kg ·K
qcirculation = 0.6m3/s and
RIn= 0.1m
from information obtained from Geodynamics Ltd. These values were used in the
simulation (see Appendix B). These values were then re-inserted into the redimension-
alisation equation to obtain real time values for each simulation. These results can be
seen in Tables 5.1 and 5.2. The average value from all of these simulations gives a pro-
ductive lifetime of the reservoir of approximately 50 years. This result is not absolute
but it can be used to assist Geodynamics for planning the lifetime of each well. Once
the rock temperature has reached 80% of its initial value the well will not be productive
and the injection cycle will be concluded. Over a very long time the rocks will heat up
again to become productive. The design of having numerous injection wells will allow
the continual exploitation of the heat at the Cooper Basin site.
5.4.1.2 Triangle Model
The second model has the same parameters characteristics as the first, the only differ-
ence being in the well configuration. This model has the wells located in a triangular
pattern (see Figure 5.7) with three extraction wells equidistant from the injection well
at the centre of the model. Once again the symmetry of the model allows for extrapo-
lation to many more wells. The model was once again run until the initial temperature
of 250◦C drops down to 80% of the initial value (200◦C).
The triangular model was run numerous times with the mesh density and timestep
size being varied. Results can be seen in Tables 5.3 and 5.4.
The results of this simulation show that the resultant timestep is approximately
21500. Snapshots from one of these simulations can be seen in Figure 5.8. The anoma-
lous result of the nelem=50 simulation can be ignored as the small number of elements
used in that simulation make the result inaccurate. Compared to all of the other simu-
lations run for the triangular configuration, the result is anomalous. A screenshot from
this simulation can be seen in Figure 5.10. This image shows the small number of
elements over this large area produce unclear results. The temperature front can not
be easily discerned in the image. The temperature versus time plot for for the extrac-
tion wells in this simulation can be seen in Figure 5.11. This temperature decay was
anomalous compared to all of the other triangle simulations with the temperature at
the extraction well dropping much earlier than in all of the other simulations (Figure
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Figure 5.4: These five images are screenshots from the beginning of the model run
until the end. They show the temperature drop over time of the rock in the simulation.
The view is top down to show the cold front (blue) progressing from the injection well
to the extraction wells over time as the injection takes place, cooling the rock. These
images were from the simulation run with dt=200 and nelem=200.
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Figure 5.5: This is an image of the velocity vectors from the simulation with dt set to
200 and nelem set to 200. The image shows the flow is fastest surrounding all of the
wells, especially the injection well in the centre.
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Figure 5.6: A plot of the temperature versus time of the extraction wells for the
nelem=100, dt=200 simulation. The temperature remains constant for most of the sim-
ulation, dropping rapidly toward the end.
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Figure 5.7: An image of the geometry of the second model. As can be seen here, there
are three extraction wells and an injection well at the centre of the model 700m from
all three extraction wells.
Timestep Size Number of Elements Resultant Timestep Real Time (years)
1000 200 23000 40.93
500 200 22500 40.04
200 200 21800 38.80
100 200 21500 38.26
50 200 21350 37.99
20 200 21300 37.91
10 200 21270 37.85
5 200 21265 37.84
3 200 21258 37.83
1 200 21253 37.82
Table 5.3: A table of the simulation results for varying the timestep size (dt) for the
triangular configuration. The resultant time is approximately 21500, which is 38.3
years.
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Number of Elements Timestep Size Resultant Time Real Time (years)
1000 200 21400 38.08
500 200 20800 37.01
200 200 21800 38.79
100 200 23200 41.28
50 200 54600 97.17
Table 5.4: The results of the simulations varying the number of elements in the sim-
ulation (nelem). The resultant time is averaged at approximately 21500, negating the
nelem=50 simulation, which is anomalously high. This redimensionalises to approxi-
mately 38 years.
5.12). This is due to the decreased granularity of the elements. Any simulations run
with nelem lower than this value did not converge to a final temperature because the
model was not capable of representing temperature changes with sufficient accuracy.
An image of the velocity vectors for the nelem=1000, dt=200 simulation can be
seen in Figure 5.9. This image is indicative of all of the simulations. The plot of the
temperature versus time at the extraction wells for the same simulation can be seen in
Figure 5.12. This image is very similar to that of the square configuration, showing
a sharp drop in the temperature immediately before the cold front comes into contact
with the extraction wells. Prior to this the temperatures are constantly high.
The results of these simulations are then redimensionalised using the above equa-
tion (Equation 5.20) to produce a real time value of 38 years. This time is considerably
smaller than the resultant time for the square configuration. This would indicate that
the square configuration is a more ideal geometry for extending the lifetime of the
reservoir.
The results of these single triangle simulations cannot be extrapolated over a large
area as there is not perfect symmetry as there is for the square configuration. The
inversion of the triangles to align adjacent to each other either side of the first triangle
makes the injection wells not parallel with each other as they were in the square well.
This is why it was decided to introduce a third model, with additional adjacent wells
surrounding the initial wells, also in the triangular configuration, to test the impact of
additional injection wells on the temperature decay of the rock.
5.4.1.3 Quad-Triangle Model
The third model developed to simulate the temperature drawdown in the rock due to
injection of cold fluid is also triangular. It consists of four triangles, each made up
of three extraction wells and one injection well. The mechanics of this model are the
same as the previous two models discussed above. The model geometry can be seen in
Figure 5.13.
This model was run multiple times as with the above two models to test the impact
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Figure 5.8: Snapshots of the nelem=1000, dt=200 simulation of the triangular config-
uration of the extraction wells. The injection well is at the centre of the image and is a
fixed temperature of 20◦C.
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Figure 5.9: An image of the velocity vectors for the dt=200, nelem=500 simulation.
The flow is fastest surrounding the extraction wells.
Figure 5.10: A snapshot of the nelem=50, dt=200 simulation. The granularity caused
by the low number of elements can be seen in the blurriness of the image. The snapshot
is from approximately halfway through the simulation.
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Figure 5.11: A temperature versus time plot for the nelem=50, dt=200 simulation. The
temperature decay can be seen to occur much earlier than in the other simulations.
 140
 160
 180
 200
 220
 240
 260
 280
 0  5  10  15  20  25  30  35  40
Te
m
pe
ra
tu
re
 (C
elc
ius
)
Time (Years)
Extraction Well 1
Extraction Well 2
Extraction Well 3
Figure 5.12: A plot of the temperature versus time for all of the extraction wells in the
nelem=1000, dt=200 simulation. The plot is similar to that of the square models with
the temperature remaining constant until the end of the simulation where it decreases
rapidly.
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of the timestep size and mesh density. Results of these simulations can be seen in
Tables 5.5 and 5.6. The results show that the asymmetry of the triangular configuration
does not appear to have an impact on the resultant time of the simulation. The results
are similar enough to the second model to be able to make this assumption. Snapshots
from the dt=200, nelem=1000 simulation can be seen in Figure 5.14. The temperature
decay starts at the injection wells and moves outward in a circular direction until it
gets close to the extraction wells. As it gets close to the extraction wells the cold then
focuses in the region between the injection and extraction wells. The boundary area
between the extraction wells stays hotter than the rest of the model area.
An image of the velocity vectors for the fluid flow can be seen in Figure 5.15.This
shows the fluid flow is fastest between the injection and extraction wells. There is
almost no flow outside these areas.
A plot of the temperature decay over time at the extraction wells for this simulation
can be seen in Figure 5.18. This plot shows similar behaviour to that of the previous
models. The temperature stays constant over a long time then there is a sharp drop as
the cold front nears the extraction wells.
To obtain a real time value the resultant times of the simulations are reinserted into
the equation (Equation 5.20) to produce a final averaged value of approximately 38
years. This time is similar to the second model and is markedly shorter than the first
model with the square configuration. The results of the nelem=100, dt=200 simula-
tion are once again anomalous. This model is markedly larger than the previous two
models and the small number of elements in this simulation is not enough to produce
an accurate simulation. A snapshot of this simulation showing the affect of the de-
creased number of elements on the behaviour of the temperature front can be seen in
Figure 5.16. A plot of the temperature decay over time of this simulation can be seen
in Figure 5.17. Once again, this plot shows a temperature decay that is anomalous. The
temperature drops much earlier in the simulation than in any of the other simulations
for this model. In a similar fashion to the triangle model above, simulations run with
nelem lower than nelem=100 did not converge. This simulation is ignored in the final
calculations of the averaged real time.
The results obtained from these simulations indicate that a square configuration
is the ideal geometrical layout for the wells to extend the productive lifetime of the
HDR geothermal reservoir. The square configuration is also beneficial as there is an
additional extraction well in each of the squares compared to the three that exist in the
triangular configuration. The symmetry of this model allows the model to be extrap-
olated to incorporate as many of these squares as Geodynamics Ltd. need to make a
large enough mesh to be able to exploit the created reservoir effectively.
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Figure 5.13: An image of the geometry of the third model. The model consists of four
triangles, each with three extraction wells. The extraction wells are at the corners of the
triangles with the injection wells at the centre. This configuration is to test the impact
of additional injection wells alongside the central injection well.
Timestep Size Number of Elements Resultant Timestep Real Time (years)
1000 200 24000 42.71
500 200 23000 40.93
200 200 22400 39.86
100 200 22200 39.51
50 200 22100 39.33
20 200 22020 39.19
10 200 21990 39.10
5 200 21980 39.11
3 200 21975 39.11
1 200 21969 39.1
Table 5.5: The results of varying the timestep size on the third model. The resultant
timestep values average at approximately 22000, which is 39.1 years.
Number of Elements Timestep Size Resultant Timestep Real Time (years)
1000 200 21200 37.73
500 200 20800 37.02
200 200 22400 39.86
100 200 33200 59.08
Table 5.6: The results of varying the number of elements in the model on the resultant
time. The resultant time can be seen to average at approximately 21000, which is 37.5
years.
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Figure 5.14: Snapshots of the temperature drawdown from the dt=200, nelem=100
simulation. The flow is symmetrical to all the extraction wells.
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Figure 5.15: An image of the velocity vectors of the fluid flow for the quad triangle
simulation with dt=200, nelem=500. Again the flow is fastest near the extraction wells.
Figure 5.16: A temperature snapshot of the temperature decay in the nelem=100,
dt=200 simulation. Once again the granularity of the image is due to the low num-
ber of elements in the model compared to the size of the model.
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Figure 5.17: A temperature versus time plot for the extraction wells in the nelem=100,
dt=200 simulation. As with the nelem=50 simulation for the single triangle simulation,
the temperature decay is much earlier than for all of the other simulations in this model.
Figure 5.18: A temperature versus time plot for all the extraction wells in the
nelem=100, dt=200 simulation. This plot is once again similar to the previous two
models, the only difference being that the temperature drop is less steep and com-
mences slightly earlier than that of the square or single triangle models.
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Chapter 6
Discussion
The simulation of the creation of a HDR geothermal reservoir has multiple aspects.
The injection of the fluid causes joint slip that then created openings in the joints. This
action permits the fluid to flow through the joints, thus creating a reservoir. As the
cold fluid flows through the joints, conduction and advection act to heat up the fluid.
The fluid then becomes pressurised. This fluid flows toward the extraction well where
pressure is reduced. The fluid then is transported up from the extraction well to an heat
exchanger where energy is extracted and converted to electricity.
The fluid flow and joint opening could be realistically simulated in two dimen-
sions using the DEM. This model could not be run in three dimensions because it is
very computationally expensive. The great pressure applied over a small area from the
injection of the fluid into the rock to overcome the pre-existing pore fluid pressures
required a large number of contacts in that area and a very small fluid timestep. This
was very computationally expensive. The model could not be run for long simulations
as it took a lot of computational time. The models developed for this thesis ran for
28 hours of fluid flow time, enough time to inject the fluid and create the reservoir.
Toward the end of the simulations extraction takes place for four hours. This tested the
viability of the reservoir. The simulations developed created a productive reservoir that
was then available for testing the mechanical behaviour of the joints, and the affect this
had on fluid flow rates. The multiple joints introduced into the model slowed down the
computation of the simulation dramatically. The greater number of joints in the model
increased the number of contacts between the blocks. The larger number of contacts
in the model increased the computational time. This discouraged the introduction of
more joint sets. The multiple joint sets that were simulated did show the affect of the
joint angle on the fluid flow rate. It was observed in the simulations that joint angles
of over 20◦ from the horizontal were optimal for inducing the most amount of shear
in the joints. It was also noted that the shallower joint model (with joints at 15◦ from
the horizontal) produced much higher average fluid flow rates (an increase of approx-
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imately 60%) The stress field of the Cooper Basin is dominated by strong stresses in
the x-y direction, with a weaker stress in the z direction. These results obtained in the
simulations imply that the HDR geothermal reservoir in the Cooper Basin will be dom-
inated by the steeper joint sets. These will open further than the shallower joints in the
rock. This knowledge could be used to control the injection rates of fluid into the rock.
If the injection rate is too high the flow will be primarily through the steeper joints as
they open more easily. If the fluid flow is primarily through only a small amount of
joints then the amount of heat extracted from the rock will be minimised as there is
less surface area available for the heat conduction to the fluid. The reservoir geometry
is also dependent upon the joint angles. The DEM model tested this by running three
simulations of the model, only varying the joint angles. It has been observed in the
results that the steeper joints (15◦ - 20◦ in the simulations) encourage a reservoir to
develop that is larger in the vertical direction. The DEMmodelling results also showed
that the fluid flow rates were largest when the joint dilatancy angle was at its highest
value (10◦ in these simulations). The fluid flow rate was less dependent upon the joint
friction angle, with less variation in fluid flow rates observed with the variation of the
joint friction angle.The knowledge that steeper joints allow for the development a verti-
cally oriented reservoir could allow for the development of multiple stacked reservoirs,
ideal for greater exploitation of the Cooper Basin area. Another option for the site is
to allow the reservoir to develop primarily in the vertical direction by injecting fluid at
a high flow rate. This would permit Geodynamics to create multiple reservoirs in the
horizontal plane. The steeper joint sets will be the first to open, encouraging flow in
the vertical direction.
As there was no complete thermal-hydraulic coupling available to observe the heat
transfer from the rock to the fluid, longer simulation times were not absolutely neces-
sary for the DEM model. The temperature drawdown is the main aspect of the HDR
geothermal energy plant creation process that needed long runtimes. This was accom-
plished using the FEM. This model was simplified to be able to simulate the thermal-
hydraulic coupling behaviour. There was no fracture behaviour simulated in the FEM
model.
The FEM model was a drastically simplified model designed to simulate the tem-
perature drawdown of the reservoir. It was developed to test the effect of differing well
geometries on the lifetime of the reservoir. The two geometries that were of interest to
Geodynamics Ltd. were a square configuration with four extraction wells equidistant
from a central injection well and a triangular configuration with three wells at equal
distance from the central injection well. The results of these simulations showed that a
square configuration was ideal for extending the productive lifetime of the geothermal
reservoir. The temperature drawdown plots show that the rock temperature remains
high for a long time before sharply dropping off to become too cold to be productive.
The fact that the rock temperature stays hot enough to be productive and that it is not a
91
linear temperature decay over time means that the energy output should remain high for
most of the lifetime of the reservoir. The FEM model did not perform any mechanical
simulations of the joint behaviour. This was due to time constraints and also the con-
straints of the development of Escript. The Escript software is still under development
at the writing of this thesis. There are not the capabilities available in the software as
yet to accurately simulate the joint behaviour, especially on such a large scale as this
reservoir.
The small scale modelling of the joint dynamics was performed using the LSM.
This particle based model was intended to be the primary software to model the fluid
flow through the joints in both 2 and 3D. Unfortunately the development of the LSM
was not as quick as initially planned at the commencement of this thesis and as such,
the focus was shifted to UDEC to provide the majority of the fluid flow and joint
mechanics modelling. The LSM is still under development and plans are underway to
incorporate fluid flow and thermal effects into the model. The joint modelling that was
performed with the LSM was useful to provide simple knowledge of joint creation and
the movement of joints under compressional stresses. This assisted the understanding
of the larger scale movements that were modelled with the DEM.
Geocrack was initially intended to be used to provide calibration for the LSM de-
velopment of thermal coupling but as the funding for the Geocrack software was can-
celled, development on this code was halted. Geocrack could simulate basic tempera-
ture drawdown in the rock from the injection fluid, but only very simply and as such it
was not considered particularly useful in modelling the Cooper Basin site.
The results obtained from this thesis will hopefully be used by Geodynamics to
assist them in the understanding the mechanics of the creation of the reservoir. The
fluid flow in the reservoir can now be planned with more knowledge as the impact of
the joint geometry is known to affect the fluid flow and the reservoir size and geometry.
The sub-horizontal joints that are known to be the dominating orientation at the Cooper
Basin site should create a primarily horizontal well, with a higher flow rate than if the
joints were more vertical.
The temperature drawdown model will hopefully show Geodynamics Ltd that a
square configuration of wells is the most efficient layout to extend the productive life-
time of the geothermal reservoir. The triangular well configuration cools the rock down
much more quickly and as such is not ideal to prolong the lifetime of the reservoir. The
FEM modelling showed that a square configuration is the most efficient geometry to
produce the greatest extraction of thermal energy from the rock. Combining the differ-
ent results from these two main models show that the configuration that can be most
readily obtained in the Cooper Basin is that of a horizontal plane of reservoirs. The
models also showed that the more shallow the joints, the greater the fluid flow rate.
This information could greatly assist Geodynamics Ltd. in their planning, as it indi-
cates that a higher flow rate is not necessarily optimal for extracting the most thermal
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energy from the rock.
Overall, the combination of these different modelling strategies discussed has al-
lowed for a quite comprehensive image to be developed of the creation of a HDR
geothermal energy reservoir and the impact of the fluid flow on the temperature draw-
down of the hot rock.
6.1 Future Directions
The modelling performed in this thesis was limited by many aspects. The major fac-
tor in preventing a more comprehensive model being developed is the computational
power needed to simulate the mechanics of this system on such a large scale. The mod-
els developed tried to overcome this by focusing on aspects of the reservoir creation
process.
The FEM developed using Escript could be expanded to incorporate comprehensive
joint behaviour. As Escript is still being developed, the model could be expanded as
more features are made available in this software. The FEM is a good system for use in
simulating this behaviour on a large scale as it is more computationally efficient than
the DEM. The DEM software used in this thesis (UDEC), processes serially (i.e. it is
not able to be parallelised) and as such it is difficult to be able to increase computational
power to be able to model large scale systems efficiently.
The LSM is also under development. Fluid flow and thermal effects will be intro-
duced over time which would allow for a more detailed reservoir creation model with
this software. The LSM would be an ideal software to simulate the fluid flow forcing
open the joints and creating slip along the joints. As the LSM is parallelised code it is
possible to use it on HPC systems to model large scale systems such as this geothermal
reservoir. The inevitable increase in computational power that will occur over time will
possibly allow the modelling to be able to increase in scale, therefore providing a more
accurate model of a complete HDR geothermal reservoir in the future. At the moment
it is very difficult to model a HDR geothermal reservoir accurately with this software
as it is very computationally expensive.
The other major constraint delaying the progress of this work was the software
development. As development is still underway on both the LSM and Escript, not all of
the modelling could take place according to the initial timeline of this thesis. The LSM
was replaced as the primary modelling code as the planned features in the LSM such as
fluid flow and thermal coupling were not introduced in time for this thesis. Escript was
then introduced to model the thermal aspects of this work. The DEM was then used to
model the mechanical behaviour involved in geothermal reservoir creation. The models
that were produced are then combined to produce an overall model of the creation of the
HDR geothermal reservoir. The strategy implemented in this work to model a particular
HDR geothermal reservoir can be used on other HDR sites elsewhere. The stress field
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of the site and information about joint configurations is necessary for a basis to the
model design. This modelling technique could assist other organisations in reservoir
design. It can provide insights into the most optimal reservoir configuration for the
site that allows for the greatest exploitation of the available thermal energy. It can help
with simulating the effects of different joint configurations and injection rates on the
overall reservoir geometry. It also can provide estimates for the productive lifespan of
the reservoir. The modelling approach used above could be refined to a single software
package that combines thermal/fluid coupling along with mechanical behaviour of the
rock.
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Chapter 7
Conclusion
The aim of this thesis was to comprehensively and realistically model the creation of
a HDR geothermal reservoir. The HDR geothermal reservoir modelled is owned by
Geodynamics Ltd. and is located in the Cooper Basin, South Australia. The modelling
process is made up of several different elements that are not ideally simulated using
one computational method. It was decided to use different methods to model these
elements to best take advantage of the strengths of each computational method.
The multi-scale approach used in this thesis was considered the best way to treat
the reservoir creation process, as it is very computationally difficult to authentically
model all of these aspects in one simulation.
The major aspects of this thesis were:
• To produce simulations that were performed using the DEM to produce a struc-
tural assessment of the impact of the injection on the joint behaviour. The DEM
software UDEC was used to simulate joint behaviour on a large scale. The joint
angle and joint dilation angle were varied to test the optimum angle to induce
joint shearing. The joint angle was also varied to deduce the ideal joint angle
to produce the largest reservoir. The effect of the joint angle on the reservoir
geometry was also tested. The impact of one-way thermal-hydraulic coupling on
fluid flow rates and reservoir size was also produced in this model.
• To use particle based modelling was to observe joint behaviour at a small scale.
Simple models were produced of joints opening and shearing under compres-
sional stresses. This shows the likely behaviour of the joints in the Cooper Basin
site under the induced shearing produced by the fluid injection. The particle
models produced using the LSM were very simple models in both two and three
dimensions as the LSM had not incorporated full breaking under bending physics
to allow for realistic joint fracture behaviour.
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• To calculate the productive lifetime of the HDR geothermal reservoir by mod-
elling the temperature drawdown due to the fluid flow. A FEM model was devel-
oped using Escript to simulate the temperature drawdown of the rock over time.
Different well geometries were developed to test which geometry was the ideal
for prolonging the productive lifetime of the HDR geothermal reservoir.
The results from these varied methods were then combined to provide a comprehensive
overview of the many aspects of the HDR geothermal energy reservoir creation process.
Results from the DEM simulations showed that a steeper joint angle increased fluid
flow and overall reservoir size. It was also observed that the less steep the joints the
greater the fluid flow rate. The amount of shear was not proportional to the amount
of fluid flow in the joints. The one-way thermal-hydraulic coupling shows that there
was a slight increase in the fluid flow rate with the fluid increasing in temperature.
The models produced by the DEM were physically authentic on a large scale, allowing
for realistic modelling of the fluid flow behaviour between the injection and extraction
wells. This model was very useful in showing the effect of joint characteristics such
as joint dilation angle and joint friction angle on the overall reservoir geometry. The
model showed that for this particular site, vertical development of the reservoir is much
easier to obtain and is possibly more ideal for the optimal extraction of thermal energy.
The results from the FEM simulations showed that a square well geometry was
ideal for prolonging the productive lifetime of the reservoir. The estimated productive
lifespan of the reservoir using this well geometry is 50 years. The triangular well
configuration was less efficient at sustaining the high temperatures required to make
the reservoir a productive resource. The average useful lifespan of the reservoir with
a triangular well configuration is 38 years. The combination of these results with the
DEM modelling results indicates that numerous, semi-vertical reservoirs with wells in
a square configuration would be ideal in extracting the most thermal energy from the
site.
The results of this thesis will hopefully assist Geodynamics Ltd. with their future
planning of well design and also show the results of the differing joint angle on reser-
voir geometry. This will provide a better understanding of the HDR geothermal energy
creation process to supplement their existing knowledge.
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Appendix A
Introduction to UDEC
UDEC (Universal Distinct Element Code) is a two dimensional distinct element pro-
gram. The idea has been progressing and developing since it was first developed
(Cundall 1971). The method was originally created as a two dimensional represen-
tation of a jointed rock mass, but has expanded over time to be applied to particle flow
research, studies on microscopic organisms in granular material and crack development
in rocks and concrete (Itasca Consulting Group 2000b). UDEC itself was first devel-
oped in 1980 to amalgamate into one code formulations to represent both rigid and
deformable bodies that are separated by discontinuities (Cundall 1980, Lemos, Hart &
Cundall 1985). UDEC has been developed by the Itasca Consulting Group, Inc.
In the distinct element method the rock mass is represented by an assembly of dis-
crete blocks. Joints and other discontinuities are treated as interfaces between distinct
bodies. A series of calculations which map the movement of the blocks are used to find
the contact forces and displacement at the interfaces of block assembly. Movement
of the blocks is caused by the propagation through the block system of disturbances
caused by applied loads or body forces (Itasca Consulting Group 2000b). This pro-
cess is dynamic with the speed of propagation dependent upon the physical properties
of the system. This dynamic behaviour is represented numerically by a timestepping
algorithm. The size of the timestep is limited by the assumption that all the veloci-
ties and accelerations are constant within that timestep. The concept of the timestep
being sufficiently small enough that during a single step disturbances in one discrete
element cannot propagate to its immediate neighbours is the basis of the distinct ele-
ment method. This concept corresponds to the fact that in any physical medium there
is a limited speed at which any information can be transferred. This timestep restric-
tion is applicable to blocks and contacts. For blocks that are are rigid the block mass
and the interface stiffness between the blocks will define the timestep limitation. For
blocks that are deformable the zone size is used to determine the timestep limitation,
and the stiffness of the system includes input from both the intact rock modulus and
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the interface stiffness (Itasca Consulting Group 2000b).
There are two calculations that are performed in the distinct element method. At all
contacts there is a force-displacement law applied, and at all blocks Newton’s second
law applies. The contact forces from the known and fixed displacements are obtained
from the force-displacement law. Newton’s second law is used to get the motion of the
blocks that results from the known and fixed forces acting upon them. If the blocks
in the system are deformable, the motion is calculated at the gridpoints of the trian-
gular finite strain elements within the blocks (Itasca Consulting Group 2000b), then
the application of the block material constitutive relations gives new stresses within
the elements. Distinct element models use an explicit time marching scheme to solve
equations of motion directly (Itasca Consulting Group 2000b). This can been seen in
Figure A.1.
A.1 Equations of Motion and Conservation of Momen-
tum and Energy in UDEC
The equations of motion that are used in UDEC are shown in this section. The motion
of a block is determined by the size and direction of the force and the out of balance
moment acting upon it. Newton’s second law of motion for the one-dimensional motion
of a single mass is shown here:
F = m
du˙
dt
(A.1)
where:
F= force
t=time
m=mass
u˙=velocity.
This can be rearranged to express time at t as:
u˙(t+∆t/2) = u˙(t−∆t/2)+
F(t)
m
∆t (A.2)
Then with the velocities stored at half timestep point, displacement can then be
expressed by:
u(t+∆t) = u(t)+ u˙(t+∆t/2)∆t (A.3)
The force/displacement calculation is performed at one time instant because the
force depends upon the displacement. The central difference scheme, which is very
important in distinct element simulations is “second order accurate”. This means that
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the first order error terms vanish from the solution. This important characteristic pre-
vents long term drift in the simulations. (For more information see the UDEC Theory
and Background Manual (Itasca Consulting Group 2000b)).
The two dimensional equations of motion are more complicated as forces other
than gravity act upon the blocks.
u(t+∆t/2)i = u
(t−∆t/2)
i +
(
ΣF(t)i
m
+gi
)
∆t (A.4)
˙θ (t+∆t/2) = ˙θ (t−∆t/2)+
(
ΣM(t)
I
)
∆t (A.5)
Where:
θ˙= angular velocity of the block about the centroid,
I= moment of inertia of the block,
ΣM= total moment acting upon the block.
u˙i= velocity components of the block centroid and
gi= components of the gravitational acceleration.
Note: In the above equation indices i denote components in a Cartesian reference
system. This system will be used throughout this work. In situations where there are
repeated indices in an expression then summation is implied.
The new velocities that are obtained in Equations A.4 and A.5 above are used to
find the new block location. This is done using the following equation.
x(t+∆t)i = x
(t)
i +u
(t+∆t/2)
i ∆t (A.6)
θ (t+∆t) = θ (t)+ ˙θ (t+∆t/2)∆t (A.7)
Where:
θ=rotation of the block about the centroid
xi=coordinates of the block centroid
The rotations are not stored. The block positions are updated by the incremental ro-
tations. Each timestep creates new block positions that then will generate new contact
forces. These resultant forces and moments are then used to compute the linear and
angular accelerations of each of the blocks. The block displacements and velocities are
obtained by integrating over the increments in time. This procedure is repeated until
a satisfactory state of equilibrium or continuing failure is the result (Itasca Consult-
ing Group 2000b).
The conservation of momentum law can be shown to have been obeyed in UDEC
by using Newton’s laws of motion. In UDEC the equations show the response of the
bodies to applied forces which interact by means of springs Figure A.1. The following
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equations show that the conservation laws are obeyed by using Newton’s laws of mo-
tion. Although these laws are obeyed, the numerical integration process will introduce
some error into the program. This error can be made arbitrarily small by the use of
suitable timesteps and high-precision coordinates (Itasca Consulting Group 2000b).
A.1.1 Momentum Balance
Consider two bodies a and b. These bodies are in contact for a time period T.According
to Newton’s laws, a force, F acts in opposite directions upon these two bodies, which
will then accelerate in proportion to the force applied:
ma ¨ub = F (A.8)
mb ¨ub =−F (A.9)
By combining these equations and then integrating it can be proved that the total
momentum at the end of an arbitrary time period is identical to that at the beginning.
∫ T
o
ma
¨
uadt =−
∫ T
0
mb ¨ubdt (A.10)
ma
˙
uTa +mb
˙uTb = ma
˙u0a+mbu˙0b (A.11)
A.1.2 Energy Balance
Consider a body with an initial velocity of v0 is brought to a final velocity of v in a
distance S by a constant force F.
m ˙v= F (A.12)
Using ˙v= vdv/ds , then
m
∫ v
vo
vdv=
∫ S
o
Fds (A.13)
Then assuming m is constant:
1
2
m(v2− v20) = FS (A.14)
This shows that the work done by the force is equal to the kinetic energy of the
body. If the force that opposes the motion is related to the displacement by F = −ks
where k is the spring stiffness then
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1
2
m(v20− v2) =
1
2
kS2 (A.15)
This shows that the decrease in the kinetic energy equals the energy that is stored
in the spring. The kinetic energy of a body after an elastic collision is then proved to
equal the kinetic energy of the body before collision (Itasca Consulting Group 2000b).
A.2 Rock Joint Representation in UDEC
A.2.1 Contacts
The joints in an assemblage are represented numerically by a contact surface, that is
composed of a number of individual point contacts. This contact exists between two
block edges. Figure A.2 shows the representation of contacts in UDEC.
The blocks can touch along the common edge section or at distinct points where an
edge meets a corner or another edge. In UDEC the block corners are rounded so that
the block corners can smoothly slide past one another when they contact to simulate
realistic behaviour. This corner rounding is achieved by specifying a circular arc for
each block corner. This arc is defined by the distance from the true apex to the point of
tangency with the adjoining edges (Itasca Consulting Group 2000b).
The point of contact between a corner and an edge can be seen in Figure A.3 This
point of contact is located at the intersection of the edge and the normal taken from
the centre of the radius of the circular arc at the corner. Corner-Corner contact can
be seen in FigureA.3 also. The point of contact here is the intersection between the
line that joins the two opposing centres of radii and the circular arcs. In the case of
edge-edge contact the points of contact are treated as corner-edge contacts, but the
contacts are located at the intersections of the normal to the gridpoints along the edge
of one block and the edge of the other block and corner rounding is not used (Itasca
Consulting Group 2000b). If the gridpoint along the edge of one block is created at the
same location as a gridpoint along the edge of another block then two contacts will be
created. This allows for greater accuracy. The directions of normal and shear force that
act at each corner are defined with respect to the direction of the contact normal that
can been seen in Figure A.3.
The corner rounding only applies to the contact mechanics in UDEC. All other
calculations and properties, for example block and zone mass, are based upon the entire
block. The corner rounding can introduce inaccuracies into the solution if it is too large.
The rounding length should be kept to approximately 1% of the block edge length to
preserve accuracy.
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A.2.2 Domains
Contact points are always updated automatically as soon as block motion occurs. UDEC
uses a network of domains that are created by the block assembly to keep computational
efficiency. During a dynamic analysis large displacements mean that hundreds of con-
tacts must be added and deleted during the simulation. The domains are the regions
between the blocks that are defined by the contact points. An example of this can be
seen in Figure A.4. During one timestep new contacts are only allowed to be formed be-
tween corners and edges that are within the same domain. This allows local updates to
be performed efficiently whenever there is some prescribed measure of motion reached
within the domain. The disadvantage of this scheme is that it cannot be used for loose
systems as the domain structure is not well defined (Itasca Consulting Group 2000b).
Updating of contacts is triggered by significant relative motion within the domain.
There is a fictitious displacement that is accumulated for each domain. This displace-
ment is related to the relative motion that has occurred in the domain since the previ-
ous update. When this displacement exceeds a certain tolerance (35% of the rounding
length) then an update is triggered. During an update new contacts are made and the
old ones deleted depending upon the relative motion that has occurred at each con-
tact. For example if the relative shear displacement at a contact exceeds two times the
rounding length then a new contact is formed. For block motion that involves large
shear displacements the contact updating must make sure that the contact forces are
preserved when contacts are added or deleted so that there is a smooth transition be-
tween the adjoining states. This is very important for dynamic analyses that have high
stress gradients.
A.2.3 Joint Behaviour Model
To represent a system of blocks only two contact types are needed: corner-corner and
edge-corner. These are “numerical contacts”. Physically edge to edge contacts are
important because they correspond to the situation of a rock joint that is closed along
its whole length. The joint is assumed to extend between the two contacts and is then
divided in half with each half length supporting its own contact stress. Incremental
normal and shear stresses are then calculated for each point contact and associated
length (see L1,L2,L3 Figure A.4 (Itasca Consulting Group 2000b)).
In UDEC the basic joint model captures several of the representative features of the
physical response of joints. In the normal direction the stress-displacement relation is
assumed to be linear and is governed by the stiffness knso that:
∆σn =−kn∆un (A.16)
where ∆σn is the effective normal stress increment and
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∆un is the normal displacement increment.
There is also a limiting tensile stress, T , for the joint. If the tensile stress is ex-
ceeded i.e., σn < −T , then σn = 0. In shear the response is controlled by a constant
shear stiffness, ks. The shear stress τsis limited by a combination of cohesive (C) and
frictional strength (φ) (Itasca Consulting Group 2000b).
So, if
|τs| ≤C+σntanφ = τmax (A.17)
then
∆τs =−ks∆ues (A.18)
or else, if
|τs| ≥ τmax (A.19)
then
τs = sign(∆us)τmax (A.20)
where ∆ues is the elastic component of the incremental shear displacement and ∆usis
the total incremental shear displacement (Itasca Consulting Group 2000b).
This model described is the Coulomb slip model and is illustrated in Figure A.5. In
addition to the behaviour already described, joint dilation may occur at the onset of slip
of the joint. Dilation is governed in the Coulomb slip model by a specified slip angle,
ψ . A high normal stress level or a large accumulated shear displacement that exceeds
a limiting value ucs will generally limit the accumulated dilation. This limitation of
dilation corresponds to observations that crushing asperities at high normal stress or
large shearing will eventually prevent the joint from dilating.
In the Coulomb model the restriction of the dilation is such that if:
|τs| ≤ τmax (A.21)
then ψ = 0and if
|τs|= τmaxand |us| ≥ ucs (A.22)
then ψ = 0.
A.2.4 The Basic Joint Behaviour Model Used in UDEC
The dilation of a joint is a function of the shearing direction. Dilation will increase if
the shear displacement increment is in the same direction as the total shear displace-
ment, and will decrease if it is in the opposite direction. The dilation does not affect
the shear stress in UDEC by default. The dilation can be included in the effective
friction angle for the joint optionally. If this is the case, the dilation is added to the
input friction angle if the shear displacement increment is in the same direction as
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the total shear displacement and it is subtracted from the input friction angle if the
shear displacement increment is in the opposite direction. The Coulomb model can be
adapted to approximate a displacement-weakening response, which is often noticed in
physical joints. This can be achieved by setting the joint friction, cohesion and ten-
sile strength to reduced values (which are usually zero) whenever the shear or tensile
strength is exceeded (Itasca Consulting Group 2000b). There is a more comprehensive
displacement-weakening model available in UDEC, called the continuously yielding
joint model is also available but it is not relevant to this work and is not discussed here.
A.3 Block Deformability in UDEC
In the distinct element method blocks can be either rigid or deformable. Cundall et al.
(Cundall & Strack 1979) gives the basic formulation for rigid blocks. This formulation
represents the medium as a set of distinct blocks that do not change their geometry
at all when loading is applied. As a consequence, this model is most applicable to
problems where the behaviour of the system is dominated by discontinuities and the
material elastic properties can be ignored. These conditions can arise in low stress
environments and where the material possesses low deformability but high strength.
For many applications though, blocks cannot be assumed to be rigid. Fully de-
formable blocks were developed in UDEC so that internal deformation of the each of
the blocks in the model was permitted. These deformable blocks are internally discre-
tised into finite-difference triangular elements. The triangular elements have vertices
that are gridpoints, with the equations of motion for each of the gridpoints determined
as:
¨
ui =
∫
σi jn jds+Fi
m
+gi (A.23)
where s is the surface that encloses the mass m that is lumped at the gridpoint;
n j is the unit that is normal to s;
Fi is the result of all external forces that are applied to the gridpoint (from block
contacts or otherwise); and
gi is the gravitational acceleration (Itasca Consulting Group 2000b).
The gridpoint forces are obtained from a sum of three terms:
Fi = Fzi +F
c
i +F
l
i (A.24)
where F li are the external applied loads, F
c
i results from the contact forces and as
such only exists for the gridpoints along the block boundary. The contribution from
internal stresses in the zones that are adjacent to the gridpoint Fzi is calculated from:
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Fzi =
∫
σi jn jds (A.25)
where σi j is the zone stress tensor and n j is the unit outward normal to the contour
C, which follows the closed polygonal line that is defined by the straight segments that
bisect the zone edges converging on the gridpoint that is under consideration (Itasca,
2000).
A net nodal force vector ∑Fi is calculated for each gridpoint. It includes contribu-
tions from applied loads and body forces due to gravity. Gravity forces are calculated
from:
F(g)i = gimg (A.26)
where mg is the lumped gravitational mass at the gridpoint.
This is defined as the sum of one third of the masses of the triangles that are con-
nected to that gridpoint. If the body is at equilibrium or in steady state flow then the
net nodal force vector will be equal to zero. If this is not the case then the node will be
accelerated according to Newton’s second law of motion in its finite difference form:
˙
ut+∆t/2i =
˙
ut−∆t/2i +∑F(t)i
∆t
m
(A.27)
where the superscripts denote the time at which the corresponding variable is eval-
uated (Itasca Consulting Group 2000b).
Strains and rotations are calculated during each timestep as follows:
˙
εi j =
1
2
( ˙ui, j+ ˙u j,i) (A.28)
˙
θi, j =
1
2
( ˙ui, j− ˙u j,i) (A.29)
An incremental form of the constitutive relations for deformable blocks is used so
that the implementation on nonlinear problems can be achieved easily. The equation is
as follows:
∆σ ei j = λ∆ευδi j+2µ∆εi j (A.30)
where λ ,µare the Lame constants,
∆σ ei j are the elastic increments of the stress tensor,
∆εi j are the incremental strains,
∆ευ = ∆ε11+∆ε22 is the increment of volumetric strain and
δi j is the Kronecker delta function.
The basic failure model for blocks that is used in UDEC is the Mohr-Coulomb
failure criterion that has a non-associated flow rule. There are other nonlinear plasticity
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models available in UDEC but they were not used in this work.
A.4 Mechanical Damping
Mechanical damping is used in UDEC to solve two general classes of problems: static
(non-inertial) solutions and dynamic solutions. Damping is velocity proportional- the
magnitude of the damping is proportional to the velocity of the blocks. There are two
forms of velocity proportional damping available in UDEC. The first is a numerical
servo-mechanism that is termed adaptive global damping and is described by Cundall
(Cundall 1982). It is used to adjust the damping constant automatically. This is done
using viscous damping forces with the viscosity constant continually changing so that
the power absorbed by the damping is proportional to the rate of change of kinetic
energy in the system. This adjustment to the viscosity constant is performed by a
numerical servo-mechanism that aims to keep the ratio:
R= ∑
P
∑ E˙k
(A.31)
where P is the damping power for a node,
E˙k is the rate of change of the nodal kinetic energy and
∑ represents the summation over all the nodes.
The second form of damping available in UDEC has the damping force on a node
proportional to the magnitude of the unbalanced force. This is referred to as local
damping. The direction of the damping force is such that the energy is always dissi-
pated.
For deformable blocks the equations of motion described above (A.23 through
A.27) are replaced by the following that incorporates the local damping:
˙
u(t+∆t/2)i = u
t−∆t/2
i +
{
∑F(t)i −α
∣∣∣∑F(t)i ∣∣∣sgn( ˙ut−∆t/2i )} ∆tmn (A.32)
whereαis a constant that is set to 0.8 in UDEC. mn is the nodal mass.
This type of damping is equivalent to a local form of adaptive damping (Itasca Con-
sulting Group 2000b). UDEC calculations using both of the above forms of damping
are compared by Cundall (Cundall 1988) and both methods are shown to converge to
the same solution. The local damping method may be preferred for analyses that in-
volve sudden load changes or progressive failure, where a different amount of damping
is required in different areas of the model. For a dynamic analysis the damping in the
numerical simulation should reproduce approximately the losses of energy in the nat-
ural system when it is subjected to dynamic loading (Itasca Consulting Group 2000b).
This is difficult to reproduce numerically as the damping in soil and rock is naturally
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frequency independent. Rayleigh damping is used for dynamic analyses. A damping
matrix is used with components that are proportional to the mass (M) and stiffness(K)
matrices.
C = α+βK (A.33)
where α is the mass proportional damping constant
and β is the stiffness proportional damping constant.
For a multiple degree of freedom system the critical damping ratio ξi can be found
from
α+βω2i = 2ωiξi (A.34)
or
ξi =
1
2
(
α
ωi
+βωi) (A.35)
from Bathe and Wilson (Bathe & Wilson 1976). The critical damping ratio ξi is
also known as the fraction of critical damping for mode i with an angular frequency
ωi. Mass proportional damping tends to dominate at lower frequencies and stiffness
proportional damping tends to dominate at higher frequencies. In UDEC Rayleigh
damping is specified with the parameters fmin in Hertz and ξmin. Stiffness proportional
damping causes a reduction in the critical timestep for the explicit solution scheme.
In UDEC the internal timestep calculation takes stiffness proportional damping into
account, but there is still a chance of instability occurring if there is very large block
deformation occurring. If this occurs it is necessary to manually reduce the timestep.
A.5 Mechanical Timestep Determination
The timestep that is required to ensure the stability of the block deformation computa-
tions is estimated as:
∆tn = 2min(
mi
ki
)1/2 (A.36)
where mi is the mass that is associated with the block node i and ki is the measure
of stiffness of the elements that surround the node.
The stiffness to mass ratio is related to the highest eigenfrequency, ωmax, of a lin-
ear elastic system (Itasca Consulting Group 2000b). More information regarding this
determination can be found in the UDEC Theory and Background manual.
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A.6 Mass Density Scaling
Mass density scaling is a method implemented by UDEC to increase the timestep and
therefore reduce computational time. Increasing the density allows the critical timestep
∆t to be increased as it is determined by the density ρ:
∆t ∝
√
ρ (A.37)
This method is only useful if the model is nonuniform- the natural timesteps are
different for differing parts of the model. For most of the problems simulated a scale
factor that is based upon the average block or zone mass that is in the model will
provide the most rapid convergence (Itasca Consulting Group 2000b).
A.7 Boundary Conditions
In UDEC, there are two types of boundary conditions that may be applied: stress (load)
or displacement (velocity). These conditions are applied to the centroid of the blocks
that are along the boundary in a rigid block model. For a stress boundary the forces are
derived as follows:
Fi = σbi jn j∆s (A.38)
where n j is the outward normal vector of the boundary segment and ∆s is the
length of the boundary segment over which the stress σbi j acts (Itasca Consulting Group
2000b).
A.7.1 Boundary Element Representation of the Far Field
When performing a dynamic analysis in UDEC a hybrid distinct element-boundary el-
ement model is used to more realistically simulate the stress distribution. A dynamic
analysis usually starts from an in-situ condition and an uniform stress field is assumed.
The hybrid distinct element-boundary element model is a more realistic stress dis-
tribution. Before the dynamic input is applied the boundary-element-boundaries are
replaced by non-reflecting boundaries. This is provided that the boundary element
reaction forces are maintained throughout the dynamic loading phase (Itasca Consult-
ing Group 2000b).
A.8 Data Structure
In UDEC the data structure is designed to reduce computer time. This is at the expense
of using more memory to store the data. This is done by storing all the information
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within a linked-list data structure that corresponds to the topological structure of the
physical system (Itasca Consulting Group 2000b). Each physical entity such as a block,
corner or contact is represented by a data element that is linked by pointers to the main
storage array. This topological nature of the storage array allows for a direct translation
of the rock joint structural data into UDEC. Other forms of data, such as material
properties and initial and boundary conditions are linked to the data structure during
the generation of the model. This allows for different constitutive models, properties
and conditions to be assigned to user selected parts of the model.
A.9 Modelling Fluid Flow in Joints
UDEC has the capability to model fluid flow in rock fractures. This is analysis is
performed using a fully coupled mechanical-hydraulic system. Fluid flow takes place
in the fractures between fully impermeable rocks. Joint fluid pressures and mechanical
deformation affect the fluid conductivity. The effects that are modelled in UDEC can be
seen in Figure A.6. In UDEC both steady state flow and transient flow can be modelled.
In this project transient flowwas implemented as it provided a more accurate simulation
of the system that was being modelled.
The fluid flow algorithmmakes use of the domain structure that has been previously
described. The domains are filled with fluid that is assumed to be at an uniform pressure
and these domains communicate to their neighbours through contacts (see Figure A.7).
In the figure the domains numbered 1, 3 and 4 are joints, number 2 is at the intersection
of 2 joints while number 5 is a void space (Itasca Consulting Group 2000b). The
contact points (A-F) are the locations a at which the mechanical forces interact and are
applied.
The fluid flow is dictated by the pressure differential that exists between adjacent
domains. Depending upon the type of contact the flow is calculated in different ways.
For a corner-corner or corner-edge contact the flow rate from domain with pressure p1
to domain with a pressure p2 is given by:
q=−kc∆p (A.39)
where kc is a point contact permeability factor and:
∆p= p2− p1+ρωg(y2− y1) (A.40)
where ρω is fluid density
g is the acceleration of gravity
y1,y2 are the y-coordinates of the domain centres.
For an edge-edge contact the fluid flow is given by:
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q=−k ja3∆pl (A.41)
where k jis the joint permeability factor (with a theoretical value of 1/12µ , with µ
being the dynamic viscosity of the fluid),
a is the contact hydraulic aperture and
l is the length assigned to the contact between the domains (Itasca Consulting Group
2000b).
The above equations show that fluid flow can take place when the domain pres-
sures are zero. Gravity may cause fluid to flow to an area that is not totally saturated.
There are two major points to consider: the apparent permeability should decrease as
the saturation decreases, and that fluid cannot be extracted from an area that has zero
saturation.
The hydraulic aperture is given by:
a= ao+un (A.42)
where a0 is the joint aperture at zero normal stress and un is the joint normal dis-
placement, with a positive number denoting opening of the joint.
In UDEC there is a minimum value know as ares that is assumed for the joint
aperture. Below this value mechanical closure does not affect the contact permeability.
There is also a maximum value, amax, that is usually set to five times ares (but this can
be changed). This value is incorporated to make the calculation more efficient. This
variation of the aperture size within a joint depending upon the normal stress can be
seen in Figure A.8.
Each timestep of the mechanical calculation in UDEC recalculates the geometry of
the system. This produces new values for the aperture size of the joints and the volume
of fluid flow between the contacts. Domain pressures are then updated, while taking
into account the changes in domain volume that are produced by the movement of the
surrounding blocks. The new domain pressure then becomes:
p= po+KωQ
∆t
V
−Kω ∆VVm (A.43)
where po is the domain pressure from the preceding timestep,
Q is the sum of the flow rates into the domain from the surrounding contacts,
Kω is the bulk modulus of the fluid,
∆V = V −Voand
Vm = (V +Vo)/2, where V and Vo are the new and old domain areas respectively
(Itasca Consulting Group 2000b).
The domain saturation is calculated by:
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s= so+Q
∆t
V
− ∆V
Vm
where so is the domain saturation of the preceding timestep.
This is used if the domain pressure is calculated to be negative and then the pres-
sure is set to zero and the domain outflow is used to reduce the saturation. In this
case the pressure remains at zero as long as s < 1. If s > 1 then s is set to 1 and the
previous equation is used. This system is used to conserve fluid mass. In this case
the excess fluid mass is either used to change pressure or saturation. The forces that
the new domain pressures exert upon the surrounding blocks can then be obtained.
These forces are added to the other forces that are applied to the block (mechanical
forces and external loads). This produces total stresses that exist inside the blocks and
effective normal stresses that are obtained for the mechanical contacts (Itasca Consult-
ing Group 2000b). In UDEC the fluid flow calculations assume that the blocks are
impermeable. This makes the block stresses total stresses and the joint stresses effec-
tive stresses. In UDEC the joint stresses are calculated automatically to balance the
block stresses and the domain pressures.
The timestep ∆t f must be limited to ensure numerical stability. This is done by:
∆t f = min[
V
KωΣiki
] (A.44)
where V is the domain volume and the summation of permeability factors ki is
extended to all the contacts that surround the domain (Itasca Consulting Group 2000b).
In a transient flow analysis these numerical stability requirements can make some
analyses time consuming and impractical. This is likely if there are large contact aper-
tures and small domain areas. Also, the fluid that fills a joint will increase the apparent
joint stiffness by Kω/a which could require a reduction of the mechanical timestep.
A.9.1 Hydraulic Behaviour of the Rock Joints
In UDEC the flow in planar rock fractures is idealised by a parallel plate model. This
model is essentially valid for laminar flow in rock joints as previous studies (Louis
1969) show. The model gives the mean velocity for laminar viscous flow between
parallel plates as:
υ = k f J (A.45)
where J is the hydraulic gradient and the fracture hydraulic conductivity is obtained
by:
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k f =
a2g
12ν
(A.46)
where a is the fracture width,
ν is the kinematic velocity of the fluid and
g is the acceleration of gravity.
This then allows the flow rate per unit width to be represented by:
q= υa=
a3g
12ν
J (A.47)
which is commonly referred to as the cubic flow law. This can also be written as:
q=
a3
12ν
∆p
l
(A.48)
as p= gρωh where h is the head and µ = νρω .
A.9.2 The Fluid Flow Calculation Modes
There are three different types of calculation modes available in UDEC to simulate
differing fluid flow problems.
1) Transient analysis with compressible fluid
2) Steady state analysis
3) Transient analysis with incompressible fluid
The last mode has been used in this work to simulate the fluid flow during the
injection phase and reservoir creation of Habanero #1.
The “transient analysis with an incompressible fluid” mode uses an iterative proce-
dure within each fluid flow timestep to adjust the joint pressures and domain volumes
to ensure that there is continual flow. The convergence of the relaxation process that
occurs in each fluid timestep is controlled by two factors: the maximum ratio of un-
balanced fluid volume to domain volume and the maximum number of mechanical
iterations. This can be adjusted by the user to ensure the model is the most suitable for
the problem being simulated. The “transient analysis with incompressible fluid” model
is designed to simulate the mechanical-fluid coupled response of a system that is un-
dergoing a quasi-static process (Itasca Consulting Group 2000b). This means that at
every fluid step an equilibrium must be obtainable otherwise the mechanical iteration
procedure may not converge. This model is not suitable for systems that experience
extensive failure or detaching blocks. To ensure that a good performance is obtained,
sudden loads should not be applied to the model, instead a finite amount of time should
be allowed to elapse. To overcome this constraint in the simulations, the injection and
extraction pressures are ramped over a period of time so as not to cause mechanical
instabilities in the model and the model will not converge. This was noted when the
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model was first developed and the flow was not ramped and block overlaps would occur
surrounding the injection well site preventing the model run to continue. This ramp-
ing process is acceptable for this work as it mimics the actual (real world) extraction
procedure. This model can be used for either confined or unconfined fluid flow situa-
tions. This algorithm was chosen to model the stimulation of the HDR reservoir as it
most accurately imitates the conditions that were observed to occur in the stimulation
process at the Habanero #1 well.
A.9.3 Boundary Conditions
The boundary conditions for the fluid flow calculation can either be applied as pressures
or by defining an impermeable boundary. The boundary pressures are considered to be
total stresses. These boundary conditions only supply the fluid flow conditions. The
mechanical pressure of the fluid in the outer domain is given independently. This can
be achieved by setting a boundary stress condition.
A.10 One Way Thermal-Hydraulic Coupling
One way thermal-hydraulic coupling was introduced in UDEC to take into account the
effect that temperature changes have on the viscosity and density of water. This water
viscosity dictates the joint conductivity and the water density controls the size of the
hydraulic pressure gradients. Due to the effect that these properties have, they need to
be taken into account when simulating fluid flow in a non-homogenous or time varying
temperature field (Itasca Consulting Group 2000b). In UDEC the thermal-hydraulic
coupling is one way, a full coupling would require the fluid flow to influence the heat
transfer. For this model the thermal logic assumes that the rock mass is continuous and
the fluid flow is not accounted for in the joints (Itasca Consulting Group 2000b).
For transient flow, the thermal and hydraulic times should be consistent and both
timesteps must be specified. The number of the thermal and fluid flowsteps are also set.
The program alternates between the number of thermal timesteps (nt) and the number
of fluid flow timesteps (nf ) until the number of thermal timesteps reaches ns which is
also set. To keep the hydraulic and thermal times consistent the condition below must
be met:
nt xdtt = n f x dt f
If it is not met UDEC will issue a warning and automatically adjusts the fluid flow
timestep accordingly.
A–20 APPENDIX A. INTRODUCTION TO UDEC
1 2 3D1 D2
L 1 L 2 L 3
BLOCK 1
BLOCK 2
Finite Difference
Zone
Gridpoints
1 2 3, , Corner-Edge Contacts
     with Contacts
L 1 L 2 L 3, , Length Associated
D1
,
D2 Domains
Figure A.4: Figure showing the contacts and domains that exist between two de-
formable blocks (Itasca Consulting Group 2000b).
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Figure A.5: The basic joint behaviour model that is used in UDEC. This is the Coulomb
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Figure A.6: The fluid flow effects that are modelled in UDEC, showing the fluid-solid
interaction (Itasca Consulting Group 2000b).
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Figure A.7: The modelling of fluid flow in joints in UDEC is modelled as flow between
domains (Itasca Consulting Group 2000b).
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Figure A.8: The relation between the hydraulic aperture a and the joint normal stress
σn that exists in UDEC (Itasca Consulting Group 2000b).
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Appendix B
Modelling Parameters
These values were provided by Geodynamics, based on information gained from the
Cooper Basin geothermal site.
B.1 Geometrical Parameters
Parameter Symbol Value Unit
Width Main Fracture h0 1×10−2 m
Width Cataclastic Zone h1 30 m
Total Width of Heat Exchange Layer h2 100 m
Depth Top Layer z1 4.2 km
Depth Bottom Layer z2 5.0 km
Well Distance Small/Large Base-Module R 700/1000 m
Sidelength Small/Large Equilateral Triangle a 1212/1732 m
Sidelength Small/Large Square a 990/1414 m
Area Small/Large Equilateral Triangle A 0.6/1.3 km2
Area Small/Large Square A 0.98/2.0 km2
Total Area Small/Large Hexagonal Pattern A 15.3/32.0 km2
Total Area Small/Large Square Pattern A 15.7/32.0 km2
Number of Injection Wells in Hexagonal Pattern NI 24 -
Number of Production Wells in Hexagonal Pattern NP 19 -
Number of Injection Wells in Square Pattern NP 16 -
Number of Production Wells in Square Pattern NP 25 -
Table B.1: A table of the modelling parameters used for the Finite Element Method
modelling of the temperature drawdown.
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B.2 Thermal and Hydraulic Parameters
Parameter Symbol Value Unit
Total Circulation Rate Qtot 600 l/s
Re-Injection Temperature T0 93 ◦C
Initial Rock Temperature Top Layer Ttop 247 ◦C
Initial Rock Temperature Bottom Layer Tbottom 274 ◦C
Temperature Difference Between Fluid and Rock at Top Layer T1 154 K
Temperature Difference Between Fluid and Rock at Bottom Layer T2 181 K
Fluid Density ρ f 1000 kg/m3
Rock Density ρs 2700 kg/m3
Specific Heat Capacity Fluid c f 4200 J/(kg×K)
Specific Heat Capacity Rock cs 920 J/(kg×K)
Thermal Conductivity Fluid λ f 0.6 W/(K×m)
Thermal Conductivity Rock λs 3.0 W/(K×m)
Porosity Main Fracture φ0 1.0 -
Porosity Cataclastic Zone φ1 0.1 -
Transmissibility Main Fracture T 2.0 Dm
Permeability Cataclastic Zone k 10 µD
Table B.2: A table of the thermal and hydraulic parameters that are used in the Finite
Element Method model of the temperature drawdown in the HDR reservoir.
Appendix C
UDEC Scripts for Joint
Simulation
These scripts are the basis for all of the UDEC modelling performed in this thesis.
Below are some of the scripts used to develop the final model, which is the last script
(thermal28).
C.1 Fluid Increase
This model was the first model developed with smaller stresses to test the mechanical
configuration of the model.
;−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
;
; p r e s s u r i z e d bo r e ho l e −−− b i a x i a l s t r e s s f i e l d
;
; i n s i t u sxx=−26 syy=−10 pp=10
;
; b o r e h o l e r a d i u s = 0 . 2
;
; −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c o n f i g t f l ow
;
ro 0 . 01
b l −10 −10 −10 10 10 10 10 −10
; j s e t 20 0 200 0 0 0 2 . 5 0
; j s e t 110 0 200 0 0 0 2 . 5 0
; t e s t j o i n t s e t
; j s e t 15 0 200 0 0 0 2 . 5 0 −5 0
j s e t 160 0 200 0 0 0 2 . 5 0 −5 0
j s e t 20 0 200 0 0 0 2 . 5 0 5 0
; j s e t 140 0 200 0 0 0 2 . 5 0 5 0
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t u n n e l −5 0 0 . 2 8
t u n n e l 5 0 0 . 2 8
d e l r ange ann −5 0 0 0 . 2
d e l r ange ann 5 0 0 0 . 2
gen ed 10
prop mat 1 d 0 .0025 k 66667 g 40000
prop jma t 1 j kn 2e11 j k s 2 e11 j f r i c 30
prop jma t 1 jperm 3e8 a z e r o 1e−4 a r e s 2e−5
;
i n s i t u s t r −26 0 −10 p =18 .0
; bound s t r −26 0 −10
;
; t op boundary no t f i x ed , s t r e s s a p p l i e d
bound s t −26 0 −10 r ange −11 11 9 . 9 10 .1
bound xv 0 range −10.1 −9.9 −11 11
bound xv 0 range 9 . 9 10 . 1 −11 11
bound yv 0 range −11 11 −10.1 −9.9
;
h i s t xd 0 −5 yd 0 −5
h i s t xd 0 5 yd 0 5
;
s o l v e
save mmmm. sav
;
r e s e t h i s t t ime
;
h i s t n=1
h i s t pp −5 0 pp −4 0 pp −3 0 pp −2 0 pp −1 0 pp 0 0 pp 1 0 pp 2 0 pp 3 0 pp 4 0
h i s t pp 5 0 pp 6 0 pp −7 0 pp 7 0 pp −6 0
h i s t f l ow t ime unbvo l
h i s t unba l
;
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t d t f l ow =0.25 v o l t o l =1e−4 maxmech=1000
;
bound pp =18 .0
;
de f f i n d w e l l
C.2. BOUNDARY CHANGE C–3
we l l l o c = d n e a r ( −5 . 00 , 0 . 00 )
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
we l l dom we l l l o c f low 0
de f p r o d we l l
w e l l i d = d n e a r ( 5 . 0 0 , 0 . 0 0 )
end
p r o d we l l
; p f r e e r ange 4 . 5 5 . 5 −.5 . 5
we l l dom we l l i d f low 0 . 1
;
s t e p f t im e 3600
;
s ave pp201c . sav
; f low i n t o p r o d u c t i o n we l l
we l l dom we l l l o c f low −0.00015
;
s t e p f t im e 3600
;
s ave pp202c . sav
;
r e t u r n
C.2 Boundary Change
This model was developed to test the model behaviour under different boundary con-
ditions. A stress boundary was required to be inserted, with other boundaries being
velocity boundaries.
;−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
;
; p r e s s u r i z e d bo r e ho l e −−− b i a x i a l s t r e s s f i e l d
;
; i n s i t u sxx=−26 syy=−10 pp=10
;
; b o r e h o l e r a d i u s = 0 . 2
;
; −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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c o n f i g t f l ow
;
ro 0 .055
b l −10 −10 −10 10 10 10 10 −10
; t e s t j o i n t s e t
; j s e t 15 0 200 0 0 0 2 . 5 0 −5 0
j s e t 160 0 200 0 0 0 2 . 5 0 −5 0
j s e t 20 0 200 0 0 0 2 . 5 0 5 0
; j s e t 165 0 200 0 0 0 2 . 5 0 5 0
t u n n e l −5 0 0 . 2 8
t u n n e l 5 0 0 . 2 8
d e l r ange ann −5 0 0 0 . 2
d e l r ange ann 5 0 0 0 . 2
gen ed 10
prop mat 1 d 0 .0025 k 66667 g 40000
prop jma t 1 j kn 2e10 j k s 2 e10 j f r i c 30
prop jma t 1 jperm 3e8 a z e r o 1e−4 a r e s 2e−5
;
i n s i t u s t r −26 0 −10 pp =18 .0
; bound s t r −26 0 −10
;
bound s t 0 0 −10 r ange −11 11 9 . 9 10 .1
bound xv 0 range −10.1 −9.9 −11 11
bound xv 0 range 9 . 9 10 . 1 −11 11
bound yv 0 range −11 11 −10.1 −9.9
;
h i s t xd 0 −5 yd 0 −5
h i s t xd 0 5 yd 0 5
;
s o l v e
save mmmm. sav
;
r e s e t h i s t t ime
;
h i s t n=1
h i s t pp −5 0 pp −4 0 pp −3 0 pp −2 0 pp −1 0 pp 0 0 pp 1 0 pp 2 0 pp 3 0 pp 4 0
h i s t pp 5 0 pp 6 0 pp −7 0 pp 7 0 pp −6 0
h i s t f l ow t ime unbvo l
h i s t unba l
;
C.3. SIZE INCREASE C–5
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t d t f l ow =0.25 v o l t o l =1e−4 maxmech=1000
;
bound pp =18 .0
;
de f f i n d w e l l
w e l l l o c = d n e a r ( −5 . 00 , 0 . 00 )
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
we l l dom we l l l o c f low 0
de f p r o d we l l
w e l l i d = d n e a r ( 5 . 0 0 , 0 . 0 0 )
end
p r o d we l l
; p f r e e r ange 4 . 5 5 . 5 −.5 . 5
we l l dom we l l i d f low 0 .01
;
s t e p f t im e 3600
;
s ave bc201a . sav
; f low i n t o p r o d u c t i o n we l l
we l l dom we l l l o c f low −0.00015
s t e p f t im e 3600
;
s ave bc202a . sav
;
r e t u r n
C.3 Size Increase
This model was developed to increase the size of the model to the realistic reservoir
size at the Geodynamics site.
;−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
;
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; p r e s s u r i z e d bo r e ho l e −−− b i a x i a l s t r e s s f i e l d
;
; i n s i t u sxx=−26 syy=−10 pp=10
;
; b o r e h o l e r a d i u s = 0 . 2
;
; −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c o n f i g t f l ow
;
ro 0 . 25
b l −600 −4567 −600 −3667 600 −3667 600 −4567
; t e s t j o i n t s e t
j s e t 30 0 1000 0 0 0 50 0 300 −4117
j s e t 150 0 1000 0 0 0 50 0 −300 −4117
; j s e t 10 0 1000 0 0 0 50 0
; j s e t 170 0 1000 0 0 0 50 0
t u n n e l −300 −4117 2 6
t u n n e l 300 −4117 2 6
d e l r ange ann −300 −4117 2 0
d e l r ange ann 300 −4117 2 0
gen ed 40
prop mat 1 d 2650 k 43 .3 e9 g 26 e9
prop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 70 j coh 10 e10 j d i l a t i o n 0 . 05
prop jma t 1 jperm 416 .6 a z e r o 60e−6 a r e s 25e−6
f l u i d d e n s i t y 950
;
i n s i t u s t r −18.9 e6 0 −12.5 e6 pp =33 .4 e6
; bound s t r −26 0 −10
;
; bound s t 0 0 −12.5 e6 r ange −601 601 −3668 −3666
bound yv 0 range −601 601 −3668 −3666
bound xv 0 range −601 −599 −4568 −3666
bound xv 0 range 599 601 −4568 −3666
bound yv 0 range −601 601 −4568 −4566
; g r a v i t y 0 −9.81
;
h i s t xd −300 −4117 yd −300 −4117
C.3. SIZE INCREASE C–7
h i s t xd 300 −4117 yd 300 −4117
;
s o l v e
; s t e p 500
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 4500
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 1000
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
save s t e p 1 j . sav
;
r e s e t h i s t t ime
;
h i s t n=1
h i s t pp −300 −4117 pp 300 −4117
h i s t pp −310 −4122 pp 310 −4122
h i s t pp −290 −4111 pp 290 −4111
h i s t pp −270 −4100 pp 270 −4100
h i s t pp 200 −4117 pp −200 −4117
h i s t pp 100 −4117 pp −100 −4117
h i s t pp 50 −4088 pp −50 4088
h i s t pp 0 −4117
h i s t f l ow t ime unbvo l
h i s t unba l
;
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t d t f l ow =1 v o l t o l =1e−3 maxmech=500
;
bound pp =33 .4 e6
;
de f f i n d w e l l
w e l l l o c = d n e a r (−300 ,−4117)
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
we l l dom we l l l o c f low 0
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de f p r o d we l l
w e l l i d = d n e a r (300 ,−4117)
end
p r o d we l l
; p f r e e r ange 4 . 5 5 . 5 −.5 . 5
we l l dom we l l i d f low 10
;
s t e p f t im e 3600
;
s ave s t e p 2 j . sav
; f low i n t o p r o d u c t i o n we l l
we l l dom we l l l o c f low −0.00015
s t e p f t im e 3600
;
s ave s t e p 3 j . sav
;
r e t u r n
C.4 Slip Test
This model was used to perform the yield testing on the joints.
s e t l og ho t d r y7 . l og
s e t l og on
;−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
;
; p r e s s u r i z e d bo r e ho l e −−− b i a x i a l s t r e s s f i e l d
;
; i n s i t u sxx=−26 syy=−10 pp=10
;
; b o r e h o l e r a d i u s = 0 . 2
;
; −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c o n f i g t f l ow
;
ro 0 . 25
b l −600 −4567 −600 −3667 600 −3667 600 −4567
C.4. SLIP TEST C–9
; t e s t j o i n t s e t
j s e t 30 0 1000 0 0 0 50 0 300 −4117
j s e t 150 0 1000 0 0 0 50 0 −300 −4117
; j s e t 10 0 1000 0 0 0 50 0
; j s e t 170 0 1000 0 0 0 50 0
t u n n e l −300 −4117 2 6
t u n n e l 300 −4117 2 6
d e l r ange ann −300 −4117 2 0
d e l r ange ann 300 −4117 2 0
gen edge =10 r ange x r 240 ,360 yr −4150,−4080
gen edge =10 r ange x r −360,−240 yr −4150,−4080
gen edge =40 ; does t h e r e s t
p rop mat 1 d 2650 k 43 .3 e9 g 26 e9
prop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 30 j coh 0 j d i l a t i o n 0 . 05
prop jma t 1 jperm 416 .6 a z e r o 60e−6 a r e s 25e−6 j t e n s 0
; Te s t t o s e e i f t h e jma t i s c o r r e c t , implement change
change mat=1 con=1
change jma t =1 j con =2
change jma t =1 j con =2
f l u i d d e n s i t y 950
;
i n s i t u s t r −18.9 e6 0 −12.5 e6 pp =33 .4 e6
; bound s t r −26 0 −10
;
; bound s t 0 0 −12.5 e6 r ange −601 601 −3668 −3666
bound yv 0 range −601 601 −3668 −3666
bound xv 0 range −601 −599 −4568 −3666
bound xv 0 range 599 601 −4568 −3666
bound yv 0 range −601 601 −4568 −4566
; g r a v i t y 0 −9.81
; I n s e r t FRAC command t o r educe t im e s t e p
f r a c 0 . 1 1 . 0 0 . 5
;
h i s t xd −300 −4117 yd −300 −4117
h i s t xd 300 −4117 yd 300 −4117
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;
s o l v e
; s t e p 500
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 4500
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 1000
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
save s l i p 1 k . sav
;
r e s e t h i s t t ime
;
h i s t n=1
h i s t pp 300 −4117 pp −300 −4117
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 320 −4104 pp −310 −4122
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 280 −4105 pp −290 −4111
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 250 −4090 pp −270 −4100
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 200 −4117 pp −200 −4117
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 100 −4117 pp −100 −4117
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 50 −4088 pp −50 −4088
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 0 −4117
p l ho ld b l nc h i s t
C.4. SLIP TEST C–11
pr h i s t
h i s t f l ow t ime unbvo l
h i s t unba l
;
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t d t f l ow =1 v o l t o l =1e−3 maxmech=500
;
bound pp =33 .4 e6
;
de f f i n d w e l l
w e l l l o c = d n e a r (−300 ,−4117)
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
we l l dom we l l l o c f low 0
de f p r o d we l l
w e l l i d = d n e a r (300 ,−4117)
end
p r o d we l l
; p f r e e r ange 4 . 5 5 . 5 −.5 . 5
we l l dom we l l i d f low 12
s t e p f t im e 500
save s l i p 2 k . sav
s t e p f t im e 1000
save s l i p 3 k . sav
s t e p f t im e 1500
save s l i p 4 k . sav
s t e p f t im e 2000
save s l i p 5 k . sav
s t e p f t im e 2500
save s l i p 6 k . sav
s t e p f t im e 3000
save s l i p 7 k . sav
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s t e p f t im e 3500
save s l i p 8 k . sav
s t e p f t im e 4000
save s l i p 9 k . sav
s t e p f t im e 4500
save s l i p 1 0 k . sav
s t e p f t im e 5000
save s l i p 1 1 k . sav
s t e p f t im e 5500
save s l i p 1 2 k . sav
s t e p f t im e 6000
save s l i p 1 3 k . sav
s t e p f t im e 6500
save s l i p 1 4 k . sav
s t e p f t im e 7000
save s l i p 1 5 k . sav
s t e p f t im e 7500
save s l i p 1 6 k . sav
s t e p f t im e 8000
save s l i p 1 7 k . sav
; f low i n t o p r o d u c t i o n we l l
we l l dom we l l l o c f low −3
s t e p f t im e 3600
save s l i p 1 8 k . sav
s t e p f t im e 7200
save s l i p 1 9 k . sav
;
s e t l og o f f
r e t u r n
C.5. NEW CO-ORDINATES C–13
C.5 New Co-ordinates
This model was developed to test the effect of the joint geometry on the fluid flow rates.
s e t l og new−coord . l og
s e t l og on
;−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
;
; p r e s s u r i z e d bo r e ho l e −−− b i a x i a l s t r e s s f i e l d
;
; i n s i t u sxx=−26 syy=−10 pp=10
;
; b o r e h o l e r a d i u s = 0 . 2
;
; −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c o n f i g t f l ow
;
ro 0 . 25
b l −600 −450 −600 450 600 450 600 −450
; t e s t j o i n t s e t
j s e t 30 0 1000 0 0 0 50 0 300 0
j s e t 150 0 1000 0 0 0 50 0 −300 0
; j s e t 10 0 1000 0 0 0 50 0
; j s e t 170 0 1000 0 0 0 50 0
t u n n e l −300 0 2 6
t u n n e l 300 0 2 6
d e l r ange ann −300 0 2 0
d e l r ange ann 300 0 2 0
gen edge =10 r ange x r 240 ,360 yr −60 ,60
gen edge =10 r ange x r −360,−240 yr −60 ,60
gen edge =40 ; does t h e r e s t
p rop mat 1 d 2650 k 43 .3 e9 g 26 e9
prop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 30 j coh 0 j d i l a t i o n 0 . 05
prop jma t 1 jperm 416 .6 a z e r o 60e−6 a r e s 25e−6 j t e n s 0
; Te s t t o s e e i f t h e jma t i s c o r r e c t , implement change
change mat=1 con=1
change jma t =1 j con =2
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change jma t =1 j con =2
f l u i d d e n s i t y 950
;
i n s i t u s t r −18.9 e6 0 −12.5 e6 pp =33 .4 e6
; bound s t r −26 0 −10
;
; bound s t 0 0 −12.5 e6 r ange −601 601 449 451
bound yv 0 range −601 601 449 451
bound xv 0 range −601 −599 −451 451
bound xv 0 range 599 601 −451 451
bound yv 0 range −601 601 −451 −449
; g r a v i t y 0 −9.81
;
h i s t xd −300 0 yd −300 0
h i s t xd 300 0 yd 300 0
;
s o l v e
; s t e p 500
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 4500
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 1000
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
save coord1 . sav
;
r e s e t h i s t t ime
;
h i s t n=1
h i s t pp 300 0 pp −300 0
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 320 0 pp −310 0
p l ho ld b l nc h i s t
p r h i s t
C.5. NEW CO-ORDINATES C–15
h i s t pp 280 0 pp −290 0
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 250 0 pp −270 0
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 200 0 pp −200 0
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 100 0 pp −100 0
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 50 0 pp −50 0
p l ho ld b l nc h i s t
p r h i s t
h i s t pp 0 0
p l ho ld b l nc h i s t
p r h i s t
h i s t f l ow t ime unbvo l
h i s t unba l
;
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t d t f l ow =1 v o l t o l =1e−3 maxmech=500
;
bound pp =33 .4 e6
;
de f f i n d w e l l
w e l l l o c = d n e a r (−300 ,0)
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
we l l dom we l l l o c f low 0
de f p r o d we l l
w e l l i d = d n e a r ( 3 00 , 0 )
end
p r o d we l l
; p f r e e r ange 4 . 5 5 . 5 −.5 . 5
we l l dom we l l i d f low 12
;
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s t e p f t im e 10
p l ho ld bou
p l ho ld s l i p lm op ye
p l ho ld b l nc gpf ye
;
s ave coord2 . sav
s t e p f t im e 20
save coord3 . sav
s t e p f t im e 30
save coord4 . sav
s t e p f t im e 40
save coord5 . sav
s t e p f t im e 50
save coord6 . sav
s t e p f t im e 60
save coord7 . sav
s t e p f t im e 70
save coord8 . sav
s t e p f t im e 80
save coord9 . sav
s t e p f t im e 90
save coord10 . sav
s t e p f t im e 100
save coord11 . sav
s t e p f t im e 1180
save coord12 . sav
s t e p f t im e 1185
save coord13 . sav
s t e p f t im e 1190
save coord14 . sav
s t e p f t im e 1195
save coord15 . sav
s t e p f t im e 1200
save coord16 . sav
C.6. 28 HOURS C–17
s t e p f t im e 100
save coord17 . sav
s t e p f t im e 100
save coord18 . sav
s t e p f t im e 100
save coord19 . sav
s t e p f t im e 100
save coord20 . sav
s t e p f t im e 500
save coord21 . sav
; f low i n t o p r o d u c t i o n we l l
we l l dom we l l l o c f low −3
s t e p f t im e 3600
save coord22 . sav
;
s e t l og o f f
r e t u r n
C.6 28 Hours
The model below is the simulation with extended run time. This model runs for 28
hours, with injection ramped for the first four hours and extraction ramped four the last
four hours.
new
s e t l og 28 f a s t l o g . l og
s e t l og on
;−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
;
; p r e s s u r i z e d bo r e ho l e −−− b i a x i a l s t r e s s f i e l d
;
; i n s i t u sxx=−26 syy=−10 pp=10
;
; b o r e h o l e r a d i u s = 0 . 2
;
; −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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c o n f i g t f l ow
;
ro 0 . 2
; t r y s e t t i n g minimum edge t o 2x round ing l e n g t h
s e t edge 1
b l −600 −4567 −600 −3667 600 −3667 600 −4567
; t e s t j o i n t s e t
j s e t 5 0 1000 0 0 0 50 0 300 −4117
j s e t 175 0 1000 0 0 0 50 0 −300 −4117
j s e t 20 0 1000 0 0 0 50 0
j s e t 160 0 1000 0 0 0 50 0
; t u n n e l −300 −4117 0 .152 6
; t u n n e l 300 −4117 0 .152 6
; d e l r ange ann −300 −4117 0 .152 0
; d e l r ange ann 300 −4117 0 .152 0
; t e s t − t r y b i g g e r we l l s
t u n n e l −300 −4117 10 6
t u n n e l 300 −4117 10 6
d e l r ange ann −300 −4117 10 0
d e l r ange ann 300 −4117 10 0
sav r i g i d . sav
gen edge 40
gen edge =10 r ange x r 240 ,360 yr −4150,−4080
gen edge =10 r ange x r −360,−240 yr −4150,−4080
gen edge =40 ; does t h e r e s t
sav zoned . sav
prop mat 1 d 2650 k 43 .33 e9 g 26 e9
; t h i s worked b e f o r e
; p rop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 30 j coh 0 j d i l a t i o n 0 . 05
prop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 30 j coh 0 j d i l a t i o n 0 . 05
; I t a s c a c a n c e l l e d t h i s ou t and made l a r g e r
; p rop jma t 1 jperm 416 .6 a z e r o 60e−6 a r e s 25e−6 j t e n s 0
prop jma t 1 jperm 416 .6 a z e r o 60e−5 a r e s 25e−5 j t e n s 0 z d i l a t i o n 0 .005
; Te s t t o s e e i f t h e jma t i s c o r r e c t , implement change
change mat=1 con=1
C.6. 28 HOURS C–19
change jma t =1 j con =2
change jma t =1 j con =2
f l u i d d e n s i t y 950
;
; ; From Baotang ’ s work− ygrad i n t r o d u c e d
i n s i t u s t r −18.9 e6 0 −12.5 e6 ygrad 0 .0395 e6 0 0 .026 e6 &
szz −14.2 e6 szzy 0 .0297 e6
; ; Try i n c l u d i n g i n s i t u j o i n t s t r e s s e s from Baotang ’ s work ∗∗∗ t e s t ∗∗∗
; i n s i t u j o i n t s t r e s s −52.3 e6 0 −45.9 e6 ygrad 0 .0303 e6 0 0 .0176 e6 &
; s zz −47.6 e6 szzy 0 .0204 e6
; I n t r o d u c e i n s i t u po re p r e s s u r e and g r a d i e n t
i n s i t u pp 33 .4 e6 pygrad −0.00931 e6
;
; Boundary Cond i t i on s− change 2 t o s t r e s s b o und a r i e s ∗∗∗− from 6 hour run−∗∗∗∗
; I n t r o d u c e ygrad t o match t h e i n s i t u s t r e s s e s
bound s t −18.9 e6 0 −12.5 e6 ygrad 0 .0395 e6 0 0 .026 e6 &
range −601 601 −3668 −3666
; bound yv 0 r ange −601 601 −3668 −3666
; bound xv 0 r ange −601 −599 −4568 −3666
bound s t −18.9 e6 0 −12.5 e6 ygrad 0 .0395 e6 0 0 .026 e6 &
range −601 −599 −4568 −3666
bound xv 0 range 599 601 −4568 −3666
bound yv 0 range −601 601 −4568 −4566
;New boundary c o n d i t i o n ∗∗∗ I n c l u d e pygrad t o match i n s i t u pp∗∗∗∗
bound pp 67 .54 e6 r ange −601 601 −3668 −3666
bound pp 33 .4 e6 pygrad −0.00931 e6 &
range −601 −599 −4568 −3666
bound pp 33 .4 e6 pygrad −0.00931 e6 &
range 599 601 −4568 −3666
bound pp 75 .92 e6 r ange −601 601 −4568 −4566
s e t c s c an 500
; I n t r o d u c e damping au t o f o r s t e a d y s t a t e p rob lems
damping au t o
msca le on
g r a v i t y 0 −9.81
; I n s e r t FRAC command t o r educe t im e s t e p
f r a c 0 . 03 0 . 3
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;
h i s t xd −300 −4117 yd −300 −4117
h i s t xd 300 −4117 yd 300 −4117
;
s o l v e
; s t e p 500
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 4500
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 1000
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
save s l i p 1 k . sav
r e s s l i p 1 k . sav
s e t d e l c o f f
;
r e s e t h i s t t ime
;
h i s t n=100
h i s t pp 300 −4117 pp −300 −4117
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 320 −4104 pp −310 −4122
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 280 −4105 pp −290 −4111
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 250 −4090 pp −270 −4100
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 200 −4117 pp −200 −4117
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 100 −4117 pp −100 −4117
; p l ho ld b l nc h i s t
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pr h i s t
h i s t pp 50 −4088 pp −50 −4088
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 0 −4117
; p l ho ld b l nc h i s t
p r h i s t
h i s t f l ow t ime unbvo l
h i s t unba l
h i s t f low 299 −4116.4 f low 299 −4117.6
h i s t f low 301 −4116.4 f low 301 −4117.6
h i s t f low 290 −4111 f low 290 −4122
h i s t f low 310 −4111 f low 310 −4122
h i s t f low −301 −4116.4 f low −301 −4117.6
h i s t f low −299 −4116.4 f low −299 −4117.6
h i s t f low −310 −4111 f low −310 −4122
h i s t f low −290 −4111 f low −290 −4122
;
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t d t f l ow =0.05 v o l t o l =0 .005 maxmech=500
; Loc a t i o n o f e x t r a c t i o n we l l
d e f f i n d w e l l
w e l l l o c = d n e a r (−300 ,−4117)
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
; we l l dom we l l l o c f low 0
; Use t h i s f o r an e x t r a c t i o n we l l w i th s t a t i c p r e s s u r e
; p f i x pp 0 r ange dom we l l l o c
;
; Loc a t i o n o f i n j e c t i o n we l l
d e f p r o d we l l
w e l l i d = d n e a r (300 ,−4117)
end
p r o d we l l
d e f i n e i n i t i a l i s e
; SIMULATION PARAMETERS
; save eve ry n seconds o f f l u i d f l o w t ime
s a v e s e c o nd s = 3600
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; each hour i s 3600 seconds
hou r s e c ond s = 3600
; 100800 s = 28h t o t a l s im u l a t i o n t ime
s im u l a t i o n e n d t im e = 28 ∗ hou r s e c ond s
; INJECTION PARAMETERS
; 5MPa s t a r t i n g p r e s s u r e f o r i n j e c t i o n
i n j s t a r t p r e s s u r e = 5e6
; 20MPa end p r e s s u r e f o r i n j e c t i o n
i n j e n d p r e s s u r e = 20 e6
; 0 s = s t a r t i n j e c t i n g a t 0h
i n j s t a r t t i m e = 0
; 7200 s = 2h of l i n e a r l y i n c r e a s i n g p r e s s u r e
i n j l i n e a r e n d t i m e = 2 ∗ hou r s e c ond s + i n j s t a r t t i m e
; EXTRACTION PARAMETERS
; 0 . 5MPa s t a r t i n g p r e s s u r e f o r e x t r a c t i o n
e x t s t a r t p r e s s u r e = −0.5 e6
; 5MPa end p r e s s u r e f o r e x t r a c t i o n
e x t e n d p r e s s u r e = −5e6
; 86400 s = s t a r t e x t r a c t i n g a t 24h
e x t s t a r t t i m e = 24 ∗ hou r s e c ond s ;
; 7200 s = 2h of l i n e a r l y d e c r e a s i n g p r e s s u r e
e x t l i n e a r e n d t i m e = 2 ∗ hou r s e c ond s + e x t s t a r t t i m e
; m = ( y2−y1 ) / ( x2−x1 )
i n j e c t i o n d e l t a = i n j e n d p r e s s u r e − i n j s t a r t p r e s s u r e
i n j e c t i o n g r a d i e n t = i n j e c t i o n d e l t a / ( i n j l i n e a r e n d t i m e − i n j s t a r t t i m e )
e x t r a c t i o n d e l t a = e x t e n d p r e s s u r e−e x t s t a r t p r e s s u r e
e x t r a c t i o n g r a d i e n t = e x t r a c t i o n d e l t a / ( e x t l i n e a r e n d t i m e −e x t s t a r t t i m e )
s a v e c o u n t e r = 0
s a v e t ime = 0
end
d e f i n e i n j s e t p r e s s u r e
WHILESTEPPING
; save t o loop<n>. s av i f s a v e s e c o nd s has e l a p s e d s i n c e l a s t s ave
IF f t ime >= s a v e c o u n t e r ∗ s a v e s e c o nd s
f i l e n ame = ’ f a s t ’ + s t r i n g ( s a v e c o u n t e r ) + ’ . sav ’
COMMAND
save f i l e n ame
ENDCOMMAND
s a v e c o u n t e r = s a v e c o u n t e r + 1
ENDIF
; we want t o have P= i n j s t a r t p r e s s u r e a t t = i n j s t a r t t i m e and i n c r e a s e
; l i n e a r l y u n t i l P= i n j e n d p r e s s u r e a t t = i n j l i n e a r e n d t i m e .
IF f t im e < i n j s t a r t t i m e THEN
p r e s s u r e = 0
ELSE
IF f t ime < i n j l i n e a r e n d t i m e THEN
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p r e s s u r e = i n j e c t i o n g r a d i e n t ∗ ( f t im e − i n j s t a r t t i m e )
p r e s s u r e = p r e s s u r e + i n j s t a r t p r e s s u r e
ELSE
p r e s s u r e = i n j e n d p r e s s u r e
ENDIF
ENDIF
i n j s e t p r e s s u r e = p r e s s u r e
end
d e f i n e e x t s e t p r e s s u r e
WHILESTEPPING
; we want t o have P= e x t s t a r t p r e s s u r e a t t = e x t s t a r t t i m e and i n c r e a s e
; l i n e a r l y u n t i l P= e x t e n d p r e s s u r e a t t = e x t l i n e a r e n d t i m e .
IF f t im e < e x t s t a r t t i m e THEN
p r e s s u r e = 0
ELSE
IF f t ime < e x t l i n e a r e n d t i m e THEN
p r e s s u r e = e x t r a c t i o n g r a d i e n t ∗ ( f t im e − e x t s t a r t t i m e )
p r e s s u r e = p r e s s u r e + e x t s t a r t p r e s s u r e
ELSE
p r e s s u r e = e x t e n d p r e s s u r e
ENDIF
ENDIF
e x t s e t p r e s s u r e = p r e s s u r e
end
i n i t i a l i s e
p f i x p r e s s u r e =1 h i s t o r y i n j s e t p r e s s u r e r ange dom we l l i d
p f i x p r e s s u r e =1 h i s t o r y e x t s e t p r e s s u r e r ange dom we l l l o c
s t e p f t im e s im u l a t i o n e n d t im e
save f a s t f i n a l . sav
s e t l og o f f
r e t
C.7 Thermal 28 Hours
This script was implemented to incorporate the one-way thermal-hydraulic coupling.
new
s e t l og 28 f a s t l o g . l og
s e t l og on
head
Thermal c o up l i n g i n HDR geo t h e rma l r e s e r v o i r − 28 hou r s f low t ime
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c o n f i g t f l ow t h e rma l
;
ro 0 . 2
; t r y s e t t i n g minimum edge t o 2x round ing l e n g t h
s e t edge 1
b l −600 −4567 −600 −3667 600 −3667 600 −4567
; t e s t j o i n t s e t
j s e t 20 0 1000 0 0 0 50 0 300 −4117
j s e t 160 0 1000 0 0 0 50 0 −300 −4117
j s e t 10 0 1000 0 0 0 50 0
j s e t 170 0 1000 0 0 0 50 0
; t u n n e l −300 −4117 0 .152 6
; t u n n e l 300 −4117 0 .152 6
; d e l r ange ann −300 −4117 0 .152 0
; d e l r ange ann 300 −4117 0 .152 0
; t e s t − t r y b i g g e r we l l s
t u n n e l −300 −4117 10 6
t u n n e l 300 −4117 10 6
d e l r ange ann −300 −4117 10 0
d e l r ange ann 300 −4117 10 0
sav r i g i d . sav
gen edge 40
gen edge =10 r ange x r 240 ,360 yr −4150,−4080
gen edge =10 r ange x r −360,−240 yr −4150,−4080
gen edge =40 ; does t h e r e s t
sav zoned . sav
prop mat 1 d 2650 k 43 .33 e9 g 26 e9
; t h i s worked b e f o r e
; p rop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 30 j coh 0 j d i l a t i o n 0 . 05
prop jma t 1 j kn 1 . 56 e12 j k s 0 .156 e12 j f r i c 30 j coh 0 j d i l a t i o n 0 . 05
; I t a s c a c a n c e l l e d t h i s ou t and made l a r g e r
; p rop jma t 1 jperm 416 .6 a z e r o 60e−6 a r e s 25e−6 j t e n s 0
prop jma t 1 jperm 416 .6 a z e r o 60e−5 a r e s 25e−5 j t e n s 0 z d i l a t i o n 0 .005
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; T e s t t o s e e i f t h e jma t i s c o r r e c t , implement change
change mat=1 con=1
change jma t =1 j con =2
change jma t =1 j con =2
f l u i d d e n s i t y 950 d t ab 1
; V a r i a t i o n o f f l u i d d e n s i t y wi th t emp e r a t u r e (0−100 d eg r e e s )
t a b l e 1 0 ,1000 ,100 ,800
;
; ; From Baotang ’ s work− ygrad i n t r o d u c e d
i n s i t u s t r −18.9 e6 0 −12.5 e6 ygrad 0 .0395 e6 0 0 .026 e6 &
szz −14.2 e6 szzy 0 .0297 e6
; ; Try i n c l u d i n g i n s i t u j o i n t s t r e s s e s from Baotang ’ s work ∗∗∗ t e s t ∗∗∗
; i n s i t u j o i n t s t r e s s −52.3 e6 0 −45.9 e6 ygrad 0 .0303 e6 0 0 .0176 e6 &
; s zz −47.6 e6 szzy 0 .0204 e6
; I n t r o d u c e i n s i t u po re p r e s s u r e and g r a d i e n t
i n s i t u pp 33 .4 e6 pygrad −0.00931 e6
;
; Boundary Cond i t i on s− change 2 t o s t r e s s b o und a r i e s ∗∗∗− from 6 hour run−∗∗∗∗
; I n t r o d u c e ygrad t o match t h e i n s i t u s t r e s s e s
bound s t −18.9 e6 0 −12.5 e6 ygrad 0 .0395 e6 0 0 .026 e6 &
range −601 601 −3668 −3666
; bound yv 0 r ange −601 601 −3668 −3666
; bound xv 0 r ange −601 −599 −4568 −3666
bound s t −18.9 e6 0 −12.5 e6 ygrad 0 .0395 e6 0 0 .026 e6 &
range −601 −599 −4568 −3666
bound xv 0 range 599 601 −4568 −3666
bound yv 0 range −601 601 −4568 −4566
;New boundary c o n d i t i o n ∗∗∗ I n c l u d e pygrad t o match i n s i t u pp∗∗∗∗
bound pp 67 .54 e6 r ange −601 601 −3668 −3666
bound pp 33 .4 e6 pygrad −0.00931 e6 &
range −601 −599 −4568 −3666
bound pp 33 .4 e6 pygrad −0.00931 e6 &
range 599 601 −4568 −3666
bound pp 75 .92 e6 r ange −601 601 −4568 −4566
s e t c s c an 500
; I n t r o d u c e damping au t o f o r s t e a d y s t a t e p rob lems
damping au t o
msca le on
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g r a v i t y 0 −9.81
; I n s e r t FRAC command t o r educe t im e s t e p
f r a c 0 . 03 0 . 3
;
h i s t xd −300 −4117 yd −300 −4117
h i s t xd 300 −4117 yd 300 −4117
;
s o l v e
; s t e p 500
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 4500
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
; s t e p 1000
; same p l o t s
; p l ho ld bou
; p l ho ld s l i p lm op ye
; p l ho ld b l nc gpf ye
save s l i p 1 k . sav
r e s s l i p 1 k . sav
s e t d e l c o f f
;
r e s e t h i s t t ime
;
h i s t n=100
h i s t pp 300 −4117 pp −300 −4117
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 320 −4104 pp −310 −4122
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 280 −4105 pp −290 −4111
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 250 −4090 pp −270 −4100
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 200 −4117 pp −200 −4117
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; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 100 −4117 pp −100 −4117
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 50 −4088 pp −50 −4088
; p l ho ld b l nc h i s t
p r h i s t
h i s t pp 0 −4117
; p l ho ld b l nc h i s t
p r h i s t
h i s t f l ow t ime unbvo l
h i s t unba l
h i s t f low 299 −4116.4 f low 299 −4117.6
h i s t f low 301 −4116.4 f low 301 −4117.6
h i s t f low 290 −4111 f low 290 −4122
h i s t f low 310 −4111 f low 310 −4122
h i s t f low −301 −4116.4 f low −301 −4117.6
h i s t f low −299 −4116.4 f low −299 −4117.6
h i s t f low −310 −4111 f low −310 −4122
h i s t f low −290 −4111 f low −290 −4122
h i s t t h t im e
t h i s t temp −300 −4117
t h i s t temp 300 −4117
t h i s t temp −250 −4117
t h i s t temp 250 −4117
t h i s t temp 350 −4117
t h i s t temp −350 −4117
;
s e t c a p r a t 100
s e t f low t r a n s i e n t
s e t r e f t i m e = f low
s e t d t f l ow =0.05 v o l t o l =0 .005 maxmech=500
s e t nmech=100
s e t n t h e r =1
; t h e rma l t im e s t e p
s e t t h d t =60
; s e t t emp e r a t u r e o f rock
t f i x 20 r ange −305 −295 −4122 −4112
t f i x 20 r ange 295 305 −4122 −4112
; l o c a t i o n o f h e a t s o u r c e h e a t c o n v e c t i v e t r a n s f e r c o e f f i c i e n t from
; h t t p : / /www. f r a c t u r e d r e s e r v o i r s . com / n i p e r / d a t a b a s e / r e p o r t s / 697 / 0615 wsd1 . htm#Tab le%202−5
thapp c onv e c t i o n = 2 .32 e−3 ,250 r ange −600 600 −4567 −3667
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; Lo c a t i o n o f e x t r a c t i o n we l l
d e f f i n d w e l l
w e l l l o c = d n e a r (−300 ,−4117)
end
f i n d w e l l
; p f r e e r ange −5.5 −4.5 −.5 . 5
; we l l dom we l l l o c f low 0
; Use t h i s f o r an e x t r a c t i o n we l l w i th s t a t i c p r e s s u r e
; p f i x pp 0 r ange dom we l l l o c
;
; Loc a t i o n o f i n j e c t i o n we l l
d e f p r o d we l l
w e l l i d = d n e a r (300 ,−4117)
end
p r o d we l l
d e f i n e i n i t i a l i s e
; SIMULATION PARAMETERS
; save eve ry n seconds o f f l u i d f l o w t ime
s a v e s e c o nd s = 3600
; each hour i s 3600 seconds
hou r s e c ond s = 3600
; 100800 s = 28h t o t a l s im u l a t i o n t ime
s im u l a t i o n e n d t im e = 28 ∗ hou r s e c ond s
; INJECTION PARAMETERS
; 5MPa s t a r t i n g p r e s s u r e f o r i n j e c t i o n
i n j s t a r t p r e s s u r e = 5e6
; 20MPa end p r e s s u r e f o r i n j e c t i o n
i n j e n d p r e s s u r e = 20 e6
; 0 s = s t a r t i n j e c t i n g a t 0h
i n j s t a r t t i m e = 0
; 7200 s = 2h of l i n e a r l y i n c r e a s i n g p r e s s u r e
i n j l i n e a r e n d t i m e = 2 ∗ hou r s e c ond s + i n j s t a r t t i m e
; EXTRACTION PARAMETERS
; 0 . 5MPa s t a r t i n g p r e s s u r e f o r e x t r a c t i o n
e x t s t a r t p r e s s u r e = −0.5 e6
; 5MPa end p r e s s u r e f o r e x t r a c t i o n
e x t e n d p r e s s u r e = −5e6
; 86400 s = s t a r t e x t r a c t i n g a t 24h
e x t s t a r t t i m e = 24 ∗ hou r s e c ond s ;
; 7200 s = 2h of l i n e a r l y d e c r e a s i n g p r e s s u r e
e x t l i n e a r e n d t i m e = 2 ∗ hou r s e c ond s + e x t s t a r t t i m e
; m = ( y2−y1 ) / ( x2−x1 )
i n j e c t i o n d e l t a = i n j e n d p r e s s u r e − i n j s t a r t p r e s s u r e
i n j e c t i o n g r a d i e n t = i n j e c t i o n d e l t a / ( i n j l i n e a r e n d t i m e − i n j s t a r t t i m e )
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e x t r a c t i o n d e l t a = e x t e n d p r e s s u r e−e x t s t a r t p r e s s u r e
e x t r a c t i o n g r a d i e n t = e x t r a c t i o n d e l t a / ( e x t l i n e a r e n d t i m e −e x t s t a r t t i m e )
s a v e c o u n t e r = 0
s a v e t ime = 0
end
d e f i n e i n j s e t p r e s s u r e
WHILESTEPPING
; save t o loop<n>. s av i f s a v e s e c o nd s has e l a p s e d s i n c e l a s t s ave
IF f t ime >= s a v e c o u n t e r ∗ s a v e s e c o nd s
f i l e n ame = ’ the rma l ’ + s t r i n g ( s a v e c o u n t e r ) + ’ . sav ’
COMMAND
save f i l e n ame
ENDCOMMAND
s a v e c o u n t e r = s a v e c o u n t e r + 1
ENDIF
; we want t o have P= i n j s t a r t p r e s s u r e a t t = i n j s t a r t t i m e and i n c r e a s e
; l i n e a r l y u n t i l P= i n j e n d p r e s s u r e a t t = i n j l i n e a r e n d t i m e .
IF f t im e < i n j s t a r t t i m e THEN
p r e s s u r e = 0
ELSE
IF f t ime < i n j l i n e a r e n d t i m e THEN
p r e s s u r e = i n j e c t i o n g r a d i e n t ∗ ( f t im e − i n j s t a r t t i m e )
p r e s s u r e = p r e s s u r e + i n j s t a r t p r e s s u r e
ELSE
p r e s s u r e = i n j e n d p r e s s u r e
ENDIF
ENDIF
i n j s e t p r e s s u r e = p r e s s u r e
end
d e f i n e e x t s e t p r e s s u r e
WHILESTEPPING
; we want t o have P= e x t s t a r t p r e s s u r e a t t = e x t s t a r t t i m e and i n c r e a s e
; l i n e a r l y u n t i l P= e x t e n d p r e s s u r e a t t = e x t l i n e a r e n d t i m e .
IF f t im e < e x t s t a r t t i m e THEN
p r e s s u r e = 0
ELSE
IF f t ime < e x t l i n e a r e n d t i m e THEN
p r e s s u r e = e x t r a c t i o n g r a d i e n t ∗ ( f t im e − e x t s t a r t t i m e )
p r e s s u r e = p r e s s u r e + e x t s t a r t p r e s s u r e
ELSE
p r e s s u r e = e x t e n d p r e s s u r e
ENDIF
ENDIF
e x t s e t p r e s s u r e = p r e s s u r e
end
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i n i t i a l i s e
p f i x p r e s s u r e =1 h i s t o r y i n j s e t p r e s s u r e r ange dom we l l i d
p f i x p r e s s u r e =1 h i s t o r y e x t s e t p r e s s u r e r ange dom we l l l o c
s t e p f t im e s im u l a t i o n e n d t im e
save t h e rma l28 . sav
s e t l og o f f
r e t
Appendix D
UDEC Simulation Results
This appendix contains the output of the simulations described in Section 4.3.2. These
images show simulations with a flowtime of 6 hours. They are examples of the amount
of shear and the amount of fluid flow that is dependent upon the varying joint dilation
and joint friction angles. The images show the joints in green, the amount of fluid flow
in the joints in blue and the areas of shear displacement in red.
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Figure D.1: The above images are for the amount of fluid flow (left) and the shear
displacement (right) of a model with a joint friction angle of 25◦and joint dilation of
0◦.
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Figure D.2: The above images show fluid flow (left) and shear displacement (right) for
joints with a joint friction angle of 40◦, and a joint dilation of 0◦.
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Figure D.3: The two images above are of fluid flow (left) and shear displacement (right)
on joints with a joint friction angle of 25◦and joint dilation of 0.1◦.
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Figure D.4: The images above show the fluid flow (left) and the shear displacement
(right) on joints with a joint friction angle of 40◦ and joint dilation of 0.1◦.
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Appendix E
Escript Script
This is the Perl script that was used to run multiple Escript models. The Escript scripts
themselves are generated by the Perl code.
# ! / u s r / b i n / p e r l −w
#
# Run t h e 3 models − squa re , t r i a n g l e , quad− t r i a n g l e wi th d t =200 f o r
# v a r i o u s v a l u e s o f nelem and wi th nelem=200 f o r v a r i o u s v a l u e s o f d t .
#
# With −−s t age0 , g e n e r a t e s d i r e c t o r i e s and s im u l a t i o n s c r i p t s
# With −−s t age1 , e x e c u t e s s im u l a t i o n s c r i p t s and g e n e r a t e s o u t p u t f i l e s
# With −−s t age2 , g e n e r a t e s s c r e e n s h o t s o f s t a t e and f low
# With −−s t age3 , g e n e r a t e s g r aph s o f t emp e r a t u r e ove r t ime
# With −−s t age4 , g e n e r a t e s a n ima t i o n s o f s c r e e n s h o t s
# With −−t a r , c r e a t e s t a r b a l l o f s c r e e n s h o t s and g r aph s
#
use c o n s t a n t PREFIX => ”$ENV{HOME} / b ron / s imu l a t e / b u i l d ” ;
use c o n s t a n t ESCRIPT => PREFIX . ” / e s c r i p t −svn / t r u n k ” ;
# names f o r o u t p u t f i l e s
use c o n s t a n t LOGFILE => ” s im u l a t i o n . l og ” ;
use c o n s t a n t ANIMATE => ” an ima t e . py ” ;
use c o n s t a n t GRAPH => ” t emp e r a t u r e . eps ” ;
use c o n s t a n t TARBALL => ” s im u l a t i o n . t a r ” ;
use c o n s t a n t PLOT DATA FILE => ” s im u l a t i o n . d a t ” ;
use c o n s t a n t PLOT SCRIPT => ” s im u l a t i o n . p ” ;
use c o n s t a n t AVIFILE => ” an ima t e . a v i ” ;
my @models = (
{ # SQUARE MODEL
name => ’ squa re ’ ,
i n j e c t i o n w e l l s => 1 ,
e x t r a c t i o n w e l l s => 4 ,
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camera => [500 ,500 ,−2732] ,
geomet ry => ’
# p l a n e wid th i n me t r e s (1km)
p w id t h =1000 .
# Geometry o f e x t r a c t i o n we l l s
XE1=0
YE1=0
XE2=p wid t h
YE2=0
XE3=p wid t h
YE3=p wid t h
XE4=0
YE4=p wid t h
# Geometry o f i n j e c t i o n we l l
XI1=p wid t h / 2 .
YI1=p wid t h / 2 .
dom=Rec t a ng l e ( n0=nelem , n1=nelem , l 0 =p wid th , l 1 = p w id t h ) ’ ,
} ,
{ # TRIANGLE MODEL
name => ’ t r i a n g l e ’ ,
i n j e c t i o n w e l l s => 1 ,
e x t r a c t i o n w e l l s => 3 ,
camera => [0 ,−175 ,−3098] ,
geomet ry => ’
# Geometry o f e x t r a c t i o n we l l s
XE1=0 .
YE1=700 .
XE2=−350. ∗ s q r t ( 3 )
YE2=−350.
XE3=350 . ∗ s q r t ( 3 )
YE3=−350.
# Geometry o f i n j e c t i o n we l l
XI1=0
YI1=0
# P o s i t i o n o f t r i a n g l e mid p o i n t s
XM1=−175. ∗ s q r t ( 3 )
YM1=175.
XM2=0 .
YM2=−350.
XM3=175. ∗ s q r t ( 3 )
YM3=175.
# P o i n t s d e f i n i n g an e q u i l a t e r a l t r i a n g l e c e n t r e d a t ( 0 , 0 ) wi th 700m s i d e s
p0= Po i n t (XE1 , YE1 , 0 . )
p1= Po i n t (XE2 , YE2 , 0 . )
p2= Po i n t (XE3 , YE3 , 0 . )
# P o i n t s d e f i n i n g t h e m idpo i n t s o f t h e t r i a n g l e l i n e s
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pm0=Po i n t (XM1, YM1, 0 . )
pm1=Po i n t (XM2, YM2, 0 . )
pm2=Po i n t (XM3, YM3, 0 . )
# Po i n t a t o r i g i n
p o r i g = Po i n t ( 0 . , 0 . , 0 . )
# Area o f r i g h t h and l e t r i a n g l e i s ( ba se ∗ h e i g h t ) / 2
# We have two such t r i a n g l e s wi th base = 350 ∗ s q r t ( 3 ) and
# h e i g h t = 700 + 350 = 1050
t o t a l a r e a =1050∗350∗ s q r t ( 3 )
# The a r e a o f each e l emen t i s t h e t o t a l a r e a d i v i d e d by t h e number o f e l emen t s
# squa r ed ( so t h a t nelem i s comparab le between s qu a r e and t r i a n g l e models )
e l em a r e a = t o t a l a r e a / ( nelem∗nelem )
# We app rox ima t e each t r i a n g l e as e q u i l a t e r a l and can t h e r e f o r e f i n d t h e
# l e n g t h o f each s i d e
e l em s i z e = s q r t ( e l em a r e a ∗4 / s q r t ( 3 ) )
# L ine s j o i n i n g each o u t e r p o i n t t o t h e nex t
l 01=Line ( p0 , p1 )
l 12=Line ( p1 , p2 )
l 20=Line ( p2 , p0 )
# L ine s c o nn e c t i n g t h e m idpo i n t s t h e o r i g i n
lm01=Line ( pm0 , p o r i g )
lm12=Line ( pm1 , p o r i g )
lm20=Line ( pm2 , p o r i g )
# Loop c o n s i s t i n g o f t h e 3 l i n e s
c=CurveLoop ( l01 , l12 , l 20 )
# C r e a t e a 2D s u r f a c e u s i n g t h e cu rve c
s= P l a n eSu r f a c e ( c )
# Def ine some p r o p e r t i e s a l ong t h e l i n e s
ps= P r o p e r t y S e t ( ” Su r f a c e ” , s )
p l 1 = P r o p e r t y S e t ( ” l e f t s i d e ” , l 01 )
p l 2= P r o p e r t y S e t ( ” bot tom ” , l 12 )
p l 3= P r o p e r t y S e t ( ” r i g h t s i d e ” , l 20 )
# Con f i gu r e gmsh p a r ame t e r s
d=Design ( e l em e n t s i z e = e l em s i z e )
d . setDim ( 2 )
d . add I t ems ( pl1 , p l2 , p l 3 )
d . add I t ems ( lm01 , lm12 , lm20 )
d . add I t ems ( ps )
d . s e t S c r i p t F i l eN ame ( ” t r i a n g l e . geo ” )
d . se tMeshFi leName ( ” t r i a n g l e . msh ” )
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d . s e tO p t i o n s ( a l g o r i t hm=Design .NETGEN)
# C r e a t e a domain u s i ng t h e d e s i g n
dom=MakeDomain ( d , i n t e g r a t i o nO r d e r =−1, r e d u c e d I n t e g r a t i o nO r d e r =−1,\
op t im i z eL a b e l i n g =True ) ’ ,
} ,
{ # QUAD TRIANGLE MODEL
name => ’ quad− t r i a n g l e ’ ,
i n j e c t i o n w e l l s => 4 ,
e x t r a c t i o n w e l l s => 6 ,
camera => [0 ,−350 ,−6197] ,
geomet ry => ’
# Geometry o f e x t r a c t i o n we l l s
XE1=0 .
YE1=700 .
XE2=−350. ∗ s q r t ( 3 )
YE2=−350.
XE3=350 . ∗ s q r t ( 3 )
YE3=−350.
XE4=−700. ∗ s q r t ( 3 )
YE4=700 .
XE5=0 .
YE5=−1400.
XE6=700 . ∗ s q r t ( 3 )
YE6=700 .
# Geometry o f i n j e c t i o n we l l s
XI1 =0 .
YI1 =0 .
XI2=−350. ∗ s q r t ( 3 )
YI2 =350 .
XI3 =0 .
YI3=−700.
XI4 =350 . ∗ s q r t ( 3 )
YI4 =350 .
# P o s i t i o n o f t r i a n g l e mid p o i n t s
XM1=−175. ∗ s q r t ( 3 )
YM1=175.
XM2=0 .
YM2=−350.
XM3=175. ∗ s q r t ( 3 )
YM3=175.
XM4=−350. ∗ s q r t ( 3 )
YM4=700.
XM5=−525. ∗ s q r t ( 3 )
YM5=175.
XM6=−175. ∗ s q r t ( 3 )
YM6=−875.
XM7=175. ∗ s q r t ( 3 )
YM7=−875.
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XM8=525. ∗ s q r t ( 3 )
YM8=175.
XM9=350. ∗ s q r t ( 3 )
YM9=700.
# P o i n t s d e f i n i n g f o u r e q u i l a t e r a l t r i a n g l e s wi th 700m s i d e s
p1= Po i n t (XE1 , YE1 , 0 . )
p2= Po i n t (XE2 , YE2 , 0 . )
p3= Po i n t (XE3 , YE3 , 0 . )
p4= Po i n t (XE4 , YE4 , 0 . )
p5= Po i n t (XE5 , YE5 , 0 . )
p6= Po i n t (XE6 , YE6 , 0 . )
# P o i n t s d e f i n i n g i n j e c t i o n we l l s
p i 1 = Po i n t ( XI1 , YI1 , 0 . )
p i 2 = Po i n t ( XI2 , YI2 , 0 . )
p i 3 = Po i n t ( XI3 , YI3 , 0 . )
p i 4 = Po i n t ( XI4 , YI4 , 0 . )
# P o i n t s d e f i n i n g t h e m idpo i n t s o f t h e t r i a n g l e l i n e s
pm1=Po i n t (XM1, YM1, 0 . )
pm2=Po i n t (XM2, YM2, 0 . )
pm3=Po i n t (XM3, YM3, 0 . )
pm4=Po i n t (XM4, YM4, 0 . )
pm5=Po i n t (XM5, YM5, 0 . )
pm6=Po i n t (XM6, YM6, 0 . )
pm7=Po i n t (XM7, YM7, 0 . )
pm8=Po i n t (XM8, YM8, 0 . )
pm9=Po i n t (XM9, YM9, 0 . )
# Area o f r i g h t h and l e t r i a n g l e i s ( ba se ∗ h e i g h t ) / 2
# We have two such t r i a n g l e s wi th base = 350 ∗ s q r t ( 3 ) and
# h e i g h t = 700 + 350 = 1050
t o t a l a r e a =1050 .∗350 .∗ s q r t ( 3 ) ∗ 4 .
# The a r e a o f each e l emen t i s t h e t o t a l a r e a d i v i d e d by t h e number o f e l emen t s
# squa r ed ( so t h a t nelem i s comparab le between s qu a r e and t r i a n g l e models )
e l em a r e a = t o t a l a r e a / ( nelem∗nelem )
# We app rox ima t e each t r i a n g l e as e q u i l a t e r a l and can t h e r e f o r e f i n d t h e
# l e n g t h o f each s i d e
e l em s i z e = s q r t ( e l em a r e a ∗ 4 . / s q r t ( 3 ) )
# L ine s j o i n i n g each o u t e r p o i n t t o t h e nex t
l 14=Line ( p1 , p4 )
l 42=Line ( p4 , p2 )
l 25=Line ( p2 , p5 )
l 53=Line ( p5 , p3 )
l 36=Line ( p3 , p6 )
l 61=Line ( p6 , p1 )
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# L ine s c o nn e c t i n g t h e t r i a n g l e m idpo i n t s i n j e c t i o n we l l s
# c e n t r e t r i a n g l e
lmi1=Line ( pm1 , p i 1 )
lmi2=Line ( pm2 , p i 1 )
lmi3=Line ( pm3 , p i 1 )
# l e f t t r i a n g l e
lmi4=Line ( pm4 , p i 2 )
lmi5=Line ( pm5 , p i 2 )
lmi6=Line ( pm1 , p i 2 )
# bot tom t r i a n g l e
lmi7=Line ( pm6 , p i 3 )
lmi8=Line ( pm7 , p i 3 )
lmi9=Line ( pm2 , p i 3 )
# r i g h t t r i a n g l e
lmi10=Line ( pm8 , p i 4 )
lmi11=Line ( pm9 , p i 4 )
lmi12=Line ( pm3 , p i 4 )
# Loop c o n s i s t i n g o f t h e 6 l i n e s
c=CurveLoop ( l14 , l42 , l25 , l53 , l36 , l 61 )
# C r e a t e a 2D s u r f a c e u s i n g t h e cu rve c
s= P l a n eSu r f a c e ( c )
# Def ine some p r o p e r t i e s a l ong t h e l i n e s
ps= P r o p e r t y S e t ( ” Su r f a c e ” , s )
p l 1 = P r o p e r t y S e t ( ” l i n e 1 4 ” , l 14 )
p l 2= P r o p e r t y S e t ( ” l i n e 4 2 ” , l 42 )
p l 3= P r o p e r t y S e t ( ” l i n e 2 5 ” , l 25 )
p l 4= P r o p e r t y S e t ( ” l i n e 5 3 ” , l 53 )
p l 5= P r o p e r t y S e t ( ” l i n e 3 6 ” , l 36 )
p l 6= P r o p e r t y S e t ( ” l i n e 6 1 ” , l 61 )
# Con f i gu r e gmsh p a r ame t e r s
d=Design ( e l em e n t s i z e = e l em s i z e )
d . setDim ( 2 )
d . add I t ems ( pl1 , p l2 , pl3 , pl4 , pl5 , p l 6 )
d . add I t ems ( lmi1 , lmi2 , lmi3 )
d . add I t ems ( lmi4 , lmi5 , lmi6 )
d . add I t ems ( lmi7 , lmi8 , lmi9 )
d . add I t ems ( lmi10 , lmi11 , lmi12 )
d . add I t ems ( ps )
d . s e t S c r i p t F i l eN ame ( ” t r i a n g l e . geo ” )
d . se tMeshFi leName ( ” t r i a n g l e . msh ” )
d . s e tO p t i o n s ( a l g o r i t hm=Design .NETGEN)
# C r e a t e a domain u s i ng t h e d e s i g n
dom=MakeDomain ( d , i n t e g r a t i o nO r d e r =−1, r e d u c e d I n t e g r a t i o nO r d e r =−1,\
op t im i z eL a b e l i n g =True ) ’ ,
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} ,
) ;
my $ s c r e e n s h o t i n t r o =
q | # ! / u s r / b i n / py thon
# impo r t VTK
impo r t v t k
impo r t mayavi
impo r t mayavi . Common
i n f i l e = ’ s t a t e ’
s t a r t f i l e = 0
| ;
my $ s c r e e n s h o t o u t r o = q |
v = mayavi . mayavi ( ’1275 x1024 +0+0 ’) # c r e a t e a MayaVi window .
mayavi . Common . c o n f i g . m a g n i f i c a t i o n = 3
#ex = v tk . v tkGL2PSExpor te r ( )
# ex . Se tF i leFormatToPDF ( ) ;
# ex . SetSor tToBSP ( ) ;
d e f c a p t u r e ( o u t f i l e ) :
# c o n f i g u r e camera p o s i t i o n
v . renwin . camera . S e t P o s i t i o n ( pos x , pos y , po s z )
v . renwin . camera . SetViewAngle ( 3 0 . 0 )
v . renwin . camera . Se tViewShear ( 0 . 0 , 0 . 0 , 1 . 0 )
v . renwin . camera . SetViewUp ( 0 . 0 , 1 . 0 , 0 . 0 )
v . renwin . camera . SetWindowCenter ( 0 . 0 , 0 . 0 )
v . Render ( ) # Re−r e n d e r t h e s cene .
v . r enwin . s ave png ( o u t f i l e )
# v . renwin . s a v e g l 2 p s ( o u t f i l e , ex )
v . c l o s e a l l ( )
v . open v tk xml ( ” f low . xml ” , c o n f i g =0)
vv = v . l oad modu l e ( ’ Ve l o c i t yVec t o r ’ , 0 )
vv . g lyph3d . S e t S c a l e F a c t o r ( 2 0 )
c a p t u r e ( ” f low . png ” )
d e l vv
f o r num in r ange ( s t a r t f i l e , e n d f i l e + 1 ) :
ba se = i n f i l e + ’ . ’ + s t r ( num)
v . open v tk xml ( base + ’ . xml ’ , c o n f i g =0)
v . l oad modu l e ( ’ SurfaceMap ’ , 0 )
# e n ab l e s c a l a r l e g end
dvm = v . g e t c u r r e n t d vm ( )
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mm = dvm . g e t c u r r e n t modu l e mg r ( )
s l h = mm. g e t s c a l a r l u t h a n d l e r ( )
s l h . l u t . A l l o c a t e ( 0 , 0 )
s l h . l u t . SetHueRange ( 0 . 6 6 , − .1)
s l h . l u t . S e t S a t u r a t i o nR ang e ( 1 . 0 , 1 . 0 )
s l h . l u t . Se tValueRange ( 1 . 0 , 1 . 0 )
s l h . l u t . Se tNumberOfTableValues ( s l h . n c o l o r v a r . g e t ( ) )
s l h . l u t . SetRampToSQRT ( )
s l h . l u t . Fo r c eBu i l d ( )
s l h . r a n g e o n v a r . s e t ( 1 )
s l h . r a n g e v a r . s e t ( ( 0 . 6 8 , 1 . 0 4 ) )
s l h . s e t r a n g e v a r ( )
s l h . l a b e l v a r . s e t ( ” R e l a t i v e Tempera tu r e ” )
s l h . s e t l a b e l ( ) ;
s l h . l e g end on . s e t ( 1 )
s l h . l e g e n d o n o f f ( )
c a p t u r e ( ba se + ’ . png ’ )
| ;
my $ g n u p l o t s c r i p t = q |# gnup l o t s c r i p t t o draw graph
s e t a u t o s c a l e # s c a l e axes a u t om a t i c a l l y
u n s e t l og # remove any log−s c a l i n g
u n s e t l a b e l # remove any p r e v i o u s l a b e l s
s e t x t i c au t o # s e t x t i c s a u t om a t i c a l l y
s e t y t i c au t o # s e t y t i c s a u t om a t i c a l l y
# s e t t i t l e ” E x t r a c t i o n Well Tempe r a t u r e s ”
s e t x l a b e l ”Time ( Years ) ”
s e t y l a b e l ” Tempera tu r e ( C e l c i u s ) ”
s e t s i z e 1 . 4 , 1 . 2 ; s e t t e rm i n a l p o s t s c r i p t eps c o l o r lw 3 ” H e l v e t i c a ” 20
s e t ou t ’@GRAPH@’
p l o t @LINES@
s e t te rm pop
| ;
# nelem v a l u e s f o r c o n s t a n t d t =200
my @nelem200 = (1000 , 500 , 200 , 100 , 5 0 ) ;
# d t v a l u e s f o r c o n s t a n t nelem=200
my @dt200 = (1000 , 500 , 200 , 100 , 50 , 20 , 10 , 5 , 3 , 1 ) ;
# s t a g e s t o e x e c u t e ( $ s t a g e s [ 5 ] i s f o r −− t a r )
my @stages = ( 0 , 0 , 0 , 0 , 0 , 0 ) ;
my @ s c r i p t t e x t = <DATA>;
sub g e t l o c a t o r d e f s ( $ ) {
my $coun t = s h i f t | | d i e ;
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my $ r e t v a l = ” ” ;
f o r ( $ i = 1 ; $ i < $coun t + 1 ; $ i ++) {
$ r e t v a l .= ” l $ i =Loca t o r ( S o l u t i o n ( dom ) , ( XE$i , YE$i ) )\ n ” ;
}
r e t u r n $ r e t v a l ;
}
sub g e t l o c a t o r a b s ( $ ) {
my $coun t = s h i f t | | d i e ;
my $ r e t v a l = ” ” ;
f o r ( $ i = 1 ; $ i < $coun t + 1 ; $ i ++) {
$ r e t v a l .= ” l $ i (T)∗T0−273”;
$ r e t v a l .= ’ , ’ i f ( $ i != $coun t ) ;
}
r e t u r n $ r e t v a l ;
}
sub g e t l o c a t o r r e l ( $ ) {
my $coun t = s h i f t | | d i e ;
my $ r e t v a l = ” ” ;
f o r ( $ i = 1 ; $ i < $coun t + 1 ; $ i ++) {
$ r e t v a l .= ” l $ i (T ) ” ;
$ r e t v a l .= ’ , ’ i f ( $ i != $coun t ) ;
}
r e t u r n $ r e t v a l ;
}
sub ge t sum ( $$$ ) {
my( $count , $del im , $ s t r ) = @ ;
my $ r e t v a l = ” ” ;
f o r ( $ i = 1 ; $ i < $coun t + 1 ; $ i ++) {
$ r e t v a l .= ” $de l im ” i f ( $ i != 1 ) ;
my $ t e x t = $ s t r ;
$ t e x t =˜ s | \@COUNT@| $ i | g ;
my $p l u s = $ i + 1 ;
$ t e x t =˜ s | \@COUNT PLUS@| $p l u s | g ;
$ r e t v a l .= $ t e x t ;
$ r e t v a l .= ”\\\n” i f ( $ i != $coun t ) ;
}
r e t u r n $ r e t v a l ;
}
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# With −−s t age0 , g e n e r a t e s d i r e c t o r i e s and s im u l a t i o n s c r i p t s
sub d o s t a g e 0 {
my( $model , $name , $nelem , $d t ) = @ ;
my $modelname = $$model{name } ;
my $ i n j e c t i o n w e l l s = $$model{ i n j e c t i o n w e l l s } ;
my $ e x t r a c t i o n w e l l s = $$model{ e x t r a c t i o n w e l l s } ;
p r i n t ” Gene r a t e d i r e c t o r y ’ $modelname / $name ’\ n ” ;
mkdir ” $modelname ” ;
mkdir ” $modelname / $name ” ;
my $ f i l e n ame = ” $modelname / $name / h o t r o c k . py ” ;
open SIMULATION , ”>$ f i l e n ame ” or d i e ”Couldn ’ t open f i l e $ f i l e n ame \n ” ;
my @text = @ s c r i p t t e x t ;
my $h e a t e q n = ge t sum ( $ i n j e c t i o n w e l l s , ’+ ’ ,
’ exp (− ( ( x [0]−XI@COUNT@)∗∗2+( x [1]−YI@COUNT@)∗∗ 2 ) / F ∗∗ 2 ) ’ ) ;
my $ f l ow i n = ge t sum ( $ i n j e c t i o n w e l l s , ’+ ’ ,
’ exp (− ( ( x [0]−XI@COUNT@)∗∗2+( x [1]−YI@COUNT@)∗∗ 2 ) /B∗∗ 2 ) ’ ) ;
my $ f l ow ou t = ge t sum ( $ e x t r a c t i o n w e l l s , ’+ ’ ,
’ exp (− ( ( x [0]−XE@COUNT@)∗∗2+( x [1]−YE@COUNT@)∗∗ 2 ) /D∗∗ 2 ) ’ ) ;
my $temp mask = ge t sum ( $ i n j e c t i o n w e l l s , ’+ ’ ,
’ whe reNega t i ve ( s q r t ( ( x [0]−XI@COUNT@)∗∗2 ’ .
’+( x [1]−YI@COUNT@)∗∗2)− c a t c h e r ) ’ ) ;
my $ l o c a t o r s = g e t l o c a t o r d e f s ( $ e x t r a c t i o n w e l l s ) ;
my $ l o c a t o r a b s = g e t l o c a t o r a b s ( $ e x t r a c t i o n w e l l s ) ;
my $ l o c a t o r r e l = g e t l o c a t o r r e l ( $ e x t r a c t i o n w e l l s ) ;
f o r e a c h ( @text ) {
s | \@NELEM@| $nelem | g ;
s | \@DT@| $d t | g ;
s | \@GEOMETRY@| $$model{geomet ry } | g ;
s | \@HEAT EQUATION@| $h e a t e q n | g ;
s | \@FLOW IN@| $ f l ow i n | g ;
s | \@FLOWOUT@| $ f l ow ou t | g ;
s | \@TEMPMASK@| $temp mask | g ;
s | \@LOCATORS@| $ l o c a t o r s | g ;
s | \@LOCATOR VALS ABS@ | $ l o c a t o r a b s | g ;
s | \@LOCATOR VALS REL@ | $ l o c a t o r r e l | g ;
p r i n t SIMULATION;
}
c l o s e SIMULATION;
}
# With −−s t age1 , e x e c u t e s s im u l a t i o n s c r i p t s and g e n e r a t e s o u t p u t f i l e s
sub d o s t a g e 1 {
my( $model , $name , $nelem , $d t ) = @ ;
my $modelname = $$model{name } ;
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my $env = ”PYTHONPATH=” . ESCRIPT . ” / l i b : ” . ESCRIPT . ” LD LIBRARY PATH=” .
ESCRIPT . ” / l i b : ” . ESCRIPT ;
my $cmd = ” cd $modelname / $name ; $env py thon . / h o t r o c k . py > ” . LOGFILE ;
p r i n t ” Execu t i ng $cmd\n ” ;
sys tem $cmd ;
}
# With −−s t age2 , g e n e r a t e s s c r e e n s h o t s o f s t a t e and f low
sub do s t a g e 2 {
my( $model , $name , $nelem , $d t ) = @ ;
my $modelname = $$model{name } ;
my @camera = @{$$model{ camera }} ;
my $ d i r = ” $modelname / $name ” ;
my @f i l e s = g lob ( ” $ d i r / s t a t e . ∗ . xml ” ) ;
my $max = 0 ;
f o r e a c h ( @f i l e s ) {
m/ ( \ d + ) . xml / ;
$max = $1 i f ( $1 > $max ) ;
}
my $ f i l e = ” $ d i r / ” . ANIMATE;
open SCRIPT , ”> $ f i l e ” o r d i e ”Couldn ’ t open $ f i l e ” ;
p r i n t SCRIPT $ s c r e e n s h o t i n t r o ;
p r i n t SCRIPT ” e n d f i l e = $max\n ” ;
p r i n t SCRIPT ” pos x = $camera [ 0 ]\ n ” ;
p r i n t SCRIPT ” pos y = $camera [ 1 ]\ n ” ;
p r i n t SCRIPT ” po s z = $camera [ 2 ]\ n ” ;
p r i n t SCRIPT $ s c r e e n s h o t o u t r o ;
c l o s e SCRIPT ;
chmod 0700 , $ f i l e ;
my $cmd = ” cd $modelname / $name ; py thon . / ” . ANIMATE;
p r i n t ” Execu t i ng $cmd\n ” ;
sys tem $cmd ;
}
# With −−s t age3 , g e n e r a t e s g r aph s o f t emp e r a t u r e ove r t ime
sub do s t a g e 3 {
my( $model , $name , $nelem , $d t ) = @ ;
my @data = ( ) ;
my $ s c a l e = 0 ;
my $modelname = $$model{name } ;
my $ e x t r a c t i o n w e l l s = $$model{ e x t r a c t i o n w e l l s } ;
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my $d i r = ” $modelname / $name ” ;
my $ l o g f i l e = ” $ d i r / ” . LOGFILE ;
l o c a l $ / = ”\n ” ;
open SIMLOG, ”< $ l o g f i l e ” o r d i e ”Can ’ t open $ l o g f i l e ” ;
wh i l e (<SIMLOG>) {
i f ( / s c a l i n g f a c t o r : ( [\ d \ . ] + ) / ) {
$ s c a l e = $1 ;
n ex t ;
}
nex t i f ( !m|min / max | ) ;
n ex t i f (m | ˆ i n i t i a l | ) ;
m/ ( [ \ d \ . ] + ) ( . ∗ ) / ;
my $ t ime = $1 ;
$ = $2 ;
my @tempera tu re s = ( ) ;
f o r ( $ i = 0 ; $ i < $ e x t r a c t i o n w e l l s ; $ i ++) {
m/ ( [ \ d \ . ] + ) ( . ∗ ) / ;
push @tempera tures , $1 ;
$ = $2 ;
}
push @data , [ $t ime , \@tempera tu re s ] ;
}
c l o s e SIMLOG;
my $ p l o t d a t a f i l e = ” $ d i r / ” . PLOT DATA FILE ;
open PLOTFILE , ”> $ p l o t d a t a f i l e ” o r d i e ”Can ’ t open $ p l o t d a t a f i l e ” ;
p r i n t PLOTFILE ”# Time ” ;
f o r ( $ i = 0 ; $ i < $ e x t r a c t i o n w e l l s ; $ i ++) {
p r i n t PLOTFILE ” E x t r a c t i o n $ i ” ;
}
f o r e a c h ( @data ) {
my( $t ime , $ r e f ) = @{$ } ;
$ t ime ∗= $ s c a l e ;
$ t ime /= ( 365 . 25 ∗ 24 ∗ 60 ∗ 6 0 ) ;
p r i n t PLOTFILE ”\n ” , j o i n ( ’ ’ , $ t ime , @{ $ r e f } )
}
c l o s e PLOTFILE ;
my $ p l o t s c r i p t = ” $ d i r / ” . PLOT SCRIPT ;
open PLOTFILE , ”> $ p l o t s c r i p t ” o r d i e ”Can ’ t open $ p l o t s c r i p t ” ;
my $da t a = $ g n u p l o t s c r i p t ;
my $ l i n e = ’ ” ’ . PLOT DATA FILE .
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’” u s i n g 1 :@COUNT PLUS@ wi th l i n e s t i t l e ” E x t r a c t i o n Well @COUNT@” ’ ;
my $ l i n e s = ge t sum ( $ e x t r a c t i o n w e l l s , ’ , ’ , $ l i n e ) ;
my $graph = GRAPH;
$da t a =˜ s | \@LINES@ | $ l i n e s | g ;
$d a t a =˜ s | \@GRAPH@| $graph | g ;
p r i n t PLOTFILE $da t a ;
c l o s e PLOTFILE ;
my $cmd = ” cd $modelname / $name ; g nup l o t ” . PLOT SCRIPT ;
p r i n t ” Execu t i ng $cmd\n ” ;
sys tem $cmd ;
}
# With −−s t age4 , g e n e r a t e s a n ima t i o n s o f s c r e e n s h o t s
sub d o s t a g e 4 {
my( $model , $name , $nelem , $d t ) = @ ;
my $modelname = $$model{name } ;
my $ d i r = ” $modelname / $name ” ;
my @f i l e s = g lob ( ” $ d i r / s t a t e . ∗ . pd f ” ) ;
f o r e a c h ( @f i l e s ) {
my $png = $ ;
$png =˜ s / pdf / png / ;
sys tem ” c o n v e r t $ $png ” ;
}
$cmd = ” cd $modelname / $name ; ffmpeg −y −r 3 − i ’ s t a t e .%d . png ’ ” .
AVIFILE ;
p r i n t ” Execu t i ng $cmd\n ” ;
sys tem $cmd ;
}
sub t a r a d d ( $ ) {
my $ f i l e = s h i f t | | d i e ;
my $cmd = ” t a r − r f ” .TARBALL. ” $ f i l e ” ;
p r i n t ” Execu t i ng $cmd\n ” ;
sys tem $cmd ;
}
sub d o t a r b a l l {
my( $model , $name , $nelem , $d t ) = @ ;
my $modelname = $$model{name } ;
my $ d i r = ” $modelname / $name ” ;
my @f i l e s = g lob ( ” $ d i r / s t a t e . ∗ . png ” ) ;
f o r e a c h ( @f i l e s ) {
t a r a d d $ ;
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}
t a r a d d ” $ d i r / f low . png ” ;
t a r a d d ” $ d i r / ” . LOGFILE ;
t a r a d d ” $ d i r / ” .GRAPH;
t a r a d d ” $ d i r / ” . AVIFILE ;
}
@stage fn s = (
\&do s t ag e0 ,
\&do s t ag e1 ,
\&do s t ag e2 ,
\&do s t ag e3 ,
\&do s t ag e4 ,
\&d o t a r b a l l ,
) ;
package main ;
unde f $ / ;
d i e ”Need t o s p e c i f y s t a g e s \n” i f (@ARGV == 0 ) ;
f o r e a c h (@ARGV) {
i f (/−− t a r / ) {
$ s t a g e s [ 5 ] = 1 ;
u n l i n k TARBALL;
} e l s i f (/−− s t a g e (\ d ) / ) {
d i e ”Unknown s t a g e $1 ” i f ( $1 > 4 ) ;
p r i n t ” S t age $1 s p e c i f i e d \n ” ;
$ s t a g e s [ $1 ] = 1 ;
} e l s e {
d i e ” ’ $ ’ does no t s p e c i f y a s t a g e \n ” ;
}
}
f o r e a c h ( @s t age fn s ) {
my $ c a l l b a c k = $ ;
i f ( s h i f t @stages ) {
f o r e a c h (@models ) {
my $model = $ ;
f o r e a c h $nelem (@nelem200 ) { # d t =200
$nelem = 2000 i f ( $$model{name} eq
’ quad− t r i a n g l e ’ && $nelem == 5 0 ) ;
&$ c a l l b a c k ( $model , ” nelem−$nelem ” , $nelem , 2 0 0 ) ;
}
f o r e a c h $d t (@dt200 ) { #nelem=200
&$ c a l l b a c k ( $model , ” dt−$d t ” , 200 , $d t ) ;
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}
}
}
}
DATA
# ! / u s r / b i n / py thon
#
# Th i s s c r i p t w i l l s im u l a t e t h e t emp e r a t u r e drawdown induced i n a s e c t i o n
# of rock by f l u i d f low th r ough i t . Once t h e rock t emp e r a t u r e i s 80% of t h e
# i n i t i a l v a l u e t h e s im u l a t i o n s t o p s .
#
# The t ime t a k en t o r educe t h e t emp e r a t u r e t o t h i s p o i n t i s t h en c a l c u l a t e d .
from esy s . e s c r i p t impo r t ∗
from esy s . e s c r i p t . l i n e a rPDEs impo r t LinearPDE
from esy s . f i n l e y impo r t Re c t a ng l e
from esy s . e s c r i p t . p d e t o o l s impo r t Loca to r , P r o j e c t o r
from math impo r t p i
from esy s . pycad impo r t ∗
from esy s . pycad . gmsh impo r t Des ign
from esy s . f i n l e y impo r t MakeDomain
# nelem i s t h e number o f e l emen t s i n t h e x and y d i r e c t i o n s
nelem=@NELEM@
# k0 i s t h e p e rm e a b i l i t y te rm used i n Darcy ’ s Law . In t h i s
# case , k = k3 because t h e r e i s un i fo rm p o r o s i t y t h r ough t h e
# medium
K0=1.00
# Rad ius o f t h e i n j e c t i o n we l l i n me t r e s (10cm)
Rin =0 .1
# Rad ius o f t h e e x t r a c t i o n we l l i n me t r e s (10cm)
Rex =0 .1
# d imens ion s c a l e f o r p o s i t i o n
a =1 .00
# Layer t h i c k n e s s i n me t r e s (100m)
HL=100.
#Top l a y e r t h i c k n e s s (m)
Htop =4200 .
# bot tom l a y e r t h i c k n e s s (m)
Hbottom =5000.
# To t a l C i r c u l a t i o n r a t e (m∗∗3/ s )
q c i r c =0 .6
# I n j e c t i o n po re f l u i d f l u x (m∗∗3/ s )
q i n =1 .00
# E x t r a c t i o n po re f l u i d f l u x (m∗∗3/ s )
qex =0 .25
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# t emp e r a t u r e o f t h e s u r f a c e l a y e r (K)
T s u r f a c e =273+247.
# Tempera tu r e o f t h e bot tom l a y e r
Tbottom =273+274.
# i n i t i a l t emp e r a t u r e o f rock
T0 = ( 2 4 7 . + 2 7 4 . ) / 2 + 2 7 3 .
# i n j e c t i o n t emp e r a t u r e
Tin =93 .+273 .
# U n i t l e s s t emp e r a t u r e a t which t o s t o p s im u l a t i o n
Ts top =0 .8
# smooth ing p a r ame t e r used t o keep v a l u e s i n r e a s o n a b l e bounds
a l ph a =400 .
a l pha T =400 .
# Pre−mu l t i p l i e d c o n s t a n t s used t o s im p l i f y f low sou r c e e q u a t i o n
B= a l ph a ∗Rin / a
D= a l ph a ∗Rex / a
R= a l ph a ∗∗2∗( Rin / a )∗∗2
IN=(HL∗Rin ) / R
EX= ( ( qex / q c i r c )∗HL∗Rin ) / R
#Thermal c o n d u c t i v i t y (W/ (K∗m) )
kappa =0 .6
#Thermal c o n d u c t i v i t y (W/ (K∗m) )
kappa =0 .6
# rock d e n s i t y ( kg /mˆ 3 )
r h o s =2700 .
# rock s p e c i f i c h e a t c a p a c i t y ( J / ( kg ∗ K) )
c p s =920 .
# f l u i d d e n s i t y ( kg /mˆ 3 )
r h o f =1000.
# f l u i d h e a t c a p a c i t y ( J / ( kg∗K) )
c p f =4200.
# P e c l e t number
Pe =( a∗ q c i r c ∗ r h o f ∗ c p f ) / ( p i ∗HL∗Rin∗kappa )
invPe = 1 . / Pe
p r i n t ” 1 / Pe =” , invPe
A=a /HL∗ ( a / Htop∗Tsu r f a c e / Tin+a / Hbottom∗Tbottom / Tin )
BETA=a /HL∗ ( a / Htop+a / Hbottom )
p r i n t ”BETA/ Pe , A/ Pe , 1 / Pe =” ,BETA∗ invPe ,A∗ invPe , invPe
# Pre−mu l t i p l i e d c o n s t a n t used t o s im p l i f y h e a t e q u a t i o n
F= a l pha T ∗Rin
# p o r o s i t y o f c a t a c l a s t i c zone
ph i 0 =0 .1
# p o r o s i t y o f main f r a c t u r e
p h i 1 =1
# ave r ag e f l u i d and rock h e a t c a p a c i t y
r ho cp = ( 1 . − ph i 0 ) ∗ r h o s ∗ cp s + ph i 1 ∗ r h o f ∗ c p f
# c h a r a c t e r i s t i c l e n g t h
c h a r a =700 .
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# s c a l i n g f a c t o r t o r e d im e n s i o n a l i s e t ime v a l u e s
t i m e s c a l i n g =( p i ∗ HL ∗ Rin ∗ c h a r a ∗ r ho cp ) / ( q c i r c ∗ r h o f ∗ c p f )
# Times tep s i z e
d t =@DT@
# How much s im u l a t i o n t ime e l a p s e s between each o u t p u t f i l e be i ng w r i t t e n
d t o u t =1000
# Con s t a n t numer ic e r r o r v a l u e
e p s i l o n =10.∗∗(−6)∗0
# Abso lu t e maximum number o f s t e p s
n s t e p =100000
@GEOMETRY@
def coolOutTime ( o u t f l a g = F a l s e ) :
p r o j = P r o j e c t o r ( dom , f a s t = F a l s e )
x=dom . getX ( )
# h e a t h a l f =LinearPDE (dom)
h e a t =LinearPDE (dom)
f l ow sou r c e IN= @FLOW IN@
flow source OUT= @FLOWOUT@
IN f= i n t e g r a t e ( f l ow sou r c e IN , Func t i o n ( dom ) )
OUT f= i n t e g r a t e ( f low source OUT , Func t i o n ( dom ) )
f l ow s o u r c e =IN ∗ ( f l ow sou r c e IN−f low source OUT / OUT f∗ IN f )
ou t =whereZero ( x [ 0 ] ) ∗ whereZero ( x [ 1 ] )
# f l ow sou r c e IN=exp (− ( ( x [0]−XI )∗∗2+( x [1]−YI )∗∗ 2 ) /B∗∗2)∗ IN f
# ou t =whereZero ( x [ 0 ] ) ∗ whereZero ( x [ 1 ] ) \
# +whereZero ( x [0]− p wid t h )∗ whereZero ( x [ 1 ] ) \
# +whereZero ( x [ 0 ] ) ∗ whereZero ( x [1]− p wid t h ) \
# +whereZero ( x [0]− p wid t h )∗ whereZero ( x [1]− p wid t h )
da r cy=LinearPDE (dom)
# da r cy . s e t So l v e rMe thod ( da r cy . DIRECT)
da r cy . setSymmetryOn ( )
# The c o n s t r a i n t o f t h e da r cy e q u a t i o n i s i n t h e form u = r where q > 0
# u i s t h e v a r i a b l e we a r e s o l v i n g fo r , r i s 0 i n t h i s c a s e .
# q i s t h e i n t e r s e c t i o n o f v a l u e s where x [ 0 ] = 0 . 5 and x [ 1 ] = 0 . 5
# Th i s means t h a t t h e po re f l u i d p r e s s u r e a t t h e p o i n t ( 0 . 5 , 0 . 5 )
# w i l l be 0 f o r a l l t ime .
da r cy . s e tVa l u e (A=K0∗ k r on e ck e r ( Func t i o n ( dom ) ) , \
D= ep s i l o n , \
q=out ,\
Y= f l ow s o u r c e )
p=da r cy . g e t S o l u t i o n ( v e r bo s e =True )
d e l da r cy
f l u x=−g rad ( p )
E–18 APPENDIX E. ESCRIPT SCRIPT
saveVTK (” f low . xml ” , s o u r c e = f l ow sou r c e , f l u x = p r o j ( f l u x ) , p=p )
@LOCATORS@
# Heat e q u a t i o n
T=1.−(1.−Tin / T0 )∗ (\
@HEAT EQUATION@)
p r i n t ” i n i t i a l ” ,@LOCATOR VALS ABS@, ” min / max : ” , i n f (T ) , sup (T )
c a t c h e r =0 .1
mask T= @TEMPMASK@
# i n f t a k e s t h e minimum va l u e from t h e v e c t o r ( p31 ) and t h en we
# choose t h e sm a l l e r o f e i t h e r i t d i v i d e d by 5 or 1
p r i n t ” t ime s t e p s i z e = ” , d t
P= l e n g t h ( f l u x )∗dom . g e t S i z e ( ) / 2 . / i nvPe
c= u t i l . whe reNega t i ve ( P−3. )
x i =(P / 6 . ∗ c +1 . / 2 .∗ ( 1 . − c ) )∗ dom . g e t S i z e ( ) / l e n g t h ( f l u x )
p r i n t ” l o c a l P e c l e t number =” , i n f ( P ) , sup ( P )
s t e p =0
# change s t e p ou t t o 100 from 0
s t e p o u t =0
t =0 .
t o u t =0 .
h e a t . s e tVa l u e (D= 1 . / d t +BETA∗ invPe ,C= f l ux ,\
A=x i ∗ o u t e r ( f l ux , f l u x )+ invPe∗ k r on e ck e r ( 2 ) , q=mask T , r =Tin / T0 )
wh i l e s t ep<n s t e p :
s t e p +=1
t += d t
h e a t . s e tVa l u e (Y= 1 . / d t ∗T+A∗ i nvPe )
T= h e a t . g e t S o l u t i o n ( )
i f t>=t o u t and o u t f l a g :
p r i n t s t e p o u t ,”− t h w r i t e a t ” , t
saveVTK (” s t a t e .% s . xml”%s t e p o u t , T=T)
t o u t += d t o u t
s t e p o u t +=1
i f o u t f l a g :
p r i n t t ,@LOCATOR VALS ABS@, ” min / max : ” , i n f (T ) , sup (T )
i f min (@LOCATOR VALS REL@)<=Ts top :
p r i n t ” s t o p a t t =” , t
r e a l t i m e = t ∗ t i m e s c a l i n g
p r i n t ” s c a l i n g f a c t o r : ” , t i m e s c a l i n g , ” so r e a l t ime ” , r e a l t i m e
p r i n t ”mins ” , r e a l t i m e / 60
p r i n t ” hou r s ” , r e a l t i m e / 60 / 60
p r i n t ” days ” , r e a l t i m e / 60 / 60 / 24
p r i n t ” y e a r s ” , r e a l t i m e / 60 / 60 / 24 / 365 .25
r e t u r n t
coolOutTime ( o u t f l a g =True )
