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Abstract
Within a surveillance video, occlusions are common-
place, and accurately resolving these occlusions is key when
seeking to accurately track objects. The challenge of ac-
curately segmenting objects is further complicated by the
fact that within many real-world surveillance environments,
the objects appear very similar. For example, footage of
pedestrians in a city environment will consist of many peo-
ple wearing dark suits. In this paper, we propose a novel
technique to segment groups and resolve occlusions using
optical flow discontinuities. We demonstrate that the ratio
of continuous to discontinuous pixels within a region can
be used to locate the overlapping edges, and incorporate
this into an object tracking framework. Results on a portion
of the ETISEO database show that the proposed algorithm
results in improved tracking performance overall, and im-
proved tracking within occlusions.
1. Introduction
In a video surveillance environment, occlusions are ex-
tremely common. Accurately resolving these occlusions
and maintaining object identity during and after the occlu-
sion is crucial to successful tracking. Resolution of these
occlusions is often complicated by the need to build accu-
rate models of the subjects prior to the occlusion, and the
fact that these models may become invalid during or after
the occlusion depending on changes in the lighting or the
pose of the subject.
Typically, colour and appearance based features are used
to aid in occlusion resolution. Rowe et al. [6] have proposed
using a robust mean-shift method and multiple appearance
models to track objects through the occlusion, rather than
attempt to segment the occlusion. Xu et al. [11] propose
a probabilistic technique to classify pixels within an occlu-
sion region using a combination of pixel colour and depth
ordering. Denman et al. [3] used colour and optical flow to
locate objects and segment them during occlusions.
Particle filters provide another means of tracking ob-
jects through occlusions, however many implementations
[9], whilst capable of tracking multiple targets reliably, use
a common appearance model for all subjects. Wang et
al. [10] proposed a mixture filtering approach [9] where
a separate histogram is used for each target which can be
updated during tracking, enabling multiple people to be
tracked in a scene whilst maintaining identity through oc-
clusions. However the proposed approach is unable to dis-
cover new modes, and relies on manual initialisation. Ryu
et al. [7] proposed using an individual particle filter, with a
joint observation model, indicating the likelihood of occlu-
sions, to track multiple objects. This approach also utilised
a background model to detect and create new objects, how-
ever does not allow the features for the tracked objects to be
updated.
These techniques [6, 11, 10, 7] all rely on colour features
and function well when people are easily distinguishable
and scene conditions such as lighting are stable. However
when people are dressed in a similar manner as often occurs
in an urban setting (i.e. office workers are typically dressed
very similarly) it becomes increasingly difficult to distin-
guish between different people. Problems may also arise if
lighting conditions change, as the appearance models must
be adapted to maintain identity.
Haritaoglu et al. [4] proposed using the motion segmen-
tation results directly, by searching for maxima in the ver-
tical projection of the motion region containing the people
of interest. However, such an approach requires highly ac-
curate motion segmentation, requires the group to be com-
posed entirely of people, and will not work when people
occlude one another vertically (i.e. head occluded by feet).
Beck et al. [1] proposed an optical flow based model in-
spired by the human vision system to segment moving ob-
jects from a moving background using flow discontinuities
observed at the edges of the moving objects. The reliance
on optical flow alone however means that in a surveillance
environment where there are significant lighting changes,
as well as other lighting artefacts such as shadows, perfor-
mance is likely to degrade.
In this paper, we propose using optical flow disconti-
nuities to segment groups of objects, and improve overall
tracking performance by accurately locating group mem-
bers directly, rather than trying to infer location using colour
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or other cues. When objects are in a group situation, it can
be expected that there will be an increase in the number
of flow discontinuities detected due to the occlusion that is
taking place. Analysis of the ratio of discontinuous to con-
tinuous optical flow detections can be used to separate over-
lapping objects. The remainder of this paper is outlined as
follows: Section 2 presents the baseline tracking system and
an overview of the underlying motion segmentation algo-
rithm; Section 3 presents the proposed group segmentation
algorithm; experimental results are presented in Section 4,
and the paper is concluded in Section 5.
2. Baseline Tracking System
The tracking system proposed in [3] is used in this pa-
per. This tracking system uses the motion detection algo-
rithm proposed in [2] (see Section 2.1) as a basis for the
detection and tracking of objects. Object detection is based
on motion shape characteristics, as well as colour and opti-
cal flow information. The baseline system allows for detec-
tion of known objects (either occluded or unoccluded) by
segmenting a region of interest around the object using on
colour and optical flow information. Multiple modes of mo-
tion (stationary foreground and active foreground) are also
utilised to aid in segmenting stopped objects (i.e. parked
cars) within the scene.
Person detection is performed by splitting the image into
sub-regions which contain concentrated areas of motion,
locating heads (using vertical projections and the top con-
tour of the motion region), and fitting ellipses within each
region. Working within subregions overcomes problems
caused by people occupying a common column of the im-
age causing inaccurate vertical projections. Vehicles are de-
tected by locating large areas of motion, where there is a
high concentration of motion pixels in the regions bound-
ing box (i.e. most pixels are in motion), as most vehicles
are roughly rectangular in shape.
2.1. Motion Segmentation
A foreground segmentation algorithm that simultane-
ously calculates optical flow for pixels that are in motion
is presented in [2]. Each pixel is modelled by a group of
weighted modes that describe the likely appearance of the
pixel. Cluster structures that span two pixels consisting of
four colour values (stored as a pair of luminance values and
a pair of chrominance values) and a weight are used to rep-
resent the modes. Luminance gradient is also stored for
calculating the optical flow, allowing the optical flow to be
calculated at pixel resolution rather than cluster resolution
(half horizontal resolution).
When motion is detected at a cluster, and its optical flow
is known, historic flow information can be retrieved and up-
dated based on the pixels previous position (i.e. its current
optical flow), enabling pixels in motion to be tracked. Us-
ing the results of the pixel tracking, a cluster in motion can
be assigned one or four states:
1. New - the first appearance of a cluster, its flow cannot
be determined as it was not present in the last frame.
2. Continuous - the cluster is in motion and a match to
the previous frame has been found.
3. Overlap - the cluster was in motion last frame and can-
not be found this frame. The location that it should
occupy this frame is occupied by another cluster. To
reduce false alarms, a cluster must have been tracked
for a predefined number of frames before it can be con-
sidered an overlap.
4. Ended - the cluster cannot be found and there is no
overlap condition.
These four states are illustrated in Figure 1.
(a) New (b) Continuous
(c) Overlap (d) Ended
Figure 1. Optical Flow Pixel States
The New, Overlap and Ended states represent disconti-
nuities; however New and Ended discontinuities are often
caused by errors in the optical flow process, or the natural
self occlusions that are observed as people move. Within
this paper, the detection of pixels in the Continuous and
Overlap states are used to resolve occlusions between ob-
jects.
3. Group Segmentation
The baseline object tracking framework (see Section 2)
is extended to include the detection and segmentation of
groups. A modified flowchart is shown in Figure 2. Within
the tracking process, group segmentation is performed prior
to any other object detection.
Expected groups are identified at the end of each frame,
enabling detection and segmentation in the next. The
bounding box position of the objects are analysed to iden-
tify potential groups. Two objects are said to form a group
if their bounding boxes overlap. Object bounding boxes are
increased in size by a small amount (5% of the objects di-
mensions) to ensure that all possible groups are captured by
allowing for unexpected or increased movement between
Figure 2. Proposed Tracking System Flowchart - Extensions to the baseline system (see Section 2) are marked in yellow.
frames (see Figure 3). While this approach may result in
some groups being formed where there actually is no over-
lap, this is not seen as a problem as any such groups will be
very simple to segment.
Groups are processed prior to the detection of other ob-
jects. This allows the remaining detection routines to detect
any objects that could not be detected by the group process.
Like the other detection modes (see Section 2), the group
segmentation is driven by the motion segmentation results.
A mask for each group is found by searching for regions
that satisfy one of the following criteria:∑
퐺푖(푡) ∩푀푗(푡)/
∑
푀푖(푡) > 푇1, (1)∑
퐺푖(푡) ∩푀푗(푡)/
∑
퐺푖(푡) > 푇2, (2)
where 퐺푖(푡) is the region inscribing the expected location
of the group 푖 at time 푡, 푀푗(푡) is a connected component
within the motion image, and 푇1 and 푇2 are thresholds (set
to 0.75 and 0.85 respectively). Motion regions that satisfy
Equation 1 have the majority of their motion within the ex-
pected group location, and all motion within푀푗(푡) is added
to the group mask. Regions that satisfy Equation 2 are po-
tentially much larger than the group, but do overlap signif-
icantly with the expected group location. For regions that
satisfy Equation 2, the intersection of the group and the mo-
tion region (퐺푖(푡) ∩푀푗(푡)) is added to the group mask.
It is assumed that the objects that constitute the group
will remain in the same approximate configuration from
frame to frame. Expected positions for the objects are esti-
mated using the change in the overall group location from
frame to frame. Left and right bounds of an object are deter-
mined using the following algorithm,
1: if ∣푙푔(푡)− 푙푔(푡− 1)∣ < ∣푟푔(푡)− 푟푔(푡− 1)∣ then
2: 푙표(푡) = 푙푔(푡− 1) + (푙표(푡− 1)− 푙푔(푡))
3: 푟표(푡) = 푙표(푡) + 푤표(푡− 1)× 푤푔(푡)푤푔(푡−1)
4: else
5: 푟표(푡) = 푟푔(푡− 1)− (푟푔(푡)− 푟표(푡− 1))
6: 푙표(푡) = 푟표(푡)− 푤표(푡− 1)× 푤푔(푡)푤푔(푡−1)
7: end if
where 푙푔(푡), 푟푔(푡) and 푤푔(푡) are the left bound, right bound
and width of the group at time 푡; and 푙표(푡) and 푟표(푡) are the
left and right bounds of the object at time 푡. The same pro-
cess is applied for the top and bottom bounds (where the top
bounds are substituted for the left bounds, and the bottom
bounds for the right). This process maintains object posi-
tions relative to one another, whilst allowing objects to scale
by considering the relative change in width and height of the
group region. Although inaccuracies will be introduced by
this process (groups of objects will not always maintain the
same arrangement), provided the frame rate is suitably high
these will be small and can be resolved through analysis of
the flow discontinuities.
Using the estimated positions, regions where an overlap
is likely can be determined,
퐶푖,푗(푡) = 푂푖(푡) ∪푂푗(푡), (3)
where 푂푖(푡) and 푂푗(푡) are objects 푖 and 푗 within the group,
and 퐶푖,푗(푡) is a contested region between the two objects.
The size of these regions in increased by a small amount
(20% of the region size) to account for errors. These con-
tested regions are resolved using flow discontinuities (see
Figure 3).
3.1. Segmentation Using Flow Discontinuities
For each group region where an overlap needs to be re-
solved, vertical and horizontal projections are calculated for
the continuous and overlap (discontinuous) motion pixels,
푣푆(푖) =
푗=푁−1∑
푗=0
(퐹 (푖, 푗) = 푆), (4)
ℎ푆(푗) =
푖=푀−1∑
푖=0
(퐹 (푖, 푗) = 푆), (5)
where 푣푆(푖) is the vertical projection at column 푖 of the
motion pixels in the state 푆; and ℎ푆(푗) is the vertical pro-
jection at row 푗 of the motion pixels in the state 푆. Projec-
tions are calculated for 푆 = 퐶표푛푡푖푛표푢푠 and 푆 = 푂푣푒푟푙푎푝.
Pixels in the new and ended states, whilst discontinuities,
may be caused by either errors within the motion segmen-
tation and optical flow process, or by a genuine discontinu-
ity. As such, they are omitted when attempting to resolve
Figure 3. Creating Groups - At the end of frame 푡−1, three objects (Red, Green and Blue) are located very close together and are combined
to form a group, 퐺1. The other track (Black) is not near the other objects, and is left out of the group. At frame 푡, 퐺1 is processed as a
whole to locate the group members. Based on previous object locations and the motion regions that have been detected, the group can be
partially segmented, with unknown regions (shown in Yellow) to be segmented using flow discontinuities.
Figure 4. Segmentation Using Flow Discontinuities - Initial estimates of the objects locations are shown on the left, and these are used to
locate the regions where the overlap is most likely (shown shaded in grey in the flow status image). The ratio of the flow status projections
is used to determine the location of the overlap and the correct objects bounds (shown shaded in red), with any pixels that lie within these
overlaps assigned to the group members according to the colour at the pixel. The final bounds of the group objects are shown on the right.
(Note that the flow status image has been stretched to the same dimensions as the plots.)
the overlaps. The use of vertical and horizontal projec-
tions limits the proposed approach to situations where ob-
jects appear vertically within the scene, however this is not
considered a significant limitation as objects appear verti-
cally within most surveillance footage and could be over-
come by calculating projections at multiple angles. Ra-
tios of discontinuous to continuous pixels are calculated
(푝푟 = 푝푂푣푒푟푙푎푝/푝퐶표푛푡푖푛푢표푢푠, where 푝푟 is the ratio of
the discontinuity histogram, 푝푂푣푒푟푙푎푝 to the continuity his-
togram, 푝퐶표푛푡푖푛푢표푢푠) for the vertical (푣푟) and horizontal
(ℎ푟) projections, and these are used to resolve the occlu-
sions between the group members.
Regions where 푣푟 and ℎ푟 are greater than or equal to
1 are located. The largest continuous span where 푝푟 ≥ 1
which overlaps with the contested region, 퐶푖,푗(푡), is taken
to be the overlap. Figure 4 shows an example of the group
segmentation using the optical flow discontinuities. All pix-
els within the overlap are then assigned to one of the objects
according to a combined ratio histogram,
퐻푟(푖, 푡) = 퐻(푖, 푡)/
푁∑
푛=1
퐻(푛, 푡) (6)
where 퐻(푖, 푡) is a normalised colour histogram for track 푖
at time 푡, 푁 is the number of objects within this contested
region and 푛 is the index of the objects. 퐻푟(푖, 푖) is a ratio
histogram that describes the likelihood of a colour belong-
ing to object 푖 given the colour distribution of all objects
within this contested region. Each pixel is assigned accord-
ing to
표 =
푁
argmax
푛=1
퐻푟(푛, 푡, 푏), (7)
where 표 is the index of the most likely object, and 푏 is the
index of the bin for the colour at the pixel being analysed.
For contested regions where a suitable overlap cannot be
located within the flow status images, segmentation using
the ratio histograms is applied to the entire contested region.
4. Results
The proposed approach is tested using a portion of the
ETISEO database [5]. The data sets ETI-VS2-RD6, ETI-
VS2-RD7 and ETI-VS2-RD8 are used. These data sets are
1200 frames, 3700 frames and 3920 frames in length re-
spectively, and show a roadway with a mix of pedestrians
and vehicles. Within the data sets, there are several in-
stances of vehicles temporarily stopping, and people and ve-
hicles occluding one another. The proposed system is eval-
uated by considering tracking accuracy, and is compared to
the baseline system outlined in Section 2.
Tracking accuracy is evaluated using the ETISEO evalu-
ation tool [5]. The ETISEO evaluation defined five groups
of metrics: Detection, Localisation, Tracking, Classifica-
tion and Event Recognition. Each group of metrics contains
several sub-metrics to evaluate specific criteria. The overall
metric is the average of all metrics within the group. The
overall tracking metric is composed of five sub-metrics: the
number of objects tracked at a given time; the length of time
that an object is tracked for; the number of objects in the
evaluation results that are associated with each ground truth
object (fragmentation); the rate at which an object switches
to other ground truth objects (confusion); and the accuracy
of an object’s trajectory over time. All metrics yield a value
in the range [0, 1], with 1 being a perfect result, and 0 being
complete failure. Detailed information on how the metrics
are formulated can be found in [8]. This evaluation will use
the overall metrics for Detection, Localisation and Track-
ing, and the individual tracking metrics. In addition, por-
tions of the data sets that contain overlapping objects and
instances of groups will be compared visually.
Results for the overall detection, localisation and track-
ing metrics are shown in Table 1. It can be seen that the
proposed approach results in an improvement in tracking
performance, whilst detection and localisation performance
are largely unchanged (there is a small decrease in the over-
all detection performance). Within the RD6 data set, results
are largely unchanged due to the simpler nature of the data
set. This data set contains no significant occlusions, so the
proposed approach to analyse and split groups is not utilised
to any great extent.
System Data set Overall Overall Overall
Detection Localisation Tracking
Baseline
RD6 0.78 0.95 0.56
RD7 0.67 0.92 0.55
RD8 0.65 0.92 0.40
Average 0.68 0.92 0.48
Proposed
RD6 0.77 0.94 0.56
RD7 0.67 0.92 0.57
RD8 0.63 0.91 0.45
Average 0.67 0.92 0.52
Table 1. Evaluation Results - Overall Detection, Localisation and
Tracking Metrics.
Table 2 shows the results for the individual tracking met-
rics for the baseline and proposed systems. For all five met-
rics, the proposed system outperforms the baseline. Impor-
tantly, we see improvement in the fragmentation (T3) and
confusion (T4) metrics, indicating the fewer tracks are lost
and re-created. Improvements are only small, however this
is to be expected as the occlusions only occur for a small
portion of time within the scene, restricting the opportunity
for large improvement.
Figures 5 to 8 show examples of the system output for the
System Data set T1 T2 T3 T4 T5
Baseline
RD6 0.55 0.37 0.85 0.97 0.49
RD7 0.55 0.38 0.78 0.85 0.48
RD8 0.37 0.25 0.59 0.88 0.30
Average 0.47 0.32 0.71 0.88 0.40
Proposed
RD6 0.55 0.37 0.85 0.97 0.49
RD7 0.57 0.40 0.83 0.88 0.47
RD8 0.45 0.25 0.63 0.89 0.35
Average 0.51 0.33 0.74 0.90 0.42
Table 2. Evaluation Results - Individual Tracking Metrics. T1 is
the number of objects tracked; T2 is the tracking time; T3 is the
fragmentation; T4 is the confusion; and T5 is the 2D trajectory
accuracy.
baseline and proposed systems. Figure 5 shows an example
of a moving vehicle passing a parked vehicle. The proposed
system is able to correctly reconcile the occlusion, whilst
the baseline ultimately loses track of the moving vehicle
passing in front of the parked car.
(a) 1775 (b) 1805 (c) 1835
(d) 1775 (e) 1805 (f) 1835
Figure 5. Comparison of tracking from RD7 as a moving vehicle
passes a parked vehicle. Baseline system shown in the top row,
proposed system in the bottom row. Note that cropped output im-
ages are shown.
(a) 2170 (b) 2190 (c) 2210 (d) 2230 (e) 2250
(f) 2170 (g) 2190 (h) 2210 (i) 2230 (j) 2250
Figure 6. Comparison of tracking from RD7 as three people form
a group. Baseline system shown in the top row, proposed system
in the bottom row. Note that cropped output images are shown.
Figure 6 shows a situation where three people form a
group. The proposed algorithm is able to maintain track-
ing of these objects, however the object boundaries are not
always accurate. Inaccuracies such as this are responsible
for the decrease in detection performance, as some of these
detections are ruled to be invalid. The fact that tracking
identity is maintained however results in an improvement
in tracking performance.
Figure 7 shows an example where the tracking perfor-
mance is impacted by a change in the scene lighting condi-
tions. This results in a large amount of false motion, that
spawns false tracks and causes a large number of occlu-
sions. While both the baseline and proposed system suffer
with false tracks being introduced, the proposed system is
able to maintain the identity of more tracks after the system
adapts to the changed lighting conditions.
(a) 1775 (b) 1915 (c) 1945
(d) 1775 (e) 1915 (f) 1945
(g) 1775 (h) 1915 (i) 1945
Figure 7. Tracking performance through a change in lighting con-
ditions in RD8. The change in scene lighting results in a significant
amount of false motion (see top row) which leads to several false
objects being detected within both systems. The baseline system
(second row) is unable to maintain the identity of the genuine ob-
jects whilst the proposed algorithm (third row) is able track some
of the objects through the lighting change.
Figure 8 shows a situation where two people pass in front
of a parked vehicle. The proposed system is able to con-
tinue to track the two people, although with some errors in
segmentation, whilst the baseline system fails to continue
tracking the two people. However the fact that the baseline
system has previously lost the vehicle (due to the lighting
change shown in Figure 7) contributes to this problem.
5. Conclusions and Future Work
In this paper, we have described a novel approach to re-
solving occlusions involving multiple moving objects using
optical flow discontinuities. It has been shown that this ap-
proach is effective at resolving occlusions, and ensuring that
object identity is maintained during and after the occlusion
has passed. Future research will focus on incorporating the
flow inconsistencies into features suitable for use within a
(a) 2260 (b) 2300 (c) 2340
(d) 2260 (e) 2300 (f) 2340
Figure 8. Tracking performance through an occlusion in RD8.
Baseline system shown in the top row, proposed system in the bot-
tom row. Note that cropped output images are shown.
particle filter to further improve performance during long
occlusions, and using the flow discontinuities to improve
the accuracy of object localisation for objects that are not in
a group.
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