Abstract. Optimization algorithms typically require the solution of many systems of linear equations Bkyk b,. When large numbers of variables or constraints are present, these linear systems could account for much of the total computation time.
1. Introduction.
1.1. Background. The major application of sparse matrix techniques in optimization up to the present has been in the implementation of the simplex method for linear programming (LP) (see, e.g., Dantzig (1963) ). In fact, commercial codes for large LP problems seem to have predated codes for sparse linear equations (even though solving a sparse LP problem requires solving many sparse linear systems). In the commercial world today, more sparse matrix computation is probably expended on linear programs than on any other type of problem, and linear programs involving thousands of unknowns can be solved routinely. Because of the great success of the simplex algorithm and the wide availability of LP codes, many large-scale optimization problems tend to be formulated as purely linear programs. However, we shall see that this limitation is often unnecessary.
Before considering particular methods, we emphasize that methods for large-scale optimization have a special character attributable in large part to the critical importance of linear algebraic procedures. Since dense linear algebraic techniques tend to become unreasonably expensive as the problem dimension increases, it is usually necessary to compromise what seems to be an "ideal" strategy. (In fact, an approach that would not even be considered for small problems may turn out to be the best choice for some large problems.) Furthermore, the relative cost of the steps of many optimization methods changes when the problem becomes large. For example, the performance of unconstrained optimization algorithms is often measured by the number of evaluations of the objective function required for convergence. Although simplistic, this is a reasonable gauge of effectiveness for most problems of low dimension because the number of arithmetic operations per iteration tends to be small, and the amount of work required for storage manipulation is negligible. However, as the size of the problem grows, the "housekeeping" (cost of arithmetic and data structures) becomes comparable to, and may even dominate, the cost of function evaluations.
Most optimization methods are iterative; we shall consider algorithms in which the (k + 1)th iterate is defined as (1.1)
Xk+l Xk q-OZkPk, where t k is a nonnegative scalar, and the n-vector Pk is called the search direction.
One of the primary applications of sparse matrix techniques in optimization is in solving one or more systems of linear equations to obtain Pk.
It is usual for thousands of iterations to be required to solve a single large optimization problem, and hence it might appear that the computation time required would be enormous, even with the best available sparse matrix techniques. Fortunately, the linear systems that define Pk/l are usually closely related to those that define Pk (and the degree of closeness can be controlled to some extent by the choice of algorithm). In addition, the sequence {Xk} will often converge to the solution with only mild conditions on { Pk}. Consequently, there is a certain flexibility in the definition of Pk. The design of algorithms for large-scale optimization problems involves striking a balance between the effort expended at each iteration to compute Pk and the number of iterations required for convergence.
1.2. Summary. The three main subdivisions of optimization are discussed in turn (unconstrained, linearly constrained, and nonlinearly constrained). A common denominator is the need to solve many systems of linear equations, and the need to update various factorizations in order to deal with sequences of related equations. We indicate situations where off-the-shelf software can be applied. Symmetric positivedefinite solvers are mainly useful for unconstrained problems, while unsymmetric solvers are essential for dealing with linear constraints. There is an inevitable emphasis on the latter because most large optimization problems currently being solved involve sparse linear constraints.
The principal updating problem is that of replacing one column of a square matrix. However, there exists only one generally available package for updating sparse factors in situ. We therefore focus on methods that allow an off-the-shelf solver to be used repeatedly on the same matrix with different right-hand sides. Such methods facilitate more general updates to sparse matrices. In one instance, a sparse indefinite solver is needed.
The final section on nonlinear constraints covers methods that solve a sequence of simpler subproblems, to which the preceding comments apply.
2. Unconstrained optimization. 2.1. Methods for dense problems. The unconstrained optimization problem involves the minimization of a scalar-valued objective function, i.e.
minimize F(x).
We assume that F is smooth; let g(x) and H(x) denote the gradient vector and Hessian matrix of F.
Many techniques are available for solving unconstrained problems in which n is small (for recent surveys, see, e.g., Brodlie (1977) , Fletcher (1980) , ). The most popular methods compute the search direction as the solution of a system of linear equations of the form (2.1)
HkPk --gk, where gk is the gradient of F at xk, and H is a suitable symmetric matrix that is most often intended to represent (in some sense) H(x,) . If (1982) ).
When an exact or finite-difference Hessian is unavailable or too expensive, a popular alternative is to use a quasi-Newton method (see Dennis and Mor6 (1977) for a survey). In a quasi-Newton method, the matrix Hk is an approximation to the Hessian that is updated by a low-rank change at each iteration, based on information about the change in the gradient. The hope is that the approximation will improve as the iterations proceed. Quasi-Newton methods typically display a superlinear rate of convergence in practice, and are often more efficient (in terms of computation time)
than Newton-type methods.
When n becomes very large, two related difficulties can occur with methods that solve (2.1) directly: excessive computation time and insufficient storage for the n x n matrix Hk. Fortunately, the Hessian matrices of many large unconstrained problems are quite sparse, and density tends to decrease as n increases. Large problems can thus be solved efficiently using techniques that exploit sparsity in Hk to save work and/or storage, or that do not require storage of Hk. (1982) ). Although many linear systems may need to be solved before the method converges, all of them have the same sparsity pattern, and hence the structure needs to be analyzed only once.
Indefiniteness in a sparse Hessian may be treated using the procedures mentioned for the dense case. The modified Cholesky factorization ) has been adapted in a straightforward fashion to treat sparsity (see Thapa (1980) The idea of analyzing the sparsity pattern of the Hessian in order to determine suitable finite-difference vectors has been the subject of much recent interest. An algorithm for finding finite-difference vectors for a general sparse (unsymmetric) matrix is given by Curtis, Powell and Reid (1974) , and is based on grouping together columns in which there are no overlapping elements. In the unsymmetric case, the problem of finding a minimum set of vectors can be viewed as a graph coloring problem in the directed graph that represents the sparsity pattern. A proof that finding the minimum set is NP-hard is given in Coleman and Mor6 (1983) , along with practical algorithms (see also Coleman and Mor6 (1982a) (1983) ; see also Coleman and Mor6 (1982b) (1979) and Coleman and Mor6 (1982b) . Once a sparse finite-difference Hessian approximation has been computed, a sparse factorization can be computed as with the exact Hessian.
2.3. Sparse quasi-Newton methods. Because of the great success of quasi-Newton methods on dense problems, it is natural to consider how such methods might be extended to take advantage of sparsity in the Hessian. This extension was suggested first for the case of sparse nonlinear equations by Schubert (1970) , and was analyzed by Marwil (1978) . Discussions of sparse quasi-Newton methods for optimization and nonlinear equations are given in Toint (1977) , Dennis and Schnabel (1979) , Toint (1979) , Shanno (1980) , Steihaug (1980) , Thapa (1980) , Powell (1981) , Dennis and Marwil (1982) and Sorensen (1982) . In the remainder of this section we give a brief description of sparse quasi-Newton methods applied to unconstrained optimization.
In quasi-Newton methods for dense problems, the Hessian approximation Hk is updated at each iteration by the relationship H+ H + U.
The update matrices Uk associated with many dense quasi-Newton methods are of rank two, and can be shown to be the minimum-norm symmetric change in Hk, subject to satisfying the quasi-Newton condition (2.3) where Sk Xk+l--Xk and Yk gk+1--gk (see, e.g., Dennis and Mor6 (1977) ). By suitable choice of the steplength Of k in (1.1), the property of hereditary positive-definiteness can also be maintained (i.e., Hk+I is positive definite if Hk is). However, the update matrices Uk do not retain the sparsity pattern of the Hessian.
The initial approach to developing sparse quasi-Newton updates was to impose the additional constraint of retaining sparsity on the norm-minimization problem (Powell (1976) ; Toint (1977) (1980) and Thapa (1980) .)
Thus far, sparse quasi-Newton methods have not enjoyed the great success of their dense counterparts. First, there are certain complications that result from the requirement of sparsity. In particular, note that the update matrix Uk (2.5) is of rank n, rather than of rank two; this means that the new approximate Hessian cannot be obtained by a simple update of the previous approximation. Second, an additional sparse linear system (2.6) must be solved in order to compute the update. Finally, it is not possible in general to achieve the property of hereditary pogitive-definiteness in the matrices {Hk} if the quasi-Newton condition is satisfied (see Toint (1979) and Sorensen (1982) ); in fact, positive-definiteness may not be retained even if Hk is taken as the exact (positive definite) Hessian and the initial Xk is very close to the solution (see Thapa (1980) ).
In addition to these theoretical difficulties, computational results have tended to indicate that currently available sparse quasi-Newton methods are less effective than alternative methods (in terms of the number of function evaluations required for convergence). However, hope remains that their efficiency may be improvedmfor example, by relaxing the quasi-Newton condition (2.3), or by finding only an approximate solution of (2.6) (Steihaug (1982) ). For a discussion of some possible new approaches, see Sorensen (1982 (Hestenes and Stiefel (1952) ). It has been studied and analyzed by many authors (see, e.g., Reid (1971) with a relaxed linear search (i.e., ak is not necessarily a close approximation to the step to the minimum of F along p). Furthermore, the idea of preconditioning may be extended to nonlinear problems by allowing a preconditioning matrix that varies from iteration to iteration.
It is well known that rounding errors may cause even the linear conjugate-gradient method to converge very slowly. The nonlinear conjugate-gradient method displays a range of performance that has not yet been adequately explained. On problems in which the Hessian at the solution has clustered eigenvalues, a nonlinear conjugategradient method will sometimes converge more quickly than a quasi-Newton method, whereas on other problems the method will break down, i.e. generate search directions that lead to essentially no progress. For recent surveys of conjugate-gradient methods, see Gill and Murray (1979) , Fletcher (1980) and Hestenes (1980) . Consider the case in which the exact Hessian is used in (2.1). Dembo, Eisenstat and Steihaug (1982) note that the local convergence properties of Newton's method depend on p being an accurate solution of (2.1) only near the solution of the unconstrained problem. They present a criterion that defines the level of accuracy in p necessary to achieve quadratic convergence as the solution is approached, and suggest systematically "truncating" the sequence of linear conjugate-gradient iterates when solving the linear system (2.1) (hence their name of "truncated Newton method").
(See also Dembo and Steihaug (1980) and Steihaug (1980) .)
This idea has subsequently been applied in a variety of situationsmfor example, in computing a search direction from (2.1) when H is a sparse quasi-Newton approximation (Steihaug (1982) ). We therefore prefer the more specific name of truncated conjugate-gradient methods. These methods are useful in computing search directions when it is impractical to store Hk, but it is feasible to compute a relatively small number of matrix-vector products involving H. For example, this would occur if Hk were the product of several sparse matrices whose product is dense (see 3.3.1). Truncated conjugate-gradient methods have also been used when the matrix-vector product Hkv is approximated (say, by a finite-difference along v); in this case, the computation of pk requires a number of gradient evaluations equal to the number of linear coniugategradient iterations (see, e.g., O'Leary (1982) ). In order for these methods to be effective, it must be possible to compute a good solution of (2.1) in a small number of linear conjugate-gradient iterations, and hence the use of preconditioning is important.
With (1982) and Nash (1982) .
Further flexibility remains as to how the result of a truncated conjugate-gradient procedure may be used within a method for unconstrained optimization. Rather than simply being used as a search direction, for example, p may be combined with previous search directions in a nonlinear conjugate-gradient method (see Nash (1982) ). where the m n matrix is assumed to be large and sparse. For simplicity, we assume that the rows of are linearly independent (if not, some of them may be removed without altering the solution).
The most popular methods for linearly constrained optimization are active-set methods, in which a subset of constraints (the working set) is used to define the search direction. The working set at x usually includes constraints that are satisfied exactly at xk; the search direction is then computed so that movement along p will continue to satisfy the constraints in the working set.
With problem LCP, the working set will include the general constraints x-b and some of the bounds. When a bound is in the working set, the corresponding variable is fixed during that iteration. Thus, the working set induces a partition of x into fixed and free variables.
We shall not be concerned with details of how the working set is altered, but merely emphasize that the fixed variables at a given iteration are effectively removed from the problem; the corresponding components of the search direction will be zero, and thus the columns of corresponding to fixed variables may be ignored. Let In dense problems, it is customary to use an explicit LQ or some other orthonormal factorization of A in order to define Z. If AQ (L 0), where the orthonormal matrix Q is partitioned as (Y Z) and L is lower triangular, then AZ 0. In this case, Z has the "ideal" property that its columns are orthonormal, so that formation of the projected Hessian and gradient does not exacerbate the condition of (3.3) and (3.4).
Unfortunately, for large problems computation of such a factorization is normally too expensive. (Some current research is concerned with efficient methods for obtaining sparse orthogonal factorizations; see George and Heath (1981) . However, the need to update the factors is an even more serious difficulty; see Heath (1982) and George and Ng (1982) As long as B in (3.7) is nonsingular, the matrix Z (3.8) will provide a basis for the null space of A. In the absence of the ideal factorization (3.5), the aim must be to choose a B that is as well.conditioned as conveniently possible, since this will tend to limit the size of wII and hence the condition of Z. (1980) . When the projected Hessian cannot be formed or factorized, the null-space equations may be solved using an iterative method that does not require storage of the matrix, such as a truncated conjugate-gradient method (see 2.5). In order for this approach to be reasonable, the computation of matrix-vector products involving Z and H must be relatively cheap (e.g., when H is sparse); in addition, a good approximation to the solution of (3.3) must be obtained in a small number of iterations. Even when the Hessian is not available, a truncated conjugate-gradient method may be applied to (3.3) by using a finite-difference of the gradient to approximate the vector HZv; an evaluation of the gradient is thus necessary for every iteration of the truncated conjugate-gradient method. Note that this is one of the few methods in which H is not required to be sparse.
Each of the above methods for solving the null-space equations can be adapted to allow for changes in the working set ( 3.5).
3.3.2. Solving the range-space equations. The null-space equations provide one means of solving for p in the augmented system (3.2), by eliminating &k. When (Duff and Reid (1982) (1982) and Duff and Reid (1983) . The analyze phase of a factorization consists of an analysis of the sparsity pattern alone (independent of the values of the elements), and leads to a permutation of the matrix in order to reduce fill-in during the factorization. The factor phase consists of computation with the actual numerical elements of the matrix.
We shall mention a few features of certain factorization methods that have particular relevance to optimization (see Duff and Reid (1983) for more details). Since active-set algorithms include a sequence of matrices that undergo column changes, the factorization methods were typically developed to be used in conjunction with an update procedure.
The p4 algorithm of Hellerman and Rarick (1971), (1972) performs the analyze phase separately from the factor phase, and produces the well-known "bump and spike" structure, in which B is permuted to block lower-triangular form with relatively few "spikes" (columns containing nonzeros above the diagonal). This procedure is very effective if B is nearly triangular. Also, the factor phase is able to use external storage, since it processes B one column at a time. Column interchanges are used to stabilize the factorization. (Row interchanges would destroy the sparsity pattern.) If an interchange is needed at the ith stage, it is necessary to solve a system of the form L/_ly ei and to compute the quantities yTaj for all remaining eligible spike columns aj. This involves significant work and also degrades the sparsity of the factors. Thus, a rather loose pivot tolerance must be used to avoid many column interchanges (e.g., I/zl < 104, where/x is the largest subdiagonal element in any column of L divided by the corresponding diagonal).
The Markowitz algorithm (Markowitz (1957) ), on the other hand, performs the analyze and factor phases simultaneously, and hence must run in main memory. It computes dynamic "merit counts" in order to determine the row and column permutations to preserve sparsity and yet retain numerical stability. The Markowitz procedure can achieve a good sparse factorization even with a rather strict pivot tolerance (e.g.,
In order to indicate how these factor routines perform on matrices that arise in optimization, we give results on five test problems. In the first three problems, the matrix B has "staircase" structure (see, e.g., Fourer (1982) ); constraints of this form often arise in the modeling of dynamic systems, in which a set of activities is replicated over several time periods. The fourth and fifth problems arise from the optimal power flow (OPF) problem (see e.g., Stott, Alsac and Marinho (1980) ). In this case, B is the Jacobian of the network equations of the power system, and has a symmetric sparsity (1977) , (1980) ; the Markowitz procedure is the Harwell code LA05 (Reid (1976) , (1982) ). Note that the large number of spikes in the first OPF problem is bound to cause difficulties for the p4 algorithm. Bartels and Golub (1969) , who showed as an alternative that an LU factorization can be updated in a stable manner (see also Bartels, Golub and Saunders (1970) ; Bartels (1971) (1976) capitalizes on the bump and spike" structure revealed by the p4 procedure (see 3.4) . Each triangular factor is of the form and fill-in can occur only within Fk. If Uo contains s spikes, the dimension of Fk will be at most s + k. Storing F as a dense matrix allows the BG update to be implemented with maximum stability (11--< 1 in (3.15)), and the approach is efficient as long as s is not unduly large (say, s-< 100). This implementation has been used for several years in the nonlinear programming system MINOS (Murtagh and Saunders (1977) , (1980) ).
During that period, the number of spikes in U0 has proved to be favorably small for many sparse optimization models. However, two important applications are now known to give unacceptably large numbers of spikes: time-period models (for which B has a staircase structure) and optimal power-flow problems (for which B has a symmetric sparsity pattern). Some statistics for these problems are given in Table 1 ( 3.4).
Another implementation of the BG update has been developed by Reid (1976) , (1982) as the Fortran package LA05 in the Harwell Subroutine Library. It strikes a compromise between dense and linked-list storage by using a whole row or column of Uk as the "unit" of storage. Thus, the nonzeros in any one row of Uk are held in contiguous locations of memory, as are the corresponding column indices, and an ordered list points to the beginning of each row. To facilitate searching, a similar data structure is used to hold just the sparsity pattern of each column (i.e., the row indices are stored, but not the nonzeros themselves; see Gustavson (1972) ). This storage scheme is also suitable for computing an initial LU factorization using the Markowitz criterion and threshold pivoting--a combination that has been eminently successful in practice, particularly on the structures mentioned above. In order to apply the column-wise stability test efficiently, the data structure for computing U0 needs to be transposed. This and other improvements will be incorporated in a new version of LA05 (Reid, private 
communication).
At the Systems Optimization Laboratory we have recently implemented some analogous routines as part of a package LUSOL, which will maintain the factorization LkBk--Uk following various kinds of updates. The matrices Bk may be singular or rectangular, and the updates possible are column replacement, row replacement, rank-one modification, and addition or deletion of a row or a column. The condition of Lk is controlled throughout for the reasons indicated above. We expect such a package to find many applications within optimization and elsewhere. One example will be to maintain a sparse factorization of the Schur-complement matrix Ck (see 3.5.4-3.6 .2), often called the working basis in algorithms for solving mathematical programs that have special structure. GUB rows and imbedded networks are examples of such structure; see Brown and Wright (1981) Tomlin (1975) .) The stability of the procedures (3.21) and (3.22) then depends essentially on the condition of Bo. In other words, if B0 is well conditioned, we have a stable method for solving BkX b for many subsequent k.
The method retains several advantages of the PF update. The vectors to be stored (columns of Yk) satisfy BoYk Vk, which is analogous to (3.11). These vectors should have sparsity similar to those in the PF update, and they can be stored sequentially (in compact form on an external file, if necessary). A further advantage is that whenever a column of Ck is deleted, the corresponding vector Yk may be skipped in subsequent uses of (3.21c). This gain would tend to offset the work involved in maintaining the factors of Ck. Because of the parallels, the method described here amounts to a practical mechanism for stabilizing an implementation based on the PF update.
3.5.6. The Schur-complement update. One of the aims of Bisschop and Meeraus (1977), (1980) was to give an update procedure whose storage requirements were independent of the dimension of B0. This is achievable because the matrix Yk is not essential for solving (3.17) and (3.18), given Vk and a "black box" for Bo. For The similarity of (3.25) with the equations (3.16) for the FT update leads us to suppose that the storage requirements would be at least as low as for the FT update. Apart from the need to store and update C, all implementation advantages are retained (in fact improved upon, since U0 is not altered). As with the PF and SC updates, the stability depends primarily on the condition of Bo. We could therefore regard the factorization (3.24) as a practical and stable alternative to the FT update. Gille and Loute (1981) , (1982) ), which is even more difficult to implement than the BG update.
We emphasize that column or row replacements are best treated as a special case, not as a sequence of general rank-one modifications. Methods and software for large-scale LP have thus achieved a high level of sophistication, and many of the techniques discussed in 3 were designed originally for use within the simplex method.
Much research has involved linear programs with special structure in the constraint matrix--for example, those arising from networks or time-dependent systems. It is impossible to summarize methods for specially-structured linear programs in a survey paper of this type. However, to illustrate the flavor of the work, we consider staircase linear programs (which were used in the examples of 3.4). These arise in modeling time-dependent processes; the recent book edited by Dantzig, Dempster and Kallio (1981) is entirely devoted to such problems. It has long been observed that the simplex method tends to be less efficient on staircase problems than on general LPs. To correct this deficiency, work has tended to proceed in two directions. First, the simplex method can be adapted to take advantage of the staircase structure, by using special techniques for factorizing, updating, and pricing (Fourer (1982) ). Second, special-purpose methods can be designed to exploit particular features of the problem. For staircase problems, several variations of the decomposition approach (Dantzig and Wolfe (1960) An early approach to quadratic programming was to transform the problem into a linear program, which is then solved by a modified LP method (e.g., Beale (1967) ).
The most popular quadratic programming algorithms are now based on the active-set approach described in 3.1 (for a comprehensive survey of QP methods, see Cottle and Djang (1979) ), and the search direction is defined by the subproblem (3.1). (1981) and Gill, Murray and Wright (1981) . In this section, we shall concentrate on the impact of sparsity rather than attempt a thorough discussion of the methods.
One The usual approach to solving NCP is to construct a sequence of unconstrained or linearly constrained subproblems whose solutions converge to that of NCP. Early methods included unconstrained subproblems based on penalty and barrier functions (see Fiacco and McCormick (1968) ). Unfortunately, these methods suffer from inevitable ill-conditioning; they have for the most part been superseded by more efficient methods.
4.1. Augmented Lagrangian methods. Augmented Lagrangian methods were motivated in large part by the availability of good methods for unconstrained optimization. The original idea was to minimize an approximation to the Lagrangian function that has been suitably augmented (by a penalty term) so that the solution is a local unconstrained minimum of the augmented function (Hestenes (1969) , Powell (1969) (1972) , Rosen and Kreuser (1972) ). With this formulation, the Lagrange multipliers of the kth subproblem may be taken as the multiplier estimate ;tk/l in defining the next subproblem, and will converge to the true multipliers at the solution. When c(x) contains both linear and nonlinear functions, only the nonlinear functions need be included in the objective function of (4.3). Under suitable assumptions, the solutions of the subproblems converge quadratically to the solution of NCP. A further benefit of the subproblem (4.3)
is that linear constraints may be treated explicitly.
One of the important conditions for convergence with the subproblems (4.3) is a "sufficiently close" starting point; thus, some procedure must be used to prevent divergence from a poor value of x0. Rosen (1980) suggested a two-phase approach, starting with a penalty function method. In the MINOS/AUGMENTED system of Murtagh and Saunders (1982) , Methods based on solving (4.3) have several benefits for sparse problems. The ability to treat linear constraints explicitly is helpful for the many large problems in which most of the constraints are linear. As noted in the Introduction, it is often a feature of sparse problems that the cost of evaluating the problem functions is dominated by the sparse matrix operations. The (1982) . With some formulations, the LP may not be well posedfor example, there may be fewer constraints than variables. The usual way of ensuring a correctly posed subproblem is to include additional constraints on the variables, such as bounds on the change in each variable. In general, the latter are also needed to ensure convergence.
SLP Beale (1978) has given a method that is designed to make extensive use of an existing LP system. The nonlinearly constrained problem is assumed to be of the form minimize c (x) X,y (4.5) subject to A(x)y--b(x), l<=x<=u, v<=y<-w. (1982) for a survey).
At iteration k, a typical QP subproblem has the form minimize 1/2prHkp + g p subject to Akp =--Ck l-xk <= p <-u Xk, where Hk is an approximation to the Hessian of the Lagrangian function. The solution of the QP subproblem is then used as the search direction p in (1.1). The step a is chosen to achieve a suitable reduction in some merit function that measures progress toward the solution. In the dense case, the most popular method is based on taking H as a positive-definite quasi-Newton approximation to the Hessian (Powell (1977) ).
However, the many options in defining the QP subproblem have yet to be fully understood and resolved (see Murray and Wright (1982) , for a discussion of some of the critical issues).
Further complex issues are raised when applying an SQP method to sparse problems (see, e.g., Gill et al. (1981) (1980) has reported some success with an SQP implementation in which a sparse quasi-Newton approximation is used for H (see also 3.7.2).
