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INHALT 1
1 Einleitung
1.1 Inhalt
Sei S ein beschra¨nktes Gebiet im R3, dessen Rand ∂S in die beiden Komponenten Γ1 und Γ2 zerlegt ist. Seien
ferner ǫ und µ (Dielektrizita¨t und Permeabilita¨t) gleichma¨ßig positiv definite 3× 3 Matrizen und ~N die a¨ußere
Normale. Wir betrachten das Maxwellsche Randwertproblem zu gegebenen Feldern ~J und ~K Lo¨sungen ~E und
~H der Gleichungen
rot ~E + iωµ ~H = ~J
rot ~H − iωǫ ~E = ~K
~N ∧ ~E = 0 in Γ1
~N · ~E = 0 in Γ2
zu finden. Um eine Lo¨sungstheorie fu¨r die Maxwellschen Gleichungen aufzubauen, kann man diese in die Theorie
alternierender Differentialformen beliebigen Ranges in beliebigen Raumdimensionen einbetten: Identifizieren wir
die Felder ~E, ~K, ~N mit den 1–Formen E := ~E · ~ds, K := − ~K · ~ds, N := ~N · ~ds und ~H, ~J mit den 2–Formen
H := ~H · ~dF, J := ~J · ~dF, wobei
~ds :=

 dx1dx2
dx3

 , ~dF :=

 dx2 ∧ dx3dx3 ∧ dx1
dx1 ∧ dx2

 ,
so erfu¨llen diese
dE + iωµH = J
δH + iωǫE = K
N ∧ E = 0 in Γ1
N ∧ ∗E = 0 in Γ2

 (1)
(positiv definite Matrizen σ werden durch die Vorschrift σ( ~E · ~ds) = (σ ~E) · ~ds zu positiv definiten Transformatio-
nen von Differentialformen). Die a¨ußere Ableitung d bezeichnen wir in Zukunft mit rot, die Koableitung δ mit
div. Durch eine geeignete schwache Formulierung lassen sich die Gleichungen in (1) mit Hilbertraummethoden
behandeln:
Wir schreiben Lq2(S) fu¨r die Menge der q–Formen, deren Komponentenfunktionen quadratintegrabel sind,
Lq2,σ(S) := σ
−1/2Lq2(S) und R
q(S) bzw. Dq(S) fu¨r die Menge der Formen aus Lq2(S), deren Rotation bzw.
Divergenz Elemente aus Lq+12 (S) bzw. L
q−1
2 (S) sind. Die Verallgemeinerung der Randbedingung N ∧ E = 0
in Γ1 bzw. N ∧ ∗E = 0 in Γ2 kennzeichnen wir mit einem oberen Index: Rq,Γ1(S) bzw. Dq,Γ2(S). Geringe
Voraussetzungen an die Trennmenge Γ1 ∩ Γ2 (vgl. Satz 2.20) liefern einen selbstadjungierten Maxwelloperator
D(M) := Rq,Γ1(S)×Dq+1,Γ2(S) ⊂ Lq2,ǫ(S)× L
q
2,µ(S)
M :=
(
0 i ǫ−1div
iµ−1rot 0
)
,
und die Gleichungen aus (1) gehen u¨ber in
M
(
E
H
)
− ω
(
E
H
)
=
(
i ǫ−1K
iµ−1J
)
. (2)
Der Maxwelloperator wird vom Raum
Rq,Γ1(S) ∩ ǫ−1div Dq+1,Γ2(S)×Dq+1,Γ2(S) ∩ µ−1rot Rq,Γ1(S) (3)
und dessen orthogonalem Komplement
Rq,Γ10 (S)×D
q+1,Γ2
0 (S) (4)
reduziert (der untere Index 0 steht fu¨r Rotations– bzw. Divergenzfreiheit). Da die Behandlung der durch (4)
reduzierten Gleichung evident ist, ist vorwiegend der durch (3) reduzierte Maxwelloperator Gegenstand unserer
Betrachtungen. Fu¨r einen glatten Rand ∂S und eine glatte Trennmenge werden wir zeigen, daß die Einbettung
Rq,Γ1(S) ∩Dq,Γ2(S) →֒ Lq2(S) (5)
2 EINLEITUNG
kompakt ist. Dieses Ergebnis hat als Konsequenz, daß die Ra¨ume rot Rq,Γ1(S), div Dq,Γ2(S) abgeschlossen und
die Dirichlet–Neumann–Felder
Rq,Γ10 (S) ∩D
q,Γ2
0 (S) (6)
endlich dimensional sind. Das Spektrum des Maxwelloperators besteht dann nur aus isolierten Punkten in
R. Daru¨ber hinaus existiert ein kompakter Lo¨sungsoperator, so daß fu¨r die Gleichung (2) die Fredholmsche
Alternative gilt (vgl. [32]).
Wir werden die Tangentialspuren von Formen aus Rq(S) untersuchen. Schon bekannt ist, daß im Falle eines
glatten Gebietes S ein linearer, stetiger und surjektiver Spuroperator von Rq(S) nach Rq−1/2(∂S), die Menge der
Funktionale aufHq1/2(∂S), deren Tangentialrotation Funktionale aufH
q+1
1/2 (∂S) sind, existiert. Hierfu¨r liefern wir
einen weiteren Beweis. Wir werden fu¨r eine glatte Trennmenge die Existenz eines linearen stetigen Spuroperators
Rq(S) → Rq,Γ2−1/2(∂S) zeigen. Letzter Raum besteht aus den Einschra¨nkungen der Funktionale aus R
q
−1/2(∂S)
auf Hq,Γ21/2 (∂S), Elemente aus H
q
1/2(∂S), die fast u¨berall in Γ2 verschwinden. Mit einer a¨hnlichen Technik lo¨sen
wir dann das statische Maxwellsche Problem
rot E = F, div E = G,N ∧ E = λ .
Dualita¨t liefert entsprechende Resultate fu¨r den Raum Dq(S).
Im Falle einer leeren Trennmenge lassen sich aus den obigen Aussagen ein linearer stetiger Fortsetzungsoperator
Rq−1/2(Γ1)→ R
q(S) sowie eine Lo¨sungstheorie fu¨r das Problem
rot E = F, div E = G,N ∧ E = λ in Γ1, N ∧ ∗E = θ in Γ2 (7)
ableiten.
Abschließend betrachten wir zwei weitere Probleme im Zusammenhang mit wechselnden Randbedingungen.
Zum einen zeigen wir fu¨r ein glattes Gebiet im RN , dessen Randstu¨ck Γ1 in K glatte Zusammenhangskompo-
nenten zerfa¨llt, daß die Dimension des Raumes (6) fu¨r q = 1 gerade K − 1 ist. Zum anderen wollen wir die
Eigenformen des Maxwelloperators auf der halben Kreislinie und dem Halbkreis bestimmen und Aussagen u¨ber
deren Regularita¨tseigenschaften machen.
1.2 Geschichte
Die Verallgemeinerung der Maxwellgleichungen auf Differentialformen geht auf Weyl [35] zuru¨ck, der mit Inte-
gralgleichungsmethoden eine Lo¨sungstheorie fu¨r den homogenen isotropen Fall (ǫ = µ = 1) aufstellen konnte.
In glatten Gebieten folgt die kompakte Einbettung
Rq,∂S(S) ∩Dq(S) →֒ Lq2(S) (8)
mit dem Rellichschen Auswahlsatz aus der stetigen Einbettung
Rq,∂S(S) ∩Dq(S) →֒ Hq1 (S) . (9)
Einen solchen Regularita¨tsbeweis lieferte Leis in [14] fu¨r glatte Gebiete im R3.
Fu¨r die auf Differentialformen verallgemeinerten Maxwellgleichungen konnte Weck in [31], [32] eine große Klasse
von nicht glatten Gebieten (verallgemeinerte Kegelgebiete) angeben, in denen die Einbettung (8) kompakt ist.
Er behandelte den inhomogenen anisotropen Fall (ǫ und µ geeignete Transformationen von Differentialformen)
mittels einer vollsta¨ndigen Induktion u¨ber die Raumdimension. Dabei zeigte er auch die Unabha¨ngigkeit der
kompakten Einbettung von ǫ und µ.
Ein Beweis fu¨r Gebiete im R3 mit der eingeschra¨nkten Kegeleigenschaft wurde von Weber in [29] gefu¨hrt. Die
Voraussetzungen an das Gebiet wurden lediglich fu¨r die Existenz eines Calderonschen Fortsetzungsoperators
H2(S) nach H2(R
3) beno¨tigt, um dann (auf Felder aus ∇H2 ) den Rellichschen Auswahlsatz anzuwenden.
Witsch ersetzte in [36] diese Kombination, Fortsetzungsoperator und kompakte Einbettung, durch einen kom-
pakten Fortsetzungsoperator H2(S) nach H1(R
N ), fu¨r dessen Existenz er die Voraussetzungen in [29] weiter zu
p–cusp Gebieten mit p < 2 abschwa¨chen konnte.
Einen elementaren Beweis brachte Picard in [20] im Fall der Weylschen Verallgemeinerung fu¨r Lipschitz–Gebiete,
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eine gro¨ßere Menge, als die der Gebiete mit der eingeschra¨nkten Kegeleigenschaft. Nachdem er die Unabha¨ngig-
keit der kompakten Einbettung von Lipschitz–Transformationen gezeigt hatte, lokalisierte er das Problem und
konnte es dann auf die Einheitskugel u¨bertragen. Dort fu¨hrten schon bekannte Resultate zum Ziel.
Eine Vereinfachung des Beweises aus [32] wurde in [21] fu¨r S ⊂ R3 gefu¨hrt. Daru¨ber hinaus wurde durch einen
anderen Induktionsanfang die Klasse der Gebiete mit kompakter Einbettung (8) nochmals erweitert. Dies fu¨hrte
unter anderem zu Teilmengen aus R3, die lokal Lipschitz–homo¨omorph zu Gebieten sind, die aus endlich vielen
Zusammenhangskomponenten von p–cusp’s, p < 2 oder Kegelspitzen bestehen.
Spuroperatoren Rq(S)→ Rq−1/2(∂S), Fortsetzungssa¨tze und Lo¨sungstheorien fu¨r das statische Problem
rot E = F , div E = G in S , N ∧ E = f in ∂S
wurden von Georgescu in [8] und von Paquet in [16] fu¨r Differentialformen auf kompakten glattberandeten
Mannigfaltigkeiten untersucht.
Alonso und Valli fanden in [2] einen Weg, den Fortsetzungsoperator fu¨r Gebiete im R3 durch Lo¨sen geeigneter
Differentialgleichungen herzuleiten. Im Falle einer leeren Trennmenge charakterisierten sie die Tangentialspuren
der Felder aus Rq(S) auf einem Randstu¨ck Γ1 und brachten eine Lo¨sungstheorie fu¨r das Problem (7).
Weitere Untersuchungen des statischen Problems findet man in [13] und [18]. Die hierbei auftretenden harmo-
nischen Felder wurden in [6], [7] und [15] mit klassischen Methoden behandelt. Fu¨r nicht glatte Gebiete S hat
Picard in [17], [19] gezeigt, daß sich die Dimensionen der harmonischen Differentialformen oder Neumann–Felder
(6) im Falle Γ2 = ∂S, Γ1 = ∅ und q beliebig durch die Betti–Zahlen des Gebietes ausdru¨cken lassen; genauer
dim(Rq0(S) ∩D
q,∂S
0 (S)) = βq ,
wobei βq gerade die q–te Betti Zahl ist.
Den Fall gemischter Randbedingungen und leerer Trennmenge betrachtete Kress in [12] fu¨r Gebiete im R3.
Saranen untersuchte in [24] die Gu¨te der Lo¨sungen der Maxwellgleichungen in Kegelspitzen, indem er nach
den Eigenformen auf dem Kegeldeckel entwickelte und die Koeffizienten untersuchte. Hierbei benutzte er die
Resultate aus [32].
1.3 Vorgehensweise
In Kapitel 2 werden wir zuna¨chst grundlegende Bezeichnungen einfu¨hren und einige Werkzeuge fu¨r deren An-
wendung bereitstellen. Eine besondere Bedeutung kommt hier den Approximationseigenschaften zu. Wa¨hrend
im Falle homogener Randbedingungen die Segmenteigenschaft genu¨gt, um die Ra¨ume Rq(S) und Dq(S) durch
glatte Formen anzuna¨hern, mu¨ssen wir im Falle wechselnder Randbedingungen zusa¨tzlich a¨hnliche Vorausset-
zungen an die Randstu¨cke Γ1 oder Γ2 stellen (Satz 2.20). Dies ist notwendig, um spa¨ter auf den Satz von Stokes
in Lemma 2.22 zugreifen zu ko¨nnen. Dieses Lemma liefert ein zweites wichtiges Werkzeug: Mit Hilfe von [33]
stellen wir hier Formeln zur Verfu¨gung, die den Zusammenhang zwischen der Rotation auf dem Rand und der
Rotation im Inneren spezieller Gebiete, den Kegelspitzen, darlegen.
Nach diesen Vorbereitungen zeigen wir in Kapitel 3, Satz 3.2 fu¨r einen glatten Rand ∂S und eine glatte Trenn-
menge die Kompaktheit der Einbettung in (5). Den Beweis, fu¨hren wir wie in [21] (vgl. auch [32] und [31]) per
Induktion u¨ber die Raumdimension: Gilt die kompakte Einbettung, so ko¨nnen wir nach Eigenformen entwickeln.
Aus diesem Entwicklungsresultat in (N − 1)–dimensionalen Mannigfaltigkeiten folgt schließlich die kompakte
Einbettung in N–dimensionalen Gebieten mit glattem Rand und glatter Trennmenge. Bei diesem Dimensions-
sprung kommen uns die oben erwa¨hnten Hilfsmittel zugute.
In Kapitel 4 werden wir einen Regularita¨tssatz fu¨r Formen herleiten. Hier halten wir uns im wesentlichen an den
Beweis aus [30] und modifizieren diesen an den Stellen, an denen von der speziellen Situation im R3 Gebrauch
gemacht wird. Dazu benutzen wir eine Spiegelungstechnik wie in [34].
Mit Hilfe dieses Regularita¨tsresultates werden wir in den folgenden beiden Kapiteln Sa¨tze u¨ber Spuren, Fort-
setzungen (Kapitel 5) und Lo¨sungstheorie zum statischen Maxwellproblem mit homogenen Randbedingungen
(Kapitel 6) beweisen. Die hier angewandte Technik basiert auf der Formulierung geeigneter koerzitiver Hilbert-
raumprobleme und geht auf [2] zuru¨ck.
Um in Kapitel 7 fu¨r q = 1 die Dimension, der im Falle wechselnder Randbedingungen auftretenden Dirichlet–
Neumann–Felder (6) zu bestimmen, verallgemeinern wir die Methode aus [18].
In Kapitel 8 berechnen wir zuna¨chst fu¨r die halbe Kreislinie die Eigenformen des Maxwelloperators. Mit Hilfe
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des Entwicklungsresultates aus Kapitel 3 ko¨nnen wir die Eigenformen fu¨r den Halbkreis nach diesen entwickeln.
Die Koeffizienten dieser Entwicklung erfu¨llen dann die Besselsche Differentialgleichung, u¨ber deren Lo¨sungen,
die Besselfunktionen, viele Arbeiten verfaßt wurden. Im Falle homogener Randbedingungen wurde ein a¨hnliches
Verfahren in [24] angewandt.
2 Vorbereitung
2.1 Bezeichnungen
Mit R bzw. C bezeichnen wir die Menge der reellen bzw. komplexen Zahlen, mit N die Menge der natu¨rlichen
Zahlen ohne 0. Fu¨r komplexe Zahlen z ist z die Konjugation. Die imagina¨re Einheit nennen wir i . Falls U eine
Menge und n eine natu¨rliche Zahl ist, definieren wir rekursiv U1 := U , Un := Un−1 × U . Fu¨r die Normen in
RN und CN schreiben wir | · |.
Sind U, V Teilmengen eines metrischen Raumes (X, d), so ist U der Abschluß und ∂U der Rand von U . Ist
nicht klar, bezu¨glich welcher Metrik der Abschluß zu bilden ist, versehen wir U mit einem oberen Index d. Wir
sagen U ⊂⊂ V , wenn U kompakt und U ⊂ V gilt. Die Abstandsfunktion bezeichnen wir mit dist und setzen
dist (U, ∅) :=∞.
Fu¨r zwei Mengen U, V ist F(U, V ) die Menge aller Abbildungen f , deren Definitionsbereich D(f) := U ist,
und deren Wertebereich R(f) in V liegt; N(f) ist der Nullraum. Gilt U ′ ⊂ U , so bezeichnen wir mit f|U′ die
Einschra¨nkung von f auf U ′. Wir schreiben supp f fu¨r den Tra¨ger einer komplexwertigen Funktion f . Fu¨r
G ⊂ RN , G offen definieren wir weiter
C∞(G) Raum der unendlich oft differenzierbaren komplexwertigen Funk-
tionen
◦
C∞(G) := {ϕ ∈ C∞(G) | supp ϕ ⊂⊂ G}
C∞(G) := {ϕ|G mit ϕ ∈
◦
C∞(R
N )}
Lp(G) Raum der A¨quivalenzklassen aller Lebesgue–meßbaren Funk-
tionen f mit ||f ||Lp(G) := (
∫
G |f(x)|
pdx)1/p <∞, p = 1, 2
< f, g >L2(G) :=
∫
G f(x)g(x)dx
Hm(G) Sobolevra¨ume (siehe [37, Definition 3.1]) mit Norm
|| · ||Hm(G).
Wir schreibenH1⊕H2 fu¨r die orthogonale Summe zweier Unterra¨umeH1, H2 eines Hilbertraumes. Der zu einem
linearen Operator A adjungierte Operator ist A∗. Haben wir in einem Raum H ein Skalarprodukt < ·, · >H
erkla¨rt, so setzen wir ||x||H := (< x, x >H)1/2 fu¨r x ∈ H . Die Dimension eines Vektorraumes V ist dimV .
Mit c bezeichnen wir Konstanten, die sich im Laufe eines Beweises a¨ndern ko¨nnen, deren A¨nderungen aber
unabha¨ngig von aus dem Kontext ersichtlichen Eigenschaften sind.
Elemente (i1, · · · , iq) ∈ {1, · · · , N}q mit ik 6= il fu¨r k 6= l nennen wir Multiindizes der La¨nge |I| := q. Gilt
i1 < · · · < iq fu¨r einen Multiindex I = (i1, · · · , iq), so ist dieser geordnet. Die Menge der geordneten Multiindizes
bezeichnen wir mit S(q,N) und sagen j ∈ I, falls j ∈ {i1, · · · , iq} =: I, j 6∈ I entsprechend. Im ersten Fall
ist I − j =: (ˆi1, · · · iˆq−1) der geordnete Multiindex der La¨nge q − 1 mit {iˆ1, · · · iˆq−1, j} = I, im zweiten Fall
schreiben wir I+j =: (ˆi1, · · · iˆq+1) fu¨r den geordneten Multiindex der La¨nge q+1 mit {iˆ1, · · · iˆq+1}\{j} = I. Fu¨r
einen ungeordneten Multiindex I schreiben wir σ(I) fu¨r das Vorzeichen der Permutation, welche die Ordnung
wiederherstellt. Somit gilt fu¨r Multiindizes I der La¨nge p und J der La¨nge q
σ(I, J) = (−1)pqσ(J, I) ,
wobei
I, J := (I, J) := (i1, · · · , ip, j1, · · · , jq)
fu¨r I = (i1, · · · , ip) , J = (j1, · · · , jq)
fu¨r die Konkatenation von I und J steht. Wir bezeichnen mit J die Abbildung, die einen ungeordneten Mul-
tiindex sortiert und mit I ′ den Multiindex, der die Gleichung J (I, I ′) = (1, · · · , N) erfu¨llt. Natu¨rliche Zahlen
wollen wir mit Multiindizes der La¨nge 1 identifizieren.
Fu¨hren wir die Vorzeichen der ”Divergenz” (siehe (46) und Seite 6) und von ”∗∗” in den Raumdimensionen N
DIFFERENTIALFORMEN 5
und N − 1 ein durch
σq := (−1)N(q−1) , σ′q := (−1)
(N−1)(q−1) ,
κq := (−1)q(N−q) , κ′q := (−1)
q(N−1−q) ,
so gelten
κq+2 = κq , σq+2 = σq , κq = κN−q ,
σN−q = σq+1 , κqσq+1 = (−1)q , σqσq+1 = (−1)N ,
σqκq = (−1)N+q ,
κ′, σ′ entsprechend, und
κ′q−1σq = 1 , σ
′
qκq = (−1)
N+1 .
Das Kronecker–Symbol bezeichnen wir mit δi,j .
2.2 Differentialformen
Sei in dieser Arbeit stets M eine vollsta¨ndige N–dimensionale reelle differenzierbare Mannigfaltigkeit, versehen
mit einer Orientierung und Riemannscher Metrik, kurz Mannigfaltigkeit, und S eine offene Teilmenge mit
kompaktem Abschluß in M . Die folgenden Aussagen entnehmen wir [3] oder [11].
Aus den Voraussetzungen an M folgt die Existenz einer Metrik dM auf M . Wir nennen Paare (V, h) Karten um
x in M oder Koordinatenumgebung um x, wenn V eine offene Umgebung von x in M ist, und die Abbildung h
diese Umgebung diffeomorph auf eine offene Teilmenge des RN abbildet. Wir treffen folgende Konvention:
Diffeomorphismen V → U sind Einschra¨nkungen invertierbarer Abbildungen V0 → U0 mit V0, U0 offen,
V ⊂⊂ V0, U ⊂⊂ U0, die in beiden Richtungen unendlich oft differenzierbar sind.
Die Tangenten in einem Punkt x anM , die wir als Derivationen auf C∞(m) (das ist die Menge der reellwertigen
Funktionen f , die in einer Umgebung U := U(f) ⊂ M von m definiert und unendlich oft differenzierbar sind
) auffassen ko¨nnen, spannen einen N–dimensionalen linearen Raum Tx oder TMx auf. Fu¨r x ∈ M bezeichnen
wir den komplexen Raum der alternierenden kovarianten Tensoren vom Rang q zum Tangentialraum von x
mit Aq(x) und dessen Bu¨ndel mit Aq(M). Elemente aus Aq(M) nennen wir q–Formen oder Formen. Ist q < 0
oder q > N , so identifizieren wir solche mit der Nullabbildung. Auf dem Raum Aq(M) ist ein a¨ußeres Produkt
∧ : Aq(M)×Ap(M)→ Aq+p(M) (punktweise) erkla¨rt mit der Eigenschaft∧
Φ∈Aq(M)
∧
Ψ∈Ap(M)
Φ ∧Ψ = (−1)qpΨ ∧Φ .
In einer Koordinatenumgebung (V, h) um x bilden die Differentiale dhi der Koordinatenfunktionen hi eine Basis
von A1(x), damit auch von A1(S ∩ V ), und wir ko¨nnen in S ∩ V eine Form Φ eindeutig darstellen durch
Φ =
∑
I∈S(q,N)
ΦIdh
I (10)
mit ΦI : V → C und dh
I := dhi1 ∧ · · · ∧dhiq fu¨r I := (i1, · · · , iq). Wegen der Anforderungen an M ist A1(x) mit
einer Orientierung und Bilinearform versehen. Fu¨r eine positiv orientierte Orthonormalbasis {dhi | i = 1, · · · , N}
erkla¨ren wir punktweise den Sternoperator mittels
∗dhI = σ(I, I ′)dhI
′
. (11)
Dieser ist unabha¨ngig von der Wahl der Karten und liefert einen Isomorphismus ∗ : Aq(S)→ AN−q(S) mit den
Eigenschaften
∗ ∗ Φ = κqΦ
Φ ∧Ψ = ∗Φ ∧ ∗Ψ
∗(ϕΦ) = ϕ ∗ Φ
fu¨r Φ ∈ Aq(S), Ψ ∈ AN−q(S) und ϕ ∈ A0(S).
Wir sagen ϕ ∈ Cm(S), m ∈ N∪{0}∪{∞}, wenn fu¨r eine Karte, dann alle Karten (V, h) die Funktionen ϕ◦h−1
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in Cm(h(S ∩ V )) liegen. Sind die Komponentenfunktionen einer Form Φ in der Darstellung (10) aus Cm(S), so
schreiben wir Φ ∈ Cqm(S) und definieren weiter
◦
C
q
m(S) := {Φ ∈ C
q
m(S) | supp Φ ⊂⊂ S}
Cqm(S) := {Φ|S | Φ ∈
◦
C
q
m(M)} .
Ist q = 0, verzichten wir manchmal auf den oberen Index q.
Die a¨ußere Ableitung d hat die Eigenschaften
d(Φ ∧Ψ) = dΦ ∧Ψ+ (−1)qΦ ∧ dΨ (12)
ddΦ = 0 (13)
fu¨r alle Φ ∈ Cq∞(S), Ψ ∈ C
p
∞(S) und ist lokal erkla¨rt durch
dΦ =
∑
I∈S(q,N)
N∑
j=1
∂jΦIdh
j ∧ dhI
=
∑
I∈S(q+1,N)
∑
j∈I
σ(j, I − j)∂jΦI−jdh
I (14)
mit ∂jΦI :=
∂
∂hj
ΦI := dΦI(∂j) fu¨r das Differential d und den Tangentialvektor ∂j mit dhi(∂j) = δi,j , Φ wie
in (10). Auf Formen Φ ∈ C∞(S) wirkt d wie das Differential. Die Koableitung δ := σq ∗ d∗ hat im Falle einer
positiv orientierten Orthonormalbasis {dhi, i = 1, · · · , N} lokal die Darstellung
δΦ =
∑
I∈S(q−1,N)
∑
j 6∈I
σ(j, I)∂jΦI+jdh
I . (15)
Gilt fu¨r eine Karte (V, h) und Zahlen ai, bi
Q := {x ∈M | ai < hi(x) < bi , i = 1, · · · , N} ⊂ V ,
so definieren wir fu¨r Φ = ΦIdh
I ∈
◦
CN∞(M)∫
Q
Φ :=
∫ b1
a1
· · ·
∫ bN
aN
ΦI(h1, · · · , hN )dh
N · · · dh1 . (16)
Ist ξα eine der U¨berdeckung Qα untergeordnete Zerlegung der 1, so ist der Ausdruck∫
M
E :=
∑
α
∫
Qα
ξαΦ
unabha¨ngig von der Wahl der Karten. Integration u¨ber Teilmengen von M realisieren wir wie u¨blich mit der
charakteristischen Funktion. Fu¨r Φ ∈
◦
CN−1∞ (M) gilt∫
M
dΦ = 0 . (17)
Eine unendlich oft differenzierbare Abbildung τ : S ⊂M → S˜ ⊂ M˜ induziert eine Abbildung (x ∈ S)
τ∗ : TMx −→ T M˜τ(x)
t 7−→ τ∗t
mit (τ∗t)(f) := t(f ◦ τ) .
Wir bezeichnen den Raum der q–Tupel von Tangentialvektoren aus Tx bzw. TMx mit T
q
x bzw. T
qMx und
erkla¨ren fu¨r Φ ∈ Aq(S˜) die Form τ∗Φ ∈ Aq(S) durch
(τ∗Φ)x(v) = Φτ(x)(τ∗v) (18)
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fu¨r alle Tangentialvektoren v ∈ T qx . Hierbei verstehen wir den Ausdruck τ∗v komponentenweise. Die Abbildung
τ∗ : Aq(S˜)→ Aq(S) hat die Eigenschaften ∧
ϕ∈A0(S˜)
τ∗ϕ = ϕ ◦ τ
∧
Φ∈Aq(S˜)
∧
Ψ∈Ap(S˜)
τ∗(Φ ∧Ψ) = τ∗Φ ∧ τ∗Ψ
∧
Φ∈Cq∞(S˜)
dτ∗Φ = τ∗dΦ (19)
∧
Φ∈CN∞(S˜)
∫
S
τ∗Φ =
∫
S˜
Φ ,
wobei die letzte Aussage nur fu¨r orientierungserhaltende Diffeomorphismen τ gilt. Fu¨r solche erkla¨ren wir die
linearen Transformationen ǫ, µ : Aq(S)→ Aq(S) durch
ǫ := ǫτ := ǫ
q
τ := κq ∗ τ
∗ ∗ (τ∗)−1 (20)
µ := µτ := µ
q
τ := κqτ
∗ ∗ (τ−1)∗ ∗ . (21)
Der Kettenregel entnehmen wir die Eigenschaften
∗ǫτ∗ = τ∗ ∗ (22)
ǫµ = id .
Lokal wirkt τ∗ in folgender Weise: Bildet τ die Koordinatenumgebung V ⊂M diffeomorph auf W ⊂ M˜ ab, und
sind hi : V → V1 ⊂ RN und gi :W →W1 ⊂ RN die Koordinatenabbildungen, F : V1 →W1, x 7→ g ◦ τ ◦ h−1(x)
und
Φ(w) :=
∑
I∈S(q,N)
ΦI(w)dg
I ,
w ∈W , so gilt fu¨r v ∈ V nach [31]
τ∗Φ(v) =
∑
I∈S(q,N)
∑
|J|=q
σ(J)EJ (J)(τ(v))∂IFJ (h(v))dh
I (23)
∂IFJ (x) := ∂i1Fj1 (x) · · · ∂iqFjq (x) .
Fu¨r Koordinaten xi = τi(y) im R
N folgt daraus
τ∗dxi = dτi(y) =
N∑
j=1
∂jτi(y)dy
j . (24)
Wir betrachten noch den Spezialfall der Inklusion: Ist ∂S eine differenzierbare Untermannigfaltigkeit von M ,
so gilt fu¨r die Einbettung
ι : ∂S −→ M
x 7−→ x
der Satz von Stokes ∫
S
dΦ =
∫
∂S
ι∗Φ . (25)
Wir benutzen ohne weiteren Kommentar die folgenden Konventionen:
i) Fu¨r eine offene Teilmenge T0 von T sei ι : T0 → T die Inklusion x 7→ x. Die Einschra¨nkung ι∗ einer
Form Φ ∈ Aq(T ) auf T0 bezeichnen wir wieder mit Φ und bemerken, daß die Einschra¨nkung nicht nur mit
a¨ußerem Produkt und a¨ußerer Ableitung, sondern auch mit Sternoperator und Koableitung tauscht.
ii) Ist Φ ∈ Aq(T0), T0 ⊂ T , so bezeichnen wir die Fortsetzung von Φ auf T durch 0 auch wieder mit Φ.
Gilt in ii) dist (supp Φ, T \ T0) > 0 und geho¨rt Φ zu irgendeinem der im folgenden eingefu¨hrten Ra¨ume von
q–Formen auf T0 (z.B. Φ ∈
◦
Cq∞(T0)), so gilt dies auch fu¨r die Nullfortsetzung (Φ ∈
◦
Cq∞(T )).
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2.3 Geometrische Voraussetzungen
Bezeichne UN (R) die Kugel um den Nullpunkt des R
N mit Radius R und
U+N (R) := {x ∈ UN(R) | xN > 0}
U−N (R) := {x ∈ UN(R) | xN < 0}
U0N (R) := {x ∈ UN(R) | xN = 0}
U0,+N (R) := {x ∈ U
0
N(R) | x1 > 0}
U0,−N (R) := {x ∈ U
0
N(R) | x1 < 0}
U0,0N (R) := {x ∈ U
0
N(R) | x1 = 0} .
Die Spha¨re im RN mit Radius R nennen wir SN (R). Im Falle R = 1 verzichten wir auf die Angabe des Radius.
Definition 2.1
i) Ist ∂S eine (N −1)–dimensionale glatte Untermannigfaltigkeit von M , und existiert um jedes x ∈ ∂S eine
”Randkarte”, das ist eine Karte (V, h) fu¨r M mit
h(x) = 0
h(V ) = UN
h(∂S ∩ V ) = U0N
h(S ∩ V ) = U−N ,

 (26)
so nennen wir S glatt.
ii) Wir sagen S besitzt die Segmenteigenschaft, falls um jedes x ∈ ∂S eine Karte (V, h) fu¨r M , ein ρ ∈ (0, 1)
und ein Vektor y ∈ RN existieren mit
h(V ) = UN
(UN (ρ) ∩ h(S ∩ V )) + τy ⊂ h(S ∩ V ) fu¨r alle τ ∈ (0, 1) .
}
(27)
Definition 2.2
Sei (S,Γ1,Γ2) ⊂M ×M ×M . Wir sagen (S,Γ1,Γ2) ∈M(M), falls Γ1 und Γ2 relativ offene Teilmengen in ∂S
sind und die Eigenschaften
Γ1 ∩ Γ2 = ∅
∂Γ1 = ∂Γ2 =: γ
Γ1 ∪ Γ2 ∪ γ = ∂S disjunkt
besitzen. Die Menge γ nennen wir Trennmenge.
Definition 2.3
Sei (S,Γ1,Γ2) ∈M(M) und bezeichne γ die Trennmenge.
i) Ist S glatt, so heißt (S,Γ1,Γ2) Gebiet mit U¨bergangsrand.
ii) Ist zusa¨tzlich γ eine (N − 2)–dimensionale glatte Untermannigfaltigkeit von ∂S, und existiert um jedes
x ∈ γ eine ”glatte U¨bergangsrandkarte” (V, h) fu¨r M mit (26) und
h(Γ1 ∩ V ) = U
0,−
N
h(Γ2 ∩ V ) = U
0,+
N
h(γ ∩ V ) = U0,0N ,

 (28)
so heißt (S,Γ1,Γ2) glatt.
iii) Ein Gebiet (S,Γ1,Γ2) mit U¨bergangsrand heißt S–Gebiet (Segment–Gebiet), wenn fu¨r ein j ∈ {1, 2} und
um jedes x aus der Trennmenge eine U¨bergangsrandkarte (V, h) mit (26), ein Vektor y ∈ RN und ein
ρ ∈ (0, 1) existieren mit
(UN (ρ) ∩ h(Γj ∩ V )) + τy ⊂ h(Γj ∩ V ) fu¨r alle τ ∈ (0, 1) . (29)
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Bemerkung 2.4
Erfu¨llt (S,Γ1,Γ2) die Bedingungen in Definition 2.3, iii) mit j = 1 und dem Vektor y, so auch fu¨r j = 2 mit
dem Vektor −y. Daher ist die Bezeichnung S–Gebiet unabha¨ngig von j in (29).
Wir fassen die oben gemachten Definitionen zusammen und sammeln Eigenschaften der in dieser Arbeit be-
trachteten Mengen S:
Um jeden Punkt x ∈ S bzw. y ∈ Γi (i = 1, 2) bzw. z ∈ γ existiert eine Karte (V, h) mit x bzw. y bzw. z ∈ V .
Wir ko¨nnen o.B.d.A. annehmen, daß ∂S ∩ V = ∅ fu¨r Karten (V, h) um x ∈ S und S ∩ V ⊂ S ∪ Γi fu¨r Karten
um y ∈ Γi gilt. Im ersten Fall nennen wir (V, h) eine interne Karte, im zweiten Fall eine interne Randkarte und
im dritten Fall (z ∈ γ) eine U¨bergangsrandkarte. Letztere beiden nennen wir gemeinsam Randkarten. Da S
kompakt ist, genu¨gt eine endliche Kollektion {(Vk, hk) | k = 1, · · · ,K} von Karten, um S mit {Vk | k = 1, · · ·K}
zu u¨berdecken. Hierzu sei {ξk | k = 1, · · · ,K} eine untergeordnete Zerlegung der 1. Wir ko¨nnen o.B.d.A. weiter
annehmen, daß stets
hk(Vk) = UN (0, 1) und supp ξk ◦ h
−1
k ⊂ UN(0,
1
3
) ∩ hk(S ∩ Vk) (30)
fu¨r alle k erfu¨llt sind. Je nach Regularita¨t der Geometrie unterscheiden wir drei Typen von Daten:
i) Glatte Gebiete mit glattem U¨bergangsrand: Hier haben die internen Randkarten die Eigenschaft (26) und
die U¨bergangsrandkarten die Eigenschaft (28).
ii) S–Gebiete: Interne Randkarten haben die Eigenschaft (26), wa¨hrend U¨bergangsrandkarten die Eigenschaft
(29) haben.
iii) Z–Gebiete (werden in Abschnitt 3 definiert)
iv) Gebiete, an deren Rand wir keine Voraussetzungen stellen mo¨chten: Von den Karten (V, h) fordern wir
lediglich h : V → UN .
2.4 Die Sobolevra¨ume Hqm
Mit den oben erwa¨hnten Karten (Vk, hk), k = 1, · · · ,K definieren wir fu¨r m ∈ [0,∞) die Sobolevra¨ume H
q
m(S)
als die Menge der Formen E ∈ Aq(S) mit
||E||Hqm(S) := (
K∑
k=1
∑
I∈S(q,N)
||EkI ||
2
Hm(hk(S∩Vk))
)1/2 <∞ , (31)
wobei EkI die Komponenten von (h
−1
k )
∗E bzgl. kartesischer Koordinaten sind (nach unserer Konvention iden-
tifizieren wir hier die Form E mit ihrer Einschra¨nkung auf S ∩ Vk). Aus den Transformationssa¨tzen, (23) fu¨r
Formen und [37, Satz 4.1] im skalaren Fall, folgt, daß die Definition unabha¨ngig von der gewa¨hlten U¨ber-
deckung ist und verschiedene U¨berdeckungen a¨quivalente Normen liefern. Ebenso entnehmen wir (23), daß fu¨r
einen Diffeomorphismus τ : T → S und E ∈ Hqm(S)
c′||E||Hqm(S) ≤ ||τ
∗E||Hqm(T ) ≤ c||E||Hqm(S) (32)
mit von E unabha¨ngigen Konstanten c, c′ > 0 erfu¨llt ist. Die Vollsta¨ndigkeit wird ebenso auf Hqm(S) u¨bertragen
wie folgende Aussagen:
Cq∞(S) ∩H
q
m(S) dicht in H
q
m(S) (33)
◦
C
q
∞(S) dicht in H
q
0 (S) (34)∧
Φ∈Cp∞(S)
∨
c>0
∧
E∈Hqm(S)
||Φ ∧ E||Hq+pm (S) ≤ c||E||H
q
m(S) (35)
∨
c>0
∧
E∈Hqm(S)
|| ∗ E||HN−qm (S) ≤ c||E||H
q
m(S) (36)
Wir zeigen nur (33). Zerlegen wir die Form E ∈ Hqm(S) in
∑K
k=1 ξkE, so genu¨gt es, ξkE durch Elemente aus
Cq∞(S) ∩H
q
m(S) zu approximieren, wobei {ξk ⊂ C∞(S)} die der U¨berdeckung {Vk} untergeordnete Zerlegung
der 1 ist. Wir setzen U := hk(S ∩Vk). Aus (30) und [37, Satz 3.5] folgt, daß wir die Komponenten EkI ∈ Hm(U)
von (h−1k )
∗ξkE durch Funktionen Φ
l
I ∈ C∞(U)∩Hm(U) approximieren ko¨nnen, deren Tra¨ger o.B.d.A. kompakt
10 VORBEREITUNG
enthalten ist in UN (1/3) ∩ U . Nach (32) konvergiert die Folge h∗kΦ
l mit Φl :=
∑
I∈S(q,N) Φ
l
Idx
I in Hqm(S ∩ Vk)
gegen ξkE. Wegen der Bemerkung nach unserer Konvention liegen die Nullfortsetzungen der Φ
l im Raum
Cq∞(S) ∩H
q
m(S) und approximieren ξkE in H
q
m(S). Mit der gleichen Technik folgt die zweite Behauptung aus
den entsprechenden Aussagen u¨ber L2. Mit
||
∑
J∈S(p,N)
ΦJdx
J ∧
∑
I∈S(q,N)
EIdx
I ||2
Hq+pm (U)
≤
∑
J∈S(p,N)
∑
I∈S(q,N)
||ΦJEI ||
2
Hm(U)
≤ c||
∑
I∈S(q,N)
EIdx
I ||2Hm(U)
fu¨r Teilmengen U ⊂ RN und [37, Lemma 3.2] erhalten wir (35). Analog: (36)
Wir definieren (vgl. (34))
Lq2(S) := H
q
0 (S)
< E,H >q,S :=
∫
S
E ∧ ∗H fu¨r E,H ∈ Lq2(S) .
Die Normen in Lq2(S) und H
q
0 (S) sind a¨quivalent. Nach [32] ist L
q
2(S) ein Hilbertraum. In diesem sind die
Transformationen ǫτ , µτ aus (20), (21) zu einem Diffeomorphismus τ : S → T zula¨ssig:
Definition 2.5
Lineare symmetrische gleichma¨ßig positiv definite und beschra¨nkte Transformationen auf Aq(x) nennen wir
zula¨ssig, wenn fu¨r alle Karten (V, h) um x die Abbildungen ǫI,J mit
ǫ(x)
∑
I∈S(q,N)
ΦI(x)dh
I =
∑
I,J∈S(q,N)
ǫI,J(x)ΦJ (x)dh
I (37)
meßbar sind.
Weitere Eigenschaften u¨bertragen sich, wenn wir an den Rand sta¨rkere Voraussetzungen stellen. Besitzt S
Segmenteigenschaft, liefert die gleiche Argumentation wie beim Beweis von (33) mit [37, Satz 3.6]
Cq∞(S) dicht in H
q
m(S) (38)
und mit [37, Satz 3.7]:
Lemma 2.6
Besitze S die Segmenteigenschaft, und sei T offen mit S ⊂⊂ T ⊂⊂ M . Ferner sei Φ ∈ Hqm(T ) mit Φ = 0 in
T \ S. Dann gilt
Φ ∈
◦
H
q
m(S) :=
◦
C
q
∞(S)
Hqm(S)
.
Mit Hilfe der eingeschra¨nkten ”Randkarten” ko¨nnen wir den Raum Hqm(∂S) einfu¨hren. Um Spursa¨tze auf
Differentialformen zu u¨bertragen, bringen wir die bekannten Spursa¨tze auf eine geeignetere Form. Mit [37, Satz
8.7] und einem Approximationsargument zeigt man, daß fu¨r m ∈ N ein linearer stetiger Spuroperator
t0 : {u ∈ Hm(U
−
N ) | supp u ⊂⊂ UN(2/3)}
→ {v ∈ Hm−1/2(U
0
N ) | supp v ⊂⊂ UN (2/3)}
existiert mit t0Φ(x
′) = Φ(x′, 0) fu¨r alle Φ ∈ Cm(U
−
N ) mit supp Φ ⊂⊂ UN(2/3), x
′ ∈ RN−1. Nach Multiplikation
mit ψ ∈
◦
C∞(UN (2/3)), ψ = 1 in UN (1/3) erhalten wir nach [37, Satz 8.8] einen linearen stetigen Fortsetzungs-
operator
tˇ0 : {u ∈ Hm−1/2(U
0
N ) | supp u ⊂⊂ UN (1/3)}
→ {v ∈ Hm(U
−
N ) | supp v ⊂⊂ UN(2/3)} .
DIE SOBOLEVRA¨UME Hqm 11
Es gelten t0tˇ0 = id und tˇ0Φ ∈
◦
Cm(U
−
N (2/3)) fu¨r Φ ∈
◦
Cm(U
0
N (1/3)). Die letzte Eigenschaft entnimmt man dem
Beweis zu [37, Satz 8.8]. Die vorletzte Eigenschaft folgt aus
T˜ (ψΦ) = T˜ (ψ)T˜ (Φ)
T˜ (ψZ˜Φ) = ψ|
U0
N
(2/3)
T˜ Z˜Φ = Φ
fu¨r Φ ∈ Hm−1/2(U
0
N ) mit supp Φ ⊂⊂ U
0
N (1/3), den Spuroperator T˜ und den Fortsetzungsoperator Z˜ aus [37].
Wir ko¨nnen dann zeigen:
Lemma 2.7
Seien S glatt, ι die Inklusion ∂S → M und m ∈ N. Dann existiert ein linearer und stetiger Spuroperator
T : Hqm(S)→ H
q
m−1/2(∂S) mit
i) TΦ = ι∗Φ fu¨r alle Φ ∈ Cqm(S)
ii) dTΦ = TdΦ fu¨r alle Φ ∈ Cq∞(S).
Beweis: ii) folgt aus i), und wegen (38) genu¨gt es, Linearita¨t und Stetigkeit fu¨r Formen Φ aus Cqm(S) zu zeigen.
Ist (Vk, hk) eine ”Randkarte ” (siehe (30)) fu¨r S, so ist (∂S ∩ Vk, h˜k) eine Karte fu¨r ∂S, wobei
h˜k := ιˆ
−1 ◦ hk ◦ ι ⇒ ι = h
−1
k ιˆh˜k (39)
mit ιˆ : RN−1 → RN−1 × {0}, x′ 7→ (x′, 0). Wir setzen
TΦ := ι∗Φ . (40)
Da T linear ist, genu¨gt es, die Stetigkeit der Abbildung
Φ 7→ ι∗ξkΦ (41)
zu untersuchen (ξk wie in (30)). Geho¨rt ξk zu einer internen Karte, brauchen wir nichts zu zeigen. Fu¨r Randkarten
folgt aus
ιˆ∗dxI =
{
dxI falls N 6∈ I
0 falls N ∈ I
ιˆ∗f = f ◦ ιˆ = t0f fu¨r f ∈ Cm(U
−
N ) , supp f ⊂⊂ UN (2/3)
und dem skalaren Spursatz die Stetigkeit von ιˆ, aus (39) und (32) die Stetigkeit der Abbildung (41). q.e.d.
Lemma 2.8
Fu¨r m ∈ N existiert ein linearer stetiger Fortsetzungsoperator
Tˇ : Hqm−1/2(∂S)→ H
q
m(S)
mit T Tˇ = id.
Beweis: Mit ˜ bezeichnen wir wieder Einschra¨nkungen auf ∂S bzw. U0N . Wie oben folgt aus dem skalaren
Fortsetzungssatz, daß die Abbildung
Tˇ :=
K∑
k=1
Tˇk
Tˇk := h
∗
k tˇ0(h˜
−1
k )
∗ξ˜k
mit tˇ0
∑
I∈S(q,N−1)
ΦIdx
I :=
∑
I∈S(q,N−1)
(tˇ0ΦI)dx
I
linear und stetig ist. Fu¨r Φ ∈ Cqm(∂S) erhalten wir mit (39) und (t0tˇ0) = id
T TˇkΦ = ι
∗h∗k tˇ0(h˜
−1
k )
∗ξ˜kΦ
= h˜∗k ιˆ
∗ tˇ0(h˜
−1
k )
∗ξ˜kΦ = ξ˜kΦ ,
also auch T TˇΦ = Φ. Aus (33) folgt schließlich die Behauptung. q.e.d.
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Wir ko¨nnen nun den stetigen und linearen Normalenspuroperator
N := N q : Hqm(S) −→ H
q−1
m−1/2(∂S)
E 7−→ σq ∗ T ∗ E
(42)
mit der stetigen linearen Rechtsinversen
Nˇ := Nˇ q : Hq−1m−1/2(∂S) −→ H
q
m(S)
E 7−→ κq ∗ Tˇ ∗ E
definieren. Die damit gemachte Behauptung folgt aus
∗T ∗ ∗Tˇ ∗ ϕ = κq ∗ T Tˇ ∗ ϕ = κqκ
′
q−1ϕ fu¨r ϕ ∈ H
q−1
m−1/2(∂S) .
Fu¨r E ∈ Cq∞(S) erfu¨llt der Normalenspuroperator div NE = −Ndiv E:
div NE = σ′q−1σq ∗ d ∗ ∗T ∗ E
= σ′q−1 ∗ Td ∗ E
= −(−1)N ∗ T ∗ ∗d ∗ E
= −Ndiv E (43)
Testen mit v ∈ TN−q∂S liefert T ∗ Tˇ = 0. Es folgt
T Nˇ = 0 . (44)
2.5 Die Ra¨ume Rq,Γ und Dq,Γ
Wir betrachten die Abbildungen
rot : Cq∞(S) −→ C
q+1
∞ (S)
Φ 7−→ dΦ
(45)
div : Cq∞(S) −→ C
q−1
∞ (S)
Φ 7−→ δΦ .
(46)
Diese erfu¨llen fu¨r Φ ∈ Cq∞(S), Ψ ∈ C
q+1
∞ (S) nach (12)
< Φ, div Ψ >q,S + < rot Φ,Ψ >q+1,S
=
∫
S
Φ ∧ ∗σq+1 ∗ d ∗Ψ+
∫
S
dΦ ∧ ∗Ψ
= (−1)q
∫
S
Φ ∧ d ∗Ψ+
∫
S
dΦ ∧ ∗Ψ
=
∫
S
d(Φ ∧ ∗Ψ) . (47)
Fu¨r eine Teilmenge Γ ⊂ ∂S sei Cq,Γ∞ (S) die Menge der Einschra¨nkungen von Formen aus C
q
∞(M) auf S, deren
Tra¨ger einen positiven Abstand zu Γ besitzt. Im Falle (S,Γ1,Γ2) ∈ M(M) gilt fu¨r Φ ∈ Cq,Γ1∞ (S), Ψ ∈ C
q+1,Γ2
∞ (S)
nach (47) und (17)
< Φ, div Ψ >q,S + < rot Φ,Ψ >q+1,S= 0 . (48)
Wir definieren
Rq,Γ1(S) := {E ∈ Lq2(S) |
∨
F∈Lq+12 (S)
∧
Φ∈C
q+1,Γ2
∞ (S)
< E, div Φ >q,S=< F,Φ >q+1,S}
Dq,Γ2(S) := {E ∈ Lq2(S) |
∨
G∈Lq−12 (S)
∧
Φ∈C
q−1,Γ1
∞ (S)
< E, rot Φ >q,S=< G,Φ >q−1,S}
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und setzen rot E := −F bzw. div E := −G. Als Adjungierte der dicht definierten Operatoren −div |
C
q+1,Γ2
∞ (S)
bzw. −rot |
C
q−1,Γ1
∞ (S)
sind rot |
Rq,Γ1 (S)
bzw. div |
Dq,Γ2 (S)
wohldefiniert, und aus (48) folgt, daß diese zum einen
selbst wieder dicht definiert sind und zum anderen kein Konflikt mit den Definitionen (45) bzw. (46) besteht.
Das gleiche gilt dann auch fu¨r die Adjungierten, deren Definitionsbereiche wir mit
Rˆq,Γ1(S) := D((div |
Dq+1,Γ2 (S)
)∗) , rot |
Rˆq,Γ1 (S)
:= (−div |
Dq+1,Γ2 (S)
)∗
Dˆq,Γ2(S) := D((rot |
Rq−1,Γ1 (S)
)∗) , div |
Dˆq,Γ2 (S)
:= (−rot |
Rq−1,Γ1 (S)
)∗
bezeichnen wollen. Die Spezialfa¨lle
(S,Γ1,Γ2) = (S, ∅, ∂S) bzw. (S,Γ1,Γ2) = (S, ∂S, ∅)
liefern die u¨blichen Ra¨ume
Rq(S) := Rq,∅(S) ,
o
Dq(S) := Dˆq,∂S(S) ,
bzw. Dq(S) := Dq,∅(S) ,
o
Rq(S) := Rˆq,∂S(S) ,
und auch hier gilt, daß rot |Rq(S) eine Fortsetzung von rot |Rq,Γ1 (S) ist (div analog). Nach den obigen Betrach-
tungen werden die Ra¨ume Rq(S),
o
Rq(S), Rq,Γ1(S) und Rˆq,Γ1(S) bzw. Dq(S),
o
Dq(S), Dq,Γ2(S) und Dˆq,Γ2(S),
versehen mit dem Skalarprodukt
< E,H >Rq(S) := < E,H >q,S + < rot E, rot H >q+1,S
bzw. < E,H >Dq(S) := < E,H >q,S + < div E, div H >q−1,S ,
zu Hilbertra¨umen, und es gelten wegen rot |
Rˆq,Γ1 (S)
= (rot |
C
q,Γ1
∞ (S)
)∗∗ (div analog)
Rˆq,Γ1(S) = Cq,Γ1∞ (S)
Rq(S)
(49)
Dˆq,Γ2(S) = Cq,Γ2∞ (S)
Dq(S)
. (50)
Aus (13), der Definition von δ, (45), (46), (49) und (50) folgt
Lemma 2.9
Es gelten die Inklusionen
rot Rq,Γ1(S) ⊂ Rq+1,Γ10 (S) , rot Rˆ
q,Γ1(S) ⊂ Rˆq+1,Γ10 (S)
div Dq,Γ2(S) ⊂ Dq−1,Γ20 (S) , div Dˆ
q,Γ2(S) ⊂ Dˆq−1,Γ20 (S).
Das Skalarprodukt im Raum Rq(S) ∩Dq(S) erkla¨ren wir durch
< E,H >Rq(S)∩Dq(S) :=
< E,H >q,S + < rot E, rot H >q+1,S + < div E, div H >q−1,S .
Wir definieren noch
Rq0(S) := {E ∈ R
q(S) | rot E = 0} ,
o
R
q
0(S) :=
o
Rq(S) ∩R
q
0(S)
Rq,Γ10 (S) := R
q,Γ1(S) ∩Rq0(S) , Rˆ
q,Γ1
0 (S) := Rˆ
q,Γ1(S) ∩Rq0(S)
Dq0(S) := {E ∈ D
q(S) | div E = 0} ,
o
D
q
0(S) :=
o
Dq(S) ∩D
q
0(S)
Dq,Γ20 (S) := D
q,Γ2(S) ∩Dq0(S) , Dˆ
q,Γ2
0 (S) := Dˆ
q,Γ1(S) ∩Dq0(S)
und sammeln weitere Eigenschaften: Fu¨r (S,Γ1,Γ2) ∈M(M), E ∈ Dq,Γ1(S) und Φ ∈ CΓ2,N−q+1∞ (S) gelten
< ∗E, div Φ >N−q,S =
∫
S
E ∧ div Φ = σN−q+1
∫
S
E ∧ ∗rot (∗Φ)
= −σN−(q−1)
∫
S
div E ∧ ∗ ∗ Φ = −
∫
S
rot ∗ E ∧ ∗Φ .
Es folgt
E ∈ Dq,Γ1(S) ⇔ ∗E ∈ RN−q,Γ1(S)
E ∈ Rq,Γ1(S) ⇔ ∗E ∈ DN−q,Γ1(S) ,
(51)
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wobei sich die anderen Behauptungen analog oder durch Anwenden des Sternoperators ergeben.
Fu¨r Φ ∈ Cq∞(S) und ϕ ∈ C∞(S) ko¨nnen wir den Ausdruck rot (ϕΦ) bilden und erhalten mit (12)
rot (ϕΦ) = rot ϕ ∧ Φ+ ϕrot Φ . (52)
Erfu¨llt ϕ(∗Φ) mit genu¨gend glattem Φ ∈ Aq(S) und ϕ ∈ C∞(S) die Formel (52), so gilt
div (ϕΦ) = σq ∗ (rot ϕ ∧ ∗Φ) + ϕdiv Φ . (53)
Dies impliziert:
Lemma 2.10
Seien (S,Γ1,Γ2) ∈M(M) und ϕ ∈ C0,Γ2∞ (S). Dann gelten
i) E ∈ Rq,Γ1(S) ⇒ ϕE ∈ Rq,∂S(S)
rot (ϕE) = rot ϕ ∧ E + ϕrot E∨
c>0
||ϕE||Rq(S) ≤ c||E||Rq(S)
ii) E ∈ Dq,Γ1(S) ⇒ ϕE ∈ Dq,∂S(S)
div (ϕE) = σq ∗ (rot ϕ ∧ ∗E) + ϕdiv E∨
c>0
||ϕE||Dq(S) ≤ c||E||Dq(S) ,
wobei die Konstante c nur von den Schranken fu¨r ϕ und den ersten Ableitungen von ϕ abha¨ngt.
Beweis: Um i) zu zeigen, wa¨hlen wir q ∈ {1, · · · , N}, Φ ∈ Cq+1∞ (S) und erhalten mit ϕΦ ∈ C
q,Γ2
∞ (S) nach (53)
< ϕE, div Φ >q,S = < E,ϕdiv Φ >q,S
= < E, div (ϕΦ) >q,S −σq+1 < E, ∗(rot ϕ ∧ ∗Φ) >q,S
= − < rot E,ϕΦ >q+1,S −σq+1
∫
S
E ∧ ∗ ∗ (rot ϕ ∧ ∗Φ) .
Das Integral formen wir weiter um:∫
S
E ∧ ∗ ∗ (rot ϕ ∧ ∗Φ) = κq
∫
S
E ∧ rot ϕ ∧ ∗Φ
= σq+1 < rot ϕ ∧ E,Φ >q+1,S
Da die Abscha¨tzungen aus (35) und (36) folgen, erhalten wir somit i) fu¨r alle q. Im zweiten Fall liegt ∗E nach
(51) in RN−q,Γ1(S). Nach i) erfu¨llt ∗ϕE = ϕ ∗ E die Formel (52), und die Behauptung ii) folgt aus (53) und
(51). q.e.d.
Besitzt der Tra¨ger von E ∈ Rq,Γ1(S) bzw. E ∈ Dq,Γ1(S) zusa¨tzlich positiven Abstand zu Γ2, so ko¨nnen wir ein
χ ∈ C0,Γ2∞ (S) finden, mit χ(x) = 1 fu¨r x ∈ supp E. Wegen E = χE in S folgt aus Lemma 2.10:
Lemma 2.11
Sei (S,Γ1,Γ2) ∈ M(M). Ferner besitze der Tra¨ger der Form E ∈ Rq,Γ1(S) bzw. E ∈ Dq,Γ1(S) einen positiven
Abstand zum Randstu¨ck Γ2. Dann gilt E ∈ Rq,∂S(S) bzw. E ∈ Dq,∂S(S).
Auf Hqm(S) la¨ßt sich wegen (33) und∧
Φ∈Cq∞(S)∩H
q
m(S)
||rot Φ||Hq+1
m−1(S)
≤ c||Φ||Hqm(S)
(nach (14), (19) und (32)) die Rotation als stetige Fortsetzung von rot |Cq∞(S)∩Hqm(S)
erkla¨ren, damit auch die
Divergenz
div E := σq ∗ rot ∗ E .
Mit (36) erhalten wir
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Lemma 2.12
Die Abbildungen
rot : Hqm(S)→ H
q+1
m−1(S)
div : Hqm(S)→ H
q−1
m−1(S)
sind linear und stetig.
Lemma 2.13
Sei (S,Γ1,Γ2) ∈ M(M). Fu¨r einen orientierungserhaltenden Diffeomorphismus τ : S → T , ǫ := ǫτ (vgl. (20))
und Γˆi := τ(Γi) gelten fu¨r q = 1, · · · , N
i) E ∈ Rq,Γˆ1(T ) ⇒ τ∗E ∈ Rq,Γ1(S)
rot τ∗E = τ∗rot E∨
c>0
||τ∗E||Rq(S) ≤ c||E||Rq(T )
ii) E ∈ Dq,Γˆ1(T ) ⇒ τ∗E ∈ ǫ−1Dq,Γ1(S)
div ǫτ∗E = ǫτ∗div E∨
c>0
||τ∗E||2q,S + ||div ǫτ
∗E||2q−1,S ≤ c||E||
2
Dq(T ) .
Beweis: Gilt fu¨r ausreichend glattes Φ ∈ Aq(T )
rot τ∗ ∗ Φ = τ∗rot ∗ Φ , (54)
so auch
div ǫτ∗Φ = σqκq ∗ rot ∗ ∗τ
∗ ∗ Φ = σq ∗ τ
∗rot ∗Φ
= σqκq−1 ∗ τ
∗ ∗ ∗rot ∗ Φ
= ǫτ∗div Φ . (55)
Aus (19) und (22) folgen fu¨r Φ ∈ Cq+1,Γ2∞ (S), E ∈ R
qΓˆ1(T ) und q = 1, · · · , N
ǫτ−1(τ
−1)∗Φ ∈ Cq+1,Γˆ2∞ (T )
< τ∗E, div Φ >q,S =
∫
S
τ∗E ∧ ∗div Φ =
∫
T
E ∧ (τ−1)∗ ∗ div Φ
=
∫
T
E ∧ ∗ǫτ−1(τ
−1)∗div Φ =
∫
T
E ∧ ∗div ǫτ−1(τ
−1)∗Φ
= −
∫
T
rot E ∧ ∗ǫτ−1(τ
−1)∗Φ = −
∫
T
rot E ∧ (τ−1)∗ ∗ Φ
= −
∫
S
τ∗rot E ∧ ∗Φ = − < τ∗rot E,Φ >q+1,S .
Da die Abscha¨tzung aus (32) folgt, ist i) fu¨r alle q bewiesen. Hiermit und mit (51) erhalten wir
E ∈ Dq,Γˆ1(T ) ⇔ ∗E ∈ RN−q,Γˆ1(T )
⇔ τ∗ ∗ E ∈ RN−q,Γ1(S) und rot τ∗ ∗ E = τ∗rot ∗ E
⇔ ǫτ∗E = κq ∗ τ
∗ ∗ E ∈ Dq,Γ1(S) und div ǫτ∗E = ǫτ∗div E ,
wobei die letzte Behauptung aus (55) folgt und die Abscha¨tzung in ii) impliziert. q.e.d.
Eine besondere Bedeutung haben die Ra¨ume R0: Fu¨r Teilmengen U ⊂ RN seien E = e(x) ∈ R0(U) und
rot E = F =
∑N
i=1 Fidx
i sowie Φ =
∑N
i=1Φidx
i ∈
◦
C1∞(U). Nach (15) gilt
0 = < E, div Φ >0,U + < F,Φ >1,U
=
∫
U
e(x)div ~Φ(x)dx +
∫
U
~F (x) · ~Φ(x)dx ,
wobei ~F fu¨r das aus den Komponenten von F erstellte Feld und · fu¨r das innere Produkt in CN steht, ~Φ analog.
Der Operator div ist hier im u¨blichen Sinne zu verstehen. Wir erhalten
∗DN (U) = R0(U) = H1(U) . (56)
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2.6 Die Ra¨ume R
q
−1/2 und D
q
−1/2
Fu¨r m ∈ (0,∞) bezeichne Hq−m(S) den Dualraum von
◦
Hqm(S) und < Λ,Φ >Hq−m(S), Λ ∈ H
q
−m(S), Φ ∈
◦
Hqm(S)
die Dualita¨t. Fu¨r diese und alle weiteren auftretenden Dualita¨ten fordern wir stets Antilinearita¨t in der zweiten
Komponente. Erkla¨ren wir Rotation, Divergenz und Sternoperator durch
< rot Λ,Φ >Hq+1
−(m+1)
(S) := − < Λ, div Φ >Hq−m(S) fu¨r Φ ∈
◦
H
q+1
m+1(S) (57)
< div Λ,Φ >Hq−1
−(m+1)
(S) := − < Λ, rot Φ >Hq−m(S) fu¨r Φ ∈
◦
H
q−1
m+1(S)
< ∗Λ,Φ >HN−q−m (S)
:= κq < Λ, ∗Φ >Hq−m(S) fu¨r Φ ∈
◦
H
N−q
m (S) , (58)
so gelten
< ∗Λ, ∗Φ >HN−q−m (S)
= κq < Λ, ∗ ∗ Φ >Hq−m(S)=< Λ,Φ >H
q
−m(S)
< ∗ ∗ Λ,Φ >Hq−m(S) = κq < ∗Λ, ∗Φ >HN−q−m (S)
= κq < Λ,Φ >Hq−m(S)
div Λ = σq ∗ rot ∗ Λ . (59)
Wir definieren
Rq−1/2(S) := {Λ ∈ H
q
−1/2(S) | rot Λ ∈ H
q+1
−1/2(S)}
Dq−1/2(S) := {Λ ∈ H
q
−1/2(S) | div Λ ∈ H
q−1
−1/2(S)} ,
wobei rot Λ ∈ Hq+1−1/2(S) bedeutet, daß wir rot Λ stetig auf H
q+1
−1/2(S) fortsetzen ko¨nnen. Aus (59) folgt
Rq−1/2(S) = ∗D
N−q
−1/2(S) . (60)
Fu¨hren wir in den Ra¨umen Rq−1/2 und D
q
−1/2 die Normen
||Λ||Rq
−1/2
(S) = ||Λ||Hq
−1/2
(S) + ||rot Λ||Hq+1
−1/2
(S)
||Λ||Dq
−1/2
(S) = ||Λ||Hq
−1/2
(S) + ||div Λ||Hq−1
−1/2
(S)
ein, so ist die durch (60) induzierte Abbildung isometrisch.
2.7 Approximationseigenschaften
Dem Abschnitt 2.5 ko¨nnen wir entnehmen, daß stets Rˆq,Γ1(S) ⊂ Rq,Γ1(S) erfu¨llt ist. In diesem Abschnitt
wollen wir Kriterien fu¨r die Gleichheit finden. Dies ist nach (49) gleichbedeutend mit der Frage, unter welchen
Voraussetzungen wir Formen aus Rq,Γ1(S) durch Folgen von Formen aus Cq,Γ1∞ (S) approximieren ko¨nnen.
Fu¨r Formen E ∈ Rq(U) mit supp E ⊂⊂ U ko¨nnen wir durch Anwendung von Mollifiern (vgl. [1, Theorem 2.1])
die Existenz von Folgen (Φn) ⊂
◦
Cq∞(U) zeigen mit
Φn → E in R
q(U) . (61)
Daraus folgen Approximationseigenschaften weiterer Ra¨ume, wenn wir an U strengere Voraussetzungen stellen:
Lemma 2.14
Besitzt S die Segmenteigenschaft, so gilt
Rq(S) = Cq∞(S)
Rq(S)
.
Beweis: Diese Aussage ko¨nnen wir mit der gleichen Technik beweisen wie die entsprechende Aussage in den
skalaren Sobolevra¨umen (siehe [1, Theorem 2.1]). q.e.d.
Hat S Segmenteigenschaft, so folgt daraus
Rq,∂S(S) = Rˆq,∂S(S) =
o
R
q(S) . (62)
Wir erhalten weiter:
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Lemma 2.15
Besitze S die Segmenteigenschaft. Seien ferner Γ1 ⊂ ∂S offen und E ∈ Rq(S) mit dist (supp E,Γ1) > 0. Dann
gilt
E ∈ Rˆq,Γ1(S) .
Beweis: Wir wa¨hlen χ ∈ C0,Γ1∞ (S) mit χ = 1 in supp E und gema¨ß Lemma 2.14 eine Folge (Φn) ⊂ C
q
∞(S) mit
Φn → E in Rq(S). Aus (52) folgt
χΦn → χE = E in R
q(S)
und damit die Behauptung. q.e.d.
Lemma 2.16
Sei (S,Γ1,Γ2) ∈M(M). Ferner existiere ein i ∈ {1, 2}, so daß∧
q∈Z
Rq,Γi(S) = Rˆq,Γi(S) oder
∧
q∈Z
Dq,Γi(S) = Dˆq,Γi(S)
erfu¨llt ist. Dann gelten fu¨r alle i und alle q
i) Rq,Γi(S) = Rˆq,Γi(S)
ii) Dq,Γi(S) = Dˆq,Γi(S) .
Beweis: Gelte Rq,Γ1(S) = Rˆq,Γ1(S) fu¨r alle q. Aus E ∈ Dq,Γ1(S) und (51) folgt ∗E ∈ RN−q,Γ1(S), und wir
finden eine Folge (Φn) ⊂ CN−q,Γ1∞ (S), die ∗E in R
N−q(S) approximiert. Wir erhalten κq ∗ Φn ∈ Cq,Γ1∞ (S) und
mit (36)
||div E − div (κq ∗ Φn)||q−1,S = ||rot ∗ E − rot Φn||N−q+1,S −→ 0
||E − κq ∗Φn||q,S = || ∗ E − Φn||N−q,S −→ 0
fu¨r n→∞, also Dq,Γ1(S) = Dˆq,Γ1(S) fu¨r alle q.
Somit gibt es zu jedem H ∈ Dq+1,Γ1(S) eine Folge (Hk) ⊂ Cq+1,Γ1∞ (S), die in D
q+1(S) gegen H konvergiert.
Fu¨r E ∈ Rq,Γ2(S) folgt
< E, div H >q,S ← < E, div Hk >q,S
= − < rot E,Hk >q+1,S
→ − < rot E,H >q+1,S ,
also auch
Rˆq,Γ2(S) = Rq,Γ2(S)
Dˆq,Γ2(S) = Dq,Γ2(S) .
Analog kann man die Behauptungen unter den anderen Voraussetzungen zeigen. q.e.d.
Definition 2.17
Gebiete (S,Γ1,Γ2), welche die Voraussetzung von Lemma 2.16 erfu¨llen, nennen wir D–Gebiete und schreiben
(S,Γ1,Γ2) ∈MD(M).
Bemerkung 2.18
Aus Lemma 2.13 folgt, daß D–Gebiete durch Diffeomorphismen wieder auf D–Gebiete abgebildet werden.
Lemma 2.19
Seien U ⊂ RN , y ∈ RN und
ηs := ηs,y : R
N −→ RN
x 7−→ x+ sy
.
Ferner sei s0 > 0 und E ∈ Rq(U) mit η∗sE ∈ R
q(U) fu¨r alle s ∈ [0, s0). Dann ist die Abbildung
[0, s0)→ R
q(U) , s 7→ η∗sE
stetig in 0.
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Beweis: Wegen rot η∗sE = η
∗
srot E genu¨gt es, ||E−η
∗
sE||q,U < ǫ fu¨r s klein zu zeigen. Da aber fu¨r Koordinaten
zi := (x+sy)i nach dem Transformationssatz η
∗
sdz
i = dxi gilt, folgt die Behauptung aus (31) und der Stetigkeit
der Verschiebung in L2(R
N ) . q.e.d.
Satz 2.20
Sei (S,Γ1,Γ2) ∈M(M) ein S–Gebiet. Dann gelten fu¨r i = 1, i = 2 und alle q
i) Rq,Γi(S) = Rˆq,Γi(S)
ii) Dq,Γi(S) = Dˆq,Γi(S) .
Beweis: Nach Lemma 2.16 brauchen wir nur i) mit i = 1 zu zeigen. Wir benutzen (29) fu¨r j = 2 (vgl. Bemerkung
2.4). Es genu¨gt eine Form E ∈ Rq,h(Γ1∩V )(h(S ∩ V )) fu¨r Karten (V, h) mit supp E ⊂⊂ UN (1/3) durch Formen
Φ aus C
q,h(Γ1∩V )
∞ (h(S ∩ V )) mit supp Φ ⊂⊂ UN zu approximieren. Nach Multiplikation mit ζ ∈
◦
C∞(UN ), ζ = 1
in UN (1/3) folgt dies fu¨r innere Karten aus (61) und fu¨r interne Randkarten mit ∂S ∩V ⊂ Γ2 aus Lemma 2.15,
mit ∂S ∩ V ⊂ Γ1 aus Lemma 2.11 und (62). Seien nun ρ, y wie in (29), γi := h(Γi ∩ V ) und ηs := ηs,−y. Nach
den Lemmata 2.19 und 2.13 gilt fu¨r vorgegebenes ǫ und s klein
||η∗sE − E||Rq(U−
N
) ≤
ǫ
2
supp η∗sE ⊂⊂ UN (2/3) ∩ h(S ∩ V ) (63)
η∗sE ∈ R
q,γ1,s(U−N ) ,
wobei γi,s := (γi + sy) ∩ U0N . Wegen dist (γ1, γ2,s) > 0 existiert χ ∈ C
γ2,s
∞ (U
−
N ) mit 1 − χ ∈ C
γ1
∞ (U
−
N ). Wir
erhalten mit Lemma 2.15
(1− χ)η∗sE ∈ Rˆ
q,γ1(U−N )
und mit (63), Lemma 2.11, und (62)
χη∗sE ∈
o
R
q(U−N ) .
Wir ko¨nnen also bis auf eine Genauigkeit von ǫ/4 die Summanden (1−χ)η∗sE durch Formen aus C
q,γ1
∞ (U
−
N ) und
χη∗sE durch Formen aus
◦
Cq∞(U
−
N ) approximieren. Die Multiplikation mit ζ (siehe oben) liefert die Behauptung.
q.e.d.
2.8 Kegelspitzen
Fu¨r Elemente (B, γ1, γ2) ∈M(SN ) sei
CR(B) := {rm | r ∈ (0, R) , m ∈ B}
CR(B, γ1, γ2) := (CR(B), CR(γ1), CR(γ2)) .
Im Falle R = 1 verzichten wir auf den Index R.
Wir wollen die Wirkung von Rotation und Divergenz auf den Tangential– bzw. Normalenanteil von Formen auf
Mengen CR(B) untersuchen. Dazu zitieren wir zuna¨chst einige Resultate aus [33]:
Aus einer Koordinatenabbildung ϕ : V ⊂ SN → U ⊂ RN−1 erhalten wir durch die Vorschrift
ϕ˜ : V˜ −→ R+ × U ⊂ RN
rt 7−→ (r, u(t))
eine Koordinatenabbildung fu¨r V˜ := {rt | r ∈ R+, t ∈ V } ⊂
•
RN := RN \ {0}. Ist {Ψ1(t)du1, · · · ,ΨN−1(t)duN−1}
eine Orthonormalbasis fu¨r A1(t), so ist
{dr, rΨ1(t)du
1, · · · , rΨN−1(t)du
N−1}
eine Orthonormalbasis fu¨r A1(rt), rt ∈ V˜ . Mit den kartesischen Koordinaten xi definieren wir
X :=
N∑
n=1
xndx
n
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Rˆ : Aq(RN ) −→ Aq+1(RN )
E 7−→ X ∧ E
Tˆ : Aq(RN ) −→ Aq−1(RN )
E 7−→ σq ∗ (X ∧ ∗E)
m : Aq(RN ) −→ Aq(RN )
E 7−→ |x| · E .
Fu¨r Formen E ∈ Aq(RN ) und H ∈ Aq−1(RN ) gelten dann
E ∧ ∗RˆH = κq(∗E) ∧ (X ∧H)
= σqX ∧ (∗E) ∧H
= TˆE ∧ ∗H (64)
(RˆTˆ + Tˆ Rˆ)E = m2E . (65)
dr = m−1X fu¨r r(x) := |x|
Eine Form E ∈ Aq(
•
RN ) zerlegen wir eindeutig gema¨ß
E = dr ∧Eρ + Eτ , Eρ := m−1TˆE ,Eτ := m−2Tˆ RˆE (66)
in ihren Tangential– und Normalenanteil. Dies induziert die surjektiven Abbildungen
ρ := ρq : Aq(
•
R
N ) → F(R+, Aq−1(SN ))
τ := τq : Aq(
•
R
N ) → F(R+, Aq(SN )) ,
die lokal durch (vgl. (66))
[ρE(r)] (t) := r−(q−1)
∑
I∈S(q−1,N−1)
cρI(r, t)ΨI(t)du
I
fu¨r Eρ =
∑
I∈S(q−1,N−1)
cρI(r, t)ΨI(t)du
I
[τE(r)] (t) := r−q
∑
I∈S(q,N−1)
cτI (r, t)ΨI(t)du
I
fu¨r Eτ =
∑
I∈S(q,N−1)
cτI (r, t)ΨI(t)du
I
definiert sind und Rechtsinverse ρˇ := ρˇq, τˇ := τˇq besitzen mit
ρρˇ = id in F(R+, Aq−1(SN ))
τ τˇ = id in F(R+, Aq(SN ))
ρˇρ+ τˇ τ = id in Aq(
•
R
N )
ρτˇ = 0 , τ ρˇ = 0 , ρˇq+1 = dr ∧ τˇq .
Weitere Resultate aus [33] ko¨nnen wir, teils aufgrund ihrer lokalen Eigenschaften, teils durch Multiplikation mit
charakteristischen Funktionen, auf unsere Situation u¨bertragen: Fu¨r offene Teilmengen B ⊂ SN und I := (0, R)
sei Lq := LqR die Menge der Bochner–meßbaren Funktionen f ∈ F(I, L
q
2(B)) mit < f, f >Lq<∞, wobei
< u, v >Lq :=
∫ R
0
rN−1 < u(r), v(r) >q,B dr .
Die Abbildungen
ρ : Lq2(CR(B)) −→ L
q−1
τ : Lq2(CR(B)) −→ L
q
ρˇ : Lq−1 −→ Lq2(CR(B))
τˇ : Lq −→ Lq2(CR(B))
(67)
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sind stetig, die letzten beiden sogar isometrisch. Die Zerlegung
Lq2(CR(B)) = ρˇρL
q
2(CR(B))⊕ τˇ τL
q
2(CR(B)) (68)
ist orthogonal. Wir definieren
L2,N (I) := {u meßbar | ||u||L2,N(I) :=
∫
I
rN−1|u(r)|2dr <∞}
und folgern aus dem Satz von Fubini:
Lemma 2.21
Konvergiert im Raum Lq2(B) eine Folge Ek gegen E, so konvergiert fu¨r alle ϕ aus L2,N(I) die Folge ϕEk in L
q
gegen ϕE.
Seien Rot bzw. Div die Rotation bzw. Divergenz auf der Einheitsspha¨re und
MˆΨ(r) := rΨ(r) , DΨ(r) := ∂rΨ(r)
fu¨r genu¨gend glattes Ψ ∈ Lq. Dann gelten fu¨r Φ ∈ Cq∞(Z)
ρdiv Φ = −Mˆ−1DivρΦ
τdiv Φ = Mˆ−(N−q)DMˆN−qρΦ+ Mˆ−1DivτΦ
ρrot Φ = −Mˆ−1RotρΦ+ Mˆ−qDMˆ qτΦ
τrot Φ = Mˆ−1RotτΦ .

 (69)
Wir erhalten:
Lemma 2.22
Seien R ∈ (0,∞), I := (0, R), (B, γ1, γ2) ∈ M(SN ), (Z,Γ1,Γ2) := C(B, γ1, γ2) und ϕ ∈
◦
C∞(I). Ferner besitze
B die Segmenteigenschaft. Dann gelten
i) fu¨r H ∈ Dˆq,Γ2(Z) und e ∈ Rq−1,γ1(B)
< τH, Mˆ−1ϕRot e >Lq + < ρH, Mˆ
−(q−1)DMˆ q−1ϕe >Lq−1
+ < τdiv H,ϕe >Lq−1= 0 , (70)
ii) fu¨r H ∈ Dˆq,Γ2(Z) und e ∈ Rq−2,γ1(B)
− < ρH, Mˆ−1ϕRot e >Lq−1 + < ρdiv H,ϕe >Lq−2= 0 , (71)
iii) fu¨r E ∈ Rˆq,Γ1(Z) und h ∈ Dq+1,γ2(B)
< τE, Mˆ−1ϕDiv h >Lq + < τrot E,ϕh >Lq+1= 0 , (72)
iv) fu¨r E ∈ Rˆq,Γ1(Z) und h ∈ Dq,γ2(B)
< τE, Mˆ−(N−q−1)DMˆN−q−1ϕh >Lq − < ρE, Mˆ
−1ϕDiv h >Lq−1
+ < ρrot E,ϕh >Lq= 0 . (73)
Beweis: Wegen der Stetigkeit der Abbildungen τ und ρ genu¨gt es, die Aussagen fu¨r H ∈ Cq,Γ2∞ (Z) und
E ∈ Cq,Γ1∞ (Z) zu zeigen. Seien e1 ∈ C
q−1,γ1
∞ (B), e2 ∈ C
q−2,γ1
∞ (B) und E˜ = ρˇϕe2 + τˇϕe1. Wegen
dist (supp (∗H ∧ E˜), ∂Z) > 0
ko¨nnen wir unter Erhaltung der Differenzierbarkeit ∗H ∧ E˜ in UN(R) zu Null fortsetzen, und es gilt dann
ι∗(∗H ∧ E˜) = 0 fu¨r die Inklusion ι : SN (R)→ UN (R). Aus (25) und (12) folgt dann
0 =
∫
UN (R)
σqd(∗H ∧ E˜)
= < H, rot E˜ >q,Z + < div H, E˜ >q−1,Z
= < τH, τrot E˜ >Lq + < ρH, ρrot E˜ >Lq−1
+ < τdiv H, τE˜ >Lq−1 + < ρdiv H, ρE˜ >Lq−2 .
DIE KOMPAKTE EINBETTUNG 21
Aus (69) folgen mit e2 = 0 bzw. e1 = 0 die Behauptungen i) bzw. ii) im Falle glatter Formen e1 und e2.
Andernfalls betrachten wir zuna¨chst den ersten Term in (70). Der lokalen Darstellung der Abbildung τ entneh-
men wir ∨
c>0
∧
r∈(0,R)
dist (supp τH(r), γ2) ≥ c > 0 .
Somit existiert eine Abbildung χ ∈ C∞(B) mit∧
r∈(0,R)
χ = 1 in supp τH(r) , dist (supp χ, γ2) > 0 .
Wir erhalten
< τH, Mˆ−1ϕRot e >Lq=< τH, Mˆ
−1ϕRot χe >Lq .
Aus Lemma 2.11 und (62) folgt, daß wir χe in Rq−1(B) durch eine Folge aus
◦
Cq−1∞ (B) ⊂ C
q−1,γ1
∞ (B) approxi-
mieren ko¨nnen. Lemma 2.21 liefert schließlich die Konvergenz im Raum Lq. Die anderen Terme in (70) sowie
die Terme in (71) ko¨nnen wir genauso behandeln.
Im Fall iii) und iv) gehen wir analog vor: Fu¨r h1 ∈ Cq+1,γ2∞ (B), h2 ∈ C
q,γ2
∞ (B) und H˜ := τˇϕh1 + ρˇϕh2 erhalten
wir
0 = < τE, τdiv H˜ >Lq + < ρE, ρdiv H˜ >Lq−1
+ < τrot E, τH˜ >Lq+1 + < ρrot E, ρH˜ >Lq .
Setzen wir h2 = 0 bzw. h1 = 0, so folgen iii) bzw. iv) im Fall glatter Formen h1 und h2. Das gleiche Argument
wie oben liefert dann die Behauptung.
q.e.d.
3 Die kompakte Einbettung
Wir definieren rekursiv die Gebiete, fu¨r welche wir die kompakte Einbettung zeigen wollen:
Definition 3.1
Ein S–Gebiet (S,Γ1,Γ2) heißt Z–Gebiet in M (zula¨ssig), falls um jedes z aus der Trennmenge γ eine U¨ber-
gangsrandkarte mit (26) existiert, so daß das Gebiet (S˜, γ1, γ2) mit
S˜ := {x ∈ SN | xN < 0}
γi = SN ∩ h(Γi ∩ V )
h(Γi ∩ V ) = {ts | t ∈ (0, 1), s ∈ γi}
ein Z–Gebiet in SN ist.
Ein Z–Gebiet (S,Γ1,Γ2) ∈M(S2) ist der untere Halbkreis S := {x ∈ S2 | x2 < 0} und Γ1∪Γ2 = {(1, 0), (−1, 0)}.
Hier ist die Trennmenge γ leer.
Aus Satz 2.20 folgt, daß Z–Gebiete (S,Γ1,Γ2) stets die ApproximationseigenschaftR
q,Γ1(S) = Rˆq,Γ1(S) erfu¨llen.
Satz 3.2
In Z–Gebieten ist fu¨r jede zula¨ssige Transformation ǫ die Einbettung
Rq,Γ1(S) ∩ ǫ−1Dq,Γ2(S) →֒ Lq2(S)
kompakt.
Um diese Aussage zu beweisen, gehen wir wie in [21] vor und fu¨hren eine vollsta¨ndige Induktion u¨ber die
Raumdimension durch. Wir werden sehen (Lemma 3.9), daß wir nach den Eigenformen des Maxwelloperators
entwickeln ko¨nnen, sofern die Einbettung in Satz 3.2 kompakt ist. Gilt dieses Entwicklungsresultat in (N − 1)–
dimensionalen Z–Gebieten (S, γ1, γ2) mit S := {x ∈ SN | xN < 0}, so zeigt Lemma 3.11, daß beschra¨nkte
Familien aus Rˆq,Γ1(Z)∩Dˆq,Γ2 (Z) fu¨r alle R < 1 in Lq2(ZR) relativ kompakt sind, wobei (Z,Γ1,Γ2) = C(S, γ1, γ2),
ZR := CR(S). Nachdem wir in Lemma 3.13 die kompakte Einbettung in eindimensionalen Z–Gebieten gezeigt
haben, erhalten wir schließlich durch Lokalisieren die Aussage fu¨r N–dimensionale Z–Gebiete (Beweis von Satz
3.2). Zuna¨chst zitieren wir einige Hilfsmittel aus [21]:
22 DIE KOMPAKTE EINBETTUNG
Definition 3.3
Seien H± zwei Hilbertra¨ume mit Normen | · |± und Skalarprodukten < ·, · >± .
i) Fu¨r zwei dicht definierte Operatoren
A± : D(A±) ⊂ H± −→ H∓
nennen wir (A+, A−) ein duales Paar in (H+, H−), falls A
∗
± = A∓.
ii) Ein duales Paar (A+, A−) hat die Kompaktheitseigenschaft, wenn die Einbettungen D(A±) ∩ R(A∓) mit
den Graphennormen nach R(A∓) mit |·|± kompakt sind. Ist nur eine Einbettung kompakt, so hat (A+, A−)
die partielle Kompaktheitseigenschaft.
Lemma 3.4
Fu¨r ein duales Paar (A+, A−) in (H+, H−) und topologische Isomorphismen
T± : H˜± → H±
ist (T−1− A+T+, T
∗
+A−(T
−1
− )
∗) ein duales Paar in (H˜+, H˜−).
Lemma 3.5
Hat das duale Paar (A+, A−) in (H+, H−) die partielle Kompaktheitseigenschaft, so hat es auch die Kompakt-
heitseigenschaft, und es gelten:
i) R(A±) = R(A±) und H± = N(A±)⊕R(A∓).
ii) Es existieren Zahlen c± > 0 mit ∧
x∈D(A±)∩R(A∓)
|x|± ≤ c±|A±x±|∓ .
iii) Es existieren Folgen (evtl. auch endliche oder leere Folgen) (λk) in (0,∞) und (ϕ
±
k ) ⊂ D(A±) mit
a) λk →∞ (im Falle einer unendlichen Folge)
b) {ϕ±k | k ∈ N} ist ein vollsta¨ndiges Orthonormalsystem in R(A∓)
c) < A±ϕ
±
k , A±u >∓= λk < ϕ
±
k , u >± fu¨r k ∈ N und u ∈ D(A±)
d) ϕ∓k = λ
−1/2
k A±ϕ
±
k .
Der einfacheren Lesbarkeit wegen fu¨hren wir den auf funktionalanalytischen Grundlagen beruhenden Beweis.
Beweis: Wir setzen
D± := D(A±) , R± := R(A±) , N± := N(A±) , X± := D± ∩R∓
< x, y >X± :=< A±x,A±y >∓ + < x, y >± .
Aus A∗± = A∓ folgen die Zerlegungen
H± = N± ⊕R∓ . (74)
Sei die Einbettung
X+ →֒ R− (75)
kompakt. Finden wir keine Konstante c+, so daß die Abscha¨tzung∧
x+∈X+
|x+| ≤ c+|A+x+|− (76)
erfu¨llt ist, gibt es eine Folge (x+k ) ⊂ X+ mit |x
+
k | = 1 und A+x
+
k → 0. Diese entha¨lt wegen der kompakten
Einbettung (75) eine konvergente Teilfolge mit Grenzwert x+ ∈ R−. Aus der Abgeschlossenheit von A+ folgt
x+ ∈ N+. Wegen (74) verschwindet der Grenzwert, im Widerspruch zur Stetigkeit der Norm.
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Dies liefert aber auch die Abgeschlossenheit von R+: Ist (y
−
k ) ⊂ R+ eine Folge mit Grenzwert y− in H−, so
existiert o.B.d.A. eine Folge (x+k ) ⊂ X+ mit A+x
+
k = y
−
k . Wegen der Abscha¨tzung (76) und der kompakten
Einbettung (75) besitzt (x+k ) eine konvergente Teilfolge mit Grenzwert x+ in R−. Die Abgeschlossenheit von
A+ impliziert x+ ∈ X+ und A+x+ = y−. Damit haben wir bis auf R− = R− die Aussagen i) und ii) im Fall
”+” gezeigt.
Nun zu iii): Nach ii) liefert der Satz von Lax–Milgram zu allen y+ ∈ R− eine eindeutige Lo¨sung x+ ∈ X+ von∧
z+∈X+
< A+x+, A+z+ >− = < y+, z+ >+ (77)
|x+|X+ ≤ c|y+|+ . (78)
Wegen D+ = N+ ⊕ X+ gilt (77) fu¨r alle z+ ∈ D+, und wir erhalten A+x+ ∈ X− und A−A+x+ = y+. Der
Lo¨sungsoperator
L : R− ⊂ H+ −→ R− ⊂ H+
y+ 7−→ x+
,
der y+ die Lo¨sung x+ von (77) zuordnet, ist nach (78) und Voraussetzung kompakt und erfu¨llt N(L) = 0.
Wegen
< y+, Ly+ >+=< A−A+x+, x+ >+= |A+x+|
2
+ ∈ [0,∞)
fu¨r y+ ∈ R− und x+ = Ly+ ist L selbstadjungiert und positiv. Der Spektralsatz liefert eine monoton wachsende
(evtl. auch endliche oder leere) Folge (λk) ⊂ (0,∞) und ein vollsta¨ndiges Orthonormalsystem {ϕ
+
k } in R− mit
λk →∞ fu¨r k →∞ (im Falle einer unendlichen Folge) und Lϕ
+
k = λ
−1
k ϕ
+
k . Fu¨r alle u+ ∈ D+ gilt
< A+ϕ
+
k , A+u+ >−=< λkA+Lϕ
+
k , A+u+ >−= λk < ϕ
+
k , u+ >+ .
Wir definieren ϕ−k := λ
−1/2
k A+ϕ
+
k ∈ X−, und erhalten mit u− ∈ D−
A−ϕ
−
k = λ
1/2
k A−A+Lϕ
+
k = λ
1/2
k ϕ
+
k
< A−ϕ
−
k , A−u− >+ = λ
1/2
k < ϕ
+
k , A−u− >+= λk < ϕ
−
k , u− >− .
Fu¨r x− ∈ R+, x− = A+x+ mit o.B.d.A. x+ ∈ X+ gilt
< x−, ϕ
−
k >−=< A+x+, ϕ
−
k >−= λ
1/2
k < x+, ϕ
+
k >+ . (79)
Setzen wir x− := ϕ
−
l , x+ := λ
−1/2
l ϕ
+
l , so folgt hieraus, daß {ϕ
−
k } ein Orthonormalsystem ist. Andererseits
impliziert (79) aber auch die Vollsta¨ndigkeit (wegen der Vollsta¨ndigkeit von {ϕ+k } in R−). Damit ist iii) gezeigt.
Ist (y−k ) eine beschra¨nkte Folge inX−, so besitzt die Folge (x
+
k ) mit A+x
+
k = y
−
k wegen ii) und der Voraussetzung
eine konvergente Teilfolge, die wir wieder mit (x+k ) bezeichnen. Wir setzen x = x
+
k − x
+
l , y analog und erhalten
mit iii) und der Schwarzschen Ungleichung
< y, y >− = < y,A+x >−
=
∞∑
n=1
< y, ϕ−n >− · < ϕ
−
n , A+x >−
=
∞∑
n=1
< y,A+ϕ
+
n >− · < ϕ
+
n , x >+
≤ |x|+ · |A−y|+
≤ |x+k − x
+
l |+ · (|A−y
−
k |+ + |A−y
−
l |+)→ 0 .
Dies liefert die Kompaktheit der Einbettung X− →֒ R+, und analog zum Fall ”+” folgen i) und ii) fu¨r den Fall
”−”. q.e.d.
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Weitere Resultate aus [21] ko¨nnen wir fast direkt u¨bertragen: In einem Gebiet (S,Γ1,Γ2) ∈ M(M) bilden die
Operatoren
rot q : Rq,Γ1(S) −→ Lq+12 (S)
E 7−→ rot E
div q+1 : Dˆq+1,Γ2(S) −→ Lq2(S)
E 7−→ div E
ein duales Paar in (Lq2(S), L
q+1
2 (S)). Seien σ, µ, ǫ zula¨ssige Transformationen. Bezeichnen wir mit L
q
2,µ(S) den
Raum Lq2(S), versehen mit < ·, · >µ,q,S :=< µ·, · >q,S , so sind die Abbildungen
ǫ : Lq2(S) −→ L
q
2(S)
E 7−→ ǫE
jσ,µ : L
q
2,σ(S) −→ L
q
2,µ(S)
E 7−→ E
topologische Isomorphismen und besitzen die Adjungierten
ǫ∗ = ǫ , (jσ,µ)
∗ = jid,σσ
−1µjµ,id .
Nach Lemma 3.4 bilden
(i div qǫjǫ,id , i jid,ǫrot
q−1)
(i jid,µµ
−1rot qjǫ,id , i jid,ǫǫ
−1div q+1jµ,id)
(i rot q+1µjµ,id , i jid,µdiv
q+2)

 (80)
duale Paare in (Lq2,ǫ(S), L
q−1
2 (S)), (L
q
2,ǫ(S), L
q+1
2,µ (S)) bzw. (L
q+1
2,µ (S), L
q+2
2 (S)). Aus H = N(A)⊕R(A
∗) (ortho-
gonal) fu¨r einen dicht definierten Operator A : H → H˜ und aus ǫ−1div Dˆq+1,Γ2(S) ⊂ ǫ−1Dˆq,Γ20 (S) (nach (13))
folgt
Lemma 3.6
Es gelten die orthogonalen Zerlegungen
Lq2,ǫ(S) = ǫ
−1Dˆq,Γ20 (S)⊕ rot R
q−1,Γ1(S) = Rq,Γ10 (S)⊕ ǫ
−1div Dˆq+1,Γ2(S)
Lq2,ǫ(S) = rot R
q−1,Γ1(S)⊕ (ǫ−1Dˆq,Γ20 (S) ∩R
q,Γ1
0 (S))⊕ ǫ
−1div Dˆq+1,Γ2(S)
Lq+12,µ (S) = Dˆ
q+1,Γ2
0 (S)⊕ µ
−1rot Rq,Γ1(S) = div Dˆq+2,Γ2(S)⊕ µ−1Rq+1,Γ10 (S)
Lq+12,µ (S) = µ
−1rot Rq,Γ1(S)⊕ (Dˆq+1,Γ20 (S) ∩ µ
−1Rq+1,Γ10 (S))⊕ div Dˆ
q+2,Γ2(S) .
Lemma 3.7
Die Kompaktheitseigenschaft der dualen Paare in (80) ha¨ngt nicht von ǫ und µ ab.
Beweis: Sei q beliebig. Wir betrachten die Abbildungen
A+ : jid,ǫǫ
−1Dˆq,Γ2(S) ⊂ Lq2,ǫ(S) −→ L
q−1
2 (S)
E 7−→ i div ǫjǫ,idE
A− : R
q−1,Γ1(S) ⊂ Lq−12 (S) −→ L
q
2,ǫ(S)
E 7−→ i jid,ǫrot E
,
wobei wir sowohl hier als auch im folgenden den Index q bzw. q − 1 bei div bzw. rot wieder fortlassen wollen.
Eine in der Graphennorm des Operators A− beschra¨nkte Folge (Ek) ⊂ D(A−) ∩ R(A+) ist eine Folge in
Rq−1,Γ1(S) ∩ div Dˆq,Γ2(S), fu¨r die der Ausdruck
||Ek||q−1,S + (< ǫjid,ǫrot Ek, jid,ǫrot Ek >ǫ,q,S)
1/2 (81)
beschra¨nkt ist. Dies ist genau dann der Fall, wenn fu¨r den Ausdruck (81) fu¨r ǫ = id eine Schranke existiert.
Damit ist die Frage, ob (Ek) eine in R(A+) = div Dˆq,Γ2(S) konvergente Teilfolge besitzt, unabha¨ngig von ǫ.
Lemma 3.5 liefert dann die Kompaktheitseigenschaft fu¨r das duale Paar. Analog ko¨nnen wir die anderen dualen
Paare behandeln. q.e.d.
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Lemma 3.8
Seien ǫ, µ zula¨ssig und
X := Rq,Γ1(S) ∩ ǫ−1Dˆq,Γ2(S)
||E||X,q := ||E||q,S + ||div ǫE||q−1,S + ||rot E||q+1,S .
Dann sind a¨quivalent:
i) Die Einbettung X →֒ Lq2(S) ist kompakt.
ii) Die Einbettungen rot Rq−1,Γ1(S)∩ ǫ−1Dˆq,Γ2(S) und ǫ−1div Dˆq+1,Γ2(S)∩Rq,Γ1(S) mit || · ||X,q nach L
q
2(S)
sind kompakt und die Dirichlet–Neumann–Felder Hq := Rq,Γ10 (S) ∩ Dˆ
q,Γ2
0 (S) endlich dimensional.
Beweis: Analog zu [21]. Ebenso:
Lemma 3.9
Gelten die Voraussetzungen von Lemma 3.8 und sei die Einbettung X →֒ Lq2(S) kompakt. Dann gibt es ein
N q ∈ N ∪ {0}, ein bzgl. < ǫ·, · >q,S bzw. < µ·, · >q+1,S vollsta¨ndiges Orthonormalsystem {Eqn, n ∈ N} von
ǫ−1Dˆq,Γ20 (S) bzw. {H
q
n, n > N
q} von µ−1rot Rq,Γ1(S) sowie eine Folge {ωqn, n > N
q} ⊂ (0,∞), ωqn
n→∞
→ ∞ mit
fu¨r n ≤ N q Eqn ∈ R
q,Γ1
0 (S) ∩ ǫ
−1Dˆq,Γ20 (S)
fu¨r n > N q (Eqn, H
q
n) ∈ R
q,Γ1(S)× Dˆq+1,Γ2(S)
rot Eqn + iω
q
nµH
q
n = 0
div Hqn + iω
q
nǫE
q
n = 0 . (82)
Im Falle endlicher oder leerer Orthonormalsysteme sind die Bezeichnungen entsprechend zu a¨ndern.
Letzteres wollen wir so auch ohne weiteren Kommentar in Zukunft handhaben. Treten z.B. Reihen u¨ber leere
bzw. endliche Orthonormalsysteme auf, so sind diese durch 0 bzw. Summen zu ersetzen.
Wir bereiten das folgende Lemma vor und erinnern an die in Abschnitt 2.8 eingefu¨hrten Bezeichnungen. Seien
S := (S˜, γ1, γ2) ∈ MD(SN ) und Z := CR(S) fu¨r ein R ∈ (0,∞). Gelte ferner fu¨r S, ǫ = id, µ = id und alle q
die Aussage von Lemma 3.9. Wir zerlegen E ∈ Rˆq,Γ1(Z) ∩ Dˆq,Γ2(Z) nach (68) orthogonal in E = ρˇρE + τˇ τE.
Nach Lemma 3.6 und Voraussetzung (beachte S ∈ MD(SN )) ko¨nnen wir ρE(r) und τE(r) in Fourierreihen
entwickeln, so daß
E = ρˇ
∑
n≥1
an(r)E
q−1
n + ρˇ
∑
n>Nq−2
bn(r)H
q−2
n
+τˇ
∑
n≥1
cn(r)E
q
n + τˇ
∑
n>Nq−1
dn(r)H
q−1
n (83)
mit
an(r) := < ρE(r), E
q−1
n >q−1,S˜ bn(r) := < ρE(r), H
q−2
n >q−1,S˜
cn(r) := < τE(r), E
q
n >q,S˜ dn(r) := < τE(r), H
q−1
n >q,S˜ .
(84)
(Diese Definitionen gelten nur fu¨r solche n, fu¨r die die zweite Komponente im Skalarprodukt erkla¨rt ist; vgl.
Lemma 3.9). Analog:
aDn (r) := < ρdiv E(r), E
q−2
n >q−2,S˜ b
D
n (r) := < ρdiv E(r), H
q−3
n >q−2,S˜
cDn (r) := < τdiv E(r), E
q−1
n >q−1,S˜ d
D
n (r) := < τdiv E(r), H
q−2
n >q−1,S˜
aRn (r) := < ρrot E(r), E
q
n >q,S˜ b
R
n (r) := < ρrot E(r), H
q−1
n >q,S˜
cRn (r) := < τrot E(r), E
q+1
n >q+1,S˜ d
R
n (r) := < τrot E(r), H
q
n >q+1,S˜
(85)
Wir definieren l2(ρ,R) als den Raum der Folgen (un) meßbarer Funktionen mit
rρ|un|
2 ∈ L1(0, R)
||(un)||l2(ρ,R) := (
∑
n
∫ R
0
rρ|un(r)|
2dr)1/2 <∞ .
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Versehen mit
< (un), (vn) >l2(ρ,R) :=
∑
n
∫ R
0
rρun(r)vn(r)dr ,
wird dieser zu einem Hilbertraum. Treffen wir zusa¨tzlich die Konvention, daß die Folgen aus l2 je nach Kontext
bei 1 oder N q + 1 usw. starten (vgl. wieder Lemma 3.9), so sind die Abbildungen
A : l2(N − 1, R) → L
q−1 , (an) →
∑
n≥1 an(r)E
q−1
n
B : l2(N − 1, R) → Lq−1 , (bn) →
∑
n>Nq−2 bn(r)H
q−2
n
C : l2(N − 1, R) → L
q , (cn) →
∑
n≥1 cn(r)E
q
n
D : l2(N − 1, R) → Lq , (dn) →
∑
n>Nq−1 dn(r)H
q−1
n

 (86)
wohldefiniert und isometrisch. Letzteres folgt z.B. fu¨r die Abbildung A aus
||A(an)||
2
Lq−1 =
∫ R
0
rN−1
∑
n≥1
|an|
2dr
=
∑
n≥1
∫ R
0
rN−1|an|
2dr
= ||(an)||
2
l2(N−1,R)
. (87)
Lemma 3.10
Fu¨r das Gebiet S := (S˜, γ1, γ2) ∈ MD(SN ), ǫ = id, µ = id und alle q gelte die Aussage von Lemma 3.9. Sei
ferner (Z,Γ1,Γ2) := CR(S) fu¨r ein R ∈ (0,∞). Dann erfu¨llen die Koeffizienten von E ∈ Rˆ
q,Γ1(Z) ∩ Dˆq,Γ2(Z)
aus (84) und (85) (sofern definiert)
bm(r) = −i (ω
q−2
m )
−1raDm(r)
(rN−qbm(r))
′ = rN−qdDm(r)
cm(r) = i (ω
q
m)
−1rdRm(r)
(rqcm(r))
′ = rqaRm(r)
(rqdm(r))
′ = −iωq−1m r
q−1am(r) + r
qbRm(r)
(rN−qam(r))
′ = rN−qcDm(r) +
{
iωq−1m r
N−q−1dm(r) fu¨r m > N
q−1
0 fu¨r m ≤ N q−1
Beweis: Fu¨r ψ ∈
◦
C∞(I) gilt nach (82) und (71)∫ R
0
rN−1bm(r)ψ(r)dr = < (bm), (ψδnm) >l2(N−1,R)
= < ρE,ψHq−2m >Lq−1
= −i (ωq−2m )
−1 < ρE,RotψEq−2m >Lq−1
= −i (ωq−2m )
−1 < ρdiv E, MˆψEq−2m >Lq−2
= −i (ωq−2m )
−1
∫ R
0
rN−1raDm(r)ψ(r)dr .
Analog erhalten wir mit (70) bis (73)∫ R
0
rN−1bm(r)r
−(q−1)(rq−1ψ(r))′dr = −
∫ R
0
rN−1dDm(r)ψ(r)dr∫ R
0
rN−1cm(r)ψ(r)dr = i (ω
q
m)
−1
∫ R
0
rN−1rdRm(r)ψ(r)dr∫ R
0
rN−1cm(r)r
−(N−q−1)(rN−q−1ψ(r))′dr = −
∫ R
0
rN−1aRm(r)ψ(r)dr∫ R
0
rN−1dm(r)r
−(N−q−1)(rN−q−1ψ(r))′dr
= iωq−1m
∫ R
0
rN−1r−1am(r)ψ(r)dr
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−
∫ R
0
rN−1bRm(r)ψ(r)dr∫ R
0
rN−1am(r)r
−(q−1)(rq−1ψ(r))′dr
= −
∫ R
0
rN−1cDm(r)ψ(r)dr
+
{
0 fu¨r m ≤ N q−1
−iωq−1m
∫ R
0 r
N−1r−1dm(r)ψ(r)dr fu¨r m > N
q−1 .
q.e.d.
Lemma 3.11
Fu¨r das Gebiet S := (S˜, γ1, γ2) ∈MD(SN ) und alle q gelte die Aussage von Lemma 3.9 im Falle ǫ = id, µ = id.
Seien ferner (Z,Γ1,Γ2) := C(S) und {Eα} eine beschra¨nkte Familie in Rˆq,Γ1(Z) ∩ Dˆq,Γ2(Z). Dann ist fu¨r alle
R < 1 die Familie {Eα} in Lq2(ZR) relativ kompakt, wobei ZR := CR(S˜).
Beweis: Wegen der Isometrie der Abbildungen A,B,C,D in (86) und τˇ , ρˇ in (67) sind die Bildmengen von
ρˇA, · · · , τˇD abgeschlossen. Wenn wir zeigen, daß fu¨r alle R < 1 die Familien {aαm}, · · · , {d
α
m} der Koeffizienten
von Eα aus (84) in l2(N − 1, R) relativ kompakt sind, so gilt dies auch fu¨r deren Bilder {ρˇA(aαm)}, · · · , {τˇD(d
α
m)}
in Lq2(ZR). Aus (83) folgt dann die Behauptung.
i) Wir betrachten zuna¨chst die Koeffizienten bαm und definieren
γ := −N + 2q − 1 , µm := ω
q−2
m ,
uαm(r) := r
N−qbαm(r)
fαm(r) := r
N−qdD,αm (r) .
Dann gelten
||(uαm)||l2(γ,1) = ||(b
α
m)||l2(N−1,1) ≤ ||E
α||q,Z ≤ c
||(fαm)||l2(γ,1) = ||(d
D,α
m )||l2(N−1,1) ≤ ||div E
α||q−1,Z ≤ c .∑
m>Nq−2
∫ 1
0
µmr
γ |uαm(r)|
2dr =
∑
m>Nq−2
∫ 1
0
(ωq−2m )
−1rN+1|aDm(r)|
2dr
≤ sup
m>Nq−2
{(ωq−2m )
−1}
∑
m>Nq−2
∫ 1
0
rN−1|aDm(r)|
2dr
≤ c ,
wobei wir Lemma 3.10 und
||(bαm)||l2(N−1,1) ≤ ||ρE
α||Lq−1 ≤ ||E
α||q,Z
(nach (87) und (67)) investiert haben. Die Abscha¨tzung fu¨r fαm folgt analog. Nach Lemma 3.10 und [32, Lemma
8] besitzt (uαm)α eine in l2(γ, 1) und damit auch (b
α
m)α eine in l2(N − 1, 1) konvergente Teilfolge.
ii) Die Koeffizienten cαm ko¨nnen wir mit γ := N − 2q − 1, u
α
m(r) := r
qcαm(r), f
α
m(r) := r
qaR,αm (r) und
µm :=
{ 0 fu¨r m ≤ N q
ωqm fu¨r m > N
q
analog behandeln und gewinnen somit eine in l2(N − 1, 1) konvergente Teilfolge von (c
α
m)α.
iii) Fu¨r m > N q−1 definieren wir γ := N − 2q − 1, βm := ωq−1m und
uαm(r) := r
qdαm(r) , v
α
m(r) := i r
q−1aαm(r)
fαm(r) := r
qbR,αm (r) , g
α
m(r) := i r
q+1cD,αm (r) .
Diese erfu¨llen
||(uαm)||l2(γ,1) = ||(d
α
m)||l2(N−1,1) ≤ c ,
||(vαm)||l2(γ+2,1) = ||(a
α
m)||l2(N−1,1) ≤ c ,
||(fαm)||l2(γ,1) = ||(b
R,α
m )||l2(N−1,1) ≤ c ,
||(gαm)||l2(γ−2,1) = ||(c
D,α
m )||l2(N−1,1) ≤ c .
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Nach Lemma 3.10 gelten die Differentialgleichungen
(uαm)
′(r) = (rqdαm(r))
′ = −iωq−1m r
q−1aαm(r) + r
qbR,αm (r)
= −βmv
α
m(r) + f
α
m(r)
r−γ(rγ+2vαm)
′(r) = r−(N−2q−1)(i rN−qaαm(r))
′
= −ωq−1m r
qdαm(r) + i r
q+1cD,αm (r)
= −βmu
α
m(r) + g
α
m(r) .
Nach [32, Lemma 9] entha¨lt (uαm)α bzw. (v
α
m)α fu¨r alle R < 1 eine in l2(γ,R) bzw. l2(γ + 2, R) konvergente
Teilfolge. Das gleiche gilt dann auch fu¨r ((id−ΠNq−1 )(a
α
m))α bzw. (d
α
m)α in l2(N − 1, R), wobei
ΠK : l2(γ,R) −→ l2(γ,R)
(wn) 7−→ (wˆn)
, mit wˆn :=
{ wn fu¨r n ≤ K
0 sonst .
Fu¨r m ≤ N q−1 definieren wir ( vgl. i)) γ := −N + 2q − 1 und
uαm(r) :=
{ rN−qaαm(r) fu¨r n ≤ N q−1
0 sonst
fαm(r) :=
{
rN−qcD,αm (r) fu¨r n ≤ N
q−1
0 sonst
µm :=
{ 0 fu¨r n ≤ N q−1
m sonst .
Nach [32, Lemma 8] entha¨lt (uαm)α, somit auch (ΠNq−1a
α
m)α eine konvergente Teilfolge. q.e.d.
Lemma 3.12
Die Kompaktheit der Einbettung in Satz 3.2 ist unabha¨ngig von ǫ, µ und invariant unter Diffeomorphismen.
Beweis: Die erste Aussage folgt wie in [21] aus Lemma 3.8, Lemma 3.7 und einer U¨berlegung, analog zu [20,
Remark 2]. Die zweite Aussage ist dann eine Konsequenz aus der ersten und Lemma 2.13. q.e.d.
Lemma 3.13
In eindimensionalen Z–Gebieten (S,Γ1,Γ2) gelten R
q,Γ1(S) = Rˆq,Γ1(S) und die Aussage von Satz 3.2.
Beweis: Nach Lemma 3.12 und der Bemerkung 2.18 genu¨gt es, statt eindimensionaler Z–Gebiete Intervalle zu
betrachten und ǫ = id anzunehmen. Die erste Behauptung folgt dann mit einer geeigneten Abschneidefunktion
aus den entsprechenden Aussagen fu¨r
◦
H1(S) und H1(S). Fu¨r die zweite Behauptung definieren wir den Raum
Y q := Rq,Γ1(S) ∩ Dq,Γ2(S). Aus (56) folgt Y 0, ∗Y 1 ⊂ H1(S), und der Rellichsche Auswahlsatz liefert das
Gewu¨nschte. q.e.d.
Beweis von Satz 3.2. Es genu¨gt wieder ǫ = id anzunehmen. Wir fu¨hren eine Induktion u¨ber die Raumdimension
durch. Den Induktionsanfang entnehmen wir Lemma 3.13. Gelte der Satz fu¨r (N − 1)–dimensionale Z–Gebiete.
Fu¨r eine Karte (V, h) und eine in Rq,h(Γ1∩V )(h(S ∩ V )) ∩ Dq,h(Γ2∩V )(h(S ∩ V )) beschra¨nkte Familie {Eα}
mit kompaktem Tra¨ger in UN(1/3) ∩ h(S ∩ V ) genu¨gt es nach Lemma 3.12 und (30) zu zeigen, daß fu¨r ein
R ∈ (1/3, 1) die Familie {Eα} in Lq2(UN (R) ∩ h(S ∩ V )) relativ kompakt ist.
Fu¨r innere Karten folgt dies direkt aus [32]. Fu¨r eine Randkarte existiert nach Definition 3.1 ein Z–Gebiet
S = (S˜, γ1, γ2) mit (U
−
N , h(Γ1 ∩V ), h(Γ2 ∩V )) = C(S). Nach Induktionsannahme hat dieses die Eigenschaft aus
Lemma 3.9. Wegen Bemerkung 2.18 und (S,Γ1,Γ2) ∈ MD(M) finden wir Folgen (Φ
i,α
k ) ⊂ C
q,C(γi)
∞ (U
−
N ) mit
Φ1,αk → E
α in Rq(U−N )
Φ2,αk → E
α in Dq(U−N )
fu¨r k →∞. Damit sind die Voraussetzungen von Lemma 3.11 erfu¨llt. Dies liefert schließlich die Behauptung.
q.e.d.
Als Folgerung notieren wir
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Korollar 3.14
Sei (S,Γ1,Γ2) ∈ MD(M). Ist die Einbettung Rq,Γ1(S) ∩ Dq,Γ2(S) →֒ L
q
2(S) kompakt (dies ist insbesondere in
Z–Gebieten erfu¨llt), so gelten:
i)
∨
c>0
∧
Φ∈(R
q,Γ1
0 (S)∩D
q,Γ2 (S))∩(R
q,Γ1
0 (S)∩D
q,Γ2
0 (S))
⊥
||Φ||q,S ≤ c||div Φ||q−1,S
ii)
∨
c>0
∧
Φ∈(Rq,Γ1 (S)∩D
q,Γ2
0 (S))∩(R
q,Γ1
0 (S)∩D
q,Γ2
0 (S))
⊥
||Φ||q,S ≤ c||rot Φ||q+1,S
iii) Die Ra¨ume rot Rq(S) und div Dq(S) sind abgeschlossen in Lq2(S).
Beweis: Lemma 3.5.
4 Ein Regularita¨tssatz
Satz 4.1
Seien S glatt, m ∈ N ∪ {0}, und ǫ eine zula¨ssige Cm+1(S)–Transformation (d.h. ǫ ist zula¨ssig und fu¨r alle
Karten (V, h) um x sind in der Matrixdarstellung (37) die Eintra¨ge ǫI,J(x) aus Cm+1(S ∩ V )). Ferner erfu¨lle
H ∈
o
Rq(S) ∩ ǫ−1Dq(S)
rot H ∈ Hq+1m (S)
div ǫH ∈ Hq−1m (S) .
Dann gelten H ∈ Hqm+1(S) und∨
c>0
||H ||Hq
m+1
(S) ≤ c(||H ||q,S + ||rot H ||Hq+1m (S) + ||div ǫH ||Hq−1m (S)) .
Im Falle q = 1, N = 3 wurde dies in [30] bewiesen. Wir gehen einen a¨hnlichen Weg, ko¨nnen jedoch nicht (56)
fu¨r (q − 1)– bzw. (q + 2)–Formen benutzen. Wir beno¨tigen einige Vorbereitungen:
Lemma 4.2
Seien r > 0, x′ := (x1, · · · , xN−1) und
τ : U+N (r) −→ U
−
N (r)
x 7−→ (x′,−xN ) .
Der Spiegelungsoperator
Srot : R
q(U−N (r)) −→ R
q(UN (r))
H 7−→
{
H in U−N (r)
τ∗H in U+N (r)
ist wohldefiniert, linear, stetig und hat die Eigenschaften
supp H ⊂ U−N (r
′) ⇒ supp SrotH ⊂ UN (r′) fu¨r r
′ < r∨
c>0
||rot SrotH ||q+1,UN (r) ≤ c||rot H ||q+1,U−
N
(r)
rot SrotH =
{
rot H in U−N (r)
τ∗rot H in U+N (r)
. (88)
Beweis: Wegen Lemma 2.14 genu¨gt es, SrotH ∈ Rq(UN(r)) sowie (88) fu¨r Formen H ∈ Cq∞(U
−
N ) zu zeigen. Die
Aussagen u¨ber den Tra¨ger und die Stetigkeit folgen dann direkt. Seien U± := U
±
N (r), U0 := U
0
N (r), U := UN(r)
und ι±, ι0 die Einbettungen U±, U0 → U . Wir beachten, daß τ die Orientierung vera¨ndert und berechnen fu¨r
Φ ∈
◦
Cq+1∞ (U)
(−1)q < SrotH, div Φ >q,U =
∫
U−
H ∧ ι∗−d ∗ Φ +
∫
U+
τ∗H ∧ ι∗+d ∗ Φ
=
∫
U−
H ∧
(
ι∗−d ∗ Φ− (τ
−1)∗ι∗+d ∗ Φ
)
=
∫
U−
H ∧ d
(
ι∗− ∗ Φ− (τ
−1)∗ι∗+ ∗ Φ
)
.
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Aus dem Satz von Stokes folgt
< SrotH, div Φ >q,U = −
∫
U−
dH ∧
(
ι∗− ∗ Φ− (τ
−1)∗ι∗+ ∗ Φ
)
+
∫
U0
ι∗0H ∧ ι
∗
0(ι
∗
− − (τ
−1)∗ι∗+) ∗ Φ .
Wegen ι− ◦ ι0 − ι+ ◦ τ−1 ◦ ι0 = 0 verschwindet das zweite Integral, und wir erhalten
< SrotH, div Φ >q,U = −
(∫
U−
dH ∧ ι∗− ∗ Φ +
∫
U+
τ∗dH ∧ ι∗+ ∗ Φ
)
= − < F,Φ >q+1,U
mit F :=
{
rot H in U−
τ∗rot H in U+ .
q.e.d.
Auf Dq(U−N (r)) ko¨nnen wir den Spiegelungsoperator mittels
SdivH = κq ∗ Srot ∗H
erkla¨ren. Dieser hat dann die entsprechenden Eigenschaften.
Lemma 4.3
Seien N ≥ 3 und r > 0. Es gibt eine Konstante c > 0 und zu jedem H ∈ Dq0(R
N ) mit supp H ⊂ UN(r) ein
A ∈ Hq+11 (R
N ) mit
div A = H , ||A||Hq+11 (RN )
≤ c||H ||q,RN .
Beweis: Seien xi und yi, i = 1, · · · , N kartesische Koordinaten. Wir setzen fu¨r Φ =
∑
I∈S(q,N)ΦIdx
I ∈
◦
Cq∞(R
N )
FΦ(x) :=
∑
I∈S(q,N)
F0ΦI(x)dx
I
F−1Φ(y) :=
∑
I∈S(q,N)
F−10 ΦI(y)dy
I ,
wobei
F0ΦI(x) :=
1
(2π)N/2
∫
RN
e−i 〈 y , x 〉ΦI(y)dy
die Fouriertransformierte von ΦI ist. Wir erinnern an die Operatoren Rˆ, Tˆ und m aus (64). Nach (14) und ([27,
Satz 10.5]) gilt
F (rot Φ) = i RˆFΦ .
Sei nun H ∈ Dq0(R
N ) mit supp H ⊂ UN (r). Wegen
|F0HI(x)| ≤
∫
UN (r)
|HI(y)|dy ≤ c||H ||q,RN
(vgl. [27, Satz 10.6]) sind die Komponenten von FH beschra¨nkt. Wir definieren Aˆ := −im−2RˆFH (im Nullpunkt
sei Aˆ = 0). Aus
|AˆJ(x)| = |(|x|
−2
N∑
n=1
xndx
n ∧
∑
I∈S(q,N)
F0HI(x)dx
I)J |
≤ c
∑
I∈S(q,N)
|x|−1|F0HI(x)| (89)
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folgt, daß Aˆ und die Transformierte F−1Aˆ in Lq2(R
N ) liegen (in einer Nullumgebung scha¨tzen wir den Term
|F0HI(x)|, im Komplement den Term |x|−1 durch eine Konstante ab). Mit (64) und [27, 10.25] erhalten wir fu¨r
Φ ∈
◦
Cq−1∞ (R
N )
< TˆFH,Φ >q−1,RN =
∫
RN
TˆFH ∧ ∗Φ
=
∫
RN
FH ∧ ∗RˆΦ
= i < H, rot F−1Φ >q+1,RN
= 0
und fu¨r Φ ∈
◦
Cq∞(R
N )
< F−1Aˆ, rot Φ >q+1,RN = −
∫
RN
m−2RˆFH ∧ ∗RˆFΦ
= −
∫
RN
m−2Tˆ RˆFH ∧ ∗FΦ
= − < FH,FΦ >q,RN
= − < H,Φ >q,RN ,
wobei wir im vorletzten Schritt (65) benutzt haben. Es folgt div F−1Aˆ = H . Mit
||xkAˆ||q+1,RN ≤ c||H ||q,RN
(vgl. (89)) erhalten wir A := F−1Aˆ ∈ Hq+11 (R
N ) und die Abscha¨tzung. q.e.d.
Zur Vorbereitung des nachfolgenden Lemmas betrachten wir eine Teilmenge U des RN . Fu¨r eine Form
Φ =
∑
I∈S(q,N)
ΦIdx
I ∈ Lq2(U)
ist Φ = Φτ +Φρ mit
Φτ :=
∑
I∈S(q,N−1)
ΦIdx
I
Φρ :=
∑
I∈S(q,N),N∈I
ΦIdx
I
eine orthogonale Zerlegung in Lq2(U).
Lemma 4.4
Seien U ⊂ RN , ǫ eine zula¨ssige C1(U)–Transformation und H ∈ L
q
2(U). Liegen die Ausdru¨cke ∂iH und ∂i(ǫH)
fu¨r i = 1, · · · , N − 1 sowie ∂NHτ und ∂N (ǫH)ρ in L
q
2(U), so gilt H ∈ H
q
1 (U).
Hierbei wollen wir die Ableitungen komponentenweise verstehen.
Beweis: Aus den Vorausetzungen folgt Hτ ∈ Hq1 (U) und somit auch
∂N (ǫH
ρ)ρ = ∂N (ǫH)
ρ − ∂N (ǫH
τ )ρ ∈ Lq2(U) .
Wir erhalten (ǫHρ)ρ ∈ Hq1 (U). Da die auf dem ”Normalenteil” agierende Einschra¨nkung ǫ
ρ,ρ von ǫ punktweise
invertierbar mit C1(U) Eintra¨gen ist, haben wir das Lemma bewiesen. q.e.d.
Nun zum Beweis von Satz 4.1. Wir wollen wieder lokalisieren und beschra¨nken uns auf den schwierigeren
Fall der Randkarten. Wir definieren U := U−N sowie U(r) := U
−
N (r). Fu¨r Zahlen r ∈ (0,∞) sind nach [32]
und Lemma 3.5 die Ra¨ume rot Rq(U(r)), rot
o
Rq(U(r)) usw. abgeschlossen. Daru¨ber hinaus gelten die Poin-
care´ Abscha¨tzungen in Lemma 3.14 mit (Γ1,Γ2) ∈ {(∅, ∂U), (∂U, ∅)}. Aus der Segmenteigenschaft folgt dann
Rq,∂U (U) = Rˆq,∂U (U) =
o
Rq(U).
Fu¨r eine zula¨ssige Cm+1(U)–Transformation ǫ genu¨gt es zu zeigen
H ∈ Hqm+1(U) (90)
||H ||Hq
m+1
(U) ≤ c(||H ||q,U + ||rot H ||Hq+1m (U) + ||div ǫH ||Hq−1m (U))
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fu¨r
H ∈
o
R
q(U) ∩ ǫ−1Dq(U)
rot H ∈ Hq+1m (U)
div ǫH = Hq−1m (U)
supp H ⊂⊂ U(r) fu¨r ein r ∈ (0, 1) .
Die Transformation ǫ ist im allgemeinen nicht identisch mit ǫ aus Satz 4.1, sondern das Produkt ǫh−1 ·ǫ◦h
−1 fu¨r
die Karte (V, h). Auf die Felder (HI)I der Komponentenfunktionen wirkt ǫ wie eine symmetrische gleichma¨ßig
positiv definite Matrix mit Eintra¨gen aus Cm+1(U).
Sei zuna¨chst N ≥ 3. Wir zeigen (90) per Induktion u¨ber q und m. Da der Fall q = 0 nach (56) schon bewiesen
ist, nehmen wir an, die Aussage gelte fu¨r q − 1. Sei also m = 0. Wir wollen zeigen
∂i(ǫH) ∈ L
q
2(U) (91)
||∂iǫH ||q,U ≤ c(||H ||q,U + ||div ǫH ||q−1,U + ||rot H ||q+1,U ) (92)
fu¨r i = 1, · · · , N − 1, wobei wir die Ableitung komponentenweise verstehen. Aus Symmetriegru¨nden genu¨gt es,
den Fall i = 1 zu betrachten. Wir wa¨hlen ∆ ∈ (0, 1) mit r + 4∆ < 1 und setzen Wj := U(r + j∆) sowie
τh : R
N
− −→ R
N
−
x 7−→ (x1 + h, x2, · · · , xN )
, 0 < |h| < ∆ .
Wegen dyi = dxi fu¨r yi := τh,i(x) ko¨nnen wir die Koordinaten im Urbild und Zielbereich identifizieren. Somit
ist der Ausdruck
δhH :=
1
h
(τ∗h − id
∗)H
wohldefiniert, wirkt auf die Komponenten wie der Differenzenquotient und tauscht mit Rotation, Sternoperator
und Divergenz. Weiter gilt fu¨r alle F,G ∈ Lq2(U) mit Tra¨ger in W3
| < δhF,G >q,U | = | < F, δ−hG >q,U |
δhǫF = ǫδhF + (δhǫ)τ
∗
hF
||(δhǫ)τ
∗
hF ||q,U ≤ c||F ||q,U . (93)
Hierbei sei
(δhǫ)Φ(x) :=
∑
I∈S(q,N)
∑
J∈S(q,N)
(δhǫ˜I,J(x))ΦJ (x)dx
I
fu¨r Φ(x) =
∑
I∈S(q,N)ΦI(x)dx
I und die oben erwa¨hnten Matrixdarstellung ǫ˜ von ǫ. Wie in [1, Theorem 3.13]
zeigt man fu¨r m ∈ N ∧
F∈Hqm(U), suppF⊂W3
||δhF ||Hq
m−1(U)
≤ ||F ||Hqm(U) . (94)
Die Form H erfu¨llt
supp δhH ⊂⊂W1 ,
und nach [1, Theorem 3.15] und (93) genu¨gt es, die Abscha¨tzung
| < δhǫH,Φ >q,W1 | ≤ c(||H ||q,U + ||div ǫH ||q−1,U + ||rot H ||q+1,U )||Φ||q,W1
fu¨r alle Φ ∈
◦
Cq∞(W1) zu zeigen. In U zerlegen wir gema¨ß Lemma 3.6
Φ = Φˆ1 + ǫ
−1Φˆ2
Φˆ1 ∈
o
R
q
0(U)
Φˆ2 = div Φ2 , Φ2 ∈ D
q+1(U) ∩ rot
o
R
q(U) (95)
||Φ2||Dq+1(U) ≤ c||Φ||q,W1 .
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Da alle Betti–Zahlen von U verschwinden, folgt aus [17, Satz 1, Satz 2] und Lemma 3.6
o
R
q
0(U) = rot (
o
R
q−1(U) ∩ div Dq(U)) .
Nach Induktionsvoraussetzung erhalten wir (vgl. Lemma 2.10)
Φˆ1 = rot Φ1 , Φ1 ∈
o
R
q−1(U) ∩ div Dq(U)
mit χΦ1 ∈ H
q−1
1 (U)
||χΦ1||Hq−11 (U)
≤ c||Φ||q,W1 (96)
fu¨r χ ∈
◦
C∞(UN (r + 2∆)) mit χ = 1 in W1.
Die Form χΦ2 hat kompakten Tra¨ger in U ∪ U0N . Die Nullfortsetzung von SdivχΦ2 auf R
N liegt in Dq+1(RN ),
und Φ˜2 := div SdivχΦ2 erfu¨llt
Φ˜2 = Φˆ2 in W1
div Φ˜2 = 0 , supp Φ˜2 ⊂⊂ R
N .
Nach Lemma 4.3 existiert A ∈ Hq+11 (R
N ) mit
div A = Φ˜2
||A||Hq+11 (RN )
≤ c||Φ˜2||q,UN
= c||div SdivχΦ2||q,UN
≤ c||Φ2||Dq+1(U)
≤ c||Φ||q,W1 . (97)
Es folgt
| < δhǫH,Φ >q,W1 | = | < δhǫH, rot Φ1 + ǫ
−1div A >q,U |
= | < δhǫH, rot χΦ1 + ǫ
−1div χA >q,U |
= | < ǫH, δ−h(rot χΦ1 + ǫ
−1div χA) >q,U |
≤ | < ǫH, rot δ−hχΦ1 >q,U |+ | < H, div δ−hχA >q,U |
+| < ǫH, (δ−hǫ
−1)τ∗−hdiv χA >q,U |
=: I1 + I2 + I3 .
Den Term I3 scha¨tzen wir mit (93) und (97) durch c||H ||q,W1 ||Φ||q,W1 ab. Mit Φ1 liegt auch δ−hχΦ1 in
o
Rq−1(U).
Aus (94) und (96) folgern wir
I1 ≤ c||div ǫH ||q−1,W1 ||Φ||q,W1 , (98)
mit δ−hχA ∈ Dq+1(U) und H ∈
o
Rq(U) aus (94) und (97)
I2 ≤ c||rot H ||q+1,W1 ||Φ||q,W1 .
Damit sind (91) und (92) fu¨r i = 1, · · · , N − 1 gezeigt. Die Normalenableitungen erhalten wir wie folgt: Wir
wissen fu¨r i = 1, · · · , N − 1
∂iǫH = ǫ∂iH + (∂iǫ)H ∈ L
q
2(U) (99)
⇒ ∂iH = ǫ
−1(∂iǫH − (∂iǫ)H) ∈ L
q
2(U) , i = 1, · · · , N − 1 . (100)
Nach (14), (15) gelten dann
∂NHI = σ(N, I)((rot H)I+N −
∑
j∈I
σ(j, I +N − j)∂jHI+N−j)
∈ L2(U) fu¨r N 6∈ I (101)
(∂N ǫH)I = σ(N, I −N)((div ǫH)I−N −
∑
j 6∈I
σ(j, I)(∂jǫH)I−N+j)
∈ L2(U) fu¨r N ∈ I . (102)
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Aus Lemma 4.4 folgt H ∈ Hq1 (U). Damit haben wir den Fall m = 0 bewiesen. Gelte der Satz fu¨r m − 1. Aus
den Voraussetzungen im Falle m folgt
H, ǫH ∈ Hqm(U) (103)
||H ||Hqm(U) ≤ c(||H ||q,U + ||rot H ||Hq+1m (U) + ||div ǫH ||Hq−1m (U))
=: Cm(H) . (104)
Fu¨r einen Differentialoperator Dm := ∂
m1
1 · · ·∂
mN−1
N−1 mit m =
∑N−1
j=1 mj wollen wir wie oben zeigen
| < δhǫDmH,Φ >q,W1 | ≤ c(||H ||q,U + ||div ǫH ||Hq−1m (U) + ||rot H ||Hq+1m (U))||Φ||q,W1
fu¨r alle Φ ∈
◦
Cq∞(W1). Mit der gleichen Zerlegung wie zuvor erhalten wir
| < δhǫDmH,Φ >q,W1 | ≤ | < ǫDmH, rot δ−hχΦ1 >q,U |
+| < DmH, div δ−hχA >q,U |
+| < ǫDmH, (δ−hǫ
−1)τ∗−hdiv χA >q,U |
=: I1 + I2 + I3 .
Wegen
Dm(ǫH) = ǫDmH + r(ǫ,H) (105)
mit einem Ausdruck r(ǫ,H) ∈ Hq1 (U), dessen Tra¨ger inW0 liegt, und der nur Ableitungen von ǫ bis zur Ordnung
m und von H bis zur Ordnung m− 1 entha¨lt, erhalten wir
I1 ≤ | < Dm(ǫH), rot δ−hχΦ1 >q,U |+ | < δhr(ǫ,H), rot χΦ1 >q,U |
=: I1,1 + I1,2 .
Den zweiten Term scha¨tzen wir nach (94), (96) und (104) ab durch
I1,2 ≤ c||r(ǫ,H)||Hq1 (U)||Φ||q,W1
≤ c||H ||Hqm(U)||Φ||q,W1
≤ cCm(H)||Φ||q,W1 .
Aus div ǫH ∈ Hqm(U) folgt fu¨r Ψ ∈
◦
Cq−1∞ (U)
< Dm(ǫH), rot Ψ >q,U = (−1)
m < ǫH,Dmrot Ψ >q,U
= (−1)m < ǫH, rot DmΨ >q,U
= (−1)m+1 < div ǫH,DmΨ >q,U
= − < Dmdiv ǫH,Ψ >q,U ,
also div DmǫH = Dmdiv ǫH ∈ L
q
2(U). Wir erhalten wie in (98)
I1,1 ≤ | < Dmdiv (ǫH), δ−hχΦ1 >q,U | ≤ c||div ǫH ||Hq−1m (U)||Φ||q,W1 .
Genauso verfahren wir mit I2:
I2 ≤ c||rot H ||Hq+1m (U)||Φ||q,W1 .
Den letzten Term I3 ko¨nnen wir wie im Fall m = 0 behandeln und erhalten nach entsprechenden U¨berlegungen
fu¨r die anderen tangentialen Ableitungen mit (105)
∂iDmǫH ∈ L
q
2(U)
||∂iDmǫH ||q,U ≤ cCm(H)
fu¨r i = 1, · · · , N − 1.
Um die Normalenableitungen zu untersuchen, setzen wir fu¨r 1 ≤ k ≤ m
H˜k := ∂kN∂
αm−kH , |αj | = j ,
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wobei αj nur Tangentialkomponenten entha¨lt. Unter Verwendung von (103) und den Formeln (99) bis (102)
ko¨nnen wir induktiv fu¨r k = 1, · · · ,m die Voraussetzungen von Lemma 4.4 (mit H˜k statt H) und damit
H˜k ∈ H
q
1 (U) zeigen.
Damit ist der Fall N ≥ 3 bewiesen. In den Fa¨llen N = 1, q beliebig und N = 2, q = 0 oder q = 2 ist nichts
zu zeigen. Im Fall N = 2, q = 1 liegt die Form Φ2 aus (95) wegen (56) in H
2
1 (U), so daß wir den Beweis ohne
Lemma 4.3 durchfu¨hren ko¨nnen. q.e.d.
Im Falle wechselnder Randbedingungen wu¨rde der Beweis scheitern, da die Anwendung von δh die Randbedin-
gungen nicht respektiert.
5 Spursa¨tze
In diesem Kapitel betrachten wir Spuren und Teilspuren der Formen aus Rq und Dq, wobei wir die folgenden
Sa¨tze nur fu¨r den ersten Raum beweisen werden. Die Behauptungen fu¨r den Raum Dq sind die dualen Resultate,
die man mit Hilfe des Sternoperators unter Verwendung von (51), (60) und den in diesem Zusammenhang
bewiesenen Aussagen gewinnen kann.
5.1 Die Spursa¨tze in Rq und Dq
Sei in diesem Abschnitt S glatt. Aus Satz 4.1 folgt, daß Formen aus
o
Rq(S) ∩ Dq(S) in H
q
1 (S) liegen, und wir
ko¨nnen auf solche die Spuroperatoren T aus Lemma 2.7 und N aus (42) anwenden.
Nach (47) und dem Satz von Stokes gilt fu¨r Φ ∈ Cq∞(S), Ψ ∈ C
q+1
∞ (S) und 0 ≤ q < N
< rot Φ,Ψ >q+1,S + < Φ, div Ψ >q,S =
∫
S
d(Φ ∧ ∗Ψ)
=
∫
∂S
T (Φ ∧ ∗Ψ)
=
∫
∂S
TΦ ∧ κ′q ∗ ∗T ∗Ψ
= < TΦ, NΨ >q,∂S .
Mit (38) erhalten wir ∧
Φ∈Hq1 (S)
∧
Ψ∈Hq+11 (S)
< rot Φ,Ψ >q+1,S + < Φ, div Ψ >q,S
=< TΦ, NΨ >q,∂S . (106)
Dies motiviert, die Tangentialspur γTE ∈ H
q
−1/2(∂S) einer Form E ∈ R
q(S) wie folgt zu definieren
∧
ϕ∈Hq
1/2
(∂S)
< γTE,ϕ >Hq
−1/2
(∂S):=< rot E, Nˇϕ >q+1,S + < E, div Nˇϕ >q,S . (107)
Angewandt auf Formen E ∈ Hq1 (S) erfu¨llt diese∧
ϕ∈Hq
1/2
(∂S)
< γTE,ϕ >Hq
−1/2
(∂S)=< TE,ϕ >q,∂S .
Wir zeigen:
Satz 5.1
Fu¨r jedes E ∈ Rq(S) liegt die Tangentialspur γTE in R
q
−1/2(∂S) und es gelten:
i)
∧
E∈Rq(S)
∧
Ψ∈Hq+11 (S)
< γTE,NΨ >Hq
−1/2
(∂S)=< rot E,Ψ >q+1,S + < E, div Ψ >q,S
ii)
∧
E∈Rq(S)
rot γTE = γT rot E
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iii) Die Abbildung γT : R
q(S)→ Rq−1/2(∂S) ist stetig.
Beweis: i) Wegen (106) erfu¨llen Φ ∈ Cq∞(S) und Ψ ∈ H
q+1
1 (S)
< rot Φ, NˇNΨ >q+1,S + < Φ, div NˇNΨ >q,S
= < TΦ, NΨ >q,∂S
= < rot Φ,Ψ >q+1,S + < Φ, div Ψ >q,S .
Da Cq∞(S) dicht in R
q(S) liegt, folgt die Behauptung aus (107) .
ii),iii) Fu¨r E ∈ Rq(S) erhalten wir mit (107), der Schwarzschen Ungleichung und der Stetigkeit von Nˇ
| < γTE,ϕ >Hq
−1/2
(∂S) | ≤ c||E||Rq(S)||ϕ||Hq
1/2
(∂S)
||γTE||Hq
−1/2
(∂S) ≤ c||E||Rq(S) . (108)
Daraus folgt fu¨r ϕ ∈ Hq+13/2 (∂S) und eine Folge (Ek) ⊂ C
q
∞(S) mit Ek → E in R
q(S)
< γTE, div ϕ >Hq
−1/2
(∂S) ← < γTEk, div ϕ >Hq
−1/2
(∂S)
= < TEk, div ϕ >q,∂S
= − < rot TEk, ϕ >q+1,∂S
= − < T rot Ek, ϕ >q+1,∂S
= − < γT rot Ek, ϕ >Hq+1
−1/2
(∂S)
→ − < γT rot E,ϕ >Hq+1
−1/2
(∂S) ,
da rot : Rq(S)→ Rq+1(S) stetig ist. Nach (57) und (108) gelten
rot γTE = γT rot E ∈ H
q+1
−1/2(∂S)
||rot γTE||Hq+1
−1/2
(∂S) = ||γT rot E||Hq+1
−1/2
(∂S) ≤ c||E||Rq(S) , (109)
und wir erhalten Wohldefiniertheit und Stetigkeit der Abbildung γT . q.e.d.
Wir untersuchen noch die ”natu¨rlichen” Eigenschaften des Spuroperators: Fu¨r E ∈
o
Rq(S) gilt∧
ψ∈Hq
1/2
(∂S)
< γTE,ψ >Hq
−1/2
(∂S)=< E, div Nˇψ >q,S + < rot E, Nˇψ >q+1,S= 0 .
Andererseits zieht γTE = 0 nach sich∧
Φ∈Cq+1∞ (S)
< E, div Φ >q,S + < rot E,Φ >q+1,S=< γTE,NΦ >Hq
−1/2
(∂S)= 0 ,
also
γTE = 0⇔ E ∈
o
R
q(S) . (110)
Mit Hilfe des Sternoperators ko¨nnen wir auf Dq(S) einen Normalenspuroperator erkla¨ren:
γNE := σq ∗ γT ∗ E .
Die Resultate aus Satz 5.1 werden durch den Sternoperator wie folgt u¨bertragen:
Satz 5.2
Fu¨r jedes E ∈ Dq(S) liegt die Normalenspur γNE in D
q−1
−1/2(∂S) und es gelten:
i)
∧
E∈Dq(S)
∧
Φ∈Hq−11 (S)
< div E,Φ >q−1,S + < E, rot Φ >q,S=< γNE, TΦ >Hq−1
−1/2
(∂S)
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ii)
∧
E∈Dq(S)
div γNE = −γNdiv E
iii) Die Abbildung γN : D
q(S)→ Dq−1−1/2(∂S) ist stetig.
Wir wollen einen Fortsetzungsoperator Rq−1/2(∂S)→ R
q(S) konstruieren und zeigen zuna¨chst:
Lemma 5.3
Fu¨r ϕ ∈ Hq1/2(∂S) gelten Nˇϕ ∈
o
Rq+1(S) sowie Tˇϕ ∈
◦
Dq(S).
Beweis: Fu¨r Ψ ∈ Cq+2∞ (S) erhalten wir mit (44) und (106)
< Nˇϕ, div Ψ >q+1,S + < rot Nˇϕ,Ψ >q+2,S=< TNˇϕ,NΨ >q+1,∂S= 0 .
und damit die erste Behauptung. Die zweite Behauptung ist das duale Resultat. q.e.d.
Satz 5.4
i) Es existiert ein linearer stetiger Fortsetzungsoperator
γˇT : R
q
−1/2(∂S)→ R
q(S)
mit γT γˇT = id.
ii) Es existiert ein linearer stetiger Fortsetzungsoperator
γˇN : D
q−1
−1/2(∂S)→ D
q(S)
mit γN γˇN = id.
Beweis: i): Seien λ ∈ Rq−1/2(∂S) und (vgl.Korollar 3.14)
Y q :=
o
R
q(S) ∩Dq(S)
Y q1 := Y
q ∩ rot
o
R
q−1(S) = rot
o
R
q−1(S) ∩Dq(S)
Y q2 := Y
q ∩ div Dq+1(S) =
o
R
q(S) ∩ div Dq+1(S)
Y q3 := Y
q∩
o
R
q
0(S) ∩D
q
0(S) =
o
R
q
0(S) ∩D
q
0(S) ,
versehen mit < ·, · >Rq(S)∩Dq(S). Nach Lemma 3.6 mit Γ1 = ∂S, Γ2 = ∅ und Korollar 3.14 gilt
Y q = Y q1 ⊕ Y
q
2 ⊕ Y
q
3
orthogonal in Lq2(S), und nach Satz 4.1 liegen alle Ra¨ume in H
q
1 (S). Wir betrachten das Problem (P1): Gesucht
W ∈ Y q+21 mit
< div W, div Φ >q+1,S=< rot λ,NΦ >Hq+1
−1/2
(∂S) fu¨r alle Φ ∈ Y
q+2
1 . (111)
Nach Korollar 3.14 ist die stetige Bilinearform auf der linken Seite streng koerzitiv in Y q+21 . Die rechte Seite ist
ein antilineares stetiges Funktional (Satz 4.1). Nach dem Satz von Lax–Milgram ko¨nnen wir (P1) lo¨sen, und die
Lo¨sung W erfu¨llt
||W ||Dq+2(S) ≤ c||rot λ||Hq+1
−1/2
(∂S) . (112)
Ebenso lo¨sen wir (P2): Gesucht Q ∈ Y q+11 mit
< div Q, div Φ >q,S = < div W,Φ >q+1,S + < η(λ),Φ >q+1,S
− < λ,NΦ >Hq
−1/2
(∂S) fu¨r alle Φ ∈ Y
q+1
1 (113)
||Q||Dq+1(S) ≤ c(||div W ||q+1,S + ||λ||Hq
−1/2
(∂S)) , (114)
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wobei
η(λ) := ηq+1(λ) :=
Jq+1∑
j=1
yq+1j < λ,Ny
q+1
j >Hq−1/2(∂S)
fu¨r eine Lq+12 (S)–Orthonormalbasis {y
q+1
j | j = 1, · · · , J
q+1} von Y q+13 . Testen der rechten Seite von (113) mit
yq+1j liefert
< div W, yq+1j >q+1,S + < η(λ), y
q+1
j >q+1,S − < λ,Ny
q+1
j >Hq−1/2(∂S)
= < λ,Nyq+1j >Hq−1/2(∂S)
− < λ,Nyq+1j >Hq−1/2(∂S)
= 0
und damit (113) fu¨r alle Φ ∈ Y q+11 ⊕Y
q+1
3 . Um zu zeigen, daß die Formel fu¨r alle Formen Φ ∈ NˇH
q
1/2(∂S) ⊂ Y
q+1
(nach Lemma 5.3) richtig ist, verbleibt es diese mit
Φ ∈ Y q+12 , Φ = div Ψ mit o.B.d.A. Ψ ∈ Y
q+2
1
zu testen. Aus rot Ψ = 0, div Ψ = Φ ∈ Hq+11 (S) und der Randbedingung folgt Ψ ∈ H
q+2(S)
2 , und die Formel
(111) impliziert
< div W,Φ >q+1,S + < η(λ),Φ >q+1,S − < λ,NΦ >Hq
−1/2
(∂S)
= < div W, div Ψ >q+1,S − < λ,Ndiv Ψ >Hq
−1/2
(∂S)
= < rot λ,NΨ >Hq+1
−1/2
(∂S) + < λ, div NΨ >Hq−1/2(∂S)
= 0 , (115)
also auch (113) fu¨r alle Φ ∈ NˇHq1/2(∂S). Wir setzen E := −div Q und erhalten rot E = div W + η(λ) und
γTE = λ. Die Stetigkeit des Fortsetzungsoperators folgt aus (112) und (114).
ii) Mit
γˇN : D
q−1
−1/2(∂S) −→ D
q(S)
λ 7−→ κq ∗ γˇT ∗ λ
gilt
γN γˇNλ = σq ∗ γT γˇT ∗ λ = λ .
Die Stetigkeit folgt aus i). q.e.d.
5.2 Wechselnde Randbedingungen
Sei in diesem Abschnitt S := (S,Γ1,Γ2) ∈ MD(M) glatt. Wir wollen die Tangentialspur auf einem Randstu¨ck
Γ1 wie im homogenen Fall durch Volumenintegrale beschreiben. Dazu definieren wir
Hq,Γ2s (∂S) = {ϕ ∈ H
q
s (∂S) | ϕ = 0 fast u¨berall in Γ2} , s ∈ (0,∞) .
Versehen mit der Norm || · ||Hqs (∂S) ist dieser ein abgeschlossener Unterraum von H
q
s (∂S). Den Dualraum
bezeichnen wir mit Hq,Γ2−s (∂S) und erkla¨ren die Rotation fu¨r λ ∈ H
q,Γ2
−1/2(∂S) durch∧
ϕ∈H
q+1,Γ2
3/2
(∂S)
< rot λ, ϕ >
H
q+1,Γ2
−3/2
(∂S)
:= − < λ, div ϕ >
H
q,Γ2
−1/2
(∂S)
.
Ferner definieren wir
Rq,Γ2−1/2(∂S) := {λ ∈ H
q,Γ2
−1/2(∂S) | rot λ ∈ H
q+1,Γ2
−1/2 (∂S)}
||λ||
R
q,Γ2
−1/2
(∂S)
:= ||rot λ||
H
q+1,Γ2
−1/2
(∂S)
+ ||λ||
H
q,Γ2
−1/2
(∂S)
und zeigen zuna¨chst:
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Lemma 5.5
Fu¨r ϕ ∈ Hq,Γ21/2 (∂S) gelten Nˇϕ ∈ D
q+1,Γ2(S)∩
o
Rq+1(S) und Tˇ ϕ ∈ Rq,Γ2(S)∩
◦
Dq(S).
Beweis: Sei ϕ ∈ Hq,Γ21/2 (∂S). Aus (106) folgt fu¨r Ψ ∈ C
q,Γ1
∞ (S)
< Nˇϕ, rot Ψ >q+1,S + < div Nˇϕ,Ψ >q,S = < NNˇϕ, TΨ >q,∂S
= < ϕ, TΨ >q,∂S= 0 ,
also Nˇϕ ∈ Dq+1,Γ2(S). Lemma 5.3 und der Sternoperator liefern die u¨brigen Aussagen. q.e.d.
Fu¨r E ∈ Rq(S) definieren wir die Tangentialspur γΓ1T E in Γ1 durch∧
ϕ∈H
q,Γ2
1/2
(∂S)
< γΓ1T E,ϕ >Hq,Γ2
−1/2
(∂S)
:=< γTE,ϕ >Hq
−1/2
(∂S) .
Diese hat folgende Eigenschaften:
Satz 5.6
Fu¨r jedes E ∈ Rq(S) liegt die Tangentialspur γΓ1T E in R
q,Γ2
−1/2(∂S) und es gelten:
i)
∧
E∈Rq(S)
rot γΓ1T E = γ
Γ1
T rot E
ii) Die Abbildung γΓ1T : R
q(S)→ Rq,Γ2−1/2(∂S) ist stetig.
iii) E ∈ Rq,Γ1(S)⇔ γΓ1T E = 0.
Beweis: Da γΓ1T eine Einschra¨nkung des Funktionals γT ist folgen i) und ii) aus Satz 5.1.
iii) Fu¨r E ∈ Cq,Γ1∞ (S) und ϕ ∈ H
q,Γ2
1/2 (∂S) gilt nach Lemma 5.5
< γΓ1T E,ϕ >Hq+1,Γ2
−1/2
(∂S)
=< rot E, Nˇϕ >q+1,S + < E, div Nˇϕ >q,S= 0 .
Andererseits impliziert γΓ1T E = 0 fu¨r Φ ∈ C
q+1,Γ2
∞ (S) (⇒ NΦ ∈ H
q,Γ2
1/2 (∂S))
< rot E,Φ >q+1,S + < E, div Φ >q,S = < γTE,NΦ >Hq
−1/2
(∂S)
= < γΓ1T E,NΦ >Hq,Γ2
−1/2
(∂S)
= 0 .
q.e.d.
Entsprechende Aussagen erhalten wir fu¨r die Teilspur von Formen E aus Dq(S). Erkla¨ren wir den Sternoperator
analog zu (58) und
γΓ2N E := σq ∗ γ
Γ2
T ∗ E
Dq,Γ1−1/2(∂S) := ∗R
N−1−q,Γ1
−1/2 (∂S)
so folgen die dualen Resultate:
Satz 5.7
Fu¨r jedes E ∈ Dq(S) liegt die Normalenspur γΓ2N E in D
q−1,Γ1
−1/2 (∂S) und es gelten:
i)
∧
E∈Dq(S)
div γΓ2N E = −γ
Γ2
N div E
ii) Die Abbildung γΓ2N : D
q(S)→ Dq−1,Γ1−1/2 (∂S) ist stetig.
iii) E ∈ Dq,Γ2(S)⇔ γΓ2N E = 0.
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Bemerkung 5.8
Eine Konstruktion des Fortsetzungsoperators wie in Abschnitt 5.1 scheitert im Falle wechselnder Randbedingun-
gen daran, daß Formen aus Rq,Γ1(S)∩Dq,Γ2(S) im allgemeinen nicht in Hq1 (S) liegen. Diese Eigenschaft kann
man erwarten, wenn die Randstu¨cke Γ1 und Γ2 senkrecht aufeinander treffen.
6 Lo¨sungstheorie
Seien die Bezeichnungen wie in Abschnitt 5.1 und S glatt. Nach Satz 4.1 liegen Formen aus Rq(S) ∩ Dq(S),
welche die elektrische oder magnetische homogene Randbedingung erfu¨llen, in Hq1 (S). Wir betrachten folgendes
Problem:
Gesucht ist eine Form E ∈ Rq(S) ∩Dq(S) mit
rot E = F
div E = G
γTE = λ
< E, yqj >q,S = αj fu¨r j = 1 · · ·J
q .

 (116)
Lemma 6.1
Seien F ∈ Rq+10 (S) und λ ∈ R
q
−1/2(∂S) mit
rot λ = γTF (117)
< F, y >q+1,S = < λ,Ny >Hq
−1/2
(∂S) fu¨r alle y ∈ Y
q+1
3 .
Dann existiert eine Lo¨sung E ∈ Rq(S) ∩Dq(S) von
rot E = F
div E = 0
γTE = λ .

 (118)
Diese erfu¨llt
||E||Rq(S)∩Dq(S) ≤ c(||λ||Rq
−1/2
(∂S) + ||F ||q+1,S) .
Beweis: Wir suchen zuna¨chst eine Form Q ∈ Y q+11 mit∧
Φ∈Y q+11
< div Q, div Φ >q,S=< λ,NΦ >Hq
−1/2
(∂S) − < F,Φ >q+1,S . (119)
Nach Korollar 3.14 ist die linke Seite eine stetige streng koerzitive Bilinearform u¨ber Y q+11 . Die rechte Seite ist
ein antilineares stetiges Funktional. Die nach dem Satz von Lax–Milgram existierende Lo¨sung Q erfu¨llt
||Q||Dq+1(S) ≤ c(||λ||Hq
−1/2
(∂S) + ||F ||q+1,S) ,
und nach Voraussetzung gilt (119) sogar fu¨r alle Φ ∈ Y q+11 ⊕ Y
q+1
3 . Fu¨r Φ ∈ Y
q+1
2 mit Φ = div Ψ und
Ψ ∈ Y q+21 ∩H
q+2
2 (S) (vgl. Abschnitt 5.1) folgt aus Satz 5.1 und (117)
< F, div Ψ >q+1,S = < γTF,NΨ >Hq+1
−1/2
(∂S)
= < rot λ,NΨ >Hq+1
−1/2
(∂S)
= < λ,Ndiv Ψ >Hq
−1/2
(∂S) ,
also auch (119) fu¨r alle Φ ∈ Y q+1 ⊃ NˇHq1/2(∂S). Somit ist E = div Q Lo¨sung zu (118). q.e.d.
Lemma 6.2
Sei G ∈ div Dq(S). Dann existiert eine Lo¨sung E ∈ Rq(S) ∩Dq(S) von
rot E = 0
div E = G
γTE = 0 .

 (120)
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Diese erfu¨llt
||E||Dq(S) ≤ c||G||q−1,S .
Beweis: Nach Korollar 3.14 ko¨nnen wir ein Z ∈ Y q−12 finden mit∧
Φ∈Y q−12
< rot Z, rot Φ >q,S = − < G,Φ >q−1,S (121)
||Z||Rq−1(S) ≤ c||G||q−1,S . (122)
Wegen G ∈ (Y q−13 )
⊥ ist (121) auch fu¨r alle Φ ∈ Y q−13 erfu¨llt. Fu¨r Φ ∈ Y
q−1
1 gilt die Gleichung (121) wegen der
Voraussetzung an G. Wir folgern∧
Φ∈Y q−1
< rot Z, rot Φ >q,S = − < G,Φ >q−1,S .
Setzen wir
E := rot Z ∈ rot
o
R
q−1(S) ⊂
o
R
q
0(S) , (123)
so folgt aus
◦
Cq∞(S) ⊂ Y
q−1, (122) und (110) die Behauptung. q.e.d.
Satz 6.3
Notwendige und hinreichende Bedingungen fu¨r die Lo¨sbarkeit von (116) sind
F ∈ rot Rq(S) , G ∈ div Dq(S) , λ ∈ Rq−1/2(∂S)
und
rot λ = γTF∧
y∈Y q+13
< F, y >q+1,S = < λ,Ny >Hq
−1/2
(∂S) .
Das Problem ist dann eindeutig lo¨sbar, und die Lo¨sung erfu¨llt
||E||Rq(S)∩Dq(S) ≤ c(||F ||q+1,S + ||G||q−1,S + ||λ||Rq
−1/2
(∂S) +
Jq∑
j=1
|αj |) .
Beweis: Nach (110) liegt die Lo¨sung des homogenen Problems in
o
R
q
0(S) ∩ D
q
0(S). Aus < E, y
q
j >q,S= 0,
j = 1, · · · , Jq folgt E = 0 und damit die Eindeutigkeit.
Seien E1 und E2 Lo¨sungen der Probleme (118) und (120). Setzen wir
E := E1 + E2 +
Jq∑
k=1
(αk− < E1, y
q
k >q,S)y
q
j ,
so gelten rot E = F , div E = G, und wegen (123) und (110) ist die Randbedingung erfu¨llt. Aus
< E, yqj >q,S = < E1, y
q
j >q,S +(αj− < E1, y
q
j >q,S) = αj
folgt, daß E das Problem lo¨st (hier haben wir E2 ∈ rot
o
Rq−1(S) nach (123) benutzt).
Es verbleibt, die Notwendigkeit der Voraussetzungen zu zeigen. Daß im Falle der Lo¨sbarkeit F ∈ rot Rq(S) und
G ∈ div Dq(S) gelten mu¨ssen, ist klar. Aus Satz 5.1 folgt λ ∈ Rq−1/2(∂S).
Nach Satz 5.1 ii) gilt
rot λ = rot γTE = γT rot E = γTF
und fu¨r y ∈
o
R
q+1
0 (S) ∩D
q+1
0 (S)
< F, y >q+1,S = < rot E, y >q+1,S + < E, div y >q,S
= < γTE,Ny >Hq
−1/2
(∂S)
= < λ,Ny >Hq
−1/2
(∂S) .
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q.e.d.
Wir formulieren noch das duale Problem: Gesucht E ∈ Rq(S) ∩Dq(S) mit
rot E = F
div E = G
γNE = λ
< E, ∗yN−qj >q,S = αj fu¨r j = 1 · · ·J
N−q .

 (124)
Das duale Resultat lautet dann:
Satz 6.4
Notwendige und hinreichende Bedingungen fu¨r die Lo¨sbarkeit von (124) sind
F ∈ rot Rq(S) , G ∈ div Dq(S) , λ ∈ Dq−1−1/2(∂S)
und
div λ = −γNG∧
y∈∗Y
N−(q−1)
3
< G, y >q−1,S = < λ, Ty >Hq−1
−1/2
(∂S) .
Das Problem ist dann eindeutig lo¨sbar, und die Lo¨sung erfu¨llt
||E||Rq(S)∩Dq(S) ≤ c(||F ||q+1,S + ||G||q−1,S + ||λ||Dq−1
−1/2
(∂S) +
JN−q∑
j=1
|αj |) .
7 Die Dirichlet–Neumann Felder
Satz 7.1 Sei (S,Γ1,Γ2) glatt und Γ1 =
⋃K
k=1Γ1,k, mit dist (Γ1,k,Γ1,l) > 0 fu¨r l 6= k und Γ1,k offen, nicht leer
und zusammenha¨ngend. Ferner mo¨ge die erste Betti–Zahl von S verschwinden. Dann gilt
dim(R1,Γ10 (S) ∩D
1,Γ2
0 (S)) = K − 1 .
Um den Satz zu beweisen, beno¨tigen wir zuna¨chst einige Vorbereitungen:
Lemma 7.2
Aus den Voraussetzungen von Satz 7.1 folgt die Existenz offener Mengen Sk ⊂ M \ S mit Sk ∩ S = Γ1,k,
k = 1, · · · ,K und dist (Sk, Sl) > 0, k 6= l. Wir ko¨nnen die Mengen Sk so wa¨hlen, daß die Glattheitseigenschaft
fu¨r
Sˆ := S ∪ Γ1 ∪
K⋃
k=1
Sk
erhalten bleibt und die erste Betti–Zahl von Sˆ verschwindet.
Beweis: Nach [25, Theorem 1.1.7] oder auch [9] existiert ein Homo¨omorphismus n von ∂S× (−1, 1) auf eine in
M offene Umgebung von ∂S mit ∧
x∈∂S
n(x, 0) = x
und der Eigenschaft, daß n|∂S×(−1,0] bzw. n|∂S×[0,1) Diffeomorphismen auf in S bzw. M \ S offene Umgebungen
von ∂S sind. Fu¨r eine Funktion h ∈ C∞(∂S) mit Werten in [0, 1/2] und h|Γ1 > 0, h|Γ2 = 0 setzen wir
Sk := {n(x, th(x)) | 0 < t < 1, x ∈ Γ1,k}
S˜ :=
K⋃
k=1
Sk
Sˆ := S ∪ Γ1 ∪ S˜.
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Gilt dist (Sk, Sl) = 0, so existieren Folgen (tn), (sn) ⊂ [0, 1], (xn) ⊂ Γ1,k und (yn) ⊂ Γ1,l mit
dM (n(xn, tnh(xn)), n(yn, snh(yn)))→ 0 .
Dies impliziert dM (xn, yn)→ 0. Wegen dist (Γ1,k,Γ1,l) > 0 fu¨r k 6= l mu¨ssen k und l u¨bereinstimmen. A¨hnlich
zeigt man Sk ∩ S = Γ1,k. Da alle Punkte aus Γ1 innere Punkte der Menge Sˆ sind, ist Sˆ offen, und es gilt wegen
S ∩ S˜ = S ∩ S˜ = ∅
∂Sˆ = Sˆ \ Sˆ
= (S ∪ S˜) \ (S ∪ Γ1 ∪ S˜)
= (∂S \ Γ1) ∪ (∂S˜ \ Γ1) .
Da S˜ das Bild der Menge
W := {(x, t) ∈ Γ1 × R | 0 < t < h(x)}
unter dem Diffeomorphismus n ist, erhalten wir mit γ := ∂Γ1 = ∂Γ2
∂S˜ = n(∂W )
= n(Γ1 × {0}) ∪ {n(x, h(x)) | x ∈ Γ1} ∪ n(γ × {0})
= Γ1 ∪ {n(x, h(x)) | x ∈ Γ1} ∪ γ .
Es folgt
∂Sˆ = Γ2 ∪ γ ∪ {n(x, h(x)) | x ∈ Γ1}
= {n(x, h(x)) | x ∈ ∂S}
und damit die Glattheit des Randes ∂Sˆ. Setzen wir
S−k := {n(x, th(x)) | − 1 < t < 0, x ∈ Γ1,k} ,
so stellt die Abbildung
x 7→
{
x fu¨r x 6∈
⋃K
k=1 S
−
k
n(y, (1 + 2t)h(y)) fu¨r x = n(y, th(y)), t ∈ (−1, 0)
einen Homo¨omorphismus zwischen den Mengen S und Sˆ dar. Somit verschwindet auch die erste Betti–Zahl von
Sˆ ([4, Seite 160] oder auch [10, Seite 18] in Verbindung mit [23, Seite 42]). q.e.d.
Lemma 7.3
Die Nullfortsetzung Eˆ einer Form E aus Rq,Γ1(S) liegt in Rq(Sˆ).
Beweis: Wegen Γ2 ⊂ M \ Sˆ liegen Elemente aus
◦
C q+1∞ (Sˆ) auch in C
q+1,Γ2
∞ (S). Somit gilt fu¨r E ∈ R
q,Γ1(S),
Φ ∈
◦
Cq+1∞ (Sˆ) und die Nullfortsetzung F von rot E
< Eˆ, div Φ >q,Sˆ = < E, div Φ >q,S
= − < rot E,Φ >q+1,S
= − < F,Φ >q+1,Sˆ ,
also auch Eˆ ∈ Rq(Sˆ). q.e.d.
Lemma 7.4
Verschwindet Eˆ ∈ Rq(Sˆ) in Sˆ \ S, so liegt E := Eˆ|S in R
q,Γ1(S).
Beweis: Wegen ∂S = Γ1 ∪ Γ2 und Sk ⊂M \ S gilt
S ∩ (M \ Sˆ) = S \ (S ∪ Γ1 ∪
K⋃
k=1
Sk)
= ∂S ∩ Γ2 ∩ S = Γ2 .
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Fu¨r eine Form Ψ ∈ Cq+1,Γ2∞ (S) folgen
supp Ψ ∩ S ∩ (M \ Sˆ) = ∅
dist (supp Ψ ∩ S,M \ Sˆ) > 0
(supp Ψ ∩ S ist kompakt, M \ Sˆ abgeschlossen). Mit einer Funktion χ ∈
◦
C∞(Sˆ), χ = 1 in supp Ψ ∩ S gelten
χΨ ∈
◦
Cq+1∞ (Sˆ) (nach Definition ist Ψ auf ganz M erkla¨rt) und
< E, div Ψ >q,S = < Eˆ, div χΨ >q,Sˆ
= − < rot Eˆ, χΨ >q+1,Sˆ
= − < rot E,Ψ >q+1,S .
Wir erhalten E ∈ Rq,Γ1(S). q.e.d.
Beweis von Satz 7.1:
Wir verwenden die Bezeichnungen aus Lemma 7.2. Fu¨r Funktionen Ψk ∈
◦
C∞(M) mit Ψk = δk,l in Sl und
dist (supp rot Ψk, Sl) > 0 (125)
fu¨r alle k, l = 1, · · · ,K existieren nach Korollar 3.14 und dem Satz von Lax–Milgram Funktionen ηk mit
ηk −Ψk ∈ R0,Γ1(S) und∧
Φ∈R0,Γ1 (S)
< rot (ηk −Ψk), rot Φ >1,S= − < rot Ψk, rot Φ >1,S (126)
(Beachte R0,Γ1(S) = R0,Γ1(S) ∩D0,Γ20 (S)). Wir behaupten
{rot ηk | k = 1, · · · ,K − 1} (127)
ist eine Basis von R1,Γ10 (S) ∩D
1,Γ2
0 (S). Aus (126) folgt sofort rot ηk ∈ D
1,Γ2
0 (S). Wegen
rot ηk = rot (ηk −Ψk) + rot Ψk
und (125) gilt rot ηk ∈ R
1,Γ1
0 (S) (wie in Lemma 2.11 zeigt man E ∈ R
q,Γ1(S) fu¨r Formen E ∈ Rq(S) mit
dist (supp E,Γ1) > 0). Um zu zeigen, daß (127) ein Erzeugendensystem ist, wa¨hlen wir F ∈ R
1,Γ1
0 (S)∩D
1,Γ2
0 (S).
Die Nullfortsetzung Fˆ liegt nach Lemma 7.3 in R10(Sˆ). Da die erste Betti–Zahl von Sˆ verschwindet, existiert
nach [17, Satz 1, Satz 2] und Korollar 3.14 eine Form G ∈ R0(Sˆ) mit rot G = Fˆ . Aus rot G = 0 in Sk und (56)
folgt
G(x) = ck fu¨r x ∈ Sk . (128)
Sei o.B.d.A. cK = 0. Wir definieren
µ := F −
K−1∑
k=1
ckrot ηk ∈ R
1,Γ1
0 (S) ∩D
1,Γ2
0 (S) (129)
H := G−
K−1∑
k=1
ckΨk .
Wegen (128) verschwindet H in Sˆ \ S, und wir erhalten nach Lemma 7.4
H ∈ R0,Γ1(S) .
In S gilt
rot H = F −
K−1∑
k=1
ckrot Ψk = µ−
K−1∑
k=1
ckrot (Ψk − ηk) ,
und es folgt
µ = rot H +
K−1∑
k=1
ckrot (Ψk − ηk) ∈ rot R
0,Γ1(S) ,
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also µ = 0 (Lemma 3.6 und (129)). Es verbleibt, die lineare Unabha¨ngigkeit zu zeigen. Gelte daher
K−1∑
k=1
αkrot ηk = 0 .
Wir setzen
ηˆk :=
{
δk,l in Sl ∪ Γ1,l fu¨r l = 1, · · · ,K
ηk in S
fu¨r k = 1, · · · ,K − 1. In Sl ∪Γ1,l gilt 0 = Ψk − ηˆk, und aus Ψk− ηk ∈ R
0,Γ1(S) folgt Ψk− ηˆk ∈ R
0(Sˆ), also auch
ηˆk ∈ R0(Sˆ) und
K−1∑
k=1
αkrot ηˆk = 0 .
Dies impliziert
K−1∑
k=1
αkηˆk = c
in Sˆ. Wegen ηˆk = 0 in SK muß die Konstante c verschwinden, und wir erhalten fu¨r l = 1, · · · ,K − 1
0 =
K−1∑
k=1
αkηˆk = αl in Sl .
q.e.d.
8 Eigenformen
Um Aussagen u¨ber die Gu¨te von Lo¨sungen der Maxwellgleichung machen zu ko¨nnen, kann man sich der Methode
von Saranen [24] bedienen (in Kegelgebieten im R3). Hierzu ist es notwendig, Eigenformen niederer Dimensionen
zu kennen. Wir wollen fu¨r spezielle Kegelgebiete (S,Γ1,Γ2) ∈M(M) die Orthonormalsysteme aus Lemma 3.9,
die wir hier unter Beru¨cksichtigung der Raumdimension mit {EN,qn } bzw. {H
N,q
n } bezeichnen, und die Eigenwerte
– hier ωN,qn – fu¨r ǫ = id und µ = id berechnen. Daru¨ber hinaus untersuchen wir deren Regularita¨t. Daß wir
nach den Eigenformen entwickeln ko¨nnen, folgt aus Lemma 3.9, wenn wir die kompakte Einbettung
Rq,Γ1(S) ∩Dq,Γ2(S) →֒ Lq2(S) (130)
und die Approximationseigenschaft (S,Γ1,Γ2) ∈MD(M) zeigen ko¨nnen.
8.1 Die halbe Kreislinie
Wir beginnen mit dem halben Kreisrand
K := {τ(ϕ) | ϕ ∈ (0, π)} , γ1 := τ(π) , γ2 := τ(0)
mit τ(ϕ) :=
(
cosϕ
sinϕ
)
.
Aus Lemma 3.13 folgen (K, γ1, γ2) ∈ MD(S2) und die Kompaktheit der Einbettung in (130). Sei zuna¨chst
q = 0. Aus (56) folgt, daß die Dirichlet–Neumann–Felder verschwinden, d.h. N0 = 0 in der Terminologie von
Lemma 3.9. Die Eigenformen (E,H) erfu¨llen
rot E + iωH = 0
div H + iωE = 0 .
Mit der Koordinate ϕ := ϕ(x) := arc cos (x/|x|), E = e(ϕ) folgt fu¨r Ψ ∈ C0,γ1∞ (K), Ψ = ψ(ϕ) mit (16) und (14)
0 = < rot E, rot Ψ >1,K +iω < H, rot Ψ >1,K
= < rot E, rot Ψ >1,K −iω < div H,Ψ >0,K
= < rot E, rot Ψ >1,K −ω
2 < E,Ψ >0,K
=
∫ π
0
e′(ϕ)ψ′(ϕ)dϕ − ω2
∫ π
0
e(ϕ)ψ(ϕ)dϕ .
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Die Regularita¨tstheorie z.B. [1, Theorem 6.2] liefert
e ∈ C∞(0, π) , e
′′(ϕ) + ω2e(ϕ) = 0 .
Alle Lo¨sungen dieser Differentialgleichung haben die Form
e(ϕ) = a cos(ωϕ) + b sin(ωϕ) . (131)
Testen wir mit Ψ = ψ(ϕ)dϕ ∈ C1,γ2∞ (K), ψ(π) = 1, so impliziert E ∈ R
0,γ1(K)
0 = < E, div Ψ >0,K + < rot E,Ψ >1,K
=
∫ π
0
e(ϕ)ψ′(ϕ)dϕ +
∫ π
0
e′(ϕ)ψ(ϕ)dϕ = e(π) . (132)
Wegen rot E = −iωH ∈ D1,γ2(K) gilt fu¨r Ψ = ψ(ϕ) ∈ C0,γ1∞ (K), ψ(0) = 1
0 = < rot E, rot Φ >1,K + < div rot E,Φ >0,K
=
∫ π
0
e′(ϕ)ψ′(ϕ)dϕ +
∫ π
0
e′′(ϕ)ψ(ϕ)dϕ = −e′(0) . (133)
Mit (131), (132), (133) und der Maxwellgleichung erhalten wir Teil i) des folgenden Satzes
Satz 8.1
i) Bis auf normierende Konstanten gelten
E1,0n = cos((n−
1
2
)ϕ)
H1,0n = −i sin((n−
1
2
)ϕ)dϕ
ω1,0n = n−
1
2
fu¨r n ∈ N .
ii) Fu¨r q = 1 sind die Orthonormalsysteme leer.
Beweis: ii) Aus (56) folgt, daß der Raum D1,γ20 (K) nur aus der Nullabbildung besteht. q.e.d.
8.2 Der Halbkreis
Mit den Bezeichnungen aus Abschnitt 8.1 sei
(S,Γ1,Γ2) = (C(K), C(γ1) ∪K ∪ {(−1, 0)}, C(γ2)) ,
der obere Halbkreis mit Radius 1 um den Ursprung. Wir zeigen zuna¨chst
Lemma 8.2
i) Es gilt die Approximationsaussage (S,Γ1,Γ2) ∈MD.
ii) Die Einbettung Rq,Γ1(S) ∩Dq,Γ2(S) →֒ Lq2(S) ist kompakt.
Beweis: i) Fu¨r eine Karte (V, h) um x ∈ S seien
G := h(S ∩ V )
Γˆi := h(Γi ∩ V )
W := U2(1/3) ∩G .

 (134)
Es genu¨gt wieder, eine Form E ∈ Rq,Γˆ1(G) mit kompaktem Tra¨ger in W durch Formen aus Cq,Γˆ1∞ (G) mit
kompaktem Tra¨ger in W zu approximieren. Fu¨r alle x 6= γ2 folgt dies aus (62) und Satz 2.20. Zu γ2 ko¨nnen wir
eine Karte (V, h) finden mit
G = {x ∈ U2 | x1 < 0, x2 < 0}
Γˆ1 = {x ∈ U2 | x1 = 0, x2 < 0}
Γˆ2 = {x ∈ U2 | x1 < 0, x2 = 0} .

 (135)
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In {x ∈ U2 | x1 > 0, x2 < 0} setzen wir wie in Lemma 7.3 E zu Null fort, verschieben den Tra¨ger in Richtung
(−1, 0) und approximieren dort nach Lemma 2.15 durch Formen aus Cq,Γˆ1∞ (G). Nach Multiplikation mit einer
geeigneten Abschneidefunktion erhalten wir (S,Γ1,Γ2) ∈MD(S).
ii) Mit den Bezeichnungen aus (134) zeigen wir fu¨r eine Karte (V, h) um x und eine in Rq,Γˆ1(G) ∩ Dq,Γˆ2(G)
beschra¨nkte Folge (En) mit supp En ⊂⊂ W , daß diese eine in Lq2(G) konvergente Teilfolge besitzt. Fu¨r alle
x 6= γ2 folgt dies aus [32] bzw. Satz 3.2. Im Falle x = γ2 wa¨hlen wir die Umgebung V mit (135). Mit der
Abbildung τ aus Lemma 4.2 gilt µτ = ǫτ = id (siehe (20),(24)). Wir setzen
Gˆ := G ∪ {x ∈ U2 | x1 < 0, x2 ≥ 0}
und zeigen fu¨r den (eingeschra¨nkten) Spiegelungsoperator Srot aus Lemma 4.2
SrotE
n ∈
o
R
q(Gˆ) ∩Dq(Gˆ)
||SrotE
n||Rq(Gˆ)∩Dq(Gˆ) ≤ c .
Die Beschra¨nktheit folgt aus Lemma 2.13, die Aussage SrotE
n ∈ Dq(Gˆ) durch Approximation in Dq(G) mit
Formen aus Cq,Γˆ2∞ (G) (beachte ǫ = id). Ebenfalls durch Approximation erhalten wir SrotE
n ∈ Rq,Γˆ(Gˆ) mit
Γˆ := Γˆ1 ∪ {x ∈ U2 | x1 = 0, x2 ≥ 0} .
Die Lemmata 2.13 und 2.11 liefern SrotE
n ∈
o
Rq(Gˆ). Nach [32] besitzt En eine in L
q
2(Gˆ), damit auch in L
q
2(G)
konvergente Teilfolge. q.e.d.
Wir definieren fu¨r I := (0, 1)
C1,q := {ϕ ∈ C∞((0, 1]) | ϕ(1) = 0, Mˆ
−1ϕ, Mˆ−(q−1)DMˆ q−1ϕ ∈ L2,2(I)}
C2,q := {ϕ ∈ C∞((0, 1)) | Mˆ
−(1−q)DMˆ1−qϕ, Mˆ−1ϕ ∈ L2,2(I)}
Diese erfu¨llen
Lemma 8.3
Fu¨r die Koeffizienten aus (84), (85) zu einer Form F ∈ Rq,Γ1(S) ∩Dq,Γ2(S) gelten
i) fu¨r alle ϕ ∈ C1,q ∫ R
0
rN−1am(r)r
−(q−1)(rq−1ϕ(r))′dr
= −iωq−1m
∫ R
0
rN−1r−1dm(r)ϕ(r)dr
−
∫ R
0
rN−1cDm(r)ϕ(r)dr fu¨r m > N
q−1
ii) fu¨r alle ϕ ∈ C2,q∫ R
0
rN−1dm(r)r
−(N−q−1)(rN−q−1ϕ(r))′dr
= iωq−1m
∫ R
0
rN−1r−1am(r)ϕ(r)dr
−
∫ R
0
rN−1bRm(r)ϕ(r)dr fu¨r m > N
q−1 .
Beweis: Die beiden Aussagen ko¨nnen wir ganz analog zu Lemma 3.10 beweisen, wenn wir zeigen, daß die
Formeln (70) (fu¨r i)) und (73) (fu¨r ii)) auch hier Gu¨ltigkeit haben. Dazu vergleichen wir die Randbedingungen
an ϕ. Beim Beweis von Lemma 2.22 ist nicht benutzt worden, daß ϕ einen positiven Abstand zur Null besitzt.
Wir mu¨ssen lediglich garantieren, daß die von r abha¨ngigen Ausdru¨cke auf den rechten Seiten der Skalarprodukte
so beschaffen sind, daß wir Lemma 2.21 anwenden ko¨nnen. Dies folgt aber aus den Voraussetzungen an ϕ.
Ebenfalls entnehmen wir dem Beweis, daß die Randbedingung ϕ(1) = 0 ausreichend ist. Dies liefert i). Im Fall
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ii) u¨bernimmt F ∈ Rq,Γ1(S) die fehlende Randbedingung; der Deckel der Kegelspitze ist hier in Γ1 enthalten.
q.e.d.
Wir untersuchen zuna¨chst den Fall q = 0. Wie im Abschnitt 8.1 liefert (56), daß die Dirichlet–Neumann–Felder
verschwinden. Seien (E,H) Lo¨sungen von (82). Mit den Resultaten aus Abschnitt 8.1 zerlegen wir gema¨ß (83)
E = τˇ
∑
n≥1
cnE
1,0
n (136)
H = ρˇ
∑
n≥1
a˜nE
1,0
n + τˇ
∑
n≥1
d˜nH
1,0
n , (137)
wobei nach den Maxwellgleichungen die Beziehungen
aRn = −iωa˜n , d
R
n = −iωd˜n , c˜
D
n = −iωcn (138)
gelten. Wir werden zeigen, daß die Koeffizienten cn ∈ L2,2(0, 1) im Definitionsbereich des Abschlusses des
Besseloperators
D(Bν) := {v ∈ L2,2(0, 1) | v(r) = r
νu(r) , u ∈ C∞([0, 1]) , u
′(0) = u(1) = 0}
(Bνv)(r) := −v′′(r) −
v′(r)
r
+
ν2
r2
v(r) mit ν = ω1,0n = n−
1
2
, n ∈ N
liegen. Dieser ist nach [27, Satz 27.2] im Raum L2,2(0, 1) wesentlich selbstadjungiert. Funktionen v ∈ D(Bν)
erfu¨llen rv′ ∈ C2,1 und v ∈ C1,1. Wir erhalten mit den Lemmata 3.10 und 8.3, (138) und b˜Rn = 0∫ 1
0
r(Bνv)(r)cn(r)dr = i ν
−1
∫ 1
0
r(Bνv)(r)rdRn (r)dr
= −i ν−1
∫ 1
0
r(rv′(r))′dRn (r)dr + i ν
−1
∫ 1
0
ν2
r
v(r)rdRn (r)dr
= −ων−1
∫ 1
0
r(rv′(r))′d˜n(r)dr + i ν
∫ 1
0
v(r)dRn (r)dr
=: I1 + I2
I1 = −iω
∫ 1
0
a˜n(r)rv
′(r)dr
= −νω
∫ 1
0
d˜n(r)v(r)dr + iω
∫ 1
0
rc˜Dn (r)v(r)dr
= −I2 + ω
2
∫ 1
0
rv(r)cn(r)dr .
Bezeichnen wir mit Jν die Besselfunktion der Ordnung ν und mit ω
2,0
n,m die positiven Nullstellen der Besselfunk-
tion Jn−1/2, so folgt aus [27, Satz 27.3] bis auf normierende Konstanten fu¨r ein m ∈ N entweder
ω2 = (ω2,0n,m)
2
cn(r) = cn,m(r) = Jn− 12 (ω
2,0
n,mr)
d˜n(r) = d˜n,m(r) = i (ω
2,0
n,m)
−1dRn,m(r)
= ω1,0n (ω
2,0
n,m)
−1r−1cn,m(r)
a˜n(r) = a˜n,m(r) = i (ω
2,0
n,m)
−1aRn,m(r)
= i (ω2,0n,m)
−1c′n,m(r) ,
wobei die letzten Identita¨ten aus (138) und Lemma 3.10 folgen, oder ω > 0 beliebig und
cn = a˜n = d˜n = 0 .
Da nach [22, Seite 203] oder [28, Seite 485] die Besselfunktionen Jn−1/2 fu¨r natu¨rliche Zahlen n keine gemein-
samen positiven Nullstellen haben, zerfallen die Reihen in (136) und (137) in eine Komponente.
DER HALBKREIS 49
Im Falle q = 1 ko¨nnen wegen der unsymmetrischen Randbedingungen nicht die dualen Resultate benutzt werden.
Daß die Dirichlet–Neumann–Felder verschwinden, zeigt man analog zu Satz 7.1. Wie oben zerlegen wir
E = ρˇ
∑
n≥1
a˜nE
1,0
n + τˇ
∑
n≥1
d˜nH
1,0
n (139)
H = ρˇ
∑
n≥1
bnH
1,0
n , (140)
erhalten die Gleichungen
aDn = −iωa˜n , d
D
n = −iωd˜n , b˜
R
n = −iωbn (141)
und betrachten den nach [27, Satz 27.4] wesentlich selbstadjungierten Besselschen Differentialoperator
D(Bν) := {v ∈ L2,2(0, 1) | v(r) = r
νu(r) , u ∈ C∞([0, 1]) , u
′(0) = v′(1) = 0}
(Bνv)(r) := −v′′(r) −
v′(r)
r
+
ν2
r2
v(r) mit ν = ω1,0n = n−
1
2
, n ∈ N .
Elemente v ∈ D(Bν) erfu¨llen rv′ ∈ C1,1 und v ∈ C2,1. Daher erhalten wir wie oben (hier mit (141) und c˜Dn = 0)∫ 1
0
r(Bνv)(r)bn(r)dr = −i ν
−1
∫ 1
0
r(Bνv)(r)raDn (r)dr
= i ν−1
∫ 1
0
r(rv′(r))′aDn (r)dr − i ν
−1
∫ 1
0
ν2
r
v(r)raDn (r)dr
= ων−1
∫ 1
0
r(rv′(r))′a˜n(r)dr − i ν
∫ 1
0
v(r)aDn (r)dr
=: I1 + I2
I1 = −iω
∫ 1
0
d˜n(r)rv
′(r)dr
= νω
∫ 1
0
a˜n(r)v(r)dr + iω
∫ 1
0
rb˜Rn (r)v(r)dr
= −I2 + ω
2
∫ 1
0
rv(r)bn(r)dr ,
also bn ∈ D(Bν). Bezeichnen wir mit ω2,1n,m die positiven und fu¨r m → ∞ wachsenden Nullstellen von J
′
n−1/2,
so folgt aus [27, Satz 27.4], (141) und Lemma 3.10 entweder
ω2 = (ω2,1n,m)
2
bn(r) = bn,m(r) = Jn− 12 (ω
2,1
n,mr)
a˜n(r) = a˜n,m(r) = i (ω
2,1
n,m)
−1aDn,m(r)
= −ω1,0n (ω
2,1
n,m)
−1r−1bn,m(r)
d˜n(r) = d˜n,m(r) = i (ω
2,1
n,m)
−1dDn,m(r)
= i (ω2,1n,m)
−1b′n,m(r)
oder ω > 0 beliebig und
bn = a˜n = d˜n = 0 .
Herr Professor Dr. Hans Volkmer, University of Wisconsin, Milwaukee/USA konnte wa¨hrend seines Gastauf-
enthaltes in Essen zeigen, daß auch die Funktionen J ′n−1/2, n ∈ N keine gemeinsamen Nullstellen haben: Er
ging den Weg von [22, Seite 203], wobei er investieren mußte, daß auch die Nullstellen der J ′n−1/2 transzendente
Zahlen sind ([26, Seite 217]). Damit zerfallen auch die Reihen aus (139) und (140) in eine Komponente.
Im Fall q = 2 folgt aus (56), daß der Raum D2,Γ20 (S) und damit auch die Orthonormalsysteme verschwinden.
Wir erhalten:
Satz 8.4
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i) Bis auf normierende Konstanten gelten
E2,0n,m(r, ϕ) = τˇ Jn− 12 (ω
2,0
n,mr) cos((n−
1
2
)ϕ) (142)
H2,0n,m(r, ϕ) = ρˇi (ω
2,0
n,m)
−1(Jn− 12 (ω
2,0
n,mr))
′ cos((n−
1
2
)ϕ)
− τˇ i (n−
1
2
)(ω2,0n,m)
−1r−1Jn− 12 (ω
2,0
n,mr) sin((n−
1
2
)ϕ)dϕ (143)
E2,1n,m(r, ϕ) = −ρˇ(n−
1
2
)(ω2,1n,m)
−1r−1Jn− 12 (ω
2,1
n,mr) cos((n−
1
2
)ϕ)
+ τˇ (ω2,1n,m)
−1(Jn− 12 (ω
2,1
n,mr))
′ sin((n−
1
2
)ϕ)dϕ (144)
H2,1n,m(r, ϕ) = −ρˇi Jn− 12 (ω
2,1
n,mr) sin((n−
1
2
)ϕ)dϕ . (145)
ii) Fu¨r q = 2 sind die Orthonormalsysteme leer.
iii) Die Eigenwerte ω2,0n,m bzw. ω
2,1
n,m sind die positiven Nullstellen der Besselfunktion Jn−1/2 bzw. J
′
n−1/2.
Um die Gu¨te der Lo¨sungen zu untersuchen, betrachten wir zuerst mit der Polarkoordinatenabbildung
θ : (0, 1)× (0, π) −→ S
(r, ϕ) 7−→ (r cos(ϕ), r sin(ϕ))
und f ∈ C1(S), θ∗f(r, ϕ) = a(r)b(ϕ) mit b ∈ C1([0, π])
θ∗∂1f(r, ϕ) = cos(ϕ)a
′(r)b(ϕ) − r−1 sin(ϕ)a(r)b′(ϕ) (146)
θ∗∂2f(r, ϕ) = sin(ϕ)a
′(r)b(ϕ) + r−1 cos(ϕ)a(r)b′(ϕ) .
Bekannt ist, daß f genau dann in H1(S) liegt, wenn∫ π
0
∫ 1
0
r|θ∗f(r, ϕ)|2dr dϕ ,
∫ π
0
∫ 1
0
r|θ∗∂if(r, ϕ)|
2dr dϕ <∞ , i = 1, 2 (147)
gilt. Insbesondere folgt (147) aus a(r) ≤ crν , a′(r) ≤ crν−1 im Falle ν > 0. Um die Komponentenfunktionen
bezu¨glich kartesischer Koordinaten zu bestimmen, berechnen wir nach (24)
(r, ϕ) = θ−1(x) = (|x|, arc cos (
x1
|x|
))
(θ−1)∗dr =
x1
|x|
dx1 +
x2
|x|
dx2
(θ−1)∗dϕ = −
x2
|x|2
dx1 +
x1
|x|2
dx2
(θ−1)∗dr ∧ dϕ =
1
|x|
dx1 ∧ dx2 .
Im Falle q = 1 erhalten wir fu¨r F = ρˇfr + τˇfϕdϕ
(θ−1)∗F (x) = f1(x)dx
1 + f2(x)dx
2
mit f1(x) := (fr ◦ θ
−1)(x)
x1
|x|
− (fϕ ◦ θ
−1)(x)
x2
|x|
f2(x) := (fr ◦ θ
−1)(x)
x2
|x|
+ (fϕ ◦ θ
−1)(x)
x1
|x|
(θ∗f1)(r, ϕ) = fr(r, ϕ) cos(ϕ)− fϕ(r, ϕ) sin(ϕ) (148)
(θ∗f2)(r, ϕ) = fr(r, ϕ) sin(ϕ) + fϕ(r, ϕ) cos(ϕ) .
Im Fall q = 2 gilt fu¨r F = ρˇfr,ϕdϕ
(θ−1)∗F = f1,2(x)dx
1 ∧ dx2
mit f1,2(x) := (fr,ϕ ◦ θ
−1)(x)
(θ∗f1,2)(r, ϕ) = fr,ϕ(r, ϕ) .
DER HALBKREIS 51
Da im Fall q = 0 die Komponentenfunktion nicht vera¨ndert wird, ko¨nnen wir uns nun den Ausdru¨cken (142)
bis (145) zuwenden. Aus
(Jν(ωr))
′ =
ν
r
Jν(ωr) − Jν+1(ωr)ω , ω > 0 (149)
|Jν(r)| ≤ r
νu(r) mit u ∈ C∞([0, 1]), u(r) > 0
([5, VII.2.(24)] bzw. [27, Seite 346]) und den Bemerkungen oben ko¨nnen wir schließen, daß die die Komponen-
tenfunktionen der Transformationen aller Ausdru¨cke aus (142) und (145) in H1(S) liegen. Das gleiche gilt im
Falle n ≥ 2 fu¨r die Ausdru¨cke in (143) und (144). Um eine Auslo¨schung irregula¨rer Anteile zu auszuschließen,
betrachten wir den Fall n = 1 in (143). Bezeichnen wir mit fr den in der Zerlegung (149) irregula¨ren Anteil des
Normalenteils und mit fϕ den Tangentialteil, f1, f2 die Koeffizienten bezu¨glich kartesischer Koordinaten (wie
oben), so gilt mit cˆ := 1/2 · i (ω2,01,m)
−1
fr(r, ϕ) = cˆ
1
r
J1/2(ω
2,0
1,mr) cos(
1
2
ϕ)
fϕ(r, ϕ) = −cˆ
1
r
J1/2(ω
2,0
1,mr) sin(
1
2
ϕ) .
Aus (148) und den Additionstheoremen folgt
(θ∗f1)(r, ϕ) = cˆ
1
r
J1/2(ω
2,0
1,mr) cos(−
1
2
ϕ)
und aus (146) (bis auf regula¨re Terme)
θ∗∂1f1(r, ϕ) ∼= cˆ(−
J1/2(ω
2,0
1,mr)
r2
+
1
2
J1/2(ω
2,0
1,mr)
r2
) cos(ϕ) cos(−
1
2
ϕ)
+
1
2
cˆ
J1/2(ω
2,0
1,mr)
r2
sin(ϕ) sin(−
1
2
ϕ))
= −
1
2
cˆ
J1/2(ω
2,0
1,mr)
r2
cos(
1
2
ϕ)
= cr−3/2
sin(ω2,01,mr)
r
cos(
1
2
ϕ) ,
wobei wir
J1/2(r) = cr
1/2 sin(r)
r
nach [5, VII,(25)] benutzt haben. Da hiermit die Bedingung (147) verletzt ist, liegen die Transformationen der
H2,01,m nicht in H
1
1 (S). Analog verfahren wir mit (144) und erhalten:
Satz 8.5
Bis auf H2,01,m und E
2,1
1,m, m ∈ N liegen die Komponentenfunktionen der Transformationen aller Ausdru¨cke aus
(142) bis (145) in H1(S).
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Symbole
∗ 5
∧ 5
⊕ 4
| · | 4
⊂⊂ 4
|| · ||Hm(S) 4
|| · ||Hqm(S) 9
|| · ||Rq
−1/2
(S), || · ||Dq
−1/2
(S) 16
|| · ||Lp(S) 4
| · |± 22
< ·, · >L2(S) 4
< ·, · >q,S 10
< ·, · >Rq(S), < ·, · >Dq(S) 13
< ·, · >Rq(S)∩Dq(S) 13
< ·, · >Hq−m(S) 16
< ·, · >Lq 19
< ·, · >± 22
< ·, · >µ,q,S 24
< ·, · >l2(ρ,R) 26
γN 36
γΓ2N 39
γˇN 37
γT 35
γΓ1T 39
γˇT 37
δ 6
δi,j 5
ǫ, ǫτ , ǫ
q
τ 7
ηs 17
κq, κ
′
q 5
µ, µτ , µ
q
τ 7
ρ 19
ρˇ 19
σ(I) 4
σq, σ
′
q 5
τ 19
τˇ 19
τ∗ 6
τ∗ 6
an 25
aRn , a
D
n 25
A∗ 4
Aq 5
bn 25
bRn , b
D
n 25
cn 25
cRn , c
D
n 25
Cm(S) 5
Cqm(S) 6
◦
C
q
m(S) 6
Cqm(S) 6
Cq,Γ∞ (S) 12
CR(S), CR(S, γ1, γ2) 18
d 6
D 20
dM 5
dn 25
dRn , d
D
n 25
Div 20
Dq,Γ2(S) 12
Dˆq,Γ2(S) 13
Dq(S),
o
D
q(S) 13
Dq0(S),
o
D
q
0(S) 13
Dq,Γ20 (S), Dˆ
q,Γ2
0 (S) 13
Dq−1/2(S) 16
Dq,Γ1−1/2(∂S) 39
D(f) 4
D–Gebiet 17
div 12ff, 14, 16
Div 20
dxi 5
dxI 5
Eqn 25
F 4
Lq,LqR 19
Hm(S) 4
Hqm(S) 9
◦
H
q
m(S) 10
Hq,Γ2s (∂S) 38
Hq−m(S) 16
Hq,Γ2−s (∂S) 38
Hqn 25
I ′ 4
(I, J) 4
|I|, I − j, I + j 4
J 4
Jq 38
l2(ρ,R) 25
Lp(S) 4
L2,N(I) 20
Lq2(S) 10
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Lq2,µ(S) 24
m 18
Mˆ 20
M 8
MD 17
N 12
N q 25
Nˇ 12
Rˆ 18
R(f) 4
Rq,Γ1(S) 12
Rˆq,Γ1(S) 13
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Rot 20
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Srot 29
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T 11
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Tˆ 18
TMx 5
Tx 5
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X 18
yqj 38
Y q, Y qi 37
Z–Gebiet 21
