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Aufgabenstellung
Entwicklung Statischer Analysen für AUTOSAR Steuergerätesoftware
Durch die Einführung der Systemarchitektur AUTOSAR im automobilen Umfeld, können
Applikationen unabhängig von der verwendeten Hardware oder der genutzten Kommunika-
tionssysteme entwickelt werden. Dadurch können Funktionen wieder verwendet werden,
was Zeit und Ressourcen einsparen kann. So können Funktionen, die sich etabliert ha-
ben, in späteren Entwicklungen durch Anpassung in der Konfiguration genutzt werden
ohne dabei den Quellcode zu ändern. Jedoch stellt die große Zahl an Parametern in der
AUTOSAR Architektur große Herausforderungen an die Absicherung eines Steuergerätes.
Dieser Aspekt wird durch eine meist heterogene Toollandschaft verstärkt. Umso wichtiger
ist es, dass während der Entwicklung von AUTOSAR Steuergeräten statische Analysen
die Software und die Konfiguration überprüfen, um so die Softwarequalität sicherstellen
zu können. Ziel der Masterarbeit ist es eine Menge von AUTOSAR spezifischen statischen
Analysen für die einzelnen Schichten eines AUTOSAR Steuergerätes zu entwickeln. Für
die Analyse sollen Einstellungsdateien (nach Standard und Firmenspezifische) und der
Quellcode an sich genutzt werden. Die Analysen sollen optional Korrekturvorschläge an
den Entwickler geben. Die Umsetzung soll in einem C# Prototyp implementiert werden und
an der Lichtsteuerung des Automotive Demonstrator YellowCar angewendet werden. Der
Prototyp soll in die Testumgebung ASTAS integriert werden, welcher bereits dynamische
Tests für AUTOSAR Systeme generiert und ausführt. Die statische Analyse soll Daten aus
einer AUTOSAR Wissensbasis nutzen, welche Architekturwissen aus der Spezifikation von
AUTOSAR, sowie Firmenspezifisches Wissen enthält. Weiterhin sollen Statistiken erzeugt
werden, welche Informationen über die ausgeführten Analysen enthalten. Aufgaben:
• Statische Analysen für die AUTOSAR Schichten Applikationsschicht, die Runtime
Environment und die Basissoftware
• Analyse von Quellcode und Konfigurationsdateien von AUTOSAR Projekten
• Korrekturvorschläge für entdeckte Fehler in der Analyse sollen generiert werden
• Erstellung eines Testreports mit den Analyseergebnissen und Korrekturvorschlägen
• Erzeugung von Statistiken über die durchgeführte Analyse
• Integration einer Wissensbasis in den Prototyp, welche Architekturwissen des AUTO-
SAR Standards enthält
• Die statische Analyse soll für verschiedene AUTOSAR Versionen und verschiedene
Herstellertools anwendbar sein
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1 Einleitung
Die Vernetzung einzelner Komponenten und die Komplexität ist im Automobilbereich in
den letzten Jahren stetig gewachsen. Ein Grund dafür ist die zunehmende Zahl an Fahreras-
sistenzsystemen und Sicherheitsfunktionen, wie z. B. das Elektronische Stabilitätsprogramm
(ESP). Es wird prognostiziert, dass 90% der Innovationen im Fahrzeugbereich in Zukunft
im Bereich der Elektronik zu finden sein werden. Dies wird die Komplexität der Softwa-
re maßgeblich beeinflussen [15]. Dabei wird schon heutzutage versucht, diesem Problem
entgegenzuwirken. So wird z. B. bei Entwicklungen im Automobilbereich zum großen Teil
auf Entwicklungsmodelle wie das V-Modell gesetzt. Für die Realisierung der Steuergeräte
werden zunehmend standardisierte Systemarchitekturen wie die Automotive Open System
Architecture (AUTOSAR) genutzt. Dabei wird die Industrie auch durch den internationalen
Konkurrenz- und Kostendruck dazu gezwungen, die Entwicklungszeit immer weiter zu
optimieren [17, S. 1].
1.1 Motivation
Durch die immer weiter steigende Komplexität steigt auch der Umfang der Software
immer weiter an. Es wird davon ausgegangen, dass sich der Umfang der Software alle 18
Monate verdoppelt. Dieser Trend ist in Abbildung 1.1 für ausgewählte eingebettete Systeme
dargestellt. Dadurch steigt das Risiko für Softwarefehler exponentiell an [15]. Je später ein
solcher Fehler im Entwicklungsprozess entdeckt wird, desto teurer wird dieser. Daher wird
versucht, die Software so zeitig wie möglich zu testen, um Fehler zu entdecken. Weiterhin ist
durch die steigende Komplexität der Systeme und die Möglichkeit, diese auf verschiedene
Electronic Control Units (ECUs) zu verteilen, eine genaue Lokalisierung der Fehlerstellen
gewünscht. Dies kann durch dynamische Tests nur zu einem gewissen Grad geleistet werden,
vor allem wenn diese als BlackBox Test ausgeführt werden. Weiterhin benötigen diese
ein ausführbares Testobjekt, welches oftmals erst recht spät im Entwicklungsprozess zur
Verfügung steht. Des Weiteren ist es durch die hohe Komplexität nahezu unmöglich geworden,
alle möglichen Kombinationen an Eingabeparametern zu testen. Viele dieser Systemteile
werden nicht mehr von den Original Equipment Manufacturers (OEMs) hergestellt, sondern
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von Zulieferern. Dabei herrscht durch die Verwendung von Standards wie Automotive
Open System Architecture (AUTOSAR) dann auch auf Ebene der Softwarekomponenten
eine hohe Diversität. Dies kann dann beim Zusammenführen dieser Systeme zu Problemen
führen. Daher ist an dieser Stelle ein Test von Vorteil, der die Einhaltung der Standards an
den Schnittstellen prüft. Ziel dieser Arbeit ist es daher, passende Analysen zu konzipieren,
die unter anderem diese Einhaltung der Schnittstellenstandards überprüfen. Dies wird in
Abschnitt 1.2 näher beschrieben.
Abbildung 1.1: Die steigende Komplexität eingebetteter Systeme Vgl. [1, S. 7]
1.2 Ziele der Arbeit
Um die beschriebenen Probleme zu lösen, sollen im Rahmen dieser Arbeit statische Analysen
konzipiert und implementiert werden. Diese sollen dabei vor allem Software im Blick haben,
die mit AUTOSAR entwickelt wurde. Dabei sollen auch schon vorhandene statische Analyse-
werkzeuge betrachtet werden. Interessant ist dabei ob sie geeignet sind, die gewünschten Ziele
zu erreichen. Neben dem Auffinden von Fehlern sollen die Analysen auch Statistiken über
die getestete Software zurückliefern und wenn möglich auch Korrekturvorschläge anbieten.
Dabei sollen für jede Schicht in AUTOSAR Analysen vorgesehen werden. Ein weiteres Ziel
ist, dass sie möglichst unabhängig von Softwarezulieferern sind. Weiterhin sollen sie auf die
Steuergeräte des Automotive Demonstrators YellowCar angewendet werden.
2
2 Grundlagen
Im folgenden Kapitel werden die Grundlagen für diese Masterarbeit beleuchtet. Zunächst
wird in 2.1 erläutert, wie die Softwareentwicklung im Automobilbereich aussieht. Dabei
wird in 2.1 das V-Modell genauer beschrieben. Im Abschnitt 2.2 wird AUTOSAR behandelt.
Grundlagen zum Thema Softwaretest werden in 2.3 erläutert.
2.1 Softwareentwicklung im Automobilbereich
Die Entwicklung von Software im Automobilbereich ist getrieben von Zeit- und Kostendruck.
Gleichzeitig gibt es aber je nach System auch hohe Anforderungen an die Sicherheit. Daher
wird ein Management des Risikos, der Kosten und der Qualität benötigt [31, S. 1 f]. Weiterhin
ist es notwendig in der Entwicklung definierte Vorgehensweisen zu verwenden, um die
Komplexität zu beherrschen [31, S. 21]. Bewährte Methoden für die Softwareentwicklung
sind u. a. das V-Modell, Capability-Maturity-Model-Integration (CMMI), Software Process
Improvement and Capability Determination (SPICE), oder agile Entwicklungsmethoden.
Weiterhin wird der Entwicklungsprozess durch Automobilstandards wie z. B. AUTOSAR
unterstützt.
V-Modell
Wie in 2.1 erwähnt, wird bei der Softwareentwicklung im Automobilbereich häufig auf das
V-Modell gesetzt, da es zwischen einer Sicht auf die Komponenten und einer Sicht auf das
System unterscheidet und weiterhin noch Maßnahmen für die Prüfung der Qualität integriert
[31, S 25]. Der grundlegende Aufbau ist in Abbildung 2.1 zu sehen. Die immer detaillierter
ausgearbeiteten Entwicklungsschritte bilden den linken Ast, während Integrations- und
Testarbeiten den rechten bilden. Dabei werden in diesem Teil nach und nach Teile des Systems
zu immer größeren Teilen kombiniert und auf ihre korrekte Funktionsweise geprüft.
Bei der Anforderungsdefinition werden die Anforderungen des Auftraggebers gesammelt,
spezifiziert und anschließend verabschiedet. Nach diesem Schritt stehen Zweck und Leistungs-
merkmale des Zielsystems fest. Beim funktionalen Systementwurf werden die im vorherigen
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Schritt erstellten Spezifikationen auf Funktionen des neuen Systems abgebildet. Die technische
Realisierung wird anschließend im technischen Systementwurf erarbeitet. Daraufhin werden
in der Komponentenspezifikation die einzelnen Teilsysteme spezifiziert. Nach diesem Schritt
folgt die Implementierung des Systems. Anschließend folgen die einzelnen Testschritte. Beim
Komponententest werden zunächst die einzelnen Teilsysteme auf Einhaltung ihrer jeweiligen
Spezifikation überprüft. Daraufhin werden beim Integrationstest mehrere dieser Teilsysteme
zusammengeschaltet und das Zusammenspiel dieser Komponenten überprüft. Dem folgt
der Systemtest, bei dem das komplette System auf korrekte Funktionalität hin untersucht
wird. Der letzte Schritt ist der Abnahmetest, der eine Überprüfung aus Kundensicht auf die
Einhaltung der vertraglich vereinbarten Leistungsmerkmale vorsieht [33, Kap. 3.1].




Wie in 2.1 erwähnt, wird in der Automobilbranche heutzutage bei der Entwicklung von
Steuergerätesoftware oft auf AUTOSAR gesetzt. Dabei liegt der Fokus von AUTOSAR darauf,
möglichst viel Software unabhängig von der Hardware wiederverwenden zu können. Dazu
muss die Hardware abstrahiert werden. Dies wird erreicht, indem ein Schichtenmodell An-
wendung findet, in welchem die Schichten über standardisierte Schnittstellen kommunizieren.
Das Schichtenmodell ist in Abbildung 2.2 abgebildet. Dabei befindet sich die eigentliche
Funktionalität im Application Layer. Weiterhin findet eine Kapselung einzelner Funktions-
bausteine in sogenannten Softwarekomponenten statt. Die Kommunikation zwischen den
Softwarekomponenten und zur Basissoftware wird über die RTE realisiert. Die Basissoftware
ist weiter in Layer und Stacks untergliedert. In der Abbildung sind die Layer zu erkennen.
Weiterhin ist noch der Complex Device Driver zu sehen, welcher genutzt werden kann, wenn
eine Hardwareplattform Funktionen bietet, die von AUTOSAR nicht unterstützt werden.
[20]




Im folgenden Abschnitt werden Softwaretests genauer betrachtet. Nach allgemeinen Be-
trachtungen wird in 2.3.1 die statische Analyse näher erläutert und anschließend in 2.3.2
dynamische Tests beschrieben.
In Abbildung 2.3 ist eine Übersicht über die verschiedenen Tests zu sehen. Dabei wird
zunächst zwischen statischen und dynamischen Tests unterschieden. Die statischen Tests
unterteilen sich dann noch in Reviews und die statische Analyse, während bei dynamischen
Tests noch eine Unterscheidung zwischen Black- und White-Box-Tests stattfindet.
In Abbildung 2.4 wird dargestellt, an welchen Stellen im V-Modell Tests stattfinden. Wie
Abbildung 2.3: Kategorisierung von Softwaretests Vgl. [33, Kap. 4 und 5]
zu erkennen ist, finden diese auf der rechten Seite des Vs statt. Dabei werden statische
Tests bei der Implementierung, den Komponententests und dem Integrationstest eingesetzt.
Dynamische Tests werden auf der kompletten rechten Seite angewendet.
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Im Gegensatz zu anderen Test- oder Analyseverfahren wird ein Review von Personen durch-
geführt. Der Vorteil von diesem Verfahren ist, dass so auch Dokumente geprüft werden
können, die nicht formal sind. Oftmals bieten sie auch die einzige Möglichkeit die Semantik
von Dokumenten zu prüfen. Reviews können und sollten sehr zeitig durchgeführt werden
und leisten dadurch einen Beitrag zur Qualitätssicherung. Da Reviews schon auf sehr frühe
Dokumente, wie einen Vertrag oder eine Anforderungsbeschreibung durchgeführt werden
können, lassen sich bei korrekter Herangehensweise hohe Kosteneinsparungen erzielen. [33,
Kap 4.1.2]
Vorgehensweise
Ein Review gliedert sich grundlegend in sechs Teilschritte. Zunächst muss das Review geplant
werden. Dabei wird festgelegt, welche Dokumente geprüft werden sollen und wie viel Auf-
wand dafür nötig ist. Weiterhin muss ein geeigneter Personenkreis bestimmt werden, der das
Review durchführt und festgestellt werden, dass das zu prüfende Dokument einen Stand hat,
der ein Review zulässt. Anschließend werden die am Review beteiligten Personen mit allen
benötigten Informationen versorgt. Dazu gehören u. a. die sogenannten Basisdokumente,
gegen die die Prüfung stattfindet. Nachdem diese Informationen verteilt wurden, müssen sich
die Teilnehmer des Reviews individuell vorbereiten. Anschließend findet die Reviewsitzung
statt. Diese wird von einem Moderator geführt und hat in der Regel einen festen zeitlichen
Rahmen. Wichtig ist, dass nicht der Autor eines Dokuments, sondern das Dokument an
sich zur Diskussion steht. Das Ergebnis einer solchen Sitzung ist ein Protokoll, welches alle
diskutierten Befunde enthält. Im nächsten Schritt muss dann entschieden werden, ob das
Dokument überarbeitet werden soll oder nicht. Wenn eine Überarbeitung stattfindet, muss
diese im Anschluss noch von einer qualifizierten Person kontrolliert werden. [33, Kap 4.1.3]
2.3.1 Statische Analyse
Im Gegensatz zu Reviews werden statische Analysen durch Werkzeuge durchgeführt. Bei
dieser Form des Tests wird das Prüfobjekt nicht ausgeführt. Weiterhin werden diese Verfahren
genutzt, um durch die Ermittlung von Messgrößen oder Metriken die Qualität von Software
zu messen und nachzuweisen. Voraussetzung für eine statische Analyse ist, dass das zu
analysierende Dokument einer formalen Struktur unterliegen muss. Dies kann z. B. ein UML-
Diagramm, ein XML-Dokument oder Programmcode sein. Wie bereits in 2.3 erwähnt, werden
die Analysen typischerweise während des Integrations- oder Komponententests eingesetzt.
Da keine Ausführung des Testobjektes stattfindet bzw. nötig ist, kann auch schon während
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der Implementierung eine statische Analyse genutzt werden. Schon beim Compilieren wird
eine statische Analyse durchgeführt, da alle Compiler mindestens die Einhaltung der Syntax
überprüfen. Ein großer Vorteil von dieser Art des Tests ist, dass sich Fehler bzw. fehlerträchtige
Stellen genau lokalisieren lassen. Demgegenüber lassen sich Fehlerzustände, die erst zur
Laufzeit eines Programms auftreten, nicht entdecken. [33, Kap. 4.2]
2.3.2 Dynamischer Test
Bei dynamischen Tests wird das Testobjekt ausgeführt. Dies setzt voraus, dass das zu tes-
tende Objekt ausführbar ist. Anschließend wird die Ausführung mit bewusst gewählten
Eingabedaten gestartet und die dann vorliegenden Ausgabedaten mit Erwartungswerten
verglichen. Dabei bestimmen mehrere Faktoren, wie formal diese Tests ablaufen. Beispiele für
diese Faktoren sind z. B. das Einsatzgebiet des Systems oder der Reifegrad des Entwicklungs-
und Testprozesses. Wie in Abbildung 2.3 zu sehen ist, unterteilen sich die dynamischen Tests
in die sogenannten Black Box- und die White Box-Testverfahren. Dabei geht es bei dieser
Unterscheidung vor allem darum, wie die Testfälle für den Test ermittelt werden. [33, Kap. 5]
Black Box Tests
Bei dieser Art des Tests sind keine Informationen über die innere Struktur des Testobjektes
nötig bzw. vorhanden. Dabei wird das Verhalten des Testobjektes von außen betrachtet.
Daher müssen die Testfälle anhand der Spezifikation bzw. Anforderungen an das System
erstellt werden. Da ein vollständiger Test, also ein Test mit allen möglichen Eingabewerten,
unrealistisch ist, muss hier eine sinnvolle Auswahl getroffen werden. [33, Kap. 5.1] Dies
kann z. B. durch eine sogenannte Äquivalenzklassenbildung oder eine Grenzwertanalyse
geschehen. Bei ersterer werden die Eingabewerte in Äquivalenzklassen unterteilt, wobei
angenommen wird, dass sich das Testobjekt bei den Werten einer Klasse gleich verhält.
Dadurch muss das Objekt nur mit einem Datum jeder Äquivalenzklasse getestet werden.
[33, Kap. 5.1.1] Die Grenzwertanalyse ist als Ergänzung zur Äquivalenzklassenbildung zu
sehen. Dabei wird der Umstand genutzt, dass Fehler in Programmen häufig durch Werte
in den Grenzbereichen der Äquivalenzklassen hervorgerufen werden. Allerdings lässt sich
diese Methode nur anwenden, wenn die Daten in den Äquivalenzklassen geordnet sind und




Diese Art des Tests zeichnet sich dadurch aus, dass auch auf den Programmtext zurückge-
griffen wird. Das heißt, die innere Struktur des Testobjektes ist bekannt. In Ausnahmefällen
kann auch der Programmablauf beeinflusst werden. Das wäre z. B. dann der Fall, wenn ein
Negativtest durchgeführt werden soll. Der Sinn dieser Testfallermittlung liegt darin, dass
alle Teile des Quellcodes mindestens einmal ausgeführt werden. Neben dem Programmcode
muss dabei auch die Spezifikation berücksichtigt werden. [33, Kap. 5.2]
2.3.3 Zusammenfassung
Im vorangegangenen Abschnitt wurden mit der statischen Analyse bzw. Test und dem
dynamischen Test die beiden grundlegenden Kategorien für Softwaretests vorgestellt.
Tabelle 2.1: Übersicht über Testverfahren
Review Statische Analyse White Box Test Black Box Test
Ausführbares
Testobjekt nötig Nein Nein Ja Ja




Ja Ja Ja Nein
2.4 Statische Analyse bei AUTOSAR-Projekten
Im folgenden Abschnitt wird erläutert, an welchen Stellen in einem AUTOSAR-Projekt man
eine statische Analyse anwenden kann. Dabei wird in 2.4.1 zunächst das Schichtenmodell
von AUTOSAR betrachtet und gezeigt, wo die statischen Analysen Verwendung finden
können. Der Aufbau eines AUTOSAR-Projektes wird in 2.4.2 dargelegt und daran erläutert,
auf welche Teile eines Projektes die Anwendung statischer Analysen möglich ist.
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2.4.1 Das AUTOSAR Schichtenmodell
In Abschnitt 2.2 wurde das Schichtenmodell von AUTOSAR schon erläutert. Im Folgenden
wird nun gezeigt, an welchen Stellen statische Analysen durchgeführt werden können. Wie
in Abbildung 2.5 zu sehen ist, bieten sich diverse Stellen an.
Die erste Möglichkeit stellt sich in der Applikationsschicht dar. Diese beinhaltet die Be-
schreibung des Systems in Form einer ARXML-Datei und den Quellcode der sogenannten
Runnables. Diese sind die kleinsten funktionalen Einheiten einer Applikation. Der Quellcode
liegt dabei in Form von C-Dateien vor. Da ein Ziel von AUTOSAR die Wiederverwendbarkeit
der Applikation ist, ist eine möglichst umfangreich getestete Applikation wünschenswert.
Daher wird in dieser Arbeit ein Hauptaugenmerk auf der Analyse der Applikation liegen.
Eine weitere Möglichkeit für Analysen bietet die Run Time Environment (RTE). Diese besteht
aus C-Dateien und den dazugehörigen Header-Dateien. Die RTE ist je nach Applikation und
genutzten Werkzeugen einzigartig, da sie generiert wird. Allerdings gibt es Vorschriften und
Konventionen, wie z. B. Schnittstellen benannt werden müssen. Weiterhin kann es bei großen
Projekten auch passieren, dass eine unpassende RTE verwendet wird.
Auch in der Basissoftware können Analysen durchgeführt werden. Diese Schicht besteht
aus C- und Header-Dateien, die aus der Konfiguration der Basissoftwaremodule und den
Templates für die Module generiert werden. Dabei hängt es vom gewählten Basissoftwarezu-
lieferer ab, in welcher Form diese Konfigurationen vorliegen.
Weiterhin können an den Schnittstellen zwischen den Schichten Analysen durchgeführt
werden. Dabei ist es interessant, ob die Konventionen für die Schnittstellen eingehalten
werden und ob die Funktionen korrekt aufgerufen werden bzw. ob die Schichten überhaupt
zueinander passen.
Abbildung 2.5: Ansatzpunkte für Analysen in den AUTOSAR Schichten
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2.4.2 Aufbau eines AUTOSAR Projektes
Anhand der Toolkette, die an der Professur für Technische Informatik an der TU Chemnitz
verwendet wird, soll nachfolgend gezeigt werden, an welchen Stellen und auf welche Da-
teien in einem AUTOSAR-Projekt statische Analysen angewendet werden können. Für die
Erstellung der Applikation wird SystemDesk von dSPACE genutzt [16]. Für die Basissoftware
wird das EB tresos Studio von Elektrobit genutzt [12]. Die RTE wird je nach Anwendungsfall
entweder durch SystemDesk oder durch EB tresos Studio erzeugt.
Nachdem eine Applikation erstellt wurde, muss für die weiteren Schritte die Systembe-
schreibungsdatei in Form einer ARXML-Datei exportiert werden. Diese enthält alle erstellten
Softwarekomponenten mit ihren Ports und Runnables, die definierten Interfaces mit den jeweiligen
Datentypen und einige weitere Daten [8]. Zusätzlich liegt je nach Stand des Projektes schon
der Quellcode der Runnables in Form von C-Dateien vor. Da es für die ARXML-Datei eine
Schemadatei aus dem AUTOSAR-Standard gibt [7], kann hier durch einen Abgleich der
ARXML-Datei mit der Schemadatei eine erste Analyse geschehen. Weiterhin bietet es sich an,
die vorhanden Informationen der Systembeschreibung zu nutzen. In Kombination mit dem
Quellcode der Runnables können einige Analysen konzipiert werden.
Die RTE liegt in Form von C-Dateien vor. Neben normalen statischen Analyseverfahren muss
für AUTOSAR-Spezifische Analysen die Applikation oder die Basissoftware mit einbezogen
werden. Dann können Überprüfungen stattfinden ob z. B. die Schnittstellendefinitionen oder
die RTE zur Applikation passen.
Die Basissoftware liegt im Falle von EB tresos Studio in Form von lesbaren Konfigurations-
dateien und dem eigentlichen Quellcode in Form von C-Dateien vor. Hier sind Analysen
vorstellbar, die die Konfigurationen der Basissoftwaremodule überprüfen und auswerten
und solche, die den Quellcode prüfen.
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Im nachfolgenden Kapitel wird der aktuelle Stand der Technik genauer betrachtet. Dabei
werden in 3.1 Werkzeuge bzw. Verfahren für den Softwaretest im Allgemeinen beschrieben.
Abschnitt 3.2 behandelt Methoden und Werkzeuge die im Automobilbereich verwendet
werden. Vorhandene Vorarbeiten werden in 3.3 betrachtet.
Dabei ist zu beachten, dass es durch die Vielzahl der Werkzeuge für Softwaretests, seien es
AUTOSAR-spezifische oder unspezifische Werkzeuge, nicht möglich ist, jedes davon auf
etwaige Überschneidungen mit dem Konzept dieser Arbeit zu prüfen. Daher wird in jedem
Abschnitt ein Tool als Vertreter für diese Kategorie vorgestellt und eine Einordnung in die
Anforderungen für diese Arbeit vorgenommen.
3.1 Allgemeine Softwaretestwerkzeuge
Im folgenden Abschnitt werden anhand von Beispielen verschiedene Ansätze für den Test
von Software beleuchtet. Dabei wird aufgezeigt, welche Einschränkungen diese Ansätze
haben und warum sie sich nicht ohne weiteres dazu eignen das gestellte Problem zu lösen.
Dabei wird in 3.1.1 zunächst Test Driven Development vorgestellt. Anschließend beleuchtet
Abschnitt 3.1.2 Beispiele für statische Analysen. Daraufhin wird in 3.1.3 der dynamische Test
behandelt.
3.1.1 Test Driven Development
Test Driven Development bezeichnet eine Testmethodik, bei der sogenannte Unit Tests geschrie-
ben werden, bevor die eigentliche Funktionalität entwickelt wird. Dabei bezeichnen Unit
Tests, oder auch Modultests, den Test der funktionalen Einzelteile von Software. Im V-Modell,
siehe dazu Abschnitt 2.1, sind solche Tests auf der Ebene der Komponententests zu finden.
Test Driven Development ist eine Testmethodik, die während der Entwicklungszeit von
Software angewendet wird. Dabei wird, anhand der Spezifikation für eine funktionale
Komponente, zunächst eine Testmethode geschrieben. Anschließend wird die eigentliche
Funktionalität implementiert. Diese wird dann fortlaufend mit dem bestehenden Test auf
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Fehler überprüft und entsprechend weiterentwickelt [27].
Beispielhaft für diese Testmethodik soll die Entwicklungsumgebung Visual Studio 2015 von
Microsoft dienen. In dieser ist es möglich, eigenständige Testprojekte zu erstellen. Aus den
Tests, die darin erstellt werden, ist es dann möglich, direkt Funktionsrümpfe zu generieren
[26].
Für die Erfüllung der Anforderungen, die an die statischen Analysen im Rahmen dieser
Arbeit gestellt werden, ist Test Driven Development nicht geeignet. Der auffälligste Punkt, der
dagegen spricht, ist der Umstand, dass diese Testmethodik während der Entwicklungszeit
eingesetzt wird. Zwar können die dabei entstandenen Modultests auch im Nachhinein
ausgeführt werden, aber wenn diese Methodik korrekt durchgeführt wurde, sollten dabei
keine Fehler mehr auftreten. Weiterhin sind diese Tests dynamische Tests. Es wird nur
an der Schnittstelle getestet. Dabei wird für gewisse Eingabewerte auf einen bestimmten
Erwartungswert geprüft. Dies stellt auch eine Gefahr da. Denn je nachdem, wie umfangreich
diese Tests geplant wurden, kann es vorkommen, dass die Implementierung nur die Fälle
dieser Tests korrekt behandelt. [2, S. 605f]
3.1.2 Statische Analysen
Für statische Analysen stehen zahlreiche Werkzeuge zur Verfügung. Unter anderem führen, je
nach Wahl der Übergabeparameter, schon normale Compiler, wie der GNU Compiler Collection
(GCC) einfache statische Analysen durch. Ein weiterer Vertreter für ein Werkzeug, welches
statische Analysen durchführt, ist Secure Programming Lint (Splint) [4].
Um bei der Nutzung des GCC möglichst viele Warnungen, und damit mögliche Fehler, zu
erhalten, sollten beim Kompilieren die beiden Optionen -Wall und -Wextra genutzt werden.
Dies veranlasst den Compiler dazu, auf die häufigsten Fehlerquellen zu prüfen. Allerdings
wird hier nur auf allgemeine C- bzw. C++-Fehler hin überprüft. AUTOSAR-Spezifische Feh-
lerquellen werden nicht geprüft, genauso wie ein Bezug auf mögliche Konfigurationsdateien
nicht vorgesehen ist. Weiterhin wurde bei der Evaluierung vorhandener Analysewerkzeuge
festgestellt, dass die durchgeführte Analyse nicht zuverlässig mögliche Fehlerquellen findet.
Dazu wurde der GCC in der Version 4.8.2 verwendet und ein mit Fehler präpariertes Pro-
gramm mit den beiden Optionen -Wall und -Wextra kompiliert. Unter anderem enthielt das
Programm eine endlose while-Schleife, also eine while-Schleife mit leerem Rumpf. Erwartet
wurde, dass der Compiler hier eine Warnung ausgibt, da -Wextra die Option -Wempty-body
nutzt, welche auf solche Konstrukte prüft [5].
Weiterhin existieren spezielle Tools wie Splint, die eine statische Analyse durchführen. Aber
auch hier ist das Problem, dass eher allgemeine Programmierfehler gesucht und gefunden
werden, und keine Fehler, die speziell im Kontext von AUTOSAR auftreten können. [4]
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Zusammenfassend war die Evaluierung bestehender Werkzeuge ernüchternd. In einem
mit Fehlern präparierten Programm wurden davon zum Teil sehr wenige gefunden. Dabei
waren noch keine AUTOSAR-Spezifischen Fehler integriert. Vor allem die Leistung von GCC
enttäuschte in diesem Zusammenhang.
3.1.3 Dynamische Tests
Für dynamische Softwaretests gibt es zahlreiche Möglichkeiten, diese durchzuführen. So
kann man jederzeit eigene Testklassen schreiben. Auch die Unit Tests aus dem Test Driven De-
velopment, siehe 3.1.1, sind verwendbar. Einige Entwicklungsumgebungen, wie z. B. Microsoft
Visual Studio haben auch schon alle Voraussetzungen für dynamische Softwaretests integriert,
so dass keine extra Werkzeuge notwendig sind. Ein Framework für den dynamischen Test und
die Verwaltung der Testfälle stellt JUnit dar. Dieses ist für verschiedene Sprachen verfügbar
[22].
Wie in 2.3.2 erwähnt, gliedern sich die dynamischen Tests in Black Box und White Box Testver-
fahren. Dabei unterscheidet sich hier vor allem, wie die Testfälle erzeugt werden. Bei Black Box
Tests wird die innere Struktur des Testobjektes nicht beachtet, während sie bei White Box Tests
mit zu Rate gezogen wird. Die Testfälle sind allerdings ein großes Problem bei dynamischen
Testverfahren, da ein Test mit allen möglichen Eingabewert-Kombinationen selten sinnvoll
realisierbar ist. Dies bedeutet, dass meist Lücken in der Testabdeckung entstehen.
Wie der Name schon verrät sind dynamische Testwerkzeuge nicht dafür geeignet, das Ziel
dieser Arbeit zu erreichen. Es wird immer ein ausführbares Testobjekt benötigt. Weiterhin ist
je nach Art des dynamischen Tests eine genaue Lokalisierung von Fehlern nicht möglich, da
nur an den Schnittstellen getestet wird.
3.2 Spezifische Testwerkzeuge Automotive
Der folgende Abschnitt stellt anhand von Beispielen verbreitete Testverfahren aus dem
Automobilbereich vor. Dabei werden in 3.2.1 sogenannte in the Loop-Verfahren im Allgemeinen
vorgestellt. 3.2.2 beschäftigt sich dann genauer mit dem Software in the Loop-Verfahren. Das
Model in the Loop-Verfahren wird dann in Abschnitt 3.2.3 beschrieben. Anschließend wird
dann in 3.2.4 das sogenannte Hardware in the Loop-Verfahren beleuchtet.
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3.2.1 X-in-the-Loop
X-in-the-Loop (XiL) Methoden bezeichnen Testverfahren, bei denen das Testobjekt in einer
Testumgebung ausgeführt wird. Diese sind im Automotive-Bereich und in der Luftfahrtindus-
trie weit verbreitet. Ein wesentlicher Aspekt der X-in-the-Loop-Techniken ist, dass hierbei eine
Simulation der Umgebung stattfindet, welche die Eingabedaten des Testobjektes generiert.
Dabei unterscheiden sich die verschiedenen Verfahren hauptsächlich darin, in welchem Im-
plementierungsschritt sich das System befindet. So wird bei Software-in-the-Loop die Software
bzw. ein Teil der Software in einer Simulationsumgebung getestet, dazu mehr in Abschnitt
3.2.2. Dem gegenüber wird bei Hardware-in-the-Loop das System bzw. ein Teil davon schon
auf der Zielhardware getestet. Dies wird in Abschnitt 3.2.4 näher betrachtet. Wenn im Ent-
wicklungsprozess auf Model Driven Development gesetzt wird, ist auch Model-in-the-Loop ein
geeignetes Verfahren. Dabei wird ein vorhandenes Modell des Systems oder der Software
getestet.
In Abbildung 3.1 sind die verschiedenen In-the-Loop-Verfahren in einer Übersicht dargestellt.
Dabei sind auf der linken Seite die verschiedenen Testobjekte dargestellt, während auf der
rechten Seite die Testumgebung aufgeführt ist. [36]










Abbildung 3.1: Die verschiedenen XiL-Verfahren in der Übersicht Vgl. [36]
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3.2.2 Software-in-the-Loop
Bei Software-in-the-Loop (SiL) handelt es sich um ein Testverfahren, welches das System in
einer virtuellen Simulationsumgebung zur Ausführung bringt und testet. Dafür werden, je
nach Testzweck, unterschiedliche Umgebungs- oder Fahrmodelle benötigt.
Dabei gibt es hier noch unterschiedliche Ansätze. So gibt es Methoden, bei denen die zu
testenden Funktionen für den Host-PC kompiliert werden, und nicht für die Zielplattform.
In Abbildung 3.1 würde dies dem Testobjekt ECU-Funktionen entsprechen [18]. Eine andere
Methode, die dann dem Testobjekt Virtuelle ECU entspricht, besteht darin, die zu testende
Funktion auf einer virtuellen ECU auszuführen und zu testen [32]. Problematisch an diesem
Verfahren ist, dass die Software schon auf einem Stand sein muss, der eine Ausführung
erlaubt. Weiterhin bedarf es zusätzlichen Aufwandes, um die Modelle für die Simulation
zu erstellen. Da weiterhin nur die Schnittstellen der Software getestet werden, ist eine
genaue Lokalisierung der Fehler nicht möglich. Darüber hinaus ist Software-in-the-Loop
konzeptbedingt ein dynamisches Verfahren.
Die Summe dieser Eigenschaften führt dazu, dass dieses Verfahren ungeeignet ist, um die
Ziele dieser Arbeit zu erfüllen. [37] [18]
3.2.3 Model-in-the-Loop
Model-in-the-Loop (MiL) setzt voraus, dass in der Entwicklung auf Model Driven Development
gesetzt wird. Dabei werden von dem System, welches entwickelt werden soll, zunächst
formale Modelle erstellt. Aus diesen Modellen kann dann zum Teil direkt Quellcode für die
Zielhardware erstellt werden. Ein weit verbreitetes Werkzeug für diese Art der Entwicklung
ist Simulink von MathWorks [35]. Dieses ermöglicht es zunächst, die benötigten Modelle in
einer grafischen Oberfläche zu erstellen. Weiterhin ist es dann möglich, diese Modelle zu
simulieren. Dazu ist dann natürlich auch wieder ein Umgebungsmodell für die Simulation
notwendig.
Das Problem an Model-in-the-Loop ist gleichzeitig ein Vorteil: Es Bedarf des Einsatzes von
Model Driven Development. Der Vorteil dieses Verfahrens besteht darin, dass Fehler sehr zeitig
im Entwicklungsprozess entdeckt werden können. Allerdings müssen für den Test diese
Modelle dann auch vorliegen. Auf bereits bestehenden Quellcode kann es nicht angewandt
werden. Wie auch die anderen X-in-the-Loop-Verfahren handelt es sich hierbei um einen
dynamischen Test.
Die Summe dieser Eigenschaften führt dazu, dass dieses Verfahren für die Erfüllung der Ziele
dieser Arbeit ungeeignet ist [3].
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3.2.4 Hardware-in-the-Loop
Bei Hardware-in-the-Loop (HiL) wird das Testobjekt auf der realen Hardware getestet. Die
Testumgebung kann dabei unterschiedlich umfangreich ausfallen.
So ist es möglich, dass das Steuergerät nur an eine Kommunikationsschnittstelle angeschlossen
wird, und dann eine sogenannte Restbussimulation erfolgt, welche die Kommunikation des
Gesamt- oder Teilsystems simuliert. Ein Werkzeug, mit dem dies möglich ist, ist z. B. ECU-Test
von TraceTronic [13].
Weiterhin kann die Testumgebung auch nur aus einer Simulation der Aktoren und Sensoren
bestehen, die von dem jeweiligen Steuergerät genutzt werden. Es ist aber auch in manchen
Anwendungsfällen üblich, Teile der Aktorik oder Sensorik anzuschließen. Dabei ist es dann
u. a. möglich, die Sensoren in Simulationsumgebungen zu stimulieren, um entsprechende
Eingabewerte zu generieren. Eine weitere Möglichkeit besteht darin, mehrere Steuergeräte
gemeinsam zu testen, wenn diese mit ihren Funktionen ein Subsystem des Fahrzeugs bzw. das
Testobjekt auf diese Steuergeräte in seiner Funktion angewiesen ist. Hierbei muss dann nur
noch das restliche System des Fahrzeugs simuliert werden.
Wie bereits erwähnt ist es mit Hilfe von ECU-Test möglich, ein Steuergerät u. a. über die
Kommunikationsschnittstelle zu testen. Dazu werden über eine grafische Benutzeroberfläche
verschiedene Testfälle erzeugt, die dann automatisiert ausgeführt werden. Anschließend
wird ein Testreport erstellt [13].
Ein großer Nachteil von HiL ist, dass sowohl die Zielhardware schon vorhanden, als auch die
Implementierung des Systems auf einem Stand sein müssen, der eine Ausführung erlaubt.
Dies bedeutet, dass solche Testverfahren erst recht spät in der Entwicklung zum Einsatz
kommen können. Weiterhin ist eine genaue Lokalisierung der Fehler teilweise schwer bis
unmöglich.
Um die Ziele dieser Arbeit zu erfüllen, ist dieses Verfahren, nach Betrachtung all dieser
Punkte, ungeeignet. [21] [25]
3.3 Vorhandene Vorarbeiten
Die in dieser Arbeit konzipierten statischen Analysen gliedern sich in vorhandene Vorarbeiten
ein bzw. nutzen diese. Diese Arbeiten sind an der Professur für Technische Informatik der
TU Chemnitz entstanden. Dazu zählt zum einen Aplication Specific Test of Autosar Systems
(ASTAS), welches eine Framework für den Test von AUTOSAR-Steuergerätesoftware bildet.
Dieses wird in 3.3.1 beschrieben. Weiterhin wird in einigen Analysen eine Datenbasis
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verwendet, die Informationen über AUTOSAR Basissoftwaremodule enthält und in 3.3.2
erläutert wird.
3.3.1 ASTAS
Im Rahmen diverser Forschungsarbeiten entstand an der Professur für Technische Informatik
der TU Chemnitz ein System für den Test von AUTOSAR Steuergerätesoftware. Dabei wurden
sowohl eine Reihe dynamischer Tests [19] entwickelt als auch ein Framework [23], welches
die einzelnen Tests zu einem Gesamtsystem verbindet. In diese Testumgebung sollen auch
die in dieser Arbeit beschriebenen statischen Analysen eingegliedert werden.
Die Testumgebung, welche in [23] entworfen wurde, bildet den Rahmen, in den sich die
in dieser Arbeit konzipierten Analysen einordnen sollen. Dabei wurde dieses Programm
in C# entwickelt. Weiterhin bindet es verschiedene Tests an, indem es diese in Modulen
kapselt. Diese können dann vom Nutzer je nach Bedarf hinzugefügt werden. Dabei werden
notwendige Daten, wie die Daten eines AUTOSAR-Projektes oder ein Verweis auf die
AUTOSAR-Moduldatenbank, von der Testumgebung gehalten.
Um ein neues Modul an die Umgebung anzubinden, muss dieses zunächst eine Schnittstelle
implementieren, die zur Verfügung gestellt wird. Anschließend muss das Modul in die
Projektmappe integriert werden und dann noch im Hauptteil des Programms angelegt
werden, um dieses Modul der Oberfläche und der Testsequenz hinzufügen zu können.
In Abbildung 3.2 ist der prinzipielle Ablauf der Tests innerhalb der Testumgebung zu sehen.
Nachdem eine Testsequenz gestartet worden ist, werden zunächst eine Menge von statischen
Analysen durchgeführt. Wenn diese fertig abgearbeitet worden sind, wird zunächst ein
Testreport der statischen Analysen generiert. Wenn hierbei schon Fehler auftreten, kann, je
nachdem, wie der Tester das wünscht, die Testsequenz abgebrochen werden. Ansonsten
folgen auf die statischen Analysen die dynamischen Testverfahren. Wenn diese durchlaufen
worden sind, wird am Ende ein Testreport über alles statischen Analysen und dynamischen
Tests erzeugt.
3.3.2 AUTOSAR Datenbasis
Aus weiterer Forschungsarbeit an der Professur für Technische Informatik der TU Chemnitz
entstand eine Datenbasis für AUTOSAR Basissoftwaremodule [24]. In dieser werden Infor-
mationen über Module von bestimmten Basissoftwarevarianten abgelegt. Dabei findet eine
Unterscheidung dahingehend statt, dass jede Basissoftware für eine gewisse Hardwareplatt-
form erstellt wurde und eine bestimmte AUTOSAR-Version als Referenz hat. Weiterhin hat
jede Basissoftware einen bestimmten Hersteller.
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Abbildung 3.2: Der generelle Ablauf der Tests in der ASTAS-Testumgebung Vgl. [29]
In Abbildung 3.3 ist das aktuelle Datenbankschema zu sehen. Die Tabellen, die in gelb
dargestellt sind, enthalten Informationen über die Darstellung der Module für ein Visuali-
sierungstool. Die darunter liegenden, hellblauen Module, die von einem blauen Rahmen
umgeben sind beinhalten Informationen über die Basissoftwaremodule, deren Schnittstellen
und den dazugehörigen Parametern. Die Tabelle AutosarBSWModule enthält die grundlegen-
den Daten über ein Modul, wie z. B. den Namen. Die einzelnen Schnittstellen eines Moduls
werden in ModuleInterface gespeichert. Dabei werden die Parameter, die eine solche Schnitt-
stelle erwartet, in InterfaceParameter hinterlegt. Die Tabelle SpecificationBSWStack gibt an, in
welchem Stack sich ein Basissoftwaremodul befindet, während SpecificationBSWLayer angibt,
in welcher Schicht es liegt. Hinter BSWModuleDescription verbirgt sich eine Beschreibung des
Moduls. DependentModules enthält Daten darüber, welche Module voneinander abhängig
sind. Die Tabelle ConnectedBSW gibt an, welche Basissoftware-Versionen zusammengehören.
Die Notwendigkeit nach dieser Information ist dem Umstand geschuldet, dass sich die
Basissoftware für ein Steuergerät aus mehreren Teilen zusammensetzen kann. Vor allem der
Micro Controler Abstraction Layer (MCAL) wird oft vom Hersteller des Mikrocontrollers
zur Verfügung gestellt, im Gegensatz zu den anderen Schichten der Basissoftware, die dann
z. B. von Elektrobit zugeliefert werden.
Die orange eingefärbten Tabellen enthalten einige Informationen zur RTE. So werden dort
Daten für alle verfügbaren RTE-Generatoren in der Tabelle RTEGenerator gespeichert. Wei-
terhin wird für jede RTE-Spezifikation hinterlegt, welche Dateien jeweils vorhanden sein
müssen. Dies wird durch die Tabelle MandatoryRTEFiles realisiert. Darüber hinaus wird durch
VendorSpecificRTEFiles angegeben, welche Dateien für einen bestimmten Generator noch
vorhanden sein müssen.
Die grün eingefärbten Tabellen enthalten Informationen über ein AUTOSAR-Projekt. Dabei
wird eine Version in VersionInfo hinterlegt. AutosarProjectInfo enthält allgemeine Daten zu
einem Projekt, während FileInfo die zu dem Projekt zugehörigen Dateien referenziert.
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Abbildung 3.3: Schema der Moduldatenbank
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3.4 Zusammenfassung
In diesem Kapitel wurden verschiedene Aspekte betrachtet, gegen die das Konzept dieser
Arbeit abgegrenzt werden muss bzw. welche für die Entwicklung des Konzeptes wichtig
sind.
So wurde zunächst in 3.1 verschiedene allgemeine Methoden für den Test von Software
vorgestellt. Dabei wurde in 3.1.1 zunächst auf Test Driven Development eingegangen, welches
schon durch das Konzept direkt zu Beginn der Entwicklung eingesetzt wird. Jedoch wurde
festgestellt, dass dieser Ansatz für das Ziel dieser Arbeit nicht zweckdienlich ist, da es voraus
setzt, dass sie während der Entwicklungszeit eingesetzt wird, was nur möglich ist, wenn es
sich um eigene Software handelt. Weiterhin sind die dabei eingesetzten Unit Tests dynamische
Tests und damit nicht mit dem Ziel der Entwicklung statischer Analysen vereinbar.
Daraufhin wurden in 3.1.2 anhand von zwei Beispielen Werkzeuge für die statische Analyse
vorgestellt. Dabei wurde die Erkenntnis gewonnen, dass diese Werkzeuge zum Teil zwar
schon ausgereift sind, und daher zum Teil in das Konzept dieser Arbeit mit einfließen
können, es aber andererseits auch einige Nachteile gibt. Der größte Problempunkt ist, dass
die evaluierten Analysewerkzeuge nicht speziell für AUTOSAR angepasst sind, sondern
allgemeine Programmierfehler in C und C++ erkennen.
Anschließend wurde in 3.1.3 der dynamische Test anhand eines Beispieles vorgestellt.
Offensichtlich passt ein dynamischer Test nicht zum Ziel dieser Arbeit, statische Analysen zu
entwickeln.
Im folgenden Abschnitt 3.2 wurden dann Testverfahren vorgestellt, die typisch für die
Automotive-Industrie sind. Dazu zählen vor allem die sogenannten In-the-Loop-Verfahren,
bei welchen das jeweilige Testobjekt in einer Simulationsumgebung ausgeführt wird. Dabei
unterscheiden sich die verschiedenen Verfahren darin, in welchem Stand der Implementation
sich das System befindet. So werden u. a. Model-in-the-Loop, Software-in-the-Loop und Hardware-
in-the-Loop unterschieden. Allen gemein ist, dass es sich prinzipbedingt um dynamische
Testverfahren handelt, da eine Ausführung des Testobjektes nötig ist. Dies grenzt diese
Verfahren dann auch zu dem Konzept dieser Arbeit ab, da das Ziel die Entwicklung von
statischen Analysen ist.
In 3.3 wurden schließlich die vorhandenen Vorarbeiten betrachtet, welche für das Konzept
dieser Arbeit von Bedeutung sind. Dazu gehört zum einen die Testumgebung ASTAS, die in
3.3.1 vorgestellt wird. Diese ist insofern wichtig, als dass sich die in dieser Arbeit konzipierten
statischen Analysen in diese Testumgebung eingliedern sollen. Weiterhin wurde in 3.3.2
die AUTOSAR-Moduldatenbank vorgestellt, welche bei Modulen, wo der Einsatz sinnvoll
erscheint, genutzt werden soll.
Nach der Evaluierung verschiedener Testansätze kann zusammenfassend die Feststellung
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getroffen werden, dass bisherige Testansätze für ihre Zwecke durchaus den gewünschten
Erfolg bringen, aber für die Ziele dieser Arbeit nur in Teilen verwendbar sind. Von den
allgemeinen Testansätzen sind die statischen Analysen von Interesse, da es hier möglich
ist vorhandene Werkzeuge zu integrieren, um teilweise allgemeine Programmierfehler zu
finden. Bei den spezifischen Tests im Bereich Automotive werden vor allem dynamische Tests
in Form der X-in-the-Loop-Verfahren genutzt. Diese sind prinzipbedingt nicht geeignet.




Das folgende Kapitel beinhaltet eine Beschreibung des Konzeptes für die Entwicklung der
statischen Analyse für AUTOSAR Steuergerätesoftware. Dabei werden in 4.1 die konzipierten
Analysen beschrieben, anschließend in 4.2 ein Konzept für die Einteilung der gefundenen
Fehler in verschiedene Kategorien. 4.3 zeigt dann auf, welche Statistiken bei den Analysen
gesammelt werden können. Danach wird in 4.4 ein Konzept für Fehlerkorrekturen vorgestellt.
Abschließend wird in 4.5 das Kapitel noch einmal zusammengefasst.
4.1 Konzipierte Analysen
Der folgende Abschnitt stellt die in dieser Arbeit konzipierten Analysen genauer vor. Dabei
werden die Analysen danach unterteilt, welche Schichten sie analysieren. So werden in 4.1.1
die Analysen beschrieben, die die Applikationsschicht analysieren. 4.1.2 stellt die Analysen
für die RTE vor. Anschließend werden in 4.1.3 die Analysen für die Basissoftware vorgestellt.
Abschließend werden in 4.1.4 die Analysen beschrieben, die zwischen den Schichten testen.
Tabelle 4.1: Analysen für die Applikationsschicht
Name Beschreibung Korrekturvorschläge
ARXML validieren Nein Nein
Plausibilitätsprüfung Nein Ja




















Analyse Taskmapping Ja Ja




Analyse Taskmapping Nein Ja
Analyse illegale Aufru-
fe aus Complex Device
Driver
Ja Ja
4.1.1 Analysen der Applikationsschicht
Nachfolgend werden die Analysen für die Applikationsschicht vorgestellt. Dabei konzen-
trieren sich die Analysen zum großen Teil auf die Runnables. Dafür werden vor allem
die Systembeschreibung in Form der System.arxml und der Quellcode der Runnables als
Analyseobjekte genutzt. Da das Format der Systembeschreibung durch ein Schema der
AUTOSAR-Spezifikation vorgegeben ist und der Quellcode der Runnables normaler C-
Code ist, ist hier die Abhängigkeit gegenüber den Softwarelieferanten nicht sehr stark. Bei
AUTOSAR-Spezifischen Analysen ist allerdings eine Abhängigkeit gegenüber der verwende-
ten AUTOSAR-Version gegeben. Daher müssen einige Analysen angepasst werden, wenn
eine andere bzw. neue AUTOSAR-Version getestet werden soll.
Validierung ARXML
In Abbildung 4.1 ist der Ablauf der ARXML-Validierung zu sehen. Diese Analyse prüft
eine Systembeschreibung eines AUTOSAR-Projektes in Form einer ARXML-Datei gegen
das für die AUTOSAR-Version passende Schema. Nach dem Start des Analyseprozesses
müssen zunächst die notwendigen Daten gesammelt werden, dazu gehören die ARXML-Datei
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und das dazu passende Schema, gegen das geprüft werden soll. Danach wird die Prüfung
durchgeführt und das Ergebnis in einen Analysereport übertragen. Bei dieser Analyse ist zu
beachten, dass für jede AUTOSAR-Version ein separates Schema existiert. Daher kann dieser








Abbildung 4.1: Ablaufdiagramm der Validierung der ARXML-Systembeschreibung
Tabelle 4.4: Notwendige Daten des ARXML-Validierers
Notwendige Daten Beschreibung Produktspezifisch








Bei der Plausibilitätsprüfung wird das System, wie es in der ARXML beschrieben ist, mit dem
Quellcode der Runnables verglichen. Dabei liegt das Hauptaugenmerk auf den definierten
Runnables und deren Ports.
Abbildung 4.2 veranschaulicht den Ablauf der Plausibilitätsprüfung einer Applikation.
Nachdem alle notwendigen Daten gesammelt wurden, in diesem Fall die entsprechende
ARXML-Datei und der Quellcode der Runnables, wird zunächst die ARXML geparst. Dabei
werden aus der ARXML Informationen über die vorhandenen Runnables und deren Ports
gesammelt. Die ARXML ist wie ein normales XML-Dokument aufgebaut. Das oberste Element
von Interesse, ist, im Falle von AUTOSAR 3.1, die jeweilige ECU. Diese enthält die erstellten
Softwarekomponenten, die wiederum zu ihnen gehörende Ports enthalten. Weiterhin lassen
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sich auf dieser Ebene die definierten Datentypen, Busnachrichten, die sogenannten Internal-
Behaviors und weitere Elemente finden. Die eben genannten Internal-Behaviors wiederum
enthalten dann die Informationen für die Runnables. Dazu gehören Elemente, die die
eigentliche Runnable definieren. In dieser Definition ist die Information enthalten, auf welche
Ports eine jeweilige Runnable zugreifen darf.
Danach wird der Quellcode der Runnables gelesen. Der Quellcode besteht aus normalen C-
Dateien. Darin sind die Funktionsdefinitionen der Runnables enthalten. In diesen Definitionen
befinden sich dann die Zugriffsoperationen auf die Ports. Dabei werden für den Parsevorgang
die Namen der Runnables aus der ARXML genutzt. Das heißt, Funktionen, deren Namen
nicht in der ARXML hinterlegt sind, werden nicht beachtet.
Anschließend werden die gefundenen Runnables und die dazugehörigen Ports verglichen.
Wenn bei diesem Vergleich Unterschiede zu Tage treten, wird, je nach gewähltem Fehlerlevel,
eine Warnung bzw. ein Fehler ausgegeben und dieser im Analysereport hinterlegt.
Notwendige Daten 
sammeln







Abbildung 4.2: Ablaufdiagramm der Analyse der Plausibilität einer Applikation
Tabelle 4.5: Notwendige Daten für die Plausibilitätsprüfung der Applikation
Notwendige Daten Beschreibung Produktspezifisch
system.arxml Systembeschreibung der Appli-
kation
nein
Quellcode Applikation Quellcode der Runnables nein
Analyse offener Ports
Die Analyse auf offene Ports prüft, ob alle Ports einer Applikation verbunden sind.
In Abbildung 4.3 ist der Ablauf dieser Analyse zu sehen. Für diese Analyse ist nur die ARXML-
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Datei notwendig, die nach der Übergabe an die Analyse geparst wird. Dabei werden neben
den Informationen aus den Elementen, die in 4.1.1 beschrieben wurden, noch weitere Daten
benötigt. Dafür gibt es die Connector-Elemente, welche die entsprechenden Informationen
enthalten, welche Ports miteinander verbunden sind. Dabei wird zunächst geprüft, welche
Art des Ports vorliegt und welche Art von Interface genutzt wird. Anschließend können dann
alle gefunden Ports mit denen, die in den Connector-Elementen gefunden wurden, verglichen
werden. Dabei wird auch beachtet, wenn Ports extern definiert sind, also z. B. Signale über
eine Kommunikationsschnittstelle erhalten. Falls nun noch Ports gefunden werden, welche
ohne Verbindung sind, wird dies im Analysereport hinterlegt.
Notwendige Daten 
sammeln
Start der Analyse ARXML parsen





Abbildung 4.3: Ablaufdiagramm der Analyse der Portverbindungen
Tabelle 4.6: Notwendige Daten für Analyse der offenen Ports
Notwendige Daten Beschreibung Produktspezifisch
system.arxml Systembeschreibung der Appli-




Diese Analyse prüft in einem angegebenen Ordner, der den Quellcode der Runnables enthält,
ob es darin eine Runnable-Definition gibt, die leer, und damit ohne Funktion ist. Dabei wird
angenommen, dass eine Runnable dann leer ist, wenn sie nur leere Zeilen oder Kommentare
enthält. Es wird also nicht geprüft, ob sich leere for- oder while-Schleifen darin befinden.
Abbildung 4.4 zeigt den Ablauf dieser Analyse. Zunächst müssen wieder die notwendigen
Daten gesammelt werden. Dazu gehört auch die ARXML, da sich in ihr die Namen der
Runnables befinden. Nachdem diese aus der Datei extrahiert wurden, kann der eigentliche
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Quellcode geparst werden. Falls leere Runnables gefunden werden, wird dies im Analyse-
report hinterlegt. Um die Definitionen der Runnables im Quellcode zu finden, werden die
Namen der Runnables aus der ARXML genutzt und in den Quellcodedateien dann Funkti-
onsdefinitionen mit entsprechendem Namen gesucht. Wenn die entsprechende Definition
gefunden wurde, wird geprüft, ob sich in dieser nur leere Zeilen oder Kommentarzeilen
befinden. Wenn diese Eigenschaft erfüllt wird, wird eine Runnable als leer angesehen.
Notwendige Daten 
sammeln
Start der Analyse ARXML parsen
Quellcode der 
Runnables parsen




Abbildung 4.4: Ablaufdiagramm der Analyse auf leere Runnables
Tabelle 4.7: Notwendige Daten für Analyse auf leere Runnables
Notwendige Daten Beschreibung Produktspezifisch




Quellcode Applikation Quellcode der Runnables nein
Analyse genutzte Datentypen
Diese Analyse prüft, ob die in den Runnables genutzten Datentypen auch in der Systembe-
schreibung definiert sind.
In Abbildung 4.5 ist der Ablauf dieser Analyse zu sehen. Zunächst müssen die nötigen
Daten gesammelt werden. Das ist in diesem Fall die Systembeschreibung in Form einer
ARXML-Datei und der Quellcode der Runnables. Anschließend können die in der ARXML
definierten Datentypen ausgelesen werden. Dabei werden die Daten ausgewertet, die in
den Definitionen der Interfaces vorliegen. Jedes dieser Interfaces hat eine gewisse Anzahl
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an Datenelementen, welche auf einen entsprechenden Basistyp zurückgeführt werden. An-
schließend wird der Quellcode der Runnables geparst. Dieser Vorgang erzeugt eine Liste
mit den genutzten Basistypen im Quellcode. Daraufhin werden die extrahierten Daten aus
ARXML und dem Runnable-Quellcode verglichen. Wenn Datentypen genutzt werden, die
nicht definiert wurden, wird dies im Analysereport vermerkt.
Notwendige Daten 
sammeln
Start der Analyse ARXML parsen Runnables parsen
VergleichAnalysereportEnde der Analyse
Abbildung 4.5: Ablaufdiagramm der Analyse der genutzten Datentypen in der Applikation
Tabelle 4.8: Notwendige Daten für Analyse der genutzten Datentypen in einer Applikation
Notwendige Daten Beschreibung Produktspezifisch
system.arxml Systembeschreibung der Appli-
kation
nein
Quellcode Applikation Quellcode der Runnables nein
Statische Analyse Runnables
Dieses Verfahren führt eine statische Analyse auf den Quellcode der Runnables aus. Dabei
wird hier auch auf externe Werkzeuge, wie Compiler oder vorhandene Analysewerkzeuge
zurückgegriffen, und deren Ergebnisse in einem gemeinsamen Analysereport vereint. Dabei
ist zu beachten, dass die externen Werkzeuge eine auswertbare Ausgabe, entweder in Form
einer Konsolenausgabe, oder aber eines eigenen Analysereports haben, der automatisiert
ausgelesen werden kann.
In Abbildung 4.6 ist der prinzipielle Ablauf dieser Analyse zu sehen. Zunächst müssen
wieder die notwendigen Daten gesammelt werde. Dies ist in diesem Fall der Quellcode der
Runnables. Anschließend werden zunächst alle externen Analysewerkzeuge ausgeführt und
deren Ausgabe in den Analysereport überführt. Wenn die Ausführung dieser Werkzeuge
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Abbildung 4.6: Ablaufdiagramm der statischen Analyse der Runnables
Tabelle 4.9: Notwendige Daten für die statische Analyse der Runnables
Notwendige Daten Beschreibung Produktspezifisch
Quellcode Applikation Quellcode der Runnables nein
4.1.2 Analysen der RTE
Nachfolgend werden die Analysen für die RTE vorgestellt. Hier können Analysen zum größten
Teil auf den generierten Artefakten der RTE durchgeführt werden. Dies sind zum großen Teil
C- und Header-Dateien. Da jeder RTE-Generator unterschiedlich arbeitet, ist hier eine hohe
Abhängigkeit zu den Softwarelieferanten gegeben. Weiterhin ist auch eine Abhängigkeit
gegenüber der genutzten AUTOSAR-Version gegeben, da sich hier Anforderungen an die RTE
ändern können. Das bedeutet, wenn generierte RTE-Artefakte von anderen Generatoren oder
anderen AUTOSAR-Versionen getestet werden sollen, die jeweiligen Analysen angepasst
werden müssen.
Analyse Dateivollza¨hligkeit RTE
Diese Analyse prüft, ob alle notwendigen Dateien für die jeweilige RTE vorhanden sind. Dabei
wird auf Informationen aus der Datenbank, siehe dazu Abschnitt 3.3.2, zurückgegriffen. Darin
sind Informationen darüber gespeichert, welche Dateien für eine spezielle AUTOSAR-Version
in einer RTE vorhanden sein müssen.
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In Abbildung 4.7 ist der Ablauf dieser Analyse dargestellt. Zunächst müssen alle notwendigen
Daten gesammelt werden. Dazu zählt zum einen der Ordner, in dem sich die Dateien der
RTE befinden. Weiterhin wird die AUTOSAR-Moduldatenbank benötigt. In dieser befinden
sich für jede AUTOSAR-Version die Namen der notwendigen Dateien für eine korrekte RTE.
Nachdem diese Daten vorliegen, werden zunächst die vorhandenen Dateinamen eingelesen
und diese in einer Liste abgelegt. Anschließend wird eine Datenbankabfrage gestartet, welche
eine Liste mit den notwendigen Dateien zurückliefert. Daraufhin können die beiden Listen











Abbildung 4.7: Ablaufdiagramm der Analyse der Dateivollzähligkeit der RTE
Tabelle 4.10: Notwendige Daten für Analyse der Vollzähligkeit der Dateien der RTE
Notwendige Daten Beschreibung Produktspezifisch
Datenbank Informationen über obligatori-
sche Dateien einer RTE
nein
Quellcode RTE Quellcode der RTE nein
Analyse Taskmapping
Diese Analyse prüft das Taskmapping innerhalb der RTE. Hierbei wird geprüft, ob die Tasks,
auf die die Runnables gemappt werden, in der RTE auch definiert sind. Hier können zum
Beispiel dann Fehler auftreten, wenn die RTE einfach ohne Anpassungen ausgetauscht wird.
Dabei müssen bei dieser Analyse Anpassungen für jeden RTE-Generator gemacht werden,
da je nachdem, welcher zum Einsatz kam, sich das Mapping der Tasks unterscheidet.










Abbildung 4.8: Ablaufdiagramm der Analyse des Taskmapping in der RTE
Tabelle 4.11: Notwendige Daten für Analyse auf leere Runnables
Notwendige Daten Beschreibung Produktspezifisch
Quellcode RTE Quellcode der RTE Ja
4.1.3 Analysen der Basissoftware
Nachfolgend werden die Analysen für die Basissoftware vorgestellt. Bei diesen Analysen
besteht eine Abhängigkeit zu dem jeweiligen Basissoftwarelieferanten als auch dem Liefe-
ranten der Konfigurationssoftware für die Basissoftware. Entscheidend ist hier vor allem
die Lesbarkeit der Konfigurationsdateien und dem Quellcode der Basissoftware-Module.
Weiterhin sind die Analysen auch abhängig von der jeweiligen AUTOSAR-Version. Dies
bedeutet, wenn Basissoftware von neuen Lieferanten oder neuen AUTOSAR-Versionen
getestet werden soll, müssen die jeweiligen Analysen angepasst bzw. erweitert werden.
Analyse Dateivollza¨hligkeit Basissoftware
Diese Analyse prüft, ob alle notwendigen Dateien in der Basissoftware vorliegen und ob alle
obligatorischen Module vorhanden sind. Hier kann es zu Fehlern kommen, wenn einzelne
Module ausgetauscht werden und dabei z. B. Dateien vergessen werden.
Abbildung 4.9 zeigt den Ablauf dieser Analyse. Zunächst müssen alle notwendigen Daten
gesammelt werden, was in diesem Fall die Moduldatenbank, siehe dazu Abschnitt 3.3.2, und
das Verzeichnis mit den Modulkonfigurationen ist. Anschließend wird die Konfiguration der
Module geparst und eine Liste mit allen vorhandenen Modulkonfigurationen erstellt. Daraus
lässt sich ableiten, welche Module genutzt werden. Daraufhin kann einen Datenbankabfrage
gestartet werden, um eine Liste mit allen notwendigen Modulen zu erhalten. Dabei sind zwei
Fälle zu unterscheiden. Zum einen gibt es Module, die immer benötigt werden, um überhaupt
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eine lauffähige ECU zu erhalten. Diese sind in der Datenbank mit einem entsprechenden
Eintrag markiert. Weiterhin bestehen zwischen den Modulen auch gewisse Abhängigkeiten.
Das heißt, wenn ein Modul vorhanden ist, müssen auch gewissen andere Module vorhanden
sein. Auch diese Abhängigkeiten sind in der Datenbank vorhanden. Wenn nun beide Listen
vorhanden sind, können diese verglichen werden. Wenn diese voneinander abweichen, wird











Abbildung 4.9: Ablaufdiagramm der Analyse der Dateivollzähligkeit der Basissoftware
Tabelle 4.12: Notwendige Daten für Analyse der Vollzähligkeit der Dateien der RTE
Notwendige Daten Beschreibung Produktspezifisch
Datenbank
Informationen über obligatori-
sche Module einer Basissoftwa-







4.1.4 Analysen zwischen den Schichten
In den folgenden Abschnitten werden Analysen beschrieben, welche mehrere Schichten
betrachten.
Analyse illegaler Aufrufe in den Runnables
Diese Analyse prüft im Quellcode der Runnables, ob sich darin illegale Funktionsaufrufe
befinden. Als illegale Aufrufe werden zum einen direkte Aufrufe anderer Runnables angese-
hen, als auch die Nutzung von RTE-Schnittstellen, auf die die Runnable nicht zugreifen darf.
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Weiterhin werden Aufrufe in die Basissoftware erkannt, falls diese nicht erlaubt sind. Dafür
werden auch Informationen aus der AUTOSAR-Moduldatenbank, siehe dazu Abschnitt 3.3.2,
genutzt. Für jeden Aufruftyp kann zum Start der Analyse angegeben werden, welchem
Fehlerlevel dieser entsprechen soll. Dementsprechend werden gefundene Aufrufe dann mit
einer entsprechenden Meldung im Analysereport hinterlegt.
Abbildung 4.10 zeigt den Ablauf dieser Analyse. Zunächst müssen alle notwendigen Daten
gesammelt werden. Dazu zählt die Systembeschreibung in Form einer ARXML, um alle
vorhandenen Runnable-Namen auslesen zu können. Weiterhin wird die Moduldatenbank
benötigt, um die nötigen Informationen zu den Basissoftwareschnittstellen zu erhalten. Nach
dem Sammeln der Daten werden zunächst die Namen aller Runnables aus der ARXML
ausgelesen. Anschließend werden aus der Datenbank alle Schnittstellen abgefragt, die für die
betrachtete AUTOSAR-Version nicht aus der Applikationsschicht aufgerufen werden dürfen.
Nachdem diese Daten vorliegen, können die Runnables geparst werden. Nach diesem Schritt
liegt eine Liste mit den gefundenen Funktionsaufrufen vor. Diese kann nun mit den vorher
gesammelten Daten abgeglichen werden. Anschließend werden alle gefundenen Ereignisse












Parse RunnablesAnalysereportEnde der Analyse
Abbildung 4.10: Ablaufdiagramm der Analyse auf illegale Funktionsaufrufe
Tabelle 4.13: Notwendige Daten für Analyse von illegalen Funktionsaufrufen aus den
Runnables
Notwendige Daten Beschreibung Produktspezifisch
system.arxml
Systembeschreibung der Appli-
kation; Namen der Runnables
auslesen
nein
Quellcode Applikation Quellcode der Runnables nein
Datenbank
Informationen über Schnittstel-




Die hier beschriebene Analyse prüft, ob eine gegebene RTE zu einer vorhandenen Applikation
passt. Hierzu werden Informationen aus der Systembeschreibung und dem Quellcode der
Applikation und dem Quellcode der RTE verglichen.
In Abbildung 4.11 ist der Ablauf dieser Analyse zu sehen. Zunächst müssen wieder alle
notwendigen Daten gesammelt werden. Das ist in diesem Fall die Systembeschreibung der
Applikation in Form einer ARXML-Datei, dem Quellcode der Runnables, sowie der Quellcode
der RTE. Anschließend werden aus der ARXML die Namen der Runnables geparst, um sie
im folgenden Schritt bei der Analyse des Runnable-Quellcodes nutzen zu können. In diesem
werden dann alle RTE-Aufrufe ausgelesen und zusammen mit dem Namen der Runnable, in
der dieser Aufruf stattfand, in einer Datenstruktur abgelegt. Daraufhin wird der Quellcode
der RTE nach den Definitionen der entsprechenden Schnittstellenaufrufe durchsucht. Dazu
werden in einem vorgelagerten Schritt die Namen der Schnittstellenaufrufe rekonstruiert,
da diese einem definierten Namensschema folgen, welches in der AUTOSAR-Spezifikation
beschrieben wird [10, S. 167f]. Nachdem diese Daten vorliegen kann die Analyse des RTE-
Quellcodes durchgeführt werden. Anschließend werden die gefundenen mit den genutzten













Abbildung 4.11: Ablaufdiagramm der Analyse der Plausibilität der RTE
Tabelle 4.14: Notwendige Daten für die Plausibilitätsprüfung der RTE
Notwendige Daten Beschreibung Produktspezifisch
system.arxml
Systembeschreibung der Appli-
kation; Namen der Runnables
auslesen
nein
Quellcode Applikation Quellcode der Runnables nein




Diese Analyse prüft, ob aus der RTE die entsprechenden Basissoftwareschnittstellen korrekt
aufgerufen werden. Dazu wird ein Abgleich der gefundenen Aufrufe mit den in der Datenbank
hinterlegten Aufrufen durchgeführt. Weiterhin wird geprüft, ob die entsprechenden
In Abbildung 4.12 ist der Ablauf dieser Analyse dargestellt. Zunächst müssen die notwendigen
Daten gesammelt werden. Dies sind die Quellcodedateien der RTE. Weiterhin wird die
Moduldatenbank, siehe dazu Abschnitt 3.3.2, benötigt. Anschließend wird zunächst die
RTE nach Aufrufen in die Basissoftware durchsucht. Diese Aufrufe werden in einer Liste
gespeichert. Daraufhin wird eine Anfrage an die Datenbank gestartet und die entsprechenden
Aufrufe in einer Liste gespeichert. Als nächster Schritt werden die gewonnenen Daten









Abbildung 4.12: Ablaufdiagramm der Analyse der Schnittstellenaufrufe in der RTE
Tabelle 4.15: Notwendige Daten für die Plausibilitätsprüfung der RTE
Notwendige Daten Beschreibung Produktspezifisch
Datenbank
Informationen über die Schnitt-
stellen der Basissoftwaremodule nein
Quellcode RTE Quellcode der RTE ja
Analyse Taskmapping Basissoftware
Diese Analyse prüft, ob die in der RTE definierten Tasks auch in der Konfiguration des
Betriebssystems in der Basissoftware beachtet werden.
In Abbildung 4.13 ist der Ablauf dieser Analyse zu sehen. Nachdem die notwendigen Daten
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gesammelt wurden, in diesem Fall der Quellcode der RTE und die Konfigurationsdaten des
Betriebssystems können diese analysiert werden. Dabei werden zunächst aus der RTE alle
genutzten Tasks ausgelesen. Anschließend werden aus der Konfiguration die angelegten
Tasks ausgelesen. Wenn dies abgeschlossen ist, werden die gefundenen Daten verglichen.




Genutzte Tasks in 
RTE parsen




Abbildung 4.13: Ablaufdiagramm der Analyse des Taskmapping in der Basissoftware
Tabelle 4.16: Notwendige Daten für die Plausibilitätsprüfung der RTE
Notwendige Daten Beschreibung Produktspezifisch





Analyse illegale Aufrufe im Complex Device Driver
Diese Analyse prüft, ob aus dem Complex Device Driver illegale Aufrufe in die Basissoftware
stattfinden. Dabei werden Informationen aus der Moduldatenbank, siehe Abschnitt 3.3.2,
verwertet. In der Datenbank ist für die jeweilige AUTOSAR-Version abgespeichert, welche
Basissoftwaremodule aus dem Complex Device Driver (CDD) heraus aufgerufen werden
dürfen.
In Abbildung 4.14 ist der Ablauf dieser Analyse zu sehen. Zunächst müssen die notwendigen
Daten gesammelt werden. Dazu gehört der Quellcode des CDD und die Moduldatenbank.
Wenn diese Daten vorliegen, können aus der Datenbank die Informationen zu den Basissoft-
waremodulen abgefragt werden. Anschließend wird der Quellcode des CDD geparst und
nach Aufrufen in die Basissoftware durchsucht. Wenn dies abgeschlossen ist, werden die
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gefundenen Aufrufe mit den Informationen aus der Datenbank abgeglichen. Wenn hierbei









Abbildung 4.14: Ablaufdiagramm der Analyse auf illegale Funktionsaufrufe im CDD
Tabelle 4.17: Notwendige Daten für die Plausibilitätsprüfung der RTE
Notwendige Daten Beschreibung Produktspezifisch
system.arxml
Systembeschreibung der Appli-
kation; Namen der Runnables
auslesen
nein
Quellcode Applikation Quellcode der Runnables nein
Quellcode RTE Quellcode der RTE ja
4.2 Fehlerkategorien
Ein weiteres Ziel dieser Arbeit war es, verschiedene Fehlerkategorien einzuführen. So soll es
duch die Konfiguration einer Analyse, bevor diese gestartet wird, möglich sein, die Auffäl-
ligkeiten, die eine Analyse entdeckt, unterschiedlich werten zu können. Dadurch entsteht
die Möglichkeit, bei mehrfachen Durchläufen der Analysen auf ein Projekt immer strengere
Kriterien anzuwenden. So könnte z. B. ein Durchlauf am Ende jedes entdeckte Ereignis als
Fehler werten.
Eine erste grobe Einteilung kann dabei zunächst in Information, Warnung und Fehler erfolgen.
Bei dieser Einteilung würden im abschließenden Analysereport nur die Fehler festgehalten
werden. Es bietet sich zum Teil an, auch die Fehler selbst noch einmal zu unterscheiden.
So führen manche Fehler nicht direkt zu fehlerhaftem Verhalten. Gerade, wenn es um eine
Verletzung der AUTOSAR-Spezifikation geht, muss das nicht zwingend zu Laufzeitfeh-
ler führen. Daher ist es sinnvoll, für solche Fälle eine extra Kategorie einzuführen, den
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Spezifikations-Fehler. Dem gegenüber gibt es Fehler, die mit hoher Wahrscheinlichkeit zu
fehlerhaftem Verhalten zur Laufzeit führen bzw. führen können. So können z. B. Runnables
ohne Funktion oder Endlosschleifen leicht zu einem fehlerhaften Verhalten führen. Hier bietet
es sich an einen Funktionalen Fehler zu melden. Die letzte hier vorgestellte Kategorie sind
dann Fehler, die schon ein Kompilieren des Projektes verhindern. Dazu zählt zum Beispiel,
wenn die Schichten nicht zueinander passen oder in der RTE oder Basissoftware wichtige
Dateien fehlen. Diese Fehler würden dann als Projektfehler gemeldet werden.
Tabelle 4.18: Übersicht über die Fehlerkategorien
Kategorie Beschreibung
Information Hinweis
Warnung Hinweis auf eine mögliche kritische Stelle
Fehler fehlerhafte Stelle entdeckt
Spezifikations-Fehler Fehler, der gegen die AUTOSAR-Spezifikation verstößt
Funktionaler Fehler Fehler, der sich auf die Funktionalität auswirkt
Projektfehler
Fehler im Projekt, z. B. fehlende Dateien; Kompilieren nicht
möglich
4.3 Statistiken
Während eine Analyse durchgeführt wird, können verschiedene statistische Daten gesammelt
werden. Dies ist auch ein Ziel dieser Arbeit. Durch das Sammeln dieser Daten können
z. B. verschiedene Versionen eines Projektes miteinander verglichen werden. Weiterhin erhält
man eine Messgröße über die Aussagekraft der Analysen. So kann dann z. B. angegeben
werden, wie viel Prozent des Quellcodes von einer Analyse betrachtet wurde.
Bei den in dieser Arbeit vorgestellten Analysen gibt es verschiedene Quellen für solche
statistische Daten. Bei Analysen, die direkt Quellcode untersuchen, können dann Daten
darüber gesammelt werden, wie viele Zeilen Code es gibt, wie viele Kommentarzeilen, wie
viele Leerzeilen und wie viele dieser Zeilen von der Analyse geprüft wurden. Weiterhin
können noch Daten darüber gesammelt werden wie viele Dateien in einem Verzeichnis
vorhanden sind und wie viele davon überprüft wurden.
Weiterhin erfolgte eine Unterteilung der Statistik in drei Komponenten:
Zunächst eine Statistik über das Modul an sich, in der Daten darüber enthalten sind, wie
viele Dateien geprüft wurden und wie viele insgesamt vorhanden sind. Weiterhin enthält
sie die Gesamtanzahl an Zeilen, die geprüft oder die betrachtet wurden. Dabei liegt hier die
Unterscheidung dabei, dass geprüfte Zeilen auf ein für die Analyse interessantes Merkmal
41
4 Konzept
geprüft wurden, während betrachtete Zeilen alle eingelesenen Zeilen beinhaltet. Also auch
Kommentare oder leere Zeilen, die schon vor einer Prüfung aussortiert wurden. Darüber
hinaus enthält dieser Teil der Statistik noch die Angabe darüber, wie lang das Modul für die
Analyse benötigt hat und wie viele Auffälligkeiten bzw. Fehler aufgetreten sind.
Die nächste Komponente der Statistik enthält Daten zu den einzelnen geprüften Dateien. Das
heißt, für jede Datei wird angegeben, wie viele Zeilen sie enthält, wie viele davon betrachtet
oder geprüft wurden, wie viele davon Kommentare sind oder leer. Weiterhin wird die Anzahl
an Auffälligkeiten bzw. Fehlern dargestellt.
Die dritte Komponente der Statistik ist eine detailliertere Darstellung der Daten für die
einzelnen Dateien. Dabei wird hier für jede Zeile des betrachteten Dokuments angegeben,
ob diese Zeile geprüft wurde, ob sie ein Ereignis ausgelöst hat oder ob sie leer oder ein
Kommentar ist.
Tabelle 4.19: Übersicht über die gesammelten Statistiken
Statistik Beschreibung
Modulstatistik
Statistikinformationen über das aktuelle Analy-
semodul
Allgemeine Dateistatistiken
Statistiken über alle Dateien, die vom aktuellen
Modul betrachtet wurden
Spezifische Dateistatistiken Statistiken zu jeder einzelnen Datei
Tabelle 4.20: Übersicht über die Modulstatistiken
Statistik Beschreibung
Anzahl Dateien Anzahl aller Dateien, die gefunden wurden
Anzahl geprüfte Dateien Anzahl der Dateien, die geprüft wurden
Anzahl Zeilen Anzahl aller gefundenen Zeilen
Anzahl geprüfte Zeilen Anzahl der geprüften Zeilen
Analysezeit Dauer der Analyse
Tabelle 4.21: Übersicht über die allgemeinen Dateistatistiken
Statistik Beschreibung
Dateiname Name der Datei
Anzahl Zeilen Anzahl aller Dateien, die gefunden wurden
Anzahl betrachtete Zeilen Anzahl der Zeilen, die betrachtet wurden
Anzahl geprüfte Zeilen
Anzahl der Zeilen, die auf ein bestimmtes Merk-
mal geprüft wurden
Anzahl Kommentarzeilen Anzahl der Zeilen, die Kommentare sind
Anzahl leere Zeilen Anzahl der Zeilen, die leer sind
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Tabelle 4.22: Übersicht über die spezifischen Dateistatistiken
Statistik Beschreibung
Zeilennummer Nummer der aktuellen Zeile
Geprüfte Zeile Wurde die aktuelle Zeile geprüft?
Ereignis aufgetreten
Ist auf der aktuellen Zeile ein Ergeignis - Hin-
weis, Warnung, Fehler - aufgetreten?
Kommentarzeile Ist die aktuelle Zeile eine Kommentarzeile?
Leere Zeile Ist die aktuelle Zeile eine leere Zeile?
4.4 Korrekturvorschla¨ge
Ein Ziel dieser Arbeit ist, dass bei den Analysen die Möglichkeit bestehen soll, erkannte Fehler
zu korrigieren bzw. Vorschläge für eine mögliche Korrektur zu machen. Es ist allerdings
nicht bei jeder Analyse möglich, Korrekturen durchzuführen oder vorzuschlagen, da die
gewünschte Semantik des untersuchten Programmes nicht bekannt ist. Einfache Syntaxfehler,
wie z. B. fehlende Semikolons, können allerdings automatisch korrigiert werden.
Wenn solche Korrekturen durchgeführt werden, können natürlich Abhängigkeiten zwischen
den Analysen entstehen bzw. kann eine Korrektur dazu führen, dass eine andere Analyse
einen neuen Fehler entdeckt. Für diesen Fall gibt es unterschiedliche Lösungsansätze. Der
trivialste ist, alle Analysen so lang durchzuführen, bis keine Fehler bzw. Korrekturvorschläge
auftreten. Bei dieser Variante kann es aber schnell zu Schleifen kommen, die dann vom
Benutzer aufgelöst werden müssen.
Eine weitere Möglichkeit ist es, einen Abhängigkeitsgraphen zwischen den einzelnen Ana-
lysen und ihren Korrekturen aufzubauen, und dann je nach Korrektur nur Analysen aus-
zuführen, die in Abhängigkeit dazu stehen. Allerdings stellt sich die Frage, bis zu welcher
Abhängigkeitstiefe dem Graph dann gefolgt wird. Denn eine zur aktuellen Korrektur ab-
hängige Analyse kann wieder eine neue Korrektur erzeugen. Dies müsste dann auch vom
Benutzer entschieden werden.
Eine weitere vorstellbare Vorgehensweise wäre, zunächst einen Durchlauf aller gewählter
Analysen durchzuführen und dabei im ersten Durchlauf auf Korrekturen zu verzichten. In
einem zweiten Analysedurchlauf werden nun die vorgeschlagenen Korrekturen angewendet.
Dabei werden die vorgenommenen Änderungen gemerkt. Anschließend wird ein weiterer
Durchlauf mit den gleichen Analysen durchgeführt, allerdings ohne dabei Korrekturen
durchzuführen. Am Ende dieses dritten Durchlaufs können die Analysereporte verglichen
und mit den gemerkten Änderungen abgeglichen werden. So kann festgestellt werden, ob
die Korrekturen zu weniger Fehlern führen oder nicht.
Da die Analysen aber, wie in der Aufgabenstellung beschrieben, in ein Framework einge-
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Abbildung 4.15: Lösungsstrategien für das auflösen von Abhängigkeiten, die durch Korrek-
turvorschläge entstehen können
4.5 Zusammenfassung
In diesem Kapitel wurde das Konzept der Arbeit im Detail vorgestellt. Dabei wurden zunächst
die verschiedenen konzipierten Analysen erläutert und dahingehend eingeteilt, welche
Schicht eines AUTOSAR-Projektes sie testen. Dafür wurde eine Unterteilung in Analysen
für die Applikationsschicht, Analysen für die RTE, Analysen für die Basissoftware und
schließlich Analysen zwischen den Schichten vorgenommen. Weiterhin wurden verschiedene
Fehlerkategorien beschrieben, in die die Auffälligkeiten, die die einzelnen Analysen entdecken,
eingeordnet werden. Dabei können diese zum Teil mit der Konfiguration der Analyse, bei
deren Start, angepasst werden. Folgend wurde beschrieben, welche Daten für eine Statistik
erhoben werden können. Abschließend wurden die Korrekturvorschläge beschrieben und




Das folgende Kapitel beschreibt die Implementation der Analysemodule. Dabei wird in 5.1
genauer darauf eingegangen, wie die Module implementiert wurden. Der generelle Aufbau
eines Moduls wird in 5.2.1 dargestellt. Danach wird in Abschnitt 5.2.2 zunächst der Aufbau
und Ablauf des ARXML-Parsers genauer beschrieben. Daraufhin wird in 5.2.3 der Parser
für den Quellcode erläutert. Der Abschnitt 5.3 beschreibt den Analysereport im Detail. In
Abschnitt 5.4 wird der Ablauf der Statistikausgabe gezeigt. Abschließend wird in 5.5 erläutert,
wie die Korrekturvorschläge erzeugt werden.
5.1 Eingliederung in ASTAS
Wie in der Aufgabenstellung dargestellt, sollen die Analysen in ein vorhandenes Framework
- ASTAS - eingebunden werden. Dieses bildet eine Testumgebung und ist in der Lage
verschiedene Tests anzubinden. Dabei werden diese als Module eingebunden. So kann
der Tester verschieden umfangreiche Tests kreieren. Siehe dazu auch Abschnitt 3.3.1. In
Abbildung 5.1 ist die grobe Struktur dieser Testumgebung dargestellt. Es ist zu erkennen,
dass das Framework verschiedene Tests als Module anbindet. Dazu wird eine sogenannte
Shared-Komponente genutzt [23, Kap. 4].
Nachfolgend wird beschrieben, wie die im Rahmen dieser Arbeit konzipierten Analysen in
diese Testumgebung eingebunden werden.
Analysemodul
Wie erwähnt, bindet die Testumgebung ASTAS die verschiedenen Tests als Module ein. Um
nun dem Tester eine möglichst große Flexibilität zu ermöglichen, wurde der Entschluss
gefasst, jede Analyse als eigenständiges Modul zu implementieren. Dadurch ist es möglich,
unterschiedlich mächtige Testabfolgen zu erstellen und auch nur Teile eines Projektes zu
analysieren.
In Abbildung 5.2 ist zu sehen, wie sich ein Analysemodul in die ASTAS-Testumgebung









Abbildung 5.1: Die grobe Struktur der ASTAS-Testumgebung Vgl. [23, S. 32]
und ihm übergeben. Anschließend wird das Modul ausgeführt und liefert einen Testreport,
eine Teststatistik, und, je nach Modul, Korrekturvorschläge zurück. Für den Fall, dass
ein Modul auf die Moduldatenbank, siehe dazu Abschnitt 3.3.2, zugreifen will, hält die
Testumgebung eine Instanz dieser Datenbank. Ebenso werden Verweise auf alle Dateien, die
einem Test unterzogen werden sollen, von ASTAS gehalten.













Abbildung 5.2: Eingliederung der statischen Analyse in die ASTAS Testumgebung
wird. Zunächst wird der Konstruktor der ASTAS_TNG_Wrapper-Klasse aufgerufen. Diese
Klasse dient als Übersetzer zwischen der Analyse und der Testumgebung. Nach dem Aufruf
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des Konstruktors ist das Modul initialisiert und liefert Metadaten, welche in Tabelle 5.1
aufgeführt sind, die Anforderungen des Moduls, welche in Tabelle 5.2 beschrieben werden,
und die Leistungsmerkmale, welche in Tabelle 5.3 beschrieben werden, zurück. Wenn die
Analyse ausgeführt werden soll, muss die Funktion Run aufgerufen werden. Diese ist durch
die Testumgebung vorgegeben. Dieser Methode müssen Eingabewerte in Form einer Instanz
von TesterInput übergeben werden. Der Inhalt dieses Datentypes ist in Tabelle 5.4 aufgeführt.







Abbildung 5.3: Sequenzdiagramm für den Aufruf eines Analysemoduls aus der ASTAS-
Testumgebung
Tabelle 5.1: Metadaten der Module
Feld Datentyp Beschreibung
Autor string Der Autor des Moduls
Datum string Datum, an dem das Modul erstellt wurde
Titel string Titel des Moduls
Beschreibung string Kurzbeschreibung des Moduls
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Angabe, ob das Modul die Datenbank benötigt







Angabe, welche AUTOSAR-Versionen von ei-











Angabe, ob Korrekturvorschläge unterstützt
werden
Modultyp ModuleTypes
Angabe darüber, welche Schicht von dem Modul
getestet wird
5.2 Umsetzung des Analysemoduls
In den folgenden Abschnitten wird beschrieben, wie sich ein Analysemodul aufbaut. Da-
bei wird in 5.2.1 zunächst der generelle Aufbau beschrieben. Anschließend wird in 5.2.2
der ARXML-Parser genauer vorgestellt. Danach wird in 5.2.3 die Implementierung des
Quellcodeparsers beleuchtet.
5.2.1 Genereller Aufbau
In Abbildung 5.4 ist der generelle Aufbau eines jeden Analyse-Moduls zu sehen. Jedes
Modul besitzt eine Hauptkomponente, in der Abbildung als Main dargestellt. Diese dient
der Verwaltung des Moduls und der Zusammenführung aller Daten. Weiterhin besitzt jede
Analyse spezifische Datentypen, die in separaten Komponenten ausgelagert sind, hier als
Datatypes bezeichnet. Zusätzlich kann jedes Modul auch ohne die Testumgebung ausgeführt
werden. Dafür steht eine separate Komponente zur Verfügung, die die Eingabe und Ausgabe
für das Modul realisiert, hier als Input/Output bezeichnet. Für die Einbindung der Analyse in
das ASTAS-Framework ist die ASTAS-TNG-Wrapper-Komponente zuständig. Diese bereitet
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SQLiteConnection Ein Verweis auf die aktuelle Datenbankinstanz
ARXML Pfad string
Pfad zu der passenden ARXML für das aktuelle
Projekt
Projektpfad string Pfad zum aktuellen AUTOSAR-Projekt
Pfad Runna-
bles
string Pfad zu den Runnables
Pfad RTE string Pfad zur RTE
Pfad Basissoft-
ware
string Pfad zur Basissoftware
Pfad CDD string Pfad für einen etwaigen Complex Device Driver
die Daten, die aus dem aktuellen Analyse-Modul kommen so auf, dass sie für die Schnitt-
stelle zur Testumgebung passend sind. Weiterhin werden in dieser Komponente auch alle
Vorbereitungen getroffen, so dass das Modul aus dem Framework heraus aufgerufen und
gestartet werden kann.
Wenn eine Analyse die Moduldatenbank benötigt, wird diese über eine Datenbank-Komponente
angebunden. Diese stellt Funktionen zur Verfügung, um bestimmte Daten aus der Datenbank
auszulesen.
Die eigentliche Analyse findet in der Analyse-Komponente statt. Diese unterscheidet sich von
Modul zu Modul. Je nach Funktionsweise der Analyse benötigt diese einen C-Parser, einen
ARXML-Parser oder einen Verzeichnis-Parser bzw. eine Kombination dieser drei Parser. Der
C-Parser wird in Abschnitt 5.2.3 näher beschrieben. Details über den ARXML-Parser lassen
sich in Abschnitt 5.2.2 finden. Der Verzeichnis-Parser liefert eine Liste von Dateinamen in
einem bestimmten Verzeichnis zurück und bedarf keiner näheren Erläuterung, da er nur auf
vorhandene Funktionen des .NET-Frameworks setzt.
5.2.2 ARXML Parser
Der ARXML-Parser liest aus einer gegebenen ARXML notwendige Daten für die Analysen
aus und speichert diese in entsprechenden Datenstrukturen, die dann von dem jeweiligen
Modul genutzt werden können. Da eine ARXML-Datei dem Extensible Markup Language
(XML)-Format entspricht, kann hier auf übliche Verfahren zum Auslesen von diesen Dateien
zurückgegriffen werden. In diesem Fall wird auf LINQ-To-XML zurück gegriffen, welches
durch das .NET-Framework zur Verfügung gestellt wird [28].
















Abbildung 5.4: Der generelle Aufbau eines Analysemoduls
liefert. Der Rückgabedatentyp - ArxmlAnalyserReturnData - enthält drei Listen mit weiteren
Daten.
Die erste Liste enthält Informationen über die Softwarekomponenten. Dieser Datentyp trägt
die Bezeichnung ARSoftwareComponent. Dieser enthält neben dem Namen der Software-
komponente noch jeweils eine Liste mit den Runnables und den Ports dieser Komponente.
Die Daten für die Ports werden in der Klasse SwcPort abgelegt. Die enthält zunächst die
Information darüber, um welchen Porttyp es sich handelt. Weiterhin wird der Name des
Ports und der Name des Datenelements des Ports gespeichert. Zusätzlich wird noch die
Information gehalten, welches Interface dieser Port nutzt. Die Daten über diese Interfaces
werden im ArApplSRInterface-Datentyp gespeichert. Dabei enthält dieser Typ aktuell nur
Informationen über Sender-Receiver-Interfaces. Er enthält den Namen des Interfaces und eine
Liste mit den Datenelementen, die für dieses definiert wurden. Die Informationen über die
Datenelemente werden in der ArApplSRInterfaceDataElement-Klasse gespeichert. Dabei wird
der Name und der Basistyp des Datenelements hinterlegt.
Die zweite Liste des übergeordneten Datentyps enthält alle gefunden Runnables. Diese
werden hier ein weiteres Mal aufgeführt, da einige Analysen nur die Runnables benötigen,
und somit eine Iteration über alle Softwarekomponenten entfallen kann. Die Daten über
die Runnables werden im ARRunnable-Datentyp gespeichert. Dieser enthält den Namen
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der Runnable und zusätzlich noch den Namen der Softwarekomponente, zu der sie gehört.
Weiterhin enthalten ist eine Liste mit den Namen der Ports, auf die diese Runnable zugreifen
darf.
Die dritte Liste enthält alle gefundenen Sender-Receiver-Portverbindungen. Dieser Datentyp
enthält zum einen die Information, ob eine Portverbindung extern definiert ist, und zum
anderen den PPort, also den sendenden Port, und den RPort, also den empfangenden Port,
der Verbindung. Weiterhin wird noch der Name der Softwarekomponente der jeweiligen














Abbildung 5.5: Die Daten aus dem ARXML-Parser in der Übersicht
5.2.3 C-Datei Parser
Je nach Analyse unterscheidet sich der Parser für den Quellcode. Daher soll hier nur auf die
allgemeine Funktionsweise eingegangen werden.
Prinzipiell funktioniert der Parser für alle Quellcodedateien, die in Textform vorliegen. Dabei
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liegt der Fokus im Kontext von AUTOSAR auf C- und C++-Dateien. Diese werden vom Parser
zeilenweise verarbeitet. Das heißt, eine Zeile der Datei wird eingelesen und auf bestimmte
Merkmale hin untersucht. Dabei wird zunächst geprüft, ob die aktuelle Zeile leer ist oder ein
Kommentar ist. Dann kann diese Zeile verworfen werden und direkt die nächste eingelesen
werden.
Bei den Analysen der Runnables ist es häufig interessant, die Definition einer Runnable zu
finden. Zur Erleichterung der Suche werden bei diesen Analysen die Namen der Runnables
aus der ARXML ausgelesen. Dann kann eine Zeile auf das Vorkommen dieses Namens
geprüft werden. Wenn so eine Zeile identifiziert wird, wird geprüft, ob es sich dabei um einen
Funktionsaufruf oder um die Definition einer Funktion handelt. Dabei wird geprüft, ob die
Zeile ein Semikolon enthält, was dann auf einen Aufruf und nicht auf eine Definition hinweisen
würde. Anschließend wird je nach Analyse noch der Rumpf der Funktion weitergehend
untersucht. Dabei werden leere Zeilen und Kommentare erkannt und ausgefiltert.
5.3 Analysereport
Wenn die Analyse abgeschlossen wurde, wird ein Testreport erzeugt. Dieser enthält zum
einen einen fortlaufenden Textstring, der dann z. B. einfach in einer Konsole ausgegeben
werden kann und auch zum Debugging der Analyse genutzt werden kann. Weiterhin wird
ein formalisierter Testreport zurückgeliefert. Dieser besteht zum einen aus einer Liste mit
einer Menge an Ereignissen und einigen Metadaten. In Tabelle 5.5 ist beschrieben, wie
so ein Ereignis aufgebaut ist. Dieser Aufbau ist ähnlich dem Aufbau des Testreports der
ASTAS-Testumgebung. So kann der hier erzeugte Testreport sehr einfach in die entsprechen-
de Datenstruktur überführt werden. In Tabelle 5.6 sind die zurückgelieferten Metadaten
aufgeführt.
5.4 Statistik
Wie in 4.3 erwähnt erzeugen die Analysen auch Statistiken. Dabei sind diese als Nebenprodukt
der eigentlichen Funktionalität der Module zu sehen.
Die dateispezifischen Statistikdaten werden während des Parsevorgangs der Quellcodeda-
teien gesammelt. Für ARXML-Dateien werden aktuell keine Statistiken erfasst. Wenn der
Parsevorgang für alle Dateien abgeschlossen ist werden diese Daten zusammengeführt und
die restlichen Statistikdaten können zusammengesetzt werden. Diese werden dann zum
einen an die Testumgebung zurückgegeben, als auf Wunsch auch als Comma-separated
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Tabelle 5.5: Aufbau eines Analyseereignis
Feld Datentyp Beschreibung
Eventtyp EVENT_TYPE Typ des Events
Zeitstempel DateTime Zeitstempel des aktuellen Ereignisses
Dateipfad string
Dateipfad zur aktuellen Datei, auf der die Ana-
lyse durchgeführt wird
Zeile int aktuelle analysierte Zeile
ID int
ID des aktuellen Ereignisses - z. B. bestimmt
durch eine inkrementierte Zählvariable
Text string Zusätzliche Informationen in Textform
Module ID int
Bei Untersuchung eines Basissoftwaremoduls
steht hier die ID dieses Moduls
Tabelle 5.6: Testreport-Metadaten
Feld Datentyp Beschreibung
Analysename string Bezeichnung der aktuellen Analyse
Hostname string Name des Host-PCs
Host-IP string IP-Adresse des Host-PCs
Host-Mac string Mac-Adresse des Host-PCs
Startzeit DateTime Zeitpunkt, zu dem die Analyse gestartet wurde
Endzeit DateTime




int Ausführungszeit des Moduls in Sekunden
values (CSV)-Datei ausgegeben.
Weiterhin wurde eine Visualisierung der Statistikdaten implementiert. Hier können die bei
den Analysen generierten CSV-Dateien importiert werden. Anschließend werden diese in
Form von Diagrammen dargestellt. Dazu wurde die LiveCharts-Bibliothek für .NET genutzt
[30]. In Abbildung 5.6 ist ein Beispiel für eine Visualisierung von Statistiken für ein Modul zu
sehen. Dabei sind die oberen beiden Diagramme allgemeine Modulstatistiken, links die Daten
über die betrachteten Dateien, rechts die über die betrachteten Codezeilen. Die beiden unteren
Diagramme enthalten spezifische Statistiken für eine Datei, einmal als Balkendiagramm, und
einmal als Tortendiagramm aufbereitet.
In den Tabellen 5.7, 5.8 und 5.9 sind die Header der generierten CSV-Dateien beschrieben.
Dabei ist zu beachten, dass für die spezifischen Dateistatistiken für jede betrachtete Datei
eine separate Statistik generiert wird.
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Tabelle 5.7: CSV-Header für Modulstatistiken
Header Beschreibung
NumberOfFilesRead Anzahl aller Dateien, die gefunden wurden
NumberOfFilesAnalysed Anzahl der Dateien, die geprüft wurden
NumberOfFilesOverall Anzahl aller gefundenen Dateien
NumberOfLinesRead Anzahl der gelesenen Zeilen
NumberOfLinesAnalysed Anzahl der geprüften Zeilen
NumberOfLinesOverall Anzahl aller Zeilen
NumberOfEvents Anzahl aufgetretener Ereignisse
ExecutionTime Dauer der Analyse
Tabelle 5.8: CSV-Header für allgemeinen Dateistatistiken
Header Beschreibung
Filename Name der Datei
NumberOfLinesRead Anzahl aller gelesenen Zeilen
NumberOfLinesAnalysed
Anzahl der Zeilen, die auf ein bestimmtes Merk-
mal geprüft wurden
OverallNumberOfLines Gesamtzahl an Zeilen
NumberOfEmptyLines Anzahl der Zeilen, die leer sind
NumberOfCommentLines Anzahl der Zeilen, die Kommentare sind
5.5 Korrekturvorschla¨ge
In 4.4 wurde aufgezeigt, dass bei einigen Analysen für erkannte Fehler Korrekturvorschläge
erzeugt werden sollen. Zunächst werden diese dem Tester nur vorgeschlagen, ohne direkt in
der getesteten Datei Änderungen vorzunehmen. Das heißt, die Änderungen am Quellcode
müssten dann noch händisch vorgenommen werden. Wenn die Korrekturvorschläge in die
Dateien eingearbeitet werden sollen, müssen für die Fehlerfälle, die korrigiert werden können
bzw. sollen, Vorlagen in den Modulen vorgehalten werden. Dies bedeutet, dass z. B. für den
Tabelle 5.9: CSV-Header spezifischen Dateistatistiken
Header Beschreibung
LineNumber Nummer der gerade betrachteten Zeile
IsAnalysed Wurde die aktuelle Zeile geprüft?
IsComment Ist die aktuelle Zeile eine Kommentarzeile?
IsEmpty Ist die aktuelle Zeile eine leere Zeile?
IsEventOccured
Ist auf der aktuellen Zeile ein Ergeignis - Hin-
weis, Warnung, Fehler - aufgetreten?
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Abbildung 5.6: Ein Beispiel für visualisierte Statistiken
Fall, dass eine Portverbindung in der ARXML fehlt, eine Vorlage für eine Portverbindung in
dem Modul enthalten sein muss, die dann nur noch mit den entsprechenden Daten gefüllt
und in die entsprechenden Datei eingefügt werden muss. Dabei wird die originale Datei als
Backup beibehalten, um im Zweifelsfall die Korrekturen zurücknehmen zu können.
Im aktuellen Implementationsstand werden die Korrekturvorschläge als gesondert gekenn-
zeichnete Ereignisse im Ergebnis der Analyse an die Testumgebung zurückgegeben. Dort
können diese dann im Testreport angezeigt werden. Ein Beispiel hierfür ist in Abbildung 5.7
zu sehen.





Im vorangegangenen Abschnitt wurde die Implementierung der Analysen genauer beschrie-
ben. Dabei wurde in 5.1 zunächst gezeigt, wie die Analysen in die ASTAS-Testumgebung
eingebunden werden. Dies wird dadurch realisiert, dass die einzelnen Analysen als Module
realisiert werden. Anschließend wurde in 5.2.1 der allgemeine Aufbau eines solchen Moduls
erläutert. Mit der Beschreibung des ARXML-Parsers und des C-Datei Parsers wurden danach
zwei Komponenten beschrieben, die bei sehr vielen Modulen zum Einsatz kommen, wobei
der C-Datei Parser hierbei immer kleinere Anpassungen an die jeweiligen Anforderungen
der Analyse benötigt. Daraufhin wurde die Implementation der Statistikausgabe beschrieben




Im folgenden Kapitel werden die Ergebnisse der Arbeit beschrieben. Zunächst wird in
6.1 beschrieben, wie die Integration der Analysen in die ASTAS-Testumgebung aussieht.
In Abschnitt 6.2 werden Ergebnisse der Ausführung der Analysen auf Beispielprojekte
präsentiert. Dabei wird dies anhand einiger ausgewählter Analysen durchgeführt. Schließlich
werden in 6.3 noch Statistiken, die bei der Ausführung angefallen sind, vorgestellt.
6.1 Integration in ASTAS
Eines der Ziele dieser Arbeit war es, die statischen Analysen in die ASTAS-Testumgebung
einzubinden. Dafür wurden die einzelnen Analysen, wie in 5.1 beschrieben, als eigenständige
Module implementiert. Diese Module können dann in ASTAS eingebunden werden, je
nachdem, welche der Tester benötigt. Dazu müssen die einzelnen Module der Projektmappe
hinzugefügt werden. In Abbildung 6.1 ist beispielhaft eine Projektmappe aus dem Microsoft Vi-
sual Studio zu sehen, in welcher der ASTAS-Testumgebung einige Analysemodule hinzugefügt
wurden. Diese werden dem Ordner Module Implementations hinzugefügt. Anschließend muss
noch ein Verweis auf ASTAS_Shared hinzugefügt werden und daraufhin im Hauptprojekt
ASTAS ein Verweis auf den jeweiligen Test. Als nächster Schritt muss in der Benutzero-
berfläche noch im entsprechenden Dialog eine Option für den Test hinzugefügt werden.
Wenn diese Schritte abgeschlossen wurden, kann der Test genutzt werden. In Abbildung 6.2
ist dargestellt, wie die Testumgebung aussieht, wenn ihr mehrere Analysen hinzugefügt
wurden. Dabei sind in der oberen Hälfte des Fensters die statischen Analysen dargestellt,
während in der unteren die dynamischen Tests angezeigt werden. Wie zu sehen ist, werden
die einzelnen statischen Analysemodule als eigenständige Objekte dargestellt. Für den Fall,
dass den einzelnen Modulen noch Eingabewerte fehlen, wird dies in dem Objekt angezeigt.
Die Testumgebung achtet außerdem darauf, dass die unterstützte AUTOSAR-Version der
Module übereinstimmt. Wenn die Module ausgeführt wurden, werden die Kreise in den
Modulen je nach Ergebnis der Analyse gefärbt. Wenn sie erfolgreich war, wird dieser grün
ausgefüllt, bei Warnungen gelb und bei Fehlern rot. Die einzelnen Module stellen darüber
hinaus auch dar, ob sie Korrekturvorschläge zurückliefern und ob sie Eigenentwicklungen
57
6 Ergebnisse
sind oder nur Wrapper für vorhandene Werkzeuge. Dafür stehen die beiden Icons unter
der Modulbezeichnung. Das linke davon zeigt, ob die Korrekturvorschläge zurückgeliefert
werden, das rechte, ob es eine Eigenentwicklung oder ein Wrapper ist. Weiterhin kann
nach der Durchführung auch der Testreport angezeigt werden. Dieser liegt in Form einer
HTML-Datei vor, und kann, falls gewünscht, auch in einem normalen Webbrowser geöffnet
werden.
Abbildung 6.1: Ein Beispiel für eine Projektmappe mit hinzugefügten Analysemodulen
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Abbildung 6.2: Ein Beispiel für eine Projektmappe mit hinzugefügten Analysemodulen
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6.2 Ausfu¨hrung der Analysen
Nachfolgend werden die Ergebnisse der Ausführung der Analysen vorgestellt. Dabei wird
dies anhand der Analyse der Portverbindungen exemplarisch dargestellt. Zunächst wird
dafür in 6.2.1 ein Projekt genutzt, welches keine Fehler hat. Danach wird in 6.2.2 ein Durchlauf
der Analyse anhand eines Projektes gezeigt, in welches manuell Fehler eingearbeitet wurden.
6.2.1 Applikation - Analyse Portverbindungen ohne Fehler
Nachfolgend werden Ergebnisse von der Analyse der Portverbindungen vorgestellt. Diese
Analyse betrachtet nur die Applikationsschicht. Um sie auszuführen wird nur die System-
beschreibung in Form einer ARXML-Datei benötigt. Hierbei wird auf eine unveränderte
Beschreibung einer real existierenden und funktionierenden ECU zurückgegriffen. Zunächst
wird nachfolgend das Szenario beschrieben, in welchem die Analyse ausgeführt wurde.
Danach wird das erwartete Ergebnis der Analysedurchführung beschrieben. Abschließend
wird das erzielte Ergebnis vorgestellt.
Beschreibung des Beispiels
Wie in Abschnitt 4.1.1 beschrieben, benötigt diese Analyse eine Beschreibung des Systems in
Form einer ARXML-Datei. Um ein realistisches Szenario zu gewährleisten, wurde dafür die
Beschreibung einer ECU des Forschungsdemonstrators YellowCar der Professur für Technische
Informatik der TU Chemnitz genutzt [34]. Für dieses Beispiel wurde die AssistantECU gewählt.
Diese besteht aus drei Softwarekomponenten: ProcessSWC, ReceiverSWC und SenderSWC.
Diese Komponenten haben jeweils zwei Ports. Wobei sowohl bei SenderSWC als auch
ReceiverSWC einer von diesen Ports extern definiert ist, da diese beiden Komponenten die
Schnittstellen zum Controller Area Network (CAN)-Bus bilden, während ProcessSWC die
eigentliche Logik der ECU enthält. In Abbildung 6.3 ist das System in einer Übersicht zu
sehen. Insgesamt gibt es vier Sender-Receiver-Interfaces: IF_CAN_In, IF_CAN_Out, IF_Data_In
und IF_Data_Out. In Tabelle 6.1 ist beschrieben, welcher Port welches Interface nutzt. Dabei ist
auch angegeben, ob der jeweilige Port ein Empfänger - Required - oder ein Sender - Provided -
ist, und ob er extern definiert ist. In Abbildung 6.4 ist dargestellt, wie die Portverbindungen
in der system.arxml definiert sind. Dabei wird jede Verbindung als sogenannter ASSEMBLY-
CONNECTOR-PROTOTYPE in der ARXML gespeichert. In dem dargestellten Abschnitt sind
davon zwei Elemente zu sehen. Der obere beschreibt die Verbindung der Ports DATA_OUT
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von ReceiverSWC und DATA_IN von ProcessSWC. Die Ausführung darunter beschreibt die
Verbindung zwischen DATA_OUT von ProcessSWC und DATA_IN von SenderSWC. Dabei
beschreibt das PROVIDER-IREF-Element den Provided-Port, also den Port, der die Daten zur
Verfügung stellt. Das Element REQUESTER-IREF beschreibt den Required-Port, also den Port,
der Daten empfängt.
SenderSWCProcessSWCReceiverSWC
CAN_IN DATA_OUT DATA_IN DATA_OUT DATA_IN CAN_OUT
Abbildung 6.3: Übersicht über das System
Tabelle 6.1: Die Ports und die Interfaces in der Übersicht
Port SWC Interface Richtung Extern Definiert
CAN_IN ReceiverSWC IF_CAN_In Required Ja
DATA_OUT ReceiverSWC IF_Data_In Provided Nein
DATA_IN ProcessSWC IF_Data_In Required Nein
DATA_OUT ProcessSWC IF_Data_Out Provided Nein
DATA_IN SenderSWC IF_Data_Out Required Nein
CAN_OUT SenderSWC IF_CAN_Out Provided Ja
Erwartetes Ergebnis
Da in dem in 6.2.1 beschriebenen Szenario alle Ports verbunden sind oder extern definiert
sind und auch die definierten Interfaces korrekt genutzt werden, wird erwartet, dass die
Analyse keine Fehler erkennt. Es wird nur die Information erwartet, welche Ports miteinander
verbunden sind, wenn dies in der Testumgebung entsprechend eingestellt ist. Da es zu
keinen erkannten Fehlern kommen sollte, wird auch nicht erwartet, dass Korrekturvorschläge
ausgegeben werden. Dabei sollte im resultierenden Testreport für jeden Port ein Eintrag
entstehen. Es sollten dann also sechs Einträge im Report erscheinen.
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Abbildung 6.4: Definition der Portverbindungen in der system.arxml
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Erzieltes Ergebnis
In Abbildung 6.5 ist der Testreport des Analysedurchlaufs zu sehen, so, wie er auch in
der ASTAS-Testumgebung angezeigt wird. Dieser setzt sich aus einer gewissen Menge an
Einträgen zusammen. Jeder Eintrag besitzt dabei einen Zeitstempel, eine ID, welche als
Zähler für aufgetretene Ereignisse gesehen werden kann, den Dateinamen, die Zeile, eine
detaillierte Nachricht zu dem Ereignis und der Status des Testfalls.
Auf den ersten Blick ist zu erkennen, dass alle angezeigten Meldungen vom Typ SUCCESS
sind, d. h. die jeweilige Prüfung wurde erfolgreich beendet. Weiterhin wird für jeden der sechs
Ports eine entsprechende Meldung angezeigt. Der erste Eintrag betrifft den Port DATA_IN
der Softwarekomponente ProcessSWC. Dieser Port ist ein RPort, d. h. es ist ein empfangender
Port. Er ist verbunden mit dem Port DATA_OUT der Softwarekomponente ReceiverSWC.
Der nächste Eintrag betrifft den Port DATA_OUT der Softwarekomponente ProcessSWC.
Dieser Port ist ein PPort, d. h. es ist ein sendender Port. Er ist verbunden mit DATA_IN
von SenderSWC. Der dritte Eintrag beschreibt den Port CAN_IN der Softwarekomponente
ReceiverSWC. Dieser Port ist ein RPort und extern definiert. Daher ist er mit keinem anderen
Port verbunden. Daraufhin wird der Port DATA_OUT der Softwarekomponente ReceiverSWC
ausgewertet. Dieser Port ist wieder ein PPort und ist verbunden mit DATA_IN von ProcessSWC.
Der nächste Eintrag betrifft den Port DATA_IN der Komponente SenderSWC. Dieser Port ist
ein RPort und ist verbunden mit DATA_OUT von ProcessSWC. Der letzte Eintrag beschreibt
den Port CAN_OUT von SenderSWC. Dieser Port ist ein PPort und extern definiert und daher
nicht mit einem anderen Port verbunden.
Abbildung 6.5: Der resultierende Testreport des in 6.2.1 beschriebenen Beispiels
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6.2.2 Applikation - Analyse Portverbindungen mit Fehler
Nachfolgend wird die Analyse der Portverbindungen an einer Beschreibungsdatei durch-
geführt, welche manuell mit Fehlern versehen wurde. Diese basiert wieder auf einer Be-
schreibung einer real existierenden und funktionierenden ECU. Zunächst wird das Beispiel
genauer beschrieben. Daraufhin werden die erwarteten Ergebnisse vorgestellt. Abschließend
wird das erzielte Ergebnis präsentiert.
Beschreibung des Beispiels
Die Basis dieses Beispiels bildet das gleiche System, welches in 6.2.1 vorgestellt wird.
Auch hier existieren wieder drei Softwarekomponenten: ReceiverSWC, ProcessSWC und
SenderSWC. Auch die Ports sind die gleichen. Der entscheidende Unterschied ist, dass hier die
Verbindung der Ports DATA_OUT der Softwarekomponente ProcessSWC und DATA_IN der
Softwarekomponente SenderSWC aus der Beschreibungsdatei entfernt wurde. In Abbildung 6.6
ist dies noch einmal in einer Übersicht dargestellt. Die vorhandenen Ports und Informationen
darüber sind in Tabelle 6.2 aufgeführt. In Abbildung 6.7 ist der Ausschnitt der system.arxml
zu sehen, in welcher die Portverbindungen definiert sind. Im Gegensatz zu Abbildung 6.4
fehlt hier die zweite Definition.
SenderSWCProcessSWCReceiverSWC
CAN_IN DATA_OUT DATA_IN DATA_OUT DATA_IN CAN_OUT
Abbildung 6.6: Übersicht über das System
Tabelle 6.2: Die Ports und die Interfaces in der Übersicht
Port SWC Interface Richtung Extern Definiert
CAN_IN ReceiverSWC IF_CAN_In Required Ja
DATA_OUT ReceiverSWC IF_Data_In Provided Nein
DATA_IN ProcessSWC IF_Data_In Required Nein
DATA_OUT ProcessSWC IF_Data_Out Provided Nein
DATA_IN SenderSWC IF_Data_Out Required Nein
CAN_OUT SenderSWC IF_CAN_Out Provided Ja
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Abbildung 6.7: Definition der Portverbindungen in der system.arxml
Erwartetes Ergebnis
Im betrachteten Beispiel wurde manuell ein Fehler eingefügt. Wie in 6.2.2 beschrieben, fehlt in
der untersuchten Systembeschreibung die Definition einer Portverbindung. Bei Ausführung
der Analyse wird erwartet, dass dieser Fehler entdeckt wird. Weiterhin wurde für diese
Analyse auch die Möglichkeit von Korrekturvorschlägen vorgesehen. Daher wird erwartet,
dass die Analyse eine entsprechende Korrektur vorschlägt.
Erzieltes Ergebnis
In Abbildung 6.8 ist der Testreport des Analysedurchlaufs zu sehen, so, wie er auch in der
ASTAS-Testumgebung angezeigt wird. Hier sind sieben Einträge aufgeführt. Im Unterschied
zu 6.2.1 sind in diesem Testreport zwei Fehler zu sehen. Außerdem liefert die Analyse hier
einen Korrekturvorschlag zurück. Dieser ist am Ende des Testreports aufgeführt.
Der erste Eintrag beschreibt den Port DATA_IN der Komponente ProcessSWC. Er ist ein RPort
und verbunden mit DATA_OUT von ReceiverSWC. Der nächste Eintrag des Reports enthält
einen Fehler. Der PPort DATA_OUT der Komponente ProcessSWC ist nicht verbunden. Die
nächste Zeile enthält das Ergebnis für den Port CAN_IN der Komponente ReceiverSWC. Dies
65
6 Ergebnisse
ist ein RPort welcher extern definiert ist. Der darauf folgende Eintrag behandelt den Port
DATA_OUT der Komponente ReceiverSWC. Dies ist ein PPort und ist mit DATA_IN von
ProcessSWC verbunden. Auf der folgenden Zeile ist dann wieder ein Fehler zu sehen. Der
RPort DATA_IN der Softwarekomponente SenderSWC ist nicht verbunden und nicht extern
definiert. Darauf folgt ein Eintrag für den Port CAN_OUT der Komponente SenderSWC.
Dies ist ein PPort welcher extern definiert ist. Daher ist er nicht mit einem anderen Port
verbunden. Die letzte Zeile des Testreports enthält einen Korrekturvorschlag. Für den PPort
DATA_OUT der Softwarekomponente ProcessSWC wird eine Verbindung zum RPort DATA_IN
von SenderSWC vorgeschlagen. Dies sind die beiden einzigen unverbundenen und nicht
extern definierten Ports dieses Beispiels. Und wie in Tabelle 6.2 gezeigt, nutzen beide das
gleiche Interface, können also theoretisch miteinander verbunden werden.
Abbildung 6.8: Der Testreport in der ASTAS-Testumgebung für das in 6.2.2 beschriebene
Szenario
6.3 Statistiken
In Abbildung 6.9 ist eine beispielhafte Darstellung von Statistiken in der ASTAS-Testumgebung
zu sehen. Diese Statistiken wurden von den Analysemodulen erzeugt. Die Statistik auf der
linken Seite ist von der Analyse der Portverbindungen, welche auch in 6.2.1 beschrieben wur-
de. Da diese Analyse nur die system.arxml betrachtet, zeigt die Statistik für die untersuchten
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Dateien nur einen Wert an. Da zur Analyse der ARXML LINQ-To-XML genutzt wird, was
ähnlich einer Datenbankabfrage arbeitet, werden auch keine Statistikdaten über die unter-
suchten Zeilen ausgegeben. Dafür kann durch die Untersuchung der Systembeschreibung
eine Statistik über das AUTOSAR-Projekt ausgegeben werden, welches in diesem Fall drei
Softwarekomponenten mit jeweils einer Runnable enthält und insgesamt sechs Ports.
Die rechte Statistik wurde von der Analyse des Taskmapping in der RTE erzeugt. Hier wur-
den mehrere Dateien gefunden und auch untersucht. Wobei nicht alle gefundenen Dateien
untersucht wurden. Hier ist es nun auch möglich, durch das Drop-Down-Menü Statistiken
für eine spezielle Datei anzeigen zu lassen. In dem Ausschnitt wird gerade die Statistik für
Rte_GroundLight.c angezeigt. Diese Datei hat 189 Zeilen, wovon 52 analysiert wurden. Jeweils
12 Zeilen sind leer oder reine Kommentarzeilen. Diese Statistik wird sowohl als Balken- als
auch als Tortendiagramm angezeigt.
Um die Statistiken anzeigen zu lassen, wurde in der ASTAS-Testumgebung eine neuer
Menüpunkt hinzugefügt. Weiterhin müssen die Statistiken in einem speziellen Unterordner
abgelegt werden. Dort muss ein Modul dann einen eigenen Ordner anlegen und darin seine
Statistiken in Form von CSV-Dateien ablegen. Für diese gibt es ein strenges Namensschema.
Dieses ist in Tabelle 6.3 aufgeführt. Wenn all diese Punkte eingehalten werden, werden alle
gefunden Statistiken automatisch importiert.
Tabelle 6.3: Das Namensschema für die Statistikdateien
Name der Datei Art der Statistik
ModuleStats.csv Allgemeine Statistiken über das Modul
FileStats.csv Statistiken zu den einzelnen untersuchten Dateien
AutosarProjectStats.csv Statistiken über das untersuchte AUTOSAR-Projekt
6.4 Zusammenfassung
In diesem Kapitel wurden die Ergebnisse dieser Arbeit gezeigt. Zunächst wurde in Abschnitt
6.1 gezeigt, wie die aktuelle Integration der Analysemodule in die ASTAS-Testumgebung
abläuft. Dabei wurde darauf eingegangen, dass die Module zunächst der Projektmappe
hinzugefügt werden müssen. Anschließend müssen sie noch in der Benutzeroberfläche
registriert werden.
Daraufhin wurden in 6.2 Ergebnisse von der Durchführung der Analysen präsentiert. Dafür
wurde exemplarisch eine Analyse ausgewählt, in diesem Fall die Analyse der Portverbindun-
gen in der Applikation, und anhand von zwei Beispielszenarien erläutert. Dabei war eines
dieser Szenarien manuell mit einem Fehler präpariert. Die Basis beider Szenarien war eine real
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Abbildung 6.9: Beispielhafte Darstellung der Statistiken in der ASTAS-Testumgebung
existierende ECU eines Forschungsdemonstrators der Professur für Technische Informatik der
TU Chemnitz, dem YellowCar. Dabei wurde jeweils zunächst das entsprechende Szenario im
Detail beschrieben, dann die erwarteten Ergebnisse erläutert und anschließend die erhaltenen
Resultate detailliert dargelegt.
Abschließend wurde in 6.3 anhand einer beispielhaften Darstellung die Ausgabe der Statisti-
ken, die die Module erzeugen, aufgezeigt. Dabei wurde zunächst die Darstellung erläutert
und danach darauf eingegangen, wie die Statistiken gespeichert werden müssen, damit sie
dargestellt werden können.
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Abschließend wird in diesem Kapitel die Arbeit noch einmal in 7.1 zusammengefasst
und anschließend in 7.2 ein Ausblick auf mögliche Verbesserungen bzw. Erweiterungen
gegeben.
7.1 Zusammenfassung
In der vorliegenden Arbeit wurde ein Konzept für statische Analysen von AUTOSAR-
Steuergerätesoftware vorgestellt. Dabei wurden in Kapitel 2 zunächst die Grundlagen erläu-
tert. In diesem Kapitel wurde dann zunächst beschrieben, wie in der Automotive-Industrie
Software entwickelt wird. Der Fokus lag dabei auf dem sogenannten V-Modell, welches
eine Vorgehensweise für den Entwicklungsprozess definiert, und AUTOSAR, welches eine
Softwarearchitektur für die Entwicklung von Steuergeräten ist, und dessen Hauptaugenmerk
die Wiederverwendbarkeit von Softwarefunktionen ist. Weiterhin wurde mit der statischen
Analyse und dem dynamischen Test die zwei grundlegenden Softwaretestmethoden beschrie-
ben. Weiterhin wurde erläutert, wie ein AUTOSAR-Projekt aufgebaut ist und an welchen
Stellen man mit einer statischen Analyse ansetzen kann.
In 3 wurde dann der aktuelle Stand der Technik erläutert. Dabei wurden hier zunächst
Softwaretestwerkzeuge bzw. -verfahren beschrieben, welche keinen speziellen Bezug zur
Automotive-Industrie bzw. AUTOSAR haben. Anschließend wurden Testverfahren erläu-
tert, welche häufig in der Automobilindustrie eingesetzt werden. Dies sind vor allem die
sogenannten In-the-Loop-Verfahren. Abschließend wurden noch vorhandene Vorarbeiten
beschrieben, welche für die Konzeption der Analysen von Bedeutung sind.
Im nächsten Schritt wurde in Kapitel 4 das Konzept dieser Arbeit beschrieben. Zunächst
wurden die konzipierten Analysen vorgestellt. Diese gliedern sich in vier Gruppen: Analysen
für die Applikationsschicht, Analysen für die RTE, Analysen für die Basissoftware und
Analysen zwischen den Schichten. Anschließend wurde auf eine Kategorisierung der gefun-
denen Fehler in verschiedene Schweregrade eingegangen. Daraufhin wurde beschrieben,
welche Statistiken von den Analysen gesammelt werden und wie diese dargestellt werden
können. Den Abschluss bildet die Erläuterung der Korrekturvorschläge, die einige Analysen
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zurückliefern.
Das nächste Kapitel 5 beschreibt dann die Implementierung der Analysen. Dabei wird
zunächst erläutert, welche Auswirkungen die Eingliederung der Analysen in die ASTAS-
Testumgebung auf die Implementierung hat. Anschließend wird aufgezeigt, aus welchen
Komponenten sich ein Analysemodul zusammensetzt.
Daraufhin werden in Kapitel 6 die Ergebnisse dieser Arbeit präsentiert. Zunächst wird veran-
schaulicht, wie die Integration der Analysemodule in die ASTAS-Testumgebung aussieht, und
wie diese realisiert wird. Anschließend wird anhand von Beispielszenarien die Ausführung
einer Analyse erläutert. Weiterhin werden beispielhaft die gesammelten Statistiken und deren
Darstellung präsentiert.
7.2 Ausblick
Zum Abschluss soll noch ein Ausblick auf mögliche Erweiterungen bzw. Verbesserungen
der in dieser Arbeit vorgestellten Analysen und deren Implementierung gegeben werden.
Zunächst wird in 7.2.1 die Erweiterung um weitere AUTOSAR-Versionen und neue Softwareli-
eferanten beschrieben. Daraufhin wird in 7.2.2 die Anpassung bzw. Erweiterung der Analysen
an die Adaptive Platform von AUTOSAR beschrieben. Danach werden in 7.2.3 Möglichkei-
ten diskutiert, um weitere Werkzeuge anzubinden bzw. durch die Analysen abzudecken.
Anschließend beschreibt Abschnitt 7.2.4 die mögliche Umsetzung der Korrekturvorschläge
bzw. deren Erweiterung. Abschließend beschreibt der Abschnitt 7.2.5 ein mögliches Verfahren
eines Handshakes zwischen den statischen Analysen und dem dynamischen Test.
7.2.1 Erweiterung um weitere AUTOSAR-Versionen und Zulieferer
Die in dieser Arbeit konzipierten und implementierten Analysen wurden bisher nur auf der
AUTOSAR-Version 3.1 ausgeführt. Dabei war die Basissoftware von Elektrobit bzw. STM. Die
Applikation wurde immer mit dSPace SystemDesk erstellt.
Daher wäre in Zukunft eine Erweiterung der Analysen bzw. eine Ausführung eben jener
auf anderen AUTOSAR-Versionen wünschenswert. Weiterhin wäre eine Erweiterung um
weitere Softwarelieferanten denkbar. Dabei liegt hier der Fokus vor allem auf der RTE und
der Basissoftware. Bei der RTE ist vor allem die Struktur entscheidend, da die Hersteller hier
auch noch Spielraum haben, und natürlich der innere Aufbau der Dateien. Hier müssten dann
die entsprechenden Parser angepasst werden. Bei der Erweiterung um weitere Basissoftware-
Lieferanten liegt das Problem zum einen an der Lesbarkeit der Konfigurationsdateien für die
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einzelnen Basissoftware-Module. Weiterhin sollten auch die aus Konfiguration und Quellcode
generierten Artefakte auswertbar sein.
7.2.2 Anpassung an Adaptive Platform
Im März 2017 wurde die AUTOSAR Adaptive Platform veröffentlicht [11]. Dabei wurden
einige Veränderungen an der Architektur von AUTOSAR vorgenommen. Um Systeme, die
mit dieser neuen Architektur umgesetzt werden, testen zu können, werden Änderungen
an den Analysen nötig sein. Es ist auch davon auszugehen, dass einige der vorhandenen
Analysen nicht mehr anwendbar sind. Aktuell ist noch nicht absehbar, wie genau diese dann
aussehen müssen, da die Adaptive Plattform noch in den Kinderschuhen steckt.
7.2.3 Integration weitererWerkzeuge
Ein weiterer Punkt, der an den Analysen erweitert werden kann, ist die Integration weiterer
Werkzeuge. Auf dem Markt existieren zahlreiche Werkzeuge für die statische Analyse,
die verschiedene Vor- und Nachteile haben. Allerdings wird es nicht möglich sein, jedes
vorhandene Tool anzubinden, da dies dadurch limitiert ist, ob es auch durch ein Programm
gestartet werden kann und die Ergebnisse dann auch maschinell verwertbar sind. Dazu müsste
das entsprechende Werkzeug eine Kommandozeilen-Option bieten oder, im Optimalfall,
sogar eine API zur Verfügung stellen. Hier bedarf es somit einiger Recherchearbeit. Weiterhin
muss, falls eine API vorhanden ist, diese auch mit C# ansteuerbar sein.
Ein weiterer Punkt, der durch die Anbindung weiterer Tools möglich wird, ist ein Vergleich von
Testergebnissen. So können dann Ergebnisse eigener Analysen mit denen von angebundenen
externen Werkzeugen verglichen werden.
7.2.4 Umsetzung der Korrekturvorschla¨ge
Bei der bisherigen Implementierung wurden die Korrekturvorschläge nur exemplarisch an
einer Analyse implementiert. Weiterhin werden sie aktuell auch nicht von der Analyse auf
die analysierten Dateien angewendet, sondern müssen vom Nutzer manuell durchgeführt
werden. Dies ist ein weiterer Punkt für zukünftige Verbesserungen. So kann man zunächst
die Korrekturvorschläge auf weitere Analysen erweitern, und dann, wie in 4.4 beschrieben,
diese anwenden und die Abhängigkeiten, die durch diese Korrekturen mit anderen Analysen
entstehen können, durch die Testumgebung auflösen.
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7.2.5 Handshake zwischen statischer Analyse und dynamischen Test
Eine weitere denkbare Erweiterung wäre es, eine Art Handshake zwischen der statischen
Analyse und dem dynamischen Test einzuführen. So könnte bei der statischen Analyse z. B. ein
kritischer Fehler in einem Modul entdeckt werden. Die Information darüber würde dann
an den dynamischen Test übergeben werden. So könnten auf dieses Modul umfangreichere
Testfälle ausgeführt werden als auf Module, bei denen keine Fehler entdeckt wurden. So
könnte kostbare Testzeit gespart werden.
7.2.6 Export Ergebnisse in Testreportverwaltungswerkzeuge
Eine andere Erweiterung, die denkbar ist und auch in einer zukünftigen Arbeit umgesetzt
werden soll, ist der Export der Analyseergebnisse in vorhandene Werkzeuge zur Verwaltung
von Testreports. Ein solches stellt z. B. TEST-GUIDE von TraceTronic dar. Dieses Tool bietet
die Möglichkeit, Reports aus verschiedenen Quellen zentral abzulegen und diese dann in
einem handelsüblichen Web-Browser zu verwalten, zu analysieren und zu sichten [14].
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