which span Ps. We note that, by (6), each polynomial _Tj-a, 1 < j _< J, has a unique representation of the form
In the sequel, we always assume that n E {1,2,..., J}, if J is finite, respectively n _ {1,2,...}, if J = oo. Moreover, we denote by 
Note that, by (6), _0 is a nonzero constant.
The estimate (10) 
The polynomial ¢, given by (9) (with z := z,) is called the nth quasi-kernel polynomial (corresponding to the inner product (., .) and derived from H j).
Recall that H,, is an unreduced (n + 1) x n Hessenberg matrix, and thus it has full rank n. This guarantees that (13) always has a unique solution z,,.
cc". 
In particular, ¢,, = ¢_ if G, = I,.
Proof:
The polynomial ¢[ is the optimal solution of the approximation problem on the left-hand side of (14). This implies the first inequality in (16).
Let C g be represented in the form (9), and let z_ E C" be the corresponding parameter vector.
Using the first relation in (10), it follows that
> (amin(an)) 
where S is a nonsingular rn × m matrix and
is a block diagonal matrix with Jordan blocks
1°.
"-0°0
E _pi x_,_ 
0n := rain I1_"+')-H.ull=,
o]T • ]R"+a. (29)
.eC" and since Ile_m)ll2 --1, it follows that, for all _ 6 7_, 
II¢(H)e_m)ll2< '_2(S) 11¢(J)112 -_2(S) max II¢(Y(A,))II2. (33)
we see that (38) is an instance of a constrained polynomial approximation problem of the form (4). We remark that other strategies (see [17, 19] Typically, G C C is a compact set containing the spectrum A(A) of A or some approximation to A(A), and C is a curve bounding such a set G.
In the remainder of this paper, we always assume that (., .) is the inner product defined by (39 
n "'*'
where J :--JL, and Cn is the nth quasi-kernel polynomial corresponding to the inner product (39) and derived from the normalized Lanczos polynomials 
In particular, r_ Mrt = ' n-°Ptif the columns of Vn are orthonormal. In the sequel, the same notation as in §3 is used. We set m := JL, and let 
Furthermore, we will need the relation
which follows from (45) (with j=0) and (40), and the inequality
which follows from (15) and (45).
Finally, by applying Theorem 3, we obtain the following convergence result for the QMR algorithm. 
We remark that the estimate (61) follows from (60) by using (58) and inequality (34) (with p./replaced by 2).
