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Cet article pŕesente un système permettant de captu-
rer et de structurer une base de connaissance de gestes
de la Langue des Signes Française (LSF), et de l’utiliser
pour la ǵeńeration de mouvement d’humanoide virtuel. On
s’intéresse ici plus sṕecifiquement̀a la qualit́e expressive
des gestes (quel style de geste : fluide, tendu,énerv́e), et
à ses repŕesentations śemantiques. L’application envisagée
est celle d’un humanoide signeur capable de géńerer un en-
semble de gestes de la LSF. Nous avons constitué une base
d’information semi-structuŕee de gestes capturés compre-
nant les mouvements corporels, les gestes des bras et des
mains ainsi que les mimiques faciales. L’analyse des si-
gnaux de cette base d’information nous permet d’extraire
des caract́eristiques propres̀a la variabilité des gestes,̀a
la fois d’un point de vue śemantique (segmentation suivant
la structure des gestes de la LSF) et d’un point de vue du
style d’ex́ecution. Ces caractéristiques sont int́egŕees dans
des mod́eles de synth̀eseévalúes qualitativement par des
personnes sourdes expertes de la LSF, suivant des critères
d’intelligibilit é et de ŕealisme des animations produites.
1 Introduction
Les technologies de l’information et de la communica-
tion envahissent notre espace au quotidien en proposant une
multitude de nouveaux services, facilitant ainsi la consulta-
tion et la production d’information pour leurs utilisateurs.
Cependant, de telles avancées techniques ne sauraient êtr
perçues comme un réel progrès pour une société, si elleex-
cluent une partie de sa population. Un individu peut ressen-
tir des difficultés d’accès à l’information pour diverses rai-
sons : économiques, culturelles, linguistiques ou physiques.
C’est le cas en particulier des personnes sourdes qui peuvent
éprouver des difficultés d’ordre linguistique pour dialoguer
avec des applications informatiques.
Nos recherches tentent d’apporter des éléments de
réponse à ce problème : permettre à la machine d’émettre
des informations suivant différentes modalités de com-
munication (texte, image, son, geste). En particulier elles
s’intéressent à l’extension des nouveaux modes de commu-
nication à travers la conception d’humanoides virtuels ca-
pables de commmuniquer en langue des signes.
Si la Langue des Signes Française (LSF) est aujourd’hui
reconnue comme une langue à part entière [16, 17], elle
a souffert en France d’un bannissement institutionnel de
près d’un siècle auquel les sourds paient encore un lourd
tribut. Aujourd’hui, on voit apparaı̂tre de plus en plus de lo-
giciels à même de favoriser l’accès des sourds à l’informa-
tion en la présentant dans leur langue naturelle et au moyen
d’outils de visualisation pertinents. Les applications qui en
découlent concernent entre autres la communication à dis-
tance en temps réel (visiophonie, vidéoconférence), l’nsei-
gnement assisté par ordinateur (dictionnaires informatisés,
tutoriaux de langues des signes) et la diffusion d’émissions
bilingues, signées et orales. Par ailleurs, les nouvellesmo-
dalités de communication, exploitées dans les systèmesde
télécommunication récents, intègrent des agents artificiels
capables d’améliorer les capacités d’interaction avec leurs
utilisateurs. Ces agents peuvent jouer notamment le rôle
d’assistants dans des applications interactives multimédia.
Nous présentons dans cet article un projet de recherche
qui vise à concevoir l’animation d’humanoides virtuels au-
tonomes et réalistes, capables de générer des gestes de la
Langue des Signes Française. L’accent est mis sur la qualité
expressive des gestes, et sur le lien entre ses représentations
symboliques (quel style de geste et d’expression : fluide,
raide, tendu, etc.) et biomécaniques (quels paramètres phy-
siques pour une exécution donnée). Ce projet a permis à
quatre équipes de recherche pluridisciplinaires, spécialisées
en sciences du mouvement et en informatique (animation
par ordinateur, agents conversationnels) de collaborer. Cette
collaboration n’a pu se faire qu’avec la participation en
amont et en aval du projet de personnes sourdes capables
de signer. Les contributions des équipes de recherche sont
complémentaires. Elles concernent :
– la constitution d’une base de donnée de gestes
intégrant les gestes des bras, des mains et les expres-
sions faciales,
– le développement d’outils pour l’édition du mouve-
ment capturé, l’annotation, la segmentation et la vi-
sualisation de l’humanoide virtuel,
– la synthèse de mouvements corporels et faciaux.
Après un état de l’art (section 2) et une présentation
générale du projet (section 3), les sections suivantes
détaillent plus précisément la constitution d’une based’in-
formation multimodale structurée (section 4), la mise en
oeuvre d’outils interactifs pour le traitement et la segmenta-
tion des mouvements capturés (section 5), le développement
de modèles de synthèse de mouvement (section 6), et les
perspectives qu’offrent un tel projet (section 7).
2 Etat de l’art
Un certain nombre d’approches visent à concevoir des
agents conversationnels capables de générer des gestes ex-
pressifs qui accompagnent la parole [1, 19, 18, 5]. Ils per-
mettent la synthèse d’énoncés multimodaux pour des com-
portements verbaux et non verbaux.
Un nombre important d’études sont dédiées à la synthèse
de gestes de la langue des signes. Ces systèmes intègrent
des techniques inspirées des études sur le langage natu-
rel, laissant l’animation elle-même en arrière-plan. Stokoe,
pionnier en la matière, a proposé une description de la
langue des signes américaine (ASL) en terme d’unités de
mouvement sémantiques appelées chérèmes, et un système
de transcription écrit basé sur la combinaison de ces
chérèmes [23, 22]. La notation originale consiste en un
nombre limité de symboles (chérèmes), distribués en trois
classes, chacune représentantun un paramètre formationnel
d’un signe : l’emplacement du signe (TAB), la forme de la
main (DEZ) et le mouvement (SIG).
Parmi les applications informatiques, Lee et Ku-
nii [10]ont développé un logiciel qui traduit du langage
naturel en langue des signes en utilisant un ensemble fini
de formes de la main et des expressions faciales pré-
enregistrées pour générer des gestes de l’ASL. Sagawa etal.
Sagawa and al [21] ont développé un système de traduction
de la langue des signes japonaise en texte et vice versa. Los-
son [12] a proposé un système de description grammaticale
des gestes relativement complet, s’appuyant sur la descrip-
tion linguistique de Liddell et Johnson [11]. Lebourque et
al. [9, 2] développent un langage de spécification de gestes
naturels, fondé sur une description qualitative de haut ni-
veau de la commande gestuelle. Le langage développé s’ap-
puie sur une analyse structurelle des gestes de la Langue des
Signes Française (LSF), et sur une représentation discr`ete
de l’espace autour du personnage virtuel. Un certain nombre
de primitives de base sont identifiées, qui correspondent aux
principaux mouvements, orientations et configurations de
la main. Ces primitives sont combinées pour former des
unités motrices atomiques appelées gestèmes, elles-mˆemes
assemblées en séquence et en parallèle pour constituer des
gestes élémentaires et des gestes coordonnés. La composi-
tion de ces différents éléments permet d’obtenir des gestes
allant de simples mouvements de désignation à des gestes
complexes. Les expressions construites sont ensuite tra-
duites en données quantitatives contrôlant l’animationdes
membres supérieurs d’un personnage virtuel.
Plus récemment, le projet européen VISICAST a
cherché à élaborer un ensemble d’outils pour la communi-
cation en langue des signes [4]. Dans le contexte de ce pro-
jet, un langage de description SiGML basé sur les langages
textuels Extended Markup Language, a été développé. Ce
langage s’appuie sur la notation HamNoSys [20] qui permet
de décrire précisément les gestes des langues des signes.
Un traducteur permet de passer du codage HamNoSys vers
SiGML.
3 Vue ǵenérale du projet
L’architecture de notre système est représentée de
manière schématique par la figure 1. Toute la chaı̂ne d’ana-
lyse/synthèse des gestes est matérialisée par trois modules
fonctionnels. Le moduleAnalyseest chargé de l’acquisition
des mouvements et des expressions faciales, de l’identifi-
cation de paramètres biomécaniques et de la constitution
d’une base d’information de gestes élémentaires de la LSF.
Le moduleSynth̀esegère le contrôle et la synthèse du mou-
vement des humanoı̈des virtuels. Le moduleDescription et
sṕecification des gestespermet de définir les gestes que l’on
souhaite rejouer ou synthétiser à partir d’une représentatio
qualitative de haut niveau caractérisant les diverses moda-
lités.
Nous présentons dans cet article les protocoles
expérimentaux, les techniques et méthodes utilisées pour
concevoir la base d’information structurée multimodale,
comprenant un ensemble limité de gestes de la LSF réalisés
avec des variations de styles et de dynamiques. Cette base
d’information est utilisée pour le développement des re-
cherches autour de l’analyse et de la synthèse du mou-
vement d’humanoides virtuels, basées sur la capture de
mouvement humain. Nous présentons également les ou-
tils d’édition, de visualisation et d’annotation de gestes d
la LSF développés dans le cadre du projet. Enfin, nous




























FIG. 1. Architecture fonctionnelle du projet
4 Constitution d’une base d’information
structur ée multimodale
Plusieurs séquences d’enregistrements ont été réalisé s
avec un système VICON MX (produit d’Oxford Metrics) du
laboratoire LPBEM (Université de Rennes 2). Ce système,
composé de 12 caméras infrarouges cadencées à 110 Hz a
été utilisé pour capturer les déplacements 3D de 24 mar-
queurs réflexifs placés sur des emplacements anatomiques
du corps, comme le montre la figure 2. Le VICON a été
également utilisé pour l’acquisition d’expressions faciales,
à l’aide de marqueurs plus petits placés en des points MP-
GEG4 spécifiques. Les mouvements de mains ont été cap-
turés par une paire de gants de données du laboratoire LESP
(université de Toulon et du Var). Ces données manuelles ont
été synchronisées avec les données corporelles, après re-
construction et ré-échantillonnage à 60 Hz. Plusieurs co pus
ont été mis en oeuvre à partir du choix de gestes spécifiques
de la LSF. Un sujet sourd a participé à ces enregistrements.
Le premier corpus est constitué de 22 phrases relatives à
l’énoncé de bulletins météorologiques, avec un nombreli-
mité de signes et des séquences d’enregistrement limitées à
60 s. Le second corpus est constitué de 10 phrases traitant
également de météo, réalisées avec différentes dynamiques
et émotions. Le troisème corpus contient 8 séquences de
messages relatifs à des incidents pouvant survenir dans une
gare SNCF. Enfin plusieurs séquences supplémentaires de
signes isolés ont été réalisées. L’une correspondantà l’al-
phabet dactylologique a permis de calibrer et de segmenter
les mouvements de mains. Une autre séquence correspond
à la signature d’un ensemble de villes françaises. Après
avoir modélisé le squelette, un processus de suivi automa-
tique permet d’étiqueter les trajectoires cartésiennesuti-
lisées pour animer le personnage virtuel. A partir de ces
informations de mouvement brutes, nous avons ensuite fu-
sionné les différentes sources d’information en un format
BVH (Bio-Vision Hierarchical data). Les données faciales
sont également traitées et traduites dans le format FAP (Fa-
cial Animation Parameters) de la norme MPEG4.
a b
FIG. 2. (a) Marqueurs r éflexifs plac és
sur des emplacements anatomiques (b)
Représentation normalis ée du squelette
5 Traitement et segmentation des donńees
5.1 Outils interactifs pour l’édition, la vi-
sualisation et l’annotation
Les méthodes d’analyse et de segmentation du geste per-
mettent d’enrichir les bases de données de mouvements
capturés en introduisant des éléments structurels propres
aux gestes de la LSF. Les données enrichies contribuent à
faciliter la spécification du mouvement pour la synthèse.
Les outils de segmentation développés et mis en œuvre au
sein de notre projet sont présentés dans cette section. Ces
outils sont classés en deux catégories : segmentation ma-
nuelle pour l’annotation et segmentation automatique.
FIG. 3. Description hi érarchique de la mor-
phologie d’un squelette d’animation selon le
format BVH
5.2 Outils interactifs pour la visualisation,
la segmentation manuelle et l’annota-
tion
Un ensemble d’outils logiciels permet de représenter
et de visualiser en 3D le personnage virtuel animé. La
représentation hiérarchique du personnage est représentée
sur la figure 3. L’animation du personnage reconstitué est
synchronisée avec la vidéo de l’acteur enregistrée pen-
dant la séquence de capture. Il est possible également de
visualiser, éditer et annoter les trajectoires des signaux
numériques dans des pistes temporelles préalablement
spécifiées, comme le montre la figure 4. L’utilisation de
cette représentation offre en outre la possibilité d’enrichi
les données capturées de marqueurs temporels délimitant
différentes phases de mouvements à partir d’un processus
de segmentation manuelle. Les données mouvement sont
enrichies d’un ensemble de descripteurs et d’annotations
permettant de caractériser la structure des mouvements cap-
turés ainsi que la segmentation des différents canaux multi-
modaux.
5.3 segmentation automatique des
données
Les méthodes de réduction de dimension d’espace tels
que l’analyse en composantes principales (PCA) peuvent
conduire à une segmentation proche de la représentation
sémantique faite par un observateur humain. En suivant la
même démarche, nous appliquons cette technique aux mou-
vements de mains [3]. Nous considérons que ces mouve-
ments peuvent être représentés par des suites de tenues et
de changements de configuration caractérisant des transi-
FIG. 4. Interface de visualisation et d’annota-
tion
tions nonlinéaires dans les mouvements. D’un point de vue
algorithmique, nous exploitons le fait que lors des transi-
tions entre segments de mouvement, l’erreur de reconstruc-
tion induite par la projection de la posture considérée sur un
hyperplan de dimension fixée doit augmenter rapidement
(cf figure 5). Ces résultats de segmentation manuelle sont
utilisés pour segmenter globalement les mouvements, l’hy-
pothèse étant faite que les zones de transition constituen
des points d’articulation du discours en langue des signes.
6 Synthèse de gestes et d’expressions faciales
6.1 Synthèse de gestes
En collaboration avec le projet SIAMES de l’IRISA, le
LPBEM a développé un environnement d’animation temps
réel pour les humanoı̈des appelé MKM1 qui est le pro-
duit de deux thèses co-encadrées [13, 6]. Cet environ-
nement est composé d’une librairie dédiée à l’animation
temps réel à partir de données issues de captures de mou-
vements [15, 14] et d’un outil pour générer des fichiers de
gestes indpéndants de la morphologie [8]. Grâce à cette
représentation il est possible de passer automatiquement
d’un mouvement capturé sur une personne à un personnage
synthétique ayant des dimensions différentes. Cependant,
pour assurer que cette opération s’effectue sans dégrader
le mouvement initial, il est nécessaire de préserver les
contraintes qui lui sont intrinsèquement liées. Par exempl ,
en langue des signes, si la main doit toucher la bouche pour
préserver le sens de la phrase, le système doit être capable
d’assurer que cette contrainte est effectivement vérifiésur
le squelette synthétique. L’outil que nous avons développé
1Voir www.irisa.fr/siames/MKM
FIG. 5. Segmentation automatique s’ap-
puyant sur la PCA : la d étection intervient
lorque la d ériv ée de l’erreur de reconstruc-
tion d épasse trois d éviations de la moyenne
permet d’éditer ce type de contraintes. Plus généralement,
il permet de spécifier des contraintes de distance entre deux
points du squelette, entre un point du squelette et un point
de l’environnement, des contraintes d’orientation d’un seg-
ment dans l’espace, de vitesse. . .Ces contraintes sont en-
suite résolues dans l’environnement temps réel par un algo-
rithme optimisé de cinématique et de cinétique inverse [7].
6.2 Synthèse d’expressions faciales
Le système Greta prend en entrée un texte que
l’agent doit dire augmenté des fonctions communicatives
(spécifiant comment le texte doit être dit). Ces informa-
tions sont spécifiées par des étiquettes du langage de
représentation ”Affective Presentation Markup Language”
(APML). Ce langage suit le format XML. Le système Greta
interprète tout d’abord les étiquettes APML et décide qul
signal sera communiqué avec quelle modalité (regard, vi-
sage, tête) pour chaque fonction communicative. Chaque
expression est synchronisée avec le texte qu’elle accom-
pagne ; sa durée est donnée par les étiquettes APML qui
entourent cette partie de texte. Les étiquettes APML sont
ensuite instantiées et les fonctions communicatives tra-
duites en signaux multimodaux. L’animation est obtenue en
convertissant chaque signal du visage et du regard en pa-
ramètres définis par le standard MPEG-4.
6.3 Intégration
Quelques résultats liés à l’expérimentation menée à
Rennes avec tous les partenaires sont donnés en figure 7.
Dans cette démo, les mouvements sont automatiquement
FIG. 6. Personnage virtuel signeur du
syst ème MKM
adaptés au personnage synthétique. On voit d’ailleurs, en
figure 6, plusieurs personnages effectuant le même geste.
Suite à la segmentation des séquences capturées lors de
la dernière expérimentation, il sera possible d’ajouterles
contraintes intrinsèques à chaque geste grâce aux outils
développés dans MKM. Un travail en cours consiste à ex-
porter les animations au format Mpeg4 et à fusionner le
résultat avec les données liées au visage. A plus long terme,
il est prévu de fusionner les deux outils (MKM et Greta)
pour n’avoir qu’un seul environnement d’animation plutôt
que de passer par fichiers.
a b
FIG. 7. (a) Capture du mouvement corporel du
signeur (b) Capture des expressions faciales
du signeur
7 Conclusions et perspectives
Nous avons présenté dans cet article une plateforme
expérimentale dédiée à l’enregistrement de gestes de la
LSF, et à la génération du mouvement d’humanoides si-
gneurs. Cette plateforme a permis de constituer plusieurs
corpus de données multimodales synchronisées, intégrant
des mouvements corporels, des gestes des mains et des
expressions faciales. Nous avons choisi un ensemble fini
de signes, issu de deux contextes applicatifs différents :
la présentation des bulletins météorologiques d’une part
et la diffusion de messages d’incidents dans des gares
SNCF d’autre part. La collaboration entre plusieurs équipes
de recherche pluridisciplinaires a permis d’identifier et d
résoudre un ensemble de problèmes techniques (emplace-
ment des capteurs, prétraitement de données comme le fil-
trage, reconstruction 3D, ...). Nous avons également défini
un ensemble de paramètres permettant de caractériser la
modulation des gestes et des expressions faciales. Un en-
semble d’outils d’analyse et de segmentation de mouve-
ments a été également mis en place pour les mouvements
corporels et manuels. La plateforme permet d’animer des
personnages virtuels en utilisant des techniques variées: r -
jeu avec adaptation pour l’animation corporelle, interpola-
tion de paramètres FAPS pour l’animation faciale. Quelques
résultats de recherche montrent l’utilisation de mouvements
capturés pour la synthèse de mouvements coarticulés et ex-
pressifs. Nous envisageons à court terme d’élaborer une
base d’information de gestes, indexée et segmentée, qui
pourra être utilisée pour effectuer des analyses statistiques
sur les gestes de la LSF. Elle permettra également d’animer
un ensemble varié d’humanoides signeurs, à partir d’un lan-
gage de spécification interactif.
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