Szlachányi's skew monoidal categories are a well-motivated variation of monoidal categories in which the unitors and associator are not required to be natural isomorphisms, but merely natural transformations in a particular direction. We present a sequent calculus for skew monoidal categories, building on the recent formulation by one of the authors of a sequent calculus for the Tamari order (skew semigroup categories). In this calculus, antecedents consist of a stoup (an optional formula) followed by a context, and the connectives behave like in the standard monoidal sequent calculus except that the left rules may only be applied in stoup position. We prove that this calculus is sound and complete with respect to existence of maps in the free skew monoidal category, and moreover that it captures equality of maps once a suitable equivalence relation is imposed on derivations. We then identify a subsystem of focused derivations and establish that it contains exactly one canonical representative from each equivalence class. This coherence theorem leads directly to simple procedures for deciding equality of maps in the free skew monoidal category and for enumerating any homset without duplicates. Finally, and in the spirit of Lambek's work, we describe the close connection between this proof-theoretic analysis and Bourke and Lack's recent characterization of skew monoidal categories as left representable skew multicategories. We have formalized this development in the dependently typed programming language Agda.
Introduction
Skew monoidal categories of Szlachányi [25] are a variation of monoidal categories [21, 3] in which the unitors and associator are not required to be natural isomorphisms but only natural transformations in a particular direction. Szlachányi's original motivation for naming the concept was the observation that bialgebroids provide natural examples of skew monoidal categories. In a different context, the first author of this paper ran into skew monoidal categories studying a generalization of monads to functors between different categories: relative monads [1] .
Szachlányi's paper was immediately noticed by Street, Lack and colleagues who have by now published a whole series of followup works [13, 14, 6, 4, 5] . Although the definition of skew monoidal category is simple, it entails some remarkably subtle properties. For example, while Mac Lane's coherence theorem for monoidal categories is often summarized as "all diagrams commute", this is no longer true in the skew monoidal case: it is possible to have more than one map between a pair of objects in the free skew monoidal category on a set of generators (even for one generator). Also, it is not so easy to give a simple necessary and sufficient condition for the existence of such a map. Curiously, there is at most one map between any two This article is a revised and extended version of a paper presented at MFPS 2018 [28] . objects in the free skew semigroup category: indeed, this generates a natural partial order on fully bracketed words, known as the Tamari order [23, 26] . Multiple maps therefore somehow originate from the presence of the unit.
As a step towards the coherence problem and taking a rewriting approach, Uustalu [27] showed that there is at most one map between an object and an object in a certain normal form, and exactly one map between an object and that object's normal form. In another direction, Lack and Street [14] addressed the problem of determining equality of maps by proving that there is a faithful, structure-preserving functor Fsk Ñ ∆ K from the free skew monoidal category on one generating object to the category of finite non-empty ordinals and first-elementand-order-preserving functions (which is a strictly associative skew-monoidal category under the ordinal sum with skew unit 1). This approach was further elaborated by Bourke and Lack [4] with a more explicit description of the morphisms of Fsk, both papers taking for granted an older analysis of the Tamari order by Huang and Tamari (1972) .
In this paper we introduce a sequent calculus formulation of skew monoidal categories, building on a recent proof-theoretic analysis of the Tamari order by the third author [29] . He observed that the Tamari order is precisely captured by a sequent calculus very similar to Lambek's original "syntactic calculus" [15] (what is nowadays referred to as the Lambek calculus, or as a fragment of noncommutative intuitionistic linear logic), but with the following restrictions: tensor is the only logical connective, and the tensor left rule is restricted to only apply to the leftmost formula in the antecedent. This calculus admits a strong form of cut-elimination known as focusing (the terminology comes from linear logic [2] ), which yields the coherence theorem that valid entailments of the Tamari order are in one-to-one correspondence with focused derivations.
As we will see, the situation becomes more subtle with the addition of a unit. Sequents now need to have an explicit "stoup" (again, the terminology is from linear logic [10] ) corresponding to a distinguished position at the left end of an antecedent that can either be empty or contain a formula. The left rules are still restricted to only apply at the leftmost end of an antecedent to the formula within the stoup, but now there is also an explicit structural rule for moving a formula from the context to the stoup (on the bottom-up reading of the rule). We will see that this has interesting consequences for the metatheory of the sequent calculus, and the end result will be a new coherence theorem for skew monoidal categories with two practical applications: 1. a simple algorithm for deciding equality of maps in Fsk, and 2. a simple algorithm for duplicate-free enumeration of all of the maps between any pair of objects in Fsk.
The approach that we take in this paper draws strong inspiration from Lambek's pioneering work applying proof-theoretic techniques towards category theory and vice versa. These mutual influences can already be clearly seen in Lambek's original paper on the syntactic calculus (and even more so in an immediate followup article [16] ), but the connection between proof theory and category theory was also explored explicitly in his papers on "Deductive systems and categories" [17, 18] . In the latter of those two papers he formally introduced the concept of multicategory (cf. [19] ), which is useful in better understanding the proof-theoretic analysis that we develop here. Indeed, in recent work independent of ours, Bourke and Lack [5] have related skew monoidal categories to what they call skew multicategories, establishing a correspondence between skew monoidal categories and left representable skew multicategories. The two analyses are in fact closely related. In a certain sense that we will make precise, the sequent calculus for skew monoidal categories can be seen as providing an explicit construction of the free left representable skew multicategory over a set of generators.
This paper is organized as follows. In Section 2, we review skew monoidal categories and present the free skew monoidal category (over a set At of generators that we view as atoms) as a simple deductive system whereby each map is an equivalence class of derivations wrt. a suitable equivalence relation. In Section 3, we present the skew monoidal sequent calculus, and show that it captures existence of maps in FskpAtq via soundness and completeness theorems. In Section 4, we refine this correspondence to reflect equality of maps in FskpAtq by introducing an appropriate equivalence relation on cut-free derivations. In Section 5, we identify the focused subsystem of the sequent calculus providing canonical representatives of each equivalence class, and prove the above-mentioned coherence theorem(s) for the free skew monoidal category. In Section 6, we discuss the relationship to Bourke and Lack's work (and Lambek's) in more detail, also introducing an equivalent reformulation of skew multicategories inspired by the sequent calculus. Finally, in Section 7, we conclude and outline some future directions.
We have fully formalized the development of Sections 2-5 (and most of Section 6) in the dependently typed programming language Agda. Our formalization is available at http://cs.ioc.ee/~niccolo/skewmonseqcalc/. It is based on Agda 2.5.3 with standard library 0.14.
Skew Monoidal Categories
A skew monoidal category [25] is a category C together with a distinguished object I, a functor b : CˆC Ñ C and three natural transformations
satisfying the following laws:
Notice that (a)-(e) are directed versions of the original Mac Lane axioms [21] . Kelly [12] observed that when λ, ρ and α are natural isomorphisms, laws (a), (c), and (d) can be derived from (b) and (e). However, for skew monoidal categories, this is not the case.
Skew monoidal categories arise more often than one would perhaps first think, see [25, 13, 6, 27] . The following are some examples from [27] . Example 1. A simple example of a skew monoidal category results from skewing a numerical addition monoid.
View the partial order pN, ďq of natural numbers as a thin category. Fix some natural number n and define I " n and x b y " px´nq`y where´is "truncating subtraction" a´b " maxpa´b, 0q. We have λ x : pn´nq`x " 0`x " x, ρ x : x ď maxpx, nq " px´nq`n, and α x,y,z : pppx´nq`yq´nq`z ď px´nq`py´nq`z (the last fact by a small case analysis).
Example 2. The category Ptd of pointed sets and point-preserving functions has the following skew monoidal structure.
Take I " p1,˚q and pX, pq b pY," pX`Y, inl pq (notice the "skew" in choosing the point). We define λ X : p1,˚qbpX, pq " p1`X, inl˚q Ñ pX, pq by λ X pinl˚q " p, λ X pinr xq " x (this is not injective). We let ρ X : pX, pq Ñ pX`1, inl pq " pX, pq b p1,˚q by ρ X x " inl x (this is not surjective). Finally we let α X,Y,Z : ppX, pq b pY,b pZ, rq " ppX`Y q`Z, inl pinl pqq Ñ pX`pY`Zq, inl pq " pX, pq b ppY,b pZ, rqq be the obvious isomorphism.
(We note that Ptd has coproducts too: pX, pq`pY," ppX`Y q{", rinl psq where " is the equivalence relation on X`Y induced by inl p " inr q.) Example 3. Suppose given a monoidal category pC, I, bq together with a lax monoidal comonad pD, e, mq on C. The category C has a skew monoidal structure with I D " I,
The unitors and associator are the following:
A similar skew monoidal category is obtained from an oplax monoidal monad.
Example 4. Consider two categories J and C with a functor J : J Ñ C, and assume that the left Kan extension Lan J F : C Ñ C exists for every F : J Ñ C. Then the functor category rJ , Cs has a skew monoidal structure given by I " J, F b G " Lan J F¨G. The unitors and associator are the canonical natural transformations λ F :
This category becomes properly monoidal under certain conditions on J: ρ is an isomorphism if J is fully-faithful, and λ is an isomorphism if J is dense. (This is the example from our relative monads work [1] . Relative monads on J are skew monoids in the skew monoidal category rJ , Cs.)
As our aim is to analyze the relationship of skew monoidal categories to a sequent calculus with the methods of structural proof theory, we will find it convenient to have an explicit description of the free skew monoidal category FskpAtq over a set At as a deductive calculus (in the style of Lambek [17, 18] ); we refer to it as the skew monoidal categorical calculus.
Objects of FskpAtq are called formulae, and are defined inductively as follows: a formula is either an element X of At (an atomic formula); I; or A b B where A, B are formulae. We write Fma for the set of formulae. Figure 1 . Rules of the skew monoidal categorical calculus Morphisms of FskpAtq are derivations of (singleton-antecedent, singleton-succedent) sequents A ñ C where A, C are formulae 1 that are constructed using the rules of Figure 1 and are identified up to the least congruence . " given by the equations in Figure 2 . In addition to the laws (a)-(e) above, these equations state that id and comp satisfy the laws of a category, that b is functorial, and that λ, ρ and α are natural transformations. In the term notation for derivations, we write g˝f for comp f g to agree with the standard categorical notation.
Proposition 1 (cf. Proposition 2 of [17] ). Let C be any skew monoidal category equipped with a function G : At Ñ C interpreting atoms as objects of C. Then G extends uniquely to a strict monoidal functorḠ : FskpAtq Ñ C compatible with the inclusion At Ñ FskpAtq.
We make here some simple observations about maps in FskpAtq. Let BA denote the underlying list of atoms forming the frontier of a formula A, where BX " X, BI " pq and BpA b Bq " BA, BB. A necessary condition for the existence of a map A ñ B in FskpAtq is that BA " BB, but this is not sufficient. For example, there are no maps X ñ I b X, X b I ñ X or X b pY b Zq ñ pX b Y q b Z in the free skew monoidal category, although these exist in any monoidal category as the inverses of the unitors and the associator. Moreover, it is possible to have more than one map with the same domain and codomain: the prototypical examples are ρ I˝λI
.
(In contrast, all of these equations hold in any monoidal category.)
A Skew Monoidal Sequent Calculus
We now introduce the sequent calculus for skew monoidal categories inspired by the sequent calculus for the Tamari order [29] .
The inference rules of this sequent calculus are given in Figure 4 , with the standard "monoidal sequent calculus" included for comparison in Figure 3 . (The latter corresponds exactly to the division-free fragment of Lambek's original syntactic calculus [15] extended with a unit I, as considered for example in [18] .) Sequents of this calculus are of the form S | Γ ÝÑ C, where the antecedent is a pair of a stoup S together with a context Γ and the succedent C is a single formula. A stoup can be either empty (written S "´) or contain a single formula, while a context is an arbitrary-length list of formulae. Before considering some examples, we highlight a few important properties of the calculus:
(1) As in the Lambek calculus (but in contrast to Gentzen's original sequent calculi for classical and intuitionistic logic [9] ), there are no structural rules of exchange, weakening or contraction.
. " Figure 2 . Equations on the categorical calculus derivations
Rules of the (ordinary) monoidal sequent calculus (cf. [15, 18] ) (2) As in the sequent calculus for the Tamari order [29] , the left logical rules are restricted to apply only at the leftmost end of the antecedent, specifically to the formula within the stoup. (3) Finally (and this is a new aspect), the stoup is allowed to be empty, permitting a distinction between antecedents of the form A | Γ (with A inside the stoup) and antecedents of the form´| A, Γ (with A outside the stoup).
The shift rule is used to move from one form of antecedent to another, while there are now two forms of cut rule, one for substitution into the stoup (scut), and one for substitution into the context (ccut).
A consequence of all these restrictions will be the following:
We will prove Claim 1 at the end of this section by providing effective translations between the two calculi. In Section 4, we will strengthen it by showing, on the one hand, that the translations respect equivalence of derivations (we will introduce an equivalence relation also on the derivations of the sequent calculus) and, on the other hand, that they are inverses.
For now, let us demonstrate the calculus in action on a few examples.
As a first example, here is a complete derivation corresponding to the skew
In the monoidal sequent calculus, one can also build a derivation corresponding to the inverse associator α´1 X,Y,Z :
Notice, however, that the second application of the bL rule from the bottom is to the formula second from the left (Y b Z) in the antecedent. Such an application of the bL rule is invalid for the skew monoidal calculus, and indeed the corresponding sequent is not derivable:
Here we have shown two incomplete attempts at building a derivation starting from the root, and both fail because there is no good way to split the context (Y b Z) between the two premises of the bR rule. Of course, just seeing that these two attempts fail does not allow us to infer that all proof attempts will fail, but indeed this is an immediate consequence of the focusing completeness theorem for the sequent calculus (a strengthening of cut-elimination), which we will prove in Section 5.
As another similar example, the sequent corresponding to the right unitor ρ X : X ñ X b I is derivable, but the converse sequent is not:
By contrast, both directions are derivable in the monoidal sequent calculus, where the derivation of ρ´1 X is completed by applying IL to the second formula in an antecedent. Likewise, the sequent corresponding to the left unitor λ X : IbX ñ X is derivable in the sequent calculus for skew monoidal categories, but its inverse is not:
Here the reason why the attempt at a derivation of λ´1 X fails is that, although the context can be split freely in an bR inference, the stoup formula must go to the first premise. By contrast, both directions are derivable in the monoidal sequent calculus. As a more involved example, here is a derivation corresponding to the (inciden-
Zq in the free skew monoidal category:
The reader is invited to check that, in contrast, there is no derivation of the converse sequent, although the sequent
We dedicate the remainder of this section to the proof of Claim 1, which can be split into separate claims of soundness and completeness. Completeness is the easier direction, so we show that first.
Theorem 1 (Completeness). For any derivation f : A ñ C in the skew monoidal categorical calculus, there is a derivation cmplt f : A | ÝÑ C in the skew monoidal sequent calculus.
Proof. This follows from the fact that all of the rules of the skew monoidal categorical calculus ( Figure 1 ) are derived rules of the skew monoidal sequent calculus under the interpretation of A ñ C as A | ÝÑ C. Identity id and composition comp are translated directly to id and scut, respectively, while the b rule is derived as follows:
Finally, the structural maps α A,B,C , ρ A , and λ A can all be derived as we have already seen, as derivations (1), (2), and (3) above, with atoms replaced with general formulae.
In order to prove soundness, we first explain how to interpret general sequents S | Γ ÝÑ C. This is performed in several steps, by first specifying how to interpret stoups and contexts.
Stoups are interpreted as formulae by reading the empty stoup as the unit:
Contexts are interpreted as a right action on formulae, given by iterated application of the tensor product b:
Combining these two interpretations, we define the interpretation of antecedents as formulae by applying the action of the context to the stoup:
Explicitly, for any context Γ " A 1 , . . . , A n and any non-empty stoup A we have
The proof of soundness now relies on several simple properties of this interpretation of antecedents.
Proof. Immediate by induction on Γ.
Proof. We proceed by induction on Γ. If Γ is empty, then we take ψ A,B,p q " df id AbB . If Γ " C, Γ 1 , then we take ψ A,B,pC, Proof. It is sufficient to construct ϕ 1 A,Γ,∆ : A xxΓ, ∆ ñ A xxΓ b ´| ∆ for any formula A, and define ϕ S,Γ,∆ " df ϕ 1 Sx x ,Γ,∆ . We proceed by induction on Γ. If Γ is empty, we take ϕ 1 A,p q,∆ " df ψ A,I,∆˝ ρ | ∆ making use Lemma 3. If Γ " C, Γ 1 , then we take ϕ 1 A,pC,Γ 1 q,∆ " df ϕ 1 AbC,Γ 1 ,∆ .
Theorem 2 (Soundness). For any derivation f : S | Γ ÝÑ C in the skew monoidal sequent calculus, there is a derivation sound f : S | Γ ñ C in the skew monoidal categorical calculus. As a special case, for any derivation A | ÝÑ C there is a derivation A ñ C.
Proof. We proceed by induction on f .
There exist sound f 1 : S | Γ 1 ñ A and sound g : A | ∆ ñ C by the induction hypothesis, and therefore sound
In either case we take sound f " df sound f 1 , since the interpretation of the premise sequent is equal to the interpretation of the conclusion.
‚ Case f "´| ÝÑ I IR .
We take sound f " df id : I ñ I.
An Equational Theory on Cut-Free Derivations
In this section, we establish a bijective correspondence between the skew monoidal categorical calculus (the free skew monoidal category FskpAtq) and the skew monoidal sequent calculus. We show that the translations sound and cmplt witnessing soundness and completeness are mutually inverse up to an appropriate equational theory on derivations.
An equational theory is needed because many different sequent calculus derivations can be sent by the soundness translation to equivalent categorical calculus derivations (corresponding to the same map in FskpAtq). For example, the different derivations
are sent by the translation sound to the same derivation id˝λ X : IbX ñ I. Likewise, the two different derivations Here we begin to address this overabundance of derivations in two steps:
(1) We restrict to cut-free derivations by relying on eliminability of scut and ccut (i.e., their admissibility in the cut-free fragment), and identify a derivation with cuts with the corresponding cut-free derivation.
(2) We impose a further equivalence relation on cut-free derivations. In Section 5, we will take a third step of identifying canonical representatives for the induced equivalence classes of derivations, corresponding to a natural focused subsystem of the sequent calculus. This will complete the picture and provide a powerful coherence theorem for skew monoidal categories.
Lemma 5 (Eliminability of cuts). Each of the rules scut and ccut is eliminable, i.e., admissible in the cut-free fragment in the sense that, given cut-free derivations of its premises, there is a cut-free derivation of its conclusion.
We elide the proof of cut admissibility here, since it follows the same pattern as the proof of Lemma 17 in Section 5 used to establish the stronger focusing completeness result. 2 We moreover assert the following: Lemma 6. The cut-elimination algorithm from the proof of Lemma 5 validates the equations in Figures 5 and 6 , in the sense that they hold for scut and ccut as defined operations on cut-free derivations.
As shown by the example of (:), however, restricting the domain of sound to cut-free derivations is not enough to obtain injectivity. We therefore identify cutfree derivations up to an equivalence relation , defined as the least congruence induced by the equations in Figure 7 .
Proof. By induction on the proof of f  g. It is possible to show that soundness is left inverse to completeness.
Proof. By induction on f . We only show the proof of the case f "
. " f1 b f2 (skew monoidal equations) Unitality of identity wrt. cut
Associativity of cut
S | Λ0, ∆0, Γ, ∆1, Λ1 ÝÑ C ccut Figure 5 . Equations governing the cut rules
On the other hand, the postcomposition of completeness with soundness sends a derivation f : S | Γ ÝÑ C to a derivation of cmplt psound f q : S | Γ | ÝÑ C, and so for general S and Γ, the two derivations are not directly comparable. We can repair this discrepancy by realizing that there is a one-to-one correspondence between derivations S | Γ ÝÑ C and derivations S | Γ | ÝÑ C, when considered up to .
Lemma 10 (Invertibility of IL and bL). The following rules are admissible.
Parallel cuts commute (10) Figure 6 . Equations governing the cut rules (continued) Moreover, IL´1 and bL´1 are compatible with , and inverse to the rules IL and bL in the sense that
for all derivations f of the appropriate type.
Proof. By induction on derivations.
Lemma 11. For all S and Γ, the following rule is admissible:
Moreover, L´1 is compatible with , and inverse to the rule
obtained by iterated application of bL and IL, in the sense that Moreover, we can observe that the operation L´1 has no effect upon the soundness translation.
Lemma 12. For all f : S | Γ | ∆ ÝÑ C, we have sound pL´1 f q
. " sound f .
Finally, combining these results we can obtain our desired bijection. Theorem 3. The translations sound and strcmplt witness a one-to-one correspondence between derivations of S | Γ ÝÑ C (considered up to ) and derivations of S | Γ ñ C (considered up to . "). As a special case, sound and cmplt witness a one-to-one correspondence between derivations A | ÝÑ C and derivations A ñ C.
A Focused Subsystem of Canonical Derivations
If we consider the congruence relation  on cut-free derivations as a term rewrite system just by directing every equation in Figure 7 from left to right, we can notice it is weakly confluent and strongly normalizing, hence strongly confluent with unique normal forms. It turns out that these normal forms admit a simple direct
Note: T ranges over irreducible stoups T " X or T "´. In the style of Andreoli [2] , we present the focused subsystem as a sequent calculus with an additional phase annotation on sequents (see Figure 8 ), which alternates between L ("left phase") and R ("right phase").
Observe that in an L-sequent there is no restriction on the stoup, but in an R-sequent the stoup is forced to be irreducible, meaning that it is either empty or atomic. 3 The focused calculus is manifestly sound, in the sense that if one erases phase annotations, all of the rules are either rules of the original calculus or else (in the case of switch) have conclusion equal to their premise. Proposition 2 (Focusing soundness). For any focused derivation f : S | Γ ÝÑ P C (where P P tL, Ru), there is a derivation emb P f : S | Γ ÝÑ C.
Less obviously, the focused calculus is also complete, and indeed optimal in a sense that we will soon make precise.
As in Andreoli's original formulation for linear logic, we can think of the focused calculus as defining a backwards proof search strategy which attempts to build a derivation of a sequent, starting from the root. Beginning in an L-phase, the invertible rules IL and bL are applied to break down the formula in the stoup and transform it into a list of additional subformulae in the context. Once the stoup is irreducible, there is a choice to either apply the shift rule (if the stoup is empty) to move another formula into the stoup and repeat the inversion process, or else apply the switch rule and go into R-phase. During an R-phase, the non-invertible rule bR can be tried as necessary to attempt to continue proof search (which involves a non-deterministic splitting of the context, and moves back into L-phase for the right premise), as can the rules IR and id to attempt to finish off the derivation. The crucial point is that this search strategy will always succeed in finding a proof, if one exists. 3 It is worth mentioning that Zeilberger [29] did not need an explicit phase annotation in the focused sequent calculus for the Tamari order. This was because restricting to sequents with a non-empty stoup (in the absence of the shift rule and the rules for I), the phase can be uniquely determined by asking whether the stoup is irreducible. Theorem 4 (Focusing completeness). For any derivation f : S | Γ ÝÑ C, there is a focused derivation focus f : S | Γ ÝÑ L C.
The proof of focusing completeness follows a standard pattern: one first shows that all of the rules of the original calculus are admissible for L-phase sequents, and then obtains Theorem 4 as an immediate corollary by induction on f .
Lemma 17. Each of the rules
is admissible in the sense that given focused derivations of its premises there is a focused derivation of its conclusion.
Proof. Rule IR is immediately derivable as IR " switchpIR foc q, while bR is admissible by induction on the derivation of the first premise. Admissibility of id can be shown in various ways, perhaps most simply by induction on A after first showing admissibility of bR. For example, if A " A 1 bA 2 , we derive the axiom A 1 bA 2 | ÝÑ L A 1 b A 2 by invoking bR and by appeal to the induction hypothesis on A 1 and A 2 :
Admissibility of the cut rules is only a bit more elaborate, requiring us to first introduce two more cut rules involving R-phase sequents,
and then prove admissibility of the four rules by a mutual lexicographic induction on the cut formula A and on the pair of derivations of the premises. The proof is relatively long but mechanical. We show all essential cases below.
: Definition of scutpf, gq for f : S | Γ ÝÑ L A and g : A | ∆ ÝÑ L C:
In particular, S "á nd Γ " A 1 , Γ 1 . We define:
In particular, S " T is irreducible. We define:
In particular, T " X " A and Γ is empty. We define:
In particular, T "´, Γ is empty, and A " I. Then g is necessarily of the form g " IL g 1 for some g 1 :´| ∆ ÝÑ L C, and we define:
In particular, Γ " Γ 1 , Γ 2 and A " A 1 b A 2 . Then g is necessarily of the form g " bL g 1 for some g 1 : A 1 | A 2 , ∆ ÝÑ L C, and we define:
: Definition of ccutpf, gq for f :´| Γ ÝÑ L A and g : S | ∆ 0 , A, ∆ 1 ÝÑ L C: ‚ Case g " shift g 1 for some g 1 :
In particular, S "á nd ∆ 0 , A, ∆ 1 " A 1 , ∆ 1 . There are two cases, depending on whether or not the context ∆ 0 is empty.
-If ∆ 0 is empty, then A 1 " A and ∆ 1 " ∆ 1 . We define:
In particular, S " I. We define:
: Def. of ccut R pf, gq for f :´| Γ ÝÑ L A and g : T | ∆ 0 , A, ∆ 1 ÝÑ R C: ‚ Case g " bR foc pg 1 , g 2 q for some g 1 : T | Λ 1 ÝÑ R C 1 and g 2 :´| Λ 2 ÝÑ L C 2 . In particular, Λ 1 , Λ 2 " ∆ 0 , A, ∆ 1 and C " C 1 b C 2 . We proceed by checking if the formula A occurs in Λ 1 or Λ 2 .
-If A occurs in Λ 1 , we have Λ 1 " ∆ 0 , A, ∆ 1 1 and ∆ 1 " ∆ 1 1 , Λ 2 for some ∆ 1 1 . We define:
bR -If A occurs in Λ 2 , we have Λ 2 " ∆ 1 0 , A, ∆ 1 and ∆ 0 " Λ 1 , ∆ 1 0 for some ∆ 1 0 . We define:
We should mention that in our formalization, the domain of the focus function is restricted to cut-free derivations, factoring the proof of Theorem 4 via Lemma 5. We can then prove the following lemmata easily by induction, and derive the first half of our main coherence theorem by combining Corollary 1 below with the results of Sections 3 and 4. Alternatively, it should be possible to prove Theorem 5 more directly without the intermediate step via cut-free-but-unfocused derivations, by reproving analogues of some of the results of Section 4 directly for focused derivations. However, we have not formalized this proof strategy.
We remark that Theorem 5 gives a simple algorithm for deciding equality of maps in FskpAtq. Moreover, as already mentioned, the rules of Figure 8 can also be interpreted as defining a proof search strategy, and thus an algorithm for deciding existence of maps in FskpAtq. Indeed, the rules can be turned into a simple algorithm for enumerating all elements of any homset in the free skew monoidal category without duplicates, yielding the second half of our coherence theorem.
Lemma 21. For any S, Γ, C, one can compute a finite list focderivs pS, Γ, Cq of derivations of S | Γ ÝÑ L C containing every such derivation exactly once. In particular, we can decide whether S | Γ ÝÑ L C is derivable.
Proof. As explained, we can consider the focused calculus as defining a root-first search strategy. This search is guaranteed to terminate with a finite set of derivations because, for any goal sequent S | Γ ÝÑ P C (P P tL, Ru), there are only finitely many possible instances of rules to apply, and the subgoals that they generate are always smaller relative to a well-founded order on sequents. (We can rank sequents by lexicographically ordered triples consisting of the number of occurrences of I and b, the information whether the stoup is empty or not, with singleton ă empty, and the phase, with R ă L.) Theorem 6 (Coherence: enumeration). For any A, C P Fma, let fskmaps pA, Cq " df rsound pemb L f q | f P focderivs pA, pq, Cqs.
For any f : A ñ C, there exists a unique g P fskmaps pA, Cq such that f . " g.
Comparison with Bourke and Lack
As mentioned in the introduction, the analysis we have presented here is closely related to Bourke and Lack's recent characterization of skew monoidal categories as left representable skew multicategories [5] . In this section we describe the relationship more explicitly.
To set the stage, let us begin by recalling the concept of a multicategory [20] , but following the original sequent calculus-inspired formulation given by Lambek [18] . Thus, an ordinary multicategory M consists first of all of a set of objects, and for list of objects A 1 , . . . , A n and any object C, a set MpA 1 , . . . , A n ; Cq of multimaps with domain A 1 , . . . , A n and codomain C. We write g : Γ ÝÑ C or Γ g ÝÑ C to depict that g is a multimap in MpΓ; Cq where Γ " A 1 , . . . , A n . Moreover, a multicategory must include, for every object A, an identity multimap id A : A ÝÑ A; and for every pair of multimaps f : Γ ÝÑ A and g : ∆ 0 , A, ∆ 1 ÝÑ C, a composition multimap cut ∆0´∆1 pf, gq : ∆ 0 , Γ, ∆ 1 ÝÑ C. We typically leave off the subscripts for id and cut when clear from context. Finally, all of this data must be subject to four equations:
Here, following Lambek, we have chosen to present the equations using a prooftheoretic notation whose meaning should hopefully be clear. For example, equation (15) can also be written cut ∆0´∆1 pid A , f q " f . Likewise, we have taken as basic structure the operations cut ∆0´∆1 : MpΓ; AqˆMp∆ 0 , A, ∆ 1 ; Cq Ñ Mp∆ 0 , Γ, ∆ 1 ; Cq which are sometimes referred to as "partial" composition (or substitution) operations, since they compose the first multimap into a single argument of the second multimap. Multicategories may be alternatively defined (cf. [20] ) using "parallel" composition operations of type MpΓ 1 ; A 1 qˆ. . . MpΓ n ; A n qˆMpA 1 , . . . , A n ; Cq Ñ MpΓ 1 , . . . , Γ n ; Cq satisfying appropriate versions of associativity and unit equations. The equivalence between these two different presentations of multicategories based on either partial or parallel composition operations appears to be folklore. 4 The reader may refer to [20] for many different examples of multicategories. Importantly, any monoidal category pC, I, bq has an underlying multicategory M with the same objects and with MpΓ; Cq " df Cp Γ , Cq, where Γ denotes the product of the list of objects Γ " A 1 , . . . , A n defined using some bracketing, e.g.,
Conversely, a multicategory M is said to be representable just in case for any list of objects Γ " A 1 , . . . , A n , there is an object Γ together with a multimap m Γ : Γ ÝÑ Γ which is strong universal in the sense that there exists a family of bijections (19) L
(indexed by ∆ 0 , ∆ 1 , and C) whose inverse is the operation
of precomposing with m Γ . Representable multicategories have been studied closely by Hermida [11] , who established among other results a 2-equivalence between the 2-category of monoidal categories and strong monoidal functors and the 2-category of representable multicategories and multifunctors that preserve strong universal multimaps.
Lambek [18] already considered essentially the same notion but where M is supplied with a strong universal nullary map i : ÝÑ I as well as strong universal binary maps m A,B : A, B ÝÑ A b B for every A and B.
Lambek called this a monoidal multicategory, but to keep the terminology consistent we will refer to it as a nullary-binary representable multicategory. Every representable multicategory is obviously a nullary-binary representable multicategory, but the converse is also true, since binary and nullary strong universal maps can be composed to construct strong universal maps of arbitrary arity. Before moving on to discuss skewness, as a final remark, let us point out the clear connection (again, already made by Lambek [16, 17, 18] ) between the definition of nullary-binary representable multicategory and the rules of the monoidal sequent calculus (Figure 3) . In a sense that can be made precise, derivations of the calculus form a free nullary-binary representable multicategory under the id and cut rules when considered modulo the appropriate notion of equivalence, where the nullary and binary strong universal maps are derived using the right rules as IR and bRpid A , id B q, while the bijections (19) correspond directly to the left rules IL and bL and the fact that they are invertible rules.
In their paper [5] , Bourke and Lack give a concise definition of "skew multicategory" after first introducing a more general notion of T -multicategory for any Catenriched operad T . In one formulation, a T -multicategory corresponds to a Catenriched multicategory M equipped with a Cat-enriched multifunctor into T that is locally a discrete opfibration, in the sense that each functor MpA 1 , . . . , A n ; Cq Ñ T n is a discrete opfibration (writing T n for the category of n-ary operations˚, . . . ,˚ÝÑ of T ). A skew multicategory is then just a R-multicategory, where R n is defined as equivalent to the arrow category 2 for n ą 0, and the terminal category 1 for n " 0. Bourke and Lack also sketch how to unpack this definition into a more conventional description of the structure of a skew multicategory in terms of what they call "tight" and "loose" multimaps. In order to illuminate the relationship to the sequent calculus and for its independent interest, we give here a completely explicit but equivalent reformulation of Bourke and Lack's definition. In brief, compared to ordinary multicategories, skew multicategories distinguish "tight" multimaps from "loose" multimaps, with an inclusion/coercion of the former into the latter, and two kinds of composition. This also leads to a (perhaps slightly intimidating) proliferation of equations, with Lambek's original four equations (15)-(18) replaced by the eleven equations (4)- (14) . Of course we already encountered these equations in Section 4, and as we will see shortly, the skew monoidal sequent calculus indeed defines a (special kind of) skew multicategory.
The main technical difference between our formulation of skew multicategories and Bourke and Lack's is that whereas they postulate a single parallel composition operator acting on multimaps of arbitrary kind -with some logic for determining whether the result is tight or loose -we postulate two different partial composition operations scutpf, gq and ccutpf, gq, respectively for composition into the first argument of a tight multimap g, and for composition out of a loose multimap f into an arbitrary argument of another multimap. The two formulations are equivalent, however, since Bourke and Lack's "polymorphic" parallel composition operation can be specialized to obtain the partial composition operations scut and ccut, and conversely, any parallel composition of tight and loose maps can be expressed using an appropriate combination of scut, ccut, and shift.
Every skew monoidal category pC, I, bq gives rise to a skew multicategory with the same objects and with multimaps S | Γ ÝÑ C defined as morphisms S | Γ Ñ C, where S is interpreted as an object of C by taking I in the loose case S "´, and S | Γ then denotes the left-associated product p. . . pS b A 1 q . . .q b A n for Γ " A 1 , . . . , A n . Conversely, a skew multicategory equivalent to one of this form is said to be left representable.
Definition 2.
A skew multicategory M is left representable just in case for any S P M Z t´u and list of objects Γ " A 1 , . . . , A n P M , there is an object S | Γ together with a multimap m S,Γ : S | Γ ÝÑ S | Γ which is left universal in the sense that there exist a family of bijections
Cq whose inverse is the operation scutpm S,Γ ,´q of precomposing with m S,Γ .
Analogously to the non-skew case, we also say that a skew multicategory M is nullary-binary left representable just in case there is an object I with a left universal loose multimap i :´| ÝÑ I, as well as an object AbB with a left universal tight multimap m A,B : A | B ÝÑ A b B for every pair of objects A, B. (In the terminology of [5] , M is said to "admit tight binary map classifiers and a nullary map classifier".) Since left universal maps are closed under (scut) composition, a skew multicategory is left representable if and only if it is nullary-binary left representable (cf. Proposition 4.5 of [5] ). The following is stated as one of the main results of [5] .
Theorem 7 (Bourke & Lack [5] ). There is a 2-equivalence between the 2-category of skew monoidal categories and lax monoidal functors and the 2-category of left representable skew multicategories and skew multifunctors (that do not necessarily preserve left universal multimaps).
Note this equivalence also holds replacing lax monoidal functors by strong monoidal functors and simultaneously requiring the skew multifunctors to preserve left universal multimaps.
The skew monoidal sequent calculus and the results of Sections 3-5 can be reunderstood in this categorical language, and vice versa:
‚ The restriction on the left rules in passing from the standard monoidal sequent calculus to the skew monoidal sequent calculus corresponds precisely to the weakening of the universal property for b and I in passing from representable multicategories to left representable skew multicategories, replacing strong universality by left universality. ‚ Bourke and Lack illustrate Theorem 7 by explaining how to construct a left representable skew multicategory from a skew monoidal category [5, §6.1] and conversely [5, §6.2]. These constructions follow closely to our proofs of soundness (Theorem 2) and completeness (Theorem 1), respectively. ‚ The implication from nullary-binary left representability to left representability is implicitly used in the proof of Lemma 11. ‚ The focused sequent calculus gives a direct description of the free nullarybinary left representable skew multicategory over a set of atoms. Explicitly, F pAtq has formulae as objects and focused derivations S | Γ ÝÑ L C as multimaps (notably, one does not need to consider equivalence classes of derivations). Identity and composition are defined as in the proof of Lemma 17, and satisfy the skew multicategory equations by Lemma 6. The nullary map i :´| ÝÑ L I and the binary maps m A,B : A | B ÝÑ L AbB are defined using the admissible (by Lemma 17) right rules and identity axiom as i " df IR and m A,B " df bRpid A , shift id B q, and their left universality is witnessed by the left rules IL and bL.
Conclusion and Future Work
In this paper, we studied the free skew monoidal category from a proof-theorist's point-of-view, in the spirit of Lambek's work. We considered several different deductive systems, ranging from a categorical calculus directly embodying the definition of the free skew monoidal category, to a Gentzen-style sequent calculus with two forms of cut rules, to a cut-free and focused subsystem of canonical derivations. We learned that although skew monoidal categories have some remarkably subtle properties, the methods of proof theory are surprisingly well-suited for exploring them. As a consequence of our coherence theorem, the focused sequent calculus provides a very concrete description of the free skew monoidal category, suitable for deciding equality of maps and for enumerating the set of maps between any pair of objects.
We envisage a number of directions for future work. One obvious direction would be to derive analogous coherence theorems for (nonmonoidal) skew closed categories [24] and for skew monoidal closed categories. This would mean analyzing sequent calculi that correspond to the Lambek calculus with only one implication and without or with conjunction.
The fact that there can be multiple maps between a pair of objects in the free skew monoidal category also leads to some interesting questions. It appears that one can partially order derivations in a canonical way for both the categorical calculus and the sequent calculus. In particular, we can have a greatest element, i.e., a preferred derivation for any derivable sequent, and have soundness and completeness preserve these partial orders. Moreover, one may ask whether this ordering coincides with the canonical ordering induced by Lack and Street's faithful functor Fsk Ñ ∆ K , viewing ∆ K as a 2-category with the pointwise ordering on monotone maps.
It is worth mentioning that there are some surprisingly elegant formulae for counting different families of maps in the free skew semigroup category (a.k.a. intervals of the Tamari lattice [7] ), and so it may be interesting to refine Theorem 5 and apply the focused sequent calculus to pursue a quantitative analysis of maps in the free skew monoidal category (similarly to how this was done for Tamari intervals in [29] ).
Finally, another more speculative direction is to develop sequent calculi for higher-dimensional skew monoidal and/or skew semigroup categories. Given the connections between the Tamari order and the well-studied higher-dimensional polytopes known as associahedra [23] , it is natural to wonder whether the methods of proof theory can reveal something new.
