A system for visual speech recognition is described in this paper. In the first phase of the system's operation, time-varying visual speech patterns are obtained from a sequence of images. In the second phase, the system uses recurrent neural networks to classify the spatiotemporal pattern as one of the previously-trained words. By specifying a certain behavior when a recurrent network is presented with exemplar sequences, the network is trained with no more than feed-forward complexity. The network's desired behavior is based on characterizing a given word by well-defined segments. Adaptive segmentation is employed to segment the training sequences of a given word.
INTRODUCTION
In recent years, there has been a growing interest in automatic speech recognition. While traditional approaches have concentrated on analyzing the acoustic signal alone, the face of a person during speech provides valuable information that can be used to significantly improve the performance of current recognizers in the presence of noise or crosstalk. This paper presents a novel approach to visual speech recognition. It uses recurrent neural networks in order to handle the dynamic nature of change in speech patterns with respect to time as well as the spatial variations in the individual patterns. Several recurrent training algorithms exist [4]-However, their computational complexity is high. Besides, the real benefit of such algorithms in making the network learn long-term dependencies has been questioned by recent researchers [l] . Our approach to train a recurrent network is based on an exact transformation that reveals an embedded feed-forward structure in the recurrent architecture [Z].
This approach requires the training sequences to be segmented. The fact that there is a smooth change in the visual speech signal makes the task of visual word segmentation difficult. This paper proposes an adaptive technique that identifies the segments of a certain word given a number of the word's instances.
VISUAL SPEECH SIGNAL
The visual speech signal is a sequence of features that characterize the mouth's shape of a speaker. Given a sequence of digital images containing the face of a person during speech, the sequence of visual speech vectors is obtained by a number of steps. First, a rectangular region of interest is located in the first image automatically. Second, the region of interest is examined by means of image processing algorithms that estimate main characteristics of the mouth such as the center, width and height. Then, these estimates are used to initialize a mouth deformable template [6]. The deformable template is associated with an energy function that measures how well the template's geometric primitives match the lips' outlines in the image. When the template's energy reaches a minimum value, the shape of the mouth is extracted in terms of the parameters of the geometric model. Taking advantage of the smooth change between consecutive frames, the system sets as initial position of each subsequent frame the best fit of the preceding one. Figure 1 shows the geometric model for the mouth deformable template. It consists mainly of parabolas (y2 and y4) and quartics (y1 and y3). The parameters of the curves are mapped 
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where T is a transformation, and Vi is a visual speech unit distinct from Vi+l, i = 0,1,. ..,I -2.
Individual Segmentation
The purpose of this step is to find potential candidates for segment boundaries of a given word. A method called the Maximum Distance method has been developed. It is based on identifying dissimilarities within the sequence to be segmented. The main concept is to cut the sequence at the frame with the maximum distance from the starting frame. This maximum distance gives a segmentation confidence measure. The same concept can be applied recursively to the two resulting segments until the segmentation confidence drops below a certain threshold.
Alignment
For two word instances of the same class, their segmentation should be consistent. That is, they should have the same number of segments. Moreover, and more importantly, the i-th segment in any of the sequences should correspond t o the i-th segment in the others. It is possible to find such a segmentation using dynamic time warping (DTW) [5] . However, the usual DTW algorithm needs t o be modified to suit this problem. In the modified version, the algorithm takes as input the segment boundaries in two sequences. The optimum warping path is used to derive a unified segmentation scheme for both sequences. For example, when aligning the segment boundaries of two sequences a and b, if two successive boundaries in a correspond t o one boundary in b, the two successive segments in a are combined. That is, one segment boundary in a is eliminated.
To generalize this method to more than two sequences, a reference sequence is selected and all other sequences are aligned to it. The selection of the reference sequence as well as the order in which the other sequences are aligned to it are based on ranking the sequences. The criteria selected for ranking a certain sequence depends on how well the sequence aligns to the rest of the sequences. The DTW algorithm returns the minimum cost at which two sequences can be aligned t o each other. To get an overall cost for a particular sequence, the average cost over all other sequences is taken.
Adaptive Segmentation
Two distance functions have been used in the segmentation method described above. First, the distance function for individual segmentation. Second, the distance function for dynamic time warping. The Euclidean distance was selected for both purposes.
There is no reason why the Euclidean distance is better than a weighted distance. Using a weighted distance could not have been possible before because there was no knowledge about the segments of a particular word. But now that there is an initial segmentation, this knowledge can be used t o derive proper weights.
This principle leads to an iterative method that starts by segmentation and alignment using the Euclidean distance, which is equivalent t o a weighted distance with equal weights. At each iteration, statistics about the visual speech features are analyzed leading t o weight updates in the distance functions such that a better segmentation will be obtained if the updated functions are applied.
VISUAL WORD R E C O G N I T I O N

Neural Network Architecture
The input frames are presented to the input layer sequentially, one at a time. The input frame at time t There are recurrent connections from the timedelayed state layer to the hidden layer the purpose of which is to provide a context for each input pattern so that the network can capture not only the spatial characteristics of the individual patterns, but also the dynamic change of patterns with time. The external output is considered only when all input frames have been presented to the network.
Desired Activity on State Vector
Given a correct sequence of frames, the desired activity on the state vector is formulated as follows: The frames belonging to the same segment should cause the network to form the same pattern on the state vector. This implies that every segment should correspond to a particular state. The correspondence between segments and states is not based on the spatial characteristics of the segments alone. It is also based on the order of the segments. This results in state sj being characterized by:
The spatial characteristics of the individual components corresponding to that state.
tions (preceded by state sj-1).
The context provided by the recurrent connec-
There is an obvious recursion in the previous characterization, the main purpose of which is to ensure that the segments follow the specific order dictated by the nature of the word to be recognized.
Training
Suppose the recurrent neural network (R") described previously has trained to recognize a word w. Then, on a new instance w' of w which consists of variations of the segments of w, the network is supposed to produce states SI, sa,. . . , SI while reading frames from segments 0,1,. ..,I -1 respectively. Therefore, the R , " needs to learn from the sample word w the following transformat ion. 
R(v,s;) =
The last line is to ensure that the RNN does not recognize wrong sequences.
In other words, the RNN is to model a dynamical system with a determined behavior. Given this fact, and according to a proposition by Olurotimi [2], training the RNN does not require more than feed-forward complexity provided that there is an unambiguous set of data describing the behavior of the system. That is, it is only required t o train the feed-forward network embedded in the recurrent architecture by a conventional method (back-propagation [4]). The RNN will learn its required dynamic behavior as much as the feed-forward network learns its static task, namely, the transformation R : V x S + S, where V is the set of input patterns and S is the set of states. Equation (1) is used as the basis for obtaining the training samples for the embedded network. Given training sequences for the RNN containing instances of the word w that is supposed to be recognized by the network as well as instances of other words, an algorithm has been designed to generate the training samples for the embedded feed-forward network. Each sample generated by the algorithm is an input-output pair. The input has two parts: state and (speech) frame. The generated samples contain all possible states. For samples containing so as part of the input, there are two possible static outputs: (1) sl, if the frame part of the sample belongs to segment 0 of word w, and (2) s, , otherwise. Therefore, there should be samples with no down right left the input as (s0,u) and the output as SI, where U is a frame belonging to segment 0 of w. Also, there should be samples with the input as (s0,v) 
CONCLUSIONS AND EXPERIMENTAL RESULTS
The system has been implemented using C language. Experiments have been carried out to recognize 5 words: yes, no, down, right, left. A person was recorded while uttering each word 6 times. The recordings were digitized and sampled at the rate of 30 frames per second. A training data set consisting of 4 instances of each word class was used to train 5 recurrent units corresponding to the 5 word classes. The training sequences were segmented using the adaptive segmentation technique proposed. Accordingly, static samples were generated to train the feed-forward networks corresponding to the recurrent units. Each feed-forward network was trained independently for 1000 iterations. Training was stopped in any of the networks whenever the system error for that network was reduced to 0.01. After training, the system was tested on a data set consisting of the sequences that were not used for training (2 instances €or each word). The following table summarizes the training process and the classification results for the system.
There was only one case where a misclassification happened. One of the 'right' instances was confused to be 'yes'. The confusion between words 'right' and 'yes' is expected since the two words are very similar visually and have only slight differences. In addition, because of the relatively small size of the training data, the 'yes' unit was not able to capture all the differences between the two words. There were no other kinds of confusions. In particular, the recognition scheme was able to distinguish between 'down' and 'right' even though they have common starting parts (/da/ /ra/). Also, 'down' and 'no' were distinguishable despite the fact that most segments in 'no' do exist in 'down'.
To show the effect of the adaptive segmentation technique proposed in this paper, another system was built in exactly the same way as the first one, except that adaptive segmentation was not used. The results are summarized in the following NO. 2, pp. 157-166, 1994. 0. Olurotimi, Recurrent neural network training with feedforward compbexity, IEEE Transactions
