Accurate astrometry is crucial for determining orbits of near-Earth-asteroids (NEAs) and therefore better tracking them. This paper reports on a demonstration of 10 milliarcsecond-level astrometric precision on a dozen NEAs using the Pomona College 40 inch telescope, at the JPL's Table Mountain Facility. We used the technique of synthetic tracking, in which many short exposure (1 second) images are acquired and then combined in post-processing to track both target asteroid and reference stars across the field of view. This technique avoids the trailing loss and keeps the jitter effects from atmosphere and telescope pointing common between the asteroid and reference stars, resulting in higher astrometric precision than the 100 mas level astrometry from traditional approach of using long exposure images. Treating our synthetic tracking of near-Earth asteroids as a proxy for observations of future spacecraft while they are downlinking data via their high rate optical communication laser beams, our approach shows precision plane-of-sky measurements can be obtained by the optical ground terminals for navigation. We also discuss how future data releases from the Gaia mission can improve our results.
Introduction
Near-Earth-Asteroid (NEA) observations and characterization is crucial for protecting our planet. Following congressional directions, NASA has been actively detecting, tracking and characterizing potentially hazardous asteroids and comets that could approach the Earth. While the impact of a big asteroid could have catastrophic consequences, in view of the damage caused by the incident of the Chelyabinsk meteor (Brumfiel 2013 ) and the fact that the frequency for smaller asteroids to impact earth is much higher than that of larger asteroids (NRC 2010) , it is important to watch for any potential threats from asteroids larger than 10 meter. Larger asteroids are brighter and thus easier to detect. To efficiently detect small asteroids, we have developed the synthetic tracking technique which replaces long exposure images with multiple short exposure images and integrates the images in post-processing to detect faint asteroids Zhai et al. 2014 ). Synthetic tracking is enabled by the modern sCMOS cameras that can take megapixel frames at rate faster than 10Hz yet only introduce low read noise at 1-2e − per read. 1 Synthetic tracking avoids streaked images, thus improves signal-to-noise ratio (SNR) for detection as shown in Fig. 1 where we display the images taken by our instrument for tracking both the sky (left) and the asteroid 2010 NY65. The degraded SNR due to trailing loss is obvious because the asteroid appears much brighter in the right image compared with the left one and the faint stars in the left image can barely be seen in the right image. Going to space, a constellation of SmallSats carrying telescope with synthetic tracking capability can be a very economic way to speed up the survey of NEAs (Shao et al. 2017 ).
The synthetic tracking technique also yields more accurate astrometry than the detection with streaked images of asteroids ) in addition to higher detection sensitivity. Synthetic tracking successfully avoids three disadvantages of doing astrometry with streaked images: 1) degraded SNR from trailing loss; 2) poor sensitivity in centroiding along the streak due to non-compact PSF; 3) the errors due to atmospheric and telescope pointing jitter are no longer common between the moving target and reference stars. Using synthetic tracking, we can achieve astrometry accuracy for NEAs comparable to stellar astrometry because we can track both the NEAs and reference stars in post-processing; the target and reference objects can be treated the same way. This is significant in view of that ground-based stellar astrometry was able to reach 1 mas accuracy more than a decade ago (Pravdo and Shaklan 2004; Henry et al. 2009 ).
The potential of highly accurate astrometry from using synthetic tracking is extremely valuable for cataloging the discovered NEAs because currently a large number of observed NEAs are lost subsequently due to inaccurate orbit determination (Blair 2002 best accuracy is about 10 mas with integration time of 100 seconds, limited mainly by the chromatic distortion effect due to refractive optical elements in our system. This paper reports our method and results from our instrument using synthetic tracking and Gaia DR1 catalog to demonstrate the potential of achieving accuracy for NEA astrometry much higher than the current state-of-the-art of 120 mas from Pan-STARRS survey telescope (Vereš et al. 2017 ) .
Instrument
Pomona College's 40 inch telescope at the Table Mountain Facility (TMF) is a Cassegrain telescope with about 1 m size primary mirror at f/2. With a 30 cm secondary mirror, we get an imaging system of focal length 9.6 meter. An Andor Zyla 5.5 sCMOS detector is put behind the relay optics to have an effective system of f/2.8. 
Data Reduction
A single data set of synthetic tracking contains multiple short exposure frames, which we call a data cube in the sense that there is an extra time dimension in addition to the camera frame's row and column dimension. The main task of data reduction is to estimate the centroid of both the asteroid and reference stars in the field using the data cube and solve for the sky position of the asteroid based on identified reference stars.
3.1. Overview of data processing Fig. 2 provides an overview of the data processing. We start with the raw images and apply calibration data to subtract the dark frame and factor out the flat field responses estimated using twilight images. We then perform preprocessing to remove the cosmic ray events and bad pixel signals. Cosmic ray events are identified as signal spikes above random noise level localized in both temporal and spatial dimension. The least-squares fitting is used to estimate centroid of reference stars. A pre-estimated field distortion correction, modeled as low order polynomial functions, is applied to the reference stars in pixel coordinates. The telescope pointing and the size of FOV are used to look up star catalog, the Gaia Data Release 1 (DR1) catalog. A planar triangle matching algorithm identifies stars in the field by matching congruent triangles from the field and the catalog with the shape determined by the relative distances between the stars. A set of identified stars enables us to solve for an affine mapping between the pixel coordinate and the position in the plane of sky, and thus the right ascension (RA) and declination (DEC). With this mapping, we can covert the pixel coordinate of the asteroid (after the field distortion correction) to RA and DEC in sky.
Centroiding with synthetic tracking
For bright objects, it is possible to estimate their centroid using single short-exposure images. We thus can do NEA astrometry with these centroids from individual frames similar to stellar astrometry because both moving target and the reference stars have compact PSFs in these short exposure frames. However, in most of the cases, we would need to use the whole data cube to estimate the centroid because when the signal in each short exposure frame is low, centroiding may not be reliable. Instead, we do a least-squares fitting of "moving point-spread-function" to the whole data cube using the following cost function
where we parameterize a moving PSF, P (x−X(t), y−Y (t)), with P (x, y) being the PSF function and (X(t), Y (t)) represent the location of the object in frame t. We use a Moffat function (Moffat 1969) to model the PSF and determine the parameter using a bright star in the field. The Moffat PSF function includes Gaussian PSF as its special case and fits better than a Gaussian to a seeing limited PSF; but the difference between using a Moffat and Gaussian PSF is much less than 10 mas. w(x, y, t) is a weighting function and N is the total number of frames. To minimize the variance of the estimation, the weight can be chosen to be the inverse of the variance of the measured I(x, y, t), including photon shot noise and sky background, dark current and read noise according to the Gauss-Markov theorem (Luenberger 1969) . We typically choose w = 1 for simplicity because the noise in I(x, y, t) usually is not a limiting factor. For most of the objects, the motion is linear and can be modeled as
where (x c , y c ) is the location of the object at the center of the integration time interval and (v x , v y ) is the velocity of the linear motion. (ǫ x (t), ǫ y (t)) is the tracking error with respect to sidereal, which can be estimated, for example, by an average of the centroids of a few bright reference stars in each frame. The location (x c , y c ) and velocity (v x , v y ) are solved simultaneously using a least-squares fitting together with parameters α and I 0 , which give photometry and background intensity. We note that this approach to integrate a data cube avoids streaked images and keeps the jitter effect from atmosphere and telescope pointing common between target and reference objects, thus achieves accuracy comparable with stellar astrometry, which we shall present in subsection 4.1.
Astrometric solution
After the star identification using a triangular matching scheme, we have a mapping between pixel coordinates of the N s stars (X, Y ) i , i = 1, 2, · · · , N s and the catalog positions, the RAs and DECs, (RA, DEC) i , i = 1, 2, · · · , N s . We first convert the sky positions (RA, DEC) i into positions (ξ, η) i in the tangent plane and then solve for the following fitting
where N d is the order of polynomial, which we found it is sufficient to have is an offset between the origins of tangent plane and the origin of pixel coordinate, which would be zero if the telescope had zero pointing error. To improve the fitting accuracy, we can weight the fitting according to the inverse of the variances of uncertainties of X i and Y i from the centroiding fitting, which is effective when faint reference stars are included.
Results
In this section, we present results from our instrument on the Pomona 40 inch telescope at the TMF. We first show the centroiding results to have expected accuracy and then the overall performance of the astrometry with respect to the ephemeris from the JPL Horizon System.
Astrometric Precision using Synthetic Tracking
Synthetic tracking avoids streaked images by having exposures short enough so that the moving object does not streak in individual images, 4 allowing us to achieve astrometry similar to stellar astrometry for NEAs.
To illustrate this, we estimate the centroid positions of a bright (apparent magnitude of ∼13.2) asteroid 1983 TB, observed on Dec 20, 2017, at distance of ∼0.09 AU from the Earth, with respect to reference stars in each of the 1Hz frames. Fig. 3 shows the frame-to-frame standard deviations of the differential centroids between stars (blue plus sign for RA and red dot for DEC respectively) as function of the angular distances. The frame-to-frame standard deviations serve as a measure of random errors for integration of 1 second, the exposure time. Similarly, we plot also the frame-to-frame standard deviations of the differential centroid of asteroid 1983 TB with respect to reference stars in the same field after removing a linear motion of (0.596,-0.599) pixel/second consistent with JPL Horizon ephemeris for comparison, marked with the blue squares and red diamonds representing RA and DEC respectively. We can see that the random errors are comparable for the differential centroids between asteroid and stars and stellar differential centroids. The random errors are mainly due to atmospheric turbulence because both the asteroid and reference stars are brighter than 16th magnitude, thus increasing with the angular separation. We in general estimate the centroid using the "moving PSF fitting" to the data cube away. The red squares and diamonds represent the estimated centroid using "moving PSF fitting" to data cubes of the corresponding integration time.
as described in the subsection 3.2. The "moving PSF fitting" to the data cube achieves essentially the same accuracy as averaging the estimated centroids from each short exposure frames. Fig. 4 displays the Allan deviations for averaging centroid estimated from each individual frames based on totally 300 frames after removing the linear motion of the asteroid (blue lines with asterisk and triangle markers for RA, DEC respectively) as function of integration time. Similarly, we can divide the 300 frames into a bunch of "sub data cubes" corresponding to a specific integration time. For example, we have 30 "sub data cubes" for 10 second integration with each "sub data cube" containing 10 frames.
We apply "moving PSF fitting" to each of the 30 "sub data cube" to obtain 30 centroid estimates. We can then estimate the centroiding error as the standard deviation of the 30 centroid estimates after removing the linear motion of the asteroid. The red squares and diamonds in Fig. 4 represent RA and DEC centroiding errors using "moving PSF fitting" for the corresponding integration time. The integration shows the expected the inverse of the square root of integration time behavior (gray line) because the errors are uncorrelated noises. The "moving PSF fitting" gives a similar performance to estimates from averaging centroids estimated using individual frames. Because using individual short exposure frames, the centroiding of asteroids and stars has similar performance as shown in Fig. 3 , and the integration down follows the inverse of square root of integration time behavior, synthetic tracking yields NEA astrometry with accuracy similar to that of stellar astrometry. The "moving PSF fitting" to the whole data cube is useful when the asteroid is dim because centroiding individual short exposure frames may become too noisy to converge reliably.
The situation is, however, very different in the case when we estimate centroid using streaked images. For comparison, we combine images to simulate longer exposure images, and display the differential centroid residuals of asteroid 1983 TB with respect to a nearby reference star after removing the same linear motion. The performance of astrometry from centroiding streaked images clearly shows degradation with respect to synthetic tracking, especially along the streak as shown in Fig. 5 , where we display residuals from using synthetic tracking (ST, red dots), fitting with a two-dimensional elliptical Gaussian PSF (2d-G, black cross), and fitting with a streaked-Gaussian PSF (s-G, blue squares) together with the corresponding 1983 TB images of different streak lengths. As we increase integrate time from 3 s to 6 s, the spread of all the residuals shrinks. Further increasing integration time, the performance along streak degrades due to the fact that the jitter effects from Gaussian PSF fitting, s-G = streaked-Gaussian PSF fitting) using streaked images (bottom).
We can clearly see the degraded performance with the increase of integration time or the streak length. Note that the images are displayed in log scale, where the negative values are displayed according to the their absolute values to show the noise level.
atmosphere and telescope pointing are no longer common between the asteroid and the nearby reference star. This may be understood as the centroid position of a streak along the streak is mainly determined by the signals at both ends and is insensitive to the central portion of the image. Therefore, only the jitter effects at the beginning and end of the integration affect the centroiding along the streak while for a well tracked reference star, the jitter effects during the whole integration affect the centroiding of the reference star. centroiding along the streak because the streaked-Gaussian PSF is a higher fidelity model of the intensity distribution of a streak. Across the streak, the atmospheric effect is common between the asteroid and reference star, therefore, the performances are comparable until the degraded SNR from the increased sky background starts to hurt the performance. For asteroid 1983 TB, the sky background is ∼5 photon per second per pixel. As we integrated the air turbulence down to less than 15 mas at about 30 seconds, the sky background is 150 photon, becoming comparable with the average pixel intensity of the asteroid signal, which is a few hundreds of photons. Therefore, sky background noise starts to degrade the SNR, thus increase the the centroiding error. Similarly, this is also true for asteroid 2003 EB50.
The degradation of SNR due to extra sky background noise happens at about 50 second integration because it moves slower. 
Asteroid Astrometry
We now present asteroid astrometry from observations taken since June 2017. Gaia DR1 (Gaia Collabortion et al. 2016 ) is used for our data reduction, but it does not have proper motions except for the Tycho stars. We estimate the proper motion for the stars that are in both Gaia DR 1 and UCAC4 (http://ad.usno.navy.mil/ucac/readme_u4v5) catalogs, assuming a linear motion between epoch J2015 (Gaia ) and J2000 (UCAC4) .
Because the accuracy of UCAC4 is about ∼50 mas, so our proper motion is only accurate to a few mas per year. Propagating from Gaia's 2015 astrometry to about 2.5 years into 2017, we have a propagation error generally less than 10 mas. from averaging data over one night; this suggests systematic errors. The consistency of the overall constant bias over five weeks is unlikely due to our systematic errors; it is likely to be the prediction uncertainty of the JPL Horizon system, whose 3-σ is ∼ 100 mas.
It is usually sufficient to use only 3rd order polynomials to correct the field distortion to 10 mas over the 19 ′ ×16 ′ field. Our major error comes from chromatic distortion effect.
A typical field distortion calibration has 40-50 mas RMS of errors with 50 -200 reference stars in the field. Near the center of the field over a region about 6 ′ ×6 ′ , we can correct to 10-20 mas. In case of a wide range of stellar spectra, our field distortion over the whole field of view can be as large as ∼100 mas. Currently we mitigate this effect by restricting reference stars according to colors, e.g. using the difference of magnitudes in B and V bands.
Applying an R or V bandpass filter (∼ 120nm) helps us reduce field distortion calibration error to less than 20 mas over the whole 19 ′ ×16 ′ field, and better than 10 mas over the center 6 ′ ×6 ′ region. Since June 2017, we have observed a dozen asteroids listed in Table 1 and reported more than 400 data points to the Minor Planet Center (https://minorplanetcenter.net/).
Each of our data points represent an integration over 300 seconds of data. The root-meansquare (RMS) of our astrometry residuals is about 50 mas as shown in Tabel 2, where we have obtained the RMS of NEA astrometry residuals for Pan-STARRS, which has the smallest RMS among the major NEA surveying facilities, from the reference Vereš et al.
(2017). Because we believe a major contribution to the RMS is the uncertainty of the predicted asteroid ephemeris from the JPL Horizon System just like in case of Fig. 9 , we also compute the standard deviations of our data points over each night just like what we did for the spread in Fig. 8 ., which we believe is closer to our accuracy for most of the data points. Left plot in Fig. 10 displays the histogram of the standard deviations of our astrometry residuals of reported data within a night and the right plot shows the corresponding cumulative distribution. For some reason, the DEC has slightly better performance. More than 85% of the data have accuracy better than 50 mas. The largest residuals can come from centroiding errors due to confusion field or random errors for faint targets. For bright targets (mag < 17), our accuracy are typically better than 20 mas with the best ∼10 mas.
Most of the Pan-STARRS astrometry statistics comes from slowly moving asteroids, probably main belt asteroids, with an integration time of 45 seconds. According to Fig. 2 in reference (Vereš et al. 2017) , as the speed of asteroid motion increases, the degradation becomes clear. In contrast, our accuracy is independent of how fast the target moves in sky with the synthetic tracking technique.
Summary, Discussions, and Future Works
In summary, using synthetic tracking technique to observe NEAs enables us to achieve astrometry with accuracy comparable with stellar astrometry. We are able to achieve 50 mas level NEA astrometry with the data taken since June of 2017. Our best astrometry for bright targets observed near the center of field can be at ∼10 mas with an integration time of 100 second. Our accuracy is insensitive to how fast the asteroid moves in the sky.
Our major source of systematic errors comes from the chromatic distortions due to refractive elements in the optics. We are working along two threads to mitigate the effects:
1) applying narrow band filters; 2) putting a detector directly the at the Cassegrain focus to eliminate refractive optical elements in the system. Because the chromatic effect is proportional to the square of the passband, with a 25nm passband, we are able to correction field distortion down to ∼8 mas. Another source of systematic errors comes from the propagation of astrometry at Gaia's 2015 epoch to our observation epoch in 2017, where we either assume the proper motion to be 0 or derive the proper motion by combining both UCAC4 and Gaia astrometry for stars in both catalogs. With Gaia's Data Release 2 catalog, the proper motions and stellar colors will be available, so the error due to unknown proper motion is expected to be less than 1 mas and the stellar color information can be used to correct differential chromatic effect from the atmosphere.
The application of accurate ground-based astrometry to optical navigation for the future spacecraft that carry optical communication devices offers a convenient way to operate. During the downlink, the ground terminal can take astrometric measurements simultaneously to determine the spacecraft position in the plane-of-sky. Unlike current radio frequency (RF) approach of using the delta-Differential One-way Ranging (delta-DOR) measurements based on deep space network (DSN) antennas, whose measurement frequency is approximately once per day, we can take measurements more frequently. This could be also a solution for navigating future deep space SmallSats, whose population is expected to grow fast, without overwhelming the existing DSN facilities. The current state-of-the-art RF astrometry precision obtained from the delta-DOR measurements (Border 2004 ) has accuracy of 1-2 nrad (0.2-0.4 mas), which is sufficient for the most stringent spacecraft navigation, such as orbit insertion. Treating asteroids as proxy of these spacecraft, we are studying the feasibility of achieving the required ∼0.2 mas (1nrad) accuracy for optical navigation using the Gaia's final catalog (DR 2 is not sufficient for 1nrad astrometry).
With more than 90% of the asteroids larger than 1 km has been found, NASA NEO program is now searching for smaller asteroids down to 100 m or smaller. The discovery rate of asteroids has been increasing reaching more than 2000 per year in 2017. Looking into the future, we expect that high accuracy astrometry to play an important role to perform follow-up observations of these newly detected asteroids so as to provide measurements for initial orbit determinations. Follow-up observations are crucial to keep the asteroids from being lost; efficiently doing so is extremely valuable to keep up with the increasing number of detections. Theoretically, it is possible to derive an orbit from only three very accurate measurements, we thus believe only a few carefully scheduled follow-up observations of high accuracy astrometry can be an efficient way of doing follow-up observations. Future newly detected asteroids are likely to be smaller asteroids, therefore the detection will be at a closer distance to the earth, thus moving fast. Our approach of using synthetic tracking would be ideal to follow up these fast moving objects.
