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Abstrakt
Prˇedmeˇtem práce je implementace LDPC kódu˚ v C++ a integrace do stávající knihovny.
Písemná cˇást obsahuje vysveˇtlení funkce a problematiky LDPC kódu˚, popis implemen-
tace LDPC kódu˚, a jejich integrace do sdílené knihovny AmphorA, použití v ukázkovém
programu a testování v simulacích. Tyto kódy jsou využívány pro prˇenos zpráv zaruše-
ným kanálem. Zpráva prˇijatá po prˇenosu takovým kanálem mu˚že obsahovat chyby. Typ
teˇchto chyb závisí na typu kanálu. Pomocí LDPC kódu˚ mu˚žeme být schopni tyto chyby
omezit, cˇi úplneˇ odstranit. Existuje neˇkolik typu˚ LDPC kódu˚, zpu˚sobu˚ jejich kódování a
dekódování. Tato práce neˇkolik teˇchto typu˚ uvádí a implementuje.
Klícˇová slova: alist formát, BEC, Binary erasure kanál, Binary symetric kanál, Bit-flip
kanál, BSC, Gallager, Generující matice, LDPC, Low Density Parity Check, McKay, Neal,
Sum-product dekódování, Tanneru˚v graf
Abstract
The subject of this work is the implementation of LDPC codes in C++ and integration
in existing library. The document part explains fuctions and problems of LDPC codes,
the description of implementation of LDPC codes, and its integration into AmphorA the
shared library, demonstration in sample code, and benchmarking in simulations. These
codes can be used for transfering messages through noisy channels. Message recieved
through this channel could contain some errors. Type of these errors depends on the type
of the channel. Using LDPC we might be able to reduce some of these errors, or even
remove them completely. There are several types of LDPC codes, types of their encoding
or decoding. In this work we’ll be explaining some of these types and implementing
them.
Keywords: alist format, BEC, Binary erasure channel, Binary symetric channel, Bit-flip
channel, BSC, Gallager, Generator matice, LDPC, Low Density Parity Check, McKay,
Neal, Sum-product decoding, Tanner graph
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31 Úvod
S chybou prˇenosu se setkáváme cˇasteˇji, než si možná uveˇdomujeme. Neˇkolik hezkých
prˇíkladu˚ jako jsou prˇenos bezdrátovou technologií, zápis na pevný disk, nebo dokonce
prˇenos genetické informace uvedl ve své práci David McKay [2]. V této práci se ale bu-
deme zabývat výhradneˇ chybou v prˇenosu informace, která je zadána bitovým vektorem
a její opraveˇ pomocí tzv. Low Density Parity Check kódu˚. Probereme si kanály BEC a BSC,
standardní LDPC kódování i kódování s úpravou na dolní trojúhelníkový tvar, dekódo-
vání na ru˚zných kanálech a dekódování soft-decision algoritmem Sum-product. Dále si
popíšeme integraci LDPC kodéru a dekodéru do sdílené knihovny AmphorA, zpu˚sob
jejich implementace, a použití v cílovém programu. Na konec budeme zkoušet efektivitu
teˇchto algoritmu˚ na simulovaných prˇíkladech.
Prˇi prˇenosu zprávy, se zde budeme setkávat s rušením, cˇi šumem, jehož výsledkem
se odeslaná zpráva znehodnotí podle pravidel daného prˇenosového kanálu. My se zde
však nebudeme zabývat prˇícˇinou vzniku rušení, at’ už se jedná o doru˚stající strom na
cesteˇ bezdrátového spojení, cˇi o vneˇjší elektromagnetické vlivy zpu˚sobující chybný zápis
na médium, budeme se zabývat zpu˚soby jak zprávu upravit tak, aby po ji prˇenosu bylo
možno rekonstruovat i prˇes vlivy rušení, konkrétneˇ kódováním LDPC.
4
52 LDPC kódy
2.1 Prˇenosový kanál
Tyto kanály si rozdeˇlíme podle toho, jak se chovají, dojde-li k rušení. Prˇenosové kanály
se také dají dále deˇlit podle zpu˚sobu jakým rušení probíhá prˇi prˇenosu signálem. Naprˇ.
kanál AWGN, který prˇicˇítá rušivý signál k signálu zprávy.
2.1.1 BEC - Binary erasure channel
Jak si mu˚žeme prˇedstavit už podle názvu tohoto typu kanálu, bude docházet k smazání
té cˇásti informace, která byla narušena. V cíli tedy obdržíme v každém bitu 0 nebo 1,
pokud bit dorazil v porˇádku. V opacˇném prˇípadeˇ bude pak obsah bitu smazán (erasure).
Tím se nabízí výrazné zjednodušení a zvýšení spolehlivosti dekodéru, nebot’ u informací
obdržených tímto kanálem prˇesneˇ víme, která cˇást dorazila v porˇádku, a kterou je trˇeba
opravit dekódováním.
2.1.2 Bit-flipping kanály
Je kanál, ve kterém dojde-li k poškození neˇjakého bitu zasílané informace, zmeˇní poško-
zený bit svou hodnotu na opacˇnou. (0 se zameˇní za 1 a naopak). Tyto kanály jsou méneˇ
spolehlivé pro dekódování než BEC, protože musíme vždy proveˇrˇit celou zprávu, nebot’
nevíme zda je neˇkterá cˇást špatneˇ, ani která to bude. Navíc mohou nastat situace, kdy al-
goritmus, na základeˇ šumem zmeˇneˇných okolních bitu˚ „opraví“ i bit který jsme obdrželi
neporušený.
2.2 Kódování
Uvažujeme-li prˇenos informace po prˇenosovém kanálu, je trˇeba pocˇítat s tzv. šumem (no-
ise), prˇi kterém dochází cˇást informace zkreslena. Je tedy trˇeba zajistit, aby se informace
prˇecˇtená v cíli, shodovala s informací odeslanou zdrojem. Kromeˇ vylepšení kvality prˇe-
nosového kanálu mu˚žeme využít systematického rˇešení – prˇenášenou informaci ve zdroji
upravíme pomocí urcˇitého kódu a v cíli ji opeˇt rozkódujeme. Aby toto rˇešení meˇlo neˇjaký
smysl, je zrˇejmé že zakódovaná zpráva musí být veˇtší, než pu˚vodní.
6Pro prˇíklad uvedeme libovolnou informaci s, kódovanou prˇenášenou informaci t a
informaci prˇecˇtenou v cíli r zkreslenou šumem n. Kódování provedeme jednoduchým al-
goritmem, kdy každý bit zdrojové zprávy naklonujeme tak, že v kódované zpráveˇ bude
prˇedstavovat 3 bity. Dekódování pak rozhodneme veˇtšinou ze trˇí bitu˚[2].
s = 0 0 1 0 1 1 0
t = 000 000 111 000 111 111 000
n = 000 001 000 000 101 000 000
r = 000 001 111 000 010 111 000
1 Po dekódování tedy dostaneme tuto informaci: sˆ = 0010010 Jak je videˇt tento algo-
ritmus opravil šum ve druhém bitu informace (zleva), ale už neopravil chybu v šestém
bitu. Ve veˇtším meˇrˇítku bychom zjistili, že tento kód dosahuje znacˇného zlepšení kvality,
kterou lze dále vylepšit zvýšením pocˇtu opakování každého bitu. Avšak zárovenˇ je jasné,
že prˇenos bude také mnohem pomalejší. V našem prˇíkladeˇ informace nabobtnala prˇi prˇe-
nosu do trˇikrát veˇtšího rozmeˇru, než meˇla pu˚vodní zpráva. Vzorec 1 ukazuje prˇesneˇjší
vztah mezi velikostí zprávy a zlepšení kvality u opakovacího kódu.
pb =
N
n=(N+1)/2

N
n

fn(1− f)N−n (1)
kde pb je pravdeˇpodobnost chyby po rozkódování zprávy, N je pocˇet opakování každého
bitu a f je pravdeˇpodobnost „otocˇení“ jednoho bitu. Tímto zpu˚sobem je možné minima-
lizovat následky šumu bohužel za cenu výrazného zatížení prˇenosového kanálu. Proto
používáme složiteˇjší kódy, kde se pomeˇr zlepšení kvality proti zatížení prˇenosového ka-
nálu optimalizuje. Jiným prˇíkladem mu˚že být naprˇ. Hammingu˚v kód, v této práci se ale
budeme nadále zajímat o kódy LDPC.
2.3 LDPC (Low-Density Parity-Check) kódy
Tyto kódy jsou pojmenované podle LDPC matic, které jsou využívány jako klícˇe pro kó-
dování a dekódování. Byly poprvé navrženy v roce 1962 Robertem G. Gallagerem. V té
dobeˇ však jejich potenciál zu˚stal nevyužit kvu˚li nedostatecˇné síle tehdejší výpocˇetní tech-
niky. Byly využity až mnohem pozdeˇji v 90. letech, kdy jimi McKay a Neal nahradili tzv.
Turbo kódy.
2.3.1 LDPC matice
Každý LDPC kód je urcˇen LDPC maticí. Tyto binární matice jsou typické nízkým pocˇtem
„jednicˇek“. Mohou být pravidelné – regulární, cˇi nepravidelné iregulární. Díky nízkému
1Pokud bychom použili BEC kanál stacˇilo by prˇecˇíst vždy první nesmazaný bit z každé trojice. Prˇi šumu
n by pak zpráva dorazila v porˇádku, problém by nastal až v momenteˇ, kdy by byla šumem smazána celá
trojice.
7pocˇtu jednicˇek se cˇasto využívá možnost zápisu, kdy místo celé matice opisujeme jen
sourˇadnice jednicˇek a její rozmeˇry (což je vzhledem k rozmeˇru˚m v praxi využívaných
matic jisteˇ prˇehledneˇjší).
2.3.1.1 Regulární LDPC matice LDPC matice (wc, wr) se nazývá regulární, jestliže
každý kódovací bit je obsažen v cˇísle wc a pocˇet parity–check rovnic je roven wr . Jinak
také pocˇet jednicˇek ve sloupci je roven wc ,a pocˇet jednicˇek v rˇádku je roven wr . Gallager
definoval regulární LDPC matici složenou z j podmatic, kdy každá cˇást má stejný pocˇet
sloupcu˚, v každém sloupci je jedna jednicˇka. První z teˇchto podmatic má jednicˇky vždy
schodoveˇ sestupneˇ rˇazené. Sloupce ostatních podmatic jsou pak permutacemi sloupce v
první podmatici[3]. Prˇíkladem takové matice mu˚že být matice 2 s wc = 4, wr = 3,M =
15, N = 20 , kde M a N urcˇují rozmeˇry matice.
[3]
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
(2)
Dnes používáme regulární matice, které jsou dány pouze svou délkou a uniformitou
váhy rˇádku˚ a sloupcu˚. Prˇíkladem délky 12 (3,4)regulární LDPC matice mu˚že být matice
3
.
1 0 0 0 0 1 0 1 0 1 0 0
1 0 0 1 1 0 0 0 0 0 1 0
0 1 0 0 1 0 1 0 1 0 0 0
0 0 1 0 0 1 0 0 0 0 1 1
0 0 1 0 0 0 1 1 0 0 0 1
0 1 0 0 1 0 0 0 1 0 1 0
1 0 0 1 0 0 1 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0
0 0 1 1 0 0 0 0 1 0 0 1
(3)
V tomto prˇípadeˇ doplnˇujeme pouze sloupce zleva doprava prˇicˇemž v každém sloupci
8dodržujeme jeho váhu podle wc. Prˇednostneˇ vybíráme rˇádky s nejnižší vahou. Pokud
není dosažena rovnováha wcawr v celé matici (degree distribution) meˇníme postupneˇ
sloupce, dokud se nepomeˇr neodstraní. Používají se též matice sloupcoveˇ regulární, které
nemají konstantní váhu rˇádku˚, pouze konstantní váhu sloupcu˚.
2.3.1.2 Iregulární matice Jsou ty LDPC matice, kde distribuce jednicˇek v rˇádcích, cˇi
sloupcích není konstantní[1]. Prˇíkladem mu˚že být opakovaneˇ-akumulativní matice (kód)
(repeat-acumulaticve code). Jejíž cˇást tvorˇí sestupné schody, každý s pocˇtemwc = 2, která
je délky M. Jedna taková matice délky 12 a pomeˇru 1:4 následuje na 4.
[1]
1 0 0 1 0 0 0 0 0 0 0 0
1 0 0 1 1 0 0 0 0 0 0 0
0 1 0 0 1 1 0 0 0 0 0 0
0 0 1 0 0 1 1 0 0 0 0 0
0 0 1 0 0 0 1 1 0 0 0 0
0 1 0 0 0 0 0 1 1 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0
0 1 0 0 0 0 0 0 0 1 1 0
0 0 1 0 0 0 0 0 0 0 1 1
(4)
2.4 LDPC Kodér
2.4.1 Standardní kódování
Pro kódování zpráv je trˇeba nejprve sestavit takzvanou generující matici (generator mat-
rix) G. Standardní zpu˚sob k jejímu vytvorˇení je úprava LDPC matice H o pocˇtu sloupcu˚
n a pocˇtu rˇádku˚ k na schodový tvar[1]. Tedy
H = [A, In−k] (5)
, kde A je binární matice o pocˇtu rˇádku˚ k a pocˇtu sloupcu˚ (n− k) Odtud potom získáme
generující matici jako
[1] G = [Ik, AT ] (6)
Prˇíklad si demonstrujeme na následující matici H.
1 1 0 1 1 0 0 1 0 0
0 1 1 0 1 1 1 0 0 0
0 0 0 1 0 0 0 1 1 1
1 1 0 0 0 1 1 0 1 0
0 0 1 0 0 1 0 1 0 1
 (7)
Pomocí elementárních rˇádkových operací (vzájemná výmeˇna rˇádku˚ a soucˇet rˇádku˚ mo-
dulo 2) dostaneme matici H , která obsahuje jednotkovou podmatici o pocˇtu rˇádku˚ k. Pro-
hozením 3. a 5. rˇádku, ke 4. rˇádku prˇicˇteme 1. rˇádek, a k 5. prˇicˇteme 4. rˇádek. Dostaneme
matici, která má v levou cˇást v horním trojúhelníkovém tvaru. Když potom prˇicˇteme k 1.
9rˇádku 2., 3., 4. a 5. rˇádek, ke 2. rˇádku prˇicˇteme 3. a 5. rˇádek, a ke 4. rˇádku prˇicˇteme 5. rˇá-
dek, dostáváme konecˇneˇ matici ve tvaru H = [A, In−k],kterou nazveme Hrr pro pozdeˇjší
úcˇely,
Hrr =

1 0 0 0 0 0 1 1 1 0
0 1 0 0 0 1 0 1 0 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 0 1 1 0
0 0 0 0 1 1 1 0 0 1
 (8)
odtud pak získáme G = [Ik, AT ]
G =

1 0 0 0 0 0 1 1 0 1
0 1 0 0 0 1 0 0 0 1
0 0 1 0 0 1 1 1 1 0
0 0 0 1 0 1 0 0 1 0
0 0 0 0 1 0 0 1 1 1
 (9)
Odtud pak mu˚žeme generovat kódovanou zprávu c z pu˚vodní zprávy u takto:
c = u ·G (10)
Tedy naprˇíklad ze zprávy u = 11001 získáme
c = 1100111011 (11)
Tento zpu˚sob vytvárˇení matice G bohužel meˇní matici G zpu˚sobem, kdy prˇestává být
"rˇídkou"(sparse). Díky tomu pak naru˚stá složitost operace samotného kódování, která se
tak blíží n2. Proto si uvedeme ješteˇ jeden zpu˚sob kódování jehož složitost je vždy témeˇrˇ
lineární. V tomto prˇípadeˇ místo hledání generující matice prˇevedeme H do horní trojú-
helníkové formy[1]. Prˇitom použijeme dokud to bude možné jen rˇádkové a sloupcové
permutace, abychom zajistili, že H zu˚stane rˇídká. Nejprve tedy dostaneme matici H do
tvaru
[1] G =

A B T
C D E

(12)
,kde T je dolní trojúhelníková matice o rozmeˇrech (m−g)×(m−g), má-li matice H pomeˇr
rˇádku˚ a sloupcu˚ 1/2, pak je A o velikosti (m−g)×k, a B je o velikosti (m−g)×g, g je pocˇet
rˇádku˚ v C,D a E ,a nazývá se mezerou (gap) reprezentace. Obecneˇ platí, že cˇím menší je
mezera, tím menší je složitost kódování. Nyní si prˇevedeme matici H z 7 do tohoto tvaru
prohozením druhého a trˇetího rˇádku, a šestého a desátého sloupce.
10
HT =
1 1 0 1 1 0 0 1 0 0
0 0 0 1 0 1 0 1 1 0
0 1 1 0 1 0 1 0 0 1
1 1 0 0 0 0 1 0 1 1
0 0 1 0 0 1 0 1 0 1
(13)
,kde g = 2. Dalším krokem bude vynulování podmatice E:
[1] H˜ =

Im−g 0
−ET−1 Ig

HT =

A B T
C˜ D˜ 0

(14)
, odkud
[1] C˜ = −ET−1A+ C (15)
a
[1] D˜ = −ET−1B +D (16)
V našem prˇíkladu dostaneme:
H˜ =
1 1 0 1 1 0 0 1 0 0
0 0 0 1 0 1 0 1 1 0
0 1 1 0 1 0 1 0 0 1
0 1 1 0 0 1 0 0 0 0
1 0 0 1 0 1 1 0 0 0
(17)
Pro kódovanou zprávu c = [u, p1, p2] musí platit [1] cH˜T = 0 a tedy
[1] Au+Bp1 + Tp2 = 0C˜u+ D˜p1 + 0p2 = 0 (18)
, odtud
[1] p1 = D˜−1C˜u (19)
[1] p2 = −T−1(Au+Bp1) (20)
Mu˚žeme nyní zkusit zakódovat znovu stejnou zprávu u = 11001 stejnou maticí H. Zjis-
tíme že p1 = 10 a p2 = 100, potom
c = 1100110100 (21)
2.5 Tanneru˚v graf
Tanneru˚v graf je tvorˇen dveˇma typy vrcholu˚. Jsou to bitové vrcholy (bit nodes), jejichž
pocˇet je roven pocˇtu sloupcu˚ LDPC matice a kontrolní vrcholy (check nodes), jejichž pocˇet
je roven pocˇtu rˇádku˚ LDPC matice. Hranu mezi teˇmito vrcholy pak vytvorˇíme vždy, když
má rˇádek s cˇíslem stejným jako je cˇíslo daného kontrolního vrcholu jednicˇku ve sloupci,
jehož cˇíslo je stejné jako je cˇíslo daného bitového vrcholu. Hrany mohou existovat jen
11
mezi bitovým a kontrolním vrcholem. Vznikne-li v grafu cyklus, pak se nejedná o LDPC
matici[1]. Jako prˇíklad si vytvorˇíme Tanneru˚v graf pro následující matici 22.
0 1 1 0 0 1
1 0 0 0 1 0
0 1 1 1 0 0
1 0 0 1 1 1
 (22)
Obrázek 1: Tanneru˚v graf pro matici 22.
2.6 BEC hard-decision dekodér
Pro prˇíklad dekódujeme zprávu z prˇíkladu 11 c = [1100111011] Nyní vyrušíme neˇkolik
bitu˚ m = [1x00111xx1], kde x je smazaný bit zprávy. Pro dekódování je trˇeba získat z
matice H maticiHstd permutací sloupcu˚ maticeHrr, kde posledních m rˇádku˚ je shodných
s m prvními rˇádky matice Hrr.
Hstd =

0 1 1 1 0 1 0 0 0 0
1 0 1 0 0 0 1 0 0 0
1 0 1 0 1 0 0 1 0 0
0 0 1 1 1 0 0 0 1 0
1 1 0 0 1 0 0 0 0 1
 (23)
Touto maticí budeme zprávu dekódovat, a pro lepší názornost si vytvorˇíme Tanneru˚v
graf pro tuto matici: Protože musí platit pravidlo, že soucˇet kontrolních vrcholu˚, které
jsou spojeny hranou s daným bitovým vrcholem musí být roven 0, mu˚žeme vytvorˇit
rovnice, které dekódují vymazané bity [1]. Pro první bitový vrchol naprˇíklad platí:
c2 + c3 + c4 + c6 = 0x+ 0 + 0 + 1 = 0 (24)
,tedy x je v tomto prˇípadeˇ 1, a ze zprávy m nyní máme: m = 1100111xx1 Ted’ bychom
prakticky mohli skoncˇit s dekódováním, protože kódované slovo, které tvorˇí první polo-
vinu zprávy už bezpecˇneˇ máme, ale pro názornost dekódujeme i zbytek zprávy. Podle 3.
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Obrázek 2: Tanneru˚v graf pro matici 23.
a 4. bitového vrcholu:
B3 : 1 + 0 + 1 + x = 0
B4 : 0 + 0 + 1 + x = 0
a konecˇneˇ máme celou zprávu m = c = 1100111011. V tomto prˇípadeˇ došlo k bezchyb-
nému rozkódování zprávy prˇi prˇibližném šumu 33%. Pochopitelneˇ by mohla nastat situ-
ace, kdy nebude vzhledem k výšce šumu možné výchozí zprávu jednoznacˇneˇ urcˇit, na
rozdíl od bit-flip kanálu bychom ale veˇdeˇli prˇesneˇ že tato situace nastala.
2.7 Bit-flip hard-decision dekodér
[1] Pro bit-flip dekódování použijeme jako prˇíklad 21. Matice ve tvaru Ht poslouží pro
dekódování zprávy c = 1100110100, ve které prˇehodíme naprˇíklad devátý bit, a získáme
tak zprávu m = 1100110110. Dekódování bude ted’ probíhat v jednotlivých iteracích. Bu-
deme iterovat jednotlivé rovnice kontrolních vrcholu˚.
C1(B1, B2, B4, B5, B8) : 1 + 1 + 0 + 1 + 1 = 0
C2(B4, B6, B8, B9) : 0 + 1 + 1 + 1 = 1
C3(B2, B3, B5, B7, B10) : 1 + 0 + 1 + 0 + 0 = 0
C4(B1, B2, B7, B9, B10) : 1 + 1 + 0 + 1 + 0 = 1
C5(B3, B6, B8, B10) : 0 + 1 + 1 + 0 = 0
Z faktu že soucˇty nevycházejí sudeˇ poznáme, že zpráva došla poškozená. Urcˇíme
hodnotu jednotlivých bitu˚ zprávy z teˇchto rovnic.
13
E1,1 = 1 + 0 + 1 + 1 = 1
E1,2 = 1 + 0 + 1 + 1 = 1
E1,4 = 1 + 1 + 1 + 1 = 0
E1,5 = 1 + 1 + 0 + 1 = 1
E1,8 = 1 + 1 + 0 + 1 = 1
E2,4 = 1 + 1 + 1 = 1
E2,6 = 0 + 1 + 1 = 0
E2,8 = 0 + 1 + 1 = 0
E2,9 = 0 + 1 + 1 = 0
E3,2 = 0 + 1 + 0 + 0 = 1
E3,3 = 1 + 1 + 0 + 0 = 0
E3,5 = 1 + 0 + 0 + 0 = 1
E3,7 = 1 + 0 + 1 + 0 = 0
E3,10 = 1 + 0 + 1 + 0 = 0
E4,1 = 1 + 0 + 1 + 0 = 0
E4,2 = 1 + 0 + 1 + 0 = 0
E4,7 = 1 + 1 + 1 + 0 = 1
E4,9 = 1 + 1 + 0 + 0 = 0
E4,10 = 1 + 1 + 0 + 1 = 1
E5,3 = 1 + 1 + 0 = 0
E5,6 = 0 + 1 + 0 = 1
E5,8 = 0 + 1 + 0 = 1
E5,10 = 0 + 1 + 1 = 0
Jak je videˇt, ve všech rovnicích kontrolních vrcholu˚, které vyšly liché se nyní hodnoty
všech bitu˚ otocˇily a naopak, a urcˇíme bit, který zmeˇníme podle veˇtšiny. Naprˇíklad první
bit zprávy má dva kontrolní vrcholy pro 1 a žádný pro 0.m = 1100110100Další kontrolou
zjistíme, že soucˇet na všech kontrolních vrcholech je roven 0, a cyklus skoncˇí. Výsledná
zpráva m je v tomto prˇípadeˇ rovna odeslané zpráveˇ c. Problémem tohoto takzvaného
hard-decision algoritmu jsou cykly uvnitrˇ Tannerova grafu. Totiž s každým otocˇeným bi-
tem prˇijaté zprávy se otocˇí výsledek všech bitu˚ na kontrolních vrcholech majících hranu
s tímto bitem. Je-li pak neˇjaký bit obsažen veˇtšinou na teˇchto vrcholech, bude také zmeˇ-
neˇn, což v prˇípadeˇ, že byl prˇijat správneˇ, mu˚že vyústit v další poškození zprávy. Mu˚že
dokonce nastat situace, kdy se výsledky iterací cyklicky opakují.
2.7.1 Dekódování sumou a produktem
Dekódování sumou a produktem (Sum-Product Decoding) je ukázkou soft-decision al-
goritmu na bit-flip kanálu. My si jej demonstrujeme znovu na prˇíkladu 21. Odeslanou
zprávou bude opeˇt c = 1100110100 a obdrženou zprávou bude m = 1000110100. Tento
zpu˚sob dekódování vyžaduje urcˇení prˇibližné pravdeˇpodobnosti otocˇení bitu. V našem
prˇíkladu si stanovíme tuto pravdeˇpodobnost p = 0, 1, což navíc odpovídá faktu, že jsme
prˇehodili jen jeden bit odeslané zprávy. Tento algoritmus využívá prˇi rozhodování veˇro-
hodnosti (likelihood), tedy každý z výsledku˚ rovnic kontrolních vrcholu˚ vykazuje jistou
míru veˇrohodnosti, na rozdíl od prˇedchozího algoritmu, kde všechny výsledky meˇly stej-
nou váhu. V našem prˇípadeˇ je veˇrohodnost pro každý bit zprávy:
[1] log

p
1− p

= log

0, 1
0, 9

= −2.197224577 , pro 1 (25)
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log

1− p
p

= log

0, 9
0, 1

= 2.197224577 , pro 0 (26)
Potom veˇrohodnost jednotlivých bitu˚ zprávy mu˚žeme znázornit vektorem
r = [−2.197, 2.197, 2.197, 2.197,−2.197,−2.197, 2.197,−2.197, 2.1972.197]
Nyní znovu sestavíme z rovnic kontrolních vrcholu˚ hodnoty pro jednotlivé bity zprávy
podle vzorce 27.
[1] Ek,b = log

1 +

i′∈Bk,i′ ̸=i tanh(Mk,i′/2)
1−i′∈Bk,i′ ̸=i tanh(Mk,i′/2)

(27)
, kde (k) je cˇíslo kontrolního vrcholu, B je množina bitových vrcholu˚ napojených na kont-
rolní vrchol k a b je cˇíslo bitového vrcholu, cˇili cˇíslo bitu zprávy a Mk,i = ri. A z výsledku˚
teˇchto rovnic vypocˇítáme jednotlivá Li vyhodnocení hodnot jednotlivých bitu˚ zprávy.
E1,1 = log

1 + tanh(M1,2/2)tanh(M1,4/2)tanh(M1,5/2)tanh(M1,8/2)
1− tanh(M1,2/2)tanh(M1,4/2)tanh(M1,5/2)tanh(M1,8/2)

=
log

1 + 2.197 · 2.197 · (−2.197) · (−2.197)
1− 2.197 · 2.197 · (−2.197) · (−2.197)

= 0, 870
E1,2 = log

1 + tanh(M1,1/2)tanh(M1,4/2)tanh(M1,5/2)tanh(M1,8/2)
1− tanh(M1,1/2)tanh(M1,4/2)tanh(M1,5/2)tanh(M1,8/2)

=
log

1 + (−2.197) · 2.197 · (−2.197) · (−2.197)
1− (−2.197) · 2.197 · (−2.197) · (−2.197)

= −0, 870
E1,4 = . . . = −0, 870
E1,5 = . . . = 0, 870
E1,8 = . . . = 0, 870
E2,4 = . . . = 1, 130
E2,6 = . . . = −1, 130
E2,8 = . . . = −1, 130
E2,9 = . . . = 1, 130
E3,2 = . . . = −0, 870
E3,3 = . . . = −0, 870
E3,5 = . . . = 0, 870
E3,7 = . . . = −0, 870
E3,10 = . . . = −0, 870
E4,1 = . . . = 0, 870
E4,2 = . . . = −0, 870
E4,7 = . . . = −0, 870
E4,9 = . . . = −0, 870
E4,10 = . . . = −0, 870
E5,3 = . . . = 1, 130
E5,6 = . . . = −1, 130
E5,8 = . . . = −1, 130
E5,10 = . . . = 1, 130
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L1 = l1 + E1,1 + E4,1 =
−2.197 + 0, 870 + 0, 870 = −0, 456
L2 = l2 + E1,2 + E3,2 + E4,2 =
2.197− 0, 870− 0, 870− 0, 870 = −0.413
L3 = l3 + E3,3 + E5,3 =
2.197− 0, 870 + 1, 130 = 2.457
L4 = l4 + E1,4 + E2,4 =
2.197− 0, 870 + 1, 130 = 2.457
L5 = l5 + E1,5 + E3,5 =
−2.197 + 0, 870 + 0, 870 = −0.456
L6 = l6 + E2,6 + E5,6 =
−2.197− 1, 130− 1, 130 = −4.458
L7 = l7 + E3,7 + E4,7 =
2.197− 0, 870− 0, 870 = 0.456
L8 = l8 + E1,8 + E2,8 + E5,8 =
−2.197 + 0, 870− 1, 130− 1, 130 = −3.588
L9 = l9 + E2,9 + E4,9 =
2.197 + 1, 130− 0, 870 = 2.457
L10 = l10 + E3,10 + E4,10 + E5,10 =
2.197− 0, 870− 0, 870 + 1, 130 = 1.587
, kde li jsou veˇrohodnosti jednotlivých bitu˚ obdržené zprávy. Pro samotné dekódo-
vání pak každý bit Mi dekódované zprávy m se urcˇí podle znaménka Li, kdy Mi = 1
je-li Li záporné a Mi = 0 je-li Li kladné.
2.8 Shrnutí LPDC kódu˚
LDPC kódy jsou urcˇeny maticí, z níž vzniká kodér a dekodér, a zpu˚sobem úpravy této
matice. Kodér samotný využívá pouze algoritmus spojený se zpu˚sobem tvorby matice,
zatímco dekodér mu˚že pracovat s veˇtším množstvím algoritmu˚, a musí rozeznávat ru˚zné
typy kanálu˚, protože každý vyžaduje jiný prˇístup k dekódování. V následující cˇásti práce
bude vysveˇtlena implementace kodéru, dekodéru a dalších cˇástí, potrˇebných pro jejich
funkcˇnost. Byla implementována tvorba matice jak standardním zpu˚sobem, tak pomocí
dolní trojúhelníkové formy. Implementace dekodéru obsahuje trˇi výše zmíneˇné algo-
ritmy, tedy hard-decision algoritmus pro BEC a bit-flip kanál a Sum-product algoritmus
pro bit-flip kanál. Tvorba LDPC matic není soucˇástí implementace, soucˇástí je pouze je-
jich úprava pro kodér a dekodér.
16
17
3 Popis implementace LDPC kódu˚
V této cˇásti si popíšeme implementaci LDPC algoritmu˚ pro tvorbu kódu˚, kódování a
dekódování zpráv a jejich využití v ukázkovém programu. Implementace kódu˚ LDPC
je soucˇástí sdílené knihovny AmphorA. Tato knihovna spolu s ukázkovým programem,
který demonstruje použití implementace LDPC jsou obsaženy v prˇíloze. Knihovnu sesta-
víme pomocí makefile v adresárˇi AmphorA/target/ prˇíkazem make all. Vzniklá knihovna
libAmphorA.so se pak mu˚že linkovat s cílovým programem.
LDPC hlavicˇkové soubory jsou umísteˇny v knihovneˇ v arg/utils/ldpc. Implementované
cˇásti si ukážeme na nácˇrtu 3.
Obrázek 3: Koncept LDPC kodéru a dekodéru
Implementace se zameˇrˇuje prˇedevším na LDPC kodér a dekodér, pro tvorbu teˇchto
prvku˚ bylo trˇeba implementovat i tvorbu LDPC kódu˚, a pro simulaci byly prˇidány jed-
noduché prˇenosové kanály.
3.1 Popis trˇíd a metod
Zpu˚sob implementace nacˇrtneme trˇídním diagramem 3.1.
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Obrázek 4: Trˇídní diagram.
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Kodér i dekodér lze zkonstruovat pouze z prˇedem upravených matic v alist formátu.
Tyto matice lze vytvorˇit pomocí trˇídy ldpcConstructor, která vytvorˇí z LDPC matice, kód
pro kodér i dekodér. Du˚vodem procˇ neprˇedáváme rovnou celé matice je fakt, že LDPC
matice bývají rozsáhlé ,a proto je lepší ukládat zdlouhavý proces úpravy kódu pro kodér
a dekodér do souboru, abychom nemuseli provádeˇt zbytecˇneˇ tytéž operace stále dokola.
Výsledkem metody construct trˇídy ldpcConstructor jsou tedy soubory s prˇíponami (.g,
.dec, .a, atd.), jejichž význam si popíšeme dále. Pro simulaci zarušení zprávy jsou k dis-
pozici trˇídy BECChannel a BFChannel, které za použití standardní knihovny jazyka C
(funkce rand), náhodneˇ zaruší zprávu.
Následuje popis teˇchto trˇíd, jejich metod a fukncí stojících mimo tyto trˇídy.
3.1.1 Datový typ bin
Základ implementace tvorˇí trˇída bin deklarová v hlavicˇkovém souboru bin.h. Deklaruje
trˇídu bin jako jeden bit, její chování v operátorech scˇítání, násobení, negace a další, a
konverze se standardními datovými typy.
Prˇíklad použití:
bin a; // Vytvorˇení promeˇnné
bin a = 0; // Vytvorˇení promeˇnné s prˇirˇazením hodnoty
bin b = 1; // Vytvorˇení promeˇnné s prˇirˇazením hodnoty
bin c = a + b; // XOR (výsledkem je 1)
c = !a; // NOT (výsledkem je 1)
c = a * b; // AND (výsledkem je 0)
c = a / b; // OR (výsledkem je 1)
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3.1.2 Formát alist
Tento formát byl využíván pro zápis matic Davidem MacKayem, Matthew Daveym, a
Johnem Laffertym, jedná se úsporný, ale obsáhlý zápis LDPC mtice. Protože tyto ma-
tice jsou rˇídké, stacˇí zapisovat pouze pozice jednicˇek. Navíc abychom ukrátili cˇas tvorby
Tannerova grafu se v alistu zaznamenávají váhy rˇádku˚ i sloupcu˚ a pozice jednicˇek jak v
jednotlivých sloupcích, tak i v jednotlivých rˇádcích. Ukázkou takového zápisu matice je
následující kód a matice kterou reprezentuje.
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1

10 5
2 4
2 2 2 2 2 2 2 2 2 2
4 4 4 4 4
1 2
1 3
1 4
1 5
2 3
2 4
2 5
3 4
3 5
4 5
1 2 3 4
1 5 6 7
2 5 8 9
3 6 8 10
4 7 9 10
Význam rˇádku˚ alist formátu je následující:
1. rˇádek obsahuje pocˇet sloupcu˚(m) a pocˇet rˇádku˚(n)
2. rˇádek obsahuje maximální váhu sloupce a maximální váhu rˇádku
3. rˇádek obsahuje m cˇísel, každé reprezentuje váhu jednoho sloupce
4. rˇádek obsahuje n cˇísel, každé reprezentuje váhu jednoho rˇádku
5. až (m + 4). rˇádek obsahuje pozice jednicˇek daného sloupce
(m + 5). rˇádek a dále obsahuje pozice jednicˇek daného rˇádku
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3.1.3 TannerGraph
TannerGraph je trˇída deklarovaná hlavicˇkovým souborem tannergraph.h, která repre-
zentuje Tanneru˚v graf využívaný dekodérem.
TannerGraph(BinMatrix *H)
Konstruktor který vytvorˇí Tanneru˚v graf podle matice H.
std::vector<int> getChkNode(int node)
std::vector<int> getVarNode(int node)
Vrací vektor všech vrcholu˚ spojených hranou s daným kontrolním, cˇi bitovým vrcholem.
3.1.4 ldpcConstructor
Pro urychlení práce s kodérem a dekodérem jsou prˇi procesu úpravy LDPC matice na
generující matici všechny výsledky ukládány do souboru˚ ve formátu alist. Protože u ob-
sáhlých matic mu˚že tento proces trvat až neˇkolik minut, je vhodneˇjší použít matice kodé-
rem už upravené pro ušetrˇení cˇasu. Tyto maticové souboru jsou generovány do adresárˇe,
ve kterém se nachází zdrojová LDPC matice,a jejich názvem je název matice ukoncˇený
specifickou prˇíponou. Tvorbu teˇchro souboru˚ implementuje trˇída ldpcConstructor z hla-
vicˇkového souboru ldpcconstructor.h.
ldpcConstructor(std::string matrixPath,int gap)
Konstruktor, pro vytvorˇení LDPC konstruktoru pro kódy vytvárˇené trojúhelníkovou úpra-
vou.
ldpcConstructor(std::string matrixPath)
Konstruktor pro vytvorˇení standardního LDPC konstruktoru.
bool construct();
Provede úpravu LDPC kódu a vytvorˇí soubory pro kodér a dekodér.
bool construct();
Provede úpravu LDPC kódu a vytvorˇí soubory pro kodér a dekodér.
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std::string getDecoderPath()
std::string getGeneratorPath()
std::string getAPath()
std::string getBPath()
std::string getTiPath()
std::string getDiCPath()
std::string getSourcePath()
Pro získání cest k jednotlivým vytvorˇeným maticím.
ldpcEncoder getEncoder()
Je-li kód zkonstruován, vrátí LDPC kodér s tímto kódem.
3.1.4.1 Generované soubory
U standardního kódu vznikají soubory s prˇíponou .dec a .g pro dekodér a generátor, u
kódu vzniklého trojúhelníkovou úpravou jsou to soubory .a, .b, .ti, .dic, a .dec. Podmatice
A,B,C,D a T odpovídají oznacˇení podmatic v prˇíkladu 12. Soubory generované kodérem:
Prˇípona souboru Popis matice
.G Generující matice standardního kodéru.
.a Je levou horní cˇástí generující matice využívající
dolní trojúhelníkový tvar, výše oznacˇenou jako A.
.b Je strˇední horní cˇástí generující matice využívající
dolní trojúhelníkový tvar, výše oznacˇenou jako B.
.ti Je invertovanou pravou horní cˇástí generující matice
využívající dolní trojúhelníkový tvar, výše oznacˇenou jako T.
.dic Je upravenou cˇástí generující matice využívající dolní
trojúhelníkový tvar. Vznikne vynásobením invertované strˇední
dolní cˇásti levou dolní cˇástí matice, výše oznacˇených jako C a D.
.dec Je matice pro dekódování zprávy. Tuto lze použít v dekodéru
a vyhnout se tak opeˇtovnému upravování zdrojové LDPC matice.
3.1.5 ldpcEncoder
ldpcEncoder je trˇída deklarovaná hlavicˇkovým souborem ldpcencoder.h, která reprezen-
tuje LDPC kodér. Instance této trˇídy je schopna po zadání kódu kódovat zprávy pro prˇe-
nos a pozdeˇjší rozkódování dekodérem.
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bool setCode(std::string generatorPath)
bool setCode(std::string tiPath, std::string diCPath,
std::string aPath, std::string bPath)
Pro nahrání LDPC kódu prˇedem upraveného pro kodér. Nastaví kód ze souboru ,cˇi sou-
boru˚ urcˇených parametry.
std::vector<bin> encode(std::vector<bin> input)
Zakóduje danou zprávu, pokud je na kodéru nastaven kód. Pracuje se zprávami jako s
vektory typu bin.
int getWordLength()
Vrací délku zprávy, kterou lze prˇijmout kodérem.
std::string getGeneratorPath()
std::string getAPath()
std::string getBPath()
std::string getTiPath()
std::string getDiCPath()
Pro získání cest k maticím které byly kodéru prˇedány. (prázdný rˇeteˇzec, tam kde nasta-
veny nejsou)
3.1.6 ldpcDecoder
ldpcDecoder je trˇída deklarovaná hlavicˇkovým souborem ldpcdecoder.h, která reprezen-
tuje obecný LDPC dekodér. Podobneˇ jako ldpcEncoder i tato trˇída pracuje s upravenou
maticí v souboru ve formátu alist. Tato trˇída neobsahuje žádný dekódovací algoritmus,
pouze uchovává kód.
bool setCode(std::string path)
bool setCode(std::string path, int gap)
Pro nahrání kódu prˇedem upraveného pro dekodér.
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3.1.7 becDecoder
becDecoder je trˇída deklarovaná hlavicˇkovým souborem ldpcdecoder.h, která reprezen-
tuje LDPC dekodér na BEC kanálu. Instance této trˇídy je schopna po zadání kódu dekó-
dovat zprávy prˇijaté po prˇenosu BEC kanálem a opravovat v nich chyby vzniklé šumem.
std::vector<bin> decode(std::vector<int> input,
const int maxIter = NOTSET)
Slouží k dekódování kódované zprávy zprávy, která je vektorem typu˚ int, protože BEC
kanál prˇipouští po prˇijetí zprávy trˇi možnosti pro každý bit zprávy. Bity které obsahují
1, nebo 0 jsou prˇijaty v porˇádku, bity které obsahují cokoli jiného jsou považovány za
smazané bity. Zpeˇt vrací binární vektor, takže pokud se nepodarˇilo beˇhem dekódování
opravit všechny smazané bity, budou tyto vyplneˇny pseudonáhodnou hodnotou. Hod-
nota maxIter je-li nastavena udává maximální pocˇet iterací, kterými proces dekódování
mu˚že projít. Dekódování skoncˇí bud’ tím, že zpráva byla celá opravena, nebo tím že po-
slední iterace nedokázala vypocˇíst žádný ze smazaných bitu˚, nebo tím že pocˇet iterací
dosáhl nastaveného maxima.
3.1.8 bfDecoder
bfDecoder je trˇída deklarovaná ve hlavicˇkovém souboru ldpcdecoder.h, která reprezen-
tuje LDPC dekodér na BSC neboli Bit-flip kanálu. Instance této trˇídy je schopna po za-
dání kódu dekódovat zprávy prˇijaté po prˇenosu BSC kanálem a opravovat v nich chyby
vzniklé šumem. Pro dekódování využívá klasického algoritmu rozhodování veˇtšinou,
který je uveden výše.
std::vector<bin> decode(std::vector<int> input,
const int maxIter = NOTSET)
Slouží k dekódování kódované zprávy zprávy, která je vektorem typu˚ bin. Protože ne-
víme zda prˇi prˇenosu došlo k chybeˇ, bude za opravenou zprávu považována taková
zpráva, jejíž všechny rovnice na kontrolních vrcholech Tannerova grafu vycházejí sudeˇ.
Hodnota maxIter je-li nastavena udává maximální pocˇet iterací, kterými proces dekódo-
vání mu˚že projít. Dekódování skoncˇí bud’ tím, že zpráva byla celá opravena, nebo tím že
poslední iterace neprovedla na zpráveˇ žádnou zmeˇnu, nebo tím že pocˇet iterací dosáhl
nastaveného maxima.
3.1.9 spDecoder
spDecoder je trˇída deklarovaná ve hlavicˇkovém souboru ldpcdecoder.h, která reprezen-
tuje LDPC dekodér na BSC neboli Bit-flip kanálu. Instance této trˇídy je schopna po za-
dání kódu dekódovat zprávy prˇijaté po prˇenosu BSC kanálem a opravovat v nich chyby
vzniklé šumem. Pro dekódování využívá algoritmu Sum-Product, který je uveden výše.
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spDecoder(double errorProbability)
Konstruktor tohoto dekodéru vyžaduje hodnotu prˇedpokládané pravdeˇpodobnosti oto-
cˇení bitu,tedy pravdeˇpodobnost výskytu chyby prˇi prˇenosu.
std::vector<bin> decode(std::vector<int> input,
const int maxIter = NOTSET)
Slouží k dekódování kódované zprávy zprávy, která je vektorem typu˚ bin. Protože ne-
víme zda prˇi prˇenosu došlo k chybeˇ, bude za opravenou zprávu považována taková
zpráva, jejíž všechny rovnice na kontrolních vrcholech Tannerova grafu vycházejí sudeˇ.
Hodnota maxIter je-li nastavena udává maximální pocˇet iterací, kterými proces dekódo-
vání mu˚že projít. Dekódování skoncˇí bud’ tím, že zpráva byla celá opravena, nebo tím že
poslední iterace neprovedla na zpráveˇ žádnou zmeˇnu, nebo tím že pocˇet iterací dosáhl
nastaveného maxima.
3.1.10 Další funkce a trˇídy
Další hlavicˇkové soubory,které jsou soucˇástí práce slouží k simulaci a testování. Tyto
trˇídy byly prˇidány pro možnost demonstrace LDPC kódování v simulovaném prostrˇedí.
3.1.10.1 BECChannel a BFChannel Hlavicˇkový soubor channels.h obsahuje trˇídy
BECChannel a BFChannel pro simulaci kanálu daného typu. Pomocí nastavení chybo-
vosti zde lze simulovat šum a získat tak poškozenou zprávu. Obeˇ trˇídy implementují
metodu transferRandom, která vrací poškozenou zprávu.
Poznámka 3.1 BECChannel vrací touto metodou vektor typu˚ int, aby odlišil smazané
bity, které vyplnˇuje jako -1, pro dekodér ale stacˇí bude li na pozici smazaného bitu libo-
volné cˇíslo kromeˇ 0 a 1.
3.1.10.2 converter.h Obsahuje funkce pro prˇíklad prˇevodu dat na vektor typu˚ bin a
opacˇneˇ.
std::vector<bin> strToBin(std::string input);
std::string binToStr(std::vector<bin> input);
Pro prˇevod celých cˇísel.
std::vector<bin> intToBin(int input);
int binToInt(std::vector<bin> input);
Pro prˇevod rˇeteˇzcu˚.
26
std::vector<bin> fileToBin(std::string input);
void binToFile(std::vector<bin> input, std::string output);
Pro prˇevod souboru˚ daných cestou v parametru input/output.
3.2 Ukázkový program
Následuje prˇíklad využití implementace LDPC kódu˚ ve sdílené knihovneˇ AmhorA v
ukázkovém programu. Tento program provede simulaci prˇenosu souboru zarušeným
BSC kanálem a jeho opravu pomocí standardního LDPC kódu. Dekódování se provede
algoritmem Sum-Product. Program LDPCshow, který je soucˇástí prˇílohy na CD, se spoští
se cˇtyrˇmi parametry.
• Prnvním parametrem je cesta k LDPC matici. Ukázkové matice jsou prˇiloženy ve
složce LDPCshow/matrices/.
• Druhým parametrem je název souboru, který bude prˇenášen.
• Trˇetím parametrem je pravdeˇpodobnost výskytu chyby na jednom bitu zprávy uvá-
deˇná v promile.
• Cˇtvrtým parametrem je maximální pocˇet iterací dekodéru.
Výsledkem práce programu jsou dva soubory, jejichž název vznikne prˇidáním prˇípony
za název prˇenášeného souboru.
• Soubor s prˇíponou .dec je soubor, který prošel kódováním, rušením a dekódová-
ním.
• Soubor s prˇíponou .dam je soubor, který prošel kódováním a zarušením, a slouží
pro demonstraci souboru prˇed opravou dekodérem.
Pro lepší ukázku funkce programu je lepší používat soubory s žádným, cˇi minimálním
formátováním, aby bylo možné soubor otevrˇít i v prˇípadeˇ, že bude poškozen. Naprˇíklad
jednoduché neformátované textové soubory, nebo jednoduché rastrové obrázky (naprˇ.
ppm). Pro spušteˇní programu bez rušení stacˇí zadat nulu do trˇetího parametru, pro spuš-
teˇní bez opravy zprávy stacˇí zadat nulu do cˇtvrtého parametru.
3.2.0.3 Vysveˇtlení práce programu Po nacˇtení parametru˚ sestavíme LDPC kód za-
voláním metody construct() na objekt lcon trˇídy ldpcConstructor. Odtud pak získáme
cesty k souboru˚m s upraveným kódem pro kodér a dekodér, zde požádáme o kodér
prˇímo objekt lcon. Po nacˇtení souboru do binárního vektoru je nutné pocˇítat s délkou
akceptovaného slova kodérem a natáhnout zprávu na požadovanou délku, a tento prefix
pak na konci zase odstraníme. V cyklu se pak celá zpráva rozdeˇluje na menší celky, které
jsou postupneˇ kódovány, zarušeny a dekódovány. Výsledky se ukládají do výstupních
vektoru˚, a nakonec se zase zapíší do souboru˚. Na standardní výstup se vypíše statistika
chyb nasbíraná beˇhem procesu.
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3.2.0.4 Ukázka použití programu Pro ukázku uvedu výsledek programu pro malý
obrázek ve formátu ppm, prˇi parametru rušení2 2, maximálním pocˇtu iterací 20 a s LDPC
kódem 600.1400.3, který je soucˇástí prˇílohy. Celkový pocˇet chybných bitu˚ prˇi odeslání byl
836, z toho 616 bylo v cˇásti s daty, a zbytek chyb se vyskytoval v kontrolních bitech. Z
teˇchto 616 chyb zbylo po opraveˇ 242, a chyby které prˇetrvaly po opraveˇ v kontrolní cˇásti
byly odrˇíznuty.
Obrázek 5: Pu˚vodní ob-
rázek
Obrázek 6: Po zarušení
kanálem
Obrázek 7: Po opraveˇ
dekodérem
2 Prˇi volbeˇ veˇtší míry zarušení by mohlo hrozit, že dojde k poškození hlavicˇky ppm souboru a poruší
se tak jeho formát. V takovém prˇípadeˇ bychom u poškozeného souboru museli opravit hlavicˇku rucˇneˇ,
abychom si mohli poškozený obrázek prohlédnout.
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4 Simulace implementovaných algoritmu˚
4.1 Simulace prˇenosu na BEC kanálu
Tento test byl proveden standardním kódováním. Na náhodných zprávách procháze-
jících simulovaným kanálem tvorˇeným trˇídou BECChannel se vzru˚stající pravdeˇpodob-
ností chyby. Protože kódovaná zpráva je veˇtší, než zpráva samotná, je navíc uvádeˇn údaj,
který objasnˇuje kolik chyb zasahovalo do zprávy samotné. LDPC kódem je v tomto prˇí-
padeˇ kód 1920.1280.3.303, který je v prˇíloze. Výsledek simulace byl zaznamenán v násle-
dujícím grafu:
Obrázek 8: Výsledky simulace H-D algoritmu na BEC kanálu.
Osa x grafu udává pravdeˇpodobnost vymazání bitu prˇi pru˚chodu BEC kanálem.
Modrá cˇára reprezentuje celkový pocˇet bitu˚ z celkových 1920, které byly smazány beˇ-
hem pru˚chodu kanálem. Cˇervená cˇára udává pocˇet smazaných bitu˚ v prvních 1280 bi-
tech, tedy v té cˇásti, která je pu˚vodní zprávou. Žlutá cˇára udává kolik zbylo smazaných
bitu˚ po zpracování dekodérem. Toto cˇíslo nemu˚že prˇesáhnout pocˇet smazaných bitu˚ ve
zpráveˇ, protože BEC dekódování nemu˚že zprávu poškodit více, než už je, navíc protože
všechny smazané bity, které se nepodarˇilo rozluštit, dostanou náhodnou hodnotu. Maxi-
mální pocˇet iterací byl sice nastaven na 30, ale ve skutecˇnosti neprˇesáhl 3.
Je zrˇejmé, že když budeme pokracˇovat v simulaci dále, budou se pocˇty chyb zbylých
po opraveˇ stále pohybovat kolem poloviny pocˇtu˚ ve zpráveˇ prˇed opravou. Je to proto, že
cˇím více budou prˇibývat chyby, tím více bude algoritmus neschopen vypocˇítat hodnotu
smazaných bitu˚. Teˇmto bitu˚m pak musí být prˇirˇazena náhodná hodnota ,a je zrˇejmé, že
pravdeˇpodobnost prˇirˇazení správné hodnoty každému smazanému bitu je 1:2. Použitý
kód se po prˇevedení na generující a dekódující matici stává "nerˇídkým", váhy rˇádku˚ a
sloupcu˚ jsou vysoké, což ústí v prˇíliš provázané rovnice, které v sobeˇ pak spojují více
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smazaných bitu˚. Lepších výsledku˚ bychom možná dosáhli kódováním s prˇevodem na
dolní trojúhelníkový tvar.
4.2 Simulace prˇenosu na BF kanálu
4.2.1 Standardní hard-decision algoritmus
Tento test byl opeˇt proveden standardním kódováním. Na náhodných zprávách prochá-
zejících simulovaným kanálem tvorˇeným trˇídou BFChannel se vzru˚stající pravdeˇpodob-
ností chyby. LDPC kódem je v tomto prˇípadeˇ kód 800.1400.3, který je v prˇíloze. Výsledek
simulace byl zaznamenán v následujícím grafu:
Obrázek 9: Výsledky simulace na BF kanálu (H-D algoritmus).
Jak je videˇt, není tento algoritmus prˇíliš efektivní, což jsme si ostatneˇ ukázali už drˇíve.
Kdybychom pokracˇovali v simulaci dál, zacˇal by algoritmus zprávu dokonce ješteˇ více
poškozovat, protože nelze veˇdeˇt, které bity byly prˇenosem otocˇeny. Jak jsme si ukázali
drˇíve, vadný bit otocˇí hodnotu všem bitu˚m, se kterými sdílí kontrolní vrchol, a pokud
neexistuje dostatek kontrolních vrcholu˚, kde tyto bity nabudou správné hodnoty, zu˚sta-
nou tyto bity po dekódování otocˇené.
4.2.2 Sum-product algoritmus
Tento test byl opeˇt proveden standardním kódováním. Na kanálech stejného typu jako
v prˇedchozím prˇípadeˇ, znovu se vzru˚stající pravdeˇpodobností chyby. LDPC kódem je v
tomto prˇípadeˇ kód 600.1400.3, který je v prˇíloze. Výsledek simulace byl zaznamenán v
následujícím grafu:
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Obrázek 10: Výsledky simulace na BF kanálu (S-P algoritmus).
Tento algoritmus má mnohem lepší výsledky, než standardní hard-decision algorit-
mus, prˇesto i zde mu˚že po dalším pokracˇování ocˇekávat, že bude po dekódování zpráva
poškozena ješteˇ více. Navíc je trˇeba zmínit, že musíme znát pravdeˇpodobnost otocˇení
bitu pro vytvorˇení dekodéru, a této pravdeˇpodobnosti se jsme schopni (podle pravdeˇpo-
dobnosti na kanálu) hodneˇ prˇiblížit.
4.3 Vliv rˇídkosti matice
V této simulaci zkusím prezentovat, jakým zpu˚sobem ovlivní pocˇet jednicˇek schopnost
dekodéru opravovat porušenou zprávu. Matice, na které simulace probeˇhla má 600 rˇádku˚
a 1200 sloupcu˚, tedy kódovaná zpráva je dvojnásobneˇ veˇtší oproti pu˚vodní zpráveˇ. Pocˇet
jednicˇek bude promeˇnlivý a abychom zajistili, že výsledná matice bude skutecˇneˇ LDPC
maticí, bude tato tvorˇena z levé cˇásti jednotkovou maticí 600× 600 a z pravé cˇásti sloup-
coveˇ regulární maticí 600 × 600. Zarušení v této simulaci probeˇhlo na bit-flip kanálu s
pravdeˇpodobností chyby 0, 2, a zvolený dekódovací algoritmus byl Sum-product algo-
ritmus s maximálním pocˇtem iterací 50. Celkový pocˇet odeslaných bitu˚ datové cˇásti (bez
kontrolních bitu˚) byl 31800.
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Obrázek 11: Simulace promeˇnlivé rˇídkosti matice
Jak ukazuje výsledný graf 11 od urcˇité meze se s klesající rˇídkostí matice rapidneˇ sni-
žuje schopnost dekodéru opravovat kód. S vzru˚stajícím pocˇtem jednicˇek v matici vznikají
komplexneˇjší vazby mezi bitovými a kontrolními vrcholy, což vede ke kontrolním rovni-
cím s prˇíliš mnoha prohozenými bity na to, aby dokázaly urcˇit jejich správné hodnoty. V
praxi se nejcˇasteˇji používají matice, jejichž maximální váha sloupce neprˇesáhne 3.
4.4 Vliv pocˇtu sloupcu˚
V této simulaci si ukážeme, jakým zpu˚sobem ovlivní pocˇet sloupcu˚ matice proces de-
kódování a prˇenášenou zprávu samotnou. Matice, na které simulace probeˇhla má opeˇt
600 rˇádku˚ a promeˇnlivý pocˇet sloupcu˚, opeˇt bude tvorˇena z levé cˇásti jednotkovou ma-
ticí 600 × 600 a z pravé cˇásti sloupcoveˇ regulární maticí 600 × x, kde x je pocˇet prˇida-
ných sloupcu˚. Je zrˇejmé že x musí být veˇtší než 0, jinak bychom prˇenášeli pouze pu˚-
vodní zprávu samotnou. Konstantní váha teˇchto prˇidaných sloupcu˚ byla 3. Zarušení v
této simulaci probeˇhlo na BEC kanálu s pravdeˇpodobností chyby 0, 2, a zvolený dekó-
dovací algoritmus byl výše uvedený standardní hard-decision algoritmus s maximálním
pocˇtem iterací 30. Celkový pocˇet odeslaných bitu˚ datové cˇásti (bez kontrolních bitu˚) byl
prˇibližneˇ3 31800.
3Protože se meˇní pocˇet sloupcu˚, meˇní se i délka akceptované zprávy u kodéru. Takže pocˇet bitu˚ datové
cˇásti musel být vždy upraven tak, aby se prˇizpu˚sobil kodéru. Ve skutecˇnosti však tato odchylka dosahovala
maximálneˇ neˇkolika set, což je pocˇet ve srovnání s celkovou délkou zprávy zanedbatelný
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Obrázek 12: Simulace promeˇnlivého pocˇtu sloupcu˚ matice
Jak ukazuje graf 12 dochází s prˇidáváním sloupcu˚ do matice k výraznému poklesu
chyb v celkové zpráveˇ. Tento fakt je zpu˚soben tím, že po transponování pravé cˇásti matice
pro kodér naprˇíklad u matice, kde pocˇet prˇidaných sloupcu˚ je roven 100, tedy matice o
rozmeˇrech 600 × 700, získáme matici o rozmeˇrech 100 × 700. Je trˇeba si uveˇdomit že
kodér v takovém prˇípadeˇ prˇijímá zprávy o délce 100 bitu˚ a vrací kódované zprávy o délce
700 bitu˚, pu˚vodní zprávu tedy "natáhne"sedmkrát. Vysoký pocˇet chyb v celkové zpráveˇ
je tedy zpu˚soben pouze veˇtší délkou zprávy samotné. S prˇibývajícím pocˇtem sloupcu˚
pu˚vodní LDPC matice pak klesá délka kódovaných zpráv a tím i celkový pocˇet chyb. Jak
se projeví tento fakt na schopnosti dekodéru opravovat chyby lépe znázorní graf 13.
Obrázek 13: Simulace promeˇnlivého pocˇtu sloupcu˚ matice
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Jak lze ocˇekávat, s prˇibývajícím pocˇtem sloupcu˚ propouští dekodér stále více chyb,
protože má k dispozici stále méneˇ kontrolních bitu˚. Nízkým pocˇtem sloupcu˚ v LDPC
matici jsme tedy schopni dosáhnout lepších výsledku˚ prˇi dekódování, avšak za cenu del-
ších zpráv prˇi prˇenosu a tím i vyšším zatížením prˇenosového kanálu a nejspíš i zpomalení
prˇenosu.
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5 Záveˇr
Pomocí LDPC kódu˚ jsme schopni do jisté míry opravit zarušenou zprávu. Efektivita této
rekonstrukce záleží, jak jsme si ukázali nejen na kódu, ale také na použitém algoritmu
a na použitém kanálu. Implementace byla otestována na výše uvedených maticových
souborech. Délka doby zpracování závisí na velikosti matice a možném pocˇtu iterací prˇi
dekódování. Pro urychlení inicializace kodéru a dekodéru se upravené matice ukládají
do souboru˚ a je tak možné je nacˇíst prˇímo z teˇchto souboru˚. Implementace teˇchto kódu˚
je k dispozici v knihovneˇ AmphorA na prˇiloženém CD spolu s programem LDPCshow,
který byl vytvorˇen pro demonstraci jejich použití. Jako možnost dalšího rozšírˇení práce
se nabízí možnost impplementace prvku˚ multiplexer a demultiplexer, a s nimi též imple-
mentace simulace typu˚ kanálu˚ s jakými se mu˚žeme setkat prˇi prˇenosu v praxi.
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7 Prˇílohy
I. CD zde je uložena knihovna AmphorA a ukázkový program LDPCshow.
