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PREFACE AND SUMMARY 
The mathematical modelling of a large variety of physical phenomena leads to one 
or more (coupled) partial differential equations on a bounded region. The numerical 
approximation of these problems by means of Finite Difference or Finite Element 
discretizations give rise to very large systems of linear or nonlinear equations. A 
practically very important property of these discretization methods is the fact that 
they produce extremely sparse matrices, for which direct solution methods are not so 
attractive since these involve some sort of factorization in triangular matrices which 
are considerably less sparse than the original matrix. 
As a consequence of this, iterative solution methods for these types of problems 
have been studied extensively since the early 1950's. An important example is the 
Conjugate Gradient method introduced in 1952 by Hestenes and Stiefel. Typical for 
such iterative methods is that to derive the solution only matrix-vector multiplications 
with the original sparse matrix A are needed. Practically all iterative methods for 
the solution of a linear system have in common that their convergence behaviour 
depends on the spectral condition number of the matrix A, i.e., the ratio between the 
largest and the smallest eigenvalue of the matrix. This observation has lead to the 
introduction of preconditioning matrices in the 1960's. Instead of solving the system 
Ax = b one solves the equivalent system C~1Ax = C _ 1ò where С is the so called 
preconditioning matrix. A preconditioning matrix must have the following properties: 
i) The condition number of C - 1 A must be considerably smaller than that of A. 
ii) С must be sparse, typically С has a sparsity pattern similar to A. 
iii) Linear systems with С as coefficient matrix can be easily solved. 
Considering the last property it is natural to study preconditioning matrices which 
are defined in a factored form, i.e., as a product of triangular and diagonal matrices, 
since it is simple to solve systems with such matrices as coefficient matrix. This has 
lead to Jacobi, Gauss-Seidel and SSOR like methods on one hand where the factors 
are parts of the original matrix and incomplete factorization methods on the other 
hand where the factors result from an incomplete factorization of the matrix A. 
A closer inspection of the sparsity pattern of the original matrix reveals that 
in many cases the matrix can be partitioned into submatrices, a submatrix typically 
corresponding to the nodes in one meshline, which are themselves tri-, bi- or even 
diagonal matrices. This observation has lead to block variants of the aforementioned 
methods, where instead of operating on single matrix elements, operations are per­
formed in terms of the submatrices. Block variants of incomplete factorizations are 
the topic of this thesis. 
vii 
The thesis consists of 6 articles which have been published earlier. We will give 
here a short description of the contents of each. 
In chapter 1 we describe a number of block incomplete factorizations where the 
blocks correspond to the nodes in one meshline. We prove existence and positive 
definiteness of the preconditioners for symmetric M-matrices. In chapter 2 we give a 
new, more general, definition of the class of Block .ff-matrices and extend the results 
of chapter 1 to this class. 
The methods described in the first chapter centre around approximating inverses 
of symmetric positive definite bandmatrices by a bandpart of the exact inverse. The 
convergence rate of these methods therefore depends on the accuracy of these ap-
proximations. It is well known that the matrixelements of the inverse of a symmetric 
positive definite bandmatrix exhibit an exponential decay away from the main dia-
gonal. Upperbounds for this decay rate in terms of the spectral condition number 
were first derived by Demko, Moss and Smith. In chapter 3 we investigate the clctss of 
matrices whose LU factors are close to Toeplitz matrices and derive bounds for the 
exponential decay for matrices within this class. These bounds are qualitatively and 
quantitatively sharper than the earlier results especially for nonsymmetric matrices. 
In chapter 4 we investigate the applicability of the Block Incomplete Factoriza-
tion methods described in chapter 1 as preconditioners in a generalized conjugate 
gradient method for Convection-Diffusion problems. 
Factorizations based on Domain Decomposition are the topic of the last two 
chapters. Domain Decomposition techniques have become very popular in recent 
years because of the enhanced possibilities of parallel computations. In chapter 5 
we describe a new factorization based on dividing the domain into strips. Due to 
the construction of the preconditioner it is especially accurate for smooth vectors. 
The preconditioner is therefore very well suited to be used as a corrector matrix in a 
smoothing-correction scheme quite similar to multigrid methods. 
In chapter 6 we investigate the more classical approach of subdividing the domain 
in two subdomains and a dividing line (or plane). We show that for constant coefficient 
problems and problems with smoothly varying coefficients the scaled normal equations 
of the Schurcomplement matrix corresponding to the dividing line is very close to a 
pentadiagonal matrix and that hence pentadiagonal preconditioners will give excellent 
results. 
Finally in the introduction to each chapter a more detailed description of that 
chapter can be found. 
v i n 
CHAPTER 1 
ON APPROXIMATE FACTORIZATION METHODS 
FOR BLOCK MATRICES SUITABLE 
FOR VECTOR AND PARALLEL PROCESSORS 
O. Axelsson and B. Polman 
First appeared in 
Linear Algebra and its Applications 77:3-26 (1986). 

ON A P P R O X I M A T E FACTORIZATION 
M E T H O D S FOR BLOCK MATRICES SUITABLE 
F O R V E C T O R AND PARALLEL PROCESSORS 
ABSTRACT 
Some existence results for methods based on the approximate factorization of block matrices are 
proven. These methods are based on recursive computations of diagonal block matrices and the 
approximation of their inverses to preserve sparsity. We also discuss a recently proposed [1] inverse 
free factorization method and present some numerical tests for it. 
1. I n t r o d u c t i o n 
For matrices partitioned into block form, many solution methods already exist which 
can utilize vector and/or parallel computers fairly well. This is in particular true for 
block tridiagonal matrices. For recent surveys, see [1] and [2]. The methods can be 
categorized in the following way: 
(a) Polynomial approximation or preconditioning methods, based on approximating 
the inverse of the matrix. 
(b) Incomplete factorization methods based on recursively approximating a sequence 
of inverses of block diagonal matrices. 
It has been shown in [1] that methods based on polynomial preconditioners can never 
be particularly effective as preconditioners because the cost per iteration increases 
linearly with the number of terms {r + l) in the polynomial, whereas the number of it­
erations decreases slower than (^((r + l ) - 1 ) . As Saad [21] points out, one may however 
gain in fewer accesses to the matrix (and fewer inner products if a conjugate gradi­
ent type method is used as an accelleration method). For certain parallel computer 
architectures this can make certain polynomial preconditioners competitive. 
Methods of type (b) can be very effective for important classes of problems and 
are quite robust. The vectorized versions are somewhat less robust, however. For a 
recent comparison, see [20]. The problem is associated with the sparse approximation 
of the inverses of block diagonal matrices which occur during the factorization. Such 
approximations are accurate for strongly diagonally dominant matrices for instance, 
but may be less accurate otherwise. As an example, consider the tridiagonal matrix 
with entries [—1,2, —1] except а
П ) П = 1, α„,η-ι = —1· Its inverse is a full matrix with 
the rows [1, 2, . . . , г, г,..., г], i — 1, 2, . . . , п. It is not easy to find a convenient sparse 
approximation of this inverse. 
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In Section 2 we give a short presentation of a fully parallelizable (vectorizable) 
variant of a block incomplete factorization method, previously discussed in [2], [3] 
and [20], which is also a good preconditioner for matrices with strongly diagonally 
dominant blocks. In these methods the initial factorization is done recursively and 
needs the approximations of inverses of diagonal matrices. In Section 3 we prove exis­
tence results for these methods. We discuss in Section 4 a recently proposed new class 
of methods applicable for certain classes of block matrices, where the factorization 
can be performed without any occurence of matrix inverses. However, such methods 
are inherently unstable. Therefore we propose to use this recursion only for a few 
steps and let let the resulting diagonal blocks be constant from there on. Numerical 
tests show that these methods are about as accurate as classical ones based on sparse 
approximations of inverses of diagonal block matrices. 
Note that if our matrices have a few nonzero subdiagonals, a matrix-vector mul­
tiplication is both parallelizable and vectorizable. It vectorizes well if we evaluate the 
product as a sum of the products of the subdiagonals with the appropriately shifted 
vector. When we mention that the methods to be presented are vectorizable we refer 
to such a case. 
2. Incomplete Factorization Methods for Matrices 
Partitioned into Block Form 
To illustrate the methods, consider at first a tridiagonal matrix A where а,}] = 0 if 
|г - j \ > 2. Wre want to factorize this in the form: 
vl = L£)-1t7, L = D-LA, U = D-UA, (2.1) 
where A = DA — LA — UA, D, DA are diagonal, and LA, UA are strictly lower and 
upper triangular, respectively. Then we get, from (2.1), A = D — LA—UA +LAD~1UA 
and hence D = DA - LAD~XUA. Accordingly, we may calculate the entries of D by 
recursion: 
d i = O i , b ¿г = a¿,í - a t ^ - i ^ i - i 0 · - ! , ; ' г'= 2 ,3, . . . ,η, (2.2) 
Consider now a tridiagonal block matrix with sparse blocks, typically they are tridi­
agonal matrices. Then the corresponding diagonal block matrices £>,, г > 2, will in 
general be full matrices, which we clearly want to avoid. To this end we use sparse 
approximations of the inverses, typically p-banded blocks, i.e. 
¡ Í ) - 1 - ( P ) = Í ( D ! - 1 ) M , l * - i | < P , 
L г J f c
· ' І 0 otherwise. 
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(For a discussion how [D~l] p may be calculated efficiently, see [2] and [3]. Special 
methods for the case ρ = 1 have been considered in [4] and [14].) The recursion (2.2) 
now takes the form 
Σ>
ί
=Α
ΙΛ
, Dt=Al<t - Λ , , , - ι β , - Λ Ρ Μ , . ! , , , i = 2 , 3 , . . . , n , (2.3) 
If A is an M-matrix it is easy to prove (see [4] and [7]) that the sequence exists 
and that all intermediate matrices are M-matrices. The corresponding incomplete 
factorization 
A = LD-1Ü, L = D-LA, Ü = D-UA, (2.4) 
can be used as an efficient and robust preconditioning for various well-known (acceller-
ated) iterative methods for the solution of Ax. = b for scalar computers. A — A — R is 
in fact a regular splitting, so even the basic iterative method, À(x.l+l — χ ') = b - Ax1 
or J 4 X ' + 1 = .Rx' + b, converges. 
Relaxed version 
Instead of completely neglecting the entries outside the band portion of the inverses, 
we may utilize these entries to get a generalized and improved method in the following 
way. Let then 
D1=A1<U От = Аг<т-А^т^1[0;\]мАг^ит-ыОт, г = 2,3, . . . , η, (2.5) 
where 0 < ω < 1 and D
r
 is a diagonal matrix such that 
А .
 г
 = А,,,..! ( ¿ Д - [D;!^ Ar-^vr. (2.6) 
Here ν = (vi, V2,..., v
n
) is a positive vector for which Av > 0. (It is known that such 
a vector exists if and only if A is an M-matrix, assuming that α,
ι ; < 0, ι Φ j , о,,, > 0.) 
Note that if ш = 1, then Av = LD~1Uv, i.e., the factorization becomes exact for the 
vector v. Note also that the calculation of the entries of DT in (2.6) is inexpensive. 
In particular, multiplication by D~_i is done by the solution of the corresponding 
linear system for the bandmatrix D
r
-i. If this matrix is already factored (which is 
advisible, because we need it for the forward and backward sweeps anyway), then the 
cost to calculate DT is about half the cost of one iteration or less. 
The choice ω = 1 and ν = e = ( 1 , 1 , . . . , 1)' leads to the so-called modified 
factorization methods (of generalized SSOR type; see [5] and [18]). 
Other choices of the vector ν may improve the method further. (Discussions 
about this are found in [6].) The spectral condition numbers are reduced dramatically 
for a test problem -Au — ƒ in Ω — [0, l ] 2 , и = g on dSl, discretized by the five-
point central difference method as K(Ah) — (2/ж)2к~2 - | + 0(h2), h -* 0, and 
« ( ^ ( l ) - 1 ^ ) = 0.08h-1 - 0.25 + 3/ι + 0{h2), h -> 0, if ρ = 1 (the latter result is 
found by numerical calculation). This corresponds to an average reduction rate < 1/2 
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for h > y!g. This is in fact a worst case reduction rate. Depending on the initial error, 
the rate of convergence can be much faster (for further discussion, see [6]). 
The method can also be applied on incomplete factorization of general sparse 
M-matrices, partitioned into blocks (see [7]). 
Note that the pertubations as used in [5] and [18] are not needed if one uses 
relaxation with ω — 1 - ζ/ι, ζ > 0. 
An Inverse Free Factored Form 
The incomplete factorization methods described above are not parallelizable or vector-
izable if we use a lexicographic ordering as indicated. This is because of the recursions 
in (2.3) and (2.5) and in the forward and backward sweeps during each iteration step. 
To get a fully parallelizable (vectorizable) method during the solution sweeps, we first 
rewrite the factorization in inverse free form, namely 
Â = LDÛ, L = D-1-LA, Ü = D-l-UA, (2.7) 
or 
À = {I-LAD)D-1(I-DUA). (2.8) 
Similarly to (2.3), we consider now the recursive calculation of 
D = dia,g{DuD2,...,Dn)as 
¿ 0 = 0 
D, = [(Λ,,, - ¿ , , , ^ Α - , Λ , - ! , , ) - 1 ] ^ , i = 1,2,...,п. 
It is easy to see that in this case the matrices D, may become singular or indefinite 
even if Л is a positive definite matrix. However, if ρ is large enough, the matrix A in 
(2.8) is positive definite, as we shall see in Section 3. Unfortunately, the value of ρ is 
not known beforehand, and for reasons of simplicity we would like a method which is 
applicable for any ρ > 1. 
Consider then the relaxed version of this algorithm. The diagonal block matrix 
D is now determined by 
¿>o = 0 
XT = Ar,r - Α^.,Ο^Α^^, Σ)1.(ω) = [ΧΓ-ψ)+ωυΓ r = 1,2,.. .,η (2.9) 
for 0 < ш < 1 and D
r
 a diagonal matrix determined by 
DTXrvr = (ƒ - [Xr-'}{p)Xr) v r (2.10) 
(where ν > 0 is such that Av > 0). For ω = 1 we have 
Γ>
Γ
Χ
Γ
ν
Γ
 = ν,., (2.11) 
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from which we deduce that Л ν — Ax in that case. It follows from (2.10) that the 
matrix DT can be calculated without solution of any linear system (cf. (2.6) and a 
remark in [20]). For the inverse of Л, defined by (2.8) we have 
А-
1
 = {і-ои
А
)-'о{і-ь
А
о)-\ 
where we use the Euler product expansions (see [3]), 
{I - LM' = Π [7 + (¿A^)2 ' ] ' (J - DUS1 = Π [' + (^д) 2 ' ] (2·12) 
7 · ^ 0 Τ·-" 0 
and s — [log2 7i] — 1, if A is partitioned into η χ η blocks. 
The corresponding method is пол fully parallelizable (vectorizable). At every 
iteration step we have to solve a linear system Ay = c, and this is performed as 
2s + 1 matr ix vector multiplications. (Note that we work here on vectors of constant 
dimension.) The method is similar to the odd-even cyclic reduction method (see [2],[3 
and [20], and the references cited therein) but there the vector length is halved at 
each reduction. Note however that although LAD and DUA are sparse matrices, the 
- 2Г - г1" 
matrices (LAD) and (Ζ)ί7Λ) quickly get full as τ increases. Hence we shall delete 
the last factors in these products, i.e., we approximate 
(ƒ - LAD)-' ~ Π;ο=0[/ + {LAbf] and (7 - DUS1 * Ш Ы ' + № f] 
for some SQ <€. s and «i <C s. The resulting approximation 
Q = l[[I + (DUAf} D l[[I + (LADf} 
r=0 r=0 
of the inverse A~l will then be used as a multiplicative and hence fully parallelizable 
(vectorizable) preconditioner in an iterative method, such as 
x '
+ 1
 = x ' + г,<2(Ъ - І 4 Х ' ) , ί = 0 , 1 , . . . , (2.13) 
where rj is a sequence of acceleration parameters. 
If A is symmetric and positive definite, so is Q if Si = SQ and if D is determined 
by relaxation in (2.9) with ω = 1 (see Section 3). Hence we may then apply the 
conjugate gradient as the iterative acceleration method. 
The solution method of the incomplete factorization method on inverse free form 
is hence fully parallelizable (vectorizable). Note, however, that the factorization (2.9) 
is still recursive and of length n. To overcome this, we discuss in Section 4 a newly 
proposed inverse free factorization. 
3. Existence of Approximate Blockwise Factorizations 
In this section we prove existence of the approximate methods described in the previ­
ous section. Most results have appeared in peviously published or unpublished papers 
(see[2],[4],[7] and [20]), but not with complete proofs as here. 
Chapter 1 
Let Л be a matrix partitioned into a tridiagonal form, 
'Мл ¿1,2 0 
-42,1 ¿2,2 A = 
0 l n , n - l 
« n - 1 , 
= і )
А
- і
л
- С /
л
, (3.1) 
where £)
л
 is a block diagonal matrix, and LA, UA are strictly lower and upper tri­
angular, respectively. We consider in this section only the case that Л is a Stieltjes 
matrix (a symmetric M-matrix, i.e., A = A and AtiJ < 0 Vi Φ- j , Л - 1 > 0). We 
consider first the following recursion [see (2.3)]: 
îo = 0, 
Xt = Л,,, - Л,,1_1У1_1Л г_1 ) І, У, = [Х-1] ΐ ι ( ρ ) 1,2,...,η (3.2) 
From this we have the following two possibilities to define a preconditioning 
matrix C; 
Version 1 (Block Incomplete Cholesky, B.I.C.). Ci = {X - LA)X-l{X - UA), 
where X = diag(X t). 
Version 2 (Block Incomplete Cholesky, in inverse free form for solution, B.I.C.I.). 
Сг = {1- L^Y-'il - YUA), where Y = diag(y,)· 
For Ci and Сг we have the following theorem. 
Theorem 3.1 Ci (Сг) is positive definite if and only if X, (Y,) are positive 
definite г. 
Proof. Use the following lemma. • 
Τ 
Lemma 3.1 Let A be a symmetric matrix and Τ nonsmgular. Then Τ AT 
has the same numbers of positive, negative, and zero eigenvalues as A. 
(For a proof see [17].) 
Hence we shall prove that the matrices occuring in the recursion (3.2) are positive 
definite. This will be done using M-matrix theory. 
Definition 3.1 Л is said to be generalized strictly diagonally dominant if 
«ij < 0 г / j and for some positive vector с, Лс > 0. 
We need the following lemmata: 
Lemma 3.2 (K. Fan [16]). Л is an M-matrix if and only if A is generalized 
strictly diagonally dominant . 
Lemma 3.3 Let 
K - \ A B K
- С D 
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be an M-matrix. Then the Schur complement K/D :— D — CA 1B is also an M-
matnx. 
Proof. See Axelsson [7]. • 
Theorem 3.2 Let A as m 2.1 be an M-matrix. Then: 
(a) There exist Xt, У, which satisfy the recursion 
Yn = 0 
X, =^,
і 1 -і4,,,_ 1 У,_іі1,_ г ,„ 0<Y,<XC
l
, i = 1,2,..., η (3.3) 
(b) For every sequence of X,, У, satisfying the above recursion, X, is an M-matrix. 
Proof. By Lemma 3.2 there exists a vector с > 0 such that Ac > 0. Set c 1 ^ = 
( с ^ , < £
и
, . . . , с ^ ) Т . (NotecW = c . ) 
At the rth stage let 
" Xr tf(r)" A^ = 
where L(r> = [ i 4 ' + l i P , 0 , 0 , . . . , 0 ] Т , ^ ' ) = [АГ > Г + 1,0,0,...,0], and 
•Α-τ+Ι,τ + Ι AT + itT + 2 0 
D(r) _ Л г + г . г + і A
r+2,T+2 
^ π —Ι,τι 
0 A
n n
 — l л
П | П _ 
Assume that A^ is ал M-matrix, that Y
r
 satisfies (3.3), and that ./l( rM r) > 0. Since 
Л '
1
' = A, this is the case for r = 1. Then in particular XT is an M-matrix, i.e., 
AT 1 > 0. We have 
X-1 0 
0 I A
r
 =: H^ = ι x-W*) 
Since Л (г)с<Г) > 0, we have c
r
 + Х^и^с^+^ = X-l(X
r
c
r
 + U{r)ér+1>) > 0. 
Hence Я ( р ) с ( г ) > 0, and because Я, '^ < 0 Vi ¿ j , it follows by Lemma 3.2 that Я' г> 
is an M-matrix. 
Since У
г
 satisfies (3.3) it is clear that 
I YrUW 
is also an M-matrix. Hence by Lemma 3.3 its Schur complement 
¿(r+l)
 = B ( r ) _ £ , ( r )y £ƒ(,•) 
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is an M-matrix. In particular X
r + i = Α Ρ + ι ι Ρ + ι — Ar+i¡rYrATir+i is an M-matr ix , so 
its inverse is nonnegative. This proves (b). 
Further let 
I YrU^ 
l(r) ßlv) (c(-+i)j - : (b^1)] > 0 · 
Eliminating c r gives 
А
('+і)
с
І'-ч)
 = b ( r + i ) _ L(r)br > b ( r + i ) > Q 
By induction it follows that there exists a sequence of matrices satisfying (3.3). • 
Corol lary 3.1 If A is a Stieltjes matrix, then С as in version 1 (B.I.C.) is 
positive definite. 
Proof. Note that since J f
r
c '
r ) > 0 for a vector c^ > 0, we have that the matrix 
Z
r
 = V~1X
r
V
r
, where V
r
 = diag(c\ ,.. .,Cm ) is diagonally dominant. But Z
r
 is a 
Stieltjes matrix. Hence ZT is positive definite, and so is XT. Theorem 3.1 completes 
the proof. • 
Theorem 3.2 has been proven in a more general context in [7] and [13]. We have 
included a proof here for completeness. 
For version 2 the situation is less clear. We have then Y", = [X~1} P , where X, 
is a positive definite M-matrix. This need not imply that У, is positive definite. But 
we have the following: 
T h e o r e m 3.3. If X¿1 - [Χζ1}^ I < 1/р{А
к>к), к = 1,2,...,η, then Yk is 
positive definite for к = 1, 2 , . . . , η . (Here p(A) stands for the spectral radius of A.) 
Proof. By induction. 
Let Yk be positive definite, then А
к
+і^кАк,к+і is positive definite and Xk+i = 
Ak+\,k+\ — А
к
+\,кУкАк,к+\-
І
 so 
(Xfc + ΐΧ,χ) = (4 ; . + i ) f e + iX,x) - ( Л л + і і , [ У 4 Л к , к + 1 х , х ) 
< ( , 4 f c + M + i x , x ) V x / 0 , 
so p(Xk+\) < p{Ak+Uk+i). Hence 
A 1 ( X f c - + 1 1 ) = : 7 V L ^ > k+1
' p(Xk+1) p(Ak+1,k+iy 
where λι denotes the smallest eigenvalue. Further, 
Yk+l '= [ χ - Γ = x - - {X& - [X?]™} 
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so 
ІМп+о-мх^и x--\ - I I ( P ) | I 
< llp{Ak+x<k+l) 
(here we use a symmetric Pertubation theorem for eigenvalues; see [24]), so 
Ai(Yi+i) > 0 = > Yk+i is positive definite. • 
Conclusion: for ρ large enough the У, will also be positive definite. In the case of the 
model problem Δ^ on [0,1]2 one can show that this inequality is valid for ρ = 1. One 
then has 
4 - 1 0 
lfc + l,k + l 
·· - 1 
1 4 
x:
1
 - \x, - i i ( i ) so p(Ak+i1k+i < 6· One can prove that for all к we have 
0.12288, i.e., they are bounded by a number < 1/6. 
A alternative proof for the special case ρ = 1 has appeared in [19]. 
Modified Versions Based on a Generalized Row Sum Criterion 
We'll have to distinguish between versions 1 and 2 from here on, because the general­
ized row sum criterion leads to diflferent modifications. So we'll first consider version 
1. 
Version 1. The modification is based on a positive vector с for which Ac > 0. Then 
we have for verson 1 of the relaxed incomplete block factorization 
Xl = ¿1.1 
•Λ ρ •**-V V 
- i I ( P ) 
, μ , - Λ ] ¿ r - L r - w D , . , r = 2 1 3, . . . ,n , 
where 0 < ω < 1 and D
r
 is a diagonal matrix, so determined that 
D
r
c
r
 = Ar,^ (x-\ - [X-.\]lp)) AT.^Tcr. 
(3.4) 
(3.5) 
(The modification is such that if ω = 1, Ci с = Ac.) 
Note that the computation of DT is inexpensive. In particular, the multiplication 
of the vector І 4
Г
_ І
І Г
С
Г
 by X~\ is done by solving the corresponding linear system 
for the band matrix XT . ι. 
We shall prove that the matrices XT in (3.4) which occur during the relaxed 
incomplete factorization remain M-matrices and hence that the recursion is well 
defined. 
12 Chapter 1 
Theorem 3.4 Let A as m (2.1) be an M-matrix. Then the matrices XT as 
defined by (3.4) are M -matrices. Moreover, if ω = 1 we have that Re = 0 and R is 
negative semidefimte where R = С — A. 
Proof. By induction: Let Ac = d > 0. 
Assume that XT-i is an M-matrix (which is the case for r = 2, because A and 
hence its diagonal blocks are Af-matrices). Consider the matrix 
L(r-l) A(r) 
where 
A^ = 
•Лг + 1,г + 1 А
Г + \<Г+2 
•4г+2,г + 1 А
т + 2Іт+2 
о 
-"η—1,71 
А л А 
•
Γ ι
η , η — 1 - '»η,η 
L^- 1 ) = [ < r - i . 0,0,-.., Of, ^ ' - 1 ) = [ J 4 r _ 1 , r ,0,0 ) . . . ,0]. 
(For r = 2 this matrix is equal to A.) Assume that 
c^
1
 ) - ( dH J ' 
Jrp_i t/i
7
-
1)" 
L(r-l) A(r) (3.6) 
where c^ = (c
r
, c
r + 1 , . . . , c n ) and d^r' is similarly defined. [Because Ac = d, (3.6) 
is valid for г = 2.] By elimination of c
r
-i in (3.6) we get 
BT,r &'>]( c r \ ( dr - Ar^X^dr-A ( dr \ 
where В
ТіГ
 = A
r
^ — Л
г > Р_і Jf^jjip-^,.. 
By (3.4) and (3.5) we have X
r
c
r
 = BT^rcr + (1 — wjDpCp. Since by definition 
0 < [Л'
Г
"_
1
1](Р) < X~2i, we have by (3.5) that Drcr > 0. Hence since 0 < ω < 1, 
XpC,. > βρ,,-ο,.. So by (3.7) 
X
r
 f/(r) (/;„)> (Д,) >o. 
Since the off diagonal elements of X
r
 are nonpositive, it follows that 
Xr I7(p> 
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is generalized strictly diagonally dominant and hence a Ai-matrix. In particular X
v 
is a nonsingular M-matrix, and by induction the theorem is proven. 
For u> = 1, we have R
r
 = X
r
 + Ar^-iX^-yAr-i^ — А
гг
 — Ar¡r-i(X~_1 — 
[ X ^ i ] P )i4r_i>r — u>D, so by (3.5) we have ñ r c r = 0 if ω = 1. From this plus the 
fact that (Е
Г
)І^ > 0 г / j we easily deduce that R
r
 is negative semidefinite. • 
Version 2. For version 2 we get the following recursion: 
У о = 0 
X
r
 = A
r
,
r
 - Ar,
r
-iY
r
-iA
r
-ltr, Yr=[X-l]i')+UDr, r = l , 2 , . . . 1 n 1 
(3.8) 
where 0 < ω < 1 and DT is a diagonal matrix, so determined that 
D
r
(XTcr) = ( X " 1 - [X;1}{P)) Xrcr, (3.9) 
where с is a positive vector such that Ac > 0. Again, if ω = 1 this modification is 
such that Re = (C — A)c = 0. Note that in the calculation of D
r
 only matrix-vector 
multiplications occur. 
To prove that the У, are positive definite we need the following lemma: 
L e m m a 3.3. Let X be an M-matrix, and с > 0 be such that Xc > 0. Set 
Y := [Х-1] P + ωΟ, 0 < ω < 1, where D is a diagonal matrix defined by DXc = 
{X-1 - [X-l}ip))Xc. Further define ν := Xc and V := diagiv,). 
If 
1 
ω > 1 
РІХЦ -^Х-
1
 - [х-1}ір)щ 
then Y is positive definite. 
Proof. Set Τ := Y - Χ'1 then Y = Χ'1 + Τ. Let Χι(Β) denote the smallest 
eigenvalue of a (symmetric) matrix B; then Аі(У) > Χι{Χ' 1) + λι(Τ) = l/p(X) + 
λι(Τ). T i s spectrallly equivalent to V'1 TV, so Aj(Γ) = \i{V-lTV). We have V > 0 
and Τ
ι<} < 0 г / j , so with Gershgorin's theorem, 
Хг( -1Т ) ym^Uv-'TV),,, -^¡(V-'TV^A 
Iiinl(v-1Tn,. + S (v - 1 Tn J | = т , і п { 7 Т } 
tiin | j [wDv - (X-1 - [X-1]^] | 
mm 
mm 
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min J -(ω - I X * - 1 - [ J f ' P ^ v j 
{ω - l )max J ^ [ (Χ" 1 - [ X " 1 ] ^ ) ^ ^ 1 , 
whence 
λι(Τ) > (ω - I J I I V - 1 ^ - 1 - [Л-^^І І 
T h e o r e m 3.5. Let A as in (2.1) be an M-matrix. Then the matrices X
r
 as 
defined in (3.8) are M-matrices, and the YT are positive definite if ω is close enough 
to 1. 
If ω = 1 we have Re = 0, and R = С — A is negative semidefinite. 
Proof. By induction. Set Ac = d > 0. 
Assume that Χ
Γ
-ι is an M-matrix, Y
r
-i > 0 and positive definite. (For г = 2, 
X\ = -Αι,ι is an M-matrix, Yj > 0 by (3.8) and (3.9), and Yi is positive definite by 
Lemma 3.3) 
Consider the matrix 
' n- i tf(r"1)' 
£(r-l)
 A{r) 
with A(r\ 1^-1), 17 ( '- 1 ) as in Theorem 3.4. Assume that 
£(r-l)
 A(r) ri') (3.10) 
where c
r
_i := Y
r
-iX
r
-ic
r
_i, 0 < c
r
_i < c
r
-i (see below). (For r = 2 this is valid 
because Лс — d.) By elimination of c
r
_i in (3.10) we get 
X
r
 U^ } { c
r
 \ (а
г
-А
г
,
г
^
т
-іа
г
_Л ( d
r
 \ 
L(') A( r + 1 )J ^ < ' + 1 ) J - V d ( r + 1 ) J - V d ( r + 1 ) J · 
So X
r
 is generalized strictly diagonally dominant, hence an M-matrix. 
By (3.8) and (3.9) we have DT > 0 and Y,. > 0, Yr positive definite by Lemma 
3.3. Further, we have 
c
r
 := Y
r
X
r
c
r
 = (1 - ω)[χ-ι]1ρ)XrCr + < 
ω < 1 = > c
r
 > 0. 
(3.11) 
I ( P ) And from [XT 1] p XrCp < cT it follows that c r < c r , so 
L{') A^+V [J+v) - {di'+v) 
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The rest follows by induction. 
For ω — 1, we have R
r
 = Y^1 + ATT-iYT iAr-\<T — АГіГ — Y'
1
 - X
r
, so 
Л
г
с
г
 = 0. (3.12) 
R
r
 = -Y-1(Y
r
 - X-Ï)X1., and Yr - X'1 is positive definite by Lemma 3.3. This 
together with XT, Yr positive definite and RT symmetric yields Rr negative semidef-
inite. • 
4 . A n I n v e r s e F ree I n c o m p l e t e F a c t o r i z a t i o n 
We shall now consider a factorization method applicable to matrices of certain types, 
where no or few inverses appear during the factorization. The method has interesting 
applications in many contexts, in particular for matrices which are not M-matrices 
(and for which an existence theory of the incomplete factorization methods as in 
Section 3 is lacking). The method is based on a marching (inverse free) type of recur-
sive factorization, the idea goes back to papers by Cornock [15] and Schechter [22], 
and was presented in [10] for a boundary value method for initial value problems for 
ordinary differential equations. It can be described in the following way. 
Consider the recursion in (2.2) where we write d, = Z^Z,. Then with ZQ — 1 
we get 
Ζ1=ΑιΛ ZI = Z , _ i i 4 , , , - ^ , , , - ι Ζ , - ^ , . ! , , , i = 2,3, . . . ,п. (4.1) 
Hence we may calculate the sequence {Z^} without any inverses. This recursion is 
applicable in general for scalar tridiagonal matrices. However, if we are dealing with 
a tridiagonal block matrix, we must assume that the matrices {2,} are square and 
nonsingular and that Zt-i and Zt commute. 
This means in the first instance that all the matrices .Α,,,-ι must be square (and 
hence of equal order /n), which we accordingly assume in this section. In addition, 
we hence also assume that Ζ,-ι and А1г1-\, г — 2, 3 , . . . , η, commute. Obviously, this 
is the case in particular when Α,-ι^ — I
m
, the identity matrix of order rn. This was 
the case assumed in the above papers and is valid for many difference methods for 
partial differential equations on a rectangular domain. 
Now we make the following important observations. 
(i) The matrices in the recursion (3.1) get fuller and fuller, in general, even if the 
blocks AtjJ are sparse. However, for a difference matrix for instance, where Ar_T 
has half bandwidth q, the bandwidth of Ζ
Γ
 grows only linearly. The half band­
width of Z
r
 is qr if -Α,-ι,, and i4ti,_i are band matrices with sum of half band-
widths < 2q. 
(ii) More severe is the following: For many problems, the condition number of the 
matrices grows exponentionally and hence the calculation eventually becomes 
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numerically unstable, due to cancellation of significant digits. This was pointed 
out in [22], where it was suggested to break the problem into subproblems (actu­
ally similar to the parallel shooting or marching method—see [12] for a thorough 
treatment of marching methods). 
An Example illustrating the Instability of the Inverse Free Recursion 
To get some insight into this instability, consider the following example of an elliptic 
difference equation, where Л^.-і — .Aj-i,, — —7
m
 and Attl is tridiagonal with entries 
[—1,4, — 1], i = 2 , 3 , . . . , η, and Лхд = |-42,2· All matrices .4,^ are of order m. ( We 
get such a difference matrix by use of central differences for the Laplacian operator 
on a rectangle where the first line corresponds to the points on a boundary line with 
Neumann type boundary conditions. On the remaining three boundary lines we have 
Dirichlet boundary conditions. We use the method of fictitious lines for the treatment 
of the Neumann boundary condition, the first m equations are divided by 2 to get 
a global symmetric matrix. Alternatively, we may use a finite element method with 
piecewise linear basis functions on right-angled triangles.) 
The recursion (4.1) then reads 
Ζ
Γ
 = 2Zr-iG - Zr-2, τ = 2,3,. . . . η , ZQ = /
m
, Ζχ = G = -¿Μ,2· 
This is the recursion for the Chebyshev polynomials, TT(z) = \[{z + (г 2 - 1) 1 / 2 } Г + 
{ζ + (ζ 2 - Ι) 1 / 2 } - ' ' ] , so Zr = Tr{G). Note that the eigenvalues of Ζ
τ
 are Τ
Γ
(λ), where 
λ € spectrum(G). Hence, since G is symmetric and λ > 1, the spectral condition 
number of Z
r
 grows as T
r
(b)/T
r
(a), where a and 6 are the extreme eigenvalues of G, 
i.e., b ~ 3, α ~ 1. Hence 
^ 4 ( 3 + ^)^(5.85) ' , r^oo. 
[Note that the condition number is invariant under scalings such as 
f
r
( G ) = T
r
( 3 / ) - 1 T
r
( G ) . ] 
Now however we observe that in problems with constant coefficients the diagonal 
matrices D, in the recursion approach a stationary value quickly. Its limit in the above 
example is G-|-(G2 — I)1/2. Hence we may stop at an early stage (say for r = 3) and let 
D, = Dr = Ζ~\Ζ
Τ
 for all s > r. The resulting factorization (which has a negligible 
cost) will now only be approximate, but we shall use it as a preconditioner and as 
such it can be very accurate. 
To illustrate the use of the inverse free recursion we shall discuss some possible 
variants of incomplete factorizations based on this recursion for the model difference 
equation for a Poison problem, resulting in a block tridiagonal matrix A with η χ η 
blocks: A is blocktridiag[—7, Αι, —I], where Αχ = tridiag[—1,4, —1]. 
Let ZQ = I,Z\ = A\\ compute Z, = Ζ,-χΑι — Z,_2, i = 2,3,...,г; and set 
Dt = Z'^Z,, i = 1,2,... ,r; D, = DT, i = r + l,r + 2,... ,n. 
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Version I. We get then for the preconditioning matrix С — (D — L)D 1(D — [/) 
(here illustrated for τ — 2) 
Z0 Ζχ 
-I ZilZi 
-I Zi1 Zt 
Zj z0 
Z 2 Zi 
Z2 Z\ 
-I Z^Ztj 
0 
Zi1 z
x 
Z0 Z\ -I 
Λ
ζ* 
-I 
Ζ л Zi 
-I 
Zl Z2. 
-Zf1 
Z j 
^ 1 
-z: 
-z0 
Z2 
^г
1 
- Z i 
Z2 
-z: 
- Z i 
^ 2 
(4.2) 
This preconditioning is however costly, because in each iteration we have to solve 
two systems with the matrix Zl and perform two matrix vector multiplications with 
such a matrix, for ζ = 1,2,...,η, where we let Ζ, = Ζ
Γ
, ι > r. This means about 
twice as much as B.I .C. or B.I .C.I. with ρ = r. On the other hand, the factorization 
costs less because only r factorizations have to be computed, of band matrices with 
half bandwidth increasing from 1 to r. (Note that the half bandwidth of Z, is qi, 
i = 1, 2,.. . ,r, where q is the half bandwidth of Αχ, which is 1 in the particular case.) 
An advantage of this version is that no approximations of inverses appear at all. 
-11(P) Version II To reduce the cost per iteration one may compute D = [D~ 
some small ρ (note that we can now compute the exact p-band part of D'1 
for 
for 
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г = 1, 2, . . . , г) and write the preconditioner on inverse free form: 
С = (I — LD)D~l{I — DU), (note that if we let ρ = r, the storage demand is 
comparable with version 1.) 
To parallelize (vectorize) the solution process we can now apply the (truncated) 
Euler expansion method described in Section 2. Since almost all blocks in D (r is 
small) are constant, computation of powers for only r blocks suffices. Also, as little 
storage is needed (only τ blocks for every factor in the product), we might use a large 
half bandwidth ρ in [D-1] p and use (almost) all factors in the expansion. 
Version III : Repeated Inverse Free Factorization. Let Ζ^β = I, Zxt\ = A\\ compute 
Z\,t — Zi,t-iAi - ΖιΛ-2, i = 2,3,. . . ,r . Compute DT+i = Αι - [D;1] 1 so Dr+i is 
again tridiagonal (D
r
 = Ζ^Ι^-^Ζι^). and start a new recursion: Let ^2,0 — I, ^2,1 = 
D
r+1; compute ^2,1 = ^2,1-1^1 - ^2^-2) » = 2,3,...,?·. Compute £>2г+і — Αι -
[D^r] ι and repeat. This results in the following preconditoner С (here illustrated 
for r = 3): 
-I 
-I ¿ А з 
-ι 
κι
ζ
^ 
z:,iz*» z
:x
z
^ 
ZZZ',° 
z
:,iz^ 
Z3,lZ*,3 
-I z~lz^
x 
zllz'* 
z
:,iz^ -1 
ζ
Γ,Ι
ζ
ι,> -1 0 
^ ^ , 3 -1 
z:¿z^ -1 
Ζ
Γ,1Ζ*,» -' 
z
:x
z>« -¡ 
0 ζΆ* 
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Z " 1 
l . O 
zl,\ 
ζ
- 1 
3,1 
zll 
-ζ~
λ 
•.3 
-I I 
-I 
Ζχ,Ι ~
Zl,0 
Z
^ 
-Z'1 I 
э.З 
^a,i — ^3,0 
•^3,3 — ^ 3 , 1 
-
Z 3 , 3 
We see that we get a reduction of the cost of computing the solution of a system 
Cx = b in comparison with version I because in the forward substitution we have 
only to compute solutions with matrices Zl in every ?'th step. On the other hand 
the factorization itself is more expensive. A further advantage of this method is that 
it is also applicable to problems with variable (even discontinous) coefficients, and 
it is easily modified to make Л = Cv for some chosen vector v(usually we choose 
τ 
ν = (1 ,1 ,1 , . . . , 1) ). In the numerical tests we applied such a modification for version 
III for reason of comparisons. 
Numerical results 
We tested the methods on the following two model problems: 
Problem 1: 
- Δ ω = 0 on Ω = (0,1) χ (0,1), 
u{x,y) = 1 on Γ = ΟΩ. 
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Problem 2: 
- Δ ω = 2x(l -x) + 2y(\ - y) on Ω = (0,1) χ (0,1), 
u(a;,y) = 0 on Γ = dû. 
The problems are discretized using centrili differences, resulting in a linear system 
4 x = b. For comparison we also present results for the classical block incomplete 
factorizations, where D, are determined by (2.3) with ρ = т. 
All the results are achieved by using a preconditioned conjugate gradient (P.C.G.) 
method. The convergence criterion we used is V ^ C - 1 ^ < 10 _ 5 | | b | | , where r, = 
Ax, — b, the ith residual, and С is the preconditioning matrix used (note that the 
vector C~ 1r J is available in the P.C.G. algorithm). 
In Tables 1-6 the numbers of iterations are displayed used by the various methods 
in the P.C.G. for different values of the mesh parameter h = 1/n. Note that version 
III is equal to B.I.C. for ρ = г = 1 (Tables 1-4). The fact that they don't give 
exactly the same result is due to roundoff errors. 
Table 1 Problem 1 with ρ = τ = 1 
n = 
Version 
I 
II 
III 
B.I.C. 
B.I.C.I. 
Number of iterations 
8 
6 
7 
4 
4 
6 
16 
10 
13 
6 
6 
11 
32 
19 
24 
10 
10 
19 
64 
34 
44 
19 
19 
33 
128 
57 
74 
36 
36 
61 
Table 2 Problem 1 with ρ = τ = 2 
n = 
Version 
I 
II 
III 
B.I.C. 
B.I.C.I. 
Number of iterations 
8 
4 
5 
3 
3 
4 
16 
7 
8 
5 
5 
7 
32 
12 
14 
9 
8 
12 
64 
21 
26 
14 
14 
21 
128 
39 
49 
30 
27 
41 
We see that the use of the inverse free recursion in an incomplete factorization 
is possible, but at the expense of a somewhat less accurate preconditioner. However 
we see that already for small values of r we get a preconditioner which is almost as 
good as the classical incomplete block factorizations with recursion length n. Further, 
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Table 3 Problem 1 with ρ = r — \og¿ η 
n = 
Version 
I 
II 
III 
B.I.C. 
B.I.C.I. 
Number of iterations 
8 
3 
3 
3 
3 
4 
16 
4 
5 
5 
4 
5 
32 
6 
7 
7 
5 
6 
64 
9 
10 
12 
8 
9 
128 ' 
14 
16 
21 
12 
14 
Table 4 Problem 2 with ρ = r = 1 
n = 
Version 
I 
II 
III 
III mod 
B.I.C. 
M.B.I.C. 
B.I.C.I. 
M.B.I.C.I. 
Number of iterations 
8 
5 
6 
3 
3 
3 
3 
5 
7 
16 
8 
10 
5 
5 
5 
5 
8 
11 
32 
14 
16 
8 
7 
8 
7 
13 
17 
64 
24 
31 
15 
11 
15 
10 
26 
25 
128 
42 
60 
26 
16 
20 
15 
51 
35 
Table 5 Problem 2 with ρ — r = 2 
n— 
Version 
I 
II 
III 
III mod 
B.I.C. 
M.B.I.C. 
B.I C.I. 
M.B.I.C.I. 
8 
3 
4 
3 
2 
2 
3 
4 
4 
Number of iterations 
16 
5 
6 
4 
4 
4 
4 
6 
7 
32 
9 
11 
7 
6 
7 
6 
10 
11 
64 
16 
19 
13 
9 
12 
10 
16 
17 
128 
28 
35 
22 
14 
19 
14 
29 
25 
the modified version III performed as well as the modified B.I.C. method. The cost 
per iteration of these two methods is about the same. About version III—for which 
the length of the recursion is n, the number of diagonal blocks—we note that it 
closely resembles B.I.C. in its convergence rates, but in version III we only have to 
approximate an inverse of a matrix every rth block in the factorization. 
To be able to get the benefits of the Euler expansion method (i.e. parallelization 
of the forward and backward solves during each iteration step), we need to use some 
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Table β Problem 2 with ρ = τ = log2 η 
η— 
Version 
I 
II 
III 
III mod 
B.I.C. 
M.B.I.C. 
B.I.C.I. 
M.B.I.C.I. 
Number of iterations 
8 
2 
3 
2 
2 
2 
2 
3 
3 
16 
3 
4 
4 
3 
3 
3 
3 
4 
32 
5 
5 
6 
5 
4 
4 
5 
6 
64 
7 
8 
9 
6 
7 
7 
8 
8 
128 
12 
13 
16 
9 
10 
9 
12 
11 
approximation of an inverse—here, version 2, which takes about the same number of 
iterations as B.I.C.I. (29 for ω = 0). 
Section 4 should be considered as a first tackling of the problems associated with 
inverse free recursion incomplete factorizations. 
5. CONCLUSIONS 
We have shown that for M-matrices there exists a method (version 2) which preserves 
positive definiteness if the half bandwidth ρ is large enough or if the relaxation param­
eter ω is close enough to 1. Combined with the truncated Euler expansion method, 
this leads to a fully parallelizable (vectorizable) method for the forward and backward 
sweeps in a preconditioned iterative method, such as the conjugate gradient method. 
For certain problems, such as may arise from difference equations for constant 
coefficient diffusion equations on a rectangular domain, the approximate factoriza­
tion itself can be performed with a few steps of a fully parallelizable (vectorizable) 
recursion, namely if we use the inverse free factorization described in Section 4. 
It has been shown by Axelsson and Gustafsson [8,9] that the solution of a nonlin­
ear variable coefficient problem (а и) = ƒ, where а = а(х, u, Vu), can be reduced 
to the solution of a sequence of linear problems for a constant coefficient difference 
matrix on a rectangle. This method is applicable even on general quadrilateral do­
mains and for higher order difference or finite element approximations. Hence by 
the combination of the method presented here and these methods, one may solve 
nonlinear diffusion and potential flow problems efficiently by a fully parallelizable 
(vectorizable) method, as regards both the incomplete factorization and the forward 
and backward sweeps during each iteration. 
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I N C O M P L E T E BLOCKWISE FACTORIZA­
TIONS OF (BLOCK) Η-MATRICES 
ABSTRACT 
The use of incomplete blockwise factorizations as preconditioners in conjugate gradient like methods 
has become more and more popular in recent years. Most of the theory concerning existence and 
applicability of these factorizations has been limited to M -matrices so far. Here we introduce a 
more general definition of block H -matrices (Robert [β]) and we extend the theory to this class of 
matrices. 
1. Introduction 
Consider the linear system Kx = b, where К is typically a large sparse real ma­
trix. We want to approximate the solution with some sort of preconditioned iterative 
method (e.g., generalized conjugate gradient). For this, we have to construct a pre­
conditioning matrix C, in some sense an approximation of K, such that a system with 
С as coefficient matrix is easy to solve and the condition number of C~lK is much 
smaller than that of K. One way to construct such а С is by means of an incomplete 
factorization. This idea has gained more and more interest in recent years. See for 
instance Conçus, Golub, and O'Leary [1], Axelsson, Brinkkemper, and Il'in [2], and 
Meyerink and van der Vorst [3]. For incomplete pointwise factorizations and their 
connections with iî-matrices see Varga, Saff, and Mehrman [4] and Manteuffel [5]. 
Our interest lies in incomplete blockwise factorizations. For a recent survey of 
these factorizations in case if is a symmetric M-matrix see Axelsson [6] and Pol-
man [7]. Here we will show that under certain conditions incomplete blockwise fac-
torizations exist for H-matrices. Further we will give a new definition for the concept 
of a block if-matrix which is more general than the definition in Robert [8], and we 
wil show that also for block H-matrices, incomplete block factorizations exist. 
2. H-MATRICES 
Letting A € С"1'™, then its comparison matrix M.{A) = \bttj\ is defined by 
h ._ / k J . *=i. , J
' 1-kJ. ІФІ-
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Definition 2.1. A is said to be a nonsingular iî-matrix if its comparison 
matrix is a nonsingular M-matrix. 
For future reference we will now define the sets Ω,ί and Ω/,: 
Ω,, = { л е С " 1 ' " Ι |α,,,| > 5 ^ I 0 ' J 1 V ¿}> 
i.e., the set of strictly diagonally dominant matrices; 
Ω^ = { A € C"'" | A is a nonsingular ff-matrix } . 
It is well known that Ω^ is a strict subset of Ω/, (Ω^ ^  Ω^). There are many equivalent 
definitions for a matrix to be a nonsingular fl-matrix. Here we need only the following: 
Lemma 2.1. A is a nonsingular H-matmx <i=> 3v € R n : ν > 0 and 
M{A)\ > 0. 
This is due to Fan [9]. 
Using this we can prove the following two lemmata: 
Lemma 2.2. Let 
¡A В 
K
- [ c D 
be a nonsingular Η-matrix with A e Cn,n and D € C m ' m , i.e., there is a v€ R n + m 
such that v> 0 and M(K)v > 0. Define Vi := diagív,);1^, г := diag(r t)"Í1T^+1. 
Then {¡ ^А^В іЦ^ < 1 
Proof. Supposing IJVj- Л - 1 ^ ^ ! ! ^ > 1, then there is a maximizing vector 
у e R m such that ЦуІ^ = 1 and ^ ^А^В іуЦ^ = Ц ^А^В гЦ^. Set 
V1~
1A~1BV2y - x, so BV2y = AVi*. and ЦхЦ^ > 1. Let ¿o be such that | i , 0 | > 
(a;,| г, so that |x,0 | > 1. Then 
η m 
J = l 3=1 
ЗФЧ> 
so since v> 0, 
I», I 
| a !
· ·
1
 , = i J = l 
whence 
Ια.ο,.οΙ^ο ^ Σ K , > j +Σ\Κ,3\νη+3, 
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which contradicts Л4(К) > 0. 
L e m m a 2.3. Let 
К 
A В 
С D 
be a nonsmgular H-matrix. Then the Schurcomplement Ds — D - CA lB is also a 
nonsmgular H-matrix. 
Proof. It is sufficient to prove that .M(.Ds)v2 > 0 where ν = ( ν ^ , ν ^ ) is such 
that ν > 0 and M{K)v > 0. 
First note that 
η m 
Σι^ι^Σι^
- 1 5 ) . ,^ г'· 
j = l j = l 
This follows from 
j = l j = l f c = l 
"n+j 
Σ Σ Ι
Ο
· > * , , * " " 1 Μ " 1 Β ) ^ | , , » + ' 
J = l f c = l 
= Σ ΐ
ί 7
· . * ΐ
ν
* Σ
ι
' *
1 | ( Λ " 1 β ) ^ | ν · · + ί 
k=l 3=1 
η 
fe-1 
η 
<Y,\Ct,k\vk, 
k = l 
where the last inequality follows from Lemma 2.2. Together with 
τη η 
\<ι,,,\ν
η+ί > Σ Kji^n+j + Σ I ^ ' . J K ' 
this yields the result. 
By these two lemmata we have: 
Theorem 2.1. Let 
К = 
Ai U2 
L2 A2 
Ln A*. 
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be a nonsingular (pomtwise) Η-matrix. Then the exact block factorization (without 
pivoting) exists, and К = LU and L and U are H-matnces. 
Proof. Let K^ = К, and note that Bv > 0 : M(K)v > 0, where ν = 
(vî'> ν2ι · · · ιyn) IS partit ioned consistently with K. We have M(Ai)vi > 0, so 
Αι is a nonsingular H-matrix. Hence 
К = 
L2A71 Аг 
0 
Uo 0 
Kw 
о 
where 
K^ = 
l ( 2 ) 
u3 
A3 
и
п 
A
n 
(2) — 1 
a n d Α\ — A2 — ¿г-^і ^2· 
К^ is а nonsingular H-matrix, since it is a Schurcomplement (Lemma 2.3), and we 
have tf(2M2> > 0, where v(2> = ( v ^ v j , . 
The remainder follows by induction. 
.,vDJ 
Note that the importance of this proof lies in the fact that "block" arguments are 
used. This technique enables us also to prove t h a t incomplete blockwise factorizations 
exist under certain conditions on the incompleteness, as we shall see. 
Let K, as above, be a nonsingular H-matrix. Write К — D + L + U, where L and 
U are strictly lower and upper block triangular matrices, respectively. The incomplete 
factorizations С we consider look as follows: Define 
Xt = Аг - L.Y.-xl/,, 
У, = approxiX," 1 ) , 
1,2,. 
, n, 
where арргох(Х 1 ) stands for some sparse approximation of the inverse, and let 
С = {X -4- L)X-l{X + U), where X = diagt-X",)· 
, v^) , and let V; T h e o r e m 2.2. Let К and ν be as above, ν = (vf, v ^ , . . 
diag((v 1 ) ) ? = ι · Then the incomplete factorization is well defined (i.e., the matrices 
Х
г
,¥
г
 exist) if | |V I - 1 Y ) t/ 1 + 1 V; + 1 | | a o < 1 for all i. 
Proof. Apply the previous lemmata and Theorem 2.1. • 
R e m a r k Note that Lemma 2.2 assures that V" Xt C/,+ iVi+i < 1. 
II ϊ ϊ »т^і * ' 1 | | 00 ' 
so | | V ~ 1 Y t U l + i V t + i || < || 1 _ 1 Х г ~ 1 С/ І + і І + і || would be a stronger restriction. Note 
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however that this last condition resembles the condition 0 < Y, < X^1 which is 
used for M-matrices (cf. Axelsson [6], Beauwens and Ben Bouzid [14]). Hence in 
the particular case that the U, are diagonal matrices and approx(X~1) = ñp(X~1) , 
where Rp(X~l) is defined by 
Ιρ(χ-ΐ\] / ( - ^ - 1 ) « ^ |i - Л < Ρ for some positive integer ρ, 
[ p( П
^
:
~ ΙΛ ' | i - j | > p , 
it follows from this theorem that the incomplete blockwise factorization exists for 
every ρ > 0. We can in this case also modify the diagonals of the matric Y, by a point 
diagonal matrix to make Kv = Cv (cf. Axelsson [6], Polman [7]). 
Note that these results are easily generalized to full block matrices (cf. Axelsson 
[10]). 
3. B L O C K H - M A T R I C E S 
Let C™,n denote all matrices in Cm,n which are partitioned into an η χ η block matrix 
according to some given block partitioning π (we will only consider тг for which the 
diagonal blocks are square matrices). 
Analogous to the point comparison matrix, we can define the block comparison 
matrix of a matrix A, assuming that the diagonal blocks of A are nonsingular. Let 
A = [Altj]. Then its block comparison matrix Мь{А) = [&!i;] is defined by 
г, ·= ( ΙΚ,Τ1. ¿ = J' l
'
3
 l - | | A , j , i¿3 
(where || || is some multiplicative matrix norm with | | / | | = 1). 
Then we can reformulate the definition of block diagonal dominance due to Varga 
and Feingold [11]. A is said to be (strictly) block diagonally dominant [(S.)B.D.D.] if 
its block comparison matrix exists and Мь(А) is (strictly) diagonally dominant. 
We now define the set fio as 
Ωχ? = { A e £™>" I Мь{А) is a nonsingular M-matrix }. 
In [11] it is proven that if Л G Ω^, then A is nonsingular. 
Before we come to our new definition of a block .if-matrix, we will first give the 
definition of Robert [8]. He defines the matrix N(A) = [6,^] where 
•J ' — ι - l U " 1 ^ II j + i 
and A is a block .//-matrix if N{A) is a nonsingular M-matrix. We define the set 
ΩΗ = { A € c™'n | A is a block Я-matrix according to Robert }. 
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It is easy to see that Ω ρ С ÍIR, but Ω ρ / CIR except when π is the point partitioning. 
We now come to our new definition of block i i -matr ix . First we define: 
D e f i n i t i o n 3.1. D = [О
гі]] in C™'n is said to be block diagonal if 
D e f i n i t i o n 3.2. A in C™'n is said to be a nonsingular block H-matrtx if 
there exist nonsingular block diagonal matrices D and E such that Mb(DAE) is a 
nonsingular M-matrix, and we define: 
SIH = {A G C™'n | Л is a nonsingular block Я - m a t r i x } . 
(The idea of block diagonal scaling is due to Varah [12].) 
Note that if π is the point partitioning, all these definitions are consistent with 
the point definitions. 
L e m m a 3.1. If A G Ω # , then there exist nonsingular block diagonal matrices 
D and E such that DAE is strictly block diagonally dominant. 
Proof. A e Ω # , so there exist block diagonal matrices D and E such that 
Mb{DAE) is a nonsingular M-matrix, i.e., 3v e R n : ν > 0 and Mb{DAE)v > 0. 
Let ν = (vi,V2,...,v
n
)T, define V, := ν,Ι, V — diag(V,), and E = EV. Then 
Mb(DAÊ) - Mb{DAE)dia.g{vl), so with e = ( 1 , 1 , . . . , 1)T we see that Mb(DAÊ)e 
= Mb{DAE)v > 0. It follows that DAÊ is S.B.D.D. • 
L e m m a 3.2. ÎÏR С Ω # · 
Proof. Let A e ÌÌR, i.e., 3v > 0 with N{A)v > 0. Set D = d iag^ , " , 1 ) , and set 
E = diag(w,J), e = ( 1 , 1 , 1 , . . . , l)T. Then Mb(DAE)e = N(A)v > 0, i.e.,'Л еП
и
.Ш 
In the case that π is not the point partitioning, it is fairly easy to see that Ω # φ ÜR. 
E x a m p l e 3.1 Let 
" 1 
0 
1 
. 1 
0 
1 
- 4 
- 5 
Ц 
1 
1 
0 
ι η 
2 
1 
10 
0 
1 
It is clear that A g SÏR. But with 
'4 5' 
1 1 and £?2 = 
• 1 5 • 
2 4 
- 2 1 
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dia.g{Et), we get 
E-lAE = 
' 1 
0 
" 5 
12 
1 
L 6 
0 
1 
1 
3 
2 
3 
1 
4 
1 
20 
1 
0 
5 -I 
8 
29 
40 
0 
1 
МьіЕ-^Е)^ 1 1 
. 6 
7 
8 
1 
(using the /oo norm), so Л G Ω#· 
Before we come to the block factorizations, we would like to note that there exists 
an optimeli relation between the block diagonal matrices D and E in the following 
sense: 
Lemma 3.3. Let A € Ω#, and D and E be block diagonal matrices su that 
DAE is stnctly block diagonally dominant. Then Ε~ι(Α(Α))~1 AE is S.B.D.D. too, 
where Δ(Α) := blockdiagí-A,,,). 
Proof. Let DAE be S.B.D.D., D = diagiD,), E = diag(í;,). We have 
(D.A^.E.r'W Í £ IIIM.^J <1, 
but 
^Ο,Α,,,Ε,Γ'Ρΰ,Α^Ε,ΙΙ > ЦЯ.-^-^ДА,,,^! ! 
Since (E-1[A(A)}-1AE)i¡l = I and £ , * , ¡(Ε^Α^ΑΕ),^ -
Σ ^ , \\E-lA-lA,tJEj\\ < 1, we find that E'^AiA)]'1 AE) is S.B D D . • 
This together with Lemma 3.4 gives us the following equivalence: 
Corollary 3.1. A € Пц <=> there exists a nonsingular block diagonal matrix 
E such that E~1[A(A)}~ AE is strictly block diagonally dominant. 
We now return to the block factorizations. 
Theorem 3.1. Let A — [A,tJ) be a strictly block diagonally dominant matrix. 
Then the exact block factorization without pivoting exists. 
Proof. Let Мь(А) = [ò, J , i.e., 
'
J
 1-P. .J, 1 
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We know that Мь(А) is strictly diagonally dominant, and if we perform one step of 
the Gaussian elimination process, i.e., Мь{А) = L U , where 
r / O ) ^ 
bl,l &1,2 ί»1,3 
0 bW ò(2) 
"2,2 
ь(*) 
-"π,2 "η,3 
Ьі,п 
L ( 2 ) 
and 
Ь, 0 : = b»,j - bt . if t j^òij , г, j = 2 , 3 , . . . , η , 
( i ) then [/ is also strictly diagonally dominant (see Wilkinson [13]). We have A = 
L^UW with 
'Αι
Λ
 ili ,2 
U^ := 
. ( 2 ) 
1 2,2 
. ( 2 ) 
•Ai.n 
i 4 ( 2 ) 
Λ 2 , η 
Л2) 
i^n.n 
where 
A?J :=A',} - А'ЛАілАі,л i J = 2 ,3 , . . . , η. 
Then A™ = A,,, - A^A^A^ = A,,,{I - A^A^A^A^) and 
¡•^."^«.ι-^Γ,Μι,ΊΙ < ·'•' s o -^м 'IS nonsingular for all г > 2. Further we have 
4 ( 2 ) 
' .J <Р^ІІ+ 11^ ,11111^ -11111^ 11 = 1021 v¿^j 
and 
, ( 2 ) " 
< 
whence 
1 < 2 > - > 
(il,,, - i l . ^ i l i j i l ! , , ) 
\\Λι,ι II 
І-ІІІІ.,ІІІИГ.ІІІРІ,.ІІІК.
1
ІГ 
Мм I  llalli ιμι,.ι 1.(2)1 
so we conclude that ЛЛь(и^) is strictly diagonally dominant, which implies that 
Í7'1 ' is strictly block diagonally dominant. 
By induction it follows that the exact block factorization without pivoting exists. • 
Consider again the incomplete blockwise factorizations which we get when we replace 
all occuring inverses during the elimination process by sparse approximants of these 
inverses. It is immediately clear that this incomplete factorization exists as long as 
Царргох^
- 1)!] < Ц І І - 1 ' ! for all occuring A (cf. Axelsson [10], Beauwens and Ben 
Bouzid [14]). 
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We can now easily generalize Theorem 3.1 to block ii-matrices. We have: 
Theorem 3.2. If A G Ω#, then the exact block factorization without pivoting 
exists. 
Proof. A G Ω# implies that there exist nonsingular block diagonals D, E with 
DAE is strictly block diagonally dominant, so, by Theorem 3.1, the exact block 
factorization of DAE exists, i.e., DAE = LU; but then A = D'ELUE'1 ^ W. • 
We have now established the existence of block factorizations for .ff-matrices and 
block Jî-matrices. One might wonder whether perhaps tlh С Ω# or Ω^ С Ω/,. We 
shall show that neither is the case. We shall even show that Ω^ <£ Ω# and Ωβ <£ Ω/,. 
Example 3.2 (Cid <£_ Ω Η ) · Consider 
1 
0 
1 - е 
0 
0 
0 
0 
1 
0 
0 
0 
0 
1 - е 
0 
1 
0 
1 - e 
0 
0 
1 - e 
0 
1 
0 
1 - e 
0 
0 
0 
0 
1 
0 
0 
0 
0 
1 - e 
0 
1 
with a partitioning as indicated. A is strictly diagonally dominant, so Λ G Ω,*. 
Suppose A G Ω#. Then there exist nonsingular matrices Ey^E^E^ G С 2 , 2 such 
that E'XAE is S.B.D.D., where E = diag(£\). 
(i-Ollüf^lHi, 
E, -ι 1 - е О 
О О 
+ Sí1 
О о 
О 1 - е < 1 , 
(\-е)\ЕІхЕЛ<\, 
so at least one of the two terms in the second line must be smaller than \. 
Suppose it is the first. Then 
( 1 - е ) I T I — 1 т^ ITI — 1 - е 0 
0 0 Ει 
<(\-e)\\E-1E2 
. 1 1 
< 1
- 2 = 2 ' 
1 - е 0 
0 0 E, 
i.e., 
( 1 - е ) E: 1 - е 0 0 0 Ei 
1 
< 2 · 
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But 
Sf1 
1 - е 0 
0 0 Ει 
for the lp norms (p = 1,2, oo) and arbitrary nonsingular Ει, so we get a contradiction 
for e < 1 - 1\/2. 
Example 3.3 (Ωβ £ Ω;,). Consider 
• 6 
3 
4 
. 0 
- 3 
6 
0 
4 
4 
0 
6 
3 
0 " 
4 
- 3 
6 
Then 
[6 - 3 
[з б 
for the ip norms (p = l,2,oo), so that A e Ωρ. But A doesn't contain an element 
dominant in its column (i.e., there is no element α
Ι(7· with |α,^ | > 53fcj,· lûjk.jl) so 
(see Camion and Hoffman [15]) there is no permutation matrix Ρ such that PA is an 
Jf-matrix. In particular, A itself is not an Я-matrix. 
4. C O N C L U S I O N S 
We have been able to enlarge the set of matrices which permit an incomplete block 
factorization from the set of symmetric M-matrices to the set of Я-matrices, point 
as well as blockwise (not necessarily symmetric or real). This is a first step toward 
showing that incomplete block factorizations are applicable on a far larger set of 
matrices than that of the symmetric M-matrices, and this will remain a topic for 
further research. 
Also it would be very useful to have easy-to-check alternative definitions for the 
notion of block Я-matrix, as there are for point Я-matrices. This is an open question 
so far, and this will also require more research. 
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DECAY RATES OF INVERSES OF BANDED 
M-MATRICES THAT ARE N E A R TO 
TOEPLITZ-MATRICES 
ABSTRACT 
The decaying behavior of inverses of positive definite band matrices is analysed for .M-matrices that 
are in some sense close to Toeplitz matrices. Estimates based on the factorization are derived that 
are better than existing ones, in particular for nonsymmetric matrices. Some examples are given. 
1. INTRODUCTION 
It is a well-known fact that inverses of positive definite (from here on abbreviated as 
"pd") band matrices exhibit an exponential decay of their elements away from the 
main diagonal. More precisely, if A is a pd band matrix (i.e., .Α
υ
 = 0 for j > t' + p + 
and j < i — p_ where p-,p+ > 0 ) there exist constants c, λ > 0 such that for all i, j 
14""/1 ^ с Л 1 ' - · » ! . 
These constants are determined by the bandwidth and the spectrum of A (in partic­
ular, if the spectral condition number of A is large the decay factor λ may be so near 
to one as to make the decay indiscernible), but are independent of its order. This 
formula, however, fails to account for two facts: 
(1) in many cases the sequences j i-> Л " 1 have an oscillatory character, suggesting 
an expression like 
k = l 
for some integer I; 
(2) if the matrix is nonsymmetric (in particular if p- / p+) decay rates are not 
equal in the lower and upper triangular part of the inverse. 
In this paper we consider the decay of inverses of banded M-matrices satisfying some 
additional constraint (such matrices appear as the pivot blocks during incomplete 
block factorizations [2]). It will be proved that under this constraint (which is satisfied 
by diagonally dominant Toeplitz M-matrices) to a given matrix X there exists a 
Toeplitz matrix Ζ = (.ζ,_;) such that 
(1) Ζ > X _ 1 > 0 (by >,> etc. we mean entrywise comparison throughout this 
paper); in some sense this Ζ is the best approximating Toeplitz matrix (see 
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Section 3.1). In the case that X is a Toeplitz-matrix we give a theorem proving 
the accuracy of this approximation. We thus expect the theory developed here 
to be of value for matrices close enough to being Toeplitz-matrices. 
(2) there exist c ( 1 " ) , . . .,c{p++\ c[~},...,с{р~\ А ^ , . . . , λ ^ \ Α(1"),.. . , λ ^ (generally 
complex) such that 
fc = l 
k = l 
In Section 2 we show how this approximation is generated, and we give estimates 
for the coefficients involved; in Section 3 we will discuss how well Ζ approximates X - 1 
by giving some limit theorems and showing a couple of numerical illustrations. 
2. APPROXIMATION OF INVERSES 
In this section we start off by giving a precise definition of the intended class of 
matrices in terms of a set of coefficients deriving from Gaussian factorization (Section 
2.1); these constants are estimated for Toeplitz-matrices in 2.2. In 2.3 we generate 
from them the approximation to the inverse; its decay is considered in Sections 2.4, 
2.5 and 2.6. 
2.1. Factorization 
We define the class of factored Toephtz-bounded M -matrices (or "FTBM-matrices") as 
those M-matrices the factors of which are bounded by diagonally dominant Toeplitz-
forms. 
Definition 2.1. A banded M-matrix X ( х
ч
 = 0 for j > i+p+ and j < i - p _ 
where p-,p+ > 0) is called an FTBM-matnx if, when factored 
X ^(D-G)D-1(D-H) 
with D diagonal, G strictly lower and H strictly upper triangular non-negative ma­
trices, there exist constants doi <7і,--ч<?р_> h\,...,hp such that 
0 < do < A , Vi, (Ια) 
j = l...p : 9}>Gt+„ Vi, (lb) 
j = l...p+: ft, > Я , , , + , Vi, (le) 
satisfying 
p_ p + 
d0 - ^ 9, > 0, do - J ! ft, > 0. (Id) 
i = l i = l 
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If we consider the family {X^"'} of η χ η banded Toeplitz matrices with a given 
(fixed) set of coefficients, their factorizations are increasingly "Toeplitz-like" in an 
obvious sense. This suggests taking for do, </i,..., hp the limit values along the bands 
of the factors. We will prove that if the X ' n ' are diagonally dominant, this choice 
(which is the sharpest one independent of n) satisfies (la,b,c,d), and we show a 
relation between the diagonal dominance of X^n ' and the set do, gi, • • •, hp . 
L e m m a 2.1. The class of FTBM-matrices contains the diagonally dominant 
Toeplitz matrices that are M-matñces; if 
X = toeplitz(-x_p , . . . , -a;_i,a;0, - x i , . . . , -Xp_) 
= ( I > - G ) D - 1 ( D - f f ) , 
then there is a choice of do, gi, • • •, Çp , hi,..., ftp satisfying (la,b,c,d) such that 
xo - 5Z x' = (do _ Σ 9 l ) dôl {d° - Σ Ь') 
Proof. Gaussian elimination gives the following recurrences for the elements of 
D,G,H: 
i i>in(p_ , p + ) 
fc = l 
for к = p_,..., max(p_ ,p + ) we have G.+k,, = X,+k,,; for Л = 1,... ,p - 1 
ρ -к 
1=1 
for к = p¥,.. .,max(p_,p_J we have H^l+k = X,it+k·, for к = 1,.. . , p , - 1 
p . -к 
' = i 
As X is an M-matrix the pivots in its factorization are positive, i.e., 
£>„ > 0 Vi. 
Induction then yields 
A , < A-1, , -1 
Gt+fc,, > Gt-i+k,,-i > x-fc 
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Boundedness of the sequences г i-> G I + t ) t and г ι-* Hl<l+k for к = 1, . . . , min(p_ ,p + ) 
uniformly in the dimension η of X follows from the fact that 
пип(р , p + ) 
fc = l 
π " η ( ρ , p 4 ) m i n ( p _ , p + ) 
=> ¿ ^ Gn,n- fc - f fn - fc ,n £ 2_^ Сті,п-кВ
п
-Іс,п-к^п-р,п-рН
п
-к,п 
к=1 к=1 
— Un— ρ,η — ρ\-^-ηη Unn) 
^ Y2 — ¿ι 
where ρ = min(p_ ,ρ + ). 
Boundedness of the D
xx
 away from zero then follows from (2a): 
miii(p_
 l p + ) 
Д , > 0 =» xo > 5 3 G,1,_fcD,-_
1
fc>,_bff1_fc,fc 
fc = l 
=» XQ > G l i , _ 1 D l " l l i l _ 1 H , _ i t , > x_i£),"li ..jXi 
=» Α - ι , , - ι > -. 
i o 
We get DJJ J. do, G,+JtJ Î 3,, Н]<]+1 | /ι, where doi 5z» Л, satisfy the limit equations 
min(p _ , p + ) 
do = xo - 2 J ~j—» ( 3 a ) 
k = l 
ρ - > 
do 
ь = *-. + Σ ^ ' ( з ь ) 
* = і
 d o 
Р + - · 
siA-i 
л. = χ, + E ^ ^ - (Зс) 
A little algebraf yields 
f i o - Σ * - - Σ * · ) = ^ Ηο-Σ»·) Ηο-Σ 7 1 · 
/ Ρ- \ / 
ϊ - Σ ^ ί ί ν ^ - Σ ^ ί . ι«) 
~l y/dô / \ ~l y/dô
 / 
f Let ρ = majc(p ,ρ , ) and let gt = 0 for ρ < г < ρ and /ι, = 0 for ρ < г < p. 
Then 
do ( ^о - Σ J ;-• ~ /'Xl 
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If Xo is increased by a small amount, the l.h.s. (which is positive) increases. From 
the recursion formulae it follows that do will also increase, whereas all g, and Λ, will 
decrease. Hence both factors of the rhs will increase; as their product increases and 
they are of equal sign they must both be positive. • 
2.2. Some elementary estimates for Toephtz matrices 
In the case X = {x,~]) the coefficients introduced in (la,b,c) are readily estimated. 
From (3a) we estimate do: 
d0 = xp - y j 
> XQ -
do 
Œ»(EM 
do 
> xo — do 
XQ 
=> do>~f. 
On the other hand, the same equality gives 
x-ixi do < XQ — 
XO 
In the symmetric case (ι, = x_, for all i, so ht = g, for all i ) and provided 
m i n ( p _ , i > t ) ρ ρ ρ - ι ρ ρ . ρ - ι 
d
o+ Χ] 9khk - dp У^ g, + Y^ /2 9i+khk - dp У^ fe, + У^ Ύ] gkh.+k 
fc=l j = l 1 = 1 fc = l 1 = 1 t = l k-\ 
ρ ρ Ρ fc-1 ρ P P 
=
 d
o + Σ 9khk - do Σ 9г + Χ Σ 9khl ~ da Σ h' + Σ Σ ί"1:Λ' 
fc = l 1 = 1 k=\ 1 = 1 ι = 1 fc=l! = * ; + l 
ι = 1 ι = 1 fc=l 1 = 1 \ 1 = 1 
/ Ρ \ / Ρ- \ 
= dp - do 2 ^ ρ, - do ¿L h' + Σ Σ 9k^' ~ \ do ~ Σ s ' ) ( ^0 _ Σ ^' 
fc=l1=1 \ 
ί
 p
  ι
 p
' > 
do - ¿29' 1 ( do - 2 J fei 
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P. > 9,+j (all j > 0), 
p - t 
" ή — 
fc=i dí> 
Ρ 
9k 
t^do 
= x.i+gtll-(J-y\ [from (4)] 
=* 9i < ( y ) ' 1 — 
where ¿ = io — 2 J^ x^. 
In the general (non-symmetric) case (but assume p+ = p_), if gi > gi+j, 
P-i , 
*--+Е¥ 9khk 
fc=i 
Likewise, if fc¿ > ft;+j·, 
J / ι *<> 
= г_ ; + жо - ¿о < x-i + у · 
ft¿ < ι.· + — 
2.3. approximate inverse 
Given the factorization of a matrix an approximation to its inverse can be generated 
using the limit form of an algorithm to compute the inverse exactly [β]. 
L e m m a 2.2. Let X be an FTBM-matrix and let do,gi,...,gp , hi,.. .,hp 
be as in Definition 2.1. Then: 
(i) The system 
p_ 
2o = — + г ^ (5α) 
0
 *Ξι
 0 
ρ_ 
-ι = y^-M-fc-T' ΐ = 1 · · · Ρ _ , (56) 
Γ
-
, "ο 
2 
fc = l 
Ρ 
Zi = y2zi-k—, ¿ = 1...ρ_, (5c) 
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has a unique solution. 
(ii) If (5b) and (5c) are extended to generate z_, for г > ρ and ζ, for г > р^ we get 
z0 > zt > 0 Vi / 0, (6) 
(iii) and the matrix Ζ = toeplitz(... ,z-2y2^i,zo,Zi,Z2, ••.) satisfies 
Z>X-l>0. (7) 
Proof, (i): Consider the system 
(8) 
The l.h.s. matrix is a strictly diagonally dominant M-matrix, whence its inverse 
is positive, so z, > 0 for i = — p_ .. .p+. 
(ii): Now suppose z,0 = max, z, for some ¿o > 0, then from (5c) it follows that 
do 
-4 
-9i 
... 
. 
d0 
-hi 
-4 
-9,. 
-9i 
d0 
... 
. 
- A i 
-9P_ 
do 
'
Z
- P . ' 
2-1 
20 
-
 ZP+ • 
= 
-Ο­
Ι 
.0. 
do = 22 ——At < 2j/ife, 
* = i ·" fc=l 
which contradicts the assumptions on do and Л
г
. Therefore 
ZQ > zt Vi > 1. 
In a similar manner Equation (5b) leads to 
ZQ > zt Vi < —1. 
(iii): The inverse of X = (D — G)D~l(D — H) can be computed using the recurrences 
ιηιη(ρ ,η— l) 
х
. .
1
 - 7Г + TT Σ -x',,,1+fcG.+fc.. 
U
"
 и
" fc = l 
min(p ,η —i+j ) 
U
" Jfe=l 
min(p
 ( ,η — Í ) 
(9a) 
(9b) 
(9c) 
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From the first line it follows that 
X-¿ = l/Dnn < l/dp < z0. 
Induction on i and j (where the order is determined by the fact that X',1 can 
be computed if all X^1 have been computed for r < t < η and s < и < η with 
the exception of X',1 itself) then leads to 
X-l, < Ъ г V j > 0. 
2.4. Decay rates 
The same set of coefficients that was used to generate the approximation to the 
inverse can be employed in two polynomials the roots of which describe the decaying 
behaviour of the approximation. 
Let X be an FTBM-matrix, let do, gi,..., gp ,hi,...,hp be as in the definition, 
let .. .,z_ 1,20,21,... be defined by (5a,b,c) and let the polynomials ƒ - , ƒ+ (of degree 
P_,P, respectively) be defined by 
p_ 
f-(x) = d0x>- - ^ s . x " - - , (10a) 
i=l 
f+(x) = doxp+ -J2h,xp+~'- (106) 
2.1. Suppose ƒ_, ƒ+ have no zeros with multiplicity greater than 
one. Then: 
(i) There exists a set of coefficients c\ , ...,cj,_ , Ci ,...,cp such that 
p_ 
1 
ζ
ι 
k=l 
k=l 
,( + )..( + ) ' ^ E ^ v r . i>i, 
where μ\ ,ßk are zeros of ƒ_,ƒ+. 
(ii) ilH|/*L~)l < 1 and\n[+)\ < 1 
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(iii) Let μ\ ,μ\ be the roots of ƒ - , ƒ+ with largest modulus Then 
(a) μ\ ,μ\ and their associated coefficients c\ ,c\ are positive real; 
(b) μ(1") > Ιμ^' ΐ for к = 2... ρ _ and μ[+) > \μ[+)\ for к = 2 .. .ρ , ; 
(c) μ^ < 1 - f-{l)/f'.(l) αηάμ[+) < 1 - /+(1)//;(1). 
Proof. As all assertions regarding ƒ_, ƒ+ are independent and completely anal­
ogous, we will only prove one of each pair. 
(i): The sequence i ι—» г, was generated from the linear recurrence with constant 
coefficients 
p+ 
doZt = У ^ζ,-khk-
k = l 
If f+ has no zeros with multiplicity greater than one 2, can be written as 
p+ 
Σ
(+) (+) ' 
k = l 
where the c^ are chosen to accomodate ZQ, ..., zp _i. 
(ii): From do > Лк=і^к it follows that 
χ > 1 => f+(x) > 0 
χ < - 1 = 
, , . ƒ > 0 if ρ even 
U(X>\<0 if ρ odd. 
Hence all roots have modulus less than one. 
(iii): As Zj > 0 (all j > 0) the root with maximal modulus μ^  and the associated 
coefficient Cj must be positive real, and no other roots with the same modulus 
exist. All derivatives of ƒ+ are positive in the interval μ^ < χ < 1 so ƒ+ is 
convex and 
μι
 - f+W 
R e m a r k The condition that the zeros of ƒ_, ƒ+ have multiplicity one imposes 
no severe restrictions on the theory developed here. In the case of a zero with higher 
multiplicity we can replace some ¡7, (which was an estimate after all) by g, + e for 
some small enough value of e. 
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2.5. Estimation of decay rates 
In the symmetric case it is possible, provided the matrix is near enough to being a 
Toeplitz matrix, to give a bound on μχ that can be derived from the coefficients of 
the matrix. 
Let 
t 
χ, = max -X l + J ) , , j = 1,.. . ,p, 
and suppose 0 < d = XQ — ^ Σ^ι1: Let do.Sj [j = 1>···ιΡ) be derived [using 
Equation (3)] by factorizing the matrix 
X = toeplitz(—x p,..., —Χι, XQ, —XI, . . . , — Xp) 
and let Ді be the zero with largest modulus of f(x) — doxp- Y^^
=
i9jXp~3- Then 
Ai > Pi- Now [see Equation (4)] 
d=Y
o
{do-Y,9}y 
with a = yd/do and using the rather crude estimate ^,9j — X)(i/p)Sj w e obtain 
Σ* = do do = (1 - a)do 
*-Efe ^ Γ Γ ^ Σ Λ ^ (ΓΓ^Σ>' 
Е Л ^ < 1^α
ρ 
Hence 
/ ' ( I ) pdo-T,(p-J)9j 
= 1 - . ^ - ^ J i < ! 1 = 1 - ^ 
Ρ № - Σ Α ; ) + Σ ^ " Р+ЧГР Ρ 
If the dimension of X is sufficiently large α can be estimated in terms of the 
eigenvalues of X: 
2a;o - d ~ A
m a x
(X) V do/ V^o/ \ 1 + А
т а х
/ Л
т 1 П / 
A slightly sharper estimate is obtained by taking do < xo — xî/xo o r even do < 
o^ - Σ,
χ
Ι/χο· 
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Estimates involving the condition of the matrix in a similar manner have been de­
rived before (see [4] and references cited therein), but these decay rates are (although 
admittedly sharper than the one developed in this section) considerably less accurate 
than those derived from the factorization. It remains an open question whether the 
latter decay rates have a similar dependence on the condition. 
In the asymmetric case of (say) do - Σ 9j > do — Σ hj the estimate 
(do - Σ flj) > (d"o - Σ h) (d"o - Σ "hì) 
= dgd 
gives, again 
so an estimate of the fastest decaying half of the inverse is obtained. It is a matter 
of regret that our approach does not lead to an estimate of the slower decaying half 
that can be derived directly from the matrix. 
2.6. Estimation of coefficients 
Apart from asymptotic decay rates one would like to know (asymptotic) absolute 
magnitudes of elements of the inverse. Thus if Zj — 5Ζϊ=ι ск^і Άη^ ßi ls the root 
with largest modulus, one would like an estimate of Ci [which is real, see Theorem 
2.4(iii)]. As ZQ = Y^k=i c* w e would have Ci < z0 if all Cfc could be proved to have 
a positive real part. The authors conjecture that this is indeed the case (and their 
opinion is strengthened by an extensive computer search that failed to deliver counter 
examples) if in addition gt > д
г+і for all i = 1,.. . ,p — 1. So far we have not been 
able to prove this. 
In Section 2.6.1 we will restrict ourselves to giving exact expressions for all c*.; 
we estimate one of the terms involved if <?, > gt+i is satisfied in 2.6.2. 
2.6.1. General formulae 
If the formula Zj = ]Γ)ίί
=1 ^ / Ί ^
s
 extended to generate z} for j < 0 then, with 
~o
 z l ~p-l 
j , _ Z-i ZQ • 
: ·. '· zi 
_ ~ I - P · · · Z-i z0 
' 1 1 
B= . 
.ri V-p 
С = diag(ci,...,Cp), 
D = 
' 1 μι • 
.1 μ
ρ 
• μ ? " 1 -
/«Γ1. 
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the equation Τ = BCD holds, so for each 1 < к < ρ we have 
ρ 
ck = (BCe f c)i = (TD-'e^ = ^ ^ . ( Γ » " 1 ) , * 
i = l 
V -
r +hcouu:h,{D) 
-2^*.-i i-i) — ¡ p j — . 
where 
t = l 
cofacfc,(£>) = 
1 
1 
1 
1 
μι 
μ*-ι · 
Mfc+i · 
MP 
Denoting Vandermonde determinants bj 
Δ(χι , .- •,Χη) = 
• μΓ2 
·· мг
2 
г 
χ ? " 1 ·• 
; 
ζ Γ
1
 · · 
μι 
/4-1 
μΙ+ι 
¿ 
• Xl 
• I n 
• 
• 
• 
1 
1 
• μ Γ 1 
• μΓΪ 
• " Γ
1 
1 
we have ([5]) 
|Ζ)| = ( - 1 ) ^ Δ ( μ ι , . . . , μ ρ ) 
= (-l) L p / 2 J Π (μΓ-μ.) 
1<г<«<р 
and 
coüch,(D) =(-l)L ( ' ,-1 ) / 2 J5 f c > p_,(M1 , . . . ./ífc.b Дк+ь . . . , μ
ρ
) 
ж Α(μι,..., ßk-i, ßk+i, • • •, μ
ρ
), 
where 
5it,p-,(Mi,· · . , μ ι - ι , μ ι + ι , . . ·,μ
Ρ
) 
is the coefficient of x ' _ 1 in 
Σ Pu-••Pi,-. 
1 < л < < j . < ' ¡ < j . i < <jp . < p 
<-. , - п ^ - ' ) = Ь:-","','""'",'/1" 
i < j < p 
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Furthermore 
1 < 7 . < » < ρ 
Δ(μ1,...,μι!-ι,μί+ι,...,μρ) _ r,s^k 
Π (Ит - μ,) 
Δ ( Μ ι . · · · , μ ρ ) П і <
г
< « <
р
( М г - Д 
<е<рУ 
1 
n
r
<fe(^ -^fc)n,>fc(^ -μ* 
(_1)*- ι 
Π„ί*(/**-/0' 
and the coefficients Oj of 
a(x) = у α,χ3 = — -
Й dQ{x-ßk) 
1 ' 
A i di 
^ і ^ 
satisfy 
and 
х _
 Д * \ " "о 
9v -1 L t 
oo = —/i f c , /ip_i - 1 
" 0 
a j = / ч 1 ( a j - i +• - ^ J ' j = l , . . . , p - l , 
which implies 0 < α0 < ... < α,ρ ι = 1 if μ», is real. 
Thus 
ck = ] Г , = , _ 1 ( - 1 ) ' + * ( - 1 ) Ь / 2 ] ( - l ) L ( p - 1 ) / 2 | ( - l ) ' 1 
i = l 
х ( _ 1 ) - і ( - 1 ) я - і -
г Т
- ^ - - -
1
-
 т 
i p i ' ' " 1 
Π^.(^-μ,)Σ ;'α'"74^)§''α 
2.6.2. Coefficients to real roots 
In cases where μ*, is real the sum £]f_0 -ι*1! c a n be made slightly more explicit under 
the additional assumption gi > gz '2 • • • 2 dp-
Let tj = Zjdj for j — 0 , . . . ,p — 1. Then 
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where t-i/z-i denotes zero. 
Define T, = d o E ' ^ W i / z j ) « , · T h e n 
p - i p - i
 T 
t = 0 1 = 0 U 
The T/ satisfy 
ρ - 1 - ί 
fri ^ \ 2 J - I do / j = 0 ( P - I - ; ^ p-i-i 
do Σ 7 ? ±"<· '- 1 + Σ zi+rtp-
,=o ^ - i ί=ί 
= Pfc 1(T i + 1+S /), ί = 0 , . . . , ρ - 1 , 
where 5, - Σ^=ο_ zj+i9p-j satisfy 
p - l - ( l - l ) 
5
' = Σ
 2j+(i-i)ffp-j+i 
J = l 
p - l - ( i - l ) 
< X , Z J + ( I - I ) S P - J = 5 i - i - 2|_i3p. 
J = l 
By induction it now follows that 
ι 1 j - 2 
Гр-, < 5р_, Σ ^ Γ - S P E 2 ^ Σ ^ / + ' 7 , · 
Using 
Thus 
So 
we 
_ ^ p - l 
— Z ^ j = o 
p - i 
Σ', 
.7=0 
arrive at 
2 j f fp- ; 
, = — do 
J = l 
= 2pdo, we find 
an estimate for c*: 
1 Ρ - 1 
ί = 2 
Sp 
do 
m = 0 
P - 2 
Σ
2
^ 
j = 0 
Mi p - j - i 
μ* 
лЬ?>' Cfc r ι in. ι *-
-(P+D „ - 1 „ Ρ " 2 
. P M f c -ßk 9P. 
Η' - 1 
( P + l ) „ - 1 
μ
ί( ι αο j = 0 
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3. THE APPROPRIATENESS OF THE 
APPROXIMATION 
For each matrix X there exists in a trivial sense a "best" approximation to its inverse 
by a Toeplitz-form, namely Ζ = (2,_^),2,_7 = max*. Χ , Ι 1 + j t k. There exist applica­
tions, however, (such as the numerical solution of partial differential equations) where 
Χ is a member of an infinite family of matrices stemming from the same problem, all 
members being related but of different dimension. Thus it makes sense to ask for a 
set . . . ,z_i,zo, z i , . . . such that Ζ = (z,-j) is both an upper bound for all members, 
and optimal in the limit of the dimension to infinity. 
We will prove optimality for two classes {X ( n )} of FTBM-matrices (that allow 
dimension independent formulation) in the sense that the difference between the 
inverses and the generated approximation is per element a vanishing function of the 
matrix dimension, i.e., lim,,-.«, ^ , " + 7 = Zj- Convergence of decay rates of X("^ 
to those of Ζ (again, pointwise) then follows as a corollary. The latter of these two 
classes contains the FTBM-matrices that are Toeplitz-matrices. 
Some numerical examples will show that even for fairly small matrix dimensions 
accurate estimates of decay rates can be obtained. 
3.1. Limit theorems 
We first consider those FTBM-matrices the factors of which are Toeplitz-forms. 
Lemma 3.1. Let D,G,H be Toephtz matrices with dimension independent 
coefficients 
G,+k,i =• 9k, Hi,i+k = hk, D„ Ξ do 
satisfying (Id), and let X ( n ) = {D - G)D-l{D - H), which makes X(n) an FTBM-
matnx. Let, furthermore, Ζ = toephtz{..., c_i,Zo, zi,...) be generated by equation 
(5). Then 
(i) the sequence η ι—> -<
г^
,+ , is monotonically increasing for all ι, j ; 
(ii) for given i we have limn-.oo Jf,™+j = zj uniformly in j . 
Proof, (i): Monotonicity and boundedness are proved by induction using Equa­
tion (9) 
(ii): As the limit values linin—oo Jf,,+ , satisfy the system (5) (which has a unique 
solution) they must be equal to the г ; . Uniformity follows from the fact that the 
quantities 
An) _
 v
( n ) 1 γί,η)-1 , 
satisfy the same recurrences as Χ,"+] if j φ Οι from which one can derive 
С > С ν' *0 
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in a mannei analogous to the proof that ZQ > z, for j фй. • 
Pointwise convergence can also be proved (though in a more restricted sense) for 
a broader class of FTBM-matrices; this class contains the FTBM-matrices that are 
Toeplitz-matrices. 
L e m m a 3.2. Let η ι-> D
nn
, η ι—» G
n+ktn (for к = 1 , . . . , p _ ) and η ι-» Hn¡n+k 
(fork = l,...,pt) be sequences such that Dnn I d0, Gn+k,n Î 9k, Ηη,π+k Î hk and 
do,9k,hk satisfy (Id); furthermore let D^n\ G^n\ H^ be η χ η matrices such that 
DM = d i a g i D , , ) ^ ! η 
G ( n ) - l o w e r ( G , + J , , ) , = 1 ) . ,„_, ,=! „_, 
Я
(
"
)
 = и р р е ^ Я , , , ^ ) ^ ! p + , ,=! , . . . ,„_; 
and let X ^ = (D^ - G « " ) ) ! ) « » ) " 1 ^ " ) - Я < п ' ) . If the z} are generated using 
do,Qk, hi, then 
Ve > 0 З щ , П2 Vn > n i + 7i2 : Xni,
n
i+j ^ z3 ~ e 
uniformly in j . 
Proof. Let n i be such that ζ · generated by (5) using d „ = D
n b n i , 3,+*,, Ξ 
G„ 1 + fc > n , , and Λ,,,+fc Ξ Яп,,,,,-,.* satisfy 
;^ > ^  -1. 
and let no = тц +П2 where 712 is such that ly^+j generated by (9) using d„ Ξ D
no
^
na
, 
9i+k,x = G
n o + fc > n o and hi^+k = НПо>По+к satisfy 
y("o) > · _ £ 
2
n i , n i + j - Z J 2 ' 
From monotonicity of η ι—» /?„„, η ι—» С
П + ^ ) П and η ι—» Я „ ) П + І it follows that 
and taking η > щ = η ι + Пг gives 
v-(") > уС»1) > y(»»o) -J, _ 
ηΐ,ηι+J — Пі,Пі+] — TlI,Tll+J — ] 
The existence of n i for a specific value of j follows from the continuous dependence 
of all Zj on the matr ix coefficients in (5); the choice can even be uniformly in j as 
only a finite number of ƒ s (namely those for which ;_, > e/2) need be considered. A 
similar argument gives the existence of П2 uniformly in j . • 
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Remark The monotonicity conditions of the previous lemma can easily be 
relaxed to 
limD,, = do, A , > do (Vi), 
etc. 
For decay rates we get the same convergence results, only this time not uniformly 
in j . 
Lemma 3.3. Define 
W S . J + i
 X 
( η ) " 1 
z4 x^?' 
Then for all i,j the 6" converge to 0 under the conditions of Lemmas (3.1) and 
(3.2). 
3.2. Numerical illustrations 
To illustrate the theory developed above we have computed the inverses and decay 
matrices [XD = (й ч ) with £,,,+* = •ХР,"11+к/Х,"11+к_1 and 6l+kt, = X~+kiJX~+k-it, for 
к > 0] of some 1 5 x 1 5 band matrices. The matrices used were 
(1) X = toepl i tz(- l ,5 ,- l ) , 
(2) X = toeplitz(-.9, 5,-1.1), 
(3) X = toeplitz(-.5, -1 ,5, - 1 , - . 5 ) , 
(4) X = toeplitz( —.5, —1, 5, —1, —.5) + . lx [ random penta-diagonal O(l)]. 
The results are shown in Table 1. 
Of these matrices decay rates were predicted: 
(a) Inspecting the factorization: μ/ is the largest root of f(x) — doxp — )Γ] h,xp~' 
I ι 
where do, hi,.. .,hp satisfy the conditions of Definition 2.1. 
(b) Using the a priori estimate (see Section 2.5) ßm = 1 — - where α = [2/(1 + 
ЛтвхМпип)]1 and eigenvalues are estimated by the Gershgorin circle theorem. 
(c) Using the main theorem of [4]: let [o, 6] contain the spectrum of A* A; let q = 
(y/bfä - l)/{y/b/â+ 1) and μ0 = g1/™»^ '"·>; then ¡A^l < ^ ¿ " j | . The 
bounds on the spectrum were derived by Gershgorin estimates. 
Observations 
Matrix (1): For symmetic tridiagonal Toeplitz-matrices we know that both 
μ/ and μο are asymptotically exact; this example shows that they are accurate even 
TABLE 1 
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.0000 
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0 
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0. 
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0. 
0. 
0, 
.0479 
.2176 
.0409 
.0077 
.0014 
.0003 
.0001 
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.0000 
0 
0, 
0, 
0. 
0 
0 
0 
0 
0 
0, 
0, 
0 
0 
0, 
0. 
.0110 
.0499 
.2180 
.ο4θ9 
.0077 
.οοι4 
.0003 
.0001 
.οοοο 
.0000 
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0.1878 
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0.2295 
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Decay matr ix 
0.2393 
O.6859 
О.395І 
0.5098 
O.449O 
O.4774 
О.4632 
O.47OO 
0.4666 
0.4682 
0.4669 
0.4652 
0.4531 
0.4207 
*.9373 
-I.0371 
-0.5433 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.2393 
0.2635 
0.6449 
0.4050 
0.5032 
0.4517 
0.4759 
0.4639 
0.4697 
0.4667 
0.4676 
0.4649 
0.4532 
0.4206 
-1.0371 
4.9790 
-0.9821 
-0.531« 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.6859 
0.2635 
0.2668 
0.6399 
0.4063 
0.5023 
0.4521 
0.4757 
0.4639 
0.4695 
0.4662 
0.4655 
0.4529 
0.4208 
-0.5433 
-0.9821 
4.9484 
-0.9612 
-0.4562 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.3951 
0.6449 
0.2668 
0.2677 
0.6385 
0.4067 
0.5021 
0.4522 
0.4756 
0.4639 
0.4690 
0.4642 
0.4536 
0.4205 
0.0000 
-0.5314 
-0.9612 
5.0451 
-0.9918 
-0.5010 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.5098 
0.4050 
0.6399 
0.2677 
0.2679 
0.6382 
0.4068 
0.5020 
0.4522 
0.4755 
0.4634 
0.4669 
0.4522 
0.4211 
0.0000 
0.0000 
-0.4562 
-0.9918 
4.9536 
-0.9569 
-0.5188 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.4490 
0.5032 
0.4063 
0.6385 
0.2679 
0.2679 
0.6382 
0.4068 
0.5020 
0.4521 
0.4750 
0.4613 
0.4550 
0.4198 
0.0000 
0.0000 
0.0000 
-0.5010 
-0.9569 
5.0920 
-1.0334 
-0.4841 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.4774 
0.4517 
0.5023 
0.4067 
0.6382 
0.2679 
0.2679 
0.6382 
0.4068 
0.5019 
0.4516 
0.4729 
0.4494 
0.4225 
I 
0.0000 
0.0000 
0.0000 
0.0000 
-0.5188 
-1.0334 
5.0041 
-1.0268 
-0.4832 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.4632 
0.4759 
0.4521 
0.5021 
0.4068 
0.6382 
0.2679 
0.2679 
0.6381 
0.4067 
0.5014 
0.4495 
0.4609 
0.4700 
0.4639 
0.4757 
0.4522 
0.5020 
0.4068 
0.6382 
0.2679 
0.2679 
0.6380 
0.4062 
0.4993 
0.4378 
O.4170 0.4284 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.4841 
-1.0268 
4.9785 
-1.0234 
-0.5282 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
f 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.4832 
-1.0234 
5.0616 
-1.0245 
-0.4740 
0.0000 
0.0000 
0.0000 
0.0000 
0.4666 
0.4697 
0.4639 
0.4756 
0.4522 
0.5020 
0.4068 
0.6381 
0.2679 
0.2678 
0.6374 
0.4042 
0.4869 
0.4054 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.5282 
-1.0245 
5.0490 
-1.0498 
-0.4930 
0.0000 
0.0000 
0.0000 
0.4682 
0.4667 
0.4695 
0.4639 
0.4755 
0.4521 
0.5019 
0.4067 
0.6380 
0.2678 
0.2674 
0.6352 
0.3932 
0.4544 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.4740 
-1.0498 
5.0645 
-1.0128 
-0.4715 
0.0000 
0.0000 
0.4669 
0.4676 
0.4662 
0.4690 
0.4634 
0.4750 
0.4516 
0.5014 
0.4062 
0.6374 
0.2674 
0.2657 
0.6211 
0.3610 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.4930 
-1.0128 
4.9965 
-0.9626 
-0.4508 
0.0000 
0.4652 
0.4649 
0.4655 
0.4642 
0.4669 
0.4613 
0.4729 
0.4495 
0.4993 
0.4042 
0.6352 
0.2657 
0.2570 
0.5892 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.4715 
-0.9626 
4.9330 
-0.9578 
-0.5362 
0.4531 
0.4532 
0.4529 
0.4536 
0.4522 
0.4550 
0.4494 
0.4609 
0.4378 
0.4869 
0.3932 
0.6211 
0.2570 
0.2264 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.4508 
-0.9578 
4.9094 
-1.0122 
0.4207 
0.4206 
0.4208 
0.4205 
0.4211 
0.4198 
0.4225 
0.4170 
0.4284 
0.4054 
0.4544 
0.3610 
0.5892 
0.2264 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-0.5362 
-1.0122 
5.0492 
Inverse matrix 
0, 
0, 
0, 
0, 
0 
0 
0 
0 
0, 
0, 
0 
0. 
0 
0, 
0, 
.2182 
.0546 
0383 
.0148 
.0073 
.0032 
.0016 
.0007 
.0003 
.0002 
.0001 
.0000 
.0000 
.0000 
.0000 
0.0546 
0.2283 
0.0604 
0.0393 
0.0153 
0.0076 
0.0036 
0.0017 
0.0008 
0.0004 
0.0002 
0.0001 
0.0000 
0.0000 
0.0000 
0.0383 
0.0604 
0.2333 
0.0595 
0.0371 
0.0147 
0.0077 
0.0034 
0.0016 
0.0008 
0.0004 
0.0002 
0.0001 
0.0000 
0.0000 
0.0148 
0.0393 
0.0595 
0.2293 
0.0604 
0.0379 
0.0161 
0.0079 
0.0036 
0.0018 
0.0008 
0.0004 
0.0002 
0.0001 
0.0000 
0.0073 
0.0153 
0.0371 
0.0604 
0.2331 
0.0595 
o.o4o6 
0.0162 
0.0081 
0.0038 
0.0017 
0.0008 
0.0004 
0.0002 
0.0001 
0.2502 
0.7023 
0.3862 
0.4920 
0.4421 
0.4979 
0.4562 
0.4666 
0.4825 
0.4526 
0.4694 
0.4464 
0.4409 
0.4413 
0.2502 
0.2643 
0.6513 
0.3886 
0.4990 
0.4692 
0.4690 
0.4605 
0.4857 
0.4512 
0.4701 
0.4461 
0.4411 
0.4412 
0.7023 
0.2643 
0.2553 
0.6224 
0.3973 
0.5262 
0.4449 
0.4722 
0.4796 
0.4538 
0.4688 
0.4467 
0.4408 
0.4414 
0.3862 
0 . 6 5 1 3 
0.2553 
0.2634 
0.6278 
0.4236 
0.4930 
0.4499 
0.4914 
0.4488 
0.4714 
0.4455 
0.4414 
0.4411 
0.4920 
0.3886 
0.6224 
0.2634 
0.2553 
0.6816 
0 . 3 9 9 7 
0.4981 
0.4673 
0.4593 
0.466ο 
0.448ο 
0.4402 
0.4417 
0.0032 
0.0076 
0.0147 
0.0379 
0.0595 
0.2278 
0.0628 
0.0393 
0.0159 
0.0083 
О.ООЗб 
0.0017 
0.0008 
о.оооз 
0.0001 
0.0016 
О.ООЗб 
0.0077 
о.оібі 
о.о4об 
0.0628 
0.2340 
0.0643 
0.0395 
0.0168 
0.0081 
0.0037 
0.0017 
0.0007 
о.оооз 
0.0007 
0.0017 
0.0034 
0.0079 
0.0162 
0.0393 
0.0643 
0.2355 
0.0638 
0.0419 
0.0166 
0.0083 
О.ООЗб 
0.0016 
0.0007 
о.оооз 
0.0008 
0.0016 
О.ООЗб 
0.0081 
0.0159 
0.0395 
0.0638 
0.2306 
о.обзо 
0.0385 
0.0158 
0.0075 
0.0032 
0.0014 
0. 
0, 
0, 
0, 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
.0002 
.ооо4 
.ооо8 
.0018 
.0038 
.0083 
.0168 
.0419 
.обзо 
.2322 
.о6з4 
.0394 
.0155 
.0073 
.0031 
Decay natrix 
0.4421 
0.4990 
0.3973 
0.6278 
0.2553 
0.2757 
0.6251 
0.4062 
0.5183 
0.4383 
0.4770 
0.4430 
0.4426 
0.4404 
0.4979 
О.4692 
О.5262 
О.4236 
0.6816 
0.2757 
0.2746 
0.6144 
0.4247 
0.4807 
0.4559 
О.4528 
О.4379 
О.4430 
О.4562 
О.4690 
О.4449 
О.4930 
0.3997 
O.6251 
0.2746 
О.2708 
О.6562 
О.3978 
O.5013 
О.4326 
О.4478 
О.4376 
0.4666 
0.4605 
О.4722 
О.4499 
O.498I 
О.4062 
0.6144 
О.2708 
О.2732 
O.61IO 
О.4094 
O.478I 
О.4267 
О.4494 
0.4825 
0.4857 
О.4796 
0.4914 
0.4673 
O.5183 
0.4247 
О.6562 
0.2732 
0.2728 
O.6219 
О.39ЗЗ 
0.4699 
О.4265 
0, 
0, 
0, 
0, 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.0001 
.0002 
.0004 
.0008 
.0017 
.0036 
.0081 
.0166 
.0385 
.0634 
.2300 
.0614 
.0375 
.0144 
.0069 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.0000 
.0001 
.0002 
.0004 
. 0008 
.0017 
.0037 
.0083 
.0158 
.0394 
.0614 
.2311 
.0593 
.0356 
.0134 
0. 
0, 
0. 
0, 
0 
0 
0 
0 
0, 
0. 
0, 
0. 
0 
0. 
0 
.0000 
.0000 
.0001 
.0002 
.0004 
.0008 
.0017 
.0036 
.0075 
.0155 
.0375 
.0593 
.2332 
.0585 
.0365 
0. 
0. 
0. 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.0000 
.0000 
.0000 
.0001 
.0002 
.0003 
.0007 
.0016 
.0032 
.0073 
.0144 
.0356 
.0585 
.2291 
.0521 
0. 
0 
0, 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.0000 
.0000 
.0000 
.0000 
.0001 
.0001 
.0003 
.0007 
.0014 
.0031 
.0069 
.0134 
.0365 
.0521 
.2124 
0.4526 
0.4512 
0.4538 
0.4488 
0.4593 
0.4383 
0.4807 
0.3978 
0.6110 
0.2728 
0.2669 
0.6108 
0.3832 
0.4776 
0.4694 
0.4701 
0.4688 
0.4714 
0.466ο 
0.4770 
0.4559 
0.5013 
0.4094 
0.6219 
0.2669 
0.2567 
0.5995 
0.3776 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
— 
0 
0 
.4464 
.4461 
.446? 
.4455 
.4480 
.4430 
.4528 
.4326 
.4781 
• 3933 
.6ιο8 
.256? 
— 
.2507 
.6240 
0, 
0, 
0. 
0, 
0. 
0, 
0, 
0. 
0. 
0 
0 
0 
0 
0 
.4409 
.4411 
,4408 
.4414 
.4402 
.4426 
4379 
.4478 
.4267 
.4699 
3832 
5995 
• 2507 
— 
.2276 
0 
0, 
0, 
0. 
0. 
0. 
0 
0. 
0 
0. 
0 
0 
0 
0 
,4413 
,4412 
.4414 
.4411 
,4417 
.4404 
.4430 
.4376 
.4494 
.4265 
.4776 
3776 
.6240 
.2276 
— 
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for fairly small matrix dimensions. This is the only case for which μρ can be proved 
to be exact. As was to be expected from the discussion in Section 2.5 ^
m
 is slightly 
off. 
Matrix (2): For both halves of the inverse of this unsymmetric matrix μ f 
is extremely accurate (note that for tridiagonal Toeplitz-matrices X the sequences 
к ι-> X~\ , and к ι-> X~?_k are geometric progressions); the о priori estimate μτη 
is not too far off the actual (fastest; see the end of Section 2.5) decay rate of the 
lower triangle; the estimate μρ is rather crude due to the inadequacy of Gershgorin 
estimates of the spectrum of A* A. 
Matrix (3): For matrices with ρ > 1 the oscillatory behaviour of the inverse 
and decay matrices becomes apparent. Thus we can only remark that μ/ is in overall 
accordance with the actual results; μο is considerably off, and ^
m
 is even more so. 
Matrix (4): Similar remarks as for matrix (3) apply here, but now μ/ is also 
somewhat inaccurate. This is due to the fact that the estimates do,... determining 
the approximation to the inverse can be based on (i.e., are attained at) elements 
in radically different places of the triangular factors of the matrix. These extreme 
elements, however, have (only in an informal sense) a "localized" effect on the actual 
inverse. 
The results for the decay rates are as follows: 
Decay rates 
Matrix 
(1) 
(2) 
(3) 
(4) 
(a) 
.2087 
.1877 (1) 
.2295 (r) 
.4678 
.4956 
(b) 
.2094 
.2096 
.6772 
.6967 
(c) 
.2087 
.5143 
.5773 
.5888 
Some conclusions are: 
(1) In the symmetric case the Demko estimates are systematically better than those 
based on Section 2.5; they can be exact for ρ = 1, for larger ρ they are pessimistic 
(2) In the asymmetric case the Demko estimates are very pessimistic and poten­
tially difficult to derive as A* A need not be diagonally dominant, which inhibits 
application of Gershgorin circle theorems 
(3) The estimates based on the factorizations are accurate, even for ρ > 1 and 
asymmetric matrices. 
3.3. Other approaches to exponential decay 
Our results concerning the decaying behaviour of the inverse of a banded matrix are 
closely related to a theorem of Barrett [3], who proved that if Τ = (<,__,·) then T - 1 is 
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upper p-banded (i.e., T~l+ = 0 for j > p) if the t^ can be described as certain sums 
of powers of roots of a polynomial; the sum of the multiplicities of the roots equals 
p. This same behaviour could have been derived (for general pd banded matrices) in 
at least two other ways, that we sketch here (rather roughly) 
(1) Any banded matrix can be partitioned to block tridiagonal form; if the matrix 
is p-banded the blocks are square and have dimension p. Factorizing this block matrix 
and computing its inverse by a block form of (9) gives a decay proportional to the 
pth root of a constant related to the condition of the matrix. Compare this to the 
estimate μ < 1 - н « (1 — a)1'lp in Section 2.5; the (1 — α ) 1 ^ was derived in a 
different manner by Demko et al. [4]. 
(2) An early result of Asplund [1] (used by Barrett 3]) states that a matrix is 
upper p-banded if the upper p-minors (i.e., the determinants of those matrices having 
a main diagonal up or above the main diagonal of the matrix) of its inverse are zero. 
If the inverse was Toeplitz this can be used to give p-term characteristic recurrences. 
4. CONCLUSIONS 
We have developed a way to approximate the inverses of certain pd band matrices by 
Toeplitz matrices the decaying behaviour of which closely resembles that of the actual 
inverses. If the factorization of the band matrices is known the exponential decay can 
be estimated far more accurately than with the currently best available results [4]. 
This is particularly interesting when applied to incomplete blockwise factorizations, 
where it is desirable to have an accurate estimate of the error made in approximating 
the inverse of a banded matrix by a banded part ofthat inverse [2]. As one algorithm 
to compute banded parts of inverses ([6)) uses the factorization, one can dynamically 
obtain good estimates of the error. 
REFERENCES 
1 E. Asplund, Inverses of matrices {a^} which satisfy ο,7 — 0 for j ^ г I p,Math. 
Scarni., 7:57-60 (1959). 
2 О. Axelsson and B. Polman, On approximate factorization methods for block-
matrices suitable for vector and parallel processors, Linear Algebra Appi. 77:3-26 
(1986). 
3 W. W. Barrett, Toeplitz matrices with banded inverses, Linear Algebra Appi. 
57:131-145 (1984). 
4 S. Demko, W. F. Moss and P. W. Smith, Decay rates for inverses of band ma­
trices, Math. Сотр. 43:491-499 (1984). 
5 F. Neiss, Determinanten und matrizen. Springer, Berlin 1967. 
66 Chapter 3 
6 К. Takahishi, J. Fagan, and M. S. Chen, Formation of a sparse bus impedance 
matrix and its application to short cicuit study, in 8th PICA Conference Pro­
ceedings, Minneapolis, 1973, pp. 63-69 
C H A P T E R 4 
ITERATIVE SOLUTION OF SINGULAR PERTUBATION 
2nd ORDER BOUNDARY VALUE PROBLEMS 
BY MEANS OF INCOMPLETE BLOCK-MATRIX 
FACTORIZATION METHODS 
O. Axelsson, V. Eijkhout, B. Polman and P. Vassilevski 
First appeared as 
Report 8709 Department of Mathematics, University of Nijmegen 

ITERATIVE SOLUTION OF SINGULAR PER-
TURBATION 2"d ORDER BOUNDARY VALUE 
PROBLEMS BY MEANS OF INCOMPLETE 
BLOCK-MATRIX FACTORIZATION METHODS 
ABSTRACT 
Standard Galerkin finite element methods or finite difference methods for singular perturbation 
problems lead to strongly unsymmetric matrices, which furthermore are in general not .M-matrices. 
Accordingly, preconditioned iterative methods such as preconditioned (generalized) conjugate gra-
dient methods, which have turned out to be very successful for symmetric and positive definite 
problems, can fail to converge or require an excessive number of iterations for singular perturbation 
problems. 
This is not so much due to the asymmetry, as it is to the fact that the spectrum can have 
both eigenvalues with positive and negative real parts, or eigenvalues with arbitrary small positive 
real parts and nonnegligible imaginary parts. This will be the case for a standard Galerkin method, 
unless the meshparameter h is chosen excessively small. There exist other discretization methods, 
however, for which the corresponding bilinear form is coercive, whence its finite element matrix has 
only eigenvalues with positive real parts; in fact, the real parts are positive uniformly in the singular 
perturbation parameter. 
In the present paper we examine the streamline diffusion finite element method in this respect. 
It is found that incomplete block-matrix factorization methods, both on classical form and on an 
inverse-free (vectorizable) form, coupled with a general least squares conjugate gradient method, can 
work exceptionally well on this type of problem. The number of iterations is sometimes significantly 
smaller than for the corresponding almost symmetric problem where the velocity field is close to 
zero or the singular perturbation parameter 6 = 1. 
1. In troduct ion 
Consider the convection-diffusion problem 
-eAu + v- Vu = ƒ, (х,у)€П, (1.1) 
и = g on dSï, 
where ƒ, g and the velocity vector г; = (vi, V2) are given, sufficiently smooth, functions 
on a bounded polygonal domain Ω. When e, which is a positive number, is very small, 
(1.1) is an example of a singular perturbation problem. A common method to solve 
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this problem numerically uses upwind differences or upwind finite elements. Almost 
equivalent to this is the method of adding an artificial diffusion, —\v\hAu, before 
the equation is discretized. If one uses piecewise-linear finite elements, the resulting 
matrix is almost an M-matrix in the sense that positive entries outside the main 
diagonal have relatively small absolute values compared to the negative elements. For 
M-matrices an incomplete factorization always exists (both pointwise and blockwise, 
see for instance [10]). 
It has been demonstrated (for instance in [8]) that a preconditioned conjugate 
gradient method such as a truncated form of ORTHOMIN for such problems con­
verges fast, about as fast as for the symmetric case, or sometimes even faster. However, 
such approximation methods are only first order accurate in the meshsize parame­
ter h, when 6 is small (б >C h). Furthermore they give an unphysical smearing of 
frontwaves of the solution. 
Standard Galerkin finite element methods on the other hand can give a higher 
order of approximation when the solution is smooth, but the corresponding matrix 
is highly unsymmetric and, unless h is small enough (i.e., it satisfies the cell Peclet 
number condition, e/i-1 > ^ maxn |г>,|, г = 1,2), it is not an M-matrix. The real part 
of the spectrum can even be indefinite. However, as we shall see, if V · ν < 0 then 
also the standard Galerkin method is coercive, but not uniformly in f. Therefore, 
although the spectrum is positive real, the real parts of some eigenvalues converge to 
zero (as O(e)) as e —» 0. 
The numerical tests in this paper also show that a preconditioned generalized 
conjugate gradient least-squares (PCG-LS) method is unreliable for the standard 
Galerkin method or for a method which is close to this method. Furthermore it is 
well-known that when the solution is not smooth (as is frequently the case with 
solutions of (1.1)), the numerical solution is characterized by oscillations. 
The streamline diffusion method of Hughes and Brooks [19] as modified in [2], will 
be studied here. It is known (see [21], [22] and [2]) that the finite element discretization 
error for this method is quasi-optimal in the first Sobolev norm of error along the 
streamlines and close to quasi-optimal in the Ьг-іюгт, i.e., the exponent α in the 
error estimate 0(/iQ) is close to optimal, provided the solution is sufficiently smooth. 
Furthermore non-smooth fronts affect the accuracy only locally about the front. The 
method is based on embedding the problem into a higher-order one for which the 
standard Galerkin finite element method gives a coercive (positive definite) form 
uniformly in the perturbation parameter e. 
In the present paper we show, for a test problem with variable coefficients and 
for various directions of the velocity vector, that a certain iterative method for the 
modified streamline diffusion method works very well. The method is based on the 
combination of PCG-LS method as iterative method and an incomplete factorization 
of the coefficient matrix, partitioned into a tridiagonal block structure, as precondi-
tioner. Remarkably enough, the number of iterations is now frequently much smaller 
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than for the almost symmetric case, while the cost per iteration is the same if we use 
an untruncated form of the generalized conjugate gradient method for all values of 
е. The matrix which results from the modified streamline diffusion method is split 
in two parts, the standard Galerkin finite element matrix and a modification matrix. 
We show that in certain cases the latter matrix is an M-matrix and of sufficient size 
to improve the conditioning of the total system, when the associated parameter (6) 
is sufficiently large. 
The paper is divided into the following parts: in Section 2 we present the modified 
streamline diffusion method, and in Section 3 the matrices which result for a certain 
class of testproblems are computed explicitly. In Section 4, the generalized conjugate 
gradient method, preconditioned by an incomplete block-matrix factorization method 
is presented. Finally, in Section 5, the numerical test are presented; some conclusions 
are drawn in Sections 5 and 6. 
2. The streamline diffusion method 
Consider the singularly perturbed convection diffusion equation, 
L(u = V-(-eVu) + 2 · Vu = ƒ, I G Ω C R 2 , (2.1) 
where e > 0, and Ω is a polygonal domain with boundary Γ and where v{x) is a 
C 1 vectorfield with V · υ < 0 in Ω. Let n(ar) be the outward unit normal on Γ. The 
boundary Γ is partitioned into three sets, 
Γ_ = {x € Γ | v(i) • η < 0} 
Го = {χ € Γ I ν(χ) • η = 0} 
Γ + = {χ e Γ \ν{χ) · η > 0}, 
corresponding to the inflow, characteristic and outflow boundaries respectively. Dir-
ichlet boundary conditions are imposed on the inflow portion of Γ, 
u ( x ) = 0 , х е Г _ . (2.2) 
The boundary conditions chosen on TQ and Г + influence the size and nature of the 
boundary layers occuring in the problem. The method considered here can be used for 
various kinds of boundary conditions on the characteristic boundary, and Neumann 
or Dirichlet boundary conditions on the outflow boundary, but for consistency in the 
presentation we assume Dirichlet conditions throughout. We embed (2.1) into 
M(u= -6V-{vLtu)+L(u= - Í V ·(£ƒ) + ƒ, τ € Ω (2.3) 
with boundary conditions и = 0 on Г. The quantity 6 is a positive parameter. 
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Note that any sufficiently smooth solution и 
и € Η
2(Ω) Π Й^П) = {и e Η2(Ω) Ι и = 0 on Г} 
of (2.1) is a (weak) solution of (2.3). The solution of (2.1) is unique, as the corre­
sponding bilinear form, derived by use of Green's formula, 
af(u, й) = I (eVu · Vu + ν · Vuu)dSÏ, (2.4α) 
./fi 
a
c
{u,u)> [ e\Vu\2dn Vu e Й^П). 
Jn 
is coercive, i.e., 
Let 
bs(u, й) = I SLeUUvdSl (2.4i>) 
Jn 
The bilinear form corresponding to (2.3) is 
Ьб{и,й) + а
е
(и,й)= f(u+6üy)dQ, Vu e ή ^ Ω ) (2.5) 
Jn 
Here й = ν • Vu denotes the streamline derivative. Note that one of the derivative 
terms in (2.3) is (—¿Uj^). 
The bilinear form bf(u, й) + а
е
(и,й) is in general not coercive on V χ V, V = 
Η (Ω), where V is equipped with the standard norm, {/
п
 |V|2 + ω2<ίΩ}1/'2. However, 
as we shall see, it is coercive on V), χ V), where Vj, С V is a standard finite element 
space, provided 6 is sufficiently small. Hence the finite element solution corresponding 
to (2.5) is unique, and, as we shall see, it approximates the solution of (2.1) to an 
optimal order in the Яі-norm and to an optimal order with gap 1/2 in the Lj-norm. 
Accordingly we shall now consider a standard Galerkin variational finite element 
formulation for (2.5). Let Τ = {г} be a triangulation of Ω, and let Vj, be a finite 
dimensional subspace of V consisting of continuous piecewise polynomials of degree 
к on T. First rewrite b¿ in (2.4b) in the form 
b¿(u, и) = У. ¡ ÍV · (—6Vu)wîldr + / Suyuvdr 
„CT \-JT J* 
(2.4c) 
Note that и G Η2(Ω) implies that -(б и) С ¿2(Ω). For a function u/, in VJ,, however, 
we have in general V • (eVu/,) £ -^(Ω) as V/, £ Η (Ω). Hence the Galerkin finite 
element formulation must be based on (2.4a,c). (Note that for (2.5), the formulations 
/n a n ( l Σ τ /τ a r e identical.) 
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For the Galerkin finite element approximation we find 
ae(«h ,u) + bf(uh,u) = / f(u + 6uv)dÇl Vu 6 Vh, 
Jn 
(2.6) 
where 
af(íífc,u) = 2 J {eV_uh • Vu + ν • Vuhtydr (2.6a) 
т е г ' '
т 
bs{uh,u) = Σ ƒ ¿V · (-eVt/ftJuj.dr + / ¿(ил)„й„ат 
т е г '-''• ·''• 
(2.60) 
where к^ is the associated (streamline diffusion) Galerkin approximation of u, the 
solution of (2.1, 2.2). 
Now we note that if Uh is piecewise linear, i.e., Vu/, is constant on each triangle r , 
then the first term of ò$(uft,u) in (2.6b) vanishes. The second term of bs corresponds 
to a diffusion term along the streamline direction of v. Note that this term is not 
derived by an artificial streamline diffusion method, i.e., by a perturbation of the 
equation (2.1). Instead we have embedded (2.1) into the equation (2.3) and the right 
hand sides have been changed accordingly. The alternative derivation of (2.5, 2.6a,b) 
would be the use of a Petrov-Galerkin method on (2.1). This is the method used by 
Hughes and Brooks [19] as analyzed by Nävert [22]. 
It follows from the above that the approximation method is consistent, i.e., if 
the exact solution и of (2.1) happens to be in V),, then UH = u. 
We shall now prove that the form a f + 6¿ is coercive if δ is sufficiently small. 
Clearly, this is to be expected, as a
e
 is coercive. However, for δ > 0, the term bs gives 
a derivative term in the coercivity estimate which is apparently independent of«. 
L e m m a 2.1 Assume that V - v < 0 , χ ζ il, δ > 0 and еб < CQ/I2, where CQ 
IS a sufficiently small positive number, and that V), С V admits the inverse inequal­
ity (2.7). Then о { ( й , u) + Ь((й,й) is coercive on VJ, x Vh uniformly m the parameter 
e. 
Proof. By Green's formula we get 
а
е
(й,и) + bf(u,й) = 2_\ I —6eV_ йй„аг+ 
тег-'
1
" 
f [¿(¿J2 + e|Vû|2 - -(V · .)й2 dû. 
Now we use the inverse inequality (which is valid on the finite dimensional space only) 
|V2Û|T ^ C o ^ N i . r VueVh (2.7) 
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where ΙώΙι,τ denotes the seminorm and where Co is some constant depending on the 
triangulation, and where ||й|І5,т is the Sobolev norm of order s on r. By standard 
inequalities we now get 
| ( δΐΨυυ
υ
_άτ\ < ^6 f (ûrfdr + ]-6е2С%Н-2\й\І
т
. 
Hence, with CQ < CJ" , we have 
o
e
(u,u) + bf(u,й) > - f [<5(ΰ„)2 + e| й|2] <Ш (2.8) 
2
 Jn 
which proves coercivity, uniformly in e. 
> ^ / 8\й^2<т Ve > О, 
Corollary 2.1 Under the assumption of Lemma 2.1 the Galerkin variational 
formulation (2.5) leads to a finite element matrix which has a positive definite sym­
metric part. In particular, the solution «я of (2.6) is unique. 
Discretization error estimates were already derived in [22] and [2]. 
Theorem 2.1 Let и be the solution of (2.1) and assume that и € Я (П)ПД (Ω) 
and f G ¿2(Ω)· ¿f* Uh be the solution of (2.6). Under the assumptions of Lemma 
2.1, the discretization error satisfies 
m\*+i | Í [i(u - uh)l + e|V(u - uh)\2] dnV <C [6l/2h' + e1/2/i* + 6-l/2h'+l' 
(2.9) 
ifO<s<k, for some constant С (independent of h, δ and e), where к is the degree 
of the approximating polynomials, where \\ · \\, is the H' norm. 
Corollary 2.2 Let δ = min{coe_1/i2,1}. Under the assumptions of Lemma 
2.1 and Theorem 2.1, we have 
a) |!(и - и,,),!! < С Л ' | М | , + і , if e < A, 0 < 5 < f c 
b) | | ( u - « h ) | | i < C f t ' | H | , + i , if ft < e, 0 < я < к. 
R e m a r k 2 1 The error estimate in Corollary 2.2 is of quasi-optimal order. By 
a Sobolev inequality it also implies an estimate in maximum norm, and hence also 
in Ьг-погт, of essentially the same order 0(hs). Under the additional assumption 
that - V · ν > go > 0 o n e c a n prove that the error in Z^-norm is 0(h'+i/2), as 
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h —» 0, if 6 — h and e < cQh (see [21] and [2]). One finds namely in this case from the 
corresponding estimate (2.9), 
\\(u - uh)\\ < С [6'/2h' + e^2hs + δ-^4·+1] \\u\\. + 1 
< Ch' [δυ2 +
 e
1/2
 + Ô-V'h] \\u\\s+l < CA ' + 1 / 2 |M | . + i . 
Note that this estimate hcis been proven without the use of any duality argument and 
elliptic regularity, which is otherwise customary when proving ¿г-еггог estimates. 
Due to a cancellation property, the error in I^-norm is actually of quasi-optimal 
order 0(h2) for regular meshes if и € H3(f2) and к = 1. More generally, it has been 
shown in [13] that if e < h2 and if к is odd, then the error in ¿ 2 - п о г т is quasi-optimal, 
0(hk+l)i{ueHk+2(n). 
Actually it has been shown in [9] that, with the additional assumption of elliptic 
regularity (Lu — ƒ => ЦиЦг < Ce - 1 ] ! / ! ! , V/ G I^ í^) ) and with h < e, the standard 
Galerkin method (i.e., the method above with δ — 0) gives an error 
| | («-u h )l l<cft , + 1 |M|, + b 
which is quasi-optimal. However, when e is small, it is more realistic to take h ~ e1'2, 
as otherwise the computational labor will become too large. It is for such cases that the 
streamline diffusion method is useful. Furthermore, in general this method increases 
the diagonal dominance of the diagonal block-matrices in the corresponding finite 
element stiffness matrix, which means that the approximate factorization method to 
be presented in Section 4 will become more accurate and will need less iterations than 
in the case when 6 = 0. 
3. Computation of stiffness matrix 
On the unit square Ω = [0,1] χ [0,1] we introduce the standard isosceles triangulation 
with meshwidth h = ^ γ , where η is a natural number, and with piecewise linear 
basisfunctions {φ,} in the bilinear forms (2.4a) and (2.4c), i.e., 
af(wft,0)= / (eVu/, · V 0 + ν • Vuh(p)dx 
and (with δ = ¿h) 
Ъ
е
(ин,ф) = ih Σ i {uh)J,JÌT + δ}ιΣ f V · ( -eVuh^dr 
T€TJT TET,'T 
" ^ Σ / Uh UM1-
τ € Γ '
/ τ 
where u/, is defined in (2.6). We shall assume Dirichlet boundary conditions through­
out Γ. The unknown vector is и = (ν^,ν^, · · ·)!*„) where u, — (ultJ)™=1 and u1:j are 
the desired approximations of u(ih,jh), and h = -^у. Using a node ordering along 
the vertical direction, a t and 64 generate two block tridiagonal matrices. 
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Let us now examine the structure of these matrices more closely. Let φο be a given 
basis function and let E = supp(0o) (see Fig. 1). 
3 
4 
5 
/ % 
«4 / θ. / 
Figure 1. Support of φ^. 
In standard local coordinates we have 
^ ^ - ( l - I f , ( « . » ) € « , 
фі(х,у) = x-2/, (ϊ,ΐ/) € С! 
ы ^ М ^ i1·2'!661 
Ψ η
 ' ^ \χ, ( х , у ) € е 2 
etc. In these local notations the bilinear form a { has the form 
/ β 
η л t л a JE η 
.=0,1,3,4,6 
where the bilinear form c(<^,,0o) corresponds to the convective term of our problem, 
i.e., 
с{Фх,Фо)= / ν-ν,φ,φοάχ. 
Jïl 
We have used here the wellknown and readily seen fact that JE V0, · _фо<іх = 0 for 
¿ = 2,5. As ф
г
 are piecewise linear, we get the following formulae, 
с(Фі,Фо) ^т ƒ {l'i - 2)фоах+ - ƒ νιφοάχ, 
с{ф2,Фо) =-¡i ¡ ν
λ
φ0<1χ+ - / 2фо<1Х, 
сіФзіФо) -τ / (г'2 - WI)<?!O^ + τ / ν2φ0άχ, 
С{ФІ,ФО) -- - / νιφοάχ + τ (ί'2 - νι)φ0άχ, (3.1) 
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с(Ф5,Фо) = - τ / ^фоах - - / νιφοάχ, 
с(Фб,Фо) -г / {vi - 2)фоах -τ 2Фоах, 
с(фо,фо) =т Ι νιφοάχ-- Ι υιφοάχ-
"• JcsUci "• Л,Uto 
- / ν2φ0άχ + τ гфоах. 
The first term e fE ф1 • _ф0ах leads to the well-known fivepoint difference approxi­
mation of the Laplace operator (— cA). 
Consider now the bilinear form òj. In the local labels we have 
Ье{ин,Фо) =6h^2 I (uh)„((&,ij/ta 
e(kEJ' 
+
 .4 " ^ ^ * · · δ ^ 0 + ^ ^ ' ΥχΦο)άχ) 
As ^ 0 i , ^ ^ j are piecewise constants we get 
Ьб(фі,фо) = τ Vi{v2-Vi)dx 
Λ
 JetUci 
Ьб(ф2,Фо) = -τ ƒ ViV2dx 
Ьб{Фз,Фо) - τ / ^ ( " i -г»2)ах 
Ъб(Фі,Фо)= τ j vi{v2-vi)dx (3.2) 
Ьб(Ф5,Фо) = -τ / rii>2<¿;r 
Ъб{Фб,Фо) = τ I Mvi - V2)dx 
h
 Λ,υ«, 
Ьб{Фо,Фо) = Τ / (г'і ~ г ' г ) 2 ^ + - / i'irfx + - / t'^dx 
6 
= -^Ь^ф^фо). 
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As is readily seen the matrices A, generated by o
e
 and B, generated by be are block 
tridiagonal with diagonal blocks in the form of tridiagonal matrices and off-diagonal 
blocks in the form of bidiagonal matrices. The upper off-diagonal blocks are upper 
bidiagonal and the lower ones are lower bidiagonal when we order the nodes upwards 
and from left to right. 
Our class of test problems is defined by the following velocity vector, 
c(l — ex) 
*(1 - sy) с = cosa, s = sitia (3.3) 
where the angle a is a parameter, 0 < α < π. Note that V • ν — —1. In this case the 
entries of the matrix A have the following explicit form: 
A = tri( J4 I i,_i, А1>г, Λ,,,+ι), 
where for г = 1,2,..., η, 
( А
м
) ^ = 4 б + - / і 2 , l < j < n 
( А Д л - і = -с+gA(wi . . - i - 2 v 2 ) J _ | ) , 2<j<n 
(Аг,г)},} + 1 = - ε + £ Λ ( - * Ί , , + 1+2ν2,, + |)> 1 <j <П-1 
for i = 2, 3 , . . . , η, 
¿ , , , - ! = - e J + - t r i í - t ^ , . ! - v 2 j _ i , - 2 r l T t _ â + t i 2 i J _i ,0 ) 
and for г = 1,2,..., η — 1 
Λ,,,+ι = -el + - t r i (0,2v 1 ) I + ! - ι ^ + ι , υ ^ , + ι + r 2 j + i ) . 
Here the following notations have been used, 
fli,p = i'iÍpA), v2,q = V2{qh), p,qeR. 
R e m a r k 3.1 From these formulae we see that A can never be an M-matrix. 
It follows from (3.2) that the matrix В is an M-matrix if the following inequalities 
are satisfied, 
Vi(v2 - ih) < 0, Vzivi — гіг) < 0 and ViV2 > 0. 
These are satisfied if г>і = 0 or υ2 = 0 (or vi = t'2, but with our particular choice 
(3 3), of velocity vector, this latter condition cannot be fulfilled in the entire domain 
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Ω). In the case υχ = 0 (i.e., α — | ) , В is a block diagonal matrix and each diagonal 
block is a tridiagonal M-matrix 
tri I — — ƒ vldx, — I v^dx, — — I v\dx I . 
\ " JeiUet h JCíUejUesUet " JегУеэ J 
In the case V2 = 0 we again obtain an M-matrix. Each block is now a diagonal matrix, 
i.e., 
В = - t r i ( - f v\dxl, f v\dxl, - I v\dxl\ . 
Finally we derive the following formula for the right hand side у of the discrete 
problem, 
(B + A)u = y, 
where (if г is the globed node number corresponding to ф0) 
t f ft Ά 
У. =h2 /φοάχ + 6h /(г»! — φο + νι—φ^άχ. 
As -§ιΦα, j-φο a r e piecewise constant the following expression is obtained, 
h~2yt = ƒ /φ0άχ + δ f(vi -V2)dx - 6 f(vi-V2)dx 
JE J ез Jet 
— δ! fvidx — δ 1 fv2dx + 6 1 fvidx + δ I fvidx. 
J e\ J €2 J e\ Jes 
On each triangle e, we use the following quadrature formula for computing the above 
integrals, 
ƒ
 5 d a ; = í a r e a ( e I ) ¿ 5 ( ^ , ) ) 
J = l 
where N'[ , j = 1,2,3 are the midpoints of the edges of e,. This is exact for quadratic 
polynomials g, so the entries of A and В have no quadrature errors for this test 
problem. 
4. T h e precondi t ioned general ized conjugate gradient 
m e t h o d . 
To solve the linear system Ax = (A + B)x = y, resulting from the discretization 
described in Section 3, we shall use the generalized conjugate gradient least squares 
method (GCG-LS) as presented in [5]. For other generalizations of Conjugate Gra­
dients for nonsymmetric systems see for instance [15,16,24], for a survey of many 
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generalized conjugate gradient methods see [18]. As has been shown in [12] the GCG-
LS method reduces to many of these methods for special choices of the inner products 
occuring in the method. 
Let С denote the preconditioning matrix of (A + B) and let G = С - 1 (Л + В), 
and 6 = С - ' у . The GCG-LS method minimizes the quadratic functional f(u) = 
\{LIL)O — | ( G u — b, Gu — ò)o. Here (·, Oo is an inner product defined by {x,y)o = 
з^Моу, where M0 is a symmetric positive definite matrix. We shall consider here only 
the full version of the algorithm (where all previous search-directions are kept and 
utilized on each minimization iteration step). The method is based on the following 
two ideas. First, given a set of linearly independent search directions {dk~ }¡=0i we 
determine parameters а
к
_/, for 0 < Í < k, such that f(uk+l) is minimized where 
u
k+1
 = u
k
 + Σ ί = ο α ! * - ι ^ · Secondly, in every iteration, a new search direction 
d*+ 1 is determined as a linear combination of the last residual rk+1 and all previous 
search directions, i.e., d + 1 = — rk+1 + Σ ι = ο ^ * - ί ^ _ » where the parameters /?^_( are 
determined by the orthogonality condition 
(Gd f c + 1 ,Gd' '- ')o = 01 0 < / < f c . 
In the present version for this algorithm we shcdl choose MQ = CTC in the inner 
products, which means that it suffices to store just the search directions, because it 
turns out that α^_, = 0, Í < fc, in addition to a few other vectors. For details, see [5]. 
INITIALIZE: 
Choose ω0 
r
0
 = Au0 - у 
τ
0
 — C _ 1 r 0 (i.e. solve a linear system with C) 
¿> = -r0 
LOOP 
a[k) = -{rk,Ädk)/{Ädk,Ädk) 
u
k+1
 =u
k
 +
 a[k)dk 
ñ(*+i) =ik + ^Ad1-
&(* + l) = ATÄAk + 1 ) 
ßi''}l = (hh+\<£-,)/(AJ-,,A!?-1), / = 0,1,..·,* 
IF ( r f c + 1 , r ' ! + 1 ) > e G O TO LOOP 
Here (·, ·) is the ordinary inner product, i.e., (u,v) = и1"v. It follows that in the algo­
rithm at each step we get the best minimal residual (i.e., true residual) approximation 
of и over the so called Krylov space V», = SPAN{çr, G<f\ . . . , G'çr }. It has also been 
proved in [5] that in the absence of roundoff errors the method converges monoton-
ically as long as a certain inner product remains nonzero. In particular, this inner 
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product is always nonzero for positive real matrices. The computer storage needed 
is readily seen to be the к + 5 vectors {dk~l, I - 0 , 1 , . . .,k, uk+l, rk, hk+l, dk+1) if 
Ad is stored in the temporary storage used for Л. + 1 , plus the storage needed for Ä 
(in our case 7 vectors) and for the preconditioner С (in our case 2p + 5 vectors, 4 
of which overlap with A, where ρ is the half-bandwidth chosen for the approximate 
inverses). 
In this formulation, the computational costs of one iteration of GCG-LS are 
к + 3 ordinary inner products, к + 3 linked triadic vector update operations, three 
matrix-vector multiplications (two with A and one with AT) and one solution with 
the preconditioning matrix C. The preconditioning used is an incomplete blockwise 
factorization of the coefficient matrix A = A + B. Letting A = D + L¿ + Е/д, where 
If^, Uχ are the block lower and block upper diagonal of A respectively, we consider 
two preconditioners (see [3], [10]; see also [14] for the special case where ρ = 1). 
V e r s i o n i : С = (Χ + LÁ) Χ~λ(Χ + UÁ) (4.1) 
Version 2: С = ( У " 1 + LÁ)Y {Y'1 + U¿) (4.2) 
Here 
Χ = blockdiag(Xi), i = 1,2,..., η, 
Y - blockdiagíYi), ¿ = 1,2,...,η. 
The matrix sequences X, ала Y¿ are computed by the following recursion, 
Xi = ¿ и , 
Yi = [ΧΓΨ\ 
Xi+1 = i ) + 1 , , + i - [Âi+i.iyîiij.i+ijW, i = l , 2 , . . . , n - l (4.3) 
where [ M ] ^ denotes the matrix N = {ПІ
У}] with half-bandwidth p, 
(ni¿ = m,¿, i f | i - j | < p 
^ Tiij = 0, otherwise. 
Given X,, the calculation of Yi can be performed in ( | p 2 + | p + l)n operations, 
i.e., without having to compute the whole of X-'1, using the ABI-algorithm [3]. The 
approximation of the inverses is accurate if the condition number K¡ of X, is not too 
large because one can show that the entries of the inverse decay at least as 0(Κ.~α) 
for some positive α if X, is a band-matrix. 
The existence (i.e., nonsingularity) of the sequence has been proved for M-
matrices (see [10]). If A is symmetric and positive definite the sequence X, remains 
positive definite. The matrices Y,, however, may be indefinite. It has been proved in 
[10] that, if the sequence is modified to satisfy a certain generalized row sum crite­
rion, this sequence remains positive definite also. The same is true if ρ is chosen large 
enough to satisfy a certain computable condition. In this paper, however, we deal 
with matrices that are not symmetric and in general not A/-matrices. Accordingly 
we do not comment further on the modifications mentioned above. 
82 Chapter 4 
We now show that Schur complements of a real matrix A (of order N) which is 
positive real, i.e., for which 
х'Лх > 0 for all χ Φ 0, χ e R ^ , 
are also positive real. 
Theorem 4.1 ƒƒ A is positive real and A is partitioned in block matrix form 
A = [Aij], i,j = 1,2, then its Schur forms A/Ajj = (Ait, — A^jAj^Aj,,), i Φ j , 
i,j = 1,2 are also positive definite. 
Proof. First note that the diagonal blocks ¿4,, of Л are positive real (in particular 
regular) if A is positive real. Hence the Schur complements 5, = A/A}J for i,j = 
1,2, г / j exist. Therefore the inverse of A can be written on the classical form 
(An A
u
\
 =
 ( Sf 1 -S^A
u
A2l\ 
\A
n
 A22) ^ - S , - 1 ^ ! i l n Sj-1 J 
As i4 _ 1 is positive real (which follows from the positive realness of A), the diagonal 
blocks 51~
1
 are positive real and thence also the matrices 5¿ themselves. • 
Note that this theorem extends the classical corresponding result for SPD matrices. 
Consider now the matrix A. Because of the coercivity of the bilinear form 
(Lemma 2.1), it follows that A belongs to the class of positive real matrices. 
By theorem 4.1 it follows that for the exact factorization of a positive real matrix, all 
matrices X¡ (У,) remain positive real and in particular nonsingular. For the approxi­
mate factorization it follows from continuity arguments that if ρ is large enough (at 
least when ρ is close enough to the order of the blocks), the same property holds for 
the corresponding approximate sequence. No precise results are available, however, 
as for the SPD case. In the numerical tests in Section 5, we have simply chosen ρ = 1 
and it seems to follow that the sequence Х
г
 (used in verson 1) remains positive real 
for the test problems considered, but that the sequence У, (used in version 2) is not 
always positive real (this was already known even for the SPD case). 
The solution of the systems with С proceeds in forward and backward recurrences as 
follows. 
Version 1 
(X + LÄ)z = b 
or 
-ΧΊ~ι=ί!ΐ ' -ΧΊ-, = Ь, --А,,!-!?,-!, г = 2,3, . . . ,п 
and 
(I + X-1UÁ)x = z 
or 
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Xn=Zn' £. = £ t - x , l j 4 . , . + i £ . + i ' ΐ = n - 1 , τ ι - 2 , . . . , 1 . 
V e r s i o n 2 
or 
^ i = V i & 1 , 2, = ¥,{Ьг - ¿ , , , - ι ζ ^ ! ) , г = 2 , 3 , . . . , η 
and 
( / + Г С /
л
) £ = г 
or 
х
п
 = 2
п
, χ, = ζ, - Y ; J 4 1 ) 1 + I I I + 1 , г '= η - Ι , η - 2,. . . , 1 . 
Note that in version 2 only matrix-vector multiplications are involved (this version 
has been called the inverse free factorized form). Hence this version is advantageous 
for vector and parallel computers. 
To get a vectorized (parallelized) form of version 1, we must solve the tridiagonal 
systems with matrices Xl by a product expansion, a truncated Neumann expansion 
or a cyclic reduction method (see [3]). For a comparison of such methods, see [6]. The 
redundancy (i.e., the ratio of the total number of operations compared to the classical 
bandmatr ix factorization method) of the product expansion method is C>(log/i - 1), 
but it has a constant vectorlength which makes its implementation easy. The redun­
dancy of the Neumann expansion method is 0 ( / i _ 1 ) in its full version. More comments 
on vectorized (parallelized) methods for P D E ' s can be found in the survey by Ortega 
and Voigt [23] and in [7]. 
5. N u m e r i c a l t e s t s 
The test problem considered is 
- €V2u + υ • ы = ƒ, {х,у)еП = {0,1)\ (5.1) 
и = 0 on Г = dû. 
We have 
t'i = (1 — χ cos α) cos α, 
ΐ>2 = (1 — y s i n a ) s i n a 
and ƒ is chosen such that u(x,y) = i ( l — x)y(l — y)ed(x+2y} is the solution of 
(5.1) (hence ƒ depends on e), where d = 0 except in table 14, where d = 1. The 
solution is hence smooth but this test problem was chosen mainly to test the number 
of iterations. 
The problem (5.1) is embedded in the form (2.3), and the resulting equation is 
discretized using a s tandard Galerkin finite element method for piecewise linear basis 
functions on isosceles triangles as explained in Section 3. The node ordering is in 
vertical direction starting at the lower left corner of the mesh. The mesh parameter 
V2 
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is h = ^ту- As preconditioners for the iterative solution of the linear system by the 
GCG-LS method, we used version 1 and version 2 of the incomplete block factorization 
methods as described in Section 4 with ρ = 1. As initial approximation we use 
u
0
 = C _ 1 y , and as stopping criterion | |r f c | | < 1 0 - 5 · ||y||, where ¿* = Äuk — y is the 
true residual. 
In the tables at the end of this section are presented the number of iterations and 
the discretization error, measured as the difference between the computed solution 
Uh and the solution и in the discrete L2-norm. 
The tables 1-6 show the sensitivity of the version 1 preconditioner to various 
angles α of the velocity vector υ for a fixed value of δ = 1. In tables 7-12 the 
sensitivity of both of the preconditioners to various values of δ for some fixed values 
of α and η = 48 is investigated. 
Tables 13 and 14 show the distance between the computed solution and the exact 
solution measured in a discrete ¿г-погт of the error at the interior vertex points of 
the triangulation. For the latter tables we used ||f*|| < 1 0 - 1 0 as halting criterion in 
order to get a negligible iteration error. Further 6 = min(l, h/e). In table 14 we have 
chosen u(x, y) = χ (1 — χ) y (1 — y) e'-x+2y' as solution function to see the influence of 
symmetry of the exact solution. Finally, tables 15 and 16 show the ¿г-еггогз in the 
interior (away from boundary layers) for a problem which has a boundary layer at 
x = l. 
As e —» 0 the matrix A becomes close to the sum of the matrix corresponding 
to the pure convection part (v • Vu) and the matrix B. For α = 0° and α = 90° 
and e = 0 it follows from the paragraph after Remark 3.1 that the matrix В is 
tridiagonal. For α = 0°, the block diagonal part of В becomes pointwise diagonal 
and the inverses of the sequence in (4.3) become quite accurate for δ > 1 (say) as the 
B-matrix part of A dominates the .Α-matrix part. Accordingly the preconditioner is 
close to the exact factorization and it suffices to perform just one iteration step (see 
table 1). For α = 90° on the other hand, the condition number of the diagonal block 
matrices is large, so the approximation of the inverses becomes quite inaccurate as 
the B-matrix is then close to the tridiagonal matrix ( — 1,2, —1) for e small, which 
has a large condition number. However, in this case the matrices .Α,+ι,, and .Д,
іІ+і in 
(4.3) are small so it turns out that the corresponding matrix sequence X, is close to 
the one for the exact factorization anyhow. Accordingly, for a = 90° a few iterations 
suffice when e is small (see table 4). 
However, if 6 is too small, the term ν -Vu dominates so the inverses are not well 
approximated and are oscillatory (the signs of the off-diagonal entries vary). In this 
case more iterations may be required and in one case we didn't even get convergence 
in a sufficiently small number of steps. See the lower right corners of tables 7, 9 and 11. 
For the version 2 factorization the badly approximated inverses are actually used 
in the solution process, so this method is much more sensitive to the values of e and 
6, as is seen in tables 8, 10 and 12. Even for larger values of Ò the method didn't 
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always converge, at least not for angles close to 90°. A remedy would be to make a 
reordering of the mesh points (i.e., use a horizontal ordering instead of the vertical). 
As we want a robust method which works well for all angles of the velocity field, we 
then have to use a larger value of ρ for version 2. However, since version 1 has turned 
out to be robust for all angles and not too small values of 6 even when ρ = 1, we 
recommend to use this method instead. 
Another observation is that for some small values of e (10~2 < e < 10~3) and 
h ~ ^ to ^ , there is a cancellation between some of the terms coming from the 
diffusion (—еДи), the convection (υ· Vu) and the streamline diffusion {—6uViV) so that 
many of the matrix blocks get almost triangular. Hence the version 1 factorization will 
be very accurate and a few iterations suffice. When e gets smaller still, this cancellation 
ceases to occur and the number of iterations increases slightly. Similar results have 
recently been demonstrated for elliptic equations with anisotropy (see [7]). 
The discretization errors are illustrated for a smooth solution without a boundary 
layer (tables 13, 14) and for a solution with a boundary layer (tables 15 and 16). 
We have chosen u(x,y) = χ (I — x)y(l— y) exp(d(x+2y)) where d = 0 in table 13 
and d = 1 in table 14. For tables 15 and 16 we consider the following problem: 
-eV2u + v-Vu = f, {x,y)<=Si (5.2) 
и = 0 on Г 
where ƒ = ν · VUQ, u0(x,y) = x2 y(l - y). 
Note that щ is the exact solution of this problem for e = 0 (the so-called reduced 
equation), щ — у (1 — у) for χ = 1, and щ = 0 on the rest of Г. This means that the 
exact solution и of (5.2) has a boundary layer at χ = 1. 
In the tables we show ||u/, — uo\\L ,^ where Ω = [0, | ] χ [0,1] since for small e 
solution UQ of the reduced equation is very close to the exact solution of 5.2 except 
close to the layer. It follows from tables 13,14 that the discretization error behaves 
as predicted by Corollary 2.2 and the discussion in Remark 2.1 when the solution is 
smooth. On the other hand, in the boundary layer at χ = 1, there is little sense in 
illustrating the order of the discretization errors. 
When the solution has a layer the discretization errors may converge slower. 
As can be seen in tables 15 and 16 there is a plateau effect in the sense that the 
numerical solutions for large values of h are already quite accurate, whence the errors 
remain almost constant until h gets small enough for the limit behaviour (h —» 0) 
to come into play. This plateau effect has been observed earlier, for instance in [8] 
and [4]. Also one notices (from numerical results not included here) that there is a 
small undershot and/or overshot in the numerical solution. When α > 0 (α = 15°), 
and e decreases further, there appear even oscillations similar to those for a classical 
Galerkin method, however much less severe, and only when e is very small. (For the 
classical Galerkin method these oscillations can begin to appear already when the so 
called cell-Peclet number condition, ^hmax \v,\ < 1, is violated.) 
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Note that the test problem (5.2) has a shock with a frontwave along the vertical direc­
tion, but the streamlined diffusion method provides only for damping of oscillations 
in the direction of the flowfield. Therefore, when α > 0 (and e is sufficiently small) 
oscillations occur. The addition of a small amount of crosswind artificial diffusion 
will dampen these oscillations. This has been suggested by Hughes et al [20] and has 
been found to work quite satisfactory in practice. The number of iterations for the 
two testproblems differed only little. 
table 1 α = 0°, 6 = 1, Version 1 table 2 α = 30°, δ = 1, Version 1 
e\n 
1 
IO"1 
ю-
2 
ю-
3 
ю-
4 
IO"5 
16 
5 
5 
3 
2 
2 
2 
32 
9 
9 
6 
2 
2 
2 
48 
14 
13 
9 
3 
3 
2 
e
\n 
1 
ю-
1 
ю-* 
IO"3 
ю-
4 
IO"5 
16 
6 
6 
4 
3 
4 
4 
32 
10 
11 
7 
4 
6 
6 
48 
16 
16 
10 
3 
8 
8 
table 3 α = 60°, δ = 1, Version 1 table 4 α = 90°, δ = 1, Version 1 
e
\n 
1 
IO"1 
ю-
2 
IO"3 
IO"4 
IO"5 
16 
6 
6 
4 
3 
3 
3 
32 
10 
11 
7 
4 
5 
5 
48 
15 
16 
11 
4 
6 
6 
e\n 
1 
ю-
1 
ю-
2 
ю-
3 
ю-
4 
ю
- 5 
16 
6 
5 
4 
2 
2 
2 
32 
9 
10 
7 
3 
3 
3 
48 
13 
13 
10 
5 
3 
4 
table 5 α = 120°, 6 = 1, Version 1 table β a = 150°, 6 = 1, Version 1 
e
\n 
1 
IO"1 
Ю
- 2 
IO"3 
ю-
4 
ю
- 5 
16 
5 
5 
4 
4 
5 
5 
32 
10 
9 
4 
7 
7 
7 
48 
15 
13 
4 
8 
9 
9 
e
\n 
1 
ю-
1 
IO"2 
IO"3 
ю-
4 
IO"5 
16 
6 
5 
4 
5 
5 
5 
32 
10 
10 
4 
8 
8 
8 
48 
15 
15 
6 
9 
10 
11 
ITERATIVE SOLUTION 
table 7 a = 0°, η = 48, Version 1 
87 
table 8 a = 0°, η = 48, Version 2 
e\6 
1 
IO"1 
ю-' 
кг* 
IO"4 
IO"5 
1 
14 
13 
9 
4 
3 
2 
1/2 
14 
13 
8 
5 
3 
2 
1/4 
14 
13 
8 
5 
3 
3 
1/8 
14 
13 
8 
6 
5 
5 
1/16 
14 
13 
8 
7 
11 
12 
e\6 
1 
IO"1 
ю-
1
' 
IO"3 
IO"4 
IO"5 
1 
25 
27 
16 
5 
7 
10 
1/2 
25 
27 
17 
5 
10 
15 
1/4 
25 
27 
18 
6 
14 
22 
1/8 
25 
27 
18 
7 
19 
45 
1/16 
25 
28 
18 
7 
30 
133 
table 9 α = 90°, η = 48, Version 1 table 10 α = 90°, η = 48, Version 2 
e\6 
1 
IO"1 
ю-* 
IO"3 
IO"4 
IO"5 
1 
13 
13 
10 
5 
3 
4 
1/2 
13 
13 
11 
5 
3 
4 
1/4 
13 
13 
11 
5 
4 
6 
1/8 
13 
13 
11 
5 
5 
10 
1/16 
13 
13 
11 
5 
7 
30 
e\6 
1 
IO"1 
10-а 
IO"3 
IO"4 
IO"5 
1 
25 
27 
24 
* 
* 
* 
1/2 
25 
27 
23 
24 
39 
57 
1/4 
25 
27 
23 
24 
46 
87 
1/8 
25 
27 
22 
24 
67 
133 
1/16 
25 
27 
22 
24 
133 
* 
table 11 α = 105°, η = 48, Version 1 table 12 a = 105°, η = 48, Version 2 
e\6 
1 
IO"1 
IO"* 
IO"3 
IO"4 
IO"5 
1 
15 
16 
10 
7 
8 
9 
1/2 
15 
16 
10 
7 
9 
10 
1/4 
15 
16 
10 
7 
11 
12 
1/8 
15 
16 
10 
7 
14 
18 
1/16 
15 
16 
10 
8 
34 
* 
е\6 
1 
IO"1 
ю-
2 
Ю"
3 
IO"4 
Ю"
5 
1 
29 
31 
27 
* 
* 
* 
1/2 
29 
31 
25 
24 
28 
28 
1/4 
29 
31 
24 
24 
29 
31 
1/8 
29 
31 
24 
24 
45 
55 
1/16 
29 
31 
24 
28 
133 
133 
No convergence 
table 13 Number of iterations and ¿г-еггог using 
a — 15°, 6 — min (1, Л/б), Version 1, d = 0 
б\п 
1 
IO"1 
IO" 2 
ю
- 3 
IO"4 
IO"5 
8 
6 
0.786.10-3 
5 
0.148.10-2 
3 
0.693.10-3 
3 
0.672.IO"3 
4 
0.685.IO"3 
4 
0.687.10-3 
16 
9 
0.232.10-3 
8 
0.524.10-3 
5 
0.269.10-3 
5 
0.201.IO"3 
5 
0.206.10-3 
5 
0.207.10-3 
32 
15 
О.бЗЗ.Ю"
4 
15 
0.134.10-3 
9 
0.124.10-3 
5 
0.569.IO"4 
5 
0.576.10-4 
9 
0.580.10-4 
48 
22 
0.289.10-4 
21 
0.616.10-4 
13 
0.826.10-4 
5 
0.272Л0-4 
10 
0.266.IO"4 
11 
0.268.10-4 
table 14 Number of iterations and L2-error using 
α = 15°, 6 = min (1, /i/e), Version 1, d — 1 
б\п 
1 
IO"1 
IO" 2 
IO" 3 
ю-
4 
ю-
5 
8 
7 
0.898.IO"2 
5 
0.132.IO"1 
3 
0.646.IO"2 
4 
0.618.10-2 
4 
0.627.10-2 
4 
0.628.10-2 
16 
10 
0.268.10-2 
9 
0.467.10-2 
5 
0.221.IO"2 
5 
0.183.10-2 
6 
0.186.IO"2 
6 
0.189.10-2 
32 
18 
0.754.10-3 
15 
0.129.10-2 
9 
0.902.IO"3 
5 
0.538.10-3 
9 
0.548.IO"3 
9 
0.551.IO-3 
48 
25 
0.360.10-3 
22 
0.597.10-3 
13 
0.577.10-3 
5 
0.269.10-3 
10 
0.271.IO"3 
12 
0.273.10-3 
table 15 Number of iterations and ¿2-еггог for problem 5.2 
e\n 
IO" 2 
IO" 3 
IO"4 
IO"5 
8 
4 
0.629.10-2 
3 
0.357.10-2 
3 
0.564.10-2 
3 
0.590.10-2 
16 
4 
0.621.IO"2 
4 
0.302.Ю-3 
3 
0.199.10-2 
3 
0.248. IO"2 
32 
7 
0.638.10-2 
5 
0.204.10-3 
4 
0.245.IO"3 
3 
0.731.IO"3 
48 
11 
0.646.10-2 
5 
0.200.10-3 
4 
0.356.10-4 
3 
0.250.IO"3 
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tab le 16 Number of iterations and L2-error for problem 5.2 
using a = 15°, δ = min (1, h/e). Version 1 
C \ n 
I O " 2 
I O " 3 
ю-
4 
I O - 5 
8 
3 
0.449.10- 2 
4 
0.444.10-2 
5 
0.630.10-2 
4 
0.696.10-2 
16 
5 
0.485.IO" 2 
5 
0.553.10- 3 
6 
0.255.IO" 2 
6 
О.ЗІЗ.ІО"
2 
32 
9 
0.493.10- 2 
5 
0.177.10- 3 
9 
0.508.10- 3 
10 
О.ЮЗ.Ю"
2 
48 
13 
0.497.10-2 
5 
0.174.10-3 
11 
0.856.IO" 4 
13 
0.777.10- 3 
6. Conclusions 
It has been demonstrated that the iterative solution using for instance the precon­
ditioned GCG-LS method of [6] converges very fast for problems with dominating 
convection, i.e., for singular perturbation type equations, when these equations have 
been discretized by the (modified) streamline diffusion upwind method. 
Since the number of iterations is small, the extra cost of keeping all old vectors 
in the GCG-LS algorithm is not important . However, it is recommended to use an 
upper bound of the number of search directions and use a truncated or restarted form 
of the algorithm when this number has been reached. 
The number of iterations for small values of the perturbation parameter e was 
significantly less than for problems which are almost selfadjoint (i.e., with an almost 
symmetric matrix), when the version 1 preconditioning method was used. Since (as 
has been shown in [7]) this method (as well as the version 2 method) can also be 
vectorized (parallelized) well and since it has turned out to be very robust when the 
streamline parameter δ is not too small, we recommend its use for both diffusion 
dominated problems as for convection dominated problems, when the discretization 
is such (as it is in our methods) that the matrix is positive definite. 
Iterative methods for solving convection-diffusion equations have previously been 
considered by Axelsson and Gustafsson [8] and by Elman [17] among others. If one 
uses upwind methods, or modified upwind methods as in [8], the matrix is an M-
matr ix on 5-point difference form. As has been shown in [11], for a rectangular domain 
with natural ordering such a matr ix is quasi-symmetric (i.e., it can be transformed 
to a symmetric matr ix by a similarity transformation). Hence its spectrum is real. As 
can be seen in [8], p.333, a truncated minimum residual conjugate gradient method 
preconditioned with a modified pointwise incomplete factorization method worked 
very well on the convection-diffusion test problem. However, the fact that the spec­
t rum is real means that the method hasn't been tested on the more difficult problems. 
Substantial difficulties can arise if the real parts of some eigenvalues are small but 
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their imaginary parts are nonnegligible. In the present method we have avoided this 
by using the streamline upwind method. As the additional coercivity is bounded be­
low by a positive number uniformly in e, there is a fixed lower bound on the real part 
of the spectrum. In Aarden [1] it has been indicated that for a constant coefficient test 
problem on an τη χ η mesh the eigenvalues of the upwind streamline diffusion method 
are distributed approximately as Xk,¡ ~ a ( l + cos ^j)(6 + ¿A"cos ^τγ), 1 < к < m, 
1 < I < η where Κ depends somewhat on η, m, h, e. Tests show clearly how the 
method deteriorates when this lower bound decreases by decreasing the parameter δ. 
In addition, with this method we can get an arbitrary high order of the discretization 
error (if the solution is sufficiently regular), whereas standard upwind methods are 
only first order accurate in the Z/2-norm. The modified upwind method in [8] is second 
order accurate for fixed values of e but as e —» 0 it goes over in the first order accurate 
standard upwind method. 
Although the theory with regard to existence of the block incomplete factor­
ization method is not complete, the numerical evidence points further to the fact 
that the method is robust for all e and all angles of the velocity field and gives few 
iterations for generalized preconditioned conjugate gradient methods. 
Finally, for general subdomains with an unstructured mesh the above used block 
incomplete factorization method based on line blocks is not applicable. However one 
can use block methods based on other block matrix partitionings or even use point-
wise incomplete factorization methods. Tests with such methods will appear in other 
publications. 
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BLOCK PRECONDITIONING AND DOMAIN 
DECOMPOSITION METHODS I 
ABSTRACT 
A domain decomposition method is used to construct a new type of block matrix incomplete fac-
torization method. The properties of this method are such that it can be used as an efficient (i.e. 
with low computational complexity) and robust corrector on a coarse mesh. Since the cost of it is of 
optimal order of computational complexity there is no need to use any further levels of grids as it is 
in a classical multigrid method. Combined with a smoother on the fine mesh the method turns out 
to perform as well on difficult problems as on model type problems and with a complexity about as 
low as that for a classical multigrid method on the model problems. The method is well suited for 
vector- and parallel computers. The smoothing-correction forms a single V^-cycle step which can be 
used as a preconditioner for a conjugate gradient method, thus guaranteeing convergence. However, 
the method is so efficient that there is little need for convergence acceleration. 
1. Introduction 
In full multigrid methods for elliptic difference equations one works on a sequence 
of meshes where a number of pre- and/or post-smoothing steps are performed on 
each level. As is well known these methods can converge very fast on problems with 
a smooth solution and a regular mesh, but the rate of convergence can be severely 
degraded for problems with anisotropy or discontinuous coefficients unless some form 
of robust smoother is used. Also problems can arise with the increasingly coarser 
meshes because for some types of discretization methods, coercivity may be lost on 
coarse meshes and on massively parallel computers the computing time for transport-
ing information between computer processors devoted to work on various levels of the 
mesh can dominate the whole computing time. For discussions about some of these 
problems, see [15], [16] and [17], for instance. 
Here we propose a method that uses only two levels of meshes, a fine and a coarse 
level, respectively, and where the corrector on the coarse level is equal to a new type 
of preconditioner which uses an algebraic substructuring of the stiffness matrix. It 
is based on the block matrix tridiagonal structure one gets when the domain is sub-
divided into strips. This block tridiagonal form is used to compute an approximate 
factorization whereby the Schur complements which arise in the recursive factoriza-
tion are approximated in an indirect way, i.e. so that its action on some specially 
chosen vectors is preserved in the incomplete factorization. This construction turns 
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out to give such a favourable eigenvalue distribution that the method gets similar 
properties as the ideal corrector, i.e. the stiffness matrix itself on the coarse mesh. 
Therefore it can be used as a corrector on the coarse mesh instead of the stiffness 
matrix. Since the computational complexity of it is proportional to the number of 
mesh nodes there is no need to use a full sequence of meshes. Combined with classical 
smoothers such as Jacobi iteration, red-black block Gauss-Seidel iteration or (block) 
matrix incomplete factorization iteration methods on the fine mesh (post-smoothing 
is found to be most efficient), this smoothing-correction method turns out to have ex-
cellent convergence properties both for regular problems and for problems with some 
singular perturbation parameter, such as in discontinuous coefficient type problems. 
The computational complexity of the method is so low that it is competitive with 
classical multigrid methods even on model type problems, where multigrid methods 
show their best performance. Each iteration step of the method is a V-cycle step 
with only two grids and can be used as a preconditioning step. The two-level method 
can be used as a preconditioner for a conjugate gradient acceleration method, hence 
guaranteeing convergence for any positive definite problem, or for that matter of any 
problem with a positive real matrix if a generalized conjugate gradient method such 
as the GCGLS method in [1] is used as an acceleration method. 
Two-level methods have previously been used with conjugate gradient methods in [2] 
and [5]. For another recent discussion of this, see [20]. In our present case it turns out 
that the preconditioner is so efficient that there is rarely any need for an acceleration 
on top of the V-cycles. 
The method vectorizes well and can be made to work in parallel between the sub-
domains if we use an odd-even cyclic reduction ordering method. This latter method 
is treated in Section 7. 
The remainder of the paper is organized as follows. In Section 2 we present the 
incomplete factorization algorithm and its properties and we give some numerical 
results for its use as preconditioner in a standard Conjugate Gradient algorithm. In 
Section 3 we describe the smoothing-correction scheme and prove convergence in case 
of the ideal corrector on the coarse grid for one and two dimensional model problems. 
In Section 4 we prove convergence in case we use the new preconditioner as corrector, 
while in Section 5 a comparison is made of using the incomplete factorization as a 
corrector instead of the ideal corrector. Numerical results and some conclusions are 
found in Section 6. In Section 7 we describe the use of an odd-even cyclic reduction 
ordering method which calls for a somewhat different construction of the precondi-
tioner, we conclude with numerical results for this method. 
DOMAIN DECOMPOSITION METHODS I 97 
2. T h e i n c o m p l e t e factorization m e t h o d 
Consider an elliptic problem 
- V ( J 4 ( I , y)Vw) = f{x, y), (x, y) e Ω с R 2 (2.1) 
with some Dirichlet or Neuman type boundary conditions on Г = dSl. Here A, of 
order 2 χ 2, is uniformly positive definite on Ω. For notational simplicity we assume 
that the domain is rectangular but this is of no fundamental concern for the method. 
The problem is discretized with finite differences or finite elements. 
Figure 2.1. An example of a piecewise linear f.e. mesh and subdomain decom­
position, with Dirichlet boundary conditions. Here A· = 2, ρ = 5 and η = 10 
The domain is divided into strips with к vertical meshlines within each subdo­
main where we let the dividing line belong to the domain to the left of it. Using a 
lexicographic ordering and a matrix partitioning corresponding to this domain de­
composition we get a matrix on block tridiagonal form 
A = tridiag(A, i,_ 1,4, i l,A, i,+ i), i = 1,2,..., ρ 
where ρ is the number of subdomains. The total number of vertical meshlines will be 
denoted by η (note that η — ρ · к). 
This block matrix structure will be used to compute an approximate block matrix 
factorization of A. Consider first the structure of the block matrices. Each diagonal 
block A,, corresponds to the nodes on a subdomain (the ?th) and Α,,,^ι and A, i l + 1 
provides the coupling between the subdomains. Since only the last line of each subdo­
main is coupled to the next subdomain, these latter blocks contain just one nonzero 
block matrix, whose order is equal to the number of points, m along each vertical line. 
98 Chapter 5 
If we use a lexicographic ordering of the lines the matrices Altl become themselves 
block tridiagonal, 
and 
A,.-i 
Λ... 
' 
R(.) 
B2,l 
E 
V 
D ( . ) 
ΰ1,2 
RÍO 
ΰ2,2 
^3,2 
0 
.-Ι)"! 
ο ( · ) 
^2,3 
n
(«) 
β 3 , 3 
î 
0 
ο ( 0 
A,.+ l = 
Β
(·) 
Bö J 
г 
-<ì 
0 
Finally note that all nonzero blocks, В, ' ' , r=s—1,5, з+1,Е\'¿" and Я^'J are sparse 
matrices, tridiagonal, bidiagonal or sometimes even diagonal, depending on the type 
of discretization used and on the problem (piecewise constant coefficients or generally 
variable coefficients). 
A block matrix factorization of A takes the form 
where 
and 
A = (X - L){I - X^U) 
L = tridiag (Л1 > г_і,0,0) 
L/ = tridiag(0,0,yl l ) t + 1) 
X = dia,g(X1,X2,...,Xp). 
(2.2a) 
(2.2b) 
Here the block diagonal matrix X must be computed. It blocks satisfy the matrix 
recursion 
Xi = Αχ,ι, X, = Attt - Α,,,-ιΧ^Α,-ι,,, г = 2,.. . ,ρ . 
Because of the sparsity structure of .4t,,-i and -Α,-ι,,, an elementary computation 
shows that the last term has only one nonzero block namely in the upper left corner, 
so all blocks of Х
г
 are equal to those of .4.,,,, except (Χ,)ι,ι, the first matrix block, 
which satisfies 
(Xt)ltl = В\]\ - Μ!* (-Κ,-^Μ^',ι . i = 2,3, · . . ,p. 
The matrices {Χ^ι,ι computed in this way will be full, however, and the computation 
of the last block of the inverse Χ'^χ will be somewhat expensive. (One way to compute 
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it is to factorize the block tridiagonal matrix X^i as a block matrix. Then (Χ'^κ,κ 
is equal to the inverse of the final block in the corresponding matrix recursion, cf [3].) 
Instead we compute sparse approximations in such a way that the action of the 
approximations on two particular vectors et,i = 1,2 is the same as the action of the 
matrices we are approximating. The choice of vectors we make are the "consistency" 
vectors, 
Ε 1 = е = (1,1, . . . ,1) ' 
and 
Êz =v = (1 ,2 , . . . , m)' . 
The structure of (Χ,)ι,ι will then be the same as in B\'[, namely a symmetric tridi­
agonal matrix. 
Such a matrix can be computed with little computational effort. We have in fact: 
L e m m a 2.1. Let b
s
 = Be
s
, з = 1,2, where e, г* defined above for some, 
possibly implicitly defined symmetric matrix В of order m. Then there exists a unique, 
symmetric, tridiagonal matrix G = Іггогад(д
г
,
г
^і,д
ГгГ
,д
ГгГ+і), г — 1,2,...,m, such 
that Ge, = Be
s
,s = 1,2. Here 
ffr+l,r = 9r,r+l - 5r,r-l + (&2 _ rh.i)r (2.3) 
Г τη 
= Σ Σ θ ' -
ί ) ^ r = l12,...,m-l (01,0=0) 
e = l j = r + l 
and 
9r,T = (Ьі)г - 9r,r-l - Sr,r + 1 
Proof. Note first that 
{GU-iOh^BU-e)}! 
which implies 
ff2,i =$1,2 = { S ( i l - e ) } i 
or 
η 
52,1 =01,2 = Σ ^ ^ ^ I J · 
Hence (2.3) is valid for r = 1. The proof continues by induction. Note that 
{ G ( r - r e ) } P = { B ( £ - r £ ) } P 
which implies 
Sr+i.r = 0r.r+i = flr.r-i + {B{v_ - reS\T 
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or 
г —1 η π 
9r+i,T = 9r,r+i = Σ Σ ^ ~ ¿)ol-j + Σ ϋ ~ т">Ът'} 
ι=1 j = r j = l 
г η 
=
 Σ Σ ( J - M j . r = 2,3,...,n-l. 
1 = 1 j = r + l 
Finally, д
г
,
г
 is determined by (Ge)
r
 = (Be)
r
, i.e. 
9r,r = (Be)T - Qr^-i - 9r,r+i • 
Note that the explicit entries of В are not required, only its action on vectors must be 
computable. In our case В corresponds to the matrices в[ '[ —E\'^ (ХГ-і)к,кЕк^ , 
which are Schur-complement matrices and are not computed explicitly. Each action 
means therefore among other things a solution of a linear system with the subdomain 
block Χ,-ι. When solving systems for these subdomains we can use various methods; 
if we use a direct solution method it is advantageous to reorder the meshpoints hori­
zontally for the solution process. The semi-bandwidth of the matrix X, then becomes 
k, the number of vertical meshlines in the substructure, and к can be kept small. 
Hence the cost of solving the subdomain problems is essentially proportional to the 
number of meshpoints in the subdomain as long as we keep к small (more precisely, 
the solution cost increases with a factor O(k) and the factorization cost with a factor 
0(k2).) 
Since Х
г
 is equal to Attl but with the top diagonal block replaced by a matrix 
G, of the form defined above, we need to know more about G,. Most importantly is 
G, positive definite ?. 
T h e o r e m 2.1. Let В be symmetric with entries Ь1>] satisfying bZtJ < 0, j > 
i + 2. Then the quadratic form of G defined m Lemma 2.1 is bounded below by the 
quadratic form of B, i.e. 
{Gx,x) > (Βχ,χ) Vx € R m . 
Proof. A straightforward computation shows that 
m ƒ τη 
(Βχ,χ) = Σ Σ0·.; *? - Σ ^ Μ ι ' "Хз)2 
>=! \ ; = 1 / . = 1 ., = 1 + 1 
Hence, since В^ = Ge^, we have 
τη f m \ m— l m 
(Βχ,χ) = γ^ Σ ^ l·' + Σ Σ (-MO*. - ^)2 
.= ι Ъ = і / .=ι j = i f i 
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and it remains to show that for all χ € R m , 
m — 1 m m —1 
Σ Σ (-b.jK*· - ^ ) 2 < Σ ( - з м + і Х * . - z.+i)2· (2·4) 
ι = 1 j = i + l > = 1 
We have 
(ι, - i j ) 2 < (J - Ο Σ ί 1 * -Zfc+i)2, j > i + 2. 
Hence 
m —1 m τη —1 τη —2 m 
Σ Σ, (-ьлъ -ъ)2 = T,(-b"+Mx'-ъ+і? + Σ, Σ ί - ^ Η * · - ^ ) 2 
ι = 1 . 7 = 1 + 1 » = 1 ι = 1 j = » + 2 
m —1 m —2 m j —1 
< Σ^-^ '+^^-^+ι^ + Σ Σ ( - Μ ϋ - ο Σ ^ - ^ + ι ) 2 
г = 1 ι = 1 j = t + 2 k = i 
m —1 m j — 1 
ι = 1 j = t + l k = i 
= Σ ( χ , - ^ + ι ) 2 Σ Σ (j-oí-b-j 
fc = l 1 = 1 j = fc + l 
m - 1 
= y^(Xfc - Xfe-n)2(-fffe,<!+i). 
fc = l 
which is (2.4). • 
Corollary 2.1. ie í В be SPD and В satisfies the conditions stated m Theorem 
2.1, then the matrix G defined in Lemma 2.1 is SPD and the spectrum σ of the 
generalized eigenvalue problem XGx = Bx satisfies σ С (0,1]. • 
Note that theorem 2.1 shows that there is no "stability problem" because positive 
definiteness will be preserved. However, when applying Theorem 2.1 to the recursively 
defined matrices G,, where G, is defined by 
Gte, = (BÍ;> - ßi:;1)(A:r_11U.fc<r1,)c.. s = i ' 2 (2·5) 
and 
X, = A,,, + diag(G1-B (1 , i ) 1 ,0 ) . . . ,0), 1 = 2 , 3 , . . . , ? , (2.6) 
we must assure that BJ'j —E^ (X~Ji)k кЕ
к
!l gets no positive entries in positions 
i,j where \j — i\ > 2. This would be the case if X,-\ is a monotone matiix. To examine 
this we can use the following Lemma. 
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Lemma 2.2. Let В be a symmetric matrix with positive rowsums, i.e. with 
Be > 0. Then G, defined m Lemma 2.1, is a diagonally dominant M-matrix, if and 
only if 
τ m r m 
Σ Σ Ü - O b j < Σ Σ {І-і){-Ь,Л r = l , . . . ,m (2.7) 
1=1 j = r + l » = 1 j = r + l 
b.,j>0 b.,j<0 
Proof. Lemma 2.1 shows that 
г m 
flr,r+i=^ ] C O ' - » ) b t , j . τ = 1,2,...,τη-\ 
and Ρτ-,Γ+ι < 0 is equivalent to the statement. • 
Clearly, if bXt3 < 0, г Φ j , then G is an M-matrix. Also if blt] < 0, |¿ — j \ > 2 and 
ο,,,-ι and ο,,ι+ι are sufficiently small compared to the numerical values of the other 
entries in the same row, then one can show using a technique presented in [6] that В is 
monotone. In particular, the first block Лід is monotone if the entries of Aiti next to 
the main diagonal are numerically sufficiently small, if they are positive. Next Lemma· 
2.2 shows that the matrix Gj, defined by the action of Bj { — £[ ¿(jf f1 ) j n ^ [, is an 
M-matrix (if 2.7 is valid) so the top diagonal block of X2 is an M-matrix. Repeating 
the argument with the factorization of X2 to show that it is monotone, we can show 
by recursion (of length p) that G, are M-matrices and Xt are monotone. Therefore 
all matrices В = B\'[ — E]1^ (Х^^к^Щ'^ satisfy the sign requirement 6 !)7 < 0, 
|i - j \ > 2 and Theorem 2.1 is applicable for all matrices in the recursion. This shows 
Theorem 2.2. Let A of order ρ • к χ m be SPD with entries of the diagonal 
blocks as described above, let Xl be defined by the recursion (2.5), (2.6) and let 
С = {X - L){I - X-lU) 
where L,U are defined by (2.2a,b). Then 
a) the spectrum of C~1A is contained m the interval (0,1] 
b) at most (p — 1)(Î7J — 2) eigenvalues are not equal to 1. 
Proof. The proof of a) follows by induction, using Theorem 2.1 with 
В = BÜ - ^ Λ Κ λ ) ^ - " and G = {X.U. 
To prove b) let R = С - A. Then R is blockdiagonal with diagonal blocks R,, 
1 = 1, 2, . . . ,p, of order ink χ тк, where 
Rl = 0 , R, =X, + Í4 1 I I _ 1 X,-_ 1 1 J4 ,_ I I I - A, ι = 2,...,p. 
Further in R, only the first diagonal block (of order m χ m) is nonzero. Hence, 
there are at most (p — l)m nonzero eigenvalues of R. By construction, R,e1 = 0 
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and Rte2 = 0. where Cj and ej as defined above, so Rank (Rt) < m - 2. This gives 
Rank(ß) < ( p - l ) ( m - 2 ) . • 
Remark 2.1. The above estimate shows that the quadratic form of С is 
bounded below by the quadratic form of A. An estimate of an upper bound of the 
quadratic form of С will not be derived here. Numerical tests (see below and table 
4.1) indicate that the condition number of C^A is 0(h~l) or smaller when к is 
fixed (independent of h). However, due to the construction of C, it turns out that 
the smooth part of the spectrum of С7~1Л is concentrated about the value 1 and 
only the "rough" part, corresponding to eigenvectors with fast oscillating components 
contribute to the lower part. 
Numerical results. 
We consider the problem 
-Au = ƒ in Ω = (0, l ) 2 , и = 0 on dii 
discretized with central differences on a uniform mesh, ƒ is such that the exact solution 
is 
u(x,y) = exp(a:y)(l - x)x(l - y)y 
As initial vector for the Preconditioned Conjugate Gradient iterations we have chosen: 
1) C~xb where 6 is the righthandside of the linear system to be solved. 
or 
2) A randomly filled startvector IQ with {x^^x^) = (b,b). 
The iterations were stopped when 
a) (rk,Tk) < Y^ ö Л4 (absolute stopping criterion) 
b) (r*,r*) < 10~ 1 0 (r 0 , r 0 ) (relative stopping criterion) 
where r* = Ax* — b is the residual at the k-th iteration. 
Let us recall: 
m is the number of unknowns in a vertical line, 
к is the number of vertical lines within each substructure 
ρ is the number of substructures (p = т/к). 
The following tables show the number of iterations for various values of η and k. In 
tables Al,2 for the algebraic substructuring method with matrix G, computed by the 
algorithm in lemma 2.1 and in tables Bl,2 the number of iterations for the (M)BIC 
( (modified) incomplete block matrix factorization method) with halfbandwidth к for 
the occurring approximate inverses (cf. [3] and [8]). 
The latter tables are included only for reasons of comparison. The number above is 
with stop criterion a) and the number below with stop criterion b). 
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table A l Xd = С ^ Ь table B l x^ = C ^ ò (M)BIC 
a) 
b) 
a) 
b) 
a) 
b) 
a) 
b) 
k\jn 
1 
2 
4 
8 
8 
1 
6 
1 
5 
1 
4 
0 
0 
16 
2 
8 
2 
6 
1 
6 
1 
5 
32 
3 
10 
3 
8 
2 
7 
2 
6 
64 
5 
12 
4 
10 
4 
9 
3 
7 
(un)mod 
unmod 
mod 
unmod 
mod 
* \ m 
1 
1 
2 
2 
8 
1 
3 
1 
3 
1 
3 
1 
3 
16 
3 
6 
3 
5 
2 
5 
2 
5 
32 
6 
12 
5 
9 
5 
8 
4 
8 
64 
14 
22 
8 
14 
10 
16 
7 
12 
table A2 IQ = random table B2 x^ = random, (M)BIC 
Jfc\m 
1 
2 
4 
8 
8 
3 
6 
3 
5 
2 
5 
1 
1 
16 
5 
9 
4 
8 
4 
7 
4 
7 
32 
8 
13 
7 
12 
6 
11 
6 
10 
64 
13 
19 
11 
17 
10 
16 
9 
15 
(un)mod 
unmod 
mod 
unmod 
mod 
* \ m 
1 
1 
2 
2 
8 
2 
5 
2 
4 
2 
5 
2 
4 
16 
4 
7 
4 
6 
3 
6 
3 
6 
32 
8 
13 
6 
10 
6 
9 
5 
9 
64 
15 
24 
10 
15 
11 
18 
8 
13 
Remark 2.2. In all cases the distance of the iterative approximation in /2-
norm to the exact solution of the differential equation when using the absolute stop-
ping criterion was almost equal to the distance when using the relative stopping 
criterion. This means that for the relative stopping criterion, we iterate longer than 
is needed to reach the level of truncation error. See further figure 2.2. 
We see that for smooth residuals, the substructuring method with matrices G¡ 
converges much faster than the more classical block incomplete methods but for 
random vectors the methods are comparable. Since the cost for the (M)BIC method 
for halfbandwidth к is comparable with the cost for the corresponding substructuring 
method, we see that in general the latter is more efficient. 
Note also that it has been shown in [7] and [19] that the conjugate gradient 
method has a tendency of damping the components corresponding to the small eigen­
values first (at least if they are sufficiently apart from each other). Therefore, loosely 
speaking it takes some iterations of the conjugate gradient method, before it begins 
to work on the larger and smooth (and hence more important) components. This 
explains why the method works faster for problems with a smooth preconditioned 
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residual, where the components corresponding to the small eigenvalues are small 
from the beginning. 
Finally, we mention that it has been shown in [4] that for the model problem 
(constant coefficient problem on a rectangular domain) the number of iterations in­
creases as 0(n2 ) in the M BIC method. This behaviour is fairly well seen from tables 
B.l and B.2 for the relative stopcriterion. 
A similar behaviour is seen from table A2 for random initial residuals. For a smooth 
residual, the increase of the number of iterations is much slower, it seems to be 
0(log n). 
*_! 
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figure 2.2. Error history of substructured method. 
3. The smoothing-correction method 
3.1. The algorithm 
To solve the system, 
AhU hVLh (3.1) 
on the fine mesh Ω/,, we'll use a standard two level multigrid method (see for instance 
[11]) except that we shall use the preconditioner defined in the previous section as 
corrector on Огл- To this end we discretize problem (2.1) on Ω
Λ
 using a standard 
finite element or finite difference method to get Ah and on the coarse mesh ΩΗ to 
get AH and use the latter to construct the corrector Сн as described in the previous 
section. Note that Ац could also have been derived from Ah using a Galerkin type 
of method (see [15]) but we haven't considered this here. 
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Although usually we will take H = 2ft other choices are of course possible. On one 
hand one might take H = 4ft or H = 8ft for instance, if the problem under consider­
ation is very smooth leading to a very efficient algorithm but on the other hand the 
choice H = ft, making the method a one level smoothing-correction scheme, may be 
the best choice in case of wildly varying coefficients or a solution with very unsmooth 
behaviour in which case A2h and thus Сг;, are bad approximations of Ah-
The smoothing-correction scheme takes the following form: 
Choose a^; set т^ , — І4ЬЖ0 — ƒ 
Loop rW = ЯЦт^ 
Solve Ся<5 ( Я ) = -z : ( H ) 
¿(fc)
 = phgW 
x=x + 6(-h) 
r_W = , W + Ahstb) 
r<fc) = Sv(Ah)rW 
1{(\\TW\\ > e ) Goto Loop 
Here Rff denotes the restriction operator from Ω
Λ
 —> Ω«, P ¿ the prolongation op-
erator from ÍIH —» Hh, and 5,^ (^ 4;,) denotes ν smoothing steps with some smoothing 
operator for Ah. Various choices for the smoothing operator are possible, (see for 
instance [11]), in the numerical tests we have used Jacobi, Red-Black Gauss-Seidel 
and an incomplete LÍ7-factorization. We consider here only postsmoothing because 
it turned out to be most efficient in the numerical tests but pre-smoothing or pre-
and post-smoothing are also possible. 
Note that one iteration of algorithm (3.2) could also be used as a preconditioner in 
a Preconditioned Conjugate Gradient type of method, in which case for a symmetric 
positive definite problem convergence is assured. 
What makes this algorithm a two level method instead of a full multigrid scheme 
is of course step (3.2.a) where we solve with Сц on Sin instead of using Ац. This 
choice makes the method much simpler, no nested recursions of the algorithm are 
needed to solve systems on increasingly coarser grids, and if Сц turns out to have 
about the same approximation properties as AH on Ω# to AH than the method will 
have roughly the same convergence behaviour as full multigrid methods. Note that 
even if CH doesn't approximate Ah as well as AH then it is also possible to replace 
step (3.2.a) by a few steps of a P.C.G. method with CH as preconditioner to solve 
A„¿H) =. -г"". 
Before returning to the question of the accuracy of CH as corrector in Section 5, we 
will first give a convergence proof of the two level scheme using AH instead of С'н as 
(3.2a) 
(3.2) 
(отг{н) = Ax- ¿h) 
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correction (i.e. the ideal case) on Ω# for the model problem on a square using only 
an elementary analysis. This will also give a clear insight into the mechanism of this 
smoothing-correction scheme. To this end we will determine the reduction factor, i.e. 
the constant factor with which the residual is at least reduced at each iteration. It is 
easily seen from algorithm (3.2) that the iteration matrix M for the residual is given 
by: 
M = S
u
(Ah)(I - AHP^C^RZ) (3.3) 
or in case of using the ideal correction 
M = S
v
{Ah){I-AhPiliA-H1R^) (3.4) 
and it suffices to estimate | |M| | . 
We will start with the one dimensional analogue since the two dimensional case 
follows mainly from this. Similar analysis are found in [10] and [ll],for instance, but 
the authors have been unable to find all details in previous publications. 
3.2. Reduction factor for a one dimensional model problem 
Consider 
Í -un = ƒ, 0 < x< 1 
\ u (0 ) = u(l) = 0 
A central difference discretization on Ω/, leads to the following system 
(3.5) 
AhXh = t h where Ah = tridiag ^-[-1,2, -1] (ft = — ) (3.6) 
where we assume that η = 2T — 1, for some positive integer »·. 
The eigensolutions of (3.6) are (λ^ , ^ / 1 ' ) , к = 1, 2,.. .η where 
{φ(^>)
χ
 = ф
к
{х^ = smkvxi, ι' = 1,2, . . . η (χ, = ¿ft) 
.(h) ,2 . knh
 2 
X
x ^ f t 8 1 1 1 - ! - ) 
Let Â(bb) = ЗД*1, then 0 < λ ^ < 1. 
(Note that 1 - λ!' 0 = 1 - s i n 2 ( ^ ) = c o s 2 ( ^ ) = sin2 f fc(iH-l-lb) = A ^ ^ J . 
Initial residual: 
r»=Ah^-/A=:¿at0¡Lh 
/t=i 
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Restriction (Full Weighted): 
The restriction operator is symbolized by: 
I 1 1 
Therefore 
n
 1 
= Y^ak-sinknx,(coskKh + 1) = ^ Q f c ( l - À^^sinfcxx, 
k^i 
к = 1 
^2>^+l_kaksmknxt 
k = l 
(Note that the restriction acts as a smoothing operator.) 
Note that for к = 1,2,..., ^ and i even. sin(n+l k)nxl = - sin knx,. Therefore: 
-,— n—L 
ï.2h(x·) = ¿2(ak^n+i-k " ап+і-к^
к
 )smkxx, —: ^ àksmknx, χ, t Юг/, 
fc-i fc=l 
Correction on ί^ /,: 
In this analysis we assume "ideal" correction i.e. 
fc = l ^ К 
Prolongation: 
The prolongation operator is symbolized by: 
I 1 1 
Hence 
έ/, ( · ' · , ) - bh (•»·.). ' ^ 2 , 4 η - 1 
hU.) = „(¿ί/Λ-ι-,-ι) t ö2h(.r, + x ) ) , ι =. 1 , 3 . . . , 7 ) 
DOMAIN DECOMPOSITION METHODS I 109 
i.e. for i = 1,3,.. . ,n : 
Tl 1 
2
 1 1 
k=i -4 
fc = l л * 
(i.e.) 
л
 { \ S^
 1
 - / ΐ - λ ^ + λ ^ ί . . t even 
^ ( χ · ) = - L· ^ ) Q f e \ ! _ л?") _ -XW ) smk7TX" i odd 
η - 1 
2 Η 
= — y j , . Qfc[(l — λ^ ')smkKxt — λ^ . sin(7i+l—A;)^·^,] 
fc = l ^ к 
n - l 
2
 1 - n 1 
fc=l Afe fc=^il A n + l - f c 
where we have used sin(n+l —λ)πχ, = ( — l ) ' - 1 зіпкжх,, for г — 1,2, . . . , n and к 
Hence the corrected solution on Ω^ takes the form: 
x'h = Xh + 6
 h 
with residual 
= Σ ( α * - тмЬпІі-к&кШх,) 
fc = l A f c 
+ Qnj^j (^п · l ( i , ) 
+ Σ («* + 7 ( 2 Ï j — Â ^ ^ d n + n ) ^ ^ . ) 
fe: 
Expanding the ak we find 
^==^1 ^n+l-fc 
2 »inj и і ) ι 
^ ( x . ) = ^ a b [ l - - ^ ( Â L ^ - f e ) 2 ] + a - H - ^ A Î . ^ ^ A i * 1 0^*,) 
fc=i l Afe Afc J 
v(fc)
 λ
( Λ ) 
+ Σ { -^ l -^ ÌA^-fen + ^x-fe-à^A^-feÀ^^fe^) 
по 
Chapter 5 
кжк, 
Elementary computations give: 
t h ( i . ) = 2 ^ s m -^-[afc + a„+i-fc]<Mx,) 
fc=l ¿ 
Π 
к=1 
η 
=--Y^ßk<i>k{Xi) ,г = 1,2,...п. 
к=1 
and we see that 
ßk ~ 0(Л2) for Jfc small, к = 1,2,... 
ßk ~ Qfc for к ~ 2±1 
/3fc ~ Qfc + Q n + 1 _ f c for fc large, fc = η , τ ι - Ι , . 
Postsmoothing: 
For simplicity we will consider here only Jacobi smoothing 
¿¿ί=£-λ) - f tór 1 *- / , ) . І = 1,2,. •,ν, 
(3.7) 
,ω
 = η
ο-1)_Ι^ο-υ = ( 7 _ 1 Α Λ ) , ( Γ ΐ ) ι ,· = χ ^ , . . . , , . 
where τ, are some positive parameters. 
Hence: 
d,')(*.) = ¿A^(ALh))0t(a:,) г = 1,2,...η 
fc = l 
(rhere 
А ^ 
This brings us to the iteration matrix 
M = SV{AH){I - AhP^A^Rlh). 
Using the </>¡:'l) as basis it follows from (3.7) and (3.8) that we may write: 
M = DSi,D-x 
2 
2 
J ^ i I, 
where Ds,, and D^ are diagonal matrices with 
(3.8) 
(3.9) 
,r(M (Z)5J, = S^K') and (i?x), =A; n ' , i = 1 , 2 , . . . п. Uh) 
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Theorena 3.1. The reduction f actor f or the model problem with optimal Jacobi 
smoothing is bounded by 
| M | | 2 < 2 1 min max \x TTil ) |. 
f.eio.ijzelo,!]1 IJf r / ' 
Proof. From (3.9) we have immediately: 
\M\\2<2\\DsKD%\\2<2max\Sv(\[h))\[h)\ 
* l < t < T i 
Since 0 < \[h) < 1 we have 
IMIL < 2 max \SJx)x\ 112
 - «eio.i]' 
So for instance with ν = 2 we find as an upper bound for the reduction factor 
1(2 - y/3) ~ 0.0893 where fi = 2уД 
best approximation problem, see [7]). 
• /З) ~ 0.0893 where fi = 2уД - 3, h — 2fi (for more general results on this 
3.3 Reduction factor for a two dimensional model problem We will now 
consider the two dimensional analogue of (3.5) 
-Au = f οηΩ = (0,1)2 
u = 0 on Г = дП 
(3.10) 
Central difference discretization on Ω/, leads to 
Ahxh = f_h (3.11) 
where 
i l f c = t r i d i a g [ - l , 2 , - l ] ® /
n
+ /
n
® t r i d i a g [ - l , 2 , - l ] (h = ^ ) 
where ® denotes the tensor product. 
The eigensolutions of (3.11) are given by (Ap,ç, (/>( ), p,q = 1,2,.. .n, where 
(-Ρ,1\ = Фрл^чУз) = sinpTTX.sinq^yj, ¿,j = 1,2,...,η (.τ, = ih, y} = jh) 
i.e. <fiPt4 is the product of the one dimensional functions in x- and ¡/-direction. 
л
р,ч -
 λ
ρ
 +л
ч 
where λρ , ρ = 1,2,..., η are the eigenvalues for the corresponding one dimensional 
problem. 
Let λ ^ = ^ А ^ - fX(Ph} + fXp, then 0 < A ^ < 1. 
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Initial residual: 
Ll = Ahxl - ƒ, =: Σ «WK 
Restriction (Full Weighted): 
1/1β 1/8 1/1( 
It is readily seen that this is just a tensorproduct of the 
one dimensional restrictions in x- and ¡/-direction and 
since ф
р
,
ч
(х,у) = ф
р
(х)ф
ч
(у) it follows that 
1/8- • 1/4·*- - 4 / β 
1/1β 1/β 1'1< 
Ггы(хг,У])= Χ ) « Μ ^ + ι - ρ λ Ι + ι . , β ί η ρ π χ , β ί η ς π ^ , г, j = 2,4,6,.. . , η - 1 , 
Ρ.ϊ = 1 
»-ι 
2 
і - г Л І
1
· ! ^ ^ — 2^f \ а Р'9 Л п+1-р л п+1-д «n+l-p.ç^p Λ
η + 1_ 
P.Ç=1 
α ρ , η + ι - , λ ^ ι - ρ λ ^ +<*n+i-P,n+i-4Xp
h)
~
x{
4
h))<t>P«(x"yj) 
= '• Σ
 а
р.чФр.я(х"Уз)· 
Correction on Пгь: 
Using again the "deal" correction, we have 
^2h¿2h = -ï-2h ^ 
Ьн = - Σ ΰ^)0"·^^' 
ρ,9=1 Λ Ρ . 9 
Prolongation 
1/4 1/2 1/4 
1/2 1 1/2 
1/4 1/2 1/4 
[1/2 1 1/2] 
1/2 
1 
1/2 
Since this is again a tensorproduct of the linear interpolation in x- and ¡/-direction, 
we get following the one dimensional analysis: 
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аіг^чУ])- ¿^ TT2iöQP-4 i 1 IW Uh) ¡SinpnX, < 
p,q=l λΡ,4 *· 1~ΛΡ ~ΛΡ ' K 
even 
Ddd 
ί ΐ - λ ^ + λ ^ \ . f," 
ІІ-А^-А^Г
Ш
^ υ 
even 
odd 
η - Ί 
2 1 
Σ Т Т г л ) 0 ^ 1 _ λ ^ ^ ^ η ρ π χ , - A{, f c )sin(n+l-p)M,] 
χ[(1 - А(,ь))8іпст», - Α^>8ίη(η+1-ί)π^] 
ρ , ϊ = 1 Λ Ρ . 4 
Expanding the άρ,
ς
, using the eigenvectors as basis and by a suitable reordering of 
the nodes we may write: 
£p.9 = Dp^à.p,q Ρ, 9 = 1,2,... ^ 
where 
(£h)p,q 
( íh)n+l -p ,n+l - 9 
(¿h)n + l -p , ç 
(¿h)p,n+l-c 
^PW = 
a P . i 
Ûn + l - p . n + l - î 
Q n + l - p . q 
Qp,n + l - ? 
and 
*>P« = 
- 1 
Л
Р.9 
гчС·) îC«) 
л
п + 1 - р л п + 1 -
Ч 
_ л ( Л ) ; ( Ь ) 
Ρ ч 
_ì(h)i(h) 
Л
Р
 Λ
η+1-η 
хС·) л(Л) 
Λ
η + 1 - ρ Λ ί 
For ρ and/or q equal to ^у^ we define: 
Λ
η + 1 - ρ Λ ι ι + 1 - 1 | 
— Лр Λ
η + 1 _ 9 
-, τ 
Л
п + 1 - р Л Ч 
(Λ) 
¿p„ = (¿h)P„ ( ^ . ¿ „ „ ë R 1 ) 
âp,ç = »ρ,, 
D p , , = 0 
and therefore we may write: 6 = blockdiag (DPt4)à 
Correction on Ω»,: 
5л = : ih + ¿h with residual 
1 D 2 M N Û = rh + AhS_h =(I- AhP^A^R;:')rh 
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Using the above ordering and basis we find 
H = blockdiag (ƒ + APiqDp<4)ih 
where 
Í diatrf X(h) À(h) A(h) XW \ η π - 1 2 2=1 
^ AJ,,, ρ or 5 equcd to ^ ^ 
Straightforward computation gives that 
1
 л. 
. ( 2 h ) " P . « j : ( / . ) ï ( h ) \ ( Ό Λ ( Μ 
Λ
Ρ . Ϊ
 Λ
Ρ
 Λ
η + 1 - ρ " , " Λ 9 Λ η + 1 - ς 
1 
•^Ρ,ϊ P > 9 = 1 ι 2 5 · · · > I l 2 _ 
• xCOxCO , \(h)\('·) p ' , 
Λ
Ρ
 Λ
η + 1 - ρ Τ " Α ΐ л т » + 1 - с 
For ρ and/or q equal to у^^ - we define Ар
ів
 as Aj, + λ, . Finally defining 
p,q τ-) 1 9 n — 1 
ТТМТТлІ , j(h);(h) •L'p.î P J 9 — J - j * ! · · · 2 
0 otherwise 
leads to: 
rj; = blockdiag (Α,,,ίΑ-1, + Dp,q))rh 
Postsmoothing: 
We use again Jacobi smoothing and analogously we find 
r[v) = S
v
(Ah)rX = Sv(Ah)(I - AhP2hhA^Rlh)rh = Mrh 
S
v
(Ah) = blockdiag ( 5 ^ ) 
*2h 
where 
s l v ) = i d i a g ( S 4 A ^ ) > S , ( Ä ^ _ p . n + 1 _ q ) , S ^ A i h + \ _ p J , S v ( A ^ + 1 _ q ) ) , p , q < ψ 
94
 \ Ж А ^ ) ρ or g equal to =±1 
where we have used again the above ordering and basis. 
Writing M as 
M = 5'I/(^h)blockdiag(Äp,,)blockdiag(Ä-19 + Ό
ΡΛ
) 
= blockdiag(S;igÄp,c) • blockdiag(Â-J + ¿ρ,,) 
we can bring the estimation of ||Af||2 back to estimates for 4 χ 4 matrices. 
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L e m m a 3.1 
A. 
B. 
S(I/)A 
JP,i1YP,4 
K,\ + DP,4 
< 2 max | r J J ( 1 -
< 2 
J = l 
(^ = P ^ ) 
Proof. A. This follows immediately from 
^Р,Ч^Р'Я ~ 2 " ' a 6 ( ' ' ' ' ( ^ p , i ) ^ p , ï ' ' ' " ' ( ^ n + l - P , n + l - i ) ^ T i + l - p , n + l - 9 i 
5 (\ih) ) \ W S (\{h) ) \ { h ) ) 
so 
ÇÎ"'л < 2 max 
2 ι 6 
I/ 
В. There are two cases to consider 
1) ρ and/or ç equals 2±i then £>,,, = 0 and A" J = - ( M | - ( M < ¡ ¡ ^ = 2 
2) P)9 < а у і · Іи this case, it suffices to show that | |/?А,^|І2 < 2 λ, μ € (0,1) where 
£>*,„ = 
ι 
μ+Α 1 
/i + λ 
1 
μ + λ 
1 
Μ+λ 
+ μμ + λλ 
-μ2Χ2 -μμλλ μμΧ1 μ2ΧΧ 
-μμΧΧ -μ2 Χ2 μ2 XX μμΧ2 
μ2ΧΧ μ2ΧΧ —μ2Χ2 —μμΧΧ 
μ2ΧΧ μμΧ2 —μμΧΧ —μ2Χ2 
where we have introduced μ — 1 - μ and λ = 1 — λ. Straightforward computations 
give that Οχμ is symmetric, diagonally dominant so that 0\μ is positive definite. 
We will show that 
i) Trace (Dx^) < 4 VA, μ €(0 ,1) 
ii) Det(Dxtll - 21) > 0 VA, μ € (0,1) 
From i) it follows that at most one eigenvalue of 0\,μ is larger than 2 from ii) it 
follows that 0, 2, or 4 eigenvalues of D\^ are larger than 2, so all eigenvalues of Χ>λ,μ 
are bounded by 2, i.e. ||Γ)λ,μ|ΐ2 ^ 2. 
Proof of i). We split the trace into two pieces and show that both are bounded by 
two 
(ia) + 
1 (1-μ)>(1-Χ)>+μ>Χ 2 \ 2 
< 2 
μ + Χ'2-μ-Χ μ{1 - μ) + X(l - X) 
ƒ _2[μ{1 -μ)+ A(l - Α)] - (μ + Α)(2 -μ- Α)[(1 - /02(1 - Α)2 + μ* λ*] 
9' (μ + Χ)(2 - μ - Χ)[μ(1 - μ) + Χ(1 - Χ)] 
^ 2 < ? - / > 0 
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2g-f= -2μ\{μ + λ - 1)2(1 - μ)(1 - λ) + μ 2(1 - μ) 2 + λ 2(1 - λ) 2 
> -2μλ(1 - μ)(1 - λ) + μ 2(1 - μ) 2 + Α2(1 - λ) 2 
= [μ(1 - μ) - λ(1 - λ)]2 > Ο 
(ib) 1 1 ( 1 - μ ) 2 Λ 2 + μ 2 ( 1 - Α ) 2 
{
 ' 1 - μ + λ μ + 1 - λ μ ( 1 - μ ) + λ ( 1 - λ ) " 
follows from (ia) with μ = 1 — μ. 
Proof of η). 
8 μ λ ( 1 - μ ) ( 1 - λ ) / ( μ , λ ) 
det( r> A ^-2/) : 
"" " * ' (μ + λ ) ( 2 - μ - λ ) ( 1 - μ + λ)(μ + 1 - λ ) [ μ ( 1 - μ ) + λ ( 1 - λ ) ] 
where 
/(μ, λ) = [4μ4 - 8μ3 - 8μ 2λ 2 + 8μ2λ + μ2 + 8μλ2 - 8μλ + 3μ + 4λ4 - 8λ3 + λ2 + ЗА] 
But since 
f (μ, λ) ,= -8μ(1 - μ)Α(1 - λ) + μ(1 - μ)(3 - 2μ)(1 + 2μ) 
+ λ ( 1 - λ ) ( 3 - 2 λ ) ( 1 + 2λ) 
> -4μ 2 (1 - μ) 2 - 4λ 2(1 - λ) 2 + μ(1 - μ)(3 - 2μ)(1 + 2μ) 
+ λ ( 1 - Α ) ( 3 - 2 λ ) ( 1 + 2 λ ) 
= 3μ(1 - μ) + 3λ(1 - λ) > 0 \/μ, λ e (0,1), 
we have det(DA i / 1 - 21) > 0 Υμ, λ € (0,1). • 
Theorem 3.2. The reduction factor for the two dimensional model problem 
with optimal Jacobi smoothing is bounded by 
V 
П
Х (i — ) l 
Proof. Apply Lemma 3.1. • 
4. Convergence proof of the smoothing correction scheme 
Unfortunately we haven't been able to get a theoretical estimate of the reduction 
factor if we use C2/, as corrector. This is due to the fact that as with all incomplete 
factorizations, C2/, does not preserve the eigenmodes of A2h so that it is not possible 
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to carry out an analysis based on fourier expansions. In section 5 we will present some 
numerical estimates of the reduction factor. In this section we shall show convergence 
for the new method under the same assumptions as for two-level multigrid methods. 
In the next section we shall compare the action of C2/, with .A2/, for some particular 
test problem. 
The convergence proof is almost a direct consequence of the theory of Man-
del [13] for two level methods with inexact correction. This theory is closely related 
to results of Hackbusch [10,11] and McCormick [14]. We will first restate the theorem 
of Mandel. Let Tih be a finite dimensional Hilbert space, Ή.
Η
 a subspace of Hh- Let 
Hh = Span{</>i, Ф2,..., ΦΝ}Ι then we can identify with every vector и £ R ^ a unique 
function и € Tik by setting и = ^ u , ^ , . In the following we will denote both the 
function and the vector by u, from the context it will be clear what is meant. Let 
a(.,.) be a symmetric positive definite bilinear form and g a linear form on Tih- Let 
(., .)h be an innerproduct on Tí/, and assume that α is scaled such that 
sup{a(K, u) : (u,u)h = 1} = 1 
Define linear operators A^ (resp. AH ) from Hh '-» Hh (resp. HH ·-» HH ) by 
{AhU,v)h =a(u,v) Vu^veHh 
(AHu, v)H = a(u, v) V u , r e ? Î H 
Let ¿£Hhbe such that {ƒ, v}k = g(v) г> e Hh 
Define the scale of norms on Hh induced by Ah by 
| |u | | , = {Aehu,u)l/2 еК 
Now the two level method with inexact correction to solve 
a(u,v) — g(v) Vr € Hh (exact solution u') 
(or equivalently to solve AhU* = ƒ ) is defined by: 
(Stepl:) i £ ) = 4 ' ~ 1 ) - n ( > l h 4 ' ~ 1 ) - Z , 1 ) f = 1,2,...,!/ 
(ν) 
Ml =УО 
(Step 2:) Solve approximately for q e Н
н 
α(Μι + £,î») = 9( ) VÌI e HH (exact solution q') 
by some iterative method with 
Il 'II2 <- Il »II2 / 1 
\\Í~Í 111 ^ €\\i 111 ' e < 1 
U.2 - Mi + q 
(Step 3:) set ^0 = ^2 a n d goto Step 1 
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Defining т^ ) = -AfcUg - ƒ and т1 = AhU^ — ƒ it follows that т^  = Su(Ah)rj0 where 
S^Ah) is defined as 
S
v
(Ah) = t[(I--Ah) 
We now need the following assumptions: 
Al. За e (0,1],δ > 0 such that 
W e nh 3v Ç Пн : H« - »||î < 6a\\u\\21+a 
This is the well known approximation property, see for instance papers in [15]. 
A2. 3 & > 0 such that 
V« G Пн : HMIIÎ - | |5
ν
(^)ΐ»ΙΙΪ > b\\S
v
(Ah)u\\22 
This is the smoothing property see again Mandel [13], McCormick [14]. 
Theorem 4.1. (Mandel) Under the above assumptions the two level method 
llu - « ' I I 2 
has a squared convergence factor sup , .Λ of at most 
»,*«• ЦЗІО-ІПІ, 
ι и χ \ η + 6(ι - η ) 
p(e, 6,6, a) — sup 
Proof. See Mandel [13]. • 
Extensions of this theorem to more general cases, nonsymmetric, other smoothers, 
pre- and post-smoothing, are possible (see Mandel [13]). 
If we use prolongation and restriction operators such that 
(R"v,w)H = (v,w)h VveHh,\/w&KH 
and P ¿ = {Rfr) then Step 2 is equivalent to approximately solving: 
AHq' =Rl!(¿h-Ahul). 
In our new method we now ^et 
£ = c ; 1 Ä f ( / h - A u 1 ) 
and convergence of the method follows by theorems 4.1 and 4.2 
Theorem 4.2. Under the above assumptions, 
I k - e l ì c i t e l i ! withc<i. 
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Proof. We have: 
\k-iX = \Kl AH f-fidili-cHiAH\\jq% 
and it suffices to show that |lj - CH1AH || < 1. We have 
| |/ - C-'A^Wl = (AH(I - C-U^u, (I - C^AH)u)H 
= (А]І\і-С-1А
и
)и,А]/г{І-С-1А
н
)и)
и 
= ((I - A^C-'A^A^u, (I - A^C-lA^)A^u)H 
<p(I-A^C^A^)2(A^u,A^u)H 
= p(I-C^AH)2\\u\\l 
Hence 
p-C^Aj^pil-C-'A^Kl 
where the last inequality follows immediately by theorem 2.2.a • 
This proves convergence of our method but it doesn't lead to good estimates of the 
actual convergence process. First of all we haven't been able so far to get a realistic 
lower bound for the eigenvalues of C~lAH but as table 4.1 indicates, where we have 
computed the spectral condition number of C~1AH for the model problem on a unit 
square, the best we can hope for is Xi(C~1AH) = cH,(iiote that p(C~lAH) = 1). 
The convergence factor estimate p(e, b, δ, a) as defined in theorem 4.1 will therefore, 
for small ft, be dominated by p(I — C~lAH) (see table 4.2), leading to a convergence 
factor estimate essentially like 1 — cH. But the numerical results in section 6 show 
that estimates of the number of iterations based on the convergence factor are much 
to pessimistic for the actual convergence rate in practical examples. 
table 4.1. ЩС^А) table 4.2. pil-C^A,,) 
к\тп 
1 
2 
4 
8 
1.604 
1.496 
1.393 
16 
2.902 
2.386 
2.262 
32 
5.701 
4.429 
4.110 
ft\m 
1 
2 
4 
8 
0.377 
0.332 
0.282 
16 
0.655 
0.581 
0.558 
32 
0.825 
0.774 
0.757 
We recall that m is the number of points in a vertical line and к the number of 
lines per structure. 
5. Comparisons with the ideal corrector 
In this section we will show for some numerical test problems that the action of Сгь is 
very close to the action of Лг/, and with a somewhat rough analysis we will show that 
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this is especially the case for smooth vectors. In this section H will always denote 2ft, 
the most common situation but other choices are possible. 
Consider now | | (/ - C~1AH)<trH'\\ where φίΗ' is an eigenvector of AH, for a model 
problem on a unit square, 
(^LT) = ФРЛХ^УЗ) =siiipKx1sinqKy], ij = l,2,...,n (χ, = ίΗ,ν, = jH) 
We will use the discrete Lz-norm in the following, i.e. 
»..7 = 1 
Note that | |0<я>||2 — /J f¿ 4>l4(x,y)dxdy = \. 
Now recall that if we write CH = AH + R„, then RH is a zero matrix except for 
the diagonal blocks corresponding to the first lines of the substructures 2,3, ...,p 
(n = p.k, к the number of lines per structure). So for any vector и it follows that if 
we split it in и = и ι + «2 where Uj is zero on these lines and Uj is zero elsewhere 
then: 
| | (/ - C-lAH)u\\ = ||(7 - C-^A^W = WC-'R^l 
Since RHe = RHv = 0 we may substract a vector with linearly growing components 
from Uj. This may be done for each line separately and setting M := | |С~ 1 Л
Н
 || we 
find: 
| | (/ - C^AH)u\\2 < - Σ \Κ+ι - (a.e + b,t.)¡|2 
1 = 1 
where и
гк+1 € R" is the part of и corresponding to the ik + 1 line (i.e. the first line 
of structure г + 1) in the mesh and a, and Ь
г
 are free to choose constants. 
Note that if и is linear on each of these ρ — 1 lines in the y-direction then С
н
 и = AH u. 
Setting u = 4r ' w e find: 
2 M ^ 1 1 n 
i1 - C ; 1 ^ ) ^ < — Σ 8 ΐ η 2 ρ π ι , [ - Σ(5ίη9πν] - (a, + b.y,))2} 
J = l 
1 ι ί _ 1 1 " 
к ρ 1 = 1 J = l 
тг-.сю Α.' 
1
 . ! . ƒ г - -& \ q odd (a, = ¿=,b,= 0) 
12 ι 
a even (a, = —, b. = —— 
^ ^
 г
 оэт '
 ι
 air 
This indicates that CH will approximate AH best for the smooth eigenmodes and 
of course CH approximates AH better if we increase k, i.e. the number of lines per 
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structure (for к = η we have CH — AH). This gives only a rough indication of the 
accuracy of CH as approximation of AH. In figure 4.1 we have connected the points 
(Х{
р
Н
ч
\\\(І-С-
н
'А
н
)ф^\\) for H=±p--k = 4. 
Here we have reordered the eigenvectors so that the corresponding eigenvalues are 
found in increasing order. 
JÂ/ 
о.ш о.» о.» ил ол 0.x о.я о.« о.« о.» о.ш o.u сив ол ол о.а 
fig. 5.1. ( А ^ , | | (/ C-1AH)^HJ\\),H^^,p = k = 4 
We see indeed that especially for the small eigenvalues (i.e. the smooth eigenvectors) 
CH is very close to AH. In figure 5.2.a (resp. 5.2.b) we have plotted the actions of the 
correction matrices MQ = I — AhP^A~1Rh (respectively MQ = I - AhP£C~lRk ) 
on the eigenvectors. To this end we have connected the points (λρ,,, ЦМо^ ' | |) and 
'KW A ( b ) | 
P.l 
(А),,,, ЦМо^1"'!!) again with the eigenvalues in increasing order. The dotted line, i.e. 
the graph corresponding to the quadratic polynomial, illustrates the results of two 
steps of a Jacobi smoother (with smoothing parameters fj - 1 = 0.3599, f^1 = 0.8901) 
on the eigenvalues. Also the product of these two lines is displayed. This shows the 
qualitative behaviour of the iteration matrix M = S„(Ah)Mo on the eigenmodes of 
Ah. 
We see that there is a remarkable close resemblance between these two graphs, 
indicating that replacing Лг/, by Сгя in the smoothing-correction process will hardly 
influence the convergence of the process. Finally in figures 5.3 and 5.4 we show inter­
mediate residuai vectors in the smoothing-correction process for the model problem 
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H - 1/34 ON FINE РЕЗИ 
figure 5.2.a. (Ä&\ ||(/ - AhP2\A^Rlh)£% h = i 
Р,Я' 
H - 1/34 ON Π « rCSH 
USTO FOR CORRECTION ι 
• STmCTURES - 1 
• LINES IN STRUCTURE - 4 
- i 1 Γ 4 1 г 
0.39 D.30 0 . 3 5 ^ ч < « О.· 
^ y y u ^ f » ' · » · 
tnximjri - 0.23514 
NlNlmjl - -0.219Б 
Χ>· 
figure 5.2.b. ( λ ^ , | |(/ - AhP2\C^Rlh)£l\\), h = ¿ 
ρ, я 
with Jacobi smoothing (see section 6). In figure 5.3 we show the residual vector after 
the first correction step. i.e. 7:0 — A^xo ƒ, = ƒ. (we have chosen XQ 0, so that VQ 
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is a smooth vector). 
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H - l / I B ON ΓΙΝΕ IE5H 
RESIOU - 1.6666*10" 
figure 5.3.a. Residual after first correction step with .Дгл 
Η - I / I B ON ΓΙΝΕ IC5H 
USEQ FOR CORFSCTION t 
• STRUCTURES - 4 
« LltCS IN STHUCTIAE - 2 
RESIDU - 1.6784x10" 
figure 5.3.b. Residual after first correction step with C-ih 
The left picture shows the residual vector on the domain whereas the right picture 
shows the vector expanded in the basis of eigenvectors of Ah- In 5.3.a we have used 
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A2h as corrector on Пгл whereas in 5.3.b we used Сгь- In 5.4.a,b we show the residual 
after post-smoothing with two steps Jacobi. 
H - 1/1Θ ON ΓΙΝΕ ttSH 
RESIDU - 5.1406x10" 
figure 5.4.a. Residual after Jacobi post-smoothing 
H - 1/1B OH FINE ICSH 
USED FOR CIKRECTION : 
» STRUCTURES - 4 
* LINES IN STRUCTLRE - 2 
RESIDU - 5.0976x10^ 
figure 5.4.b. Residual after Jacobi post-smoothing 
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Again we see that the resemblance is striking. From these figures we expect that 
using C2h instead of Лгл as correction operator on SÌ2h will give approximately the 
same convergence behaviour. The numerical tests in the next section show that this is 
indeed the case, not only for the model problem on which the analysis in this section 
is based but also for some problems with varying or discontinuous coefficients. 
6. Numerical Results 
We consider first the model problem 
-Au = f on Ω = (0,1)2 (6.1) 
и = 0 on Г = dû 
discretized with central differences on a uniform mesh, ƒ is chosen such that the 
solution becomes u(x,y) = ezy(l — x)x(l — y)y. 
As initial vector for the smoothing-correction method we have made two choices: 
i ) « X = Q 
2) x°, a randomly filled vector with (г°,ж°) = (ƒ , ƒ ). 
The iterations were stopped using (a) an absolute stopping criterion or (b) a relative 
stopping criterion, where 
a) (rk,Tb)<+¡h* 
b) ( r* , r* )<10- 1 0 ( r 0 . £ 0 ) 
The results are found in tables Ai, Bi and Ci, г = 1,2. 
In all tables we have used H = 2h. In the tables m denotes the number of unknowns in 
a vertical meshline on Ω^, к is the number of substructures on Sl2h as used in the con­
struction of C2h· The tables show the number of iterations of the smoothing-correction 
scheme for various values of m and k. The number above is with stopcriterion a) and 
the number below with stopcriterion b). For the model problem we have used three 
choices for the smoothing operator: 
A: Jacobi; it turned out to be most effective to use only one or two Jacobi steps 
between the corrections. For the results in table Al and A2 we have used two 
steps with smoothing parameters fj- = 0.8901 and r^1 = 0.3599. 
B: Red Black Gauss-Seidel; in this case we only use one smoothing step in every 
iteration. The Red Black step looks as follows: Reorder the points to get Ah 
L D, 
where D\ (resp. Ог) is a diagonal matrix corresponding to the Red 
I ±S-¿ j 
resp. Black) points. 
Let ζ = ( i i , ^ ) be split accordingly then 
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С: Block incomplete LU factorization, in this case we also use only one smoothing 
step per iteration. (For the approximate inverses that occur in the block factor­
ization we have used semi-bandwidth 1, for a full description of these methods 
see [8]). 
Note that on a serial computer in all three choices the computational complexity of 
one step of the smoother is equal to that of a matrix-vector product. On a parallel 
or vector computer A and В are preferable. 
table A l Jacobi, x^ = 0 table A2 Jacobi, XQ random 
a) 
b) 
a) 
b) 
a) 
b) 
a) 
b) 
к\тп 
1 
2 
4 
8 
9 
3 
6 
3 
6 
3 
6 
17 
3 
7 
3 
7 
3 
7 
3 
7 
33 
4 
11 
4 
8 
4 
7 
4 
7 
65 
6 
15 
5 
11 
4 
9 
4 
7 
129 
8 
20 
7 
16 
6 
12 
5 
9 
k\m 
1 
2 
4 
8 
9 
3 
7 
3 
7 
3 
7 
17 
4 
8 
4 
7 
4 
7 
4 
7 
33 
5 
10 
4 
8 
4 
8 
4 
7 
65 
7 
15 
5 
10 
5 
9 
5 
9 
129 
10 
24 
8 
15 
7 
12 
6 
12 
table B l Red Black, XQ = 0 table B2 Red Black, ж^ random 
Λ\τη 
1 
2 
4 
8 
9 
3 
7 
3 
7 
3 
7 
17 
4 
7 
4 
7 
4 
7 
4 
7 
33 
5 
11 
5 
8 
4 
8 
4 
8 
65 
8 
17 
6 
11 
5 
10 
5 
10 
129 
13 
28 
9 
17 
8 
14 
7 
13 
k\m 
1 
2 
4 
8 
9 
3 
7 
3 
7 
3 
7 
17 
3 
8 
3 
8 
3 
8 
3 
7 
33 
4 
11 
4 
8 
4 
7 
4 
7 
65 
6 
16 
5 
12 
4 
9 
4 
7 
129 
9 
21 
8 
17 
7 
13 
5 
10 
Remark 6.1. In all cases the distance of the iterative approximation to the 
exact solution of the differential equation when using the absolute stopping criterion 
was almost equal to the distance when using the relative stopping criterion. This 
means that for the relative stopping criterion, we iterate longer than is needed to 
reach the level of the truncation error. 
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table CI ILU, JV, =. 0 table C2 ILU, л^ random 
k\m 
1 
2 
4 
8 
9 
2 
4 
" 2 
4 
2 
4 
17 
2 
4 
2 
4 
2 
4 
2 
4 
33 
3 
6 
3 
5 
2 
4 
2 
4 
65 
5 
10 
4 
8 
3 
6 
3 
5 
129 
7 
16 
6 
13 
5 
10 
4 
8 
k\m U 
2 
_4_ 
2 
4 
33 ! G5 ! 129 
7 
14 
6 
12 
Remark C.2. The results in the previous tables for m up to G5 and к — 4 or 
8 are equal, up to a difference of at most one iteration, to the results we obtain if we 
replace the correction operator Сгл by a PCG algorithm to solve A2h^2l') = -г ' 2 ' 1 ' , 
i.e. the ideal corrector. Therefore we haven't included these tables. 
To test the robustness of our method we have also tested it on some problems л ИІі 
anisotropy or discontinuous coefficients. We have only used the /LtZ-smoother since 
it is well known that for such problems Jacobi and Red Black are bad smoothers. We 
consider the following problems; 
I -eu
xx
 - Uyy = ƒ 
with u(x,y) = x(l — x)y{l — t/)?1* as exact solution. 
ε = IO" 5 
II -ü r j . - ειι
υν
 = f 
и, ε as by I. 
III - ( α ( . τ , у)и
І
)
г
 (a(x,y)uy)y = ƒ 
where a{x,y) = 1 + 0.65nrc/on(.r - \) + 0.35arrfnn(10(,i/ - 1)) (see [12]). 
IV Insulator problem 
-οΔιι =• ƒ in i i - (0,1)2 
. f 0.01 in the shaded area 
where η — \ 
у 1 elsewhere 
— Й 5Ϊ" 
For problems I and II we can be short since for both piohlein.s the method needs 
only one iteration for all values of m and k. This is mainly due to the incomplete 
block factorization we use as smoother (see 3] and [IS]). For problems III and IV we 
give the results in the folloAving tables. 
1/4 
1 Л І 
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table DIII . l ILU, x0 = 0 
Ä;\m 
1 
2 
4 
8 
9 
2 
4 
2 
4 
2 
4 
17 
2 
4 
2 
4 
2 
4 
2 
4 
33 
3 
6 
3 
5 
2 
4 
2 
4 
65 
5 
10 
4 
8 
3 
6 
3 
5 
129 
7 
15 
6 
12 
5 
9 
4 
7 
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table DIU.2 ILU, XQ random 
k\m 
1 
2 
4 
8 
9 
2 
3 
2 
3 
2 
3 
17 
2 
4 
2 
3 
2 
3 
2 
3 
33 
3 
5 
3 
4 
2 
4 
2 
4 
65 
5 
9 
4 
6 
3 
6 
3 
5 
129 
7 
13 
6 
11 
5 
8 
4 
6 
table DIV. l ILU, XQ = 0 table DIV.2 ILU, XQ random 
k\m 
1 
2 
4 
8 
17 
2 
5 
2 
5 
2 
4 
2 
4 
33 
3 
6 
3 
6 
3 
6 
3 
6 
65 
5 
10 
4 
8 
3 
6 
3 
6 
129 
9 
18 
8 
14 
6 
11 
5 
8 
k\m 
1 
2 
4 
8 
17 
2 
4 
2 
4 
2 
4 
2 
4 
33 
3 
5 
3 
5 
3 
5 
3 
5 
65 
5 
9 
4 
7 
3 
6 
3 
5 
129 
9 
16 
8 
13 
6 
10 
5 
7 
We see from these tables that the method works equally well for these latter problems 
as for the model problem. Furthermore we see, from the results in these tables, that 
the number of iterations is already so small, especially for к > 4, that the use of an 
outer acceleration procedure can hardly reduce the overall cost. 
Finally we present some numerical results concerning the reduction factor of the 
smoothing-correction process. As mentioned in a previous section we haven't been 
able to get theoretical estimates of this reduction factor. In order to get an idea how 
such an estimate might look we have computed numerically for the model problem 
the reduction factor of the iteration process (i.e., | | M | | 2 ) by means of a power method 
to find the square root of the largest eigenvalue of MMT where M is the iteration 
matrix for the residual. The results are displayed in tables E1,E2. 
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table E l Reduction factor | |M | | 2 using Jacobi smoother 
M = S2(Ah)(I-AhP2khC-1Rh2h) 
k\m 
1 
2 
4 
8 
0.251 
0.250 
0.249 
16 
0.307 
0.269 
0.265 
32 
0.511 
0.379 
0.358 
64 
0.714 
0.578 
0.541 
table E2 Reduction factor | |M | | 2 using ILU smoother 
M = (I - АніШ)-1)^ - AhPthC-lRh2h) 
k\m 
1 
2 
4 
8 
0.406.IO" 1 
0.406.10- 1 
0.406.IO" 1 
16 
0.518.10-1 
0.518.10-1 
0.518.10- 1 
32 
0.154 
0.108 
0.718.10- 1 
64 
0.406 
0.327 
0.228 
From these tables we conclude that although this new method performs very 
well in the test examples, to guarantee an optimal convergence behaviour in all cases, 
we can not use only two grid levels but we must then resort to a full V-cycle as 
in multigrid methods. However in practical applications this might not be necessary 
as the test examples show. Furthermore in cases that the convergence is poor one 
can also use an outer acceleration process like Conjugate Gradients to improve the 
convergence rate of error components still persisting after each single V-cycle instead 
of using a full V-cycle. 
7. An Odd-Even Cyclic Reduction Ordering Method 
We consider again the elliptic problem 
-ЩА(х, y)Vu) = f(x, у), {х,у)€ПсВ.2 (7.1) 
as in Section 2. Again the domain is divided into strips with к vertical meshlines 
within each subdomain. However we will now use an odd-even numbering of the 
strips as illustrated in Fig. 7.1 for ρ = 7 (the number of subdomains). 
1 5 2 6 3 7 4 
Figure 7.1. An example of an odd-even numbered domain decomposition 
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This leads to the following block matrix structure 
A = 
¿U 
¿2,1 
¿3,3 
¿2,3 
¿4,3 
¿5,5 
¿4,5 
¿6,5 
¿7,7 
¿6,7 
¿1,2 
¿3,2 
¿2,2 
¿3,4 
¿5,4 
¿4,4 
¿5,6 
¿7,6 
¿6,6. 
К 
( i ) 
1,1 
Λ 1 , 2 
^ ( i ) b - d ) 
л 2 , 1 л 2 , 2 
(7.2) 
where the matrices AttJ are as defined in Section 2. Considering Л as a 2 χ 2 block 
matrix leads to the following natural block factorization 
A = 
Λ 1 , 1 
к: 
(1) AD ( 1 ) ^ ( 1 ) - Д і ) к. 
О)" И і ) Ti''-' 
1,1 1,2 
J L 2, i •'^ г.г - ' v 2 , 1 ^ 4 , 1 Λ ι , 2 . 
In Fig. 7.2 we give a more detailed view of the sparsity pattern of A and of the 
reduced system (the Schur complement) Si = K2l — К\ {К\ { К\ j . In the figure, 
a ' x ' corresponds with a nonzero block in the original matrix and a 'o' with "fill-
in" in the Schur complement (the partitioning is based on blocks corresponding to 
meshlines). 
X 
X
X 
X
X
X 
X
X
X 
X
X 
X
X 
X
X
X 
X
X
X 
X 
X 
X 
x"
"
 
Γχ χ I ι 1 x| 
¡χ χ χ ; ι ; ¡ 
ι X X Xl | ¡ ι 
I X ХІ ! ι I X X 
X
X 
X
X
X 
X
X
X 
X
 
X 
x| ! 1 ® x 1 
¡ x x x ¡ 
I Ι ι χ χ χ. 
Ix ; Ι χ ®|o 
У x| I 1 °У® x 1 
I ' ' Ι ¡χ χ χ ; 
ι I Ι ι ι χ χ χ. 
1 |x I I I χ ®|o 
У хУ 1 оУ® χ 
1 ¡ I ¡x x x 
ι i ¡ ι χ χ X 
! Ix ι ! χ ® 
Figure 7.2. Sparsity pattern for ρ = 7, k — 4. 
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We see that the reduced system has the same sparsity pattern (on block level) as the 
original matrix. We can therefore use the same odd-even reordering for the remaining 
strips in the reduced system (i.e., strips which were originally even numbered) and 
derive a block factorization of the reduced system. 
^2,2 
Λ,6 
¿4 ,2 Â, ,6 ! 
І2,4 
Αβ,Ί 
Ài,4 
where 
ç _ И 2 )
 ft'(2)^(2)-1^(2) 
'-'2 — л 2 , 2 _ Л 2 , 1 Л 1 , 1 Л 1 , 2 
This can be repeated until a sufficiently small subproblem has been reached which can 
be solved directly. In this way the block factorization of A consists of a nesting of block 
factorizations of decreasing size. In every level the reduced system is approximately 
half the size of the previous system. This means that the recursive depth of this nested 
factorization is 2logp which is considerably smaller than for the factorization based 
on the lexicographical ordering considered in Section 2 which has recursive depth p. 
Note that since all K[
 l are blockdiagonal (blocks corresponding to a strip) most of 
the computations can be done in parallel which means that the recursive depth is 
indeed the cost dominating factor. For a detailed description of the computational 
cost of a block factorization based on odd-even cyclic reduction see [18]. There the 
block correspond with meshlines i.e., the case that к = 1 in our situation. 
In the exact block factorization described above the fill-in occurring in the re­
duced systems will consist of full matrices. To save storage and computing time we 
need to compute approximate Schur complements. As in Section 2 we will consider 
here indirect approximations of the relevant block matrices in the reduced system 5, 
which have changed due to fill-in. There are now two different situations to consider: 
i) The fill-in due to the elimination of the first and last block in К¡'j 
ii) The fill-in due to the elimination of the intermediate blocks of K^. 
We will illustrate this using the matrix in (7.2). 
i) Consider the first block (the last block can be handled analogously), elimination 
of Aiti leads to a change of only ^2,2 
^2,2 = ¿2,2 - ^2,1^Г,Мі,2 
But this is the type of situation described in Section 2, so we can use the method 
described in Section 2 to update Ay^ (to be precise, only the first block of Azj 
will be changed, that is the points corresponding to the first meshline in strip 2). 
ii) As an example of an intermediate block, consider the elimination of Лз^. We 
will restrict our attention to the blocks which will change due to this elimination. 
K(2) 
л 1 , 1 
К. 
(2) 
2,1 
K-W 
Kl,2 
К. 
( 2 ) 
2,2 . 
fc-(2) 
к
і,г 
I К 
( 2 ) -1 ' (2) 
К. 
(2) 
2,1 
1,1 л 1 , 2 
I 
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Exact elimination would give 
" ^ 2 , 2 С 
M ,4 
12,3 
Л3,3 [^3,2 Α
Λί4] 
employing again the the sparsity pattern notation as in Fig. 7.2 
χ χ ; 
x x x ; 
X X X' 
χ x! 
iX χ 
¡ x x x 
; x x x 
ι χ χ 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
X 
(7.3) 
χ χ ! 
x x x ¡ 
X X X ' 
X ® i O 
o l ® X 
,'x X X 
; x x x 
χ X 
We see that only the central 2 x 2 block matrix is changed, using the notation 
of Section 2 this central block is equal to 
,(2) ?l* ( 2 ) 
k,k - к,і[А3,3)і
і
і
Ь1,к 
?Wf 
?m 
-
EUk(A3,3\ lEl,k 
R ( 4 ) 
" ^ , 1 ( ^ 3 , 3 ) !
 k
E
'¡ 
л(3), 
•E\'tl(All)hikE, (3) 
' 5 
и 
u
T} 
τ . 
(7.4) 
It follows that if we would like to approximate this directly we would now also 
need approximations of the upper right and lower left corner blocks of A^ which 
are difficult to approximate accurately. Instead we will approximate this central 
block by a 2 χ 2 block matrix 
'F D' 
D G 
with F, G symmetric tridiagonal, D diagonal, which will preserve the action on 
certain vectors. Note that this choice leads to a sparsity pattern of the approx­
imate Schur complement which is equal to that of the original matrix in case 
of a 5-point difference stencil and a somewhat sparser pattern than that of the 
original matrix in case of more general stencils. 
We will first consider the approximation of a 2 χ 2 block matrix 
K = 
S U 
U Τ where 5, Τ and U are symmetric. 
Note that the assumption that U is symmetric is very restrictive, however we will 
deal with this later. 
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We will approximate К by 
К 
F D 
D G where F,G symmetric tridiagonal, D diagonal. 
Lemma 7.1 К is uniquely determined by Ke
s
 = Ke
s
, s — 1,2,3 where e, 
(0 ,v ) , e2 = (v ,0 ) ,e^ = {e ,e ) , e = ( 1 , 1 , . . . , 1)T and ν = (1, 2 . . . . , η) . 
Proof. From K^ = Ke-y it follows that D¡¿ = Uv i.e., 
1 "' 
J = l 
Using Lemma 2.1 F is uniquely determined by 
Í Fe = 
\Fv = 
Se + Ue- De_ =: ^ 
Sv --:b, 
From Lemma 2.1 it follows that 
Í / г + і , г = /r,r-i + {b2-rbl)r г = 1,2,. . . , η - 1 
1 fr,v = (bi)
r
 — fr,r-l — fr,r+l 
ι
 rn 
Since ((U - D)e)i = - ^ ( i - j)^,,; we find 
J = l 
/r+l,p = Д г - І "I" X ] j * r j - ' ' X * r , j - - X ( l ' • J ) " » 
J = l J " ! J = l 
Λ,Γ-Ι + Χ θ ' -r){aT>} + (ir iJ) 
J--1 
using the symmetry of 5 and U 
Τ Jl\ 
Analogously 
=: ffp-bP I ί/,^ι.7. 
here ƒ':>„ = ,і;)1,г = Σ Σ ο - * Κ ; 
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Theorem 7.1 Let К S U 
υ τ 
with S, Τ, and U symmetric, и 1 0 < 0 Vi,j 
and s,^ < О V j > i + 2, í t iJ < 0 Vj > i + 2. Then the quadratic form of К defined 
above is bounded from below by the quadratic form of К i.e., 
(Kx,x)>(Kx,x) ж е К : 2m 
Proof. Let M = 2m. As in the proof of Theorem 2.1 
M / M \ M-l M 
(κχ,χ) = Σ [Σκ} *?- Σ Σ *.ο(*.-^)2 
Μ ί M \ M - l M 
= Σ Σ*·- «ϊ + Σ Σ (-м(*.-ζ,)2 
. = 1 \j = l / »=1 j = . + l 
and it remains to show that for all χ e R M , 
M - l M M - l M 
Σ Σ ί - Ό ο * · - * ^ Σ Σί-*·^^·-^)2 
t ^ l j = i + l 1 = 1 j = i + l 
i .e . , 
ТП — J 771 
Σ Σ (-β·.ί)(ι· -^)2+ 
, = 1 ^ = 7 + 1 
ΓΗ — 1 m 
Σ Σ (~*',j)(-E'+™ -a: j+m) 2 + 
. = 1 j = i + l 
m m 
.--1 j = l 
> < < 
Σ ( - / . , . - ι ) ( · τ , - . г , + і ) 2 + 
1=1 
m - l 
1=1 
Tïl 
Σ ί - ^ . , ο ί . Γ , - . Γ , + ι , , ) 2 
from the proof of Theorem 2.1 we know that 
Tit — 1 m πι — 1 
Σ Σ (-«.л*. - ^)2 < Σ(-/ί+)ι.«1)('* -'*+іі 
• = 1 j = i + l A: = l 
and 
Σ Σ (-^)('. - ^ ) 2 < Σ^ί+ι.*)^* - χ ^ ) 2 
ι = 1 j = ! + l k-\ 
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so it suffices to show that 
m m m l 
Σ£(-«.,, )(*. - х3+т)2 < Σ(-Λ+ί,.)(^ - *.+ι)2+ 
t = l з ~ \ i=\ 
τη — 1 
Σ ^ ^ + Ι . ·^ 1 · 4 · " 1 _ ^ Ч - т + О Ч 
1 = 1 
m 
Σ^'-'Χ
1
' - і^+т)2 
ι = 1 
τη-1 ρ m 
= Σ Σ Σ (9 _ Α ; ) ( - ω * , ΐ ) [(^Ρ - Ζρ+ΐ) 2 + (XP+m - Zp+m+l) 2 ] 
ρ = 1 k = \ ί = ρ + 1 
m
 /ι m \ 
+
 Σ ~ Σ
9(_"ρ.^ ) ('ρ_ ; C P + " · ) 2 
p = l \ р , = 1 / 
Using the symmetry of f/, ω
Μ
 < 0 and collecting the terms by u
x<J we see that this 
is equivalent with 
a) (-ω,,,Χϊ, - x , + m ) 2 < -X-u,il){xl - х1+т)2 г = 1,2,...,m 
г 
which is trivial, and 
b) ( - Ό [(*. - ^ + т ) 2 + {Xj - X,+ m)2] < 
p-l 
(""•J Η Σ ^ _ ¿ ) [(X* - X * + l ) 2 +(a;fc+m -Xfc+m+l)2] 
l f c = . 
+ - (x , - г , + т ) 2 + -{χ, -Xj+Tn)2 \ i = 1,2,...,m; j > г 
г j J 
Substituting the identity 
τ ( ΐ , - X.+ m ) 2 + - ( i j - I j + m ) 2 = ^ Ü ( a ; t - Xt + m) - i{Xj - Xj + m ) ] 2 
г J j-i 
+ 2 ( a : t - х , + т ) ( і 7 - Xj+m) 
in b) gives 
J - I 
x
2
 + x 2 + m + x
2
 + x?+m < Σ ϋ ~ *) [^* " a : * + 1 ) 2 + ( : l : *+ m ~ : C f c + m + 1 )2] 
k = i 
+ ¿XtXj + 2 x , + m X j + m 
1
 2 
+ —:[7(a: . - Χι+τη) - i(X] - Xj + m ) ] J-l 
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but since 
J - I 
x, + χ '] - 2xlx1 = ( ι , - i j 2 < ^ ( j - г)(х4 - xk+i) 
k = i 
and 
j - i 
ff+m + ^ + т - 2x,+
m
X J + m = (Xi+m - Х; + т ) 2 < ^ ( j - ¿)(Xfc+m - X f c + m + i ) 2 
fc = i 
the proof is completed. 
Corollary 7.1. Let К as in Theorem 7.1 and К SPD then К is SPD and the 
spectrum σ of the generalized eigenvalue problem XKx = Kx satisfies σ С (0, l] 
If К is an M-matrix then К is also an M-matrix • 
Let us now return to the case that U is not symmetric, i.e., we want an approximation 
5 U 
of К = „ „, . I n this case we introduce the matrix U Τ 
К = 
Hu + uT) 
lW + uT) 
Since 
it is clear that 
К = K + 
Ш-и
т) 
Ш -U) 
(Κχ,χ) = {Κχ,χ) Vx e R 2 
Now we can compute К based on К which fulfils the requirements of Lemma 7.1. We 
have 
Τ Ί 
5 U 
U Τ 
s,,] < О V j > i + 2, t,tJ < О V j > ? + 2. Then the quadratic form of К based on 
К is bounded from below by the quadratic form of К i.e., 
Corollary 7.2. Let К be symmetric with и
г
^ < 0 Vz', j and 
(Κχ,χ) > (Κχ,χ) V x € R 2 m . 
Corollary 7.3. Let К as in Theorem 7.1 and К SPD then К based on К is 
SPD and the spectrum σ of the generalized eigenvalue problem \Kx = Kx satisfies 
σ С (0,1] 
If К is an M-matrix then К is also an M-matrix • 
Fortunately we do not need the matrices 5, T, U explicitly to be able to compute the 
action of К in our application. We will illustrate this by considering the computation 
DOMAIN DECOMPOSITION METHODS I 137 
of the approximation of the matrix in (7.3), i.e., the central 2 x 2 block of this matrix 
(see 7.4). 
For the approximation we need to compute the action of К on the vectors et, 
i = 1,2,3 defined in Lemma 7.1 but this can be easily achieved by computing the 
action of К on the following four vectors: 
(fcMîHïi) (fcHG)-tè) 
(fc)-*(iM£) (£)-*«)-(£) 
and we see that 
-
l
 V èia / U t è i i + $ 2 2 ) / -3 \ÌU2 + №г + ¡Ui) ) 
So the three vectors necessary for the computation of К based on К can be found 
at the expence of four matrix-vector multiplies with the matrix K. Note that each 
matrix-vector multiply with К involves the solution of a linear system with coefficient 
matrix Лз.з in this example, in general a diagonal block corresponding to a strip. 
Putting everything together we get the following nested preconditioner of the 
matrix A in 7.2 
•'
 Λ
ι , ι
 Α
ι , 2 (7 5) 
0 / J У ' 
where C ' 2 ' is the odd-even approximation of the approximate Schur complement 
5i computed as described above. This means that after a suitable reordering of the 
remaining strips 
1 Л 1 , 1 Л 1 , 2 
J I 
where C^3' is the odd-even approximation of the approximate Schur complement Si. 
Etc., until the remaining Schur complement system consists of only one or two strips, 
systems with which will be solved exactly by some direct method. 
We seee that solving a system with coefficient matrix С consists of a nesting of 
forward and backward sweeps where in the ith level we must compute a matrix vector 
product with matrices Щ*ι and K^, solve twice a system with К\'[ and solve one 
system with C ' t + 1 * . Note that as mentioned before most of the work can be done in 
parallel so that the cost is dominated by the depth of the nested factorization which 
is 2logp. 
Analogously to the discussion in Section 2 leading to Theorem 2.2 we have 
C = C^ = 
K. ( i ) 2,1 c«
2 
cw = 
Л 1 , 1 
Kl (2) 2,1 c<
3> 
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Theorem 7.2 Let A of order p-kxm (p odd) be SPD with entries of diagonal 
blocks as described m Section 2, let С be the precondihoner as described above then 
a) the spectrum ofC~lA is contained m the interval (0,1 J 
b) at most (p — l)m eigenvalues are not equal to 1. 
Proof, a) This is analogous to the proof of Theorem 2.2. 
b) By a straight forward analysis it follows that the sparsity pattern of the global 
error matrix R = С — A is equal to the fill-in occurring in the first Schur complement 
as illustrated in Fig. 7.2. That is, errors are confined to the blocks corresponding to 
the first and last mesh-lines in the even numbered strips. So the rank of R is at most 
2 - £ = i - m = ( p - l ) m . • 
Numerical results 
We have tested the preconditioner based on an odd-even ordering on the same prob-
lems as in Section 6. We consider here only the use of the Block ILU factorization as 
smoother on the fine grid. In Tables C3 and C4 we give the number of iterations for 
the model problem which corresponds with Tables CI and C2 in Section 6. Tables 
Dili.3,4 and DIV.3,4, give the results for problems III and IV corresponding with 
Tables DIII.1,2 and DIV.1,2 in Section 6, respectively. In the tables к is the number 
of lines per subdomain and ρ the number of subdomains on the coarse mesh. The 
dimension of the matrix on the fine mesh is thus (2pfc + 1) x {2pk + 1). 
table C3 ILU, χ$ = 0 table C4 ILU, XQ random 
k\p 
1 
2 
4 
8 
3 
2 
4 
2 
4 
2 
4 
2 
4 
7 
2 
4 
2 
4 
3 
5 
3 
6 
15 
2 
5 
3 
6 
4 
7 
31 
3 
6 
4 
8 
63 
4 
8 
1 
1 
1 
k\p 
1 
2 
4 
8 
3 
2 
3 
2 
4 
2 
4 
2 
4 
7 
2 
4 
2 
4 
3 
5 
3 
5 
15 
2 
4 
3 
5 
4 
6 
31 
3 
6 
4 
7 
63 
4 
7 
Comparing the results in the corresponding tables we find that the odd-even based 
preconditioner gives overall better results but especially for к — 1 or 2 the results are 
considerably better. A possible explanation for these results is that in both precon-
ditioners we have a recursion of approximations based on previous approximations. 
However in the lexicographical ordering this recursion has length p, the number of 
strips, where as in the odd-even ordering the length of the recursion is only 2logp. So 
we may expect that in the latter case the amplification of errors is smaller. Note that 
in both cases the factorization itself is stable because of Theorem 2 2 respectively 7.2. 
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table DIII.3 ILU, x0 - 0 table DUI.4 ILU, JV, random 
k\p 
1 
2 
4 
8 
3 
2 
4 
2 
4 
2 
4 
2 
4 
7 
2 
4 
2 
4 
3 
5 
3 
6 
15 
2 
5 
3 
6 
4 
7 
31 
3 
6 
4 
8 
63 
4 
8 
*\p 
1 
2 
4 
8 
3 
2 
3 
2 
4 
2 
4 
2 
4 
7 
2 
4 
2 
4 
3 
5 
3 
5 
15 
2 
4 
3 
5 
4 
6 
31 
3 
6 
4 
7 
63 
4 
7 
table DIV.3 ILU, ж,, table DIV.4 ILU, Xo random 
k\p 
1 
2 
4 
8 
3 
2 
4 
2 
4 
3 
6 
3 
5 
7 
2 
4 
2 
4 
3 
6 
4 
7 
15 
3 
5 
3 
6 
5 
8 
31 
3 
6 
6 
10 
63 
6 
11 
*\P 
1 
2 
4 
8 
3 
2 
4 
2 
4 
3 
5 
3 
5 
7 
2 
4 
2 
4 
3 
5 
4 
7 
15 
3 
5 
3 
6 
5 
8 
31 
3 
6 
6 
9 
63 
6 
10 
We note that for this preconditoner based on indirect approximation of inverses 
the situation is cjuit different than for the preconditioners based on direct approxi­
mation of inverses for which odd-even cyclic reduction can give very unsatisfactory 
results, for a discussion of the latter see [9]. 
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BLOCK P R E C O N D I T I O N I N G AND DOMAIN 
D E C O M P O S I T I O N M E T H O D S II 
ABSTRACT 
Domain decomposition methods for the solution of partial differential equations are attractive on 
parallel processors, because each processor can work independently on a large subtask. The corre­
sponding stiffness matrix takes a sparse block structure, for which preconditioned iterative methods 
can be used when solving linear systems with the stiffness matrix. For domains decomposed in strips 
we get a block-tridiagonal structure for which a new block LU preconditioner was presented in an 
earlier report ([5]) by the authors. 
An alternative method, and also the one more commonly used for substructuring methods, is 
based on approximation of the Schur complement matrix. This approximation is frequently done by 
various difference methods (see Bramble et al [6], Dryja [11], and Marchuk et al [16]). In the present 
paper we examine methods based on algebraic approximation methods. This is similar to methods 
used by Chan [9]. 
1. I n t r o d u c t i o n 
We consider an elliptic problem 
- -а м = /, ( x , y ) c i ì (1.1) 
on a bounded domain Ω С R 2 , which is subdivided into strips, or a corresponding 
problem in Ω С R 3 . In a previous paper [5], the authors used a domain decomposition 
method in order to get a global matrix with tridiagonal block-structure. For this ma­
trix we constructed a new preconditioner by a recursive block incomplete factorization 
and an implicit method to compute approximations of the Schur complements. The 
preconditioner together with a conjugate gradient acceleration method turned out to 
work excellent with a computational complexity close to that for classical miiltigrid 
methods when these latter show their best performance, namely for problems with 
a smooth solution. Although this method vectorizes well and can be made parallel 
on the block (subdomain) level, it needs recursions of length η between the blocks 
if there are η subdomains, and the initial idea with domain decomposition, to get 
independently executable tasks of large size is partly lost. However use of odd-even 
reduction methods decreases the length of the recursion to 0(log7j). 
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In the present paper we study domain decomposition methods which are based 
on Schur complements corresponding to the lines which divide the domain into strips. 
Explicit formation of the Schur complement matr ix is in general impossible, so the 
corresponding linear system must be solved by iteration. This requires only the com-
putation of the action of the matr ix on vectors. However this action requires the 
solution of the same problem on the subdomains but these problems are uncoupled. 
Hence independent tasks arise naturally during each iteration. 
We study a method where the domain is subdivided into two parts and for which 
we construct a preconditioner which has a spectral condition number of optimal order. 
Such preconditioners have previously been proposed in [11], [13], [16], but they all 
depend on computing the square root of a matrix. This is computed utilizing the 
known eigensolutions of the preconditioning matrix and is accordingly based on a 
constant coefficient matrix. 
In the present paper we use a different idea, namely we compute a preconditioner 
for the scaled normal equations of the Schur complement. As we shall see, the natural 
preconditioner for these equations is a pentadiagonal matr ix and it leads to a condition 
number of optimal order. Since the stiffness matr ix corresponding to the differential 
operator with constant coefficients is spectrally equivalent to the stiffness matr ix 
corresponding to variable coefficients, we can construct the preconditioner for the 
constant coefficient problem but use it for the variable coefficient problem. Hence the 
condition number is of optimal order even for the variable coefficient case. 
However, in practice it turns out to be more efficient to compute the pentadi-
agonal preconditioner from the coefficient matrix which corresponds to a difference 
operator with constant coefficients in a direction normal to the dividing lines. This 
idea to use a pentadiagonal (limit matrix) preconditioner for the normal equations for 
the Schur complement for two subdomains, was first published in [1] and presented 
by the senior author at the Numerical Analysis Conference in Munich, 1984. 
The method can be used in a recursive manner, subdividing each subdomain 
into two parts and so on. The directions of the subdividing lines can alternate. An 
analysis of the influence of the aspect ratios of the subdomains shows that it is better 
to use such alternating direction subdivisions, because the condition numbers of the 
preconditioned Schur complements increase when the aspect ratio gets smaller, as it 
does for increasingly thinner subdomains. 
The rest of the paper is organized as follows. In Section 2 we show how a limit 
matr ix analysis can be used to derive the preconditioner for the method. In Section 3 
we discuss some computational aspects of the method. By use of Chebyshev polyno-
mials we analyse in Section 4 the condition number of the new preconditioner and its 
dependence on the aspect ratios of the two subdomains. The analysis is applicable for 
both two- and three-dimensional problems. In Section 5 we present numerical tests 
with various pentadiagonal preconditioners for two-dimensional problems. 
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2. Limit matrix preconditioners for a domain decomposed 
method 
We consider in this section an elliptic problem on a rectangular domain subdivided 
into two rectangles. The coefficients а
г
 in each subdomain Ω,, г = 1,2 are first assumed 
to be constant. We assume either Dirichlet or Neuman boundary conditions on the 
two vertical sides Г3 and Г4 and Dirichlet boundary conditions on the horizontal sides 
Γι and Γ2 as shown in figure 1. 
и = 54, or 
du 
dn 
и = 9з or 
fe=o 
Гз 
Γι 
—aiAu = 
Ω! 
ƒ 
Го 
и = 9ι 
-агДи = ƒ 
Ω2 
92 
Fig. 1. A domain decomposed problem. 
We use piecewise linear finite element approximations on an isosceles triangular 
mesh and we assume that the line Го = Ωχ Π fí.2 is part of this mesh. (It is wellknown 
that if material interfaces do not coincide with element edges, then the order of the 
discretization error is severely degraded.) Note that in the interior of Ωι and Ω2 
we have then a standard five-point central difference approximation and on a point 
(a?) y) € Го the difierence approximation is 
-aiti(x - h, y) - a2u(x + h, y) (u(x, у + h) + u(x, у - h)) 
+ 2(αι + a2)u(x, y) = h2 f(x, y). 
For a three dimensional problem where Го is a plane, we use the classical seven-point 
centred difference approximation. 
Using a vertical meshline ordering and taking the points in the order: first the 
interior points of Ωι, then those of Ω2 and finally the points on Го we get a set of 
linear equations with a matrix on a three by three block form, 
11.1 
0 
k l 
0 
¿2,2 
¿3,2 
An 
¿2,3 
¿3,3 
α ϊ 
« 2 
а з 
= 
Ьі 
b 2 
Ьз 
(2.1) 
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where α,, corresponds to the discrete solution on Ω,, г = 1,2 and а з to the solution 
on the interior of Го- Here А
гіг
 are blocktndiagonal matrices with n, block rows (equal 
to the number of vertical meshlines in Ω,\Γο, excluding the boundary mesh line in 
the case of Dirichlet boundary conditions.) By the elimination of а,, г = 1,2, we get 
from (2.1) 
Вз, 3аз = bj (2.2) 
where Вз^ is the Schur complement (reduced system matrix) 
2 
Bi,i = Aiia-J2Ai,,A-}Alt3, (2.3a) 
2 
Ь з = Ь з - 5 ] Л з , , Л - , 1 Ь
г
, (2.3b) 
1 = 1 
¿3,3 = (<*!+аг )G, (2.3c) 
and G = |tridiag(—1,4, —1) for a two-dimensional domain, respectively 
G = |blocktridiag(—I,D, —I) where D = tridiag( —1,6, —1), for a three-dimensional 
domain. 
We do not intend to form Вз^ explicitly, because this is a full matrix but we 
shall solve (2.2) by iteration. For this it suffices to compute the action of Вз,з, and in 
computing this action, we must solve linear systems with the subdomain matrices Attl. 
How this is done will be discussed later. As is well known the number of iterations 
depends on the condition number of the iteration matrix and as we shall see, the 
condition number of Вз^ is 0(h~l), h —> 0, where h is the meshsize parameter (for 
an early proof of this, see Dryja [ll]). 
To increase the rate of convergence of the iterative method for the solution of (2.2) 
we must construct a good preconditioner for ^3,3. To find such a preconditioner, we 
note first that Лз,, and, because of symmetry also А
ч
з, have the structure 
Лз,( = [0,0,...,(Лз,,)п,] 
< з = Г0,0,...,(Л,,з)Г
і
], 
where 
(І4З,,)
П І
 = (А,,з)
в
. = -a,I
m
, i = l,2 (2.3d) 
and I
m
 is the identity matrix of order τη χ τη, η, is the number of vertical meshlines 
(or planes) in Ω, and m (respectively mi χ тпг) is the number of interior meshpoints 
along Го. 
Because of this sparsity structure, we have 
A3,,A-iAtj = {Ai,,)n,(A;tX,{Atj)n„ 
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where {А~1)
Пг
 is the diagonal block in the lower right corner of Л,-,1. It is readily 
seen that this is equal to the inverse of the final blockmatrix in the block triangular 
matrix factorization of А
гг
 as given by the matrix recursion 
X^^iA^-D^iX^y'D^, l = 2,3,...n„ X? = (A,,,),. (2.4) 
Here we have used the notations: 
A,, = blocktridiagonal {D{'\ (Д,,),, D{,)), 
where 
, . . _ ƒ 2G, if Dirichlet boundary conditions on Г3 U Г4 
(. 1,1 л ' ус, if Neuman boundary conditions on Г3 U Г4, 
{Alt,)i=2a,G, / = 2,3,. . . ,n 1 , and D^ = -ajm. 
Hence -ST, = α,ΛΓ;, where from (2.4), 
Xl-2G - X,_\, / - 2 , 3 , . . . , Χι - I G ' N e 
Dirichlet b.c. 
Neuman b.c. (2.5) 
In the following lemma we show that the sequence Χι can be written in terms 
of Chebyshev polynomials and that it converges to a limit matrix X for which X = 
2G-X-1. 
L e m m a 2.1. The solution of (2.5) is Χι = ZjZ^ where 
1+1 / , \ i + i l 
Z, = ЩО) = \ (G + VG2 - ή - [G - VG2 - ή 
Ζ, = r,(G) - ì 
( G 2 - 7 ) - ï (2.6α) 
(Dirichlet b.c.) 
(Neumann b.c.) (2.6b) (G + VG2-I)1 + (G - y/G2- ƒ)' 
Here Zi is s.p.d. and Χι converges to X, where Χ = G + \/G2 — I, i.e. X — 2G — X 1 . 
Proof. Substitution of X¡ = Z^^^ into (2.5) gives 
ZlZ^_l = 2G — Zi-2.Z^_j or 2 | = 2GZ|_i — Z(_2, I = 2 , 3 , . . .,τζ, 
where ZQ = I and Zi = 2G (Dirichlet b.c.) and Z^ = G (Neuman b.c.), respectively. 
The corresponding solutions are Zi = f7¡(G), the Chebyshev polynomial of second 
kind and Zi = T¡(G), the Chebyshev polynomial of first kind, respectively, whose 
explicit forms are those in (2.6a) and (2.6b), respectively. 
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Since the smallest eigenvalue of G is bounded below by 1, Zi is s.p.d. In both 
cases, the corresponding sequence Χι converges to X = G + %/G2 - I. • 
Note that the sequence Χι is positive definite if and only if G (which is symmetric) has 
a smallest eigenvalue \\{G) > 1. This is satisfied in our problem (where Ai(G) = 1 + 
2(s in |7r/(m+l)) 2 (21?), respectively Ai(G) = 1 + Σ?=ι l + 2(sin |π/(7η, + 1))2 (3D)). 
Note also that as n, —» oo, the Schur complement matrix .63,3 in (2.3a) ap­
proaches a limit matrix: 
2 
Вз,з -» (αϊ + a 2 )G - ^ a,(G - ^ G 2 - /) = (01 + а 2 ) ^ С 2 - J, n, -» 00, (2.7) 
1 = 1 
We now extend the above results to an elliptic problem of the form - V · a,Vu = ƒ, 
a; € fi, where а = at{y) > 0, (respectively а, = аг(у, ζ) > 0), г = 1,2, i.e. the 
material coefficient may depend on у (or on (y, z)) within each Ω, but not on x. 
The corresponding matrices Altl are still block tridiagonal and block Toeplitz, with 
diagonal blocks (Att,)¡ = 2G'1' where G^'' are tridiagonal matrices and offdiagonal 
blocks £>('', I = 1,2,.. .n, (except that (A,,,)i = G*1' in the Neumann b.c. case). For 
simplicity we assume that we use a central difference approximation. Hence £>'"' are 
still diagonal matrices, with positive diagonal entries and the sequence (2.4) takes the 
form 
X¡,i = 2Gll)-Di,i{X¡!}l)-lD,-l\ / = 2 , 3 , . . . , n „ ¿ - 1 , 2 . ((2.8) 
Define Χι = D 'X¡D г, G = D *GD 2 where we have deleted the superscript 
(i) for notational simplicity. Then (2.8) takes the form 
2 G - X ¡ -1 ' I = 2,3, . . . , η , (2.9) 
In order to apply the results in Lemma 2.1 we must first examine if Ai(G) > 1 i.e. if 
\/G 2 - I exists. 
Lemma 2 2. Let 
K
n
^ 
ÇG -D 0 
-D 2G -D 
D 2G 
where ξ > 1, and G and D arc s.p.d. be itself s.p.d for all orders n. Then 
A -
n
-
t,G -I 0 
-I 2G -I 
-I 2G 
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is s.p.d. and \i(G) > 1, where G — D ^GD -. 
Proof. Let V = blockdiag(£>,...,£>). Then ~^К
п
 5 = A'7t. Hence Α'„ is 
s.p.d. Let λ,ν be eigensolution pairs of G, i.e. let Gv — λν, ν ^ 0 and set χ — 
(v T , v r , . . . , vT)T. Then, since K
n
 is s.p.d., we have 
0 < x' rÂ'nx = ;(ξΑ 1) + (2λ - 2)(7i - 2) - (2λ - 1 ) > τ ν 
= [{2η- 2 >гі)Х-2п + 2] ' г 
Hence A >
 2^"~_ 2 and since this is valid for all n, we must have A > 1 for any 
eigenvalue of G. • 
By lemmata 2.1 and 2.2 it follows that the sequence Χι in (2.9) has the limit X = 
G + ν G 2 — I. The corresponding limit of the sequence in (2.8) is 
" SD^, i = 1, 2. 
For the Schur complement in (2.3) where Аз^ — G ( 1 ' + G ( 2 ) we have 
VDM, n, -> oo, i = 1, 2. 
(2.10) 
If D^ = α,£), G' 1 ' = α,G, where α, are constants and D commutes with G we find 
5з,з = (αϊ + a 2 ) \ / G 2 - . D 2 , (2.11) 
which generalizes (2.7). Clearly D cannot be a diagonal matrix in such a case because 
G is tridiagonal, unless D is a constant multiple of the identity matrix. 
Consider now the square of B33, i.e. 
оз,з5з,з = ( а і + а 2 ) 2 ( С 2 - £ > 2 ) (2.12) 
This matrix is pentadiagonal (respectively block pentadiagonal) and can be used as 
a preconditioner to solve 
^3,3(53,303 - b 3 ) = 0 
by iteration, for instance by the stationary iterative method 
(a! + a2)2(G2 - D2)6,+1 = B3i3(b3 - B3¿al3), (2.13) 
a^1 = ai •+ V " , / = 0,1,... 
τ 
for some parameter r. We can also choose τ = 1. 
Xb) = G(l) + \/~Б<У> ( ¿ » ( • Г ^ Ы д Ы i ) 2 _ / 
'з,з 
В 3,3 (¿»(О *с(і)0{і 
• ' ) 
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The spectral radius of I-(ai+a2)~2(G2-D2)~lB%
 3 and spectral condition number of 
(G2 — D2)~1B¡ 3 shall be derived in Section 4. As we shall see, the rate of convergence 
is of optimal order (m —> oo respectively ТП],7П2 —» oo), but it depends on the 
aspect ratios of the subdomains. Since the preconditioner is pentadiagonal, in the 
two-dimensional case, the cost to solve it, is small. For instance, we can write it on 
blocktridiagonal form with small blocks (of order 2 x 2 ) and then use the odd-even 
reduction method. 
In the three-dimensional case we must solve block pentadiagonal systems. We 
propose here that this is done by use of an inner iteration method, where we use the 
above preconditioner for a two-dimensional problem for the blocktridiagonal matrix 
G — D as a preconditioner for those inner iterations. In this case for the limit matrix 
analysis we must assume that a, = а
г
(г). 
If D^ = a,D, G*1' — a,G, but D is diagonal (and does hence not commute with 
G'*'), we find for the scaled normal equations for the limit matrix 
03,30-1B3,3 = [ ¿ V / D [ ( £ » - ^ G C ) £ > - ^ ) 2 - a f / ] ^ 
• ( ¿ [(D- i G^D- i )2 - a2,l] έ VD\ (2.14) 
= ( o 1 + o 2 ) 2 [ G £ > - 1 G - B ] , (2.15) 
which is again pentadiagonal. We shall use this limit matrix as a preconditioner for 
the iterative solution of the scaled normal equations, 
B3¿D-l{B3¿a3-b3)=0. (2.IG) 
Similarly for the general case with general coefficients a,, we can use the precondi-
tioner, 
¿ [ G ^ D ^ 'G'1' -£>('>] 
1 = 1 
if D'1* is diagonal. 
3 . C o m p u t a t i o n a l a s p e c t s 
In the numerical tests in Section 5 we have used the preconditioners presented in the 
previous section but also some indirectly constructed preconditioners for the sake of 
comparisons. These will be described in that section. 
Other preconditioners for the solution of (2.2), В^
щ3схз -- Ьз, have been pro­
posed in [11], [13], [8] and [15]. Dryja [11] used A'i, where К = tridiag(-l, 2,-1) 
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as preconditioner. This corresponds to 2(G — £>), in our notations. Golub and May-
ers [13] used (K2 +4K)ï as preconditioner which corresponds to 2\/G2 - / . Björstad 
and Widlund [8] used \/Gl — I, i.e. a preconditioner which is derived from the Schur 
complement for one of the regions only. Keyes and Gropp [15] improved these precon-
ditioners by a certain scaling, dependent on the aspect ratios nt/m of the domains. 
In all of the above preconditioners one must compute the square root of a matrix 
and this requires the knowledge of the complete eigensolutions. The preconditioner 
must therefore always be based on constant coefficient (Toeplitz) matrices. 
This is not required in our method, because no square root appears in the pre-
conditioners. 
What makes our method additionally interesting is that it is equally well appli-
cable for the solution of unsymmetnc problems, where we solve 
Б з
Г
з І ) - 1 ( В з , з а з - Ь з ) = 0 
by preconditioned iterations. Since the matrix Bj30~1 Вз^ is s.p.d., we may use a 
standard conjugate gradient method for s.p.d. problems. However, there is one aspect 
of the method which we haven't commented on yet. It is related to the assumption that 
the action of B$¿ can be computed exactly, which would require that the subproblems 
on the subdomains Ω,, i = 1, 2 are solved exactly. In practice this is rarely the case. 
Not solving them exactly corresponds to a perturbation of the matrix B3ti and this 
is in general an unsymmetric perturbation. Hence, in such a case we get a perturbed 
matrix with slightly complex eigenvalues and it may therefore require a generalized 
conjugate gradient method such as ORTHOMIN [18], [14], the method in [17] or the 
GCGLS method in [2]. For an analysis of the rate of convergence for such cases, for 
the full or the restarted method, see [3]. 
The numerical tests show very fast convergence and it is therefore not needed to 
use a restarted method. The cost of keeping all previous vectors is small, in particular 
since the dimension (τη) of these vectors is small. Hence, for the sake of robustness, it 
can be recommended to use a GCGLS (see [2] and [3]) or a similar method (without 
truncation). 
The problems on the subdomains can hence be solved by (inner) iterations them­
selves. Since the size of each subdomain is still large after the first substructuring, 
a natural method is to use a recursive substructuring, i.e. to divide each subdoniain 
in two parts, for which the same type of preconditioned Schur complement solver is 
used as for the original subdivision, and so on. The new subdivision can occur ver­
tically or horizontally. If we continue with a vertical subdivision, we get increasingly 
thinner and thinner strips, and at some level when the strip is thin enough, we can 
stop and solve the problem on this level with a direct (bandmatrix) solution method. 
If we divide the subdomains alternatively with vertical and horizontal lines we get 
subdomains in the form of smaller and smaller boxes, where we may also eventually 
use a direct solver, because of the small number of unknowns in the final box. In 
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both cases, the data structure to handle the connection between the subdomains is a 
binary tree structure. 
Using such recursive substructurings, one must be aware of the fact that the limit 
matrices become less good preconditioners when a subdomain becomes too thin. In 
the next section we shall analyse the influence of the width of a subdomain on the 
accuracy of the preconditioners. It follows that if we use an alternating direction 
subdivision the aspects ratios are fixed (or more precisely vary alternatively between 
two fixed numbers) and the spectral condition numbers are essentially constant for 
all subdomains. 
4. R a t e of convergence 
We shall analyse the rate of convergence for the iterative solution of (2.2) for the 
problem defined in figure 1 with Neuman boundary conditions to be specific. To this 
end we first derive the analytical form of the matrix #3,3 defined in (2.3a). 
Lemma 4.1. The Schur complement matrix Вз^ defined m (2.3a) and cor­
responding to the problem defined m figure 1, where Ω,, ι — 1,2 has n, vertical 
meshhnes, is 
Вз,з = ео,\/с^Тг(/- [G-V/G 2 -/] 2 "') (I+ \G- VG2 -1] 
2 
= ^ a , ( G 2 - / ) f /
n
, _ 1 ( G ) T , ! , ( G ) - 1 (4.1) 
1 = 1 
where T¡ and U¡ are the Chebyshev polynomials of first and second kind, satisfying 
the recursion 
Р,+1(х) = 2гЩх)-Р,.1{х), Ζ = 1,2,... (4.2) 
Ρι=Τι, To = 1, Г1(х) = х, respectively P, = [/,, UQ =- 1, t/i = 2a·. 
Proof. By (2.3a), (2.3c) and (2.3d) we have 
2 
В з , 3 = ^ в ' ( С - Х п . 1 ) · 
1 = 1 
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Using (2.6b) we find 
, n,- 1 
G-X-*=G- (G + ^JG2 -і)П' +(G- ^ G 2 - / ) ' 
χ [(G + VC2 - ƒ)"' + (G - v ' G W ) "'] " 1 
= G - (G - N / G 2 ^ / ) / + ( G - N / G 2 - / ) 2 * " ' " 1 ' ] 
χ [Z + ÍG- ÍG 2 - / ) 2 " ' ] " 1 
= | G ( G - A/G2 - / ) 2 n ' + л/с2 - ƒ - ( G - V G 2 - / ) 2 " ' " 1 ! 
I+(G- V G 2 - / ) 2 " ' 
/ - ( G - ^ G 2 - / ) 2 ' \ / G 2 - / 
ƒ + (G - V G 2 - J ) 2n, 
which shows the first part of (4.1). The second part follows by the explicit solutions 
of the recursion (4.2), given in the proof of Lemma 2.1. • 
We shall estimate the rate of convergence of the iterative solution of 
(i) .Вз,з«з - Ьз = О 
and 
(ii) Β
ίΑ
{Β
ΆίΖ
α
ζ
 - b j ) = О 
by use of various preconditioners. To this end we shall estimate the spectral condition 
number of the preconditioned matrix or the spectral radius of the corresponding 
stationary iteration (Jacobi) method. To begin with we consider the spectral condition 
number of 53,3 itself. 
Since Вз^ = Bb¿(G) is a function of the matrix G only, the eigenvalues λ, of 
Вз.з are simply 
λ, = Вз,з(А.) 
where μ, = 1 + 2(sin |г7г/(т + I)) 2 (in the {2D) case). It follows from (4.1) that 
A, = ¿ « u i / i ? - 1)ЕГ
П4_!(/*,)/Τ„,(μ.) 
fc = l 
and an elementary computation shows that 
2 
„ , ч \-^ τ I-e- 2« 1 '* 
mm λ, = ß3,3(M > ¿ ^ — Т Г Г ^ ^ ' 
τη+ 1 1 +е- 2 ' " · " 
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and 
ζ 
max λ, = В з ) з ( ^ т ) ~ ^ а А ! / 8 [ і - ( 3 + / 8)- 2 п к ] / [l + (3 + ν/β)- 2" 1] 
fc = l 
2 
k = l 
m —> oo, 
where qk = Пк/тп is the aspect ratio of the subdomains. 
Hence the condition number к of ^3,3 satisfies 
V8 2 i
 + e -2«» '
 2 
к ( Д з , з ) ^ — ( τ " + 1 ) Σ ο * 1 _ β - » „ „ / Σ α ΐ " τη-* ex. 
fc = l A : = l 
This shows that the condition number of the Schur complement increases as 0(771), 
τη —» 00. This result is wellknown and has been shown in a more general context in 
[11], [16] and [19], for instance. 
Consider now the preconditioner G — I to 53,3. Then, by (4.1) the eigenvalues 
λ, of (G - / ) _ 1 Б з , з satisfy 
2 
λ, = Σα^μ, + 1)UB4 _!(ƒ!, )/T„k(/í,) 
fc = l 
and an elementary computation shows that 
н{{С-І)-лВ^)< ( ¿ a f c 7 i f e / ¿ a f c ] V2. 
\k=l ' fc=l / 
Hence the condition number is essentially independent of m if τη is not too small and 
this preconditioning can be efficient to use when njj, the number of vertical meshlines 
in the subdomains Ω&, is small. 
For the preconditioner л/С^ - / we get 
λ, = Σ
 а
М
 1
 ~ '^ ~ V м ' _ 
fc = l 
2n,s 
1 + M· - V>? - ! 
2η. N 
and we find 
««с
2
 - /)-Б3,З) ~¿a*i!l-!ll'/¿o*' τη —> oo. (4.3) 
*! = 1 fc = l 
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Consider now preconditioning of ßf 3 with G — I. We find 
С 2 
(С2-ІГ1ВІ3 = \^ак(і- G-Vd-I 
<k = l 
1 + G- VG2 -I 
and its condition number is the square of that in (4 3) (note that the operators 
commute), i.e. 
2 , . - 2 , ^ ' 2 1 2 
Σ 
α*: 
1 + e-
- 2 ς 4 ΐ Γ Σ
α
* 
* = 1 
τη cc (4.4) 
Lfc=i 
Hence κ = 0(1), τη —> οο. The spectral radius of the corresponding damped Jacobi 
iteration matrix is 
1 
-I 
r ' 
p { 1 _ _ ( G 2 _ ƒ ) - ! £ £ , ) = (1 - Λ - ΐ ) / ( ι + κ - ΐ ) ~ 26- 2 *7(1 + e " 4 ' " ) 
where r = (max λ, + minA,)/2 if αϊ = 02 and ci = 92 = <?· For a rectangular domain 
where g = 1 we get ρ ~ 3.75.10-3 and for a unit square domain, where q — | , we get 
ρ ~ 0.086, i.e. very small reduction factors. 
It follows from (4.4) that an alternating direction recursive subdomam divisionis most 
efficient, because then the aspect ratios qk will be bounded below (by | , if Ω is a unit 
square). 
The rate of convergence (i.e. the number of additional correct digits for each 
iteration) for this method is 
logic Ρ 1 ~ ( 29 7 r _ l n :) log10 e ~ 0.434(2ç7r - 0.69) 1 +е-*ч*' 
For the PCG method we get a lower bound of the corresponding rate of convergence 
if we let ρ = {y/H — 1)/(ν/κ + 1), where κ is the spectral condition number of the 
preconditioned matrix. 
For a rectangular domain with coefficients a, = alf(y) (a, is a constant) which 
are constant in the direction of the normal to the dividing lines we get the same type 
of estimates as above, if we scale the matrices as described in Section 2. In particular, 
if we use (2.15) as a preconditioning for the solution of (2.16), it follows that we get 
a condition number which is bounded above indepently of the meshsize. 
For a rectangular domain with general variable coefficients we can use the fact 
that the bilinear form â(u, ν) = $
a
 Vu • Vi>dŒ is spectrally equivalent to the bilinear 
2 
form a(ii, v) = Σ Sn a'^-u ' Vvdíl where 
1 = 1 
тітіа1(х,у)а(и,и) < a(u,u) < таха г(а;,у)а(и, и) Vu e Я ^ П ) 
ι,Ω г,Ω 
156 Chapter 6 
(see, for instance [4]). 
Hence, if we construct an optimal order preconditioner for the stiffness matrix cor-
responding to ä(u,v), it will also be an optimal order preconditioner to the stiffness 
matrix corresponding to the given bilinear form. 
For a general convex domain Ω and variable but bounded coefficients, it has been 
proven in [16], for instance, that the Schur complement 5 for the line Го is spectrally 
equivalent to the Schur complement for the same line for the rectangular domain Ω, 
with constant coefficients, (see figure 2), if the same division is used for Го for both 
of the domains. This means that a preconditioner for the Schur complement for Ω, 
constructed as described in Section 2, will be an optimal order preconditioner for the 
Schur complement on Ω, also. 
In this way we can always construct optimal order preconditioners for a general 
convex domain with variable coefficients using preconditioners for a spectrally equiva­
lent Schur complement for a rectangular domain with constant coefficients. However, 
m practice, it is frequently more efficient to work with preconditioners computed from 
the actual domain and actual elliptic bilinear form. 
Figure 2. Domains Ω and Ω for the construction of optimal order preconditioners. 
Three-space dimensional problems 
The method in Section 2 and the analysis in this section for two-space dimen­
sional problems is equally applicable for a problem in three-space dimensions. Here 
we divide the domain in two subdomains using a cutting plane Го (see figure 3). 
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Figure 3. Recursive subdivision of a cube. 
(Only one subdividing plane on each level, is shown.) 
This can be continued and to preserve the aspect ratio we can divide by planes 
alternatingly, normal to the î , y and i directions, respectively. 
For a three-space dimensional problem, the matrix G corresponding to a constant 
coefficient problem on an axiparallel parallelepiped is 
- blocktridiag(—I,D, -I), 
where D = tridiag(-l,6,-l). Hence, the extreme eigenvalues of G are min μ, = 1 + 
(2 sin і т г Д т + І ) ) 2 and max μ, ~ 5 (m -> oo). The condition number of (G2-I) ~1Bj3 
is now 
Σ
α
*7 
lt = l 
1+e- -2%/29к' 
e
-2y/2qkr
 ¡ Σ
α
* 
к = 1 
and the spectral radius 
•H (G2 - I)-lB: К 
-2>/2<j" 
+ 6 - 4 ί π 
if αϊ = аг and qi = q2 = 4- For q = | we get ρ ~ 0.023. 
However, the additional complication with three-space dimensional problems is 
twofold: 
(i) The preconditioner G2 — I is block pentadiagonal, and 
(ii) G and G - I have a structure as for a two-space dimensional problem. 
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To solve the preconditioner we can also use preconditioned iterations, in the form 
of inner iterations. To find a preconditioner for G2 — I there exist various possibilities. 
Since G2—I = 2(G—I) + (G—I)2, it corresponds to the fourth order difference operator 
- Δ ^ + | Д д , where Δ^ is the second order elliptic difference operator on a rectangle. 
We can use a dividing line substructuring on the plane but the Schur complement 
consists now of five terms, instead of three, as for the second order problem. As 
an alternative, we can construct a preconditioner for G — I, which corresponds to 
— jAft, and use the method in Section 2 to find a preconditioner for the corresponding 
Schur complement. This preconditioner can then be used when solving the problems 
with G2 — I. However, the condition number for the inner iterations with this latter 
approach is about 3 times as large as the condition number for G - I. 
Computer architecture 
If we have a computer architecture with a set of parallel processors, where each 
processor itself may contain a cluster of more highly coupled parallel processors, 
we can let each such cluster work on the solution of the subdomain problems. This 
structure can continue onto deeper and deeper levels. The connections between two 
subdomains occur through the clusters parent processor node, where the iteration 
work, matr ix times vectors and the solution of the preconditioner, takes place. The 
solution of subdomain problems occurs at the next lower level. The processor nodes 
can therefore be placed in a binary three graph. 
Since the amount of d a t a to be passed up to the parent node is always of smaller 
dimension than the d a t a processed at each node, it can be expected that there will 
be no or few data conflicts (there are no 'hot spots ' in the jargon used by computer 
scientists). 
For the case of a three-space dimensional problem, every parent node must do 
relatively more computational work and each parent node may then be extended with 
an extra (but perhaps smaller sized) cluster of processors. The processor structure 
now becomes a triary tree. 
5. Numerical tests 
We consider the problem 
- V(aVu) = 0, α > 0 on Ω = (0,1) 2 
и = 0 on Γ = 5Ω 
whose solution is u Ξ 0. 
The problem is discretized using central differences with Λ
χ
 - ^
1
^ and hy = - ^ . 
This leads to the following system 
0 Л 1 і 3 ] [ χ / 
: 0 
1,1 
0 
b,i 
 
-42,2 
¿3,2 
¿ M " 
¿2,3 
¿3.3 
' x i 
X2 
Х3 
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where ^3,3 is a π χ τι matrix, Αχ^, Аі^ пк χ nk matrices. 
Let D, denote the η χ η diagonal matrix that corresponds to the coupling oí A,,, with 
Asj, i.e. the nonzero diagonal block of A3^, i = 1, 2. Set 
D=1-(D1+D2) (5.1) 
i.e. the average of the couplings in the ^-direction. 
As the previous sections have shown we may expect that B%
 3 (or B33D~1Bi^) 
is close to a pentadiagonal matrix. Therefore we have constructed only pentadiagonal 
preconditioners. 
We have implemented the following four choices 
1. The preconditioner as described in Section 2. 
С = А3<зО-
1
Аз
:
з -4D = 4(GD-lG - D) where G is defined in Section 2. 
2. С a symmetric pentadiagonal matrix such that 
Ce, = B¡3e„ i = 1,2,3 where (or Ce, = Б з . з о - 1 Вз.зе.) 
ej =(1,0,0,1,0,0,1,0,0, . . . ) г 
е 2 = ( 0 , 1 , 0,0,1,0,0,1,0,...)Г 
ез = (0,0,1,0,0,1,0,0,1,...) г 
As is readily seen this choice of vectors makes the computation of С very cheap 
and stable. This method of computing a preconditioner has been used for other 
types of domain decomposition methods (see [l5j). Note that a symmetric pen­
tadiagonal matrix is uniquely determined by its action on three linearly indepen­
dent vectors. Since B3 3 is close to a pentadiagonal matrix we may expect that 
this preconditioner will give excellent results in general. However, it turns out 
that in some cases we may loose positive definiteness. 
3. Compute a tridiagonal matrix G such that 
(C=) (G2-4D2)V, = Β | ι , ν 1 f = 1,2. 
where νχ = (l,l,l,...)T and V2 = (1, 2,3,.. .,n)T 
G is computed iteratively. These vectors were used in [5] to compute a pre­
conditioner using indirect approximations of inverses of certain block diagonal 
matrices. This method has the disadvantage that G cannot be derived directly 
but must be approximated itself. We have used the following iterative procedure 
to determine G. 
G{0) = }Лз,з 
Loop: Compute a, = (G ( , ) + D)~lv
n
 i = 1,2. 
Compute G ( ' + 1> such that ( G ( , + 1 ) - D ) Q , = B^v,, i =- 1,2. (this 
can be clone by straightforward computation, for details, see [5]). 
IF ( | | G ( , + 1 ) - G ( , ) | |2 > 1(Г6) Go to Loop. 
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Although one iteration isn't too costly the speed of convergence of this itera­
tive process decreases rapidly as soon as the problem corresponds to varying 
coefficients. 
4. Define A = tr idiagf-l^,-!] and set С = A2 + 4Л. This is the limit matrix for the 
model problem —Au = ƒ on a square with h
x
 = hy (see also [10]). 
To test these preconditioners we have chosen the following four problems on the unit 
square (0 ,1) 2 . 
A. The model problem 
- Δ ω = 0 in Ω = (0,1) 2 
и = 0 on Г = diï. 
B. - ^ ( o u I ) - ^ ( ò u y ) = 0 i n n , 
и = 0 on Г 
1 
ÏÖ where а(х,у) — — -"- 1000(1 — у) 
Ь(х,у) = 1. 
С. - V ( a V u ) = 0 in Ω, 
D. 
where o(.r, у) 
where a(.r, y) 
и = 0 on Г, 
= 1 +0.65arctan(:E -
-V(aVu) = 0 in Ω, 
и = 0 on Г, 
^ Í 1000 x,y>l 
1 1 otherwise 
+ 0.35arctan(10(j/ - \)), (see also [15] 
Π 
Note that in this latter case one would expect difficulties with the preconditioners 
since there is no symmetric limit behaviour around the line .τ — \ and therefore it 
may be difficult to find a proper scaling matr ix D. 
In all cases we have used a randomly filled startvector and as stopping criterion 
i-fcC 1ть 5 f 2 r o C ^ o with ε — I O - 5 in a Preconditioned Conjugate Gradient algo­
rithm. 
Except for the modelproblem A the tests have been carried out with S3 3 as well as 
with B33D 1 В з
і
з as coefficient matrix, where we expect that the latter choice will 
give better results in the variable coefficient cases. 
In the following tables 1,2,3,4 will refer to the preconditioners as defined above, 
A,B,C,D to the problems as defined above and 1,11 refers to the use of Д 2 3 respectively 
Вз^О~
 ι
Β3Ά as coefficient matrix. Note that the matrix D is always as explained at 
the beginning of this section. 
r? is the ішшЬег of points in ¿/-direction and 2k — 1 the number of points in .r-direction. 
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In the tables we list the number of iterations. A bar indicates that no conveigence 
was reached within 100 iterations or that the preconditioner was indefinite. 
The problems on the subdomains Ω,, ί - 1, 2 could have been soh-ed by iteration but 
we have here used a direct band solver, for simplicity. 
Table AI 
С 
k\n 
3 
7 
15 
31 
ι 
7 
3 
3 
3 
3 
15 
3 
3 
3 
3 
31 
2 
2 
3 
3 
63 
2 
2 
2 
2 
7 
2 
2 
2 
2 
2 
15 
3 
3 
3 
3 
31 
2 
2 
3 
3 
63 
2 
2 
2 
2 
7 
4 
4 
4 
4 
3 
15 
5 
4 
4 
4 
31 
-
4 
4 
4 
63 
~ 
5 
4 
>l· 6 
6 
6 
4 
15 
7 
3 
0 
7 
31 
13 
7 
3 
6 
63 
20 
14 
8 
2 
Table BI 
С 
k\n 
3 
7 
15 
31 
7 
7 
7 
7 
7 
1 
15 
13 
13 
13 
13 
31 
16 
16 
16 
16 
63 
17 
16 
16 
16 
I 2 
15 
2 
2 
2 
2 
31 
3 
3 
3 
3 
63 
3 
3 
3 
3 
3 
7 
4 
5 
7 
7 
15 31 
-
" 1 " 
-
-
-
-
63 
-
-
-
-
7 
7 
7 
7 
7 
4 
15 
19 
19 
18 
19 
31 
38 
38 
39 
39 
63 
41 
52 
53 
56 
Table BII 
С 
k\n 
3 
7 
15 
31 
1 
7 
7 
7 
7 
7 
15 
13 
13 
13 
13 
31 
16 
16 
16 
16 
63 
17 
16 
16 
16 
2 
15 
2 
2 
2 
2 
31 
3 
3 
3 
3 
63 
3 
3 
3 
3 
3 
7 
7 
7 
7 
7 
15 
13 
13 
13 
13 
31 
16 
16 
16 
16 
63 
22 
20 
20 
19 
4 
7 
7 
7 
7 
7 
15 
14 
14 
15 
15 
31 
17 
19 
19 
20 
63 
19 
20 
21 
21 
Table CI 
С 
k\n 
3 
7 
15 
31 
1 
7 
4 
4 
4 
4 
15 
3 
4 
4 
4 
31 
3 
3 
3 
3 
63 
3 
3 
3 
3 
2 
7 
3 
3 
3 
3 
15 
3 
3 
3 
3 
31 
3 
3 
3 
3 
63 
2 
2 
3 
3 
3 
7 
6 
6 
6 
6 
15 
6 
6 
7 
7 
31 
19 
7 
7 
7 
63 
24 
-
7 
7 
4 
7 
7 
7 
7 
7 
15 
14 
13 
14 
14 
31 
24 
20 
15 
17 
63 
40 
31 
21 
15 
162 
Table CU 
С 
к\п 
3 
7 
15 
31 
1 
7 
4 
4 
4 
4 
15 
3 
4 
4 
4 
31 
3 
3 
3 
3 
63 
3 
3 
3 
3 
2 
7 
2 
2 
2 
2 
15 
3 
3 
3 
3 
31 
2 
2 
3 
3 
63 
2 
2 
2 
2 
3 
7 
5 
5 
5 
6 
15 
6 
5 
6 
6 
31 
-
7 
6 
6 
63 
25 
-
7 
6 
4 
7 15 
7 11 
7 
7 
7 
9 
10 
11 
31 
18 
13 
9 
11 
63 
32 
20 
13 
9 
Table DI 
С 
к\п 
3 
7 
15 
31 
1 
7 
5 
5 
5 
5 
15 
9 
9 
9 
9 
31 
18 
20 
15 
63 
26 
29 
29 
14 | 21 
2 
7 
-
-
-
-
15 
-
-
-
-
31 
-
-
-
-
63 
-
-
-
-
3 
7 
9 
4 
6 
15 
22 
14 
12 
20 
31 
-
33 
17 
15 
63 
-
-
-
56 
4 
7 
4 
4 
4 
4 
15 
8 
8 
8 
8 
31 
27 
18 
16 
16 
63 
65 
55 
38 
26 
Table D U 
С 
k\n 
3 
7 
15 
31 
1 
7 
5 
5 
5 
6 
15 
9 
9 
10 
10 
31 
17 
17 
18 
17 
63 
22 
25 
25 
26 
2 
7 
2 
2 
3 
3 
15 
4 
4 
4 
4 
31 
7 
7 
6 
5 
63 
9 
11 
10 
7 
3 
7 
7 
7 
6 
7 
15 
17 
13 
11 
12 
31 
35 
35 
21 
18 
63 
91 
83 
58 
33 
4 
7 
5 
7 
7 
7 
15 
13 
9 
12 
11 
31 
22 
24 
18 
20 
63 
33 
33 
43 
31 
6. Conclusions 
We see that for problems with constant (problem A) or fairly smooth coefficients 
(problem C), the number of iterations is independent of problem size with precondi­
tioner 1. This is in accordance with the theory for method 1. For preconditioner 2 it 
seems as if we get also a number of iterations independent of the meshsize for these 
problems. 
The diagonal scaling with D as chosen in (5.1) has almost always a positive effect, 
most dramatically seen for problem D and preconditioner 2. Furthermore we see that 
the preconditioners based on the action of the actual Schur complement matrix do 
only slightly depend on the aspect ratio (k\n), whereas preconditioner 4 (which is 
based on the constant coefficient matrix case), depends heavily on this ratio. However 
also in this case the scaling with D has a positive effect (but not always when the 
aspect ratio is close to 1). 
From these tests we conclude that preconditioners 1 and 2 are much more efficient 
than the other two. Preconditioner 1 has the advantage that it is always symmetric 
and positive definite whenever the original system is s.p.d., whereas preconditioner 2 
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may become indefinite for a problem with wildly varying coefficients (see table DI 2). 
Note that since one needs a factorization of the preconditioner, indefiniteness of the 
preconditioner is easily detected when pivot entries become negative and can thus 
be acted upon. However, again the scaling with D seems to avoid this problem. On 
the other hand, when the coefficients are fairly smooth, we expect by the theory 
in Section 2 that Bz¿D ^B$¿ is close to a pentadiagonal matrix and in such a 
case preconditioner 2 gives better results than the other preconditioners, because 
as already mentioned it computes the exact matrix from the action of a symmetric 
pentadiagonal matrix (see table СП, for instance). 
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SAMENVATTING 
De wiskundige modellering van een grote verscheidenheid aan physische verschijnselen 
leidt tot een of meer (gekoppelde) partiële differentiaalvergelijkingen op een begrensd 
gebied. De numerieke benadering van deze problemen met behulp van Eindige Diffe-
rentie of Eindige Elementen discretisaties resulteren in zeer grote stelsels van lineaire 
of niet lineaire vergelijkingen. Een practisch zeer belangrijke eigenschap van deze dis-
cretisatiemethoden is het feit dat ze zeer ijle matrices produceren, waarvoor directe 
oplosmethoden minder aantrekkelijk zijn omdat deze gebaseerd zijn op een of an-
dere vorm van factorisatie in driehoeksmatrices die aanzienlijk minder ijl zijn dan de 
oorspronkelijke matrix. 
Dit heeft tot gevolg gehad dat iteratieve oplosmethoden voor dit soort problemen 
intensief bestudeerd zijn sinds de beginjaren vijftig. Een belangrijk voorbeeld is de 
Geconjugeerde Gradiënten methode geïntroduceerd in 1952 door Hestenes en Stiefel. 
Typisch voor dit soort iteratieve methoden is het feit dat om de oplossing te verkrij-
gen alleen matrix-vector vermenigvuldigingen met de oorspronkelijke ijle matrix A 
nodig zijn. Practisch alle iteratieve methoden voor de oplossing van een lineair stelsel 
hebben gemeen dat het convergentiegedrag afhangt van het spectrale conditiegetal 
van de matr ix J4, d.w.z. de verhouding tussen de grootste en kleinste eigenwaarde van 
de matrix. Deze observatie heeft geleid tot de introductie van preconditioneringsma-
trices in de jaren zestig. In plaats van het stelsel Ax = b lost men het equivalente 
stelsel C~lAx = C - 1 ^ op, hier is С de zogeheten preconditioneringsmatrix. Een 
preconditioneringsmatrix moet de volgende eigenschappen hebben: 
i) Het conditiegetal van C~lA moet aanzienlijk kleiner zijn dan dat van A. 
ii) С moet ijl zijn, С heeft typisch een ijlheidspatroon vergelijkbaar met het ijl-
heidspatroon van A. 
iii) Lineaire stelsels met С als coëfficiëntmatrix kunnen eenvoudig worden opgelost. 
Met de laatste eigenschap in gedachten ligt het voor de hand om preconditionerings-
matrices te bestuderen die gedefinieerd zijn in een gefactoriseerde vorm, d.w.z. die het 
product zijn van driehoeksmatrices en diagonaalmatrices, omdat stelsels met dergeli-
jke matrices als coëfficiëntmatrix eenvoudig zijn op te lossen. Dit heeft aan de ene 
kant geleid tot methoden afgeleid van Jacobi, Gauss-Seidel en SSOR waar de factoren 
delen van de oorspronkelijke matrix zijn en aan de andere kant tot incomplete fac-
torisatie methoden waar de factoren het resultaat zijn van een incomplete factorisatie 
van de matrix A. 
Een nadere bestudering van het ijlheidspatroon van de oorspronkelijke matrix 
laat zien dat in veel gevallen de matrix gepartitioneerd kan worden in submatrices, 
een submatr ix typisch corresponderend met de knopen in een roosterlijn, die zelf 
tri-, bi- of zelfs diagonaal zijn. Deze observatie heeft geleid tot blokvarianten van de 
eerdergenoemde methoden, waar in plaats van operaties op matrix elementen, ope-
raties worden uitgevoerd op basis van de submatrices. Blokvarianten van incomplete 
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factorisaties zijn het onderwerp van dit proefschrift. 
Het proefschrift bestaat uit 6 artikelen die reeds eerder zijn gepubliceerd. We zullen 
hier een korte beschrijving geven van de inhoud van ieder artikel. 
In hoofdstuk 1 beschrijven we een aantal blok incomplete factorisaties waar de 
blokken corresponderen met de knopen in een roosterlijn. WTe bewijzen existentie en 
positief definietheid van de preconditiematrices voor symmetrische M-matrices. In 
hoofdstuk 2 geven we een nieuwe, meer algemene, definitie voor de verzameling van 
Blok if-matrices en we breiden de resultaten van hoofdstuk 1 tot deze verzameling 
uit. 
De methoden beschreven in het eerste hoofdstuk berusten op het benaderen 
van inversen van symmetrisch positief definiete bandmatrices met een banddeel van 
de exacte inverse. De convergentiesnelheid van deze methoden hangt dus af van de 
nauwkeurigheid van deze benaderingen. Het is welbekend dat de matrixelementen 
van de inverse, lopend van hoofddiagonaal naar de rand, van een symmetrisch posi-
tief definiete bandmatrix een exponentieel afvalgedrag vertonen. Bovengrenzen voor 
dit afvalgedrag in termen van het spectrale conditiegetal zijn het eerst afgeleid door 
Demko, Smith en Moss. In hoofdstuk 3 bestuderen we de verzameling matrices waar-
van de LU factoren bijna Toeplitz matrices zijn en we leiden grenzen af voor het 
afvalgedrag voor matrices in deze verzameling. Deze grenzen zijn quantitatief en kwa-
litatief scherper dan de eerdere resultaten, in het bijzonder voor niet symmetrische 
matrices. 
In Hoofdstuk 4 onderzoeken we de toepasbaarheid van de Blok Incomplete Fac-
torisaties beschreven in hoofdstuk 1 als preconditiematrices in een gegeneraliseerde 
geconjugeerde gradiëntenmethode voor Convectie-DifFusie problemen. 
Factorisaties gebaseerd op Domein Decompositie zijn het onderwerp van de 
laatste Uvee hoofdstukken. In hoofdstuk 5 beschrijven we een nieuwe factorisatie 
gebaseerd op het opdelen van het domein in strips. De preconditiematrix is, door 
de manier waarop deze is geconstrueerd, in het bijzonder nauwkeurig voor gladde 
vectoren. Dit betekent dat de preconditiematrix zeer goed gebruikt kan worden als 
corrector matrix in een "smoothing-correction" schema vergelijkbaar met multigrid 
methoden. 
In hoofdstuk 6 onderzoeken we de meer klassieke benadering van het domein 
opdelen in twee deeldomeinen en hun scheidslijn (of vlak). We laten zien dat voor 
problemen met constante of glad variërende coëfficiënten de geschaalde normaalverge-
lijkingen van de Schurcomplementmatrix corresponderend met de scheidslijn bijna een 
pentadiagonaalmatrix is en dat dus pentadiagonale preconditiematrices zeer goede 
resultaten zullen geven. 
Tenslotte, in de introductie van ieder hoofdstuk kan men een meer gedetailleerde 
beschrijving van dat hoofdstuk vinden. 
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STELLINGEN 
behorende bij het proefschrift 
On block preconditioning matrices 
van 
Ben Polman 
1· Zij ri > Γ2 > · · · > r
n
, si > «2 > · • · > Sn, г,, я, € N, de r, zijn de rijsommen 
en de s, de kolomsommen van een (0,1)-matrix. Zij Τ = (t,, ;) de bijbehorende 
structuurmatrix waar 
'..j = i-j + '^2rk - ^ « i , i,j = 0, l , . . . , n . 
Laat Λ, de eigenwaarden van Τ ongelijk nul zijn, definieer f en s € R n _ 1 door 
f, = r ,+ i - r,, s t = з
г+і - s,, г = 1,2,..., η - 1 en zij 
Α,-i 
6 
- 4 
1 
0 
- 4 
6 
-4 
1 
1 
- 4 
6 
' · . 
1 
- 4 
1 
- 4 
6 
- 4 
0 
1 
- 4 
6 
Als rang Τ = 3 dan heeft Τ alleen reële eigenwaarden, waarvan twee positief en 
een negatief en АіАгЛз — -det.D
n
_i f 'D^ljS. 
2. Neem r,, 5, en Τ als boven. Laat S = Σ гз
г
, R = Σ ir, en τ = Σ Γι dan 
г = 1 ι = 1 . = ι 
Í min(ñ, 5) < ì (n + l ) r i f r > | n 2 , 
min(Ä,5) + (n + l ) ( | n 2 - r ) 
< 1(η + 1)(η2-τ) if r < | η 2 . 
i.e. in alle gevallen p(T) = 0(τι 3 ). 
(R. Ermers en В. Polman, On the eigenvalues of the structure matrix of matrices 
of zeros and ones in Linear Algebra and its Applications 95:17-41 (1987) ) 
3. Zij Е([а,Ь}) = a + b-2y/äb , y/r < а < b, 
E([a, b]) is de grootste afstand van een 
punt op de grafiek van de hyperbool 
xy = r tussen α en b tot de koorde 
van α naar b. 
4aò 
Dan voor с = 7 = geldt: 
o + 6 + 2Vab 
1 Д ^ с ] ) 1 E{[c,b]) 1 
Ü - J3(M) - 4 - E{[a,b]) - VU y/r < а < b 
< E([a,c}) < 1 < Е{[с,Ь]) < 
4 0 ^ " ^M) _ 4 - £(M]) - 4 0 Τ ^ η-ν/ί" < а < b, η > 2. 
4. Zij / ( ι ) = i - χ α 
Zfc+i = f(xk) xo € (0 ,1 ) 
Dan is 5^ f^c convergent voor α G (1, 2), divergent voor α > 2. 
5. Zij Л 
ƒ В 
С ƒ ß 
' · . В 
С I 
een η χ Ti-blokmatrix met В, С G R m ' m dan 
i) als Л een blok i î -ma t r ix is voor alle η G N dan p(BC) < j 
ii) als ВС = CB en p(BC) < | dan is A een blok i í -ma t r ix voor elke η . 
6. De omscholing van geschiedenisleraren tot wiskundigen zal een historische ver­
gissing blijken te zijn. 
7. Het opheffen van verkeersknooppunten is in strijd met het streven het autoverkeer 
terug te dringen. 


