After an earthquake, it is required to establish temporary relief centers in order to help the victims. Selection of proper sites for these centers has a significant effect on the processes of urban disaster management. In this paper, the location and allocation of relief centers in district 1 of Tehran are carried out using Geospatial Information System (GIS), the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) decision model, a simple clustering method and the two meta-heuristic algorithms of Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO). First, using TOPSIS, the proposed clustering method and GIS analysis tools, sites satisfying initial conditions with adequate distribution in the area are chosen. Then, the selection of proper centers and the allocation of parcels to them are modelled as a location/allocation problem, which is solved using the meta-heuristic optimization algorithms. Also, in this research, PSO and ACO are compared using different criteria. The implementation results show the general adequacy of TOPSIS, the clustering method, and the optimization algorithms. This is an appropriate approach to solve such complex site selection and allocation problems. In view of the assessment results, the PSO finds better answers, converges faster, and shows higher consistency than the ACO.
Introduction
Most of the world's population lives in areas prone to natural disasters [1] . Iran is located in a seismically active region with relatively high records of earthquakes [2] . Earthquakes often result in severe human loss and intensive economic and social problems [3] .
Recent studies on disaster management concentrate on damage possibility as well as the responses to disaster [4] . Planning for response to different natural disasters, including earthquake, has become an important aspect of urban management. From the moment of an earthquake's occurrence, relief is necessary to respond to the damages. This includes all the measures which are put into action in order to rescue human lives, to maintain property, and to lessen the effects of the disaster. Providing appropriate places to establish relief centers after an earthquake is one of the most important decisions in disaster management and relief planning.
Site selection of service centers is essentially a location-allocation problem, which consists of two elements: The location part means where the facilities should be settled; the allocation part means what customers or requests are to be served by each facility center [5] [6] [7] . The procedure
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Optimized Location-Allocation of Relief Centers
Due to the importance of the subject, many studies are done on determining the location of the relief centers. Beraldi and Bruni [9] presented a probabilistic model to optimally locate the relief facilities in an uncertain environment. Tzeng, Cheng [10] suggested an exact multi-dimensional model to allocate the relief items to the affected places considering cost, response time and accountability. Balcik and Beamon [11] developed a model to determine the number and position of distribution centers in a relief network, along with the amount of relief items that are to be saved in each distribution center. Hooshangi and Alesheikh [12] presented an approach to improving the task allocation in disaster environments. Mingang, Zeng [13] used a two-stage heuristic algorithm to solve the emergency facilities location problem and emergency resource routing problem. The goal was to minimize the total costs.
Meta-Heuristic Algorithms
To overcome the limitations of traditional approaches, meta-heuristic algorithms are developed as part of artificial intelligence techniques. They have the ability to solve complex optimization problems in wide and many-dimensional search spaces. Artificial intelligence techniques are widely used and considered in many computing research [14, 15] . In a paper by Yi and Kumar [16] , provision of the facilities is divided into two phases of determining the vehicle routes and dispatching the relief commodity, which are optimized using the ACO algorithm. Sheu [17] used a phase clustering optimization model for the distribution of emergency facilities. Ohlemüller [18] implemented and compared the two algorithms of Tabu search (TS) and Simulated Annealing (SA) for the linear version of the problem. Brimberg, Hansen [19] compared the capabilities of the Genetic Algorithm (GA), TS and Variable Neighborhood Search (VNS) for the same matter. Zheng, Chen [20] divided the disaster relief operations problems into five classes of general transportation planning problems, facility location
1.
Although PSO is essentially used for problems with continuous search space, some researchers proposed discrete versions of PSO for discrete location/allocation problems [50] [51] [52] [53] . Therefore, comparison of the adequacy of a discrete PSO with ACO, for the location-allocation of relief center, was raised as the research question of the present study.
2.
As mentioned earlier, these two algorithms are frequently used for location-allocation problems. However, they are rarely compared when used for such issues. In addition, the results obtained for one application cannot be simply generalized to other applications [54] . As shown in the reviewed literature, no comparison has been made regarding these two algorithms for the location-allocation of relief centers. Therefore, in the present research, these two algorithms are used and compared for the considered new application.
Theoretical Background
PSO, ACO and TOPSIS are the main algorithms and methods used in this research. Their basic concepts are explained in the following.
Swarm Intelligence Algorithm
Swarm Intelligence (SI) is a branch of artificial intelligence. It consists of algorithms inspired by the collective behavior of the decentralized self-organized agents [55] . Although these agents have simple performances and do not follow a central control system, their simple interaction results in a complex behavior of the whole system. The most popular SI algorithms are ACO [56] , PSO [57, 58] and Bee algorithms [59] . As mentioned, PSO and ACO were selected in this research. Their main concepts are briefly described in this section.
PSO Algorithm
The idea of the PSO algorithm was proposed and developed gradually by different researchers [57, [60] [61] [62] [63] . The algorithm is inspired by the swarm movement of birds, fish and insects. The fame of Particle swarm is because of its simplicity. This algorithm, like many other population-based algorithms, is based on the communications among certain elements. These elements are moving toward the positions in space having higher optimization functions. Every particle has a memory, and its movement is a combination of its current movement, the movement toward the best position the particle has ever seen (Personal Best (PB)), and the movement toward the best positions found by other particles (Global Best (GB)) [63] . In PSO, every particle i has a position x i (representing a solution to the problem at hand) and a velocity v i (velocity indicates the movement of a particle from a position to another), which are updated in every repetition. The velocity is calculated by Equation (1) [63] .
In the above equation, w is the inertia weight, p i is the PB of particle and p g is the GB. The Φ 1 and Φ 2 weights in each step are randomly selected for the particles. c 1 and c 2 are constant positive parameters which are called acceleration coefficients (they determine the maximum value of steps the particles can take). Inertia weight w controls the impacts of the previous velocity [64] . The position of each particle in every step is updated by adding the calculated velocity vector to its position vector (Equation (2)) [63] .
The appropriate choice of inertia weight and acceleration coefficients brings a balance between universal exploration and local exploitation [60, 64, 65] . The PSO algorithm consists of the following 5 steps [62, 63] .
1.
For each particle, making an x position vector and a v velocity vector randomly.
2.
Assessing the goodness of all particles using an optimization function.
3.
Updating the best position found by each particle and the best position found so far by the group.
4.
Updating the velocity and position of each particle using Equations (1) and (2).
5.
Repeating stages 2 to 4 until reaching the stop condition.
ACO Algorithm
The ACO algorithm is used to solve a wide range of optimization problems [6, 56, 66, 67] , in which, a solution is in fact the sequential selection of values for a set of ordered parameters. In other words, a solution (ant) is constructed by initializing all parameters in order (Construct Ant Solution). After constructing all required ants, their objective function values are calculated. Some of the best ants are selected based on their objective functions values. For such a selected ant, the pheromone or bonus of optimality is calculated based on its objective function value. This pheromone is given to the ant (solution) components, i.e., to the relevant values of parameters (update Pheromones). An ant of the next generation chooses the available parameter values with possibilities proportional to their pheromones. The next generation ants are better than the previous ones because they use the experience of the previous ants. In the meantime, around each constructed ant (solution), a local search is done optionally (Apply local search) [6, [66] [67] [68] . The pseudo-code of the ACO algorithm is presented in Algorithm 1. The steps of the ACO algorithm are [6, [66] [67] [68] ]:
1.
Initialize the parameters (pheromone, etc.); 2.
Insert the origin city for each ant in its forbidden list, in order to prevent it from going back that city; 3.
Calculate the probability of selecting the next city, at each city, for any ant; 4.
Adjust the population of cities for the selection of each ant to the forbidden list of the ant; 5.
Add the selected city of each ant to its forbidden list; 6.
Determine the best path; 7.
Update pheromones based on the path quality; 8.
Evaporate the pheromone; 9.
Go to step 3 (if the stop condition is not met).
TOPSIS
In recent decades, Multi-Criteria Decision Models or Methods (MCDM), such as TOPSIS, have attracted the attention of many researchers. In the TOPSIS method, m alternatives are assessed by n criteria, so each problem could be considered as a geometrical system including m points in an n-dimension space. This technique is constructed based on the concept that the selected alternative should have the shortest possible distance to the positive ideal solution (A i + ) and the longest distance to the negative ideal solutions (A i − ). The TOPSIS method requires the following steps [69] :
1. Establishing a decision matrix 2.
Calculating the normalized decision matrix 3.
Calculating the weighted normalized decision matrix 4.
Determining the positive and negative ideal solutions 5.
Calculating the distances through Euclidean norm 6.
Calculating the relative closeness to the ideal solution 7.
Ranking the alternative
Data and Methodology
The main stages and activities of this study and their sequence are represented in Figure 1 . Considering the requirements of the used methods, the data were collected and prepared. Then, the centers were selected in two stages. In the first stage, TOPSIS and the proposed clustering method were used to prioritize the sites and to choose centers with higher priority and an appropriate distribution in the district. Then, meta-heuristic algorithms were used to choose the final centers. The performance of these algorithms for the data of district 1 of Tehran is compared and explained in the following sections. Considering the requirements of the used methods, the data were collected and prepared. Then, the centers were selected in two stages. In the first stage, TOPSIS and the proposed clustering method were used to prioritize the sites and to choose centers with higher priority and an appropriate distribution in the district. Then, meta-heuristic algorithms were used to choose the final centers. The performance of these algorithms for the data of district 1 of Tehran is compared and explained in the following sections.
Application Site
Tehran is an earthquake-prone city with many active fault lines. On the other hand, it is both the political and socio-economic capital of the country. Therefore, district (region) one of Tehran was chosen for the case study, which is close to the fault line of north of Tehran [70] . The position of district 1 in Tehran is shown in Figure 2 . 
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Data Collection
Data collection and compilation are among the most essential steps in various applications [72, 73] . In this stage, all the required data (spatial and non-spatial) were collected. This includes the maps of parcels, fault lines, routes, slope, land use, and urban blocks, along with the area and population information of the blocks. All the required data were collected from the "Ministry of Roads and Urban Development" and their quality were sufficient for the implementation of this research.
Data Preparation
In this research, GIS was used for the preparation and analyses of the spatial data. In this research, each parcel was supposed to be allocated to its closest relief center. The gravity centers were calculated for the polygons of parcels and the relief centers, using GIS functions. These points were considered as the representatives of the respective polygons. Then, the geographical coordinates of these points were saved in an appropriate format to be entered into the meta-heuristic algorithms.
Important Parameters in Relief Centers Allocation
As discussed earlier, many parameters can be considered for the selection of the appropriate relief centers from the view point of a disaster relief manager. However, because of the research limitation, such as the availability of the data, the following parameters were considered:
present land use of the relief centers 2.
area of the relief centers 3.
distance of the relief center from the fault lines 4. population 5.
slope of the relief center 6.
distance of the relief centers from the routes 7.
distance of the relief centers from each other 8.
distance of the parcels from the relief centers
The first six parameters were used by the TOPSIS method for the initial selection of centers. The distance of the relief centers from each other was considered by the proposed clustering method to exclude the sites close to each other. This parameter was supposed to be minimized by the meta-heuristic algorithm. The reason for this stepwise approach was that considering all parameters directly in the optimization process would have resulted in much higher levels of complexity.
In the following, the way each parameter is dealt with is briefly discussed.
• Land use
In this research, it is assumed that open and recreational spaces, unconstructed lands, parks, gardens and villas, and parking lots are suitable for temporary relief center, as they normally have more open space and less constructed parts. To use the land use type in decision modeling, a suitability score, between one and five, is given to each land use type by experts. Higher scores mean better land use types. The scores given by experts to the mentioned land use types are 4, 5, 3, 1 and 2 respectively.
• Area
The more area a site has, the more appropriate it is for the establishment of temporary relief centers after the earthquake.
• Distance from the fault Considering the damages caused by the earthquake, the relief centers far from existing fault lines are preferred. The distance buffers from the fault lines are shown in Figure 3 . ISPRS Int. J. Geo-Inf. 2018, 7, x FOR PEER REVIEW 8 of 26 • Population around a site
Relief centers should be preferably established in more populated areas. For each site, the blocks inside a one-kilometer buffer of the site were selected. Then, the population summation of these block was allocated to the sites and considered as the population around the site.
• Slope
The raster slope map of the area was transferred to point features using GIS. Then the slope of the nearest point to each site was considered as its slope.
•
The distance of centers from the main routes
The distance of centers from the main routes of district 1 was calculated using GIS and was considered as one of the selection parameters. The distance from the routes, shown as buffers, is represented in Figure 4 . •
Distance of the relief centers from each other
It is not appropriate to select relief centers in the vicinity of each other. This parameter was taken into account by the proposed clustering method, as described in Section 4.7.
• Distance of the relief centers from parcels
The parcels are supposed to be mostly allocated to their closest centers. Therefore, centers should be selected such that the sum of their distances from the parcels allocated to them is minimized. This parameter was entered into the PSO and ACO algorithms as an objective function. • Population around a site
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The parcels are supposed to be mostly allocated to their closest centers. Therefore, centers should be selected such that the sum of their distances from the parcels allocated to them is minimized. This parameter was entered into the PSO and ACO algorithms as an objective function.
TOPSIS Implementation
The purpose of this stage is to rank the available 3065 sites according to the first six parameters. Many methods have already been suggested for multi-criteria decision making. Among the most famous methods are AHP (Analytic Hierarchy Process), TOPSIS and VICOR. In this paper, because of the high number of alternatives, AHP and VICOR could not be used. Thus, the TOPSIS method is chosen to be used.
First of all, the decision matrix and weight of each one should be determined. In Table 1 , decision matrix and weight of criteria are presented. MCDM problems usually include multiple criteria. Determining the relative importance of these criteria, from the decision makers' point of view, is called criteria weighting. Many methods, such as Direct Rating, Ranking Method, Point Allocation, are already proposed for criteria weighting [74, 75] . In this research, considering its simplicity, the point allocation approach is used. In this method, the decision maker divides 100 points among the assumed criteria. The counts of points given to a criterion defines its relative importance. The summation of points given to all criteria should be 100. After the allocation of points, the weights of the criteria are transferred to the 0-1 range [74, 75] . In this article, the weights of criteria, related to the site selection of relief centers, are defined by a single disaster-management expert, using the point allocation method. In this study, criteria of land use (C1), area (C2), distance from the fault lines (C3) and population (C4) are positive; and slope (C5) and distance from the routes (C6) are negative criteria. In TOPSIS, alternatives with larger relative closeness (CL) values, the relative closeness to the ideal solution, are better [69] . In Table 2 , ranking of alternatives is presented based on TOPSIS. By ranking of 3065 alternatives (Table 2) , 150 choices having higher priorities were chosen and entered to the next step as input. The position of these sites amongst other sites is shown in Figure 5 . 
Sensitivity Analyses
In the TOPSIS method, an important factor in ranking is the criteria weights. Sensitivity analyses can be used to determine the effect of criteria-weights on the TOPSIS ranking. In sensitivity analyses, we defined how much a criterion-weight can be changed without changing the results. In other words, what ranges of a criterion-weight can generate similar results. Having determined such ranges, the sensitivity of the results to different criteria can be defined.
Many methods of sensitivity analyses are available. A popular and simple method is "One at a Time (OAT) method. In OAT, each input factor is changed at a time and its effect on the output is observed, while holding all other factors stable [76] . To start the process, three variables should be defined: the changeable factor, range of percent change (RPC), and increment of percent change (IPC).
In this research, the RPC and IPC were set to ±10% and ±2%, respectively, for all criteria-weights. The result of TOPSIS of 150 sites were selected for earthquake relief centers. The re-emergence of these sites is considered as the base of sensitivity analyses. In other words, the two sets of 150 sites resulted from TOPSIS, before and after changing a criterion-weight, were compared. The count of altered sites is assumed as the sensitivity of TOPSIS to that criterion. Figure 6 shows the count of sites changed due to the changes made in each criterion-weight. The horizontal axis shows the number of changes made to each criterion-weight, and the vertical axis is the count of consequently altered sites. 
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As shown in Figure 6 , the model result is hardly sensitive to the weights of slope and area criteria. That is, changes in the weight of these criteria result in small changes in the 150 selected centers. Thus, the variation between (−4%)-(+8%) on the slope weight, did not change any of the 150 selected centers. After these two, the least sensitivity is related to the distance-from-road criterion weight. The change in the results is very small for a 10% change in that weight and is low for a −10% change in that weight. Having the changes of (−10%)-(+10%) in the slope and area weights, only one and two centers will be changed, respectively. The results (150 selected centers) are more sensitive to the weights of the population and distance from the fault lines. With a 10 percent change in the population and distance-from-faults criteria weights, the number of changed centers will be 20 and 15, respectively. The next most important criterion is the land use. Finally, according to Figure 6 , the order of sensitivity of the results to the criteria weights from the highest to the lowest are: population (C4), distance-from-faults (C3), land use (C1), distance-from-road (C6), area (C2) and slope (C5). As shown in Figure 6 , the model result is hardly sensitive to the weights of slope and area criteria. That is, changes in the weight of these criteria result in small changes in the 150 selected centers. Thus, the variation between (-4%) -(+8%) on the slope weight, did not change any of the 150 selected centers. After these two, the least sensitivity is related to the distance-from-road criterion weight. The change in the results is very small for a 10% change in that weight and is low for a -10% change in that weight. Having the changes of (-10%) -(+10%) in the slope and area weights, only one and two centers will be changed, respectively. The results (150 selected centers) are more sensitive to the weights of the population and distance from the fault lines. With a 10 percent change in the population and distancefrom-faults criteria weights, the number of changed centers will be 20 and 15, respectively. The next most important criterion is the land use. Finally, according to Figure 6 , the order of sensitivity of the results to the criteria weights from the highest to the lowest are: population (C4), distance-from-faults (C3), land use (C1), distance-from-road (C6), area (C2) and slope (C5).
Reducing the Density of Sites by Clustering
As can be seen in Figure 5 , many of the 150 sites are too close to each other. Many of them are so close that selecting any of them would be equivalent with regard to the allocation problem. In other words, having them all in the optimization process would merely increases the calculations. Therefore, clustering is carried out based on distance. Then, in each cluster, the alternative with the highest TOPSIS rank is kept as the representative of that cluster and the rest is removed. The following are the main steps of this process.
1. Proximity threshold (limit) is determined. 2. Every site is placed in a cluster. 3. The distances between all sites are calculated, and if two sites are closer than the threshold, their clusters are merged. 4. Clusters having a common site are merged. 5. In each cluster, the site having higher TOPSIS rank is kept and the rest are removed.
In this research, the value of the threshold is determined as 250 m by trial and error. In Figure 7 , the clustering carried out with this threshold and the final centers achieved by clustering are shown. 
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Proximity threshold (limit) is determined.
2.
Every site is placed in a cluster.
3.
The distances between all sites are calculated, and if two sites are closer than the threshold, their clusters are merged.
4.
Clusters having a common site are merged. 5.
In each cluster, the site having higher TOPSIS rank is kept and the rest are removed.
In this research, the value of the threshold is determined as 250 m by trial and error. In Figure 7 , the clustering carried out with this threshold and the final centers achieved by clustering are shown.
As mentioned previously, the output of TOPSIS was 150 candidate sites, many of which are too close to each other. This causes heavy calculations in the next stage. The number of candidate sites should be reduced by clustering. The clustering threshold has a strong effect on the number and spatial distribution of clusters. In this research, this threshold is set to 250 meters, using trial and error. This results in the 39 cluster centers, from which 9 centers with proper spatial distribution are to be selected by optimization.
Having small thresholds will result in the creation of many adjacent clusters. Setting the threshold to 50, 100, 150 and 200 meters creates 112, 83, 63 and 54 cluster centers, respectively. Having so many clusters, the objective of clustering, which is the removal of close centers, is not achieved. On the other hand, higher thresholds such as 300, 350, 400 and 450 meters result in the creation of 31, 27, 25 and 17 cluster centers, respectively. With a few clusters, many distant centers will fall in the same cluster and will be removed. This results in improper spatial distribution of centers, such that some parts of the space are not covered by any center. Figure 8 shows the counts and distribution of cluster centers resulting from different thresholds. As mentioned previously, the output of TOPSIS was 150 candidate sites, many of which are too close to each other. This causes heavy calculations in the next stage. The number of candidate sites should be reduced by clustering. The clustering threshold has a strong effect on the number and spatial distribution of clusters. In this research, this threshold is set to 250 meters, using trial and error. This results in the 39 cluster centers, from which 9 centers with proper spatial distribution are to be selected by optimization.
Having small thresholds will result in the creation of many adjacent clusters. Setting the threshold to 50, 100, 150 and 200 meters creates 112, 83, 63 and 54 cluster centers, respectively. Having so many clusters, the objective of clustering, which is the removal of close centers, is not achieved. On the other hand, higher thresholds such as 300, 350, 400 and 450 meters result in the creation of 31, 27, 25 and 17 cluster centers, respectively. With a few clusters, many distant centers will fall in the same cluster and will be removed. This results in improper spatial distribution of centers, such that some parts of the space are not covered by any center. Figure 8 shows the counts and distribution of cluster centers resulting from different thresholds. 
Modeling the Meta-Heuristic Algorithms
In this section, the way to model the allocation of parcel to the temporary relief centers is explained through PSO and ACO algorithms. 
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Modeling PSO
Since PSO is originally designed for continuous space, some methods are proposed to implement it for problems in discrete space. In this paper, the binary method proposed by Kennedy and Eberhart [77] is used. In the following, the main steps of implementing this method are described.
Definition of the problem and fitness function
The purpose of optimization is to find the best combination of centers from the initially selected ones, to cover the district appropriately, with minimum distance from the parcels allocated to them. The fitness function is defined as the reverse of the total distances of parcels to their closest service center. In fact, the allocation of the parcels to the selected centers is carried out based on their distance from the centers. In other words, each parcel is mostly assigned to its closest selected center.
Particle definition
In binary PSO, the components are 0 and 1 and the position of each particle is a binary vector. Since 9 centers out of 39 centers should be chosen, particle coding is defined as an array of 1 × 39, in which the members related to selected centers are 1 and the rest are zero. In Figure 9 , coding of a particle is shown as an example.
It should be mentioned that having 9 as the number of sites is completely arbitrary. This number can be determined according to the availability of the facilities and personnel. center. In fact, the allocation of the parcels to the selected centers is carried out based on their distance from the centers. In other words, each parcel is mostly assigned to its closest selected center.
It should be mentioned that having 9 as the number of sites is completely arbitrary. This number can be determined according to the availability of the facilities and personnel. •
Making the initial particles
The initial particles are made randomly. To build a particle, 9 digits between 1 and 39 are chosen randomly with no repetition. According to these selected digits, related elements of a 1 × 39 array are assigned as 1 and the rest are assigned as 0.
• Assessing the fitness function and determining the best previous position of particles
The fitness function should be calculated for each particle. The fitness function is considered as the reverse of total distances. If the fitness function of the current position is better than the PB, then it will replace the PB. In the first run, the current position of each particle is considered as its PB. It means that the particle movement is a combination of its previous movement and the movement towards GB. •
The fitness function should be calculated for each particle. The fitness function is considered as the reverse of total distances. If the fitness function of the current position is better than the PB, then it will replace the PB. In the first run, the current position of each particle is considered as its PB. It means that the particle movement is a combination of its previous movement and the movement towards GB.
• Definition of neighborhood to determine the global best Two types of geographic and social neighborhoods can be defined in PSO. In this case, the social neighborhood is preferred. By definition, when producing the particles, they should be marked (in order of production). According to these ordering marks, some neighborhoods are defined. For example, each five successive particles are one neighborhood. Later, the global best for each particle is determined among its neighbors.
Updating velocity and position vectors
The velocity for each particle is defined as an array of 1 × 39. Inside each member of this array, the velocity related to the corresponding member of the particle is placed. For example, for particle of Figure 9 , the velocity vector is shown as Figure 10 .
Making the initial particles
Updating velocity and position vectors
The velocity for each particle is defined as an array of 1 × 39. Inside each member of this array, the velocity related to the corresponding member of the particle is placed. For example, for particle of Figure 9 , the velocity vector is shown as Figure 10 . Now, assume that the particle of Figure 9 wants to move according to the velocity of Figure 10 . To do so, a sigmoid function is used. Then, the velocity update means calculating the possibility of changing zero to one, or one to zero. The values of velocity, which are real numbers, should be transformed into probability values between zero and one. In fact, to calculate the possibility that the corresponding component in a particle array changes from zero to one, or vice versa, the sigmoid function (Equation (3)) is used [77] . Now, assume that the particle of Figure 9 wants to move according to the velocity of Figure 10 . To do so, a sigmoid function is used. Then, the velocity update means calculating the possibility of changing zero to one, or one to zero. The values of velocity, which are real numbers, should be transformed into probability values between zero and one. In fact, to calculate the possibility that the corresponding component in a particle array changes from zero to one, or vice versa, the sigmoid function (Equation (3)) is used [77] .
In this equation, v is the velocity of each element from the 1 × 39 velocity array. In fact, the sigmoid function of Equation (3) is applied for every element of the array, and all the elements of this array are transferred to a new space (between zero and one) (Figure 11 ). In this equation, v is the velocity of each element from the 1 × 39 velocity array. In fact, the sigmoid function of Equation (3) is applied for every element of the array, and all the elements of this array are transferred to a new space (between zero and one) (Figure 11 ). After applying the sigmoid function, the value of each component is defined using Equation (4) [77] .
In fact, for each element of every particle, a random number between zero and one is chosen. If this number is smaller than the corresponding sigmoid function (Figure 11 ), then the value one is given to this element; otherwise it will be zero. According to these values, the position of particles is updated. If the value of each component that was defined using Equation 4 equals 1, then the position of the component (Figure 9 ) is changed zero to one, or one to zero; otherwise, the position of the component is not changed.
After calculating the value for a particle, there should be nine 1 values and thirty 0 values. If the number of 1 values is less or more than nine, then enough 0 values should randomly be transferred into 1, or vice versa, respectively.
• Stop conditions After applying the sigmoid function, the value of each component is defined using Equation (4) [77] .
In fact, for each element of every particle, a random number between zero and one is chosen. If this number is smaller than the corresponding sigmoid function (Figure 11 ), then the value one is given to this element; otherwise it will be zero. According to these values, the position of particles is updated. If the value of each component that was defined using Equation (4) equals 1, then the position of the component (Figure 9 ) is changed zero to one, or one to zero; otherwise, the position of the component is not changed.
Stop conditions
The stop condition could be defined as to achieve a predefined accuracy, a specified number of iteration, a time limit, or any combination of these. In this paper, achieving a specified number of iteration is considered as the stopping condition of the algorithm.
Modeling ACO
Different versions of ACO have already been developed. Their main difference comes from the way they update the pheromones. Considering the advantages reported by [78] , the Ant System version is used in this study. In this algorithm, the descriptions of the problem, fitness function, fitness function assessment, and stop conditions are exactly the same as the previous algorithm.
Construction of ant
In this research, a solution (ant) is a sequential selection of 9 centers out of the 39 candidate centers. To solve the optimization problem using the Ant System, solution space could be shown by a connected graph. The nodes are the 39 candidate centers, and there is an edge from every node to all others. First, a pre-specified amount of pheromone is placed on all graph nodes (candidate relief centers). As shown in Figure 12 , the ants are constructed by stepwise moving from one node to another [6] . The possibility of moving from node i to node j for k-th ant is calculated by Equation (5) [78] .
In this equation, allowed k is the list of nodes that are not already covered by the k-th ant, τ ij is the pheromone of the edge i-j (or the node j), α and β are controlling parameters and η is the heuristic function [78] . The next nodes are chosen based on the roulette wheel method using the probabilities calculated by Equation (5). Normally, η is determined by a greedy rule (heuristic) [6] . In this problem, the heuristic function is defined by Equation (6) . Here, dij is the minimum distance of the node from other nodes not-visited by the ant [78] . The node with smaller dij has a higher chance of being selected. Normally, η is determined by a greedy rule (heuristic) [6] . In this problem, the heuristic function is defined by Equation (6) . Here, d ij is the minimum distance of the node from other nodes not-visited by the ant [78] . The node with smaller d ij has a higher chance of being selected.
• Pheromone update
After all ants constructed their paths, the pheromone is updated locally and is based on the value of the fitness function, using Equation 7 [6, 78] .
where ρ is rate of evaporation, m is number of ants, ∆τ k ij is the value of pheromone given to the edge i-j by the k-th ant. This value is calculated by Equation 8 [78] .
In this equation Q is a constant, L k is the cost or the reverse of the fitness function for the k-th ant, which is the total distance of the parcels from their closest service center. For faster convergence of the algorithm, the pheromones are updated only by a small group of ants with the best fitness functions.
The Result of Algorithm Implementation
Following the objectives of the study, 39 sites were selected using TOPSIS and the proposed clustering method. Then, the PSO and ACO algorithms were used to select 9 final sites, with optimal allocation of parcels to them.
The values of the parameters for the two algorithms are defined by a regular trial and error process. In Table 3 , the optimal values found for those parameter are presented. The PSO algorithm is executed 10 times and the best execution, regarding the objective function, is selected. Figure 13 shows the convergence of the PSO algorithm towards the optimum solution, in that best execution. In other words, it presents the best solutions found in different iterations of the execution. The minimum value for the total distance of parcels to centers was 27,107,098.169 m.
The PSO algorithm is executed 10 times and the best execution, regarding the objective function, is selected. Figure 13 shows the convergence of the PSO algorithm towards the optimum solution, in that best execution. In other words, it presents the best solutions found in different iterations of the execution. The minimum value for the total distance of parcels to centers was 27,107,098.169 m. As is evident in Figure 13 , the changes are insignificant from 76 to 91 iterations, and the algorithm converged in iteration number 91. Similarly, Figure 14 shows the convergence of the ACO algorithm in its best execution. Here, the minimum value for the total distance was found as 27520651.376 meters. In Figure 14 , the changes are insignificant from 168 onwards, and the algorithm converged in implementation number 283. As is evident in Figure 13 , the changes are insignificant from 76 to 91 iterations, and the algorithm converged in iteration number 91. Similarly, Figure 14 shows the convergence of the ACO algorithm in its best execution. Here, the minimum value for the total distance was found as 27,520,651.376 meters. In Figure 14 , the changes are insignificant from 168 onwards, and the algorithm converged in implementation number 283. As can be observed in Figures 13 and 14 , the last response related to two algorithms has a high correspondence.
Results Comparison
To compare the algorithms, the fitness function, convergence rate, constancy repeatability, and As can be observed in Figures 13 and 14 , the last response related to two algorithms has a high correspondence.
To compare the algorithms, the fitness function, convergence rate, constancy repeatability, and complexity of run time are used.
Comparing Fitness Function Values
Considering the implementation results of the algorithms, as shown in Figures 13 and 14 , the final responses under which PSO and ACO are converged are 27,107,098.169 and 27,520,651.376 meters, respectively. Thus, the PSO algorithm reached a better answer, with a smaller distance, i.e., 413 km, which means a 1.5 percent improvement. Figure 15 presents the convergence rate of the two algorithms for 10 different executions (runs). It shows that the convergence of both algorithms is satisfactory. Considering the diagrams of Figure 15 , the following can be observed:
Comparing the Convergence Rate of the Algorithms
• The convergence of the PSO is much smoother than that of ACO in all runs. This shows that, in this study, PSO is stronger than ACO in dealing with local optimums.
•
The convergence rate is faster in the earlier iterations of both algorithms.
In general, the convergence rate of PSO is higher (better) than that of ACO. In other words, in Considering the diagrams of Figure 15 , the following can be observed:
In general, the convergence rate of PSO is higher (better) than that of ACO. In other words, in all executions including the best ones (presented by red color), PSO convergences to lower values of the objective function much faster than ACO. In addition, the best values found by PSO in iteration 90 are not found by ACO, even in iteration 500.
In all iterations of the algorithms, the diagrams of PSO are more similar than those of ACO. In other words, the convergence rates of PSO for different executions are more similar than the convergence rates of ACO. Additionally, in the final iterations, any execution of ACO converges to a different value. This means that, apparently PSO is more robust and repeatable than ACO. To examine this further, a repeatability test is carried out and presented in the next section of the article.
In Figure 16 , for each iteration, the average of the best values found by 10 different executions is presented. Figure 16 shows again the smoother and faster convergence of the PSO compared with the ACO. The gradual change and smoothness of the PSO diagram reconfirms its higher repeatability and supremacy in dealing with local optimums. The stability of the PSO diagram, after iteration about 90, shows that many executions converged to the same value at iteration 90, without any fluctuation.
Comparing Algorithm Constancy
A good optimization algorithm is supposed to generate more similar results for different implementations with the same input values. This criterion is called algorithm repeatability. To investigate this parameter, each algorithm was implemented 10 times. Figure 17 shows the result for sequential repetitions of both algorithms. Figure 16 shows again the smoother and faster convergence of the PSO compared with the ACO. The gradual change and smoothness of the PSO diagram reconfirms its higher repeatability and supremacy in dealing with local optimums. The stability of the PSO diagram, after iteration about 90, shows that many executions converged to the same value at iteration 90, without any fluctuation.
A good optimization algorithm is supposed to generate more similar results for different implementations with the same input values. This criterion is called algorithm repeatability. To investigate this parameter, each algorithm was implemented 10 times. Figure 17 shows the result for sequential repetitions of both algorithms. The results of PSO can be divided into two different groups, with constant results in each group. In comparison, ACO generated more fluctuating results. The standard deviation of the results for PSO and ACO algorithms, as presented in Figure 17 , are 12,817.050 and 206,670.896 respectively, which shows the higher (better) repeatability of the PSO.
The analyses and comparisons of the algorithms in the previous sections were related to the objective function. In the following, the final results, i.e., the 9 selected centers, are discussed. The best solutions in 10 executions of PSO and ACO are presented in Figures 13 (iteration 91 ) and 14 (iteration 283), in that order. The two best solutions have 7 centers in common.
In the following, the results of 10 executions are discussed. The final result of each algorithm in each execution is 9 selected centers. The more these 9 centers are repeated in different executions of the algorithm, the more stable and repeatable the algorithm is. The best execution is selected as the base of comparison. For the other 9 executions, the altered centers, compared with the best execution, are counted. Figure 18 shows such differences, i.e., the count of altered centers. Figure 18 . The count of altered centers (difference) in the other 9 executions, compared with the best execution.
As shown in Figure 18 , the differences of the PSO executions from the PSO's best execution are less than those of the ACO. The average of the differences for PSO and ACO are 3.4 and 4.3 respectively. This again reconfirms the superiority of PSO with regard to stability and repeatability. The results of PSO can be divided into two different groups, with constant results in each group. In comparison, ACO generated more fluctuating results. The standard deviation of the results for PSO and ACO algorithms, as presented in Figure 17 , are 12,817.050 and 206,670.896 respectively, which shows the higher (better) repeatability of the PSO.
The analyses and comparisons of the algorithms in the previous sections were related to the objective function. In the following, the final results, i.e., the 9 selected centers, are discussed. The best solutions in 10 executions of PSO and ACO are presented in Figure 13 (iteration 91) and Figure 14 (iteration 283), in that order. The two best solutions have 7 centers in common.
In the following, the results of 10 executions are discussed. The final result of each algorithm in each execution is 9 selected centers. The more these 9 centers are repeated in different executions of the algorithm, the more stable and repeatable the algorithm is. The best execution is selected as the base of comparison. For the other 9 executions, the altered centers, compared with the best execution, are counted. Figure 18 shows such differences, i.e., the count of altered centers. The results of PSO can be divided into two different groups, with constant results in each group. In comparison, ACO generated more fluctuating results. The standard deviation of the results for PSO and ACO algorithms, as presented in Figure 17 , are 12,817.050 and 206,670.896 respectively, which shows the higher (better) repeatability of the PSO.
In the following, the results of 10 executions are discussed. The final result of each algorithm in each execution is 9 selected centers. The more these 9 centers are repeated in different executions of the algorithm, the more stable and repeatable the algorithm is. The best execution is selected as the base of comparison. For the other 9 executions, the altered centers, compared with the best execution, are counted. Figure 18 shows such differences, i.e., the count of altered centers. As shown in Figure 18 , the differences of the PSO executions from the PSO's best execution are less than those of the ACO. The average of the differences for PSO and ACO are 3.4 and 4.3 respectively. This again reconfirms the superiority of PSO with regard to stability and repeatability. As shown in Figure 18 , the differences of the PSO executions from the PSO's best execution are less than those of the ACO. The average of the differences for PSO and ACO are 3.4 and 4.3 respectively. This again reconfirms the superiority of PSO with regard to stability and repeatability.
Complexity of Run Time
The two algorithms are similar with regard to the fitness function calculation. Given the equal number of ants and particles, the count of fitness function calculations in each generation (iteration) in both algorithms is 30 (according to Table 3 ). However, the exact evaluation of the computational volume and complexity of the two algorithms is not an easy task. In this paper, only the run time of the algorithms was studied and compared. For this purpose, each algorithm is executed ten times, with the parameters defined in Table 3 . The average time of these 10 runs is used as another criterion for comparing the two algorithms. The average run times of the PSO and ACO algorithms are 9464 and 10,671 s, respectively.
Conclusions
Selecting the correct positions for temporary relief centers can affect both the response time and efficiency of the relief activities after the earthquake. So far, different methods have been suggested for this issue. In this research, a very simple clustering method is proposed and used along with TOPSIS to initially select proper candidate centers on the basis of their land use, area, distance from the fault lines and main routes, slope and population. Therefore, the results of these two methods were not evaluated.
The goal was to select a limited number of centers (9 centers) among these sites such that the parcels could be optimally allocated to them. This makes the subject a complex optimization problem with a wide search space. Therefore, the two promising meta-heuristic algorithms of PSO and ACO were selected to be used. As mentioned in the previous work section, the considered location-allocation scenario is essentially a discrete problem, which can be solved by ACO. In contrast, PSO was originally developed for continuous search spaces. Therefore, a discrete version of PSO is used in this research. The results of the implementation confirmed the appropriateness of both algorithms. The PSO algorithm generated much better results. In comparison, the PSO algorithm converges faster. In addition, the results indicate a higher level of repeatability for PSO. In general, it could be concluded that in the location-allocation problem under consideration, the PSO algorithm showed better performance than the ACO algorithm.
Many uncovered aspects of this research can be considered for future work. First, considering the importance of accessibility distance to the post-earthquake relief centers, it is better to minimize the farthest distance for allocation (the farthest distance a parcel has from the center it is assigned to, among all other parcels). Secondly, in this research, six parameters were considered in TOPSIS model for initial selection of the centers. However, it would be more reasonable to incorporate them directly in the optimization. As was mentioned in Section 4.4, including these parameters in optimization makes the modeling too complex due to their number and the difference in the parameters. A solution can be to enter them into the TOPSIS model. Then, the output of TOPSIS, which are the CL values, could also be entered into optimization and be incorporated with the distance-based objective function. It means that the sum of the CL values for all final selected centers should be maximized. Obviously, testing of the capabilities of other meta-heuristic algorithms to solve the problem could also be interesting. As already mentioned, in this study, the point allocation method and the opinions of a single expert are used for defining the criteria-weights in TOPSIS analyses. In the continuation of the research, other methods of criteria weighting, the integration of different experts' opinion, and group decision making methods can be considered. One of the problems when using TOPSIS is its compensation aspect. It means that a choice with a bad parameter can be selected because that choice is very good regarding other parameters. For example, in this research, the center '7' was among the finally selected ones, since it is appropriate regarding most parameters. However, this center is inappropriate because of its small area (86.200 square meters). This problem could be partly controlled by a pre-process before going to the TOPSIS model. For example, the sites could be removed, where they are in one or more parameters lower than a limit. Another important shortcoming of this research is the allocation of parcels to the centers without considering the center's capacity. Therefore, the population allocated to a center can be very different from its capacity. To solve this, the difference between each center capacity and parcels allocated to it can be considered as a constraint or even an optimization objective.
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