This paper surveys several state-of-the-art reordering techniques employed in Statistical Machine Translation systems. Reordering is understood as the word-order redistribution of the translated words. In original SMT systems, this different order is only modeled within the limits of translation units. Relying only in the reordering provided by translation units may not be good enough in most language pairs, which might require longer reorderings. Therefore, additional techniques may be deployed to face the reordering challenge. The Statistical Machine Translation community has been very active recently in developing reordering techniques. This paper gives a brief survey and classification of several well-known reordering approaches.
Introduction
Reordering in Statistical Machine Translation is understood as the word-order redistribution of the translated words as shown in Fig. 1 . That is why many extended approaches face the challenge of statistical machine translation as a concatenation of two sub-tasks: predicting the collection of words in a translation and deciding the order of the predicted words [1] .
This survey is organized as follows. Section 2 briefly describes the statistical machine translation approach. Section 3 focuses on the classification of several reordering approaches. The following sections describe in more detail each of the different main types of word reordering algorithms: straight approaches, source-based, syntax-based and rescoring-based. Finally, Sect. 8 summarizes the survey and provides some remarks about the future research in word reordering. 
Statistical Machine Translation Approach
The main goal of SMT is the translation of a text given in some source language into a target language. We are given a source string s J 1 = s 1 . . . s j . . . s J , which is to be translated into a target string t I 1 = t 1 . . . t i . . . t I . Among all possible target strings, we will choose the string with the highest probability:
where I and J are the number of words of the target and source sentence, respectively.
In recent systems, a general maximum entropy approach is used in which a log-linear combination of multiple feature functions is implemented [2] . This approach leads to maximising a linear combination of feature functions: 
The overall architecture of this statistical machine translation (SMT) approach is summarized in Fig. 2 . The main model in this structure is the translation model which contains the translation units. Translation units are bilingual sequences of words such as: a house#una casa.
By default, the different word order is only modeled within the limits of translation units. However, a good quality translation requires reordering generalization and achieving longer reorderings than the ones modeled within the limits of translation units. Therefore, additional techniques may be deployed to face the reordering challenge.
Reordering Approach Classification
Reordering between two languages is a widely studied challenge in SMT since different languages have different wordorder requirements.
In recent years, several alternatives to tackle the word ordering in translation have been proposed. These alternatives may be classified into the following groups:
• Straight heuristic reordering search constraints, which are founded on the application of distance-based restrictions to the search space.
• Source reordering approaches, where reordering rules are defined in the source language. The idea is to reorder the source language in a way that better matches the target language.
• Reordering based on syntax structures, which is not carried out using standard phrases. In fact, it solves translation following hierarchical structures.
• Reordering in rescoring, typically the rescoring methods have generally provided small accuracy gains given the restriction of being applied to an N-best list.
In the following sections, several reordering approaches are described following the above classification criteria. It is worth noticing that this classification is clearly subjective because there are no clear boundaries among categories. For the sake of simplicity a reordering approach is only included in one category.
Straight Heuristic Reordering Search Constraints
The straight reordering approach is to introduce in the search space multiple permutations of the input sentence, aiming at acquiring the right word order of the resulting target sentence. However, systems are forced to restrict their distortion abilities because of the high cost in decoding time that permutations imply. The first SMT decoders introducing reordering capabilities were founded on the brute force of computers, aiming at finding the best hypothesis through traversing a fully reordered graph (the whole permutations of source-side words are allowed in the search). This approach is computationally expensive, even for short input sentences. In [3] , decoding with arbitrary word reorderings is shown to be NP-hard.
Therefore, different distance-based constraints are commonly used to make the search feasible. The use of these constraints generates simple reordering models which imply a necessary balance between translation accuracy and efficiency. One simple model is a 'weak' distance-based distortion model that was initially used to penalize the longest reorderings, only allowed if sufficiently promoted by the rest of models [4] , [5] . Other reordering constraints are the ones based on: IBM [6] , [7] ; inversion transduction grammars (ITG) [8] ; maxjumps [9] and lexical parameters [10] .
IBM constraints are allowed to deviate from the monotonic order by postponing translations up to a limited number of words, i.e. at each state, translations can be performed on the first l word positions not yet covered. At each state, the covered words are shown in the form of a bit vector. Figure 3 shows the permutations graph computed for a monotonic (top) and a reordered (bottom) search of an input sentence of J = 4 words. The reordered graph shows the valid permutations computed following IBM constraints, defined in [11] , for a value of l = 2.
Another simple reordering model is the flat model: ITG [8] , which is not content dependent either. The constituents of the input sentence are interpreted as blocks. Two consecutive blocks are either kept in a monotone order or inverted in order. Therefore, the ITG allows all permutations defined by all binary branching structures where any constituent may be swapped in order (see an example in Fig. 4 ). The flat model assigns constant probabilities for monotone and non-monotone order. The two probabilities can be set to prefer monotone or non-monotone orientations, depending on the language pairs. [11] shows a comparison between IBM and ITG constraints. [12] proposes a novel solution for unit reordering. Under the ITG constraint they need to consider just two kinds of reorderings, straight and inverted between two consecutive blocks. In this way, reordering can be modeled as a problem of classification with only two labels. The main drawback is that not all reorderings can be captured [13] .
The maxjumps approach [9] limits the number of re- orderings for a search path (whole translation) to a given number using two strategies:
• A distortion limit (m). A source word (phrase or tuple) is only allowed to be reordered if it does not exceed a distortion limit, measured in words.
• A reordering limit ( j). Any translation path is only allowed to perform j reordering jumps.
In view of content-independence of the distortion and flat reordering models, [10] , [14] propose the lexicalized reordering model. This reordering model learns local orientations with probabilities for each bilingual phrase from training data. Therefore, for each bilingual unit, the basic idea is to learn the likelihood that the particular unit directly follows a previous bilingual unit (monotone). This particular unit is then swapped with a previous bilingual unit (swap) or it is determined to be disconnected from the previous unit (discontinuous). The model learns local orientations (monotone, non-monotone) with probabilities for each bilingual phrase from the training material. While decoding, the model attempts to find a Viterbi local orientation sequence. The approach reports interesting performance gains. However, since reorderings are related to concrete phrases, researchers have to design their systems carefully in order not to cause other problems, e.g. the data sparseness problem. This lexicalized reordering approach is implemented in the open source Moses toolkit † . Additionally to the reordering constraints, a reordering approach is defined by a distortion model. The distortion models are allowed to assign a score to each reordering constraint or permutation explored by the search. A standard distance-based distortion model is defined as follows [9] :
where d k is the distance between the first word of the k th translation unit (u), and the last word+1 of the (k−1) th translation unit. To sum up, the main idea of distance-based reorderings is that if N words are skipped, a penalty of N will be paid regardless of which words are reordered. This model takes the risk of penalizing long distance jumps which are common between two languages with very different orders.
Source Reordering Approaches
Machine translation is the automation of a human task. The big question here is how the human translation process work. One extended theory is that: The translator will undo the syntactic structure of the source text and then formulate the corresponding message in the target language † † . Following the human model, the source reordering approaches try to undo the structure/order of the source text to better match the target text. This approach sometimes is refered to as word harmonization.
The reordering alternative detailed in this section aims at applying a set of permutations to the words of the input sentence to help the system build the translation hypothesis in the right word order. The main difference with the previous straight heuristic reordering search constraints is that these approaches attempt to specifically learn the source reordering that better matches the target language. The reordering rules and/or constraints in the source language may be defined following different criteria such as:
• Deterministic reordering. Word-order harmonization was first proposed in [15] , where morpho-syntactic information was used to account for the reorderings needed between German and English. In this work reordering was done by prepending German verb prefixes and by treating interrogative sentences using syntactic information. In [16] and [17] , the source corpus is reordered following a set of rules. In the former, the rules are lexicalized, in the latter, these rules have been automatically learned using lexical and/or morphological information, i.e. Part of Speech (POS). The decoder search is monotonic. In [18] , the main novelty is that the rules are learned statistically from the training set and new rules can be inferred without requiring additional knowledge. Figure 5 (top) shows how reordering and decoding are decoupled under this approach in two main blocks. One of the main drawbacks of this approach is that it takes reordering decisions in a preprocessing step, thus discarding much of the information available in the global search that could play an important role if it was taken into account. Thus far, the reordering challenge is only tackled in preprocessing, so the errors introduced in this step may remain in the final translation output.
• Clause restructuring. Here, the methods use syntactic information to reorder source words in SMT as a preprocessing step. [19] proposes a set of automatically learned reordering rules (using morpho-syntactic information in the form of POS tags) which are then applied to a French-English translation task. In [20] a German parse tree is used for moving German verbs towards † http://www.statmt.org/moses/ † † http://accurapid.com/journal/05theory.htm the beginning of the clause. [21] uses manually written Chinese rules for moving Chinese structure towards the English one. [22] employs dependency trees to capture reordering needs of an Arabic-to-English translation system. In these works, the source reordering is complemented with a local reordering in search.
• Input reordering graph. A natural evolution of coupling the deterministic source reordering and the translation steps is shown in Fig. 5 (bottom) . It consists in using a word graph, containing the N-best reordering decisions, instead of the single-best used in the above strategy. The reordering problem is equally approached by alleviating the difficulty of needing highly accurate reordering decisions in preprocessing. The final decision is delayed, to be subsequently in the global search, where all the information is then available. Inspired by [23] , the following approaches permute the source sentence and provide a source input graph that extends the search graph. In [24] , [25] , reordering is addressed through a source input graph. In this case, the reordering hypotheses are defined from a set of linguistically motivated rules (either using Part of Speech; chunks; or parse trees). Following the same rewriting idea and making use of a permutation graph to couple reordering and decoding, [26] confronts the reordering challenge using the powerful statistical machine translation techniques. It employs either a set of automatically learnt word classes [27] or linguistic POS tag classes showing slightly better accuracy results for an Spanish-English task than those shown in [24] .
Reordering Based on Syntax Structures
In spite of the great success of the phrase-based systems, a key limitation of these systems is that they make little or no direct use of syntactic information. However, it appears likely that syntactic information can be of great help in order to accurately model many systematic differences [28] between the word order of different languages. This section is dedicated to describe the reordering approaches which incorporate syntactic information. Therefore, we briefly report several translation approaches that use this syntactic information and, more particularly, focus on the way reorderings are handled in each approach. The most popular approaches are: syntax-based, hierarchical phrase-based and syntactic phrase-based.
In recent years, syntax-based statistical machine translation has begun to emerge, aiming at applying statistical models to structured data. Advances in natural language parsing, especially the broad-coverage parsers trained from tree banks, for example [29] , have made possible the utilization of structural analysis of different languages. A syntaxbased translator consists of two components, a source language parser and a recursive converter, which is usually modeled as a top-down tree-to-string transducer. This ap-proach models the two languages using tree-based transduction rules or a synchronous grammar, possibly probabilistic. Machine translation is done either as a stochastic treeto-tree transduction or synchronous parsing process. Some methods linguistically syntax-based are [30] , [31] . The former makes use of bitext grammars to parse both the source and target languages. The latter makes use of syntactic information only in the target language. The main advantage of these approaches is that they can theoretically cover long distance reorderings in case reorderings respect linguistic syntax in translation. Empirical evidence only partially supports this. In fact, reordering tends to respect the boundaries of syntactic phrases, but as shown by [13] there are some systematic exceptions.
The above syntax-based models share a key weakness: they enable only word-to-word translation, which requires a reordering decision for each word. Given that the phrasebased models solve this, the so-called hierarchical phrasebased model tries to benefit from the insights behind both syntax-based models and phrase-based models. The hierarchical phrase-based model uses constituent trees [32] , [33] in which phrases are reorganized into hierarchical by reducing subphrases to variables. Context-free rules are inferred from string-to-string pairs (here, no parsing is required). The grammar can be automatically learned from a bitext. This template-based scheme is able to capture and generalize the reorderings of phrases.
Finally, much active research aims to combine the advantages of the above reordering approaches using dependency treelets. In [34] - [36] , a dependency tree-based reordering model is inferred from aligned string-tree pairs. Therefore, reordering and translation operations are defined on tree fragments rather than strings.
Translation and reordering models presented in this section have structures and parametrization that are radically different from the reordering models implemented in the phrase-based SMT systems. Therefore, new decoders have emerged that aim at dealing with pairs of languages with very different syntactic structures for which the word context introduced in phrase-based decoders is not sufficient to cope with long reorderings. They have gained much popularity because of the significant improvements made by exploiting the power of synchronous rewriting systems. Syntax-directed systems have been typically attacked with the argument of showing a main weakness in their poor efficiency results. However, this argument has been recently overridden through the development of those new decoders, which show significant improvements when handling syntactically divergent language pairs under large-scale data translation tasks. An example of such a system can be found in [37] , which has obtained state-of-the-art results in Arabicto-English and Chinese-to-English large-sized data tasks.
Reordering in Rescoring
Rescoring techniques have also been proposed as a method for using syntactic information to identify translation hypotheses expressed in the right target word order [38] - [40] . In these approaches, a baseline system is used to generate N-best translation hypotheses. Syntactic features are then used in a second model that reranks the N-best lists, in an attempt to improve over the baseline approach. [38] apply a reranking approach to the sub-task of noun-phrase translation.
[41] introduces super-tag information or 'almost parsing' [42] into a standard phrase-based SMT system in the reranking process. It is shown how syntactic constraints can improve translation quality for an Arabic-to-English translation task. Later, in [43] , the same researchers introduce the super-tag information into the overall search in the form of an additional log-linearly combined model.
Another kind of approach is to use syntactic information in rescoring methods. [44] apply a reranking approach to the sub-task of noun-phrase translation. [40] describes the use of syntactic features in reranking the output of a full translation system, but the syntactic features give very small gains.
Summary and Future Research Lines
This paper has presented a brief classification of several reordering approaches in Statistical Machine Translation without aiming at its completeness.
Regarding reordering approaches refered to as straight heuristic reordering search constraints, the main drawback is that long distance reorderings are not completely solved. Additionally, the generalization of reorderings is not clearly achieved. Most methods included in the source reordering approaches are limited by their sparseness. Some reordering based on syntax structures are theoretically able to cope with sparseness and long distance reorderings. However, in practice, their performance is not far from the above techniques due to the several reasons (i.e. parsing errors). Finally, the reordering in rescoring, in most cases, seems to have an structural problem given the restriction of being applied to an N-best list.
To sum up, it can be said that long distance reorderings are not completely solved. The main drawback of most reordering approaches is that although they can generalize reorderings, long-distance reorderings are not usually achieved. Therefore, translation pairs as Chinese-Spanish still present problems in word reordering.
In future research, the Statistical Machine Translation community has to focus on this challenge (long distance reorderings) which may be accurately solved by further exploiting syntactic information and introducing newer methods from neighbouring fields such as Machine Learning and Information Retrieval. Clearly, introducing methodologies from other fields could open new frontiers in the near future.
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