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Abstract--This paper presents a constructive proof of the existence of the Jordan canonical form 
of an arbitrary lower triangular complex matrix by means of similarities given by rational trAnsfor- 
mations on rows and colnmni~ The general procedure is illustrated by worked out examples. 
1. INTRODUCTION 
The traditional proof of the existence of the Jordan canonical form of an arbitrary complex 
matrix M as given, for example, in [1, Vol. 1, Ch. 7, pp. 175ff.] is long and complicated. This fact 
is acknowledged in [2, p. 228] where even a simplified proof [3] is relegated to an appendix, and 
in [4-8] where different approaches to simplification are described. The present paper represents 
yet another attempt o make this theorem and its proof accessible in its appropriate place in 
a standard course on linear algebra; it is based upon the idea that readers encountering the 
theorem for the first time will have a thorough grasp of Ganssian elimination and its matricial 
interpretation and will be able to apply elimination to both rows and columns to construct a 
matrix similar to a given matrix and in the prescribed Jordan form. It should be stated at once 
that this construction is not intended for computer implementation--for one thing, no pivoting 
is employed at any stage in order to preserve the triangular form. It is, rather, in the nature 
of a constructive proof which can be tested in exact rational arithmetic on small examples and 
clearly extends, in principle at least, to matrices of any dimension with real or complex elements. 
The practical problem of constructing the Jordan form is discussed in [9, pp. 390-392], which 
discussion is based upon the survey paper [10,11]. 
The lower Jordan form J of a matrix M E C n×n or E H '~×n may be sought in terms of the 
similarity 
J = T - IMT,  (1) 
in which the transforming matrix T is constructed from the principal and characteristic vectors 
of M, assuming that a complete basis of such vectors can be found. To construct J and, ff 
required, T, it is noted that J is simply related to Schur's lower triangular form S of M which, 
in turn, is available from M by a unitary similarity 
S=Q*MQ.  (2) 
For, the QR decomposition of (T - I )  ", namely 
(T - I )  * =QR,  
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in which the notation anticipates the result and R is upper triangular, may be substituted to 
obtain 
J = R*Q'MQ(R*) -1, 
whence 
Q*MQ = (R*)-aJR * (3) 
is indeed lower triangular--i.e., is a lower triangular Schur form S of M. Setting R" -- L, a lower 
triangular matrix, (3) may be written 
LSL - t  = J, (4) 
which is the required relation. This suggests that J may be obtained from S by a finite sequence 
of elementary row and column operations, namely, those used in the solution of a linear system 
by elimination and related triangular decomposition procedures. The truth of this conjecture 
will be demonstrated below. 
The starting point for the construction of the Jordan form J is thus the Schur lower triangular 
form S, which is assumed to be available. In particular it is assumed that the eigenvalues 
of M are known and that, in the similarity (2), the matrix Q has been chosen in such a way 
that equal eigenvalues of M appear together on the diagonal of S. S may thus be partitioned 
into submatrices Sij by incorporating groups of equal eigenvalues a  diagonal elements in lower 
triangular principal submatrices Sii of maximal dimension, so that the diagonal elements of 
different principal submatrices are different. Each Sii has the form Sii = hi I + Nii where Nii is 
strictly lower triangular and the dimension of Sii is the algebraic multiplicity of the associated 
eigenvalue ,~i. 
2. SIMILARITY BY ROW/COLUMN ELIMINATION 
Steps in the elimination process may be represented by premultiplications by elementary lower 
triangular matrices Lij (m). In the language of Gaussian elimination, Lij (m)M is associated with 
pivotal row j and multiplier n and an elementary ow operation to modify row i of M---ordinarily 
to set element (i, j) to zero. MLij(m) represents an elementary column operation with pivotal 
column i and multiplier m to modify column j of M. 
In the case in hand, in which M = S is lower triangular, an example of dimension four with 
i=3 ,  j=2 is  
L32(,,) sL g := 
[i00 i]rsl 0 0 0 00] 1 0 IS21 S2~ 0 1 0 0 
--m 1 |sa~ s32 S3a m 1 0 
0 0 LS41 842 843 S44 0 0 1 
821 822 0 0 --- 
831 - -rn821 s32--rns22-.}-rt~833 833 0 
841 842-~-~1843 843 844 
The similarity Li.iSL'~l--essentially Ganssian elimination by rows and by columns--may be 
used to place a zero element into the Schur lower triangular matrix S. This transformation 
preserves the lower triangular form and, when zeros are successively introduced in an appropriate 
order, preserves zeros introduced at previous teps. The Jordan form J of M may be obtained 
from its Schur form S by systematically introducing as many zeros as possible, using lower 
triangular similarities, diagonal similarities, and cyclic row/column permutations. Thus, in the 
preceding example the (3, 2) element of LSL-1 may be set to zero by taking the multiplier 
832 
m_ . (5 )  
822- -833 
This is possible whenever sss ¢ s22. 
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Suppose that the diagonal elements of S (eigenvalues of M) are all different. Then, by appro- 
priate choices of the multipliers 
(L21 SL211)21 = 0. 
Similarly 
(L31 L21 SL~I 1 L31 I)31 : 0 
without destroying the zero previously introduced, since only row 3 and column 1 are changed at 
this step and, since L~tSL~t  t is lower triangular, the element from column 3 added to column 1 
in the second row is zero. Similarly 
(L41 L31 L21 SL.~I 1 L311 L411)41 - 0 
without destroying the zeros previously introduced, etc. Proceeding from col. 1 to col. 2, col. 3, 
. . . ,  col. (n-l), the entire sub-diagonal ofS may be reduced to zero, and S converted to diagonal 
form D. This is the Jordan form of M. Its diagonal elements are those of S. The entire process 
may be represented by 
LSL  -1 = D 
where 
L = L .  n-1 "'" L41LaIL21. 
Suppose that the diagonal elements of S (eigenvalues of M) are not all different so that, in 
the partition of S described above, some of the submatrices S,  have dimension greater than 
one. By following the procedure developed above in the case of distinct eigenvalues, the elements 
of off-diagonal submatrices Sij of S may be successively set to zero. Moreover, by proceeding 
from column 1 to column n and from top to bottom in each column, as before, the diagonal 
submatrices Sii will be unchanged by this process. Re-labelling these $1,$2,  . . . ,  Sm it is clear 
that each of these submatrices may be dealt with separately and independently of the others. It 
is convenient to consider the strictly lower triangular matrix N in each case, as similarities leave 
AI unchanged. Typically, 
N = 
0 0 0 ' i ]  s21 ... 
831 832 0 "'" 
LSnl 8n2 8n3 " • • 
has zeros in its first row and last column. 
The elimination steps used in dealing with matrices N are simpler than those applied above, 
and consist in row or column eliminations using the codiagonal elements 21,sa2 . . . .  , snn-I 
as pivots, remembering, at each step, to preserve similarity by carrying out the corresponding 
column or row operation. 
3. CASE OF NON-ZERO CODIAGONAL ELEMENTS 
Consider first the case in which there are no zero pivots, so that s2tsa2 . . .  s , , _ l  ~ O. Then, 
for example, 
[i °ilr° ° 0 ][i00 r 0 1 21 0 s21 0 0 s2~ 0 01 0 0 
1 |sal s32 0 0 1 = Sal s32s~t 0 ' 
0 0 L841 842 843 0 0 0 L841 842821 S43 
It is convenient to retain the notation sij for the non-pivotal elements of this reduced matrix. 
Then the elements sal ,s41, . . . ,  s,1 in the first column may be set to zero by subtracting mul- 
tiples of row 2 from subsequent rows. In contrast with the formula (5) for the multipliers used 
in previous teps, the multipliers used in these steps are the matrix elements themselves. To 
preserve similarity, multiples of subsequent columns must be added to column 2. All zeros thus 
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introduced by the row operations are preserved in later stages, as are the unit pivots. Pro- 
ceeding, s42,s52, . . . ,  sn2 may be set to zero. After n - 2 such stages, introducing zeros in 
columns 1,2, . . . ,  (n - 2), the matrix J - AI, where J is the Jordan form of S, is obtained. Thus 
J = L(N + AI)L-1 where L is clearly lower triangular, as it is the product of elementary diagonal 
and lower triangular matrices. 
To illustrate this reduction, the case n = 4 and 
N' -  O0  
1 0 ' 
5 1 
in which the pivots have already been reduced, may be considered. With m, ri and cj denoting 
multiplier, ith row and jth column, respectively, three similarities are required, as follows: 
0 0 0 
1 0 m=3 1 0 m=s 1 0 
) } 
3 1 0 r~:=rs-Sr~ 0 1 0 c2:=c2+3c3 0 1 0 
4 5 1 0 4 5 1 0 4 8 1 0 
0 0 0 
1 0 m=4 1 0 mr4 1 0 
} } 
0 1 0 r4:fr4--4ro 0 1 0 c2:=c~+4c. 0 1 0 
4 8 1 0 0 8 1 0 0 8 1 0 
0 0 0 
1 0 m=s 1 0 , .=s  1 0 
) J 
0 1 0 r, :=r,-sr3 0 1 0 e3:=c~+8c, 0 1 0 
0 8 1 0 0 0 1 0 0 0 1 0. 
In this case the row elimination step produces the required zero; since the pivot is below the 
diagonal the associated column elimination does not destroy it, or zeros produced in previous 
steps or stages. This reduction can clearly be carried out for matrices N of any dimension, 
and leads to the conclusion that the Jordan form J may be written down at once, as soon as 
it is observed that the codiagonal elements are all non-zero. In other terms, a Schur matrix S 
whose codiagonal elements, corresponding to equal eigenvalues, are all non-zero is necessarily 
non-derogatory--i.e., its minimal polynomial is its characteristic polynomial. 
4. CASE OF ONE OR MORE ZERO CODIAGONAL ELEMENTS 
When one or more zeros appear on the codiagonal of N it is convenient to apply an inductive 
argument based upon the dimension n of N to establish the existence, and indeed to construct 
its Jordan form. It should be remembered that the first row and last column of N are zero, 
regardless of its dimension, and this implies that row elimination from the last row and column 
elimination from the first column may be applied without regard for the column and row oper- 
ations respectively required to preserve similarity, as these are of no.effect. This was illustrated 
in the second and third steps of the example immediately preceding. 
Consider the first non-trivial case, of dimension three, in which 
[i0 0] N= 0 0 and ac=O. 
c 0 
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Three cases arise: 
a#0,c=0:  
a=O,c#O:  
a=c=O,b#O:  
"0 0 
a 0 
b 0 
"0 0 
0 0 
b c 
"0 0 
0 0 
b 0 
i ]  "0 0 .~ 1 0 
b 0 
i] ° ~ 0 b/e 
~ 0 
0 
0 ~ 
1 
0 0 
0 0 , 
0 0 
0 O" 
0 0 , 
1 0 
°i] 0 . 0 
Here, ,-. denotes imilarity by obvious row/column operations. It is seen that diagonal similarities, 
cyclic row/column permutations, and row elimination from the last row or column elimination 
from the first column are required. 
Consider next the four-dimensional case, in which it is assumed that the leading principal 
submatrix, of dimension 3, has been transformed to Jordan form and that, by cyclic row/column 
permutations, its largest Jordan submatrix (Jordan block) is in its lower right-hand corner. Again, 
three cases arise. 
CASE A. 
N= 0 0 o 0 ; lal + ]b]--I-lel # o. (o) 
b c 
By row/column interchange not involving the last row or column it may be arranged that c # 0. 
Therefore , [ioo N~ 0 0 ,,~ 0 0 
0 0 0 0 
a/e b/c 1 0 1 
0 
0 
0 ' 
0 
since column elimination from the third column is sufficient and the corresponding row operations 
required to preserve similarity are of no effect. 
CASE B. 
If c # O: 
[ ooi] N= 0 0 . 
1 0 ' 
b c [!000} 
N~- 0 0 0 
1 0 0 
0 c 0 
a, b, c arbitrary. (7) 
by elimination from the last row, if b ~ O. 
[ ooi] [!oo!] 
N~ 0 0 ~ 0 0 
1 0 1 0 
a/c 0 1 0 1 
by elimination from the first column. 
If c = 0 and a # 0, by the cyclic permutation {2, 3, 4} --- {4, 2, 3} of both rows and columns: 
N ,., [!o00 o i] [i °0o !]_ [i °°0 oi] 
I 0 0 0 0 0 " 
0 0 0 I 0 I 
CAMWA 23:1 | -G  
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Note that a i~ 0 is well positioned for either row or column elimination, but the required pivots 
are both zero. In this case cyclic row/column permutation places a on the codiagonal, and a 
[ o0i] N= 0 0 1 0 ; a, b, c arbitrary. 
b c 
Ii °° i] [i °° i] 
N-,~ 0 0 ,,~ 0 0 6=0 
1 0 1 0 6=1 
Oc  0 ,5  
itself becomes a pivot. 
CASZ C. 
if c=O,  
if c¢0 .  
(8) 
Note that the strategies applied in cases (6) and (8) may be applied, under similar circum- 
stances-i .e.,  when the pivots in the leading principal submatrix are all equal--to matrices N of 
any dimension. 
The strategies applied in Case (7) when the (4, 3) element is non-zero may also be applied to 
matrices of any dimension + 1. It involves row elimination to produce zeros in row n-61 beneath 
the unit pivots in rows 2 through n, then column elimination, as required, to set the remaining 
elements in the last row to the left to zero. Further column eliminations in earlier rows may then 
be required to restore the Jordan pattern. Thus, specifically, the form 
0 01 N~ ~7 0 , 
u T e T 0 
(n.6 1) x (n+ 1) 
will be obtained, in which E (k x k) is the largest Jordan block in the leading principal submatrix, 
]V ( (n -k )x  (n -k ) )  is the remainder of the leading principal submatrix, consisting of Jordan blocks 
of dimension <_ k, e T (1 x k) is (0,0 . . . .  , O, 1) and u T is arbitrary, except for zero coordinates 
beneath the non-zero pivots in N. Column elimination may then be employed to set any non- 
zero elements remaining in u T to zero; the corresponding row operations will introduce non- 
zero coordinates into row n, above and to the left of the original non-zero coordinates of u T. 
Recognizing that 
is in Jordan form, of dimension k + 1, it is seen that 
N ,.~ 
where ej is the jth column of the (k + 1) x 
produce 
as the row operations required to preserve 
row n, one column to the left, whenever the 
o] 
ek4-1 uT 
(k + 1) identity matrix. Then column elimination will 
0 
similarity will carry non-zero coordinates of u T to 
pivot in that column is not zero. The result is uTfl 
in row n. Further column eliminations may be carried out, row by row, for as long as non-zero 
pivots are available--i.e., for all the rows of E. The last such column elimination, in the second 
row of E, will produce the matrix 
e luT~k 
But, since the Jordan blocks of/V are all of dimension < k, ~k = O; this is, in fact, the required 
Jordan form. Loosely speaking, the process of chasing non-zero coordinates from the last row 
upwards and to the left must necessarily terminate before the supply of pivots in E is exhausted. 
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The strategy applied in case (7) when the (4, 3) element is zero is similarly applicable to 
matrices of any dimension. It involves row elimination to produce as many zeros as possible in 
the last row, and the identification of the first non-zero coordinate in the last row, proceeding 
from right to left. This will necessarily lie to the left of the largest Jordan block and in a column 
whose pivot is zero. The columns to the right of it are in Jordan form, a cyclic row/column 
permutation may be applied to place this non-zero element in a pivotal (codiagonal) position, 
and will leave the columns ~ the right in Jordan form. There is thus an rn x m principal 
submatrix to be considered, m < n, whose (m,m - 1) element is non-zero. According to the 
induction assumption, this can be put into Jordan form, thus putting the entire matrix in this 
form. Thus, in case n = 5 and b -fi 0, cyclic permutation of the last three rows and columns 
{3, 4, 5} ~ {4, 5, 3} and column/row elimination give 
N = 
[!000i]000 jR000!/0  0 Ii000i]0 0 0 
0 0 0 -~ b 0 0 -,- 1 0 0 . 
0 1 0 0 0 0 0 0 0 
b 0 0 0 0 1 0 0 1 
Thus the Jordan form of an (n + 1) x (n + 1) properly lower triangular matrix N may always 
be obtained from that of its n x n leading principal submatrix, and the principle of induction es- 
tablishes this result for matrices N of every dimension. This result, together with the conclusions 
obtained above in other cases, shows that Schur matrices S of every dimension may, by rational 
operations, be transformed to their Jordan form J. 
Unless the matrix transforming S to J is required, the Jordan form J may be found, in a 
particular case, by identifying the principal submatrices $1, . . . ,  Sm of the Schur form S and 
setting all non-principal submatrices to zero. Then, the Jordan forms of principal submatrices 
with non-zero codiagonal elements are available at once. Calculations must only be performed 
for those Sj with one or more zero codiagoual elements. In these cases the Jordan form may be 
found by transforming the leading principal submatrices, in order of their increasing dimension, 
applying the strategies detailed above. 
5. AN EXAMPLE OF DIMENSION TEN 
The matrix Ml of dimension ten of the following example has been designed to illustrate this 
procedure with simple arithmetic operations. 
The 2 x 2 leading principal submatrix of-M1 is already in Jordan form, so that the first case 
to be considered is the 3 x 3 submatrix. Row elimination is sufficient in this case, so the row 
elimination and corresponding column operation 
row3 := row3- row2 col. 2 := col. 2+co l .  3 
(read: row 3 is replaced with row 3 - row 2, etc.) give the similar matrix Ms, 
0 0 
1 0 1 0 
1 0 0 0 0 0 
0 0 1 0 0 1 1 0 
0 1 0 0 0 0 1 0 0 0 
MI= 1 1 0 1 0 0 "~ 1 1 0 1 0 0 =:Mu.  
0 1 0 1 0 1 0 0 1 0 1 0 1 0 
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 
0 1 0 0 1 0 1 ! 0 0 1 0 0 1 0 1 1 0 
1 0 0 0 1 0 1 0 1 0 1 0 0 0 1 0 1 0 1 0 
Proceeding to the 4 x 4 leading principal submatrix of M2, it is first necessary to apply a cyclic 
permutation of rows 1,2,3 and columns 1, 2,3 to place the largest Jordan block so far obtained 
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in the lower right hand corner. Thus the cyclic row/column permutations {1,2,3} - -  {3, 1,2} 
give the similar matrix M3. 
Column elimination 
col. 1 := col. 1 -co l .  3 
is then applied to introduce a zero element; the corresponding row operation 
row3 :-- row3+row 1 
is of no effect. This gives the similar matrix M4, 
0 0 
0 0 0 0 
0 1 0 0 1 0 
1 0 1 0 0 0 1 0 
0 0 1 0 0 -1  0 1 0 0 
Ma= 0 1 1 1 0 0 ~ -1  1 1 1 0 0 
0 0 1 1 0 1 0 -1  0 1 1 0 1 
0 1 0 0 1 0 0 0 0 i 0 0 1 0 
0 0 1 0 1 0 1 1 0 -1  0 1 0 1 0 
0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0 
0 
0 0 
1 1 0 
1 0 1 0 
=: M4. 
produce the similar matrix Mw 
The (5, 1) element -1  of M5 cannot be set to zero by either row or column elimination, as 
both pivots are zero, so the cyclic permutation {2, 3, 4, 5} ---, {5, 2, 3, 4} and a diagonal similarity 
are applied to obtain the similar matrix M6, 
0 0 
0 0 1 0 
0 1 0 0 0 0 
0 0 1 0 0 0 1 0 
-1  0 0 0 0 0 0 0 1 0 
Ms= - i  1 1 1 0 0 ~" -1  0 1 1 1 
-1  0 1 1 0 1 0 -1  0 0 1 1 
0 1 0 1 1 0 0 0 0 -1  1 0 1 
-1  0 1 1 1 0 1 1 0 -1 -1  0 1 1 
0 1 0 1 1 0 1 0 1 0 0 -1  1 0 1 
0 
1 0 
0 0 0 
0 1 1 0 
0 1 0 1 
=: M6. 
The 5 x 5 leading principal submatrix of M6 is already in the appropriate Jordan form, thus 
the three non-pivot elements of row 6 are set to zero by row eliminations each followed by the 
corresponding column operation 
row6 := row6- row5 col. 
row6 := row6- row4 col. 
row6 := row6+row2 col. 
produce the similar matrix Mr, 
The 6 x 6 leading principal submatrix of M7 is already 
of the non-pivot elements of row 7 are set to zero by 
corresponding column operation 
row 7 := rowT-2row6 col. 
row7 := row7-2row5 col. 
row7 := row7+ row2 col. 
5 := col. 5+co l .  6 
4 := col. 4+co l .  6 
2 := col. 2 -co l .  6 
in the appropriate Jordan form. Three 
row eliminations each followed by the 
6 : -  col. 6+2co l .  7 
5 := col. 5+2co l .  7 
2 :-- col. 2 -  col. 7 
row5 := row5- row4 col. 4 := col. 4+co l .  5 
The 4 x 4 leading principal submatrix of M4 is already in the appropriate Jordan form, thus the 
row elimination and the corresponding column operation 
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which produce the similar matrix Ms, 
0 0 
1 0 1 0 
0 0 0 0 0 0 
0 0 1 0 0 0 1 0 
0 0 0 1 0 0 0 0 1 0 
MT= 0 0 0 0 1 0 "~ 0 0 0 0 1 0 
-1 -1  0 2 2 1 0 0 -1  0 0 0 1 0 
0 -1  1 0 1 0 0 0 0 -1  1 0 1 0 0 0 
-1 -1  0 1 1 0 1 1 0 -1 -2  0 1 3 2 1 1 0 
0 -1  1 0 1 0 1 0 1 0 0 -2  1 0 3 2 1 0 1 0 
The (7, 2) element 
row operation 
- :  Ms. 
- 1 of Ms is set to zero by the column elimination followed by the corresponding 
col. 2 := col. 2+col .  6 row 6 : -  row 6 -  row 2, 
the latter introducing the (6, 1) element -1 ,  which is set to zero by the operations 
col. 1 := col. l+co l .  5 row5 : -  row5- row 1, 
to produce the similar matrix M9. 
Three of the non-pivot elements of row 8 of M9 are set to zero by row elimination each followed 
by the corresponding column operation 
row8 := row8- row6 col. 6 := col. 6+co l .  8 
row8 := row8- row4 col. 4 := col. 4+co l .  8 
row8 := row8- row2 col. 2 := col. 2+co l .  8. 
The (8,2) element -1  cannot be set to zero by either row or column elimination, as both pivots 
are zero, so the cyclic permutation {3, 4, 5, 6, 7, 8} --* {8, 3, 4, 5, 6, 7} and a diagonal similarity, 
are applied to obtain the similar matrix M10, 
0 0 
1 0 1 0 
0 0 0 0 1 0 
0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 1 0 
Mg= 0 0 0 0 I 0 " 0 0 0 0 1 
0 0 0 0 0 I 0 0 0 0 0 0 
1 -1  1 0 1 0 0 0 0 0 0 0 0 
2 0 0 2 3 2 1 1 0  2 - 1 1 0 2  
3 0 1 0 3 2 I 0 i 0 3 0 0 1 0 
The row eliminations 
0 
1 0 
0 1 0 
3 3 1 0 
3 2 1 1 0 
each followed by the corresponding column operation 
row9 := row9-3row8 col. 8 : -  col. 8+3co i .  9 
row9 := row9-3row7 col. 7 : -  col. 7+3co i .  9 
row9 : -  row9-2row6 col. 6 : -  col. 6+2co l .  9 
row9 := row9+ row3 col. 3 := col. 3 -  col.9 
row9 := row9-2row2 col. 2 := col. 2+2co i .  9 
then produce the similar matrix Mll .  
The (9, 3) element 1 of Mll may be set to zero by column elimination 
=: Mlo. 
col. 3 := col. 3 -  col. 8 
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but the corresponding row operation 
row8 := row8+ row3 
introduces 1 into the (8, 2) position. This cannot be set to zero by a row operation, as this would 
simply reverse the previous imilarity. Thus, column elimination 
col. 2 := col. 2 -  col. 7 
may be applied, but the corresponding row operation 
row7 := row7+ row2 
introduces 1 into the (7, 1) position. This, however, may be set to zero by a column elimination 
col. 1 := col. 1 -  col. 6 
and the corresponding row operation 
row6 := row6+ row 1 
Thus, finally, the similar matrix M12 
0 
is of no effect. 
0 
1 
0 
0 
0 
M11= 0 
0 
0 
0 
3 
This is clearly 
The column 
is obtained, 
0 1 0 
1 0 0 1 0 
O O 0 0 0 0 0 
0 0 1 0 0 0 0 1 
0 0 0 1 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 1 0 0 0 0 0 
2-1  1 0 5 5 4 1 0 -2 -3 -5  1 
0 
1 O =:  M,2. 
O 10 
0 0 1 0 
0 O 010 
0 5 5 4 1 0  
similar, by row eliminations, to M13, recalling that column 10 is zero. 
elimination and the corresponding row operation 
col. 3 := col. 3+5co l .  9 row9 : -  row9-5row3 
0 0 
10  10  
0 1 0 0 1 0 
0 0 0 0 0 0 0 0 
0 0 0 1 0  0 0 0 1 0  
Mla= 0 0 0 0 1 0 ~ 0 0 0 0 1 0 = J "  
0 0 0 0 0 1 0 0 0 0 0 0 1 0 
00  0 000  1 0 0 0 0 00  0 1 0 
00  0 0 0 0 0 1 0 0 000  0 00  1 0 
0 0 - 5 0 0 0 0 0 1 0  0 0 0 0 0 0 0 0 1 0  
set it to zero. 
col. 1 : -  col. 1-t-5col. 7 row7 := row7-5row 1 
This completes the rational reduction to Jordan form. The final form is thus 
move it from the (9,2) position to the (8, 1) position and finally the column elimination and the 
ineffective row operation 
col. 2 := col. 2+5co l .  8 row8 := row8-5row2 
move the remaining non-zero element from the (10, 3) position of M13 to the (9, 2) position, the 
column elimination and the corresponding row operation 
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