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Resumen
Este art´ıculo trata los conceptos de monitoreo y descubrimiento de recursos, los cuales
son de gran importancia en una infraestrutura Grid, ya que juegan un importante rol en
varios aspectos relacionados con la misma.
Son variados los escenarios en los que es necesario conocer la disponibilidad o el nivel
de utilizacio´n de un recurso. Como ejemplo, se puede mencionar la utilizacio´n de herra-
mientas de diagno´stico que tienen como objetivo detectar comportamientos ano´malos en
el desempen˜o de un proceso. As´ı mismo, tambie´n es importante saber que´ tipos y cantidad
de recursos se encuentran disponibles en un Grid, por ejemplo, para un planificador que
necesita obtener ciertos recursos para que una tarea se lleve a cabo.
Estos escenarios tienen en comu´n que recurren a uno o varios servidores de informacio´n
[2], los cuales proveen herramientas para el monitoreo y descubrimiento de recursos que
forman parte del Grid y as´ı obtener la informacio´n necesaria sobre los mismos.
En este art´ıculo se tratara´ tambie´n sobre los trabajos realizados en este a´rea de compu-
tacio´n Grid, as´ı como tambie´n las posibles l´ıneas de investigacio´n a seguir.
Palabras Clave: Computacio´n Grid, Descubrimiento (Discovery), Servicios de Informa-
cio´n, Registracio´n.
1. Introduccio´n
El crecimiento de Internet y la disponibilidad de poderosas computadoras, redes de alta
velocidad y componentes u´tiles de bajo costo conformando parte de las mismas, esta´ cambiando
la forma en que se procesa y el uso de las computadoras en la actualidad [1].
De esta manera, problemas de gran escala pueden ser abordados sin la necesidad de contar
de forma local con recursos de co´mputo costosos, sino por medio de la suma de los recursos de
co´mputo disponibles en las redes interconectadas subyacentes al Grid.
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Dada una aplicacio´n con una especificacio´n de requerimiento de los tipos de recursos que ne-
cesita, se denomina descubrimiento de recursos a la bu´squeda de los nodos entre los disponibles
que cumplen con el criterio especificado [4].
Para e´sto es importante contar con algu´n mecanismo que aporte datos sobre estos recursos
de co´mputo, as´ı como tambie´n otro tipo de recursos necesarios para el desempen˜o de una tarea,
sin la necesidad de tratar directamente con la locacio´n de los mismos.
Adema´s, como se menciona anteriormente, esta informacio´n no esta´ u´nicamente destinada
a la alocacio´n de recursos para la ejecucio´n de tareas, sino que tambie´n puede ser utilizada en
beneficio de la performance del Grid, detectando los nodos que se encuentran sobrecargados, y
migrando algunas tareas de estos nodos a otros menos saturados. Esta tarea de determinar el
nivel de ocupacio´n de uno o ma´s recursos, as´ı como tambie´n detectar cambios importantes en
sus estados, se denomina comu´nmente monitoreo de recursos.
Estas necesidades pueden verse cubiertas por la presencia de servicios de informacio´n, los
cuales a trave´s de colecciones de ı´ndices organizados de forma descentralizada, mantienen in-
formacio´n relativa a los atributos de los distintos tipos de recursos que forman parte de un
Grid.
Los servicios de informacio´n esta´n constituidos por dos tipos de componentes [2]:
• Una gran coleccio´n distribuida de proveedores de informacio´n que permiten el acceso a
informacio´n sobre recursos.
• Servicios de ma´s alto nivel que se encargan de obtener la informacio´n proveniente de
los proveedores de informacio´n. Entre este tipo de servicios, se distinguen los servicios
de directorios de agregacio´n que facilita el descubrimiento y monitoreo a trave´s de la
implementacio´n de vistas gene´ricas y/o especializadas.
Las interacciones entre los servicios de alto nivel (o los usuarios) y los proveedores son
definidas en te´rminos de dos protocolos ba´sicos: un protocolo de registracio´n para identificar
a las entidades participantes de los servicios de informacio´n, y un protocolo de consulta para
obtener informacio´n sobre esas entidades.
En esencia, los proveedores usan la registracio´n para notificar a un servicio de ma´s alto
nivel sobre su existencia y estos u´ltimos usan las consultas para obtener informacio´n sobre las
entidades conocidas por un proveedor y unirlas en una vista que agrupe todas las entidades
conocidas por todos los proveedores registrados en el servicio.
Dado que los recursos y entidades integran y dejan el grid de forma dina´mica, en algunos
sistemas de informacio´n [8, 10] se establece un mecanismo de registracio´n con tiempo de vida,
en el cual los proveedores de informacio´n debera´n renovar su registracio´n de forma perio´dica
para informarle a los servicios de ma´s alto nivel que todav´ıa se encuentran disponibles. A su
vez, estos u´ltimos pondra´n estampillas de tiempo a las entradas de registracio´n tanto en la
primera registracio´n de los proveedores como en sus sucesivas renovaciones de forma que, cada
cierto per´ıodo establecido con los mismos, se recorra esta lista de entradas y aquellas que no
han renovado su registracio´n sean removidas de la lista.
Con este mecanismo se asegura que aquellas entidades que quedan fuera del grid, ya sea por
propia voluntad o por una ca´ıda de nodo o de red, no figuren como disponibles, pudiendo volver
a registrarse cuando lo deseen o, en el caso de una ca´ıda, cuando vuelvan a estar en l´ınea. Una
desventaja de este mecanismo es que los servicios que mantienen las registraciones no pueden
distinguir cuando no llegan los pedidos de renovacio´n dentro del per´ıodo establecido debido a
un problema de congestio´n de red e interpretan la falta de renovacio´n como una ausencia de la
entidad o el recurso correspondiente a la entrada de registracio´n, elimina´ndola de la lista.
Las sucesivas secciones de este trabajo se organizan de la siguiente manera: en la seccio´n 2 se
presentan distintos sistemas de informacio´n utilizados en Grid que hacen uso de estos conceptos
presentados. En la seccio´n 3 se exponen las conclusiones pertinentes y las posibles l´ıneas de
investigac´ıon a explorar en este a´rea.
2. Trabajos realizados en el a´rea
Dada la importancia de contar con sistemas de informacio´n, existen varios trabajos realiza-
dos en el a´rea. Entre los sistemas que podemos destacar esta´ MDS (Monitoring and Discovery
System), el sistema de informacio´n provisto por Globus Toolkit.
En su version MDS2 [2], este sistema utiliza el protocol LDAP (Lightweight Directory Access
Protocol) para la registracio´n de recursos as´ı como tambie´n para las consultas. Este sistema
esta´ conformado por 2 tipos de componentes: GRIS (Grid Resource Information Services) que
actu´an como proveedores de informacio´n haciendo de interfaz con los recursos, y GIIS (Grid
Index Information Services) que son los servicios de ma´s alto nivel que se encargan de recolectar
la informacio´n de los GRIS y de otros GIIS, pudiendo conformar, de esta manera, una estructura
jera´rquica.
La evolucio´n del mismo utiliza Servicios Web para la comunicacio´n entre proveedores de
informacio´n y servicios de ma´s alto nivel (IndexService). A su vez agrega un servicio Trigger-
Service que ofrece una funcionalidad similar a la de IndexService con la diferencia de que puede
ser configurado para tomar determinadas acciones en base a la informacio´n recolectada. Globus
puede ser configurado para que la informacio´n que manejan estos servicios pueda ser provista
por otros sistemas de informacio´n externos al tookit.
La u´ltima version de MDS, es la que corresponde a la version 4 de Globus Toolkit [3] (MDS4),
que utiliza WSRF (Web Service Resource Framework) como plataforma para los Servicios Web
utilizados, en oposicio´n con MDS3 que utiliza OGSI (Open Grid Services Interface).
Otro sistema de informacio´n muy utilizado para el monitoreo de clusters es Ganglia [6],
que esta´ basado en un disen˜o jera´rquico. Ganglia utiliza un protocolo en el que, a trave´s de
multicasting, un nodo env´ıa su informacio´n a los otros nodos del cluster al que pertenece, a su
vez tambie´n procesa la informacio´n proveniente de los otros nodos. De esta manera, cualquier
nodo del cluster podr´ıa responder ante una solicitud por parte de un cliente y devolver una
descripcio´n sobre el estado de todo el cluster.
La implementacio´n consiste de 2 demonios (daemons), gmond y gmetad, un programa de
l´ınea de comando gmetric y una librer´ıa de programacio´n para clientes. Ganglia Monitoring
Daemon (gmond) provee monitoreo sobre un cluster implementando el protocolo mencionado
anteriormente y respondera´ a los pedidos de clientes devolviendo un XML con la representacio´n
del cluster. gmond corre en cada nodo del cluster. Ganglia Meta Daemon (gmetad), por otra
parte, so´lo corre en algunos nodos y provee federacio´n de clusters : Se establece un a´rbol de
conexiones TCP entre mu´ltiples gmetads, algunos de los cuales obtendra´n informacio´n prove-
nientes de gmonds (representando clusters espec´ıficos) y otros la obtendra´n de otros gmetads
(representando conjunto de clusters). Por u´ltimo, gmetric es un programa que las aplicaciones
pueden usar para publicar me´tricas espec´ıficas de una aplicacio´n que no este´n contempladas
por gmond.
Adema´s existe una herramienta desarrollada por el equipo de Globus Toolkit para la inte-
gracio´n de Ganglia al sistema de MDS, usando el primero como un proveedor de informacio´n y
permitiendo la publicacio´n a trave´s del IndexService de datos como nombre y ID de los hosts,
taman˜o de la memoria, nombre y versio´n del sistema operativo, datos sobre sistemas de archivos
y otros datos ba´sicos referidos al cluster.
Otro sistema importante para mencionar es MonALISA (MONitoring Agents using a Large
Integrated Service Architecture, [8]). Este sistema esta´ conformado por un conjunto de subsiste-
mas auto´nomos y multihilados basados en agentes que son registrados como servicios dina´micos
y son capaces de colaborar en aplicaciones de gran escala realizando tareas de monitoreo, y pue-
den ser descubiertos y utilizados por otros servicios o clientes que requieran su informacio´n.
Su implementacio´n esta´ basada en Java JINI y servicios web, y esta´ disen˜ado para integrar
fa´cilmente herramientas de monitoreo existentes y proveer esta informacio´n en forma dina´mica
a otros servicios y clientes.
El nu´cleo del servicio de monitoreo esta´ basado en un sistema de mu´ltiples hilos (threads).
Con el f´ın de reducir la carga del sistema en que corre MonALISA, se crea un repositorio
dina´mico de hilos una u´nica vez, y los hilos son reutilizados una vez que la tarea asignada al
hilo es terminada. Esto permite correr concurrentemente un gran nu´mero de tareas de monitoreo
y que el sistema no se vea retrasado o afectado de alguna manera, en caso de que una de ellas
falle debido a errores de I/O.
Por u´ltimo, tenemos otros casos que hacen integracio´n de algunos de estos sistemas con
herramientas del a´rea de sistemas Peer-to-Peer (P2P) [4, 5, 7, 9, 11]. Una de las herramientas
ma´s utilizadas en estos sistemas son las Tablas de Dispersio´n Distribuidas (DHT, por su sigla en
ingle´s). Por ejemplo, gracias a estas tablas es posible dispersar las entradas correspondientes a
los ı´ndices de registracio´n entre los peers (pares) participantes del sistema haciendo una divisio´n
del espacio lo´gico determinado por los atributos de los recursos a monitorear.
De esta forma, se evita posibles problemas de saturacio´n en los servidores de informacio´n a
la vez que se provee de robustez y escalabilidad, propiedades provistas por los sistemas P2P ya
que cubren un espectro distribuido muy amplio.
3. Conclusiones y trabajos futuros
En este art´ıculo se ha expuesto la necesidad de servicios de informacio´n en una infraestruc-
tura Grid, con el fin de contar con herramientas para el monitoreo y descubrimiento de recursos,
objetivo necesario en la mayor´ıa de las aplicaciones que puedan llevarse a cabo en la misma.
Las opciones son variadas como se pudo observar en la seccio´n 2, destacando que no nece-
sariamente estas tecnolog´ıas son excluyentes, sino que es posible combinarlas para optimizar el
sistema de informacio´n a implementar en un Grid.
Adema´s muchos de estos sistemas proveen librer´ıas de programacio´n con lo cual se simplifica
la tarea de acceder a los mismos desde una aplicacio´n en desarrollo. Es por esto, que en trabajos
futuros se explorara´n las posibilidades de integracio´n de estos sistemas con el fin de experimentar
y llevar la idea a la pra´ctica sobre uno de los clusters con los que cuenta el LISiDi.
Como objetivo complementario, se investigara´ sobre la aplicacio´n de te´cnicas provenientes
del a´rea de Sistemas Peer-to-Peer con el fin de proveer escalabilidad y descentralizacio´n en el
manejo de la informacio´n.
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