Abstract. A bijective proof of the product formula for the principal specialization of super Schur functions (also called hook Schur functions) is given using the combinatorial description of super Schur functions in terms of certain tableaux due to Berele and Regev. Our bijective proof is based on the Hillman{Grassl algorithm and a modi ed version of Sch utzenberger's jeu de taquin. We then explore the relationship between our modi ed jeu de taquin and a modi ed jeu de taquin by Goulden and Greene. We de ne a common extension and prove an invariance property for it, thus discovering that both modi ed jeu de taquins are, though di erent, equivalent.
1. Introduction. Let be a partition, i.e. = ( 1 ; 2 ; : : : ; r ) is a sequence of integers with 1 2 r > 0. The super Schur function S (x; y) ( Super Schur functions appear naturally in the representation theory of Lie superalgebras (cf. 2, 3, 9, 10, 11, 17] ), and were also discovered independently under the name of supersymmetric polynomials 14] .
In order to be able to state the formula alluded to in the title, we have to recall some basic notions from partition theory. The Ferrers diagram of a partition = ( 1 ; 2 ; : : : ; r ) is an array of cells with r left-justi ed rows and i cells in row i. Figure 1 .a shows the Ferrers diagram corresponding to (4; 3; 3; 1). The conjugate of is the partition ( 0 1 ; : : : ; 0 1 ) where 0 j is the length of the j-th column in the Ferrers diagram of . We label the cell in the i-th row and j-th column of (the Ferrers diagram of) by the pair (i; j). Also, if we write 2 we mean` is a cell of '. The hook length h of a cell = (i; j) of is ( i ? j) + ( 0 j ? i) + 1, the number of cells in the hook of , which is the set of cells that are either in the same row as and to the right of , or in the same column as and below , included. The content c of a cell = (i; j) of is j ? i. For our bijective proof of this hook-content formula we use the combinatorial description of super Schur functions in terms of what I call super semistandard tableaux (see section 2 for the de nition), originally introduced by Berele and Regev 2] under the name of (k; l)-semistandard tableaux, a name however which does not make sense in our context. Our proof is based on the Hillman{Grassl algorithm 8] and on Sch utzenberger's 18] jeu de taquin. It is inspired by our bijective proof 12] of Stanley's hook-content formula for the generating function for column-strict reverse plane partitions of a given shape with bounded entries. Though there are quite a few similarities with 12], it turns out that the algorithms and arguments in 12] have to be adapted quite a bit in order to provide a bijective proof of (1.3) .
We recall all the needed tableau and plane partition de nitions in section 2. Then, in section 3, we present our bijective proof of the hook-content formula (1.3) for super Schur functions. In the appendix we carry out a complete example for our bijection. After a rst version of this article was written, I discovered that a jeu de taquin procedure similar to ours already appeared in a paper by Goulden and Greene 7] . In fact, they are di erent algorithms, but it turns out that as mappings they are the same. We explore the relationship between the two algorithms in section 4. In order to prove the equivalence of the two algorithms, we de ne a joint extension of the algorithms, and establish an invariance property of the underlying modi ed jeu de taquin.
2. Super semistandard tableaux. Super semistandard tableaux are hybrids of column-strict reverse plane partitions and row-strict reverse plane partitions. We are going to de ne the latter rst. Let = ( 1 ; 2 ; : : : ; r ) be a partition. A reverse plane partition of shape is a lling of the cells of (the Ferrers diagram of) with entries from an ordered alphabet such that the entries along rows and along columns are weakly increasing. A reverse plane partition is called column-strict if in addition columns are strictly increasing. Likewise, a reverse plane partition is called row-strict if rows are strictly increasing. We will also consider skew shapes for row-strict reverse plane partitions and column-strict reverse plane partitions. If and are two partitions with (i.e. the Ferrers diagram of is contained in the Ferrers diagram of ), then the skew shape = consists of all cells that are contained in but not in . As expected, by a row-strict (respectively column-strict) reverse plane partition of shape = we mean a lling of the cells of = with entries from some ordered alphabet such that columns (respectively rows) are weakly increasing and rows (respectively columns) are strictly increasing. Now, a super semistandard tableau of shape is a lling S of the cells of with entries from the ordered alphabet 1 < 2 < 3 < < 1 < 2 < 3 < such that (SST1) the unbarred entries form a column-strict reverse plane partition of some shape , where is a partition, (SST2) the barred entries form a row-strict reverse plane partition of shape = . Figure 1 .b shows a super semistandard tableau of shape (4; 3; 3; 1). We call the part of a super semistandard tableau S that is occupied by the unbarred entries the inner part of S and denote it by S I . Likewise, we call the part of S that is occupied by the barred entries the outer part of S and denote it by S O . For convenience, we introduce the following two terms. Given any lling P (a super semistandard tableau, or a reverse plane partition, or : : : ) of some (possibly skew) shape, we write P , respectively P , for the entry in cell of P, depending on whether we mean the unbarred or barred integer, respectively. Also, we call the sum of all the entries of P (forgetting about all the bars when taking the sum) the norm of P, and denote it by n(P). For example, the norm of the super semistandard tableau in Figure 1 .b is 27.
3. Bijective proof of the hook-content formula for super Schur functions. In view of (2.1), our bijective proof of the hook-content formula (1.3) will consist of proving bijectively, where, as expected, jS I j and jS O j denote the numbers of entries in the inner part and outer part of S, respectively. While it is obvious what the combinatorial interpretation of the left-hand side of (3.1) is, we need to introduce yet a few more terms for being able to conveniently describe the right-hand side of (3.1) in combinatorial terms. We call an arbitrary lling of the cells of with nonnegative integers a tabloid of shape . We de ne the hook weight w h (T) of a tabloid T of shape by P 2 T h . Furthermore, we call a lling of the cells of with only 0's and 1's a (0{1)-tabloid. We de ne the content weight w c (T) of a (0{1)-tabloid T by P 2 T c . Then the right-hand side of (3.1) is the generating function
where the sum is over all triples (P 0 ; T R ; U R ), with P 0 being the \minimal" column-strict reverse plane partition of shape with entries from 1 < 2 < 3 < , i.e. the column-strict reverse plane partition with all entries in row i equal to i for all i, with T R varying over all tabloids of shape , and with U R varying over all (0{1)-tabloids of shape . So the task is to set up a bijection that maps a super semistandard tableau S L of shape to such a triple (P 0 ; T R ; U R ), such that n(S L ) = n(P 0 ) + w h (T R ) + w c (U R ) (3.2) and j(S L ) I j = number of 0's in U R ; and j(S L ) O j = number of 1's in U R : (3. 3)
One step in our bijection was already done much earlier. In their celebrated paper 8], Hillman and Grassl constructed an algorithmic bijection between tabloids T R of shape and reverse plane partitionsP R of shape with entries from 0 < 1 < 2 < such that n(P R ) = w h (T R ). If we add such a reverse plane partitionP R to P 0 cell-wise, then we obtain a column-strict reverse plane partition P R of shape with entries from 1 < 2 < 3 < , and we have n(P R ) = n(P 0 )+n(P R ) = n(P 0 )+w h (T R ). Therefore the new task is to set up a bijection that maps a super semistandard tableau S L of shape to a pair (P R ; U R ), where P R is a column-strict reverse plane partition of shape with entries from 1 < 2 < 3 , and where U R is a (0{1)-tabloid of shape , such that n(S L ) = n(P R ) + w c (U R ) (3.4) and ( The new special entry in (3.6) is s + 1, the new special entry in (3.7) is s ? 1. Repeat (S2).
(Note that always after either type of move the only possible violations of increase along rows or strict increase along columns involve the new special entry and the entry to the left or/and above.) (S3) Let S be the super semistandard tableau just obtained. (The fact that indeed a super semistandard tableau is obtained will be proved right after Example S.) If we ended up with the special entry in cell then add 1 to the entry in cell of U. The tabloid thus obtained is the new U. (It will be proved in Lemma S below that U is in fact a (0{1)-tabloid.) Continue with (S1).
Example S. A complete example for Algorithm S can be found in the appendix. There we map the super semistandard tableau of shape (4; 3; 3; 1) on the left of Figure 2 to the pair on the right of Figure 2 , consisting of a column-strict reverse plane partition of shape (4; 3; 3; 1) with entries from 1 < 2 < 3 < and a (0{1)-tabloid of shape (4; 3; 3; 1), such that the weight properties (3.3) and (3.4) hold. In fact, the norm of the semistandard tableau on the left of Figure 2 is 27, while the norm of the column-strict reverse plane partition on the right is 31 and the content weight of the (0{1)-tabloid is ?4, which veri es (3.4) in this case. That (3.3) holds in our example is obvious. The appendix has to be read in the following way. First of all, ignore all double circles, and all even rows in the right columns. What the left columns show is the pair (S; U) that is obtained after each loop (S1)-(S2)-(S3). Together with the pair (S; U) a lling of the shape (4; 3; 3; 1) is displayed that shows all values S + c for all cells with U 6 = 0. This will be important for understanding Lemma S but can be ignored for the moment. At each stage, the entry that is chosen by (S1) is circled. Then each intermediate step during the loop (S1)-(S2)-(S3) is displayed in the odd rows of the right columns. The special entry is always underlined. When a super semistandard tableau is reached, the special entry is boxed. The entry in the corresponding cell of the (0{1)-tabloid is subsequently increased by 1 in step (S3).
It should be noticed that, aside from adding/subtracting 1 to/from the special entry, what happens from (3.5) to (3.6), respectively (3.7), is a jeu de taquin forward move (cf. 18, sec. 2; 16, pp. 120/169]).
We have to justify the claim in (S3) that when we arrive at (S3) we obtained a super semistandard tableau. We do this by induction on the number of loops (S1)-(S2)-(S3). For the induction hypothesis assume that we enter (S1) with a pair (S; U), where S is a super semistandard tableau. (This is true for our initial pair (S L ; 0)). It is obvious that when we arrive at (S3) that S was transformed into a lling that satis es (SST1) (otherwise the step (S2) was not nished) and (SST2) (because the only change in the outer part, the part containing the barred entries, was to remove an entry in an inward corner cell from it and make the entry into an unbarred entry). Therefore the only problem that could arise is when the special entry in the end is 0. However, when we arrive at (S3), a special entry 0 can only occur in cell (1; 1), because otherwise step (S2) was not nished. Each loop (S1)-(S2)-(S3) of the algorithm starts with some entry S ! 1 in an inward corner cell ! of the outer part S O of S. It is replaced by S ! ? c ! . Then it is (possibly) moved according to (3.6) and (3.7). It is easy to check that at each stage during performing the steps (S2), the special entry, if located in cell , will equal S ! ? c . This is a property so important that it has to be recorded for later use, (special entry in ) = S ! ? c :
Suppose we reach cell (1; 1). When we arrive at (1; 1), by (3.8) and since c (1;1) = 0, our special entry has become S ! . But this is 1 since S ! 1.
So we have an algorithm that maps a super semistandard tableau S L to a pair (P R ; U R ), where P R is a super semistandard tableau without any barred entry, or in plain words, a column-strict reverse plane partition, and where U R , thanks to Lemma S (cf. the Remark after Lemma S), is a (0{1)-tabloid. Stated in di erent terms, the algorithm maps left-hand side objects of (3.1) to right-hand side objects of (3.1). Besides, this mapping satis es the weight properties (3.3) and (3.4). While (3.3) is trivially satis ed, (3.4) follows from (3.8).
What remains is to establish that our algorithm is actually a bijection between left-hand side and right-hand side objects. This will be accomplished by constructing an algorithm, Algorithm S* below, that will turn out to be the inverse of Algorithm S. To motivate the de nition of Algorithm S*, we note the following lemma.
Lemma S. Let (S; U) be obtained after some loop (S1)-(S2)-(S3) during Algorithm S.
Suppose that the loop terminated in cell when reaching (S3). Then cannot be reached by a special entry during succeeding loops (S1)-(S2)-(S3). Also, among all cells with U 6 = 0, is a cell for which the value S + c attains its maximum, and if there are several cells with U 6 = 0 where the maximum is attained, then is the left-most and bottom-most of those. Besides, there holds S + c minfentries in S O g: (3.9) Remark. Note that the property that cannot be reached by \later" special entries inductively implies that after each loop (S1)-(S2)-(S3) the tabloid U is in fact a (0{1)-tabloid.
Proof of the Lemma. We prove the assertions by induction on the number of loops (S1)-(S2)-(S3).
For the start of the induction it will su ce to recall that we start Algorithm S with the pair (S L ; 0), where S L is a super semistandard tableau.
As induction hypothesis we assume that (S; U) is either the initial pair (S L ; 0), or obtained after some loop (S1)-(S2)-(S3) in which case all the assertions of the Lemma are assumed to be true. Let ! be the cell where the next loop starts, i.e. the inward corner cell of S O chosen by (S1), and let be the cell where this next loop terminates at (S3). Let (S;Ũ) be the outcome after this loop. Note that by construction the cells withŨ 6 = 0 are and the cells with U 6 = 0. In particular, U 6 = 0 impliesŨ 6 = 0.
First we prove (3.9) forS and . By (3.8), the entry ofS in cell is S = S ! ? c : (3.10) Since by de nition of (S1) we have S ! = minfentries in S O g, this immediately implies S + c = S ! = minfentries in S O g minfentries inS O g:
The last inequality is due to the fact that the multiset of entries inS O comes out of the multiset of entries in S O by removing S ! . Obviously, (3.11) proves (3.9) forS and , as desired.
Next we prove that the cell cannot be reached during a \later" loop (S1)-(S2)-(S3). We distinguish between two cases. Namely, by de nition of (S1), a \later" loop (S1)-(S2)-(S3) starts either at a cell, say, strictly to the right of ! or weakly to the left and strictly below of !.
In the former case, by de nition of (S1) and the fact that the outer part S O of S is a row-strict reverse plane partition, we havẽ S = S > S ! : (3.12) Then, when performing the loop (S1)-(S2)-(S3), rstS is replaced byS ? c and then (possibly) moved inwards according to (3.6) and (3.7). If we want to reach , we have to reach the neighbour cell to the right or the neighbour cell below rst. By (3.8) we would reach the neighbour cell to the right of with the special entry being equal tõ S ? (c + 1). By (3.12) this is S ! ? c =S , the latter equality holding because of (3.10). Therefore, by de nition of (S2), the loop either already stops here or continues with an upward move (3.7), and so does not reach in any case. On the other hand, if we reach the neighbour cell below , by (3.8) the special entry would equalS ? (c ? 1). By (3.12) this is > S ! ? c =S . Again, by de nition of (S2), this says that the loop either already stops here or continues with a left move (3.6), so it cannot reach in any case. The second case is that we start our \later" loop in a cell that is located weakly to the left and strictly below of !. By de nition of (S1) we havẽ S = S S ! : (3.13) Again, if we want to reach , we have to reach either the neighbour cell to the right or the neighbour cell below of rst. We claim that it cannot happen that the cell to the right is reached. This would follow immediately from the following easy-to-check property of our modi ed forward jeu de taquin (S2): If the second \jeu de taquin path" is below the rst \jeu de taquin path" somewhere, then it has to stay below from thereon. To make this precise, suppose that during the rst loop the special entry, s 1 say, went to the left by Since columns are strictly increasing in the inner part, we have y < z. Suppose that during the second loop we reach the cell neighbouring y and z with a special entry s 2 , see the right half of Figure 3 . Then by de nition of the algorithm we have to stop here or, if not, we are forced to move left in the next step (S2). It is our assumption that the second \jeu de taquin path" starts below the rst, therefore it has to stay below always. Now we know that the only possibility to reach cell is by reaching the neighbour cell below rst. However, when we reach this neighbour cell below of , by (3.8) the special entry equalsS ? (c ? 1). By (3.13) this is > S ! ? c =S . Once more, by de nition of (S2), this says that the loop either already stops here or continues with a left move (3.6), so it cannot reach in any case.
Next we show thatS + c , evaluated at cells withŨ 6 = 0, attains its maximal value at . This is evident if (S; U) is the initial pair (S L ; 0), i.e. if (S;Ũ) is the pair obtained by applying one loop (S1)-(S2)-(S3) to (S L ; 0), because then is the only cell withŨ 6 = 0.
So, let us assume that (S; U) is obtained after some loop (S1)-(S2)-(S3). Let be the cell where the next-to-last loop, which gave rise to (S; U), terminated at (S3).
Let be any cell withŨ 6 = 0. Recall that this means = or U 6 = 0. We want to showS + c S + c : (3.14) If = then there is nothing to show. So let 6 = . Then we have U 6 = 0. By induction hypothesis for , we have S + c S + c for all cells with U 6 = 0. Also by induction hypothesis, we know that cannot be reached during a \later" loop (S1)-(S2)-(S3), therefore we haveS = S . And, again by induction hypothesis, (3.9) holds for S and . Hence we have S + c minfentries in S O g = S ! =S + c ; the equalities holding because of (3.11). Combining everything, we concludẽ S + c = S + c S + c S + c ; (3.15) which veri es (3.14).
Finally we show that is the left-most and bottom-most among all cells withŨ 6 = 0 whereS + c attains its maximal value. Again, this is trivially satis ed if (S; U) is the initial pair (S L ; 0) since then is the only cell withŨ 6 = 0. So, let us assume that (S; U) is obtained after some loop (S1)-(S2)-(S3). Also here, let be the cell where the next-to-last loop, which gave rise to (S; U), terminated at (S3). Let be a cell withŨ 6 = 0 wherẽ S + c attains its maximal value. In particular, we havẽ S + c =S + c : (3.16) Of course, nothing is to show for = , so we may assume 6 = . This implies U 6 = 0.
We already observed that then the relations (3.15) hold. Combining (3.15) and (3.16) we are forced to conclude S + c = S + c =S + c : (3.17) We shall show that has to lie in the region (weakly) to the left and (weakly) below of . Since was the left-most and bottom-most of all the cells with U 6 = 0 where the maximal value of S + c is attained, and since S + c =S + c for all cells with U 6 = 0, this would establish that is the left-most and bottom-most of all the cells withŨ 6 = 0 where the maximal value ofS + c is attained, as desired.
We prove the claim of the previous paragraph by excluding the other three quarter regions that are determined by the horizontal line and the vertical line running through .
First, suppose that lies in the region strictly to the right and weakly below of . For these cells there holds the following basic computation. For convenience, let = (i 1 ; j 1 ) and = (i 2 ; j 2 ), where is located in this region strictly to the right and weakly below of , i. (3.18) This contradicts (3.17) because of S =S , which again follows from the induction hypothesis that cannot be reached during \later" loops (S1)-(S2)-(S3). Thus, this region is excluded.
Next we show that cannot lie in the region (weakly) to the right and (weakly) above , excluded. This would follow immediately from the claim that if two successive loops (S1)-(S2)-(S3) start with the same size of entry in the inward corner cells chosen by (S1) (which applies in our case since the loop that lead to S started with an entry S + c in some inward corner cell, and the loop that lead from S toS started withS + c , both quantities being the same by (3.17)) then the second path of moves has to stay below the rst path of moves.
To check this claim, once again note that both loops started with the same size of entries in the cells chosen by (S1). By the rules in (S1), and because the outer part S O of S is a row-strict reverse plane partition, this means that the second loop started strictly to the left and strictly below of the rst. We already proved that our modi ed forward jeu de taquin (S2) has the property that if the second \jeu de taquin path" is below of the rst \jeu de taquin path" somewhere, then it has to stay below from thereon. So the region (weakly) to the right and (weakly) above can never be reached.
Finally, we examine if could be located in the region strictly to the left and weakly above of . Since S =S , once more the computation (3.18), with and interchanged applies, implyingS +c >S +c , which contradicts (3.17) because of S =S . Therefore we cannot reach the region under consideration.
This completes the proof of the Lemma. >From Lemma S it is pretty obvious what the inverse algorithm of Algorithm S could be.
Algorithm S*. The input for the algorithm is a pair (P R ; U R ), where P R is a columnstrict reverse plane partition of shape with entries from 1 < 2 < 3 < , and where U R is a (0{1)-tabloid of shape .
(S*0) Set (S; U) := (P R ; U R ).
(S*1) If U = 0 then stop. The output of the algorithm is S. Otherwise, consider all cells with U 6 = 0. Among these choose the cells for which S + c is maximal, and among all these pick the left-most and bottom-most, cell say.
(Observe that among two di erent cells attaining the same value of S + c one is always weakly to the left and strictly below of the other, again because of the computation (3.18), withS replaced by S. So the left-most and bottom-most of these does exist.) Replace the entry S in cell by S + c . (Note that we \barred" the entry.) Call this entry special.
Continue with (S*2). (S*2) If the special entry, s say, does not have a right or bottom neighbour entry that is unbarred, then continue with (S*3).
If the special entry does have a right or bottom neighbour entry that is unbarred, then we have the following situation, s x y ; (3.19) where at least one of x or y is an unbarred entry. (One of x or y is also allowed to be actually not there.) If x < y (in particular, this is the case if y is a barred entry) then do the move x s y : (3.20) If x y (in particular, this is the case if x is a barred entry) then do the move y x s : (3. 21)
The new special entry in either case is s. Repeat (S*2). (S*3) Let S be the super semistandard tableau just obtained. (The fact that indeed a super semistandard tableau is obtained will be proved in the subsequent Lemma S*.) Replace the entry 1 in cell of U by 0. The (0{1)-tabloid thus obtained is the new U. Continue with (S*1).
Example S*. A complete example for Algorithm S* can be found in the appendix. There we map the pair on the right of Figure 2 , consisting of a column-strict reverse plane partition of shape (4; 3; 3; 1) with entries from 1 < 2 < 3 < and a (0{1)-tabloid of shape (4; 3; 3; 1), to the super semistandard tableau of shape (4; 3; 3; 1) on the left of Figure 2 , such that the weight properties (3.3) and (3.4) hold. It is simply the inverse of the example for Algorithm S given in Example S. Therefore, here the appendix has to be read in the reverse direction, and in the following way. First of all, ignore all single circles, and all odd rows in the right columns. What the left columns show is the pair (S; U) that is obtained after each loop (S*1)-(S*2)-(S*3) together with a lling of the shape (4; 3; 3; 1) that shows all values S + c for all cells with U 6 = 0. At each stage, the entry that is chosen by (S*1) is doubly circled. Then each intermediate step during the loop (S*1)-(S*2)-(S*3) is displayed in the even rows of the right columns. The special entry is always doubly underlined. When a super semistandard tableau is reached, the special entry is doubly boxed. The entry in the corresponding cell of the (0{1)-tabloid is subsequently decreased by 1 in step (S*3).
Again, it should be noticed that (3.20) and (3.21) are exactly jeu de taquin backward moves (cf. 18, sec. 2; 16, pp. 120/169]), which reverse the forward moves (3.6) and (3.7), respectively, except for the subtraction/addition of 1 in (3.6) and (3.7).
In order to show that Algorithm S* is always well-de ned, we have to con rm that when arriving at (S*3) we always obtained a super semistandard tableau. This is established in the following lemma. Besides, this lemma contains the facts about Algorithm S* that are needed to prove that the Algorithms S and S* are inverses of each other.
Lemma S*. Let (S; U) be obtained after some loop (S*1)-(S*2)-(S*3) during Algorithm S*. Then for all cells with U 6 = 0 there holds S + c minfentries in S O g: ( 
3.22)
Also, S is a super semistandard tableau. Besides, if ! is the inward corner cell of S O that contained the special entry at the end of the loop (S*1)-(S*2)-(S*3) that lead to S, then ! is the top-most inward corner cell of S O that contains the minimal entry of S O .
Proof. We prove the assertions by induction on the number of loops (S*1)-(S*2)-(S*3). To be precise, we prove the following (slightly stronger) statement inductively: All the assertions of the Lemma hold. Besides, during the loop (S*1)-(S*2)-(S*3) that leads to (S; U) the special entry never occupies a cell with U 6 = 0.
To begin with, we know that when we start with Algorithm S* we have a pair (S; U), where S is a super semistandard tableau (since S = P R is a column-strict reverse plane partition in 1 < 2 < 3 < ). Also, (3.22) is vacuously satis ed (there is no barred entry in S = P R ). This will su ce for the start of the induction.
As induction hypothesis let us assume that the assertions of the Lemma and the assertion that the special entry never occupies a cell with U 6 = 0 are true for (S; U) and all preceding pairs occuring in step (S*3) during the process of the algorithm, except of course that the assertion about the inward corner cell ! and the assertion about the special entry do not hold for the initial pair (because they do not make sense for the initial pair).
Let be the cell where the loop (S*1)-(S*2)-(S*3) starts from (S; U), i.e. the cell that is chosen by applying (S*1) to (S; U), and let be the cell where the loop stops at (S*3). Furthermore, let (S;Ũ) be the outcome after this loop. Then, by de nition of the algorithm we haveS = S + c : (3.23) Note that, also by de nition of the algorithm, the cells withŨ 6 = 0 are those with U 6 = 0, excluding . In particular,Ũ 6 = 0 implies U 6 = 0.
First we prove that during the loop (S*1)-(S*2)-(S*3) leading from (S; U) to (S;Ũ) the special entry never occupies a cell withŨ 6 = 0. Recall that, by de nition of (S*1), the cell , the cell where the loop starts, is the left-most and bottom-most cell among the cells with U 6 = 0 where the value S + c is maximal. Let the special entry be located in some cell withŨ 6 = 0, at some stage during the performance of the loop. Clearly, is located (weakly) to the right and (weakly) below of . Since, by de nition of (S*3), we haveŨ = 0, cell is di erent from . If were located strictly to the right of , then the computation (3.18), withS replaced by S, replaced by , and replaced by , would imply that S + c > S + c . But this contradicts the de nition of . So the only other possibility is that is located in the same column as and strictly below . Then a computation similar to (3.18) would show that S + c = S + c , which again contradicts the de nition of . Therefore the special entry can only meet cells withŨ = 0. In particular, this implies that the entries in cells withŨ 6 = 0 do not change during the loop. Therefore we haveS = S (3.24) for all cells withŨ 6 = 0. Now we prove (3.22) forS. Let be any cell withŨ 6 = 0. This implies U 6 = 0.
Therefore, by (3.24) and by construction of in (S*1), we havẽ S + c = S + c S + c : (3.25) Also by construction of , we have U 6 = 0, and hence by induction hypothesis (3.22) that S + c minfentries in S O g. This implies that S + c = minfentries inS O g, since the multiset of entries ofS O equals the multiset of entries in S O , with the special entry S + c , created in (S*1) and nally located in cell inS, added. Hence, (3.25) proves (3.22) with S replaced byS, as desired. Now we prove thatS is a super semistandard tableau. By construction of Algorithm S*, the inner partS I ofS automatically is a column-strict reverse plane partition. Therefore, it is only to prove that the outer partS O ofS is a row-strict reverse plane partition. If S + c < minfentries in S O g then this assertion certainly holds, sinceS = S + c is the only new entry inS, and it is located in an inward corner cell ofS O . Note in particular, that we are in this case at the very beginning.
By induction hypothesis, (3.22) holds for , so the only other case is S + c = minfentries in S O g: (3.26) Observe that the only di culty arises when we reach the cell at the end of a loop (S*1)-(S*2)-(S*3), and the neighbour cell to the right of contains the entry S + c . In this case row-strictness of the outer partS O ofS would be violated. We have to show that this case cannot occur. Let (S 0 ; U 0 ) be the pair preceding (S; U), i.e. (S; U) is obtained by applying one loop (S*1)-(S*2)-(S*3) to (S 0 ; U 0 ). As we just noted, (S 0 ; U 0 ) exists, since if (S; U) were the initial pair we would not be in this case. Furthermore, let be the cell where this loop starts, and let ! be the corner cell where it stops. By de nition of the algorithm we have S ! = S 0 + c : (3. Therefore, again by de nition of (S*1), lies weakly to the right and strictly above .
It is an easy-to-check property of backward jeu de taquin (S*2) that if the second \jeu de taquin path" is above the rst \jeu de taquin path" somewhere, then it has to stay above from thereon. To be precise, suppose that during the rst loop (S*1)-(S*2)-(S*3) the special entry, s 1 Since columns are strictly increasing in the inner part, we have y < z. Suppose that during the second loop we reach the cell neighbouring y and z with a special entry s 2 , see the right half of Figure 4 . Then by de nition of the algorithm we have to stop here or, if not, we are forced to move right in the next step (S*2).
We know that the second \jeu de taquin path" starts at , which is weakly to the right and strictly above of , the starting cell of the rst \jeu de taquin path". Therefore the second path has to stay above the rst path always. Hence , the cell where the second path terminates, cannot be the left neighbour cell of !. Therefore, is in a row above !. By induction hypothesis, ! is the top-most inward corner cell of S O that contains the minimal entry of S O . This implies that the cell to the right of contains and entry that is > S ! =S , the equality following from a combination of (3.27), (3.29), and (3.23). As noted above, this guarantees thatS is a super semistandard tableau.
Finally, we prove that is the top-most inward corner cell inS O that contains the minimal entry inS O . This is trivially true if S + c < minfentries in S O g, again by remembering (3.23). Note that this inequality is in particular true at the very beginning of Algorithm S*. Because of the induction hypothesis (3.22), the only other case is S + c = minfentries in S O g. Since we are not at the very beginning, we are allowed to assume that this last assertion of Lemma S* holds for S and !. However, we already considered the case S + c = minfentries in S O g before (see (3.26) ) and showed that the \jeu de taquin path"
leading from to has to stay above of the \jeu de taquin path" leading from to !. Hence is strictly above !. (note the di erence to (1.2) in the range of the product). The combinatorial description (2.1) extends to skew super Schur functions. Namely, if we extend the de nition of super semistandard tableau by saying that it is a lling of some skew shape with entries from the ordered alphabet < ?1 < 0 < 1 < < ?1 < 0 < 1 < satisfying (SST1) (but the shape replaced by = ) and (SST2), then (again SST is short for`super semistandard tableau') S = (x; y) = X S becomes a column-strict reverse plane partition. It should be observed that such an array A is exactly equivalent to a pair (P; U) of a column-strict reverse plane partition P and a (0{1)-tabloid U, the latter pairs occuring as output of Algorithm S. Given such an array A the corresponding pair (P; U) is obtained by de ning P to be the column-strict reverse plane partition constructed in (A2) above, and by de ning U to be the (0{1)-tabloid with 1 in each cell that contains a barred entry in A and with 0 in each cell that contains an unbarred entry in A. Clearly, this correspondence is a bijection.
Algorithm SG. The input for the algorithm is a super semistandard tableau S of shape = .
(SG0) Set A := S.
(SG1) Consider all pairs (x 1 ; y 1 ), where x 1 is an unbarred entry and y 1 is a barred entry located in cell 1 , x 1 being the left neighbour of y 1 , and all pairs (x 2 ; y 2 ), where x 2 is an unbarred entry and y 2 is a barred entry located in cell 2 Let the new A be the array of shape = just obtained. Repeat (SG1). The output of the algorithm trivially satis es condition (A1) above. It will follow from Lemma 1 that the output also satis es (A2), see the Remark after Lemma 1.
It is an easy observation that when always choosing step B in Algorithm SG we basically do the same as in Algorithm S. The only di erence is that in Algorithm SG we do not subtract the content from the barred entries and keep the barred entries as such, unlike in Algorithm S. The translation of an output of Algorithm SG into the corresponding output of Algorithm S was described in the paragraph preceding the description of Algorithm SG. Similarly, when always choosing step U in Algorithm SG we (basically) do the same as in Goulden and Greene's algorithm. So, roughly speaking, what we do in Algorithm S is to move the barred entries, one after the other, \into" the unbarred entries, while Goulden and Greene move the unbarred entries, one after the other, \into" the barred entries. Nevertheless, both procedures turn out to be equivalent, i.e. the nal result is the same in both cases. In fact, the main result of this section (Theorem SG below) is that, regardless which choices we take in step (SG1), the nal result will be the same. Therefore, though Goulden and Greene write that, unlike the standard jeu de taquin, their algorithm is deterministic and di erent sequences of moves may give di erent results, there is some freedom in choosing the order of moves. But there is not as much freedom as in standard jeu de taquin where there is complete freedom.
Theorem SG. The output of Algorithm SG applied to some given super semistandard tableau S is independent of the choices between B and U that are taken in step (SG1).
The proof of Theorem SG is based on the following two Lemmas. Lemma 1. After each application of (SG1) during Algorithm SG, the obtained array A has the following properties.
(1) Let x be an unbarred entry located (weakly) to the left and (weakly) above the unbarred entry y. Then x y. Also, each column is strictly increasing in the unbarred entries. (2) Let x be a barred entry located (weakly) to the left and (weakly) above the barred entry y. Then x y. Also, each row is strictly increasing in the barred entries. (4.12) For all pairs ( x 2 ; y 2 ), where x 2 is a barred entry located in cell 2 and y 2 is an unbarred entry, x 2 being the top neighbour of y 2 , there holds x 2 ? c 2 < y 2 : (4.13) Remark. Clearly, this implies that the output of Algorithm SG satis es (A2). For, in addition to the properties (1){(3) of the Lemma, the output satis es also (4.4) and (4.5) since otherwise the step (SG1) was not nished.
Proof. We prove the Lemma by induction on the number of applications of (SG1). The claim of the Lemma is certainly true at the very beginning since we start with a super semistandard tableau.
For the induction step a careful case-by-case analysis has to be performed. We consider just one case out of four (two cases each for steps B and U, depending on whether moving horizontally or vertically), the others are similar.
Suppose that by performing step U, (4.11), an unbarred entry, x say, is moved down one row. Figure 5 displays the generic situation before and after the move. Here, m; n; s; t can be any nonnegative integers. The pictures have to be taken symbolically in the sense that all combinations of n > m or n m, and s > t or s t are possible. By de nition of step U, x is the right-most among the maximal unbarred entries that violate (4.4) or (4.5) in Figure 5 .a. Moreover, since we moved down by (4.11), we have (for the de nition of ! see Figure 5) x y ? c ! : (4.14) Of course, by induction hypothesis, nothing has to be shown for entries that did not move. In fact, it su ces to prove ad (1): a x u (4.15) ad (2): b < y < z (4.16) ad ( where we assume that y i is located in cell ! i , i = ?n; : : : ; ?1; 1; : : : ; t.
In order to prove a x, we distinguish between two cases. First suppose a > y ?n ?c ! ?n .
This is a violation of (4.4). Since x is the right-most among the maximal unbarred entries that violate (4.4) or (4.5) in Figure 5 .a, we must have x a. On the other hand, suppose a y ?n ? c ! ?n . Then, by induction hypothesis (2) (applied to Figure 5 .a of course), and The inequality x u follows from the induction hypothesis (1). For proving b < y, we rst note that by induction hypothesis (2) we have b y. So, we only have to show that b 6 = y. By way of contradiction, let us assume b = y. Then, by induction hypothesis (2), it is impossible that there are any barred entries to the left of y in Figure 5 .a. This means that n = 0, and that a is the left neighbour of y in Figure 5 .a. At the very beginning the entry b was strictly above and weakly to the right of the entry y, because otherwise b and y would have been in the same row at some stage, contradicting induction hypothesis (2). For similar reasons it is impossible that a rectangle determined by b as its top-left corner and y as its bottom-right corner contained another barred entry at any time. Finally, because of the argument visualized in Figure 3 , the path of entry y always stays below the path of entry b. Therefore b must have passed all the way through from cell to the cell that it is now occupying in Figure 5 . Moreover, x ?m ; : : : ; x ?1 ; x and a did not move after b passed through. But then, at some point, we must have considered the situation x b a before. By induction hypothesis (1), this implies x < a. This contradicts x a which was already established.
Next we show y < z. Let Proof. This is established by a straight-forward case-by-case analysis, utilizing Lemma 1.
Finally we are in the position to prove Theorem SG. Proof of Theorem SG. Suppose that during Algorithm SG we applied the sequence W(U; B) of steps U and B to the initial semistandard tableau S. One should think of W(U; B) as a word in U's and B's. Let the length of W(U; B) be L. We shall show that W(U; B)(S) = B L (S); (4.18) i.e. that the result is the same when we apply step B all the time (which is basically the same as Algorithm S, as we already noted 
