Internet takes vital role in our communications infrastructure, due to slow convergence of routing protocols after network failure become a budding problem. To assure fast recovery scheme from link and node failure in networks, we present a new recovery scheme called Multiple Routing Configuration (MRC). Our anticipated scheme guarantees recovery in all single failure scenarios, using a mechanism to handle both link and node failures, and without knowing the root cause of the failure. MRC is strictly connectionless, and assumes only destination based hop-by-hop forwarding. MRC is based on keeping additional routing information in the routers, and allows packet forwarding to continue on an alternative output link immediately after the detection of a failure. In this paper we present MRC, and analyze its performance with respect to load distribution after a failure. We also show how an estimate of the traffic demands in the network can be used to improve the distribution of the recovered traffic, and thus reduce the chances of congestion when MRC is used.
I. Introduction
In recent years the Internet has been transformed from a special purpose network to an omnipresent platform for a wide range of everyday communication services, in the same manner the demands on Internet reliability and availability have increased accordingly.
A. Functions
i) Internet communication must continue despite loss of networks or gateways.
ii) The Internet must support multiple types of communications service.
iii) The Internet architecture must accommodate a variety of networks. iv) The Internet architecture must permit distributed management of its resources. v) The Internet architecture must be cost effective. vi) The Internet architecture must permit host attachment with a low level of effort. vii) The resources used in the internet architecture must be accountable 74
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The ability to recover from failures has always been a central design goal in the Internet. IP networks are essentially robust, since IGP routing protocols like OSPF are designed to update the forwarding information based on the changed topology after a failure. This re-convergence assumes full distribution of the new link state to all routers in the network domain. When the new state information is distributed, each router individually calculates new valid routing tables.
B. Demerits in Existing Technologies
i. The IP re-convergence is a time consuming process, and a link or node failure is typically followed by a period of routing instability. During this period, packets may be dropped due to invalid routes. ii. The IGP convergence process is slow because it is reactive and global. It reacts to a failure after it has happened, and it involves all the routers in the domain.
C. Proposed Scheme:
We present a new scheme for handling link and node failures in IP networks. Multiple Routing Configurations (MRC) is a proactive and local protection mechanism that allows recovery in the range of milliseconds MRC allows packet forwarding to continue over pre-configured alternative next-hops immediately after the detection of the failure. Using MRC as a first line of defense against network failures, the normal IP convergence process can be put on hold. This process is then initiated only as a result of non-transient failures. Since no global re-routing is performed, fast failure detection mechanisms like fast hellos or hardware alerts can be used to trigger MRC without compromising network stability. MRC guarantees recovery from any single link or node failure, which constitutes a large majority of the failures experienced in a network. MRC makes no assumptions with respect to the root cause of failure, e.g., whether the packet forwarding is disrupted due to a failed link or a failed router.
The main idea of MRC is to use the network graph and the associated link weights to produce a small set of back-up network configurations. MRC assumes that the network uses shortest path routing and destination based hop-by-hop forwarding. This gives great flexibility with respect to how the recovered traffic is routed. The backup configuration used after a failure is selected based on the failure instance, and thus we can choose link weights in the backup configurations that are well suited for only a subset of failure instances.
II. MRC Overview
MRC is based on building a small set of backup routing configurations that are used to route recovered traffic on alternate paths after a failure. The backup configurations differ from the normal routing configuration in that link weights are set so as to avoid routing traffic in certain parts of the network.
MRC approach is threefold:
i. We create a set of backup configurations. ii. A standard routing algorithm like OSPF is used to calculate configuration specific shortest paths and create forwarding tables in each router. iii. We design a forwarding process that takes advantage of the backup configurations to provide fast recovery from a component failure.
We construct the backup configurations so that for all links and nodes in the network, there is a configuration where that link or node is not used to forward traffic. Thus, for any single link or node failure, there will exist a configuration that will route the traffic to its destination on a path that avoids the failed element. Also, the backup configurations must be constructed so that all nodes are reachable in all configurations, i.e., there is a valid path with a finite cost between each node pair.
Using a standard shortest path calculation, each router creates a set of configuration-specific forwarding tables. For simplicity, so that a packet is forwarded according to a configuration, meaning that it is forwarded using the forwarding table calculated based on that configuration. In this paper has a separate forwarding table for each configuration, but more efficient solutions can be found in a practical implementation. It is important to stress that MRC does not affect the failure-free original routing, i.e., when there is no failure, all packets are forwarded according to the original configuration, where all link weights are normal. Upon detection of a failure, only traffic reaching the failure will switch configuration. All other traffic is forwarded according to the original configuration as normal.
III. GENERATING BACKUP CONFIGURATIONS Configurations Structure:
MRC configurations are defined by the network topology, which is the same in all configurations, and the associated link weights, which differ among configurations. We formally represent the network topology as a graph G = (N, A), with a set of nodes N and a set of unidirectional links (arcs) A. In order to guarantee single-fault tolerance, the topology graph G must be bi-connected.
In generating backup configuration we will first detail the requirements that must be put on the backup configurations used in MRC. Then we propose an algorithm that can be used to automatically create such configurations. The algorithm will typically be run once at the initial start-up of the network, and each time a node or link is permanently added or removed. We use the notation shown in Table. 1. 
Algorithm 1
Creating backup configurations.
. if u not € S i then 22. Give up and abort 23. end
The number and internal structure of backup configurations in a complete set for a given topology may vary depending on the construction model. If more configurations are created, fewer links and nodes need to be isolated per configuration, giving a richer (more connected) backbone in each configuration.
On the other hand, if fewer configurations are constructed, the state requirement for the backup routing information storage is reduced. However, calculating the minimum number of configurations for a given topology graph is computationally demanding. One solution would be to find all valid configurations for the input consisting of the topology graph G and its associated normal link weights w0, and then find the complete set of configurations with lowest cardinality.
Description: Algorithm 1 loops through all nodes in the topology, and tries to isolate them one at a time.
A link is isolated in the same iteration as one of its attached nodes. The algorithm terminates when either all nodes and links in the network are isolated in exactly one configuration, or a node that cannot be isolated is encountered. We now specify the algorithm in detail, using the notation shown in Table. 1.
Main loop: Initially, n backup configurations are created as copies of the normal configuration. A queue of nodes (Qn) and a queue of links (Qa) are initiated. The node queue contains all nodes in an arbitrary sequence. The link queue is initially empty, but all links in the network will have to pass through it. Method first returns the first item in the queue, removing it from the queue.When a node u is attempted isolated in a backup configuration Ci, it is first tested that doing so will not disconnect Bi according to definition. The connected method at line 13 decides this by testing that each of us neighbors can reach each other without passing through u, an isolated node, or an isolated link in configuration Ci.
IV. Local Forwarding Process
When a packet reaches a point of failure, the node adjacent to the failure, called the detecting node, is responsible for finding a backup configuration where the failed component is isolated. The detecting node marks the packet as belonging to this configuration, and forwards the packet. From the packet marking, all transit routers identify the packet with the selected backup configuration, and forward it to the egress node avoiding the failed component. 
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The forwarding process can be implemented in the routing equipment as presented above, requiring the detecting node u to know the backup configuration C(v) for each of its neighbors. Node u would then perform at most two additional next-hop look-ups in the case of a failure. However, all nodes in the network have full knowledge of the structure of all backup configurations. Hence, node u can determine in advance the correct backup configuration to use if the normal next hop for a destination d has failed. This way the forwarding decision at the point of failure can be simplified at the cost of storing the identifier of the correct backup configuration to use for each destination and failing neighbor. The Table 2 also shows how many nodes that are covered by LFAs, and the number of configurations needed when MRC is used in combination with LFAs. Since some nodes and links are completely covered by LFAs, MRC needs to isolate fewer components, and hence the number of configurations decreases for some topologies. The results show that the number of backup configurations needed is usually modest; 3 or 4 is typically enough to isolate every element in a topology. No topology required more than six configurations. In other words, Alg. 1 performs very well even in large topologies. The algorithm fails only if it meets a node that if isolated disconnects the backbone in each of the n backup configurations. The algorithm often goes through all network nodes without meeting this situation even if n is low, and is more successful in topologies with a higher average node degree. The running time of our algorithm is modest; about 5 seconds for the router level Sprint US network.
V. Recovery Load Distribution
MRC recovery is local, and the recovered traffic is routed in a backup configuration from the point of failure to the egress node. This shifting of traffic from the original path to a backup path affects the load distribution in the network, and might lead to congestion. In our experience, the effect a failure has on the load distribution when MRC is used is highly variable. In this section, we describe an approach for minimizing the impact of the MRC recovery process on the post failure load distribution. If MRC is used for fast recovery, the load distribution in the network during the failure depends on three factors:
(a) The link weight assignment used in the normal configuration C0, (b) The structure of the backup configurations, i.e., which links and nodes are isolated in each Ci € {C1, .
. . , Cn}, (c) The link weight assignments used in the backbones B1, . . . , Bn of the backup configurations.
Algorithm 2
Load-aware backup configurations. 
A. Evolution
To evaluate our load aware construction algorithm, we compute the worst case load on each link after a link failure, and compare it to the results achieved by the original algorithm. We focus on the most important contributions aimed at restoring connectivity without a global re-convergence. Table. 3 summarizes important features of the different approaches 
VII. Conclusion
We have presented Multiple Routing configurations as an approach to achieve fast recovery in IP networks. MRC is based on providing the routers with additional routing configurations, allowing them to forward packets along routes that avoid a failed component. MRC guarantees recovery from any single node or link failure in an arbitrary bi-connected network. By calculating backup configurations in advance, and operating based on locally available information only, MRC can act promptly after failure discovery.
MRC operates without knowing the root cause of failure, i.e., whether the forwarding disruption is caused by a node or link failure. This is achieved by using careful link weight assignment according to the rules we have described. The link weight assignment rules also provide basis for the specification of a forwarding procedure that successfully solves the last hop problem.
The performance of the algorithm and the forwarding mechanism has been evaluated using simulations. We have shown that MRC scales well: 3 or 4 backup configurations is typically enough to isolate all links and nodes in our test topologies. We have evaluated the effect MRC has on the load distribution in the network while traffic is routed in the backup configurations, and we have proposed a method that minimizes the risk of congestion after a link failure.
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