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Recursive estimation methodologies, such as Kalman and Bayesian filters, typically 
require models of some kind to perform the estimation. This filtering process seeks to 
improve knowledge surrounding some quantities of interest, or states, over time by incor­
poration of imperfect observations. The models required pertain to the state dynamics, 
sensors from which measurements are obtained, and probabilistic models of the underlying 
stochastic processes. In addition to any number of necessary models, real-world application 
of a filter is normally accompanied by at least one, if not several, techniques to promote 
better performance. These methods vary in purpose from expanding the kinds of quantities 
that can be estimated, to reducing sensitivity in the presence of unexpected events and 
preventing degradation of numerical precision.
A more recently developed class of recursive filters, referred to as particle flow filters, 
introduce an update dynamics model to describe the evolution of the state probability density 
function (pdf) over the course of a measurement update. This is accomplished by moving 
particles, corresponding to samples of the a priori pdf, through the state space according 
to the update dynamics, or flow, model to approximate the a posteriori pdf given by Bayes’ 
rule. In doing so, the particle flow framework opens up new opportunities for improving 
filter performance by design of the flow model.
In this work, a new formulation of the Gaussian particle flow filter is presented 
using an information-theoretic approach. The developed information-based form advances 
the Gaussian particle flow framework in two ways: it imparts physical meaning in the flow 
dynamics and provides the ability to incorporate both well-established and novel methods 
for promoting better performance. The Gaussian information-based model is then leveraged 
to allow for the inclusion of Gaussian mixture models, resulting in a robust and adaptive 
filter framework that is demonstrated in three challenging estimation problems.
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The scope of estimation problems in the aerospace community is ever expanding 
and so too must the methods by which that estimation is performed. Some of the most chal­
lenging of these problems include scenarios such as precision autonomous entry, descent, 
and landing navigation; satellite orbit determination and catalog maintenance; and explo­
ration of environments or bodies with little-to-no prior knowledge. Demand for estimation 
architectures capable of handling such problems has also increased alongside the ambitions 
of their operation concepts. To effectively expand the range of feasible missions, the tools, 
and more specifically the filtering framework, by which such missions are accomplished 
must also advance.
Possibly the most widely known and implemented recursive estimation framework is 
the Kalman filter. This paradigm is comprised of two primary steps, propagate and update, 
which are recursively applied to estimate uncertain processes. That is, given some prior 
estimate and beliefs about the states of interest (e.g. position and velocity of a satellite), the 
Kalman filter propagates those estimates forward in time and then updates the estimates by 
incorporating new information received about the states. The updated, or posterior, result 
is the unbiased linear minimum mean square error estimate of the states parameterized by 
the first two central moments of the probability density function. In order to perform both 
the propagate and update stages of the Kalman filter, a combination of models for the state 
dynamics, environment, and observations (i.e. measurements) is used, depending on the 
specific application. The original proposed Kalman filter necessitates linear models for the 
dynamics and observations [1]; obviously, this limits the field of appropriate applications
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severely. To circumvent this limitation, the ubiquitous extended Kalman filter (EKF) uses a 
local, linear assumption to incorporate nonlinear models through a first-order Taylor series 
expansion [2].
A different approach to recursive estimation, Bayesian filtering, involves probabilis­
tic modeling of the state and measurement distributions. Bayesian filtering is, unlike the 
Kalman filter, not limited to estimating only the first two moments of the state distribution. 
Instead, the Bayesian filtering approach only assumes the underlying state and measure­
ment processes are Markovian. The prior distribution of the state is propagated through 
time using a dynamics model and then updated through Bayes’ rule given some received 
measurement and corresponding likelihood model. The result is the statistically optimal 
solution for the state distribution [3]. If certain assumptions are made, namely Gaussian 
distributions and linear models, the Bayesian filter is equivalent to the Kalman filter.
Another form of Bayesian estimation is provided by particle filters [4]. By using 
the Bayesian framework, this class of filters can approximate the full state distribution with 
sufficient sampling, but are generally impractical for real-time, or time-sensitive applications 
due to their inherent computational complexity. Generally speaking, particle filters use a 
set of weighted samples in the state space of interest to approximate integrals such as 
expectations and to evaluate the associated probability density function. New information 
is used to update the particle weights such that they represent the beliefs in the neighborhood 
of a given particle. In order to provide an accurate approximation, particle filters typically 
require very large sample sets —the size of which is heavily dependent on the distribution 
spread and state dimension.
A recently developed alternative called particle flow offers a form of nonlinear 
Bayesian estimation with the potential to be several orders of magnitude more precise 
than the EKF, with computational complexity several orders of magnitude lower than other 
particle filter frameworks [5, 6]. This is accomplished by modeling the motion of the 
particles through a Bayesian update. That is, equally and invariably weighted particles (or
3
samples) distributed according to the prior beliefs are propagated during the update stage to 
new locations in the state space such that the posterior beliefs are appropriately represented. 
By foregoing the associated weights and introducing a kind of update “dynamics,” particle 
flow opens up a host of opportunities for improving filter performance through the design 
of the flow model.
At its core, a Kalman or Bayesian filter is only as good as its underlying models. 
Model mismatch, a deviation of the filter models from the true process, at best reduces the 
potential estimation quality, and at worst results in total filter failure, or divergence. As 
such, the key to improving and expanding the capabilities of any such filtering architectures 
is to improve the models that they use. A wide array of potential avenues are available for 
improving filtering performance, depending on the models themselves and their use in the 
filter architecture.
The general idea of qualitatively describing filter performance can be subdivided 
into four broad categories: consistency, robustness, precision, and efficiency. The foremost 
of these characteristics, consistency, describes the filter’s understanding of its estimate and 
the surrounding uncertainty and if that understanding adheres to the truth. That is ultimately, 
whether or not the filter has an accurate understanding of the true state and distribution. 
Consistent filter performance requires models that are representative of the underlying 
processes and mathematically appropriate incorporation of those processes within the filter 
framework and estimation. The second category, robustness, encompasses a filter’s ability 
to maintain numerical stability and properly respond to unexpected, unlikely, or challenging 
events. A significant portion of current recursive estimation research is devoted to the 
production of techniques and models that promote more robust filter behavior. The third 
and perhaps the most touted characteristic of any newly proposed filter architecture is its 
precision; in this context, it encompasses the filter’s ability to produce a solution with the 
lowest (appropriately) possible uncertainty. To do so, a filter must effectively incorporate 
information from the available measurements with minimal added uncertainty necessary
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to maintain consistent and robust performance. Lastly, a filter’s efficiency is determined 
by its ability to achieve these results with the lowest possible computational burden and 
resources. While the significance and effects of these characteristics relative to one another 
can vary depending on the problem at hand, their importance generally falls in the given 
order. For example, a filter with a very precise belief in its solution is meaningless if the 
error relative to the truth has irretrievably ballooned due to un-modeled or unaccounted 
for effects. That being said, generally lower relative importance of a characteristic does 
not preclude it from serious consideration; an impeccably designed state-of-the-art filter 
that takes hours to complete one recursion is less than ideal if it is intended for real-time 
applications in a rapidly changing environment.
The information flow framework presented in this work is largely concerned with 
the relationships that arise between consistent and robust performance. Several of the 
extensions and capabilities developed herein are designed to provide intuitive tuning of the 
filter’s confidence in its estimate. By promoting variable and adaptive consistency tuning, 
the filter is better positioned to exhibit robust performance through challenges or unexpected 
events without fear of overconfidence or divergence.
1.2. LITERATURE REVIEW
Discussing the history of Kalman filtering without mentioning spacecraft navigation 
would not only be an exceptional omission, it would be impossible. From its introduction in 
[1], a staggering body of research across multiple institutions culminated in its inclusion in 
the Apollo guidance, navigation, and control (GNC) system less than ten years later [7]. The 
first publicly known application of the Kalman filter was at NASA Ames Research Center 
in feasibility studies to support the preliminary design of the Apollo navigation system. 
Although he was largely unaware of this specific need at the time his seminal paper was 
developed, Kalman’s proposed filter provided the foundation for an on-board navigation
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solution that was efficient enough to be computationally tractable on the available hardware 
and did not require a potentially disastrous number of approximations like other available 
methods, such as sequential least squares or Wiener filter theory [8].
At the same time, and also initially without knowledge of Kalman's linear filtering 
theory, the progenitor of the Apollo navigation system was being developed at the Mas­
sachusetts Institute of Technology (MIT) Instrumentation Laboratory by Richard Battin [9]. 
The result of Battin’s research was a sequential least-squares-derived estimator designed 
for the specific problem of midcourse navigation and guidance. Although tailored to its 
intended application, the minimum mean square error framework Battin developed was 
advantageous in that the associated theory was presented in a manner more readily compre­
hensible to the average engineer than Kalman’s more abstract derivation [7]. However, that 
which is called a Kalman filter by any other name still recursively produces the minimum 
variance solution, and the more accessible understanding garnered from Battin’s presenta­
tion was key to the Kalman filter’s success. Upon learning of the work done by Kalman and 
the successful application of the theory at Ames, the MIT team began work towards incor­
porating the filter in the Apollo framework while leveraging the more pragmatic approach 
of Battin.
Contemporaneous research in Kalman filtering to allow for its use in Apollo and 
other aerospace navigation problems led to many techniques and advances that are still in 
widespread use today. To adapt the originally proposed filter to the circumlunar navigation 
simulation at the Ames Research Center, the team of engineers led by Stanley Schmidt, 
developed and presented two advances that, since their introduction, the Kalman filter has 
rarely been seen without. These foundational elements were the decomposition of the filter 
architecture into separate propagate and update stages along with the introduction of the 
extended Kalman filter to incorporate nonlinear models by linearizing about the current 
state estimate [2].
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A second wave of Kalman filtering developments was necessitated by the limited 
computational resources available and the more general problem of numerical stability. 
These problems stemmed largely from the handling of the second central moment of the 
state distribution, as provided by the covariance matrix. By definition, this matrix must be 
symmetric and positive definite, and maintaining these properties is essential to filter health. 
However, in early (and even modern) applications, the combined effects of nonlinearities, 
computer round-off error, and unmodeled parameters led to reports of filter instability and 
divergence. As mentioned, the wave of research in response to these problems resulted in 
another set of common Kalman filter practices to improve filter consistency and robustness 
that are still featured in modern implementations. These include the introduction of a 
kind of process noise to prevent over-convergence, early forms of residual editing to reject 
potentially harmful or invalid measurements, the presentation of the more stable Joseph's 
form of the covariance update, and the consider filter to include, but not estimate, various 
sources of error in the models [8, 10, 11, 12].
Computational resource constraints, specifically those of the Apollo guidance sys­
tems under development at MIT, led to another important covariance handling technique. 
After preliminary attempts at implementing the Kalman filter for on-board navigation failed 
due to the limited 14 bit word length (plus two for sign and parity), the problem was assigned 
to Jim Potter. His solution, after a reportedly alarming disappearance, was the square-root 
formulation of the Kalman filter [7, 13]. By propagating and estimating the square-root 
of the covariance matrix, numerical precision is doubled and symmetry of the solution is 
naturally enforced. Although Potter's specific formulation is not typically used today, it is 
the foundation of modern square-root factorized covariance methods.
Of course, the Kalman filter's applications are not limited to the Apollo guidance 
computer. Within 25 years of its introduction, the Kalman filter was implemented in 
problems of “spacecraft orbit determination, prediction of cattle populations in France, 
radar tracking, navigation, ship motion, natural gamma ray spectroscopy in oil- and gas-
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well exploration, measurement of instantaneous flow rates, and estimation and prediction of 
unmeasureable variables in industrial processes, on-line failure detection in nuclear plant 
instrumentation, and power station control systems” [8]. In more modern applications, 
Kalman filters are a key component in weather forecasting and Global Navigation Satellite 
Systems such as the Global Positioning System (GPS) [14].
Within the more general field of Bayesian filtering, a Gaussian mixture model 
(GMM) approximation was introduced to estimate distributions where higher order mo­
ments are of interest [15]. This GMM approach was quickly folded into the extended 
Kalman filter framework to provide a familiar recursive filtering methodology that could 
handle nonlinear systems with non-Gaussian distributions [16]. The ever-increasing pro­
cessing power of computers has allowed for other forms of Bayesian estimation with non­
Gaussian distributions. Recursive particle-based filters, introduced in Gordon etal. [4] and 
Kitagawa [17], encompass a powerful class of filtering architectures that would have been 
unimaginable under the memory and processor limitations of the Apollo guidance com­
puter. These large sample methods trade efficiency for a drastic increase in consistency and 
robustness compared to methods like the EKF. More recently, a new class of sample-based 
filters, referred to here as the particle flow filter, was introduced to improve efficiency and 
address a stumbling block in the application of other particle filters [6, 18].
Since their introduction, a significant portion of particle flow research has been 
devoted to developing new flow models based on different assumptions on the flow or 
distribution characteristics [6]. This results in models based on stochastic differential 
equations or diffuse flow [19, 20, 21], geodesic flow [22, 23], or other physical processes 
such as Coulomb’s law [24], to name a few. A subset of this research has also worked towards 
bridging the gap between particle flow filters and their more traditional predecessors [25]. 
Other assumptions on the distribution model for Gaussians [6, 26] or Gaussian mixtures 
[27, 28] have provided new flow models as well. A much smaller subset of particle flow 
research has been focused on enhancing existing models and methods for improving filter
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performance. However, research along these lines has led to new understanding of the best 
practices in the flow integration [29, 30] and improvements to the implementation resulting 
in higher precision performance [31, 32].
This dissertation seeks to contribute to the body of particle flow filtering research in 
a manner hopefully similar to that of Battin and Schmidt with the Kalman filter (although 
without any delusions of achieving the same level of grandeur). The focus of these con­
tributions is grounded in the most widely implemented particle flow model, the Gaussian 
solution for linear or locally linearizable systems. By revisiting the solution through the 
lens of information theory, another wide field of research with its own rich history of ap­
plications in estimation, a more intuitive perspective on the particle motion model can be 
provided. From this perspective, some of the well-established methods that solidified the 
Kalman filter's position as the preferred aerospace recursive estimation framework can be 
incorporated into the particle flow filter.
1.3. CONTRIBUTIONS
This dissertation provides the following novel contributions:
• An investigation on the effects of incorporating new observations in the particle 
system to motivate an information-based flow model that describes the underlying 
modes of motion that occur in a Bayesian update.
• Maturation of the information-based flow model by incorporation of well-established 
Kalman filtering techniques into the particle flow architecture to more closely align 
the filter with current estimation best practices and capabilities.
• Expansion of the information-based flow model to incorporate a wide range of dis­
tributions through Gaussian mixture approximations.
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• Examination of the relationship between the Gaussian mixture components and their 
corresponding weights in a non-Bayesian update to reflect these changes in the particle 
motion and component weights.
• Application of the new models and methods to classical and modern aerospace 
problems with analysis of the resulting filter performance.
1.4. MATHEMATICAL CONVENTIONS AND NOTATION
This section provides some general comments on the conventions used throughout 
this work, as well as simplifications and assumptions made to reduce notational burden.
Scalar quantities, whether stochastic or deterministic, are denoted by non-bold 
letters, such as v , ^, N , or r .  Vector quantities are denoted by bold lower-case letters, 
such as x or u . In the case where a variable is not explicitly constrained to be one- or 
multi-dimensional, the vector notation is used for generality. The dimension of such a 
vector is given by non-bold lowercase n subscripted with the corresponding variable, e.g. 
nx is the dimension of the vector x. Matrices are given by bold uppercase letters, such 
as L or n .  For linear or locally linear mappings between topological spaces, the matrix 
notation is always used for the sake of generality, even if one or both of the spaces may be 
one-dimensional. The inverse, transpose, and inverse-transpose of an arbitrary matrix M  
are given by superscript M -1, M T, and M -T. A vector or matrix of zeros with the same 
dimensions as a variable x is given by 0x or 0x,x, respectively. Similarly, I x is the identity 
matrix with the number of rows and columns equal to the dimension of x.
This work is primarily concerned with the estimation of quantities related to random 
variables (RVs); as such, there are several notational conventions specific to RVs. For the 
arbitrary RV z, the mean and covariance are denoted by mz and P z,z. The cross-covariance 
of z and another arbitrary RV, x, is given by P zx. The corresponding square-root factor of 
the covariance matrix P v is denoted by S v . The only exception to the aforementioned mean
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and covariance notation is for p  and n ,  which are reserved for the mean and covariance 
(with corresponding square-root factor N ) of a homotopy distribution. Samples of a RV are 
denoted by r, e.g. x is a sample of the RV x . A set of samples is designated by x  with the 
total number of samples in a set given by capital N and subscripted with the corresponding 
RV, e.g. Nx is the total number of samples x £ V £ = 1,..., Nx in the set x  = {Xi,...,x Nx}.
All time-varying quantities are assumed to be given in discrete-time with the current 
time step denoted by k and used to designate an arbitrary variable x at k by x k. Other time 
steps referenced relative to the current k are given by k ± a where a is a positive integer, 
e.g. k -  1 and k + 1 are the previous and next time steps relative to the current k . The time 
history of x from time step a to k is denoted by x a:k. Equations in which all time-varying 
values are taken to be at the current k or for in-text statements about a time-varying value 
that apply to all values of k , explicit notation of the time step may be dropped in favor of 
simplifying notation. To distinguish between a priori and a posteriori values for a given 
time step, the superscripts x -  and x+ are used, respectively.
Two matrices, F  and H  are used throughout this work in relation to the state 
dynamics and measurement models, respectively. Depending on context, they are either 
linear mappings between relevant spaces or Jacobians of the respective nonlinear functions 
given by linearization about a particular point. In this work, the linearization point is 
taken to be the appropriate state distribution mean, unless otherwise noted. The specific 
dynamics and measurement models are the not the focus of this work, provided they adhere 
to some mild assumptions, and as such, F  and H  are used in relation to linear and nonlinear 
models. The particulars of their definitions are either clear from context, irrelevant to the 
surrounding discussion, or explicitly stated when necessary.
Several algorithms are provided throughout this work to detail some or all of a 
particular filter architecture. These should by no means be taken as a suggestion of an 
optimal code structure. Their inclusion is intended to reinforce and supplement discussion 
about the various processes that comprise a given filter and their inter-dependencies.
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1.5. ORGANIZATION
The remainder of this dissertation is organized as follows:
• Section (2) is concerned with the foundation upon which this work is built, begin­
ning with some of the key theory in probability and estimation in Section (2.1). 
Sections (2.2), (2.3), and (2.4) discuss the Kalman, Bayesian, and particle filtering 
approaches as well as connections between, and some practical methods developed 
for, the three paradigms.
• Section (3) establishes the necessary components of information theory in Sec­
tion (3.1), followed by a discussion on the relationship between information theory 
and Bayesian estimation methodologies in Section (3.2). The novel theoretical de­
velopments provided by this work are detailed in Sections (3.3) and (3.4) for the 
Gaussian and Gaussian mixture information-based particle flow models, as well as 
several methods for enhancing their performance and capabilities.
• Section (4) applies the new filters in three simulations to evaluate their performance 
and demonstrate the capabilities provided by inclusion of the developed techniques. 
The first two simulations in Sections (4.1) and (4.2) are designed to emulate modern 
challenges in aerospace estimation in the context of lunar descent to landing navigation 
and satellite orbit determination. The final simulation in Section (4.3) presents a 
modified version of the classical falling body tracking problem.
• Section (5) provides concluding remarks and thoughts on open problems for investi­
gation and future research topics.
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2. PROBABILITY AND ESTIMATION
“All the advances in methods, theory, tables, instruments, and techniques 
that appeared during the course of several thousand years to perfect the art 
of navigation combined to solve the same problem that confronted the first 
caveman navigator.” Draper [33]
Although given in the context of navigation, Charles Stark Draper's comment on 
the necessary tools of the trade is also applicable to the broader problem of recursive 
estimation. Thousands of years of mathematical, theoretical, and practical developments 
contribute to the advanced filtering architectures available today. However, to suggest that 
either problem is actually “solved” is perhaps a bit of an over-simplification. In reality, 
such systems are not deterministic and therefore perfect knowledge of any such process, 
in navigation or estimation in general, is unattainable. Fortunately, the methods by which 
that knowledge is built and the precision of the resulting solution can be refined. In fact, 
Draper’s comment in 1960 came at the dawning of an era that saw arguably the most 
explosive growth in the “methods, theory, tables, instruments, and techniques” by which 
that estimation is performed, and this work is built upon many of those same developments. 
The contemporaneous introduction of the Kalman filter [1] and maturation of recursive 
Bayesian estimation theory [34, 35] coupled with the rise of digital computers has led 
to a myriad of techniques that can be blended, tweaked, and tuned to provide precision 
estimation in problems that would have been unimaginable to the “first caveman navigator.” 
But the advances of the 1960s and their progeny did not occur in a vacuum; they are built 
on concepts from probability to linear systems theory and control.
This section focuses on some of the major concepts and advances that make the 
contributions provided by this work possible. Section (2.1) provides some key elements 
of the fundamental probability and estimation theory upon which modern filtering archi­
tectures are built. Section (2.2) presents the Kalman filter as well as modifications for
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extending its applicability and enhancing performance. Section (2.3) gives the recursive 
Bayesian estimation framework and some solutions under various model assumptions. Fi­
nally, Section (2.4) provides a high-level overview of the broad class of particle filters and 
contextualization of the advances that have in-part inspired this work.
2.1. PROBABILITY AND ESTIMATION BACKGROUND
The following discussion on some key fundamentals of probability and statistics 
is by no means intended as an exhaustive treatment. There are a number of authoritative 
texts on the subject that cannot themselves fully encapsulate what is a massive field of 
study with infinitely many applications and nuances. However, Melsa and Sage [36] and 
Walpole and Myers [37] provide a helpful background on concepts useful to estimation 
and filtering, and further details on these fundamentals can be found there. The following 
is a brief introduction and contextualization of those concepts that are applicable to later 
developments.
These concepts are concerned with describing knowledge about a random variable 
x . If x  is a discrete random variable, its associated probability mass function (pmf) gives 
the probability that x will take on a given value x ; in the total set of i = {1 ,...,N x} 
possible values. The pmf p  (x) is constrained such that p  (x) e [0,1] and the sum of all Nx 
probabilities is one.
However, most of this work is concerned with the case where x is a continuous ran­
dom variable. In this situation, its probability density function (pdf) can be conceptualized
as
p (x) = lim
dx-> 0
Pr(x < x < x + dx)
dx
14
or the density of the probability that the random variable x takes on values in the neighbor­
hood of x as the size of that neighborhood goes to zero. The pdf is also constrained such 
that it integrates to one over the support of x and is non-negative for all x . Conversely, a 
pdf that does not integrate to one is referred to as unnormalized.
2.1.1. Expectations. A deeper understanding of x can be garnered via its pdf and 
application of an elementary probability and estimation building block: the expected value. 
Using the pmf, the expected value of x is defined as the sum of all possible values that x can 
take, weighted by their associated probabilities. Again, if x is continuous and unconstrained, 
its expected value is given by
E {x } = = m. (2.1)
which defines the first moment or mean mx of x. Further application of the expected value 
function provides other important knowledge about x, such as the second raw moment of 
x, defined as,
E {x x T} = J  x x Tp  (x)dx . (2.2)
While not of particular interest to the developments of this work, the second raw moment in 
Eq. (2.2) can be expanded using the first moment of Eq. (2.1) to produce the central second 
moment,
e {(x -  m x ) (x  -  m x)T }= y(x -  m x ) (x  -  mx)T p ( x )^ = Px- .  ( i3 )
The covariance matrix Pxx  in Eq. (2.3), also referred to as the error variance, variance 
covariance matrix, or simply variance depending on the dimension of the state and ones 
particular field of emphasis [36], provides an understanding of the spread of the underlying 
probability distribution and is a key component of many estimation frameworks. Similarly,
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the mean square value is defined as
E {(x -  m x )T (x  -  m x )} = J  (x  -  m x )T (x  -  m x ) p  (x )dx (2.4)
and is used in quantifying error in the estimation of a random variable. That is, many 
estimation frameworks, particularly those in this work, are concerned with minimizing 
Eq. (2.4) for the error in the mean estimate with respect to the true state.
Expectations can be applied in general to any continuous real-valued function of x
as
E { f  (x )} = J  f  (x)p(x)dx , (2.5)
from which Eqs. (2.1)-(2.4) follow as special cases. Expectations can also be defined for 
combinations of random variables. Given a second random variable y  the joint pdf p  (x, y)  
can be used to define expectations such as
E j (x -  m x) (y (x -  m x) {y -  m y ) Tp ( x ,y)dxdy = Px,y (2.6)
for the cross-covariance of x and y. Even with the limited overview of the expected value 
function provided here, it is clear that this provides a powerful building block for analyzing 
random variables. However, without a means of evaluating the pdf in the integrals for the 
expectation, their utility remains somewhat elusive.
2.1.2. Gaussians and Gaussian Mixtures. Other than the general constraints on 
a pdf given in Section (2.1.1), no underlying form of p  (x) has been assumed. One of the 
most widely used pdfs, within aerospace applications of filtering as a whole, and this work 
especially, is the Gaussian. The Gaussian pdf of x is defined as
Pg (x , mx , P x,x ) = |2^ Px,x 1 1 g- 1 ((x-m * )T Px]x (x-m x)) (2.7)
where | • | is the matrix determinant.
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The attractiveness of the Gaussian distribution in filtering and estimation problems 
lies in the fact that many stochastic processes can be sufficiently modeled by the Gaus­
sian distribution, it is fully parameterized by the first and second (central) moments in 
Eqs. (2.1) and (2.3), and it provides compact, closed-form solutions for the above expecta­
tions.
Unfortunately, not all relevant processes in aerospace applications conveniently fol­
low the Gaussian distribution. Consider a set of points sampled from a Gaussian distribution 
in polar coordinates of radius r  and angle 6 depicted in the left panel of Figure (2.1). If the 
polar samples and contours are transformed into Cartesian space, as seen in the right panel 
of Figure (2.1), the distribution of the points is not fully captured by the transformed Gaus­
sian mean and covariance. That is, the nonlinear transformation from polar to Cartesian 
coordinates introduces a curvature in the sample distribution that is not captured by the first 
two central moments. If the spread of the particles was limited to a much smaller range of 6 
values, the mapping between spaces could be approximated using a local linear assumption. 
In this case, the transformed mean and covariance would provide a sufficient approximation 
of the distribution in Cartesian space. The nonlinear mapping example depicted in Fig­
ure (2.1) occurs in problems with satellite orbits parameterized in Cartesian space; the pdf 
of the position states develops into something similar in shape to a boomerang or banana as 
the distribution spread increases. In this instance, the transformation between spherical and 
Cartesian coordinates is not well-modeled by a linear approximation, and the curvature of 
the resulting distribution cannot be captured by a Gaussian model. Similarly, distributions 
where outlier events are more common result in heavy tails of the pdf that are not consistent 
with a Gaussian assumption. Depending on the specific process of interest, other pdfs can 
be used to model the distribution, but these do not always result in analytic, closed-form 









Figure 2.1. A set points sampled from a Gaussian distribution in polar coordinates with pdf 
contours (left) and the same set of points and contours after transformation into Cartesian 
coordinates (right)
A different approach to modeling non-Gaussian processes is to use a Gaussian 
mixture (GM) model of the pdf. The GM approach hinges on the fact that, given a sufficient 
number of components, any continuous distribution can be approximated by a weighted 
sum of Gaussians [15]. For the continuous pdf p ( x ), the Lx-component GM model is given 
by
Lx
p  (x) = 2  WX° Pg(x ; m ,  Pxlc) ,  (2.8)
i=1
where wX  is the weight of the ith Gaussian component with associated mean and covariance 
m ^  and Px ')x. The weights govern the contribution of each Gaussian in the GM model and, 
in order to produce a valid pdf, the weights are constrained such that
Lx
wx° > 0 and wxo = 1. (2.9)
i=1
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The mean and covariance of p  (x) can also be determined from the GM component pa­
rameters using the method of moments. More generally, this approach can be used to find 
the mean, covariance, and corresponding weight of an arbitrary subset of i x components, 
where 1 < ix < Lx, such that
w V  (0 
= Z j w*i=1
^ x  w (i )
Z w x (i)— m ywi=i
9X,X = ^
x̂  , , (i)wx
i=1 w
n(i) , (i) (i),T




Gaussian and GM models also provide another special case solution to Eq. (2.5) in 
the event that f  (x) is another Gaussian or GM. This leverages the fact that the product of two 
Gaussians results in another, albeit unnormalized, Gaussian. Consider the L'x component 
GM q (x) where
L X
q (x) = X  w'x(j) p g ( x ; mx ° )> p ’x^i) ) . (2.11)
j=i
If q (x) is used for f  (x) in Eq. (2.5) along with the GM definition for p  (x) in Eq. (2.8), the 
result is given in closed form as
L X  L  X
Ep(x) {q (x)} = J ]  J ]  wxi)wx(J)p g(m (i). (J) p(i)v i l i ly  i * r  r + p ^ x )) (2.12)
=1 /=1
where the subscript p  (x) is given on the expectation for the sake of being explicit when two 
pdfs are involved, and p g (•) denotes the unnormalized Gaussian.
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2.2. THE KALMAN FILTER
With the necessary tools established in Sections (2.1.1) and (2.1.2), one of the 
progenitors of modern filtering and estimation can be examined. Originally proposed 
by Kalman [1], the eponymous filter provides the unbiased minimum mean-square error 
(MMSE) estimate of the random variable, or state x. This is accomplished by processing 
noisy measurements, or observations, of the state at different points in time. The frame­
work for this estimation is a recursive, two-stage filter comprised of a predictor (the time 
propagation of the state estimate) and corrector (the measurement-based update of the state 
estimate).
The Kalman filter is defined for both discrete and continuous time, but as the 
applications of this work are given for discrete time systems, the continuous case is omitted 
from this discussion. Further details on the continuous time form of the Kalman filter in 
general can be found in Sarkka [3], Grewal and Andrews [38], Anderson and Moore [39] 
and Bar-Shalom et al. [40].
Consider a model for the discrete time evolution of the state from time step k -  1 to 
k given by
xk = F k-ixk-i + M k - ic k - i , (2.13)
where c is a zero-mean, uncorrelated (in time or with the state) process noise with 
E { c k-1 cTk_ ^  = (Pc,c) k_ 1, M  is a deterministic nx x  nc mapping matrix defining the 
linear transformation from the noise space to the state space, and F  is a deterministic 
nx x nx state transition matrix that provides the mapping of the state at time step k -  1 to k . 
Note, the subscripts k and k -  1 here imply all of these values can be time-varying but are 
considered constant on the interval k -  1 to k . Similarly, measurements z of the state are 
taken to be of the form
z  k =  Hkx k + L k V k , (2.14)
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where H  is a deterministic nz x  nx mapping from the state space to the measurement space, v 
is a zero-mean, uncorrelated (in time or with the state) noise with E {vkv^} = {Pv,v) k, and 
L is a determinisitc nz x nv mapping from the measurement noise space to the measurement 
space. As the noise mapping matrices M k-1 and L k are neither required nor pertinent 
to further discussion in this work, they are hereafter taken to be identity of appropriate 
dimension and omitted for the sake of brevity. Similarly, for equations in which all variables 
are either constant or given at the same time step, the corresponding subscript will be omitted.
Since the state itself is unknown and must be estimated, the Kalman filter is con­
cerned with estimating the first two moments of its underlying distribution with the first 
expected value given by Eq. (2.1). Subsequent expectations of Eqs. (2.13) and (2.14) 
provide the time evolution of the mean
m x,k = F k-1 Wx,k-i, (2.15)
and the expected measurement
m z = H m x , (2.16)
respectively.
To produce an MMSE estimator, the unbiased a priori and a posteriori errors are 
defined as
e -  = x -  m - and e+ = x -  m+ , (2.17)
where superscript -  and + denote prior and posterior quantities. Since the state itself 
is unknown, the state estimation errors in Eqs. (2.17) also cannot be directly calculated. 
However, the state covariance, Pxx  as given by Eq. (2.3) can be. Leveraging the state and 
mean propagation in Eqs. (2.13) and (2.15), the time evolution of the covariance is found
to be
( P - ,x ) k = F k-1 ( P +,x )k-1 F l - 1 + ( P c,c ) k-1 . (2.18)
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The Kalman filter is then concerned with the estimation of m+ and P+x such that the 
posterior mean square error, following Eq. (2.4), is minimized. To that end, the posterior 
mean is defined as
m+ = m -  + Am x = m -  + K r , (2.19)
where K is an nx x  nr gain matrix and r  is the measurement residual. For measurements 
parameterized in an additive space, the residual is given by
r  = z -  m z . (2.20)
The solution for m+ in Eq. (2.19) is found by enforcing an unbiased posterior estimate and 
further assuming the time evolution of Eq. (2.15) does not induce a bias. Using the prior 
and posterior error definitions in Eq. (2.17) and the measurement residual of Eq. (2.20), the 
covariance update can be found as [41],
P+,x = P -x  -  Px,zKT -  K P Tx z + KPz,zKT , (2.21)
where Px- ,z and Pz- ,z are called the cross covariance and residual covariance following the 
form of Eqs. (2.6) and (2.3). Specifically, evaluating these expectations using the linear 
form of Eq. (2.14) results in
(2.22a) 
(2.22b)
Furthermore, if the linear form of Eq. (2.14) is leveraged, the Joseph form,
Pxz  = P-,xH
P z,z = H P x,xH  + PV,V .
P+,x =  [ l x  -  KH] P - x  [l x  -  K H ] t + K P v vK t , (2.23)
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where I x is an identity matrix of dimension nx , provides an equivalent posterior covariance 
update to that of Eq. (2.21). Finally, it can be shown that the solution for K that minimizes 
the posterior mean square error of Eq. (2.4) is given by
K = PX,ZP~^ , (2.24)
and referred to as the Kalman gain.
A definition for the linear gain in the update, as provided in Eq. (2.24), is the final 
necessary component to assembling the Kalman filter. The process begins with some initial 
state mean and covariance estimates mx,0 and (Px x )0. Using the state transition matrix 
Fk- i and process noise covariance (P c,c)k- i ,  the state mean and covariance are propagated 
forward in time from k -  1 = 0 using Eqs. (2.15) and (2.18) to the time step k associated 
with the first received measurement. Updating the state mean and covariance at k requires a 
measurement z k, corresponding mapping H k, and measurement noise covariance (P v,v)k. 
Explicit inclusion of the time index is given here simply as a reminder that these values can 
all be time-varying even though their use in the preceding presentation does not include a 
time index for ease of reading. The expected measurement and residual are then found via 
Eqs. (2.16) and (2.20). Using the state and measurement noise covariances along with H k 
allows for the computation of the cross and residual covariances in Eq. (2.22) to find the 
Kalman gain in Eq. (2.24). The a posteriori mean and covariance are then computed using 
Eqs. (2.19) and (2.21) at which point the recursion begins again with the propagation stage
at k ^  k + 1  with m+,k-1 ^  m+,k and (P+,x)k-1 ^  (P+,x)k.
There are several important characteristics to note about the form and function of 
the Kalman filter. First and foremost, the Kalman filter makes no assumption of the specific 
underlying distribution of the state or measurement noise. As alluded to in Section (2.1.2), 
the Gaussian is a very popular choice for both the state and measurement noise distributions 
because it is fully characterized by the first two moments. Thus, no knowledge of the pdf
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is omitted when using Gaussians in the Kalman filter. In fact, the Gaussian distribution 
is so ubiquitously used in the Kalman filtering that it is sometimes mistaken as a requisite 
assumption for its derivation. Second, while the measurement function in Eq. (2.14) is 
linear, the Kalman filter does not necessitate linear models in the update. The linear forms 
with deterministic mapping matrices are simply convenient for computing expectations. 
Along that same vein, the mean and covariance updates in Eqs. (2.19) and (2.21) do not 
require a linear assumption; but one is used to compute the expectations in Eqs. (2.22).
2.2.1. The Extended Kalm an Filter. As detailed in Section (2.2), the Kalman 
filter gives the unbiased MMSE solution of the state x given noisy measurements z of the 
state. Linear forms of the time evolution and measurement models can be used to evaluate 
the necessary expectations, but most real-world problems do not follow a linear model. The 
most common means of incorporating nonlinear models into the Kalman filter framework 
is by application of a Taylor series expansion. The resulting extended Kalman filter (EKF) 
provides the MMSE solution via a local linear approximation.
Assume the time evolution of the state is given by
x k = f  (x k- i )+  c k - 1 , (2.25)
where f  (x k_i) is a deterministic but nonlinear dynamics model. The mean propagation and 
covariance mapping from k -  1 to k are still unknown but can be found using a first-order 
Taylor series expansion (FOTSE) of f  (x) about the mean, given by
f (xk -i) = f (m +k-i) + F (rn+,k-i)e+-i + ck- i , (2.26)
where
F  (m+,k-i)
d f  (x k-i)
d x k-1 xk-i=m+
(2.27)
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is the Jacobian of the dynamics function evaluated at the mean. The propagation of the 
mean is then determined by the expectation of Eq. (2.26), resulting in
m x,k = f  ( m+,k-l)
assuming c k-1 is zero-mean. Using Eq. (2.26) in the dynamics of Eq. (2.25) also provides 
a method for evaluating the expectations necessary for the covariance propagation equation 
via a local linear approximation. The resulting covariance time evolution is identical in 
appearance to Eq. (2.18) using the dynamics Jacobian of Eq. (2.27) in place of the linear 
mapping matrix, that is Fk-1 9 f  (xk-1)
dXk-- xk-i=ml,k-i
The measurement model can also be taken as a deterministic nonlinear function of 
the state subject to additive noise following
z = h (x) + v . (2.28)
The nonlinear model can be incorporated into the Kalman filtering framework by once again 
establishing a local linear approximation about the mean using another application of the 
first-order Taylor series expansion. For the measurement model in Eq. (2.28), the FOTSE 
is given by
z = h (m - )+  H  (m -) e -  + v (2.29)
where




is the measurement model Jacobian evaluated at the a priori mean. Taking the expectation 
of Eq. (2.29) and assuming the measurement noise is zero-mean results in the expected 
measurement for a nonlinear measurement function
m z =  h ( m - )  . (2.31)
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Again, while the Kalman filter update in Eqs. (2.19) and (2.21) do not demand a linear 
measurement model, the evaluation of the expectations in Eqs. (2.21) and (2.24) and the 
Joseph form of the update in Eq. (2.23) can be accomplished for a nonlinear measurement 
model using the FOTSE in Eq. (2.29). The resulting solutions for the cross and residual 
covariances are identical in appearance to the forms of Eq. (2.22) using the measurement 
model Jacobian of Eq. (2.30) in place of the mapping matrix, that is H k ^
This concludes the final considerations necessary to produce the extended Kalman 
filter. For given dynamical and measurement models f  (•) and h (•) along with their as­
sociated additive noise covariances and a received measurement z at k , the process for 
producing the posterior state mean and covariance estimates from the corresponding values 
at k -  1 is detailed in Algorithm (1).
Algorithm 1: The Extended Kalman Filter
Result: Posterior mean and covariance at k given their values at k -  1 
input : m+,k-1,(P+,x)k -i, / ( • ) , (Pc,c)k-i,zk ,h(•),PV,V
/ *  Compute the dynamical model Jacobian
k 1 9 f  (xfc-i)9 xk- xk-1=m+,k-1 
/* Propagate the mean from k - 1 to k
mx ,k f (m+,k-1)
/* Propagate the covariance from k - 1 to k
(P -,x)k ^  P k- 1 (P+,x)k- 1 p £-1 + (P c,c)k- 1 
/* Compute the measurement model Jacobian
H 9 h (x)9 x
/* Find the expected measurement
mz ^  h (m -)
/* Compute the measurement residual 
r = z -  mz
/* Evaluate the cross and residual covariances 
Px,z ^  P~- ,xHT , Pz,z ^  H P - x H T + P v,v
/* Find the Kalman gain
K  ^  Px,z (Pz,z) - 1
/* Compute the posterior mean
m+ ^  m-  + K r
/* Compute the posterior covariance 












2.2.2. Practical Kalm an Filtering Enhancements. Since shortly after its incep­
tion, new alterations to the Kalman filter, including the EKF of Section (2.2.1), have been 
presented in various attempts to improve numerical stability, expand its applicability, and 
foster robustness, among other things. Just within the narrow context of manned spacecraft 
navigation at NASA, an array of documentation is produced with each new program to 
detail the current practical modifications used in the Kalman filter from Apollo [42], to the 
Shuttle [43], to Orion [44] with each one building on the advances of the last. A handful 
of these modifications or additions to the original Kalman filter have been instrumental in 
making it practical for real-world applications, and a subset of that group are discussed here.
2.2.2.I. Underweighting. Nonlinear estimation in situations with large state un­
certainties and precise measurements (i.e. ||P x,x || »  ||Pv,v || where || • || is the matrix L2 
norm) can result in degraded performance, or in extreme cases, divergent filter behavior. 
The latter occurs when the filter covariance becomes dramatically smaller than the actual 
error; a situation that is difficult, if not impossible, to rectify and which usually results in 
filter termination or reset. When performing an update using a high precision measurement, 
a filter with little-to-no knowledge of the state tends to quickly converge on a solution that 
fits the limited knowledge available. Often, the result of this uncertainty “snap-down” is a 
filter that is overconfident to some degree in its estimate; that is, the state estimation errors 
are no longer consistent with the filter’s estimate of the corresponding uncertainty.
One source of the over-convergence issue lies in the linearization inherent to filters 
like the EKF in Section (2.2.1). While the Kalman filter provides the optimal MMSE 
solution, the magnitude of the demanded change in the estimate during the update can 
violate the local linear assumption used in the EKF, resulting in poor estimation quality. 
To prevent such undesirable performance, filters like the EKF can utilize underweighting 
[43, 44, 45], through which the magnitude of the linear gain is reduced by some prescribed
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factor. There are a multitude of methodologies for indicating and performing an update 
with underweighting and examples of its use can be seen in NASA’s Shuttle and Orion 
programs [46, 47].
One such approach, using the user-defined underweighting parameter, 0 < S  < 1, 
defines the conditions for underweighting as
T 1 -  S
|| HP-,xH t || > — S±  || P v,v | | . (2.32)
If the condition in Eq. (2.32) is met, then gain reduction is applied through modification of 
Eq. (2.24), or more specifically the residual covariance of Eq. (2.22b), such that
K = P~,xH t {̂ S  H Px,xH t + P v,v j . (2.33)
This approach to underweighting inflates the state uncertainty after it is transformed into 
the measurement space to reduce the filter’s confidence in the precision of the received 
measurement.
By reducing the magnitude of the gain used in the EKF update, the convergence 
of the filter’s uncertainty is reduced such that the effects of any nonlinearities or poor 
adherence to the local linear assumption are mitigated. It should be noted however that the 
modification in Eq. (2.33) results in a sub-optimal gain and is therefore not the Kalman gain. 
More specifically, care must be taken in choosing a form of the covariance update. While 
the forms in Eqs. (2.21) and (2.23) do not necessitate the optimal gain, there are others that 
do.
2.2.2.2. M ultiplicative update. The measurement residual computed for mean 
update of the Kalman filter and EKF in Eq. (2.19) utilizes the additive error model in 
Eq. (2.20). As implied, this model is appropriate for measurements that exist in an additive 
space. However in many aerospace applications, especially in the context of spacecraft 
navigation, this may not be the case. For example, the additive model is inconsistent with
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the fundamental nature of any attitude parameterization in three-dimensional space. That is, 
addition or subtraction of two valid attitudes is not guaranteed to result in a valid attitude. As 
with most topics touched on in this work, an exhaustive treatment here of attitude estimation 
is impossible. Instead, this discussion focuses on the solution provided by the multiplicative 
extension to the EKF, commonly referred to as the MEKF. For a more in-depth presentation 
of the MEKF and other attitude filtering considerations see Crassidis and Junkins [48] and 
Markley and Crassidis [49].
Instead of directly estimating the attitude state and respective errors, the MEKF 
estimates three-dimensional deviations away from a reference attitude. The MEKF ap­
proach hinges on the assumption that the attitude deviations are small enough to avoid the 
singularities inherent to any three-dimensional attitude parameterization [50]. However, to 
avoid singularities in the global (or reference) attitude, a higher dimensional representation, 
such as the unit quaternion, can be used.
Following the MEKF structure and findings of Markley [51], errors in the attitude 
estimate are defined by a three-component representation, taken here to be a small rotation 





where q and q denote the vector and scalar components of the quaternion q . This dual­
parameterization approach results in a state x is that one dimension larger than its associated 
covariance for each attitude-specific state estimated therein. For example, if the states of 
interest are the position, velocity, and attitude of a satellite with respect to a given three­
dimensional reference frame, nx = 10 corresponding to the 3 position, 3 velocity, and 4 
attitude quaternion components. However, the a priori and a posteriori estimation errors 
defined in Eq. (2.17) are one dimension smaller since the segment corresponding to the 
attitude error ee is parameterized using the local three-component deviation. Furthermore,
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since the quaternions do not compose by addition, quaternion multiplication (denoted by 
<8>) is used and given in general by
q a q b Qaq b + qbqa -  qa x q b
q a ® q b =
Qa
<8>
Qb qaqb -  q a • q b
The error is then defined relative to the true attitude quaternion q * by
8  q (ee ) = q ® (q  *) 1 and 8 q (e+) = q + ® (q *) 1 ,
where (q ) 1 denotes the inverse quaternion given by negating its vector component and the 





While the MEKF formulation does not necessitate one specific form over another for 
simplicity, the small rotation vector form is assumed hereafter. Thus the result in Eq. (2.35) 
defines the three-component attitude error for a small-angle assumption as two times the 
vector part of the corresponding small-angle quaternion, i.e. ee = 28q (ee).
Propagation of the quaternion estimate can be problem-specific and thus a thorough 
discussion of this process is left to the aforementioned texts. Generally, the discrete time 
propagation of the quaternion from k -  1 to k can be accomplished using the angular change 
Adk between time steps such that
q k = q (Ad k)® q k- 1
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where
q (AO k) =
sin(2 \ \ M k||) ||A0*|| 
cos (2 ||A0 k ||)
The update stage of the filter can be examined to appropriately handle the dual­
parameterization and requires a couple of special considerations to do so. In the case 
of attitude-based measurements, such as those provided by a quaternion star camera, the 
additive residual in Eq. (2.20) is replaced with the multiplicative residual,
qr = qz ® qm\ (2.36a)
r  = 2qr , (2.36b)
where qm., = h (m - ) is the quaternion corresponding to the expected measurement. With a 
given residual, whether found via Eq. (2.20) or Eq. (2.36b), the portion of x corresponding 
to the attitude states is updated in the MEKF using quaternion multiplication according to
q + = Sq (Am x,e) <g> q -  , (2.37)
where Am xfi is the portion of Amx in Eq. (2.19) corresponding to the attitude errors and 
the associated small-angle quaternion is given by Eq. (2.35) using Amx #. It should be 
noted that the specific form of Eq. (2.35) changes depending on the selection of the three- 
component attitude error representation and the use of this form in Eq. (2.37) requires the 
brute-force normalization of q + to produce a valid posterior unit quaternion.
2.2.2.3. Covariance factorization. Another prominent element in the construction 
of a robust filter framework, especially for precision applications with large state dimen­
sions, is the inclusion of a factorized covariance representation [44]. The need for an 
alternative means of representing the uncertainty stems from the fact that the full covari­
ance representation makes the Kalman filter very sensitive to computer round-off errors 
[38]. Two common approaches are based on Potter’s square-root formulation [13] used in
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the on-board Apollo navigation filter, and the UDU factorization [52] used in the Orion 
suite of navigation filters [53]. For a more thorough treatment of square-root covariance 
representations in navigation filtering, see Kaminski et al. [54] or for other factorization 
in uncertainty representation and filtering more broadly see Bierman [55] and Bar-Shalom 
etal. [40].
By definition, the covariance matrix is constrained to be positive definite and sym­
metric. While the latter is trivial to maintain through brute-force symmetrization, guarantee­
ing positive definiteness (PD) of the covariance representation is a more difficult endeavor. 
Use of a factorized form as opposed to the full covariance representation guarantees sym­
metry, helps to maintain PD, and improves numerical stability overall in the filter. The two 
most common factorized covariance representations have their own individual strengths 
and weaknesses. Besides just promoting PD, the UDU filter provides a computation-free 
PD check by inspection of the diagonal D matrix elements. Additionally, if implemented 
discerningly, the UDU algorithm can be incredibly efficient in terms of the number of 
operations necessary [44]. Square-root factorization on the other hand demands higher 
computational overhead but doubles numerical precision in return. As the latter covariance 
representation is germane to this work, a brief discussion on its implementation in the EKF 
framework of Section (2.2.1) is important.
One of the modern variations on Potter's square-root filter uses a combination of 
Cholesky decomposition and QR-factorization to produce an equivalent solution to the EKF 
filtering equations without the need to form the full covariance matrix. Denote Sa,a as the 
na x  na lower-triangular Cholesky factor (or square-root factor) of the covariance matrix 
P a,a , such that
p  -  S S11 a,a — °a,a^a,a (2.38)
It should be noted that the form of Sa,a (i.e. upper- or lower-triangular) and Eq. (2.38) 
vary in literature and implementation. Unless otherwise noted, this is the form and function 
assumed here. Applying the Cholesky factor relationship established in Eq. (2.38) to the
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state and process noise covariances in the covariance propagation of Eq. (2.18) results in
(s x,x) k (s xx yk = F k-i  (s x,x ) k- i (s xx )Tk_l f I_x + (s w,w) k-i (s w,w yk .
This substituted form can be factored to provide
(s_,x)k(s_,x)T = [F k - i(s+,x)k-i|(Sw,w)k-i] [F k - i(s+,x)k-i|(Sw,w)k-i] T , (2.39)
where [A |B] denotes concatenation of the matrices A  and B  along the columns, or hori­
zontally. The factorization of Eq. (2.39) results in a solution for (s - ^ )k that is nx x 2nx . 
Not only does this violate the convention established here for square-root factors as square 
with the dimension of the associated random vector, in implementation this would result in 
successively larger and larger results for (s - x )k as k increases. Instead, QR-decomposition 
can be leveraged to produce an appropriate square-root factor for the filter. This approach 
decomposes a given matrix into a lower-triangular matrix R  and unitary matrix Q such that
A = RQ t . (2.40)
The lower-triangular R is a valid square-root factor of A which can be demonstrated by 
post-multiplying both sides of Eq. (2.40) by their respective transposes, resulting in
a a t = r q t [r Qt ) T = R Q t Q R t = R R t .
Instead of the nx x 2nx solution for (s -  x)k in Eq. (2.39), an appropriate nx square repre­
sentation is found using
(s x,x)k = [F k-i ( s +,x)k - i | ( s w,w)k-i] }
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where qr {•} functionally denotes QR-decomposition such that it returns the lower-triangular 
R matrix. Substitution of Cholesky factors into the Kalman gain computation in Eq. (2.24) 
can be used to provide the square-root factor formulation of the gain,
K = VS-,1,
where
v  = S -  (a s - , ) t S - J .
Similar to the factorization of the covariance propagation, the Joseph form of the 
covariance update in Eq. (2.23) can be revisited using the square-root factors to provide
S+,, (S+,,) J  = ( / ,  -  KH)  S - ,  (S - , ) J  ( / ,  -  K H ) t + K S v,vS tv,vK t .
This factorized update can be used to produce the a posteriori square-root factor of
S+,, = qr {[ ( / ,  -  KH) S - ,  |K S V,V]}  ,
and completes the necessary modifications to produce a square-root factorized form of the 
Kalman filter.
2.3. BAYESIAN FILTERING
The Kalman filter of Section (2.2) and more specifically the extended Kalman filter 
variant of Section (2.2.1) is a powerful tool for the estimation of time-varying systems 
with noisy measurements. It has been, and remains, the modern estimation workhorse. 
Contemporary to the development and initial implementations of the Kalman filter was the
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development of another recursive estimation framework, Bayesian filtering. What follows 
in this section is a brief presentation of the key components of the Bayesian filtering process; 
for details and a more thorough treatment see Jazwinski [35] and Sarkka [3].
Unsurprisingly, the foundation of Bayesian filtering is rooted in Bayes’ rule. Using 
stochastic models for p  (x 0:k), the prior distribution up to time step k , and conditional 
distribution of the measurement history up to k given the state history, p (z l:k|x0:k), the 
posterior conditional state distribution up to time step k is given by
, , \ P (Zl:k1 X0:k)P (x0:k) ^  , 1N
P (*0:k I Zl:k) = ---------}------;-------- , (2.41)
P (zi:k )
where
P ( Zl:k I X0:k ) P (X0:k )dX0:k (2.42)
is a normalization constant to produce a valid posterior pdf. If the state distribution is to 
be determined recursively in this way, i.e. given multiple successive measurements over 
the time interval, the stochastic models in Eq. (2.41) must be conditioned on the entire 
state and measurement histories. From an application standpoint this framework quickly 
becomes infeasible, as the number of computations necessary to determine the posterior 
distribution grows with each new time step. However, if the models in Eq. (2.41) are taken 
to be Markovian (meaning the process at k is only dependent on the process at the previous 
time k -  1) and the measurement is assumed to be independent with respect to previous 
states, only conditioning on the prior and current time steps is necessary. Under these 
assumptions, and using the definition in Eq. (2.42), Eq. (2.41) becomes
P (Xk IZl:k)
P (Zk IXk)P (Xk |Zl:k-l)
J  P (Zk IXk)P (xk IZl:k-l)dxk ’
(2.43)
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where p (x k 1z i:k- i) and p (xk1z i:k) are called the predictive (or prior) and filtering (or 
posterior) distributions, respectively.
Using Bayes’ rule under the Markovian assumption, the Bayesian filtering framework 
is concerned with recursively computing the filtering distribution over time using the time- 
varying measurement likelihood model. This can be achieved using a two stage process, 
the first of which is the time-propagation of the predictive distribution using the Chapman- 
Kolmogorov equation,
p  (x k | zi.k-1 p  (x k | x k-i) p  (x k-11 zi.k-i)dx k-1 , (2.44)
where p  (x k |xk -i) is called the state transition density. The predictive distribution at time 
k can then be updated using Bayes’ rule in Eq. (2.43) given a measurement likelihood 
distribution, and the propagate/update cycle can begin again.
2.3.1. Connection Between Bayesian and Kalm an Filter Estimation. All that 
remains in the implementation of the Bayesian filtering equations of Section (2.3) is a 
means of evaluating the models and integrals presented therein. A closed-form, analytic 
solution for the predictive and filtering distributions in Eqs. (2.44) and (2.43) can be found 
by first assuming the state transition and measurement densities are Gaussian and linearly 
dependent on the state, that is
p (x k |xk-i) = p g (xk; Fk-ixk-i ,  (P c,c)k- i)  (2.45a)
p(zk |xk) = p g (zk; Hkxk, (Pv,v)k) .  (2.45b)
If the predictive and filtering distributions are also assumed to be Gaussian following
p(xk |zi.k-i) = pg(xk; m.-  k, (P - ,x)k) (2.46a)
p (xk1 zi.k) = p g (xk; (P+,x)k) , (2.46b)
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the solution for the means and covariances of the distributions is given by the propagation and 
update steps of the Kalman filter in Section (2.2). Specifically, the means and covariances 
are given by Eqs. (2.15) and (2.18) for the predictive distribution and Eqs. (2.19) and (2.21) 
for the filtering distribution.
Satisfying the conditions for the recursion, i.e. the resulting density in Eq. (2.46b) 
is Gaussian, can be shown by a development from Ho and Lee [34] referred to here as Ho’s 
equation that states
p g (z; H x , P v,v)p g (x ; m x , Px x ) = p g (z; H m x , H P X XH T + P v,v)p g (x; m+, P +,x ) ,  (2.47)
as well as the integral form of Ho’s equation,
; H x, Pv,v) Pg (x; m- , Px,x) & = p g (z; H m - , H P ^ H  + Pv,v) . (2.48)
Using the relationships in Eqs. (2.45b) and (2.46a) for the measurement and prior distri­
butions, respectively along with the two forms of Ho’s equation in Eqs. (2.47) and (2.48), 
Bayes’ rule in Eq. (2.43) becomes
p  (x * |Zl:*)
pg (z; H m - , H P - ,xHT + P v,v)pg (x ; m+, P+,x)
pg (z; H m x, H P-,xH T + Pv,v)
which simplifies to the the Gaussian filtering density solution in Eq. (2.46b). Similar 
application of the integral form of Ho’s equation in Eq. (2.44) can be used to show the 
predictive density in Eq. (2.46a) is Gaussian.
It should be noted that the linear assumption in Eqs. (2.45) used to connect the 
Bayesian and Kalman filtering architectures can also be relaxed by application of first- 
order Taylor series expansions about the mean of each distribution. Originally introduced 
in Alspach and Sorenson [16], this approach follows the extended Kalman filter approx­
imation of Section (2.2.1) and relies on the substitution of the dynamics and measure­
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ment model Jacobians in Eqs. (2.27) and (2.30) for the linear mappings Fl-1 and H  in 
Eqs. (2.45). Additionally, the approximate recursion can be shown with a generalized form 
of Eqs. (2.47) and (2.48). In the case of a nonlinear measurement function, following the 
developments of Vo and Ma [56] for the generalized forms provides
Pg (z; H x  + b , P v,v)p g (x ; m - , P - x ) = p g (z ; H m - + b, HP~,XH T + P v,v)p g (x ; m+, P+x)
(2.49a)
/  p g(z; H x + b  Pvv> p g(x; m -  P - x) d x = p g(z; H m - + b  H P ;-xH T + Pvv > •
(2.49b)
where b = h (m- ) -  H m -  accounts for the FOTSE to produce the local linear approximation. 
Again, the generalized form can be used with Eq. (2.44) to show the predictive density in 
Eq. (2.46a) is approximated by the Gaussian prior distribution under nonlinear dynamics 
with a FOTSE.
Relaxing the linear assumption comes with the same pitfalls seen when using the 
local linear assumption to produce the EKF. That is, the results when using the respective 
model Jacobians to provide closed-form solutions for the predictive and filtering distribu­
tions are only approximately Bayesian, and the quality of that approximation relies on the 
systems' adherence to a local linear assumption.
2.3.2. Estim ation with Gaussian M ixture Models. The closed-form solution for 
the filtering density presented in Section (2.3) relies on linear and Gaussian assumptions 
to produce the filtering solutions equivalent to the Kalman filter of Section (2.2). While 
the linear assumption can be relaxed following the approach of the EKF in Section (2.2.1) 
to produce an approximation, the solution is still limited by the Gaussian assumption. 
Moving beyond this limitation can be accomplished by using Gaussian mixture models in 
the Bayesian estimation framework, as first introduced by Sorenson and Alspach [15].
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The solution to the Bayesian filtering equations in Section (2.3) can be found 
with GM models for the various state and noise distributions using the same Chapman- 
Kolmogorov and Bayes’ rule framework in Section (2.3.1) in conjunction with Ho’s equa­
tions or their generalized forms for linear or FOTSE linearized models, respectively. These 
resulting filter architectures are frequently referred to as the Gaussian mixture Kalman filter 
(GMKF) and Gaussian mixture extended Kalman filter (GMEKF). While the details are 
omitted here for brevity, results that are integral to later developments are presented for 
the GMKF followed by the relevant GMEKF modifications. For further reading on the 
GMKF see Sorenson and Alspach [15], and for the GMEKF approximation, see Alspach 
and Sorenson [16] or Anderson and Moore [39].
Assume at time step k -  1 that the posterior and state transition distributions are 
respectively modeled by the GMs








The predictive, or prior, density can be found using the Chapman-Kolmogorov equation in 
Eq. (2.44) to produce an L-  k = L+ k-1 ■ L c ,k-1 component GM model distribution at time step 
k . The solution is given by independent propagations of the L-  k-1 posterior components 
subject to each of the Lc ,k-1 noises in the state transition GM model. Specifically, the 
propagation from k -  1 to k for the ith posterior component parameters subject to the j th 
state transition model component is given by
m -,(i,j ) _ i- +,(i) ,= f k -1 m +k- 1 + mx,k
.(J)
c,k-1 (2.51a)
(P~- f j  ) )k =  Fk- 1  (P+’Xx)k-1 Ft-1 + (P KcJX)k-1,>+>(i) (j h (2.51b)
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with the prior weights found via





For the update stage of the filter, denote the predictive density by
P (xk1 Zl:k-l) = ^  W- , ^ Pg (xk; OT-k0 , (P - ^ ) k ) (2.53)
i=1
It should be noted that the predictive density component index (i) in Eq. (2.53) from 1 
to L~xk = L+ k-1 • Lc,k-1 is different from its use in Eq. (2.50a) for the filtering density at 
k -  1 from 1 to L+ k-1. That is, the predictive density component parameters m ” ,ki) and 
(P x i l))k, and the weights w- ̂  in Eq. (2.53) are given by m - ,{k ,j), (P “’XiJ)) k, and w- f J)
in Eqs. (2.51a), (2.51b), and (2.52). In general, for each stage of the filter, propagate or 
update, (i) is used for the input state GM, (j ) is used for the associated noise GM, and (i, j ) 
is used for the resulting state GM. As a result, (i) in Eqs. (2.51a), (2.51b), and (2.52) is not 
the same as (i) in Eq. (2.53).
Following the established noise indexing convention, assume the measurement dis­
tribution is also given by the GM
Lv,k
P (Zk1 x k) = ^  W(vJkPg(Zk; Hkx k + rn -̂jk, (p(A ) k ) .
7 = 1
(2.54)
The posterior, or filtering density, component parameters are similarly found by a set 
of L+ k = L~xk  • Lv,k independent updates following the forms in Section (2.2) for the 
Kalman filter. For the ith prior component parameters subject to the j th measurement model
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component, the resulting (i, j ) posterior GM component parameters are given by
^  (G) ,(i) + k  (G ) r  (G )
o+, (i,j )X,X I X -  K (iJ) H ,-,(i) I X -  K (iJ) H
T
KG) p (J) K(G),T+ k  (i,j) p ;"  k  (
(2.55a)
(2.55b)
where again explicit notation of the time step is dropped in an attempt to reduce notational 
clutter, and the (i, j ) residual is assumed to be additive and given by
r (ij) = z -  (H m -,(i) + )) . (2.56)
The component-specific gain K (iJ') in Eqs. (2.55) can be found using the Kalman gain defi­
nition of Eq. (2.24) with the requisite expectations evaluated with respect to the appropriate 
GM components to produce
K (iJ) = p - ,Xi) h t H P - ,(i) HT 4. p (J) H P XX H  + p v,v
- 1
(2.57)
With the component GM parameter updates given by Eqs. (2.55), all that remains 
is to find the update for the GM weights such that the posterior distribution is given by the 
desired GM,
^x,k Lv,k
P (x 1 zi:*) = J ]  J ]  w+x^ ,])Pg(x ; m+x^ ’]), (p +;Xi J ) ) )  , (2.58)
i=1 j=1
where it should be noted that in the recursion, the (i, j ) indexing of the resulting posterior 
GM at k in Eq. (2.58) is changed in the propagation stage to the (i) indexing from 1 to 
L+ck = L-  k • ^ v,k for the input posterior GM at k -  1 in Eq. (2.50a). That is, when the 
distribution is defined as the result of the update stage in Eq. (2.58), (i , j ) indexing is used, 
and when the same distribution is used as the input to the propagation stage in Eq. (2.50a), 
the (i) indexing is adopted.
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Revisiting the two forms of Ho’s equation in Eqs. (2.47) and (2.48) provides a 
method for defining the posterior weights if the Gaussian models are replaced with the GM 
models and their components. The result for Eq. (2.47) using the predictive density in 
Eq. (2.53) and the measurement distribution GM model in Eq. (2.54) is given by
J  wV>Pg(x; H x  + m (vJ>, P $ )  J  wx ;(l)p g(x; m x ;(l), Pxjci>) =
j =1 l=1
Lv L-
wVJ>w ,(l)KijPg(x ; m+’(l’7>, p +;xlJ>>, (2.59)
j = 1 1 =1
where the gain Kl;j is given by
U = P8(z; H m - ;(l) + m (v}>; H P - f  H T + p j» ) . (2.60)
Similar substitution of the GM models into Eq. (2.48) results in
J  J  wVm)p g(x ; H x + mVm); p ^>> J  w-;(n)p g(x ; m-;(n); Px;Xcn))dx
m=1 n=1
^  ^  Wjm) Wx;(n>Kn; m ; (2.61)
m=1n=1
where it should be noted that the change in summation indices is deliberately made to 
enforce the understanding that the integral form of Ho’s equation, when used in Bayes’ 
rule, is a normalization constant given by the integral over the entire space and therefore 
independent of the GM summations. Thus, the posterior distribution via Bayes’ rule with 
GM models can be found by substitution of Eqs. (2.59) and (2.61) into Eq. (2.43) resulting 
in
P (xk |Zl:k) =
V Lv v L-  w (J > P ( x - m +;(G> p +;(i;j ) \ L j =1 L l=1 w v w x Kl ;jPg ( x ;  m x ;Pxx >
YLv y L-  w (m) w -  ;(n) K 
^ Jm = ^ J n=1 W V W x Kn ; m
(2.62)
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Equating this result with the desired posterior GM form of Eq. (2.58), reveals the weight 
update to be
, W.9') W- ’(i)K, ;
. (2.63)W+’(i’j ) _
VL» v Li w(m) w- ,(n) K -^m=1 ^  n=1 W v Wx Kn,m
In the case of nonlinear measurement and state dynamics models h (x ) and f  (x), 
the process for developing the GMEKF relative to the GMKF is similar to that of the 
Gaussian case. Instead of using Eqs. (2.47) and (2.48), the general forms of Eqs. (2.49) 
can be used to account for a FOTSE resulting in a local linear approximation in the 
neighborhood of each component mean. To reflect this approximation, the substitutions
-1 Fi’k-1 =_ 9f  (xk-1)9 x k- 1 +, (0xk- 1=m+,k- 1
and H k ^  H ik = 9h(Xk) in the preceding
x k=^-;k!)
GMKF equations are made using the Jacobians of the dynamics and measurement functions 
via Eqs. (2.27) and (2.30) with respect to m+’k- 1 and m - ’̂ . A summary of the propagation 
and update cycle of the GMEKF is detailed in Algorithm (2) assuming time invariant GM 
noise models for ease of notation.
2.4. PARTICLE FILTERING
Inclusion of Gaussian mixture models in the Bayesian estimation framework opens 
up a much wider array of appropriate applications compared to that of the extended Kalman 
filter. However, the GMEKF is not the sole option for non-Gaussian state estimation 
using Bayesian inference. Another broad category of recursive Bayesian estimation can be 
found in what are known as particle filters. These methods, as with all of the different filter 
architectures discussed thus far, are concerned with the evaluation of the integrals necessary 
to compute expectations. While the approaches taken to evaluate these integrals up to this 
point have involved assumptions or approximations of linearity and certain models for the 
distributions, particle filters provide solutions to expectations by large sample approximation 
instead of analytically evaluating the integral.
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Algorithm 2: The Gaussian Mixture Extended Kalman Filter 
Result: Posterior GM at k given the posterior GM at k -  1
+’(H i’...’i;U -1}), ( P + i ,={1’." ’i : ,‘ -1})) k- i , f  (• ) ,  h (• ) ,  zk , w ( f={ll-...Lc}),input : m Xik-i
m (e={1,..,Lc})
fo r ,  = 1 : L+,k-i do
(r={1,...,Lc}) ,J,(7={1,...,Lv}) (7={1,...,Lv}) (7={1,...,L,}), w mV
/ *  Compute the dynamical model Jacobian
Fk-1 p  , = 8 f (X)i,k 1 8x +, (0 1 ( 1 x,k-1
for £ = 1 : L c do
/* Propagate the mean and covariance from k - 1 to k
-,(;,£) +,(iK , (£)
m -,k ) — fk-1 (m+,k-1) + m c )
(PXc'X^)k — Fk-1  (^+;X;))k-1  F [ - 1 + (P $ )
/* Compute the prior weight




f o r ; = 1 : L
L  \  , • L  cx ,k-1 c
X;k do
/* Compute the measurement model Jacobian
8 h(x)
x = m ? (i)
H
lx,k
for j  = 1 : L V do
/* Compute the measurement residual
r (l;J') — z -  (h (m -;(,)) + mV7))
/* Find the Kalman gain
K  (;J ) > ;(;) TH T H P - y  f f G  P,(7)
1
X;X X;X ' V;V
/* Compute the posterior mean and covariance
m+;(l'J ) m ;(i) + K (G) r  (l;J)
>+; (;;7 ) [ /X -  K (;;>) H] P - ;X;) [ /X -  K ^ ) H \ T + K ^ )P',VK
*;,y ^  (z; H m -;(;) + mV'), H P - ^  H T + P^V)
,(J) -,(;) T >( J h
w+;(;J ) (J EJ,-;(i),wV w
end
end
L+X;k L -;k  ̂LV
/* Normalize the weights
w+;(;J )
>(i,7)
Lv ^x +, (n,m)m=1 n=1 x
d ;J ) n (j ) k (;J );T








The following discussion is intended as a high-level overview of the fundamental 
concepts and processes of particle filtering and large-sample approximation. For a much 
more thorough treatment of these topics, see Sarkka [3] and Liu [57].
Consider the simple example of finding the mean and variance of the standard 
uniform distribution defined by equal probability for all events on the interval from zero to 
one. Instead of evaluating the integral for computing the first moment in Eq. (2.1), a large 
random sample [5c1, ...,5cNx] of Nx points uniformly distributed on the interval zero to one 
can be drawn and the mean of that sample can be calculated. The distribution mean is then 
approximated by the sample mean,
1 Nx
m x -  NT 2  x { . (2.64)
Nx t=1
Similarly, the variance of the standard uniform distribution can be approximated by the 
sample variance instead of evaluation of the integral in Eq. (2.3). That is,
1 Nx
Px,x -  —-----T V  (x { -  m x ) (X{ -  m x )T . (2.65)
Nx 1 t=i
It should be noted that Eqs. (2.64) and (2.65) do not specifically necessitate the uniform 
distribution, but they do require the samples in question to be reflective of the underlying 
distribution. As Nx ^  to the error in the approximation of the distribution mean and 
covariance goes to zero [57].
In general, this Monte Carlo sampling can be used to evaluate any number of 
integrals, provided an appropriate sample can be drawn. To that end, it can be particularly 
useful in evaluating Bayes’ rule in Eq. (2.43). However, the process still requires that 
samples are drawn in accordance with the distribution in question, and in general Bayesian 
estimation that distribution may be very complex or altogether impossible to draw samples 
from directly.
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2.4.1. Im portance Sampling. To circumvent the issue of a target distribution that 
is difficult or infeasible to evaluate, an approximation called the importance distribution, 
defined such that its support encompasses that of the target distribution, can be used instead.
Consider the problem of evaluating Bayes’ rule in Eq. (2.43) where the prior 
p (x k |z1:k-1) and measurement likelihood p ( z k |xk) are known but the integral for the 
normalization constant can not be evaluated to obtain the posterior distribution. Instead, an 
importance distribution q (xk |z i:k) can be used to draw £ = {1,..., Nx} samples x £,k. These 
samples are each weighted according to
P (x £,k1 Zl:k-1) P (Z k1 x £,k )
<W,k = ----------tz— ;----- :--------  (2 .6 6 )
q (x£,k1 z 1:k )
and normalized such that the weights sum to one. With the sample set, conditional expec­
tations following the general form of Eq. (2.5) with respect to the posterior distribution can 
be approximated by
E { f  (xk)|zi:k} » £  w ,k  f  (x£,k) .  (2.67)
£=1
Following this approach, the posterior pdf itself can also be approximated by
Nx
P (xk |Z1:k) » m£,kd(xk -  x£,k) ,  (2.68)
£=1
where 5 (•) denotes the Dirac delta. Similar to the Monte Carlo sampling method, the 
approximation error in the importance sampling approach is functionally dependent on the 
number of samples; as that sample size tends towards infinity, the error in the approximation 
approaches zero.
2.4.2. Curse of Dimensionality. Importance sampling comprises a foundational 
element of many particle filtering methodologies and, as with the Kalman filter, significant 
research is conducted in ways to expand its utility. Sequential importance sampling provides 
a means of propagating weights and samples such that they can be used for approximating
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the prior distribution and in generating the posterior approximation at the next time step [3]. 
More advanced algorithms for producing better approximations or reducing computational 
burden are also of significant research interest. Bootstrap particle filters, introduced in 
Gordon et al. [4], reduce the burden of selecting an importance distribution by generating 
samples directly from the state transition density p (x k \xk- i) , and the Rao-Blackwellized 
particle filter allows for the blending of analytic and sampling-based evaluations of the 
filtering equations to reduce the necessary computational resources [58].
An underlying issue with these importance sampling methods, even when a means of 
generating the samples is accessible, is the sheer number of particles necessary to perform 
the approximation. As mentioned previously, when the number of samples increases, 
the error in the approximation should decrease, and theoretically, an arbitrary level of 
precision can be achieved with sufficient sample density. However, the computational 
burden demanded in generating, propagating, and evaluating the samples can make particle 
filters computationally infeasible for real-world applications, especially when the state 
dimension is large. That is, as the dimension of the state increases, the number of particles 
required to effectively approximate the distribution also increases. While there is no 
convenient mathematical definition of exactly how many particles is “sufficient” for any 
particular problem, for low state dimensions the rate has been observed to be two orders of 
magnitude for each additional state dimension [59], and even in the linear case, the error in 
the approximation grows exponentially for a fixed number of particles [60].
The heart of the dimensionality problem lies in the concept of particle degeneracy 
[59]. In applying Bayes’ rule, the prior estimate is updated to the posterior through the 
measurement likelihood. While a set of particles may adequately represent the prior 
distribution, not all of them are in strong agreement with the measurement likelihood, and 
in the event of high precision measurements, that number can be a drastically smaller subset 
of the total. The result is that while the prior is sufficiently represented, the majority of 
the particles have little-to-no contribution in representing the posterior, i.e. their weights
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Figure 2.2. Particle degeneracy in a Figure 2.3. Particle flow for a linear, 
linear, Gaussian example Gaussian example
degenerate to zero. Figure (2.2) gives a linear, Gaussian example of this concept for a 
set of particles and their sample standard deviations (^). The particles representing the 
prior distribution (gray with corresponding 3 ^  ellipses) are by and large not contained 
(in the sense that they produce a numerically significant probability) in the measurement 
likelihood. That is, it is very unlikely that most of the particles generated the current 
measurement, which is reflected in the update by a substantial decrease in the magnitude 
of their corresponding weights. The majority of the particles then have no meaningful 
contribution in representing the posterior distribution. In Figure (2.2), particles with non­
zero (or numerically non-zero) updated weights are shown in black with their corresponding 
sample 3 ^  ellipses, representing a posterior distribution that is severely under-sampled. The 
instinctive solution to this problem is to use more particles to represent the prior in order 
to have a larger number encompassed by the evidence, i.e. more gray particles to obtain 
more black particles in Figure (2.2). However, as previously mentioned, the computational 
burden of this decision is compounded by higher dimensions, larger uncertainties, and 
precise measurements.
2.4.3. Particle Flow. To address problems in particle filter performance, a method 
called particle flow has been developed for computing a Bayesian update [5, 6 ]. A set of 
particles is used to represent the prior distribution, and the particles are moved through the 
state space to represent the posterior distribution according to Bayes’ rule. In contrast to
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traditional particle filters where corresponding weights are updated based on new measure­
ments and particle locations in the state space are left unchanged, particle flow equally and 
invariably weights the particles, opting instead to update their locations. By foregoing the 
weight update, particles undergoing particle flow need not be periodically re-sampled.
The flow dynamics are built upon the evaluation of Bayes’ rule formulated by a 
differential equation rather than the multiplication of two functions. This probability “flow” 
from prior to posterior is governed by a logarithmic-homotopy that allows for the linear 
combination of prior and likelihood distributions and is applied in the state space to “map” 
between the prior and posterior distributions. Through a time-like homotopy parameter that 
varies from zero to one, the prior distribution (at “time” zero) is smoothly morphed into the 
posterior distribution (at “time” one).
Due to the underdetermined nature of the system, a multitude of flow solutions 
exist to describe the motion of the particles through the update. The most commonly 
implemented solution [6 ] uses a Gaussian assumption to define the flow in terms of two 
parameters that can be calculated from quantities familiar to an EKF update. Figure (2.3) 
gives an example of this flow: a set of particles representing the prior (light gray with 
corresponding 3^) are moved through the state space to new locations representing the 
posterior (black with corresponding 3 ^ ) via particle flow. The motion of a handful of 
particles is illustrated by the blue lines showing their paths from prior to posterior locations. 
With all of the samples used effectively in representing the posterior, fewer particles are 
necessary, no resampling is required, and the computational burden is decreased, providing 
more efficient particle-based estimation.
The fundamental purpose of the particle flow approach is to compute Bayes’ rule 
through the solution of a differential equation. The distribution is first represented using 
a set of particles drawn from an initial pdf. This set is used to provide pdf moments via 
the sample statistics given in Eqs. (2.64) and (2.65). Similar to the EKF in Section (2.2.1), 
each particle is propagated in time through the state dynamics model. For the update
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stage, particle flow assumes the motion of the particles from the prior to the posterior 
distribution follows a differential equation that, in conjunction with the homotopy of Bayes’ 
rule, can be used to generate solutions for the movement of said particles. The result is 
a continuous shift of the particles through the state space from locations according to the 
prior to new areas such that the posterior distribution is represented. The formulation of 
the logarithmic-homotopy and governing link to a deterministic flow dynamics model is as 
follows [6 ].
Consider Bayes rule in Eq. (2.43), taking the logarithm of both sides yields
log (p (x k | Z1 ± )) = log (p (x k | Zv.k- l) )  + log(p (Z k | X k )) -  log( p  (Z1:k )). (2.69)
Define a logarithmic-homotopy on Eq. (2.69) as
log(n(xk|Z1:k, A)) = log(p(xk|Z1:k-l)) + A log(p(Zk|Xk)) -  log (p (Z1:k,A)) , (2.70)
such that the homotopy distribution n (xk|Z1:k,A) is the prior distribution at A = 0, and 
at A = 1 the homotopy distribution is given by the Bayesian posterior. Since Bayes’ rule 
operates on an instantaneous moment in time, the homotopy parameter A acts as a pseudo­
time quantity to propagate the homotopy distribution n (xk|Z1:k,A) from the prior to the 
posterior. As such, A is referred to interchangeably as the homotopy parameter or pseudo­
time. It should also be noted that A is included the arguments for the normalization term 
log (p (Z1:k, A)) in Eq. (2.70) to reinforce the understanding that the integral in Eq. (2.42) for 
the denominator of Bayes’ rule in Eq. (2.43) is pseudo-time dependent in order to produce 
a valid homotopy pdf n (xk |Z1:k, A) for all values of A.
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In the interest of reducing notational clutter denote
n (x ,d)  ^  n (x k (d )|z 1:k,d) as the conditional homotopy distribution, 
g(x) ^  p (x k|z i:k-i) as the prior distribution,
£(z|x) ^  p  (zk |xk) as the measurement likelihood, and 
C(d) ^  log(p  (z 1:k, d)) as the pseudo-time dependent normalization term.
Suppose that a particle x(d) belonging to the pdf n (x ,d ) evolves in pseudo-time 
according to the ordinary differential equation (ODE)
dx (d) 
dd
f (x (d ) ,d ) . (2.71)
It should be noted that other forms of the particle motion can be assumed, such as incom­
pressible flow, geodesic flow, or stochastic differential equations [61], to name a few, but 
since the preceding ODE form is relevant to later developments, it will be the focus of this 
discussion.
The movement of the particle x (d), with pseudo-time functional dependence as­
sumed hereafter, can be related to the change in its corresponding pdf via the Fokker-Planck 
equation; or, when assuming no stochastic diffusion, the particle pseudo-time evolution can 
be found via the Liouville equation [62, 63],
dn  (x ,d) 
dd
= -V (n (x ,d )  f  ( x ,d ) ) . (2.72)
Expanding the gradient in the right-hand side of Eq. (2.72) results in
dn  (x ,d) (d  f  (x ,d ))  dn  (x ,d)
) = - 1̂  ^  n (x , d) + — ^ —- f  (x , d)
dd d x d x
(2.73)
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where tr {•} denotes the trace operator. The partials of n (x , A) with respect to A and x 
are unknown but can be substituted for using the logarithmic-homotopy and properties 
of the pdf. Differentiating the logarithmic-homotopy in Eq. (2.70) with respect to A and 
rearranging slightly gives
dn (x , A)
dA
n ( x , A) log(^(z |x ))
dC  (A) 
dA
(2.74)
Assuming n(x , A) is smooth and nowhere vanishing, the relationship
d log( n (x ,A)) 1 dn (x ,A)
d x n (x  ,A) d x
(2.75)
can be used in Eq. (2.73) for the unknown partial of n (x , A) with respect to x . Utilizing 
the relationships given in Eqs. (2.74) and (2.75) in Eq. (2.72), dividing by n(x,A) and 
rearranging gives the general zero-diffusion particle flow solution,
d log (n (x  ,A)) 
d x
f  (x , A) + log(£ (z | x ))
dC (A) 
dA = -  tr
d f  (x , A) 
d x
(2.76)
As mentioned previously, a multitude of solutions exist to solve the underdeter­
mined partial differential equation in Eq. (2.76), and as with many filtering and estimation 
problems, the most widely implemented solution tends to be the Gaussian one. To arrive at 
this solution, first assume the flow function introduced in Eq. (2.71) to be of the form
f  (x , A) = A x  + b ,
and assume the prior and measurement likelihood are Gaussian densities. The Gaussian 
solution is found by substituting the Gaussian forms of the densities into Eq. (2.76).
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Assuming g (x ) = p g (x ; m x , P - ,x), and t(z |x ) = p g(z; Hx, Pv,v), Eq. (2.76) be­
comes
( - (x  -  m x ^ P - ,* ^ A x  + b ) + A(z -  H x )TP v,vH(Ax + b )
-  1  (z -  H x)TP~v(z -  H x ) + a = -  tr{A} , (2.77)
where a denotes the collection of other terms not dependent on the state. The coefficients 
A and b can be solved for by equating terms that are quadratic and linear in x, yielding
A = - 1  P~- x H T [a H P - x H t + Pv,v) - 1 H  (2.78a)
b = (I x + 2 A A) (Am -  + (I  + AA) P ^ H ^ ^ z )  . (2.78b)
For a more detailed presentation on obtaining A and b in Eqs. (2.78) from Eq. (2.77) see 
Appendix (A).
In the event of a nonlinear measurement model of the form given in Eq. (2.28), the 
measurement, z, is replaced to reflect the nonlinearity by
z ^  z -  mz + H m -  , (2.79)
where, following Eq. (2.30), H  is given by the Jacobian of the nonlinear measurement 
function with respect to the prior mean and the expected measurement mz is given by 
Eq. (2.31). Using the definition for z in Eq. (2.79) ensures that the term (z -  H x) in 
Eq. (2.77) appropriately reflects a first-order Taylor series expansion about the prior mean 
to account for the nonlinear nature of the measurement function.
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3. INFORM ATION THEORY AND ESTIMATION
“Thus we may have knowledge of the past but cannot control it; we may 
control the future but have no knowledge of it.” [64]
The origins of information theory as its own independent field of study stem from 
open problems in communication theory. The basis for this new research was to answer 
questions such as, how much can a given set of data be compressed without loss and at what 
maximum rate can it be transmitted? However, similar to the Kalman filter origins within 
the context of linear control theory, the scope and uses of information theory have spread 
vastly beyond the bounds of its initial development. As with the much broader field of 
probability theory, which many developments of information theory leverage, application 
of information-theoretic concepts here only encompasses a small subset of their utility.
This section is organized as follows. First, in Section (3.1), some underlying 
concepts of and measures within information theory are introduced with emphasis on those 
that are integral to later developments. This is followed by a brief description of the 
bridge connecting information theory and Bayesian estimation in Section (3.2). With all of 
the necessary components established, Section (3.3) presents a novel information-theoretic 
particle flow for linear Gaussian models. This is followed by a discussion on the use of a 
local linear approximation, like that of the extended Kalman filter, to relax the linear model 
assumption. Some practical enhancements are incorporated in Section (3.3.2) that bring 
the new filter in line with the best practices and capabilities of modern filter architectures. 
The resulting Gaussian information flow filter is then summarized in Section (3.3.2.4). 
Extension of the Gaussian formulation into a Gaussian mixture model framework is then 
presented, along with several perspectives on a corresponding component weight homotopy, 
in Section (3.4). These new homotopies developed for the Gaussian mixture formulation 
provide novel motion models that further the overarching goal of this work: to motivate 
particle motion based on the incorporation of new information.
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3.1. BUILDING BLOCKS OF INFORMATION THEORY
Within this work, probability and information theory are inextricably tied, as all 
of the developments leveraged here operate on the probability density or mass functions 
of random variables. The information-theoretic concepts applied here in estimation and 
filtering are concerned primarily with measuring entropy and divergence. Entropies, de­
noted by H [•], similar to the thermodynamic concept of entropy, quantify the amount of 
randomness or uncertainty associated with a random variable. In the most general sense, 
divergences, denoted by D [•], quantify the degree of separation between two points. In 
this context, those points are probability distributions in the coordinate system defined by 
their underlying parameters. These entropies and divergences can also be linked based on 
their underlying cost function. Two such functions, the quadratic and natural logarithm, 
are the basis of the information-theoretic measures of interest to this work. It should be 
noted, however, that the measures discussed in this section are not an exhaustive treatment 
of the quadratic and logarithm-based measures and by no means scratch the surface of 
information-theoretic measures in general. For a more thorough and practical discussion 
of the applications of information theory across a wide array of disciplines, see Cover and 
Thomas [65]. Although only briefly touched on here, the field of information geometry 
also provides an alternative perspective on the uses of information to study the “geometry 
of decision making,” [6 6 ] with the quoted survey and Amari [67] providing authoritative 
treatments.
3.1.1. Q uadratic Cost. The first cost function of interest, the quadratic cost func­
tion, can be conveniently conceptualized through the lens of information geometry. Consider 
an arbitrary pmf p(x), wherex can take on Nx values [x \ , ..., xNx]. Since p ( x ) is constrained 
by definition to sum to 1 over all Nx values, the vector
p  =  [p i , ...,p n x] , (3.1)
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Figure 3.1. The Nx = 2 probability 
simplex
Figure 3.2. The Nx = 3 probability 
simplex
where p ; = p  (x  = x ;), exists on the N x -  1 dimensional probability simplex [67]. For 
example, if N x = 2, the simplex is a line, and if N x = 3 it is a triangular plane. Fig­
ures (3.1) and (3.2) give depictions of these manifolds, the blue line and shaded triangle 
respectively, along with an example p. In both the linear and planar case, it is clear that, 
although a given p ; can take on any values between 0 and 1, the manifold reflecting the 
constraints necessary to produce a valid pmf means that any change in p i  will induce a 
change in the other values of p.
The squared Euclidean distance of p,
Nx
V2 [p  (x )] = £  p 2 , (3.2)
;=1
is also known as the information potential and used in information-theoretic learning [68]. 
This concept of information potential can be found in several entropic measures, such as 
the quadratic Renyi and Tsallis entropies [69, 70]. The latter of these, denoted by Hr  [•], 
was also introduced in Havrda and Charvat [71] and is given in terms of the information 
potential in Eq. (3.2) by
H r  [p  ( x ) ]  =  1 -  V2 [p  ( x ) ]  . (3 .3 )
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This definition of the quadratic Tsallis or Havrda-Charvat entropy provides a convenient 
characterization of the relationship between uncertainty, quantified in this case by the 
quadratic entropy, and the information potential. That is, the maximum uncertainty is given 
by the minimum information potential. Returning to the example simplex corresponding to 
Nx = 3 depicted in Figure (3.2), it is clear that the minimum information potential is given 
by P i = 1 /3 , V i = 1,2,3. This corresponds to the case where all events p i are equally 
probable, i.e. the entropy in Eq. (3.3) is maximized. Conversely, the minimum uncertainty 
is given as the probability of an event goes to 1, corresponding to the vertices of the triangle 
in Figure (3.2) and consequently, the maximum information potential.
The information potential can also be defined for the pdf p  (x) as
V2 [P (x )]  = J  p 2 (x )dx . (3.4)
Since the pdf is by definition a continuous, real-valued function of x, the information 
potential in Eq. (3.4) is a special case of the expectation in Eq. (2.5) where f  (x) = p (x). 
Following this perspective on the information potential as the expected value of a distribution 
also allows for the definition of a cross-information potential between distributions p  (x) 
and q (x) as
E p(x ){q(x)} = V2 [p(x ) ||q (x )] = J  p (x)q(x)dx . (3.5)
This result means that if p  (x) and q (x) are Gaussian pdfs as in Eq. (2.7), or GMs such 
as those given in Eqs. (2.8) and (2.11), the information and cross-information potentials 
are given in closed-form following Eq. (2.12). From a geometric standpoint, the cross­
information potential quantifies the information potential induced by the first distribution 
in locations specified by the second distribution.
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3.1.2. Logarithm ic Cost. The second cost function of interest to this work, the 
logarithmic cost function, is perhaps the most widely used due to its appearance in two 
foundational information-theoretic measures, the Shannon entropy and the Kullback-Leibler 
divergence.
3.1.2.1. Shannon entropy. Although several authors introduced concepts related 
to information theory, such as signal information and transmission [72, 73], Boltzmann 
and Gibbs entropies [74], and Hotelling’s geometry of statistical parameters [75], Claude 
Shannon is widely considered the “father of information theory” [65, 66].
Shannon’s foundational work establishes the basic elements of information in the 
context of communication theory [76]. Shannon defined his concept of entropy, Hs  [•], or 
uncertainty for a discrete random variable x with Nx realizations by
Nx
Hs  [p (x)] = p ( x i) log(p ( x i) ) , (3.6)
i=1
where the base 2 logarithm is indicated in the original presentation, resulting in units of 
bits. However, hereafter it is taken to be the natural logarithm, resulting in units of nats for 
Hs  [•].
If x is a continuous random variable, an equivalent form of Eq. (3.6) is given by 
replacing the summation in Eq. (3.6) with an integral over the support of x. This entropy 
of a continuous random variable, or differential entropy, can also be interpreted using 
Eq. (2.5), the general expectation of any continuous real-valued function f  (x). Specifically, 
if f  (x) = -  log(p (x)), then
Hs  [p (x)] = E { - log(p (x))} = - J  p (x) log(p (x))dx . (3.7)
The differential Shannon entropy, or simply entropy hereafter, is therefore defined to be less 
than or equal to 0 and is concave with respect to p  (x) due to the logarithmic cost function. 
Similar to the eventual broader scope of the Kalman filter compared to its original intended
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purpose, Shannon’s eponymous entropy has become a fundamental element of the broader 
field of information theory and information geometry. Within the context of this work, the 
differential Shannon entropy of p  (x ), gives a measure of its uncertainty or the information 
that could be gained by knowing x  deterministically.
Other entropies can be defined based on the single random variable entropy in 
Eq. (3.7). For a random variable y,  the joint entropy with x  is defined as
H s  [p  ( x ,  y)] = -  /  p  ( x , y)  log ( p ( x , y ) ) dx dy , (3.8)
where p  (x , y)  is the pdf of x  and y.  Similarly, the conditional entropy,
H s [p (x 1 y )]  =  -  /  p (x , y)  l o g (p (x 1 y ) ) dx d y (3.9)
can be defined using the joint and conditional, p (x |y ) , pdfs. The conditional entropy in 
Eq. (3.9) is also related to the single random variable entropy in Eq. (3.7) via
H s  [p  (x  |y ) ]  <  H s  [p  ( x ) ] (3.10)
with equality only if x  and y  are independent. This relationship is straightforward from 
an information standpoint; more knowledge about x  given by knowledge of y  can only 
reduce the uncertainty, and therefore the entropy, of x . If, however, y  does not provide any 
information about x , i.e. the two are independent, the uncertainty about x  is unchanged. 
The inequality in Eq. (3.10) also illustrates an underlying result of the Kalman filtering 
process, the uncertainty about the state x  is reduced by providing knowledge of the state 
in the form of measurements, such that p  (x  |z ) has lower entropy than p  (x ) before the 
information provided by z  is received.
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3.I.2.2. Kullback-Leibler divergence. Another useful measure based on the con­
cept of entropy is the relative entropy, or Kullback-Leibler (KL) divergence [77]. This mea­
sure, Dkl [p  (x ) || q (x)] for the KL divergence of q (x) from p  (x ) , provides an understanding 
of the loss incurred by approximating the distribution p (x ) with another distribution, q (x). 
In general, the KL divergence is given by
Dkl [p(x )||q (x )] = J  p (x) log
with equality given only for p  (x ) = q (x ). Furthermore, to obtain a finite KL divergence, 
the support of p  (x) must be contained in, or equal to, that of q (x). It should be noted that 
the KL divergence is a directional distance, meaning in general that Dkl [p  (x ) ||q  (x)] ^  
Dkl [q (x )|| p  (x )] , nor is the latter guaranteed to be finite even if the former is.
3.2. BAYES’ RULE AND INFORM ATION THEORY
The foundational elements of information theory presented in Section (3.1) provide a 
means to describe the information and uncertainty surrounding or between random variables. 
Another key component of information theory that is integral to the contributions of this 
work is a connection between information and Bayes’ rule in Eq. (2.43). This connection, 
first presented in Zellner [78], seeks an optimal information processing rule (IPR), i.e. 
statistical inference method, for the incorporation of new information.
Consider the distribution g (x|Io) for the state x based on some given prior state 
information I0, and a received measurement z with corresponding likelihood £(z |x ). The 
information provided by the measurement can be incorporated into the understanding of 
the state via an IPR. This IPR is defined to take these distributions as inputs and produce 
the outputs p  (x | z, I0) and l (z |I0) for the state with the new measurement information 
incorporated and the measurement likelihood given the prior information, respectively.
' p  (x)
yq(x ) (
dx  >  0 , (3.11)
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The measure for optimality of an IPR is defined in Zellner [78] based on the concept 
of information conservation. That is, for the optimal rule, the input information, both prior 
(from g (x |Io)) and new (from £(z |x ) ), provided to the processing rule must equal the output 
information (in p (x |z, I0) and l (z |I0)). A suboptimal rule is then one that results in the 
output containing less information than the input, i.e. not all of the provided information 
was used. The opposite case, where the output contains more information than the input, 
is discarded altogether as unsatisfactory, as this case corresponds to adding unsubstantiated 
information.
Zellner selects the measure of information content for an arbitrary distribution q (•)
as
I[q (•)] = - J  p ( x |z, Io) log (q (•)) dx . (3.12)
The conservation of information can be stated using the information measure defined in 
Eq. (3.12) as
(I[g(x|Io)] + 1[£(z |x )]) -  (I[p(x |z,Io)] + 1[l(z|Io)]) > 0 . (3.13)
The first parenthetical term in Eq. (3.13) covers the input information to the processing rule, 
while the second comprises the output. The inequality then adheres to the constraint that 
the input information must be greater than or equal to the output information. The desired 
IPR is given by the solution for p  (x |z, Io) that minimizes the left-hand side of Eq. (3.13) 
subject to the constraint /  p  (x |z, Io)dx = 1; that is, the output is a valid pdf.
Recognizing that the output l (z |Io) for the measurement likelihood given the prior 
information can be written as
l (z |Io) =  J  g (x |Io) £ (z |x ) d x ,
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and using Eqs. (3.11) and (3.12) for the definitions of the KL divergence and the selected 
information measure, Eq. (3.13) can be rewritten as
g (x |Io )i(z |x )dx j > 0 .
(3.14)
The second term in Eq. (3.14) for the information content of the measurement, is the 
expectation with respect to p  (x |z, I0) , of the logarithmic measurement likelihood; that is,
Ep(xIz,io){lo§ (i (z |x))} = J  p (x|z,Io) log (i (z |x)) dx . (3.15)
If the third term in Eq. (3.14) is used to satisfy the pdf constraint, the optimal IPR is the 
one that minimizes the KL divergence between the state distributions with and without the 
new information, and maximizes the information content of the measurement likelihood 
given by the negative of Eq. (3.15). From this perspective, Eq. (3.14) can be restated as an 
optimization with respect to the state pdf with the new information,
DKL [p (x |z, I o) | | g (x | I o)]  -  y  p (x |z, I o) log ( i (z |x ) )  dx +  log i j
p  (x |z, Io) = arg min {Dkl [q(x|z, Io)||g(x|Io)] -  Ep (x |z,Io) {log ( i( z |x ) )}} , (3.16)
q (x | z,Io)
subject to the constraint ^  p  (x |z, Io)dx = 1. The solution for p  (x |z, Io) in Eq. (3.16), or 
equivalently, the one that minimizes Eq. (3.14) for a given g (x |Io) and i (z|x) is,
p  (x |z, Io)
g (x |Io)i (z | x)
J  g (x |Io )i(z|x)dx ’
which is exactly Bayes’ rule in Eq. (2.43) if Io is taken to be the prior state history. This 
result characterizes the Bayesian posterior distribution as the one that simultaneously max­
imizes the expected measurement logarithmic-likelihood and minimizes the KL divergence 
between the prior and posterior state distributions. In other words, Bayes’ rule is optimal 
in the sense of information processing.
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3.3. GAUSSIAN INFORM ATION FLOW
For the Gaussian particle flow presented in Section (2.4.3), the parameters A and b 
in Eq. (2.78) are sufficient for modeling the movement of a particle; but their derivation, 
given in Appendix (A), does not provide a deeper understanding of the underlying processes 
driving that motion. Leveraging the results of Section (3.2) to pose the problem from an 
information-theoretic perspective provides such an understanding by following the flow of 
new information from prior to posterior.
Incorporating new information or measurements into the filter framework involves 
updating the state distribution parameter estimates. For particle flow filters, this is accom­
plished by moving the particles from their a priori locations, through the state space, to 
new locations such that the set then represents the a posteriori belief. The dynamics of 
the information-theoretic particle flow update (referred to herein as information flow) are 
defined by a homotopy on the inclusion of information to the mean and covariance estimates 
in conjunction with an ordinary differential equation (ODE) governing the movement of 
individual particles [79].
Development of the underlying information homotopy begins with the information- 
theoretic equivalent to Bayes’ rule presented in Section (3.2). The results demonstrate 
that the Bayesian posterior distribution p (x k |z1:k) at time step k is the one that simultane­
ously maximizes the expected measurement logarithmic-likelihood and minimizes the KL 
divergence between the prior and posterior, i.e.
P (x k |zt:k) = argmin -  n ( xk ) log(p(zk |xk))dxk + n(xk ) log
n (xk) { J  J
n (x  k )
p  (x  k | Z l :k - l )
dx  k j
(3.17)
The information-theoretic particle flow model introduced in Ward and DeMars [79] 
computes the Bayesian solution to Eq. (3.17) by moving particles through the state space 
from locations distributed according to the prior distribution to new locations such that 
the posterior distribution is appropriately represented as motivated by the incorporation
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of information into the system. As with the deterministic particle flow framework, this 
allows for Bayes’ rule to be computed by an ODE rather than multiplication of distributions. 
The process for defining the flow model is achieved by application of a homotopy, with 
pseudo-time parameter A, governing the incoming information in Eq. (3.17) such that
n (x k) = argmin
n (Xjfc ) /A n  (x k) log (p (z k | x k ))dx k + n  (x k) log/ n (x k)yP (x k | Zl:k-l) dx kj .
(3.18)
If A = 0 in Eq. (3.18), n (x k) is the prior distribution, while if A = 1, the Bayesian posterior 
is recovered.
If the prior, posterior, and measurement likelihood distributions are assumed to 
be Gaussian, the logarithmic-likelihood and KL divergence have closed-form, analytic 
solutions. Assume the measurement likelihood and prior distributions follow Eqs. (2.45b) 
and (2.46a) and define the homotopy distribution as
n (x k) = Pg (xk ; Uk, n k).  (3.19)
With the Gaussian assumptions, the desired solutions are
En (x ){ - l o g (P (Z1 x))} =
-  2 (log ( |2neP v,v|) + (z -  H p f P - l  (z -  H M) + tr {H TP-?vH n ^  , (3.20) 
for the expected logarithmic-likelihood and
D KL [n (x k ) ||p  (x k | Zl:k-l)] =
1 (log ( |2nep -,x n -1  ^ + (U -  m~- )T p J-)-1 (U -  ) + tr (P - ';,-1 n }) , (3.21)
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for the KL divergence from the prior to the homotopy distribution, where again explicit 
notation of the current time step k is omitted where appropriate for convenience. Substituting 
these analytic forms from Eqs. (3.20) and (3.21) into Eq. (3.18) allows a change of the 
optimization variable from the homotopy distribution n (x k) to its respective mean and 
covariance. Solving for the mean m and covariance n  of the homotopy distribution produces 
results similar in form to the Kalman filter updates of Eqs. (2.19) and (2.23). For a more 
detailed presentation of the process for obtaining the solution for the homotopy parameters 
and proof of optimality, see Appendix (B). The resulting homotopy distribution parameters 
are given by
n  = (p — 1 + AHTP~V-vH ^_1 (3.22a)
m = n  (p - x 1 m - + AHTP;-Vz) , (3.22b)
where the last term in both equations governs the incorporation of new information into 
the estimates. This division of prior- and information-based terms clearly shows when 
the homotopy pseudo-time parameter A is 0, m and n  are equal to the prior mean and 
covariance; then, when A = 1 the standard form of the update, where m and n  are the 
Bayesian posterior mean and covariance, is recovered.
The motion of the individual particles during the update is taken to be governed by 
the ODE
£  = " " ' ) + £ ■  (323)
where the terms are separated such that A and ^  govern the two modes of motion that 
the particles undergo during the update. Specifically, they correspond to the contraction 
of the set relative to its center of mass (i.e. mean) and the translation of the set through 
the state space. Defining the particle dynamics via the contraction and translation terms 
respectively ensures that the Gaussian covariance and mean are appropriately represented 
by the particles as A goes from 0 to 1. The pseudo-time rate of change of the mean can be
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found by taking the derivative of Eq. (3.22b) with respect to A, resulting in,
d f  = ddA K * 1 + AHTP^}vz) + n H tP-]vz . (3.24)
where the pseudo-time rate of change of the covariance is defined by taking the derivative 
of Eq. (3.22a) with respect to A, that is,
d n
dA
=  - n  H Tp - j , H n . (3.25)
The other flow parameter, A in Eq. (3.23), governs the relative contraction of the 
particle set in reference to its mean. As the uncertainty in the estimation is directly related 
to the entropy of the distribution, it is natural to define the change in the uncertainty 
(represented in information flow by the spread of the particles) using the change in entropy. 
Specifically, the differential Shannon entropy of Eq. (3.7) can be leveraged for this purpose. 
Following the approach of Wibisono et al. [62] outlined in Appendix (C), Liouville’s 
equation, given in Eq. (2.72), can be used in Eq. (3.7) to relate the pseudo-time rate of 
change of the homotopy distribution’s entropy to the motion of a corresponding particle as
d r , d d*
- HS [* (* )] = tr E -  - (3.26)
If the ODE in Eq. (3.23) is substituted into Eq. (3.26), the right-hand side can be simplified 
to
^ [*(*)] = tr{A} . (3.27)
dA
If the Gaussian assumption is applied, the entropy of the homotopy distribution can also be 
defined in terms of the covariance as
[*(*)] = 2 lo g ( |2 * e n |) ,
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resulting in another definition for the pseudo-time evolution of the entropy as
S t  * [ * ( x ) ]  =  i t r  ( n -1 ^ (3.28)
Using the homotopy covariance in Eq. (3.22a) and its corresponding pseudo-time rate of 
change in Eq. (3.25) allows for the pseudo-time rate of change of the entropy in Eq. (3.28) to 
be computed. Equating the two formulations for the pseudo-time rate of change of entropy 
in Eqs. (3.27) and (3.28) and leveraging the definitions for the homotopy covariance and its 
pseudo-time rate of change in Eqs. (3.22a) and (3.25) results in
r ^  1 f 1 d n )  1
tr { A }  =  U  n  d !  =  - 2 tr
P - - 1 + !  h t p - \ H
-1
H T P V\ H (3.29)
While the trace operation implies there are multiple valid solutions for A, the chosen 
solution for A is given by equating the trace inner terms,
1
2
P-,;-1 + ! H TP - 1VH
-1
H T P -  VH, (3.30)
which is equivalent to the original Gaussian particle flow definition for A given in Eq. (2.78a). 
Similarly, the b term, given in Eq. (2.78b), is equivalent to the remaining terms in Eq. (3.23) 
for the information flow, i.e.
(I x + 2 !  A) ( A m - + (I x + !  A) P~xH TP -]Vz ) = b = -  A n  + ^  .
See Appendix (D) for the proof.
The measurement likelihood model in Eq. (2.45b) assumes that the distribution’s 
functional dependence on the state itself is linear with the mapping given by H . However, as 
with the other filtering architectures presented here, the information flow filter can leverage 
first-order Taylor series expansions to incorporate nonlinear measurement models via a
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local linear approximation. If the measurement is taken to follow Eq. (2.28), the linear 
mapping H  is replaced with the measurement model Jacobian in Eq. (2.30). To reflect 
the nonlinearity in the expected logarithmic-likelihood of Eq. (3.20), the same modified 
measurement in Eq. (2.79) for the Gaussian particle flow solution is used to reflect the 
FOTSE.
With the components and considerations for nonlinear models established, the 
process for the information flow filter, assuming nonlinear models, is as follows. First, 
for a given set of initial state mean and covariance estimates, the Nx particle set x  = 
{xi, x 2,..., x Nx} is sampled from the corresponding Gaussian density. Each sample is 
then propagated to the first measurement at time k using Eq. (2.25) with the process noise 
ck-1 sampled for each particle from the corresponding Gaussian distribution. This particle- 
specific process noise sample is taken to be constant on the interval k -  1 to k . At time 
step k, the prior mean and covariance are approximated by sample statistics of the particle 
set following Eqs. (2.64) and (2.65). The Jacobian H  of the nonlinear measurement model 
is computed with respect to the prior mean, along with the modified measurement z fol­
lowing Eq. (2.79). Then, for each pseudo-time step between 0 and 1, the homotopy mean 
and covariance are computed from Eq. (3.22), the mean pseudo-time rate of change from 
Eq. (3.24) using the covariance rate of change in Eq. (3.25), and the entropy rate of change 
in Eq. (3.30). At this point, the ODE in Eq. (3.23) is integrated to move the particles and the 
cycle is repeated again at the next pseudo-time step with the computation of the homotopy 
mean and covariance from Eqs. (3.22). At A = 1, the update is complete and the filter can 
begin again with the particle propagation to the next measurement time. It should be noted 
that this process does not necessitate resampling of the particles at any point after they are 
drawn from the initial conditions.
The developed information flow is equivalent to the Gaussian particle flow sum­
marized in Section (2.4.3); however, the new information-theoretic formulation provides 
a physical understanding of the motivating forces behind the movement of an arbitrary
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particle during a Bayesian update. By separating the flow parameters into contributions to 
translation and contraction of the set of particles, further examination and modification of 
the particle motion can be conducted.
3.3.1. L inear Gain Form. The calculation of the information flow components can 
also be simplified by incorporating a linear gain. From the information flow mean update 
in Eq. (3.22b), define the linear gain,
Ka = n h tp ;}v = p -,xH T (x h p ~,xh t + A .v )-1 . (3.31)
Substituting Eq. (3.31) into Eq. (3.22b) results in
p  = m x + AKar , (3.32)
where r  is the measurement residual following Eq. (2.20) for the additive model. The linear 
gain form of Eq. (3.32) results in a homotopy mean update that is similar in form to the 
Kalman filter mean update of Eq. (2.19). In fact, using A = 1 in Eq. (3.31) results in the 
Kalman gain of Eq. (2.24) with the cross- and residual-covariance definitions of Eq. (2.22). 
Using the linear gain form also allows for the modified measurement approach of Eq. (2.79) 
to be dropped in favor of the residual formulation in Eq. (2.20).
The pseudo-time rate of change of the mean can also be determined by taking the 
derivative of Eqs. (3.32) and (3.31) with respect to A, resulting in
^  = Ka (r  -  aH K ar ) .  (3.33)
dA
Finally, the contraction parameter in Eq. (3.30) can also be defined in terms of KA as
A = -  2 Ka H , (3.34)
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to  c o m p le te  th e  n e c e s s a r y  d e v e lo p m e n ts  f o r  th e  in f o r m a t io n  f lo w  l in e a r  g a in  fo rm . U s in g  
th is  f o r m u la t io n ,  th e  p a r t i c le  O D E  c o m p o n e n ts  in  E q . (3 .2 3 )  fo r  th e  h o m o to p y  m e a n ,  
h o m o to p y  m e a n  r a te  o f  c h a n g e ,  a n d  c o n t r a c t io n  p a r a m e te r ,  c a n  b e  c o m p u te d  u s in g  th e i r  
l in e a r  g a in - d e p e n d e n t  f o rm s  in  E q s .  (3 .3 2 ) ,  (3 .3 3 ) ,  a n d  (3 .3 4 ) ,  r e s p e c tiv e ly .
3.3.2. Practical Inform ation Flow Enhancements. T h e  p a r t i c le  f lo w  f i l te r  o u t ­
l in e d  in  S e c t io n  (2 .4 .3 )  h a s  b e e n  a p p l ie d  in  s e v e ra l  k in d s  o f  e s t im a t io n  p r o b le m s ,  in c lu d in g  
s e n s o r  f u s io n  [8 0 ] , d i s t r ib u te d  n e tw o r k  t r a c k in g  [8 1 ] , a n g le s - o n ly  f i l te r in g  [8 2 ] , a n d  m u l ­
t i t a r g e t  t r a c k in g  [3 1 , 8 3 ] , w i th  f a v o r a b le  r e s u l t s .  A b s e n t  f ro m  th e s e  c a p a b i l i t i e s ,  h o w e v e r , 
a r e  s e v e ra l  e l e m e n ts  c o m m o n  to  m o d e r n  n a v ig a t io n - ty p e  f i l te rs ,  s u c h  a s  m a th e m a t ic a l ly  
c o n s is te n t  a t t i tu d e  e s t im a t io n  [4 9 ] , u s e  o f  a  f a c to r i z e d  c o v a r ia n c e  r e p r e s e n ta t io n  [8 4 ] , a n d  
c o n v e r g e n c e  c o n t r o l  [4 5 ]. A l l  o f  th e s e  c o m p o n e n ts  a r e  in d ic a te d  a s  m o d e r n  n a v ig a t io n  b e s t  
p r a c t ic e s  b y  C a r p e n te r  a n d  D ’S o u z a  [4 4 ] a n d  s u m m a r iz e d  in  S e c t io n  ( 2 .2 .2 ) .  L e v e ra g in g  
th e  p h y s ic a l  p r o c e s s - b a s e d  d y n a m ic s  p r o v id e d  b y  in f o r m a t io n  f lo w  a l lo w s  fo r  in c o r p o r a ­
t io n  o f  a d v a n c e d  f i l te r in g  c a p a b i l i t i e s  in  th e  m o d e l ,  m a k in g  i t  a t t r a c t iv e  f o r  c h a l le n g in g  
a p p l ic a t io n s  w h i le  r e ta in in g  a  f a m i l ia r  f r a m e w o r k .  T h e  r e m a in d e r  o f  th is  s e c t io n  d e ta i l s  
th e  in c o r p o r a t io n  o f  th e s e  m o d e r n  f i l te r  b e s t  p r a c t ic e s  in to  th e  in f o r m a t io n  f lo w  f i l te r  o f  
S e c t io n  (3 .3 ) .
3.3.2.1. M ultiplicative flow. A s  s ta te d  p re v io u s ly ,  v a r ia t io n s  o f  th e  p a r t i c le  f lo w  
f i l te r  h a v e  b e e n  u s e d  in  a  v a r ie ty  o f  a p p l ic a t io n s ,  th e  m o s t  p r e v a le n t  b e in g  m u l t i - s e n s o r  f u s io n  
a n d /o r  m u l t i ta r g e t  t r a c k in g  [2 1 , 3 0 , 8 0 , 8 3 , 8 5 ] . M u l t i ta r g e t  t r a c k in g  p r o b le m s  f r e q u e n t ly  
e s t im a te  s o m e  f o rm  o f  a  b e a r in g  a n g le  to  in - p a r t  d e s c r ib e  th e  ta r g e t  p o s e .  W h i le  a  b e a r in g  
a n g le  is  s u f f ic ie n t  in  th e  a p p r o p r ia te  c o n te x t ,  in  s p a c e c r a f t  n a v ig a t io n ,  th e  c o m p le x i ty  o f  
th e  p r o b le m  in c re a s e s ,  a s  a  b e a r in g  a n g le  is  n o  lo n g e r  a  c o m p le te  d e s c r ip t io n  o f  th e  v e h ic le  
o r ie n ta t io n  in  th r e e - d im e n s io n a l  s p a c e .  I n s te a d ,  a  m u l t i - d im e n s io n a l  a t t i tu d e  r e p r e s e n ta t io n  
m u s t  b e  in c o r p o r a t e d  in to  th e  e s t im a t io n .
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To provide an information-based flow model that can effectively estimate attitude 
states such as a spacecraft’s orientation, the MEKF approach outlined in Section (2.2.2.2) 
is leveraged. Following the MEKF structure, errors in the attitude estimate are defined by 
a three-component representation, assumed here to be the small-angle vector, and a global 
attitude estimate following the vector first, right-handed quaternion in Eq. (2.34). As the 
MEKF update operates on the error state, defined as deviations from the reference attitude, 
the multiplicative extension to information flow similarly acts on error particles. That is, 
instead of moving the particles representing possible state realizations through the state 
space over the course of an update, attitude-based information flow moves error particles 
through the error space. For N x state particles q i, (i =  1, 2 , . . . ,  Nx) representing reference 
attitudes, the error particles are found by first computing the error quaternions
s  q  i =  q  i ®  q - 1 , (3 .3 5 )
where q  is the mean quaternion [86] of the reference attitude particles. The error particles 
Xi, in the case of a small rotation vector representation, are given by two times the vector 
part of the corresponding error quaternion, that is Xi = 2Sqi.
For attitude-based measurements, the multiplicative residual definition and compu­
tation in Eqs. (2.36) are used. The measurement residuals, and similarly the prior errors, are 
assumed to be zero-mean. With the residual modification and the zero-mean assumption, the 
homotopy mean and corresponding pseudo-time rate of change in Eqs. (3.22b) and (3.24), 
respectively (or alternatively in Eqs. (3.32) and (3.33) for their respective linear gain forms), 
become
f  = n  (d H ^ ^ r )  = d Kdr (3 .3 6 a )
d f  = d d  (d H r P - > )  + n H tP - >  = Kd (r  -  dH Kdr ) . (3.36b)
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The information flow ODE in Eq. (3.23) uses the error state formulation of the mean and 
pseudo-time rate of change in Eqs. (3.36a) and (3.36b), respectively, and is otherwise 
computed as before. To compute the posterior state particle set at A = 1, the update is given 
similar to the MEKF update in Eq. (2.37) as
q + = 8q (Xi) ® q - .
It should be noted that for mixed-state vectors with attitude and other components, such as 
position and velocity, the mean in Eq. (3.23) will still have non-zero elements corresponding 
to the means of the non-attitude states. Similarly, in the case of non-attitude measurements, 
the form of z will remain unchanged and use the additive residual model Eq. (2.20).
3.3.2.2. Covariance factorization. Another important element in developing a 
mature filter is the use of a factorized covariance representation. The Cholesky square- 
root factor approach, outlined in Section (2.2.2.3), is chosen as the basis for the factorized 
information flow filter.
To develop the factorized flow model, first define the lower-triangular Cholesky fac­
tors of the prior and measurement noise covariances, following the convention of Eq. (2.38), 
as
,TP- = C- sL X,X ~  ‘J X,X°X,X and P  = S STP V,V — s V,Vs v,V (3.37)
The square-root factor for the prior distribution covariance S- X can be found without having 
to form the full covariance approximation via sample statistics as seen in Eq. (2.65). Define 
the nX x  NX matrix A x  where the ith column corresponds to the offset of the ith particle 
from the corresponding mean, that is x i -  m - . The prior square-root factor is then given by
Sx,x
1
V N X - r
q r{ [Ax]7} .
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The factorization of the homotopy distribution covariance, n ,  can be determined from the 
information flow update in Eq. (3.22a). Substituting the Cholesky factors from Eqs. (3.37) 
into Eq. (3.22a) yields
n  = s - f  s - - 1 + a ht s - J s - I h
- i
which can be subsequently factorized to produce
n  = S - -  | V !h t S-,J S - - 1 | V Is -,Vh
\ -  i
v,v (3.38)
Define the upper-triangular Cholesky factor N N T = n ,  such that Eq. (3.38) becomes
N N 1 S - f  |Va h tS-^1 [s — 1 |VdS-,VHv v
1
resulting in the definition for the current pseudo-time covariance square-root factor as
N  = qr |Vd h t s -T
-1
where qr {•} denotes the QR matrix decomposition as presented in Section (2.2.2.3).
The linear gain form of the information flow update equations established in Sec­
tion (3.3.1) provides a convenient mechanism for implementing the factorized forms as it 
gives the essential components of the flow in terms of Ka, which is itself a function of 
the homotopy covariance. With all the necessary elements of the information flow ODE 
in Eq. (3.23), i.e. the homotopy mean and its respective pseudo-time rate of change in 
Eqs. (3.32) and (3.33) and the contraction parameter in Eq. (3.34), defined in terms of the 
linear gain and other non-covariance values, the square-root form of the information flow 
filter can be achieved by substituting for the Cholesky factors of the necessary covariances
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in  E q . (3 .3 1 ) ,  th a t  is
K  =  . (3 .3 9 )
U s in g  p a r a m e te r s  d e f in e d  b y  th e  l in e a r  g a in  o f  E q . ( 3 .3 9 )  in  th e  in f o r m a t io n  f lo w  O D E  
o f  E q . ( 3 .2 3 )  p r o v id e s  a  f a c to r i z e d  f lo w  m o d e l  w i th o u t  th e  n e e d  to  f o rm  a  f u l l  c o v a r ia n c e  
r e p r e s e n ta t io n  f o r  th e  p r io r ,  p o s te r io r ,  o r  m e a s u r e m e n t  n o is e  c o v a r ia n c e s .
3.3.2.3. Convergence control. A s  d is c u s s e d  in  S e c t io n  ( 2 .2 .2 .1 ) ,  th e  lo c a l  l in e a r  
a p p r o x im a t io n  u s e d  to  in c o r p o r a te  n o n l in e a r  m e a s u r e m e n t  m o d e ls  in to  th e  K a lm a n  f i l te r in g  
f r a m e w o r k  c a n  c a u s e  u n d e s i r a b le  f i l te r  b e h a v io r  in  th e  p r e s e n c e  o f  la rg e  s ta te  u n c e r ta in t ie s  
d u e  in - p a r t  to  c o v a r ia n c e  “ s n a p -d o w n .”  A s  th e  in f o r m a t io n  f lo w  f i l te r  r e l ie s  o n  th is  s a m e  
l in e a r iz a t io n  a p p r o a c h ,  i t  is  in h e r e n t ly  v u ln e r a b le  to  p e r f o r m a n c e  d e g r a d a t io n  c a u s e d  b y  
o v e r -c o n v e rg e n c e .  T h e  l in e a r iz a t io n  is s u e  is  a ls o  a  c o n t r ib u t in g  f a c to r  in  s t i f fn e s s  o f  th e  
O D E  in  E q . (3 .2 3 ) .  T h e  r e s u l t  is  th a t  p a r t i c le  “ v e lo c i t ie s ”  ( i.e . dj| in  E q . ( 3 .2 3 ) )  a t  th e  
b e g in n in g  o f  th e  f lo w  c a n  b e  s e v e ra l  t im e s  la r g e r  th a n  th o s e  to w a rd s  th e  e n d  o f  th e  flow . 
I n  th e  c a s e  o f  h ig h  u n c e r ta in t ie s  a n d  p r e c is e  m e a s u r e m e n ts ,  th e  p a r t i c le  v e lo c i t ie s  a t  th e  
b e g in n in g  o f  th e  f lo w  a r e  f u r th e r  in c r e a s e d ,  r e s u l t in g  in  th e  p o te n t ia l  fo r  th e  a f o r e m e n t io n e d  
o v e r - c o n v e rg e n t  b e h a v io r .  T h e  e n d  r e s u l t  is  p a r t i c le s ,  p a r t i c u la r ly  a t  th e  d is t r ib u t io n  ta i ls ,  
o v e r s h o o tin g  th e i r  c o r r e c t  p o s te r io r  lo c a t io n s  d u e  to  l in e a r iz a t i o n  e r ro r .
T o p r e v e n t  o v e r - c o n v e rg e n c e  a n d  th e  e f f e c ts  o f  th e  m o r e  g e n e r a l  p a r t i c le  f lo w  p r o b ­
le m  o f  s t i f fn e s s  in  th e  d i f f e r e n t ia l  e q u a t io n  g o v e r n in g  p a r t i c le  m o t io n  [1 9 ] , th e  n e e d  fo r  
a  c o n s ta n t  o r  m o r e  c o n s is te n t  f lo w  s p e e d  h a s  b e e n  e s ta b l i s h e d  [8 7 ]. S e v e ra l  m e th o d s  fo r  
a d d r e s s in g  th e s e  c o n c e r n s  in  p a r t i c le  f lo w  f i l te rs  h a v e  b e e n  p r e s e n te d ,  in c lu d in g  a d a p tiv e  
o r  h e te r o g e n e o u s  p s e u d o - t im e  d is c r e t iz a t io n  [2 9 , 3 0 ] . T h e  in f o r m a t io n  f lo w  f i l te r  c a n  a ls o  
m a k e  u s e  o f  th e s e  d is c r e t iz a t io n  m e th o d s  a s  w e ll  a s  th e  u n d e r w e ig h t in g  d e f in e d  in  S e c ­
t io n  ( 2 .2 .2 .1 ) ,  b u t  i ts  u n iq u e  f o r m u la t io n  b a s e d  o n  th e  p a r t i c le  m o d e s  o f  m o t io n  a l lo w s  fo r  
e x p lo r a t io n  o f  o th e r  a v e n u e s  fo r  p re v e n t in g  o v e r - c o n v e rg e n t  b e h a v io r .
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S e p a r a t io n  o f  th e  in f o r m a t io n  f lo w  p a r a m e te r s  a c c o r d in g  to  th e i r  r o le  in  e i th e r  
t r a n s la t io n  o r  c o n v e r g e n c e  o f  th e  s e t  p r o v id e s  a  c o n v e n ie n t  m e c h a n is m  f o r  im p le m e n t in g  
a  n o v e l  m o d if ic a t io n  to  r e d u c e  o v e r - c o n v e rg e n c e  in  th e  u p d a te .  C o n s id e r  th e  in f o r m a t io n  
f lo w  c o n t r a c t io n  p a r a m e te r  A in  E q . ( 3 .3 0 ) ,  d e f in e d  b y  th e  p s e u d o - t im e  r a te  o f  c h a n g e  o f  
th e  e n tro p y . I n t r o d u c in g  a  n e w  c o n t r a c t io n  e f f ic ie n c y , ^ ,  a l lo w s  f o r  d i r e c t  c o n t r o l  o f  th e  
m a g n i tu d e  o f  th e  c o n v e r g e n c e  [7 9 ]. T h e  m o t io n  o f  a  p a r t i c le  in  in f o r m a t io n  f lo w  th e n  
b e c o m e s
=  ^ A  (*  -  M) + ^  . ( 3 .4 0 )
V a lu e s  o f  ^  le s s  th a n  o n e  r e d u c e  th e  c o n t r a c t io n  o f  th e  p a r t i c le s ,  w h i le  v a lu e s  g r e a te r  th a n  
o n e  in c r e a s e  th e  c o n t r a c t io n  f o r  a  p a r t i c u la r  p s e u d o - t im e - s te p .  T h is  is  d i r e c t ly  r e la te d  to  
th e  c o n c e p t  o f  in f o r m a t io n  p r o c e s s in g  r u le  e f f ic ie n c y  d is c u s s e d  in  S e c t io n  (3 .2 ) ,  w h e r e  
th e  B a y e s ia n  s o lu t io n  is  o b ta in e d  f ro m  1 0 0 %  in f o r m a t io n  c o n s e r v a t io n  ( i.e . ^  =  1), a n d  
s u b o p t im a l i ty  r e s u l t s  f ro m  a n y  lo s s  o f  in f o r m a t io n  ( i.e . ^  <  1). V a lu e s  o f  ^  g r e a te r  th a n  
o n e , c o r r e s p o n d in g  to  th e  c a s e  o f  a d d in g  u n s u b s ta n t ia te d  in f o r m a t io n ,  a r e  th e r e f o r e  n o t  
c o n s id e r e d .
I t  s h o u ld  b e  n o te d  th a t  a l th o u g h  th e  d e f in i t io n  fo r  A is  id e n t ic a l  in  E q . (2 .7 8 a )  fo r  
G a u s s ia n  p a r t i c le  f lo w , its  c o n t r ib u t io n  th e r e in  is  a ls o  t ie d  to  th e  o th e r  f lo w  p a r a m e te r ,  
b in  E q . (2 .7 8 b ) ,  m a k in g  i t  im p o s s ib le  to  d i r e c t ly  m o d i f y  th e  p a r t i c le  f lo w  c o n v e r g e n c e  
r a te  w i th o u t  f ir s t  c h a n g in g  h o w  th e  tw o  p a r a m e te r s  a r e  d e f in e d . T h e  u n c o u p le d  p a r a m e te r  
d e f in i t io n s  in  th e  in f o r m a t io n  f lo w  f o r m u la t io n  g r a n ts  th e  a b i l i ty  to  d i r e c t ly  m a n ip u la te  th e  
u n c e r ta in ty  c o n v e r g e n c e  r a te .  T h is  a l lo w s  f o r  b e t te r  in f o r m a t io n  f lo w  f i l te r  p e r f o r m a n c e  
b y  “ s o f te n in g ”  th e  u p d a te  in  s i tu a t io n s  w i th  h ig h  u n c e r ta in ty  a n d  p r e c is e  m e a s u r e m e n ts ,  
w h e r e  th e  B a y e s ia n  u p d a te  w o u ld  in  f a c t  p r o v id e  u n d e s i r a b le  p e r f o r m a n c e  in  s u b s e q u e n t  
t im e  s te p s  d u e  to  l in e a r iz a t i o n  e r ro r .
In  th e  in te r e s t  o f  f u r th e r in g  th e  r o b u s t  f i l te r in g  c a p a b i l i t i e s  o f  in f o r m a t io n  flo w , a  
m a th e m a t ic a l ly  g r o u n d e d  b a s is  f o r  s e le c t in g  th e  c o n t r a c t io n  e f f ic ie n c y  p a r a m e te r  is  p r e ­
s e n te d .  W h i le  ^  c a n  b e  a  c o n s ta n t ,  a  m o r e  e f f e c t iv e  u s e  is  to  d e f in e  i t  a s  d e p e n d e n t  o n
75
pseudo-time and other flow-dependent quantities to provide variable convergence control 
when necessary and so as not to impede the flow otherwise. As the underlying purpose of 
convergence control is to lessen the aforementioned uncertainty snap-down, v can therefore 
most effectively be selected to control the pseudo-time rate of change of the uncertainty, i.e. 
djj. While this term can be computed analytically using the homotopy via Eq. (3.25), the 
realized pseudo-time rate of change of the uncertainty is determined solely by the particle 
motion.
In DeMars et al. [88], the temporal evolution of the entropy in a linearized system is 
used to detect nonlinear effects in the propagation of the uncertainty. Following that concept, 
the entropy, or more precisely its pseudo-time evolution, can be used to guard against 
particle contraction rates that produce undesirable, over-convergent behavior. Consider the 
two definitions for entropy evolution in Eq. (3.29), that is,
. a  A t = 2 tr {n -1  “ } .  (341)
As stated previously, although the covariance rate of change is ultimately the quantity that 
needs to be throttled, its realized rate of change is governed by the particles’ contraction, 
or more specifically, A. This gives rise to two avenues to define a suitable contraction 
efficiency based on constant covariance rate of change and constant entropy rate of change.
To produce a constant covariance (CC) rate of change threshold at the current 
pseudo-time step, An, values of n  and at points Acc (a user-selected control point) and
A„, respectively, can be used in Eq. (3.41) to define the contraction efficiency parameter,
V (An ) min t




where n -1Acc is given by evaluating Eq. (3.22a) at A = Acc and ( -jj and A \ n are given
by A = An in Eqs. (3.25) and (3.34), respectively.
Due to the logarithmic-homotopy underlying the flow definition, the covariance 
typically follows an exponential decay profile over the course of an update, especially in 
situations like the high-uncertainty updates that result in covariance snap-down. The entropy 
definition used in the denominator of Eq. (3.42) linearizes that profile over the interval An to 
Ac c  by assuming is constant. The resulting contraction efficiency produces the entropy 
rate of change AAcc = ^  (An ) AAn that satisfies the constant covariance rate of change 
constraint. For example, if Ac c  = 1, this defines AAn as the required entropy rate of change 
to produce the posterior covariance (at Ac c  = 1) assuming a constant rate of change for the 
covariance equal to that of the current pseudo-time step, i.e. I 1 . The threshold for
the convergence rate can be increased or decreased by selection of a different Ac c . That 
is, using values of Ac c  less than one allows for higher convergence rates while Ac c  >  1 
lowers the maximum allowable converge rate. Selection of Ac c  <  1 can produce values 
of ^  greater than 1 for An >  Ac c , necessitating the minimum check to constrain ^  on the 
interval ( 0 , 1 ] . It should be noted that by evaluating Eq. (3.42) at each A, the realized 
covariance rate of change is not constant, the assumption is used instead to linearize an 
exponential-rate profile and provide a limiter on the convergence rate. Furthermore, by 
limiting the particle convergence, the actual homotopy distribution covariance at A c c  (as 
provided by the particle spread) will not be equal to n Acc from evaluation of Eq. (3.22a) at 
A = A c c .
Another, perhaps less abstract, means of defining the contraction efficiency param­
eter is to directly limit the entropy rate of change at An based on a constant entropy (CE) 
rate of change at Ac ^ . A limit based on this direct entropy rate comparison is given by
^  (A n) =  m in  \ , 1 .0  , (3.43)
a a„ }
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such that when An < Ace , V (An) AAn = AAce. The contraction efficiency formulation in 
Eq. (3.43) directly limits the rate of convergence at the beginning of the flow, where the 
entropy rates can be very high, to that of a later pseudo-time step, resulting in slower 
convergence.
As is also the case with underweighting in an EKF application, the a posteriori 
mean and covariance estimates when using convergence control are not the same as their 
strictly Bayesian counterparts, as both methods discard some of the information provided 
by the measurements. However, the contraction efficiency parameter effectively constrains 
the particle velocities to prevent over-convergent behavior and produce more consistent 
velocities over a desired pseudo-time interval. The result is a more conservative estimate, 
in terms of the uncertainty magnitude, compared to the results obtained without modifying 
the Bayesian approximate solution.
3.3.2.4. Square-root multiplicative inform ation flow filter with convergence 
control. While each of the presented components can be implemented individually, com­
bining the elements of the multiplicative extension in Section (3.3.2.1), the factorized 
flow formulation in Section (3.3.2.2), and the convergence control capabilities in Sec­
tion (3.3.2.3), results in a robust, numerically stable information flow update capable of 
estimating attitude in a mathematically consistent manner. To clearly define the incorpora­
tion of these three components into a cohesive filter, a detailed explanation of the necessary 
elements and process is provided.
Consider an example set of estimated states comprised of a spacecraft's position, 
velocity, and attitude. While the position and velocity estimates can be propagated and 
updated using their Cartesian (or other appropriate) parameterizations, the attitude estimate 
is propagated using a reference quaternion and updated using a 3-component error angle 
parameterization. Let x*  = j**, X*, •••, * *Nx r be a set of i = 1 , . . . ,NX particles in which
78
th e  a t t i tu d e  s ta te s  o f  x * a r e  g iv e n  b y  a  q u a te r n io n .  S im ila r ly , l e t  m*x  b e  th e  m e a n  o f  th e  
p a r t i c le s  x X, w h e r e  th e  e le m e n ts  o f  m*x  c o r r e s p o n d in g  to  th e  a t t i tu d e  a r e  g iv e n  b y  th e  m e a n  
q u a te r n io n .
A s  th e  m u l t ip l ic a t iv e  in f o r m a t io n  f lo w  f o r m u la t io n  a c ts  o n  a t t i tu d e  e r r o r  p a r t i c le s ,  
n o t  d i r e c t ly  o n  a t t i tu d e  s ta te  p a r t i c le s ,  th e  a t t i tu d e  p a r a m e te r iz a t io n  in  x * a n d  m*x  m u s t  b e  
a d d r e s s e d  b e f o r e  th e  in f o r m a t io n  f lo w  u p d a te  c a n  b e  p e r f o rm e d .  F o r  th e  a t t i tu d e  q u a te r n io n  
q i o f  p a r t i c le  x X, th e  c o r r e s p o n d in g  s m a l l - a n g le  q u a te r n io n  is  c o m p u te d  u s in g  th e  m e a n  
q u a t e r n io n  q c o n ta in e d  in  m*x  v ia  E q . (3 .3 5 ) .  T h e n ,  E q . ( 2 .3 5 )  is  u s e d  to  p r o d u c e  th e  d e s i r e d  
s m a l l  r o ta t io n  v e c to r  b y  w h ic h  th e  a t t i tu d e  e r r o r  is  p a r a m e te r iz e d .  L e t  x  = {x i ,  x 2 , . . . ,  x n x } 
th e n  b e  th e  u p d a te  f o rm  o f  th e  p a r t i c le  s e t  x*.  T h a t  is ,  fo r  th e  e x a m p le  p o s i t io n ,  v e lo c ity ,  a n d  
a t t i tu d e  e s t im a t io n  p r o b le m ,  x i w o u ld  c o n ta in  th e  s a m e  p o s i t io n  a n d  v e lo c i ty  c o m p o n e n ts  
a s  x * a n d  th e  s m a ll  r o ta t io n  v e c to r  c o r r e s p o n d in g  to  th e  q u a t e r n io n  in  x X. T h is  r e s u l t s  in  x i 
b e in g  o n e  d im e n s io n  s m a l le r  th a n  x *. S im ila r ly , l e t  m x  b e  th e  f o rm  o f  m *x  u s e d  in  c o m p u t in g  
th e  u p d a te ,  m e a n in g  m x  c o n ta in s  th e  s a m e  m e a n  p o s i t io n  a n d  v e lo c i ty  e le m e n ts  a s  m x  a n d  
th e  m e a n  s m a ll  r o ta t io n  v e c to r .  A s  th e  a t t i tu d e  e r r o r s  a re  a s s u m e d  to  b e  z e r o -m e a n ,  th e  
th r e e  e le m e n ts  o f  m x  c o r r e s p o n d in g  to  th e  m e a n  s m a ll  r o ta t io n  v e c to r  w i l l  b e  z e ro .
F o r  th e  r e c e iv e d  m e a s u r e m e n t  z , th e  e x p e c te d  m e a s u r e m e n t  m z is  c o m p u te d  u s in g  
m*x  a lo n g  w i th  th e  m e a s u r e m e n t  J a c o b ia n  H , f o u n d  b y  l in e a r iz in g  th e  m e a s u r e m e n t  m o d e l  
a b o u t  m *x . T h e  c o r r e s p o n d in g  r e s id u a l  r  is  a ls o  c o m p u te d  u s in g  z a n d  m z fo l lo w in g  th e  
a p p r o p r ia te  a d d i t iv e  o r  m u l t ip l ic a t iv e  c o m p u ta t io n  in  E q s .  ( 2 .2 0 )  a n d  (2 .3 6 b ) ,  d e p e n d in g  
o n  th e  m e a s u r e m e n t  d e f in i t io n .  U s in g  th e  p a r t i c le  s e t  x  a n d  c o r r e s p o n d in g  m e a n  m x 
a lo n g  w i th  th e  s q u a r e - r o o t  f a c to r s  ( S R F s )  o f  th e  s ta te  a n d  m e a s u r e m e n t  n o is e  c o v a r ia n c e s  
in  E q . (3 .3 7 ) ,  th e  f u l l  s q u a r e - r o o t  m u l t ip l ic a t iv e  in f o r m a t io n  f lo w  f i l te r  ( S R M IF F )  u p d a te  
w i th  c o n v e r g e n c e  c o n t r o l  c a n  b e  c o m p le te d .  T h is  p r o c e s s  is  s u m m a r iz e d  a s s u m in g  c o n s ta n t  
c o v a r ia n c e  r a te  o f  c h a n g e  Ac c  c o n v e r g e n c e  c o n t r o l  a n d  E u le r  in te g r a t io n  w i th  p s e u d o - t im e  
s te p  s iz e  A  A in  A lg o r i th m  3.
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Algorithm 3: SRMIFF with convergence control 
Result: Information Flow Update 
input : x ,  m x , S - x , Sv,v , H , r , d c c , Ad 
/* Find the inverse state SRF at d e e




d  ^  0
while d  <  1 do
/* Compute flow parameters at current pseudo-time step
T 1
N  ^  qr ,-T |Vd h t s Tv,v
-1
-1v,vAd ^  N  (S-1vH N ) S 
Am,x ^  dKdr  
f  ^  mx + Amx 
d f  ^  Kd (r  -  HAmx )
A ^  -  2 Kd H




min 1 tr{ N-Ce N-C e (N-T N-1 HT S-Tv S-,1 HN-T N-1)} , 1 .0
V A
/* migrate particles 
for i =  1 : A x do
Ax,- ^  A  (x , -  f ) + df 
x ,  ^  x i + A d A x , 
end
/* Update pseudo-time








3.4. GAUSSIAN MIXTURE INFORM ATION FLOW
The information-theoretic Gaussian particle flow model in Section (3.3) has been 
shown to provide filtering solutions more robust than the EKF in Section (2.2.1), due to 
more conservative behavior in terms of convergence rate, resulting in better overall filter 
performance [79, 89]. As the information flow approach has been effectively demonstrated 
in estimating the state of a system characterized by Gaussian uncertainties, it is of interest 
to expand that model to encompass Gaussian mixture uncertainties. While other Gaussian
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mixture and Gaussian sum particle flows have been presented and demonstrated [27, 85], 
they are achieved at a large computational cost that diminishes one of the primary benefits 
of particle flows over other particle filtering methodologies, namely lower computational 
complexity [6]. The increased cost of these methods is due to the modeling of component 
interactions in the flow function. This allows the non-Gaussian state distribution to be 
modeled by a single set of particles from which a GM approximation can be made using 
clustering and expectation maximization to provide the necessary component means and 
covariances McLachlan and Peel [90]. However, foregoing the inclusion of component 
interactions in the particle motion model and handling the interaction terms separately 
could drastically reduce the computational burden.
To that end, the desired approach to develop the Gaussian mixture information 
flow, first presented in Ward and DeMars [91], is to follow the GMEKF framework of 
Section (2.3.2) and leverage the Gaussian information flow of Section (3.3) for estimating 
the component parameters.
3.4.1. Component Flow. For the posterior GM model at k -1  followingEq. (2.50a),
P (+ k -11 Zl:k - l )  = Y j W+x k - 1 Ps (x k- i ;  < k- 1’ CP + x ^ k- l )  >
i=1
x,k-1
each of the L+ k-1 components is taken to be modeled by a set of N+ particles that are 
propagated according to the state transition model in Eq. (2.50b),
Lc,k-1
P (x k |+k- 1) = 'Y j W c'Ik-1 Ps (+k; f k -1 (+ k- 1) + Wc'Ik-P (p c)c) k- 1) ,
7 = 1
and used to provide mean and covariance estimates via sample statistics. However, to reflect 
the GM noise model present in Eq. (2.50b), the predictive density in Eq. (2.53),
P  (+  k | Z 1:k- 1 ) Z  W+ k ° P s  (+  k ; m x t  ’ ( P - -+') ) k )
i=1
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with i = |1 , . . . ,L  - kJ components is determined by propagating Lc,k-1 copies of the predic­
tive density components with each copy subject to one of the j  = { l , ..., Lc,k- ^  Gaussian 
state transition noise models to produce the appropriate L-  k = Lc,k-1 • L+ k-1 component 
prior at k in accordance with the GMEKF approach (see Algorithm (2) for the GMEKF 
summary). That is, the propagation for the t th particle of the (i, j ) prior component is given 
by
: ,(i,j )
t,k f k -1 ( + c/k - 1 ,
where c'pk_x is a random noise drawn according to the j th state transition noise model of 
Eq. (2.50b).
Similarly, for the update stage of the filter, if the measurement noise model is assumed 
to follow the Lv,k component GM in Eq. (2.54), Lv,k copies of each of the particle sets 
describing the L-  k component prior are updated following the Gaussian information flow 
approach in Section (3.3), with each of the copies subjected to one of the j  = {1,..., Lv,k} 
measurement noise distribution components. This results in a definition for the homotopy 
distribution corresponding to the interaction between the ith prior and j th measurement 
noise components of
n (i,j) (x ) = p g(x; p (i,j ) , n (i,J)) , (3.44)
where again the explicit notation of the time index is dropped for convenience. As the 
component updates under the GMEKF approach are independent of one another, the pseudo­
time propagation of the homotopy distributions can be accomplished separately using 
Gaussian information flow. That is, the ODE for the ^th particle of the ( i , j ) homotopy 
component is given by
dX^7') 
dd
A (i,j ) (X(i,j )t -  p (iJ)) +




where the contraction-related terms are
a  (iJ) = - 1  n (iJ) h t (p $ 'J  1 h  
n (i,f) = n  ̂  |  (p ;;Xi)) -1 m~,(i) + m r  
n (i,j) = ( (p ; ^  )'-1 + a h t (p ^ )  -1 h 1
-1




and the pseudo-time rate of change of the parameters are





,(i)m x () + d H 1 Pt  p (f)
1
(z  +  m J] ))
+ n (i,f)H t ( p g )  (z (i) + m i f)) , (3.47)
)—1 H n (iJ ) . (3.48)
It should be noted that, again, in the case of a nonlinear measurement model, the previously 




- n (iJ) h t
(i)
<z°z -  m z + H m
- ( i )
x
where mZi) = h (m -,(i)) and the measurement model Jacobian is determined with respect to 
the respective prior component mean m -,(i).
Alternatively, the linear gain form of Section (3.3.1) can be extrapolated to the GM 
case. Following Eq. (3.31), the ( i , f ) component gain is
K (i,j ) = n (i,f) h t (p  (j ) = p - ,(i)
-1




For the additive residual,
r (i,f) = z + mi j) -  m f  ,
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the linear gain forms of Eqs. (3.32) and (3.33) can also be extended to the ( i , j ) homotopy 
component mean and corresponding pseudo-time rate of change to provide
H(iJ) = m- ’ (i) + A K f j) r (iJ) (3.50a)
(3.50b)
Similarly, the linear gain form of Eq. (3.34) becomes
A (iJ) = - 1 K iJ) H , 2 a (3.51)
to produce the component-specific entropy rate of change.
Regardless of which form (linear gain or not) is used to compute the flow param­
eters, in the event of a nonlinear measurement model, the local linear approximation by 
FOTSE is applied using the measurement model Jacobian. The linearization is performed 
about the appropriate prior component mean, m -,(i) to replace H  in Eqs. (3.46)-(3.48) or 
Eqs. (3.49), (3.50b), and (3.51).
With all of the necessary elements established for the particle motion, the process 
for computing the GM component flow under a nonlinear measurement model is as follows. 
For the ith prior component and j th measurement noise component, the particle set x (iJ') = 
j x (iJ'), x ^ ’7'),..., xx ’J') j  is initialized as the prior set x -,(i). The component prior mean 
m -,(i) and covariance are computed by sample statistics of the particle set following
Eqs. (2.64) and (2.65). The Jacobian H  is computed from the nonlinear measurement 
model with respect to the ith prior component mean, along with the modified measurement 
z ^  z -  m  j ) + H m -’(i), if the linear gain form is not used. Then, for each pseudo-time step 
between 0 and 1, the (i, j ) flow components in Eqs. (3.46)-(3.48) or Eqs. (3.49)-(3.51) are 
found such that the motion of each £ e {1 , . . . ,Nx } particles in x (iJ') can be determined using 
Eq. (3.45). The cycle for propagating the x (iJ') set can begin again at the next pseudo-time 
step with the computation of the ( i , j ) flow components. This process, starting with the
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initialization of x (iJ'), is repeated for each i e  {1,..., L“ } and j  e  { 1,..., Lv} to produce 
the L+ = L-  • Lv component posterior GM, each component of which is approximated by its 
own corresponding Nx particle set. Note, the particle sets corresponding to each component 
need not be the same size; however, the uniform Nx set size is assumed here for convenience 
as variation in the individual component particle set sizes is not pertinent to this discussion. 
As with the Gaussian information flow definition of Section (3.3), the particles need not be 
resampled at this or any other point in the filter and can be immediately propagated through 
time to the next measurement to begin the update cycle again.
3.4.2. Weight Homotopy. With the update for the component particles and thus the 
corresponding parameters detailed in Section (3.4.1), the focus now turns to establishing an 
appropriate homotopy on the weights. This is accomplished by leveraging the information 
potential from Section (3.1.1) to provide an information-theoretic equivalent to the weight 
update in Eq. (2.63).
The cross-information potential between two arbitrary pdfs, p  (x ) and q (x ) , is 
defined in Eq. (3.5). If p  (x ) and q (x ) are taken to be the GMs in Eqs. (2.8) and (2.11), the 
cross-information potential can be defined in closed form using Eq. (2.12) for the expectation 
of one GM with respect to another. This result can be written in quadratic form as
V2 [ p (x ) | | q (x ) ]  = w Tx  r  P (x)|q  (x) ̂ x
where wx = [wjr1),..., w (xLx)]x and w'x = [wx(1),..., w ,̂(Lx)]x are the vectors of the corre­
sponding p  (x) and q (x) GM component weights and r p(x)|q(x) is the matrix of component- 
specific cross-information potentials, with the ( i , j ) element given by
p  (i,j) 
p (x)|q (x) p g ( m
(i). ',( i ) n (i), m , P + P ^ ( hx,x +  A x,x ) 9 (3.52)
where p g denotes the unnormalized Gaussian.
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I f  p  (x )  a n d  q  (x )  a r e  in s te a d  ta k e n  to  b e  th e  p r io r  a n d  m e a s u r e m e n t  l ik e l ih o o d  
d e n s i ty  m o d e ls  in  E q s .  (2 .5 3 )  a n d  (2 .5 4 ) ,  th e  c r o s s - in f o r m a t io n  p o te n t ia l  in  E q . (3 .5 )  is  th e  
in te g r a l  f o rm  o f  H o ’s e q u a t io n  in  E q . (2 .4 8 ) ,  a n d  th e  c o m p o n e n t- s p e c i f ic  e l e m e n ts  g e n e r a l ly  
d e f in e d  in  E q . ( 3 .5 2 )  a r e  g iv e n  b y  th e  g a in  in  E q . (2 .6 0 ) .  T h is  r e s u l t  c a n  b e  u s e d  to  p r o d u c e  
a  w e ig h t  u p d a te  e q u iv a le n t  to  E q . (2 .6 3 )  as
w +> (i,j)x
w x
(i) w (j ) -ph 'J)L p (x)|p (z |x)
V2 [p (x ) | |p (zIx)]
(3 .5 3 )
w h e r e
■p(iJ ) 
p (x)| p (z |x) Pg ( m
(i) z + m (j ) HP-X" h t + P (j ))+  A V,V )
^2  [p  ( x ) | |  p  (Z | x ) ]  =  W ^ p (x'^p(z |x) Wv .
(3 .5 4 a )
( 3 .5 4 b )
This casts the weight update for component ( i , j ) as the potential induced by prior component 
i in the space specified by measurement likelihood component j  relative to the average 
induced potential. That is, equivalent to Eq. (2.63): components with higher component- 
specific cross-information potential result in higher posterior weights, and lower component- 
specific cross-information potentials result in lower posterior weights.
3.4.2.I. Single homotopy flow. While Eq. (3.53) provides an information potential 
perspective on the GM weight update, it is not defined relative to the homotopy on new 
information. Following a similar approach to that of the particle flow formulation in 
Eq. (2.70), a logarithmic homotopy on Eq. (3.53) can be used to determine the weight 
values relative to the pseudo-time via
log(wX ’J))  = log ( w - ’(i)) +  A ( log ( Epi’X))|p (z |x )) +  log ( w VJ))  -  log ( V 2[p (x ) Hp (z |x ) ] ) )  ,
(3.55)
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where the second term encompasses all new information into the system regarding com­
ponent interactions. This logarithmic form ensures that the weight homotopy follows 
similar logarithmic behavior to that of the component homotopies in Eqs. (3.46)-(3.48) 
or Eqs. (3.49)-(3.51), where new information is governed by the expected logarithmic- 
likelihood. The pseudo-time rate of change of the weights can then be found from Eq. (3.55) 
to provide the logarithmic weight update ODE,
d log (w x ,J)) 
dd = log( r P(X)|p (z \X)) + log (W v )) -  log (V2 [P (x  ) || p (Z | x)]) ,
(3.56)
such that for Euler integration with pseudo-time step size Ad, the homotopy distribution 
weights at d + Ad are given by
w F  ) (d + Ad) log( w P (d ) )+ A d  ̂
(j,f)
(3.57)
to complete the development of the Gaussian mixture information flow filter (GMIFF). With 
the weight update of Eq. (3.55), the homotopy weights are given by their respective prior 
values at d = 0, the posterior weights at d = 1, and can be propagated through pseudo-time 
using Eq. (3.56). It should be noted that although the unity constraint of Eq. (2.9) is enforced 
at d = 0 and d = 1, the homotopy weights at any d between 0 and 1 must be re-scaled if 
they are desired for other computations such as examination of estimation error behavior 
over the course of the update, or the flow is stopped before d = 1.
3.4.2.2. Dual homotopy flow. The component and weight updates for the Gaussian 
mixture extended Kalman filter in Eqs. (2.55) and (2.63) are determined such that their 
respective computations are independent. However, the weights and component parameters 
are functionally linked in approximating the Bayesian posterior distribution. This presents 
an interesting dichotomy when considered in the context of independent parameter and 
weight updates of the GMEKF if the parameters are not Bayes’ optimal.
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Consider a GMEKF update under some conditions such that the result is not the 
Bayes’ optimal solution. This may occur for a multitude of reasons, such as nonlinear 
measurement models in updates with large state uncertainties that may degrade the system’s 
adherence to the underlying linear approximation, or in the presence of underweighting, 
summarized in Section (2.2.2.1), through which the magnitude of the linear gain in Eq. (2.57) 
is reduced by some prescribed factor to prevent undesirable filter behavior in nonlinear 
problems [43,45]. The result, whether by intentional or unintentional processes, is a solution 
for the mean and covariance based on an imperfect or inefficient processing of information 
relative to the Bayesian solution. Since the weights are not functionally dependent on the 
posterior component parameters, no knowledge of a suboptimal result for the mean and 
covariance is reflected by a change in the corresponding weight. So while any number 
of posterior component parameters may be suboptimal, the posterior weights are agnostic 
to this result. That is, a posterior component is given the same influence in the GM 
model regardless of its adherence to optimality. However, in the GM information flow 
update, a departure of the components from optimality can be reflected by first defining an 
independent homotopy for the weights and then modeling its relationship with the original.
The homotopy for the means and covariances in Eqs. (3.46b) and (3.46c) is defined 
such that at A = 0 they are the prior mean and covariance and at A = 1 they are the Bayesian 
posterior mean and covariance. As stated previously, if the information input to the system 
is modified in the component update by underweighting or some other process, the posterior 
components will be suboptimal. However, with no knowledge of this modified information 
provided to the weight update, using the single homotopy definition (i.e. explicit formulation 
in terms of A) for the weight update in Eq. (3.55) results in these suboptimal components 
being associated with optimal weights. To address this issue, define a new homotopy on 
the weight update with component-specific pseudo-time parameter n,j e [0, 1] such that
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Eq. (3.55) becomes
log ( W{x ’])) = log (W-  ’(l)) + Tij (log ( r ^ i  P (z|x)) + log( W iJ)) -  log (V 2 [p (x )|| P (Z | x  )])) .
(3.58)
The weight ODE and update for Euler integration in Eqs. (3.56) and (3.57) can also be given 
in terms of t  j  by differentiating Eq. (3.58) with respect to t  j  to provide,
d logd TWX ) =  lo g ( r Pi(X)|p (z |x )) +  l o g ( WV  ) ) -  l o g  (V 2 [P (x ) |1  P (Z 1 x ) ] )  
i, 1
W
(i(1) (Tu + a  Ti,i) = e lo g  W?J , (T,J ) ) +AT.J
(3.59a)
(3.59b)
The purpose in developing separate homotopies for the weights is to functionally link 
them with their corresponding components, such that suboptimality in one is reflected in 
the other. The new component-specific weight homotopies, or t  j -homotopies collectively 
for convenience, must be explicitly defined such that they adhere to the same fundamental 
conditions as the original T-homotopy. That is, they must provide the prior values at t  j  = 0 
and the Bayes’ optimal values at t -j  = 1. In terms of their relation to the T-homotopy, they 
must be monotonically increasing proportional to T, such that changes in either pseudo­
time parameter can be functionally mapped to the other. This ensures that deviations from 
optimality in the corresponding component parameters can be appropriately reflected in the 
weight. To that end, consider the Shannon entropy of a distribution, defined in Eq. (3.7) 
for the general case. For a Gaussian, such as the (i, j ) component homotopy distribution in 
Eq. (3.44), the differential Shannon entropy is given by
H s n (iJ') (x ) 2 log ( |2 n e n (l,J)^ ,
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w ith  th e  h o m o to p y  c o v a r ia n c e  f o u n d  a t  a  g iv e n  A v ia  E q . (3 .4 6 c ) .  B y  d e f in i t io n ,  th e  
e n t r o p y  o f  th e  h o m o to p y  d is t r ib u t io n  u n d e r  th e  G a u s s ia n  a s s u m p t io n  is  o n ly  f u n c t io n a l ly  
d e p e n d e n t  o n  its  c o v a r ia n c e ,  a n d , o v e r  th e  c o u r s e  o f  a n  u p d a te ,  i t  w i l l  o n ly  e v e r  d e c r e a s e  
w h e n  n e w  in f o r m a t io n  is  a d d e d  to  th e  s y s te m . T h is  fo llo w s  th e  r e la t io n s h ip  e s ta b l is h e d  
w i th  th e  c o n d i t io n a l  e n t r o p y  in  E q . (3 .1 0 ) ;  so  lo n g  a s  th e  m e a s u r e m e n t  is  n o t  in d e p e n d e n t  
o f  th e  s ta te  ( in  w h ic h  c a s e  th e r e  w o u ld  b e  n o  u p d a te ) ,  th e  e n t r o p y  o f  th e  d is t r ib u t io n  is  
g u a r a n te e d  to  d e c r e a s e .  T h is  s a t is f ie s  s e v e ra l  o f  th e  p r e v io u s ly  s ta te d  n e c e s s a r y  c o n d i t io n s  
f o r  th e  Tij - h o m o to p ie s .  N a m e ly ,  th e  v a lu e s  ( in  th is  c a s e  e n t r o p ie s )  o f  th e  p r io r  a n d  p o s te r io r  
c o m p o n e n ts  a re  r e c o v e r e d  a t  A =  0  a n d  A =  1, a n d  i t  v a r ie s  m o n o to n ic a l ly  w i th  A, a l th o u g h  
in v e rs e ly  so .
T h e  r e m a in in g  c o n s t r a in t  fo r  m o n o to n ic a l ly  in c r e a s in g  v a lu e s  c a n  b e  s a t is f ie d  b y  
in s te a d  c o n s id e r in g  th e  c h a n g e  in  e n t ro p y  a t  A p r o p o r t i o n a l  to  th e  to ta l  c h a n g e  p r o v id e d  b y  
th e  B a y e s ia n  s o lu t io n .  T h is  g iv e s  a  v a l id  d e f in i t io n  fo r  Ti j  a s  th e  c h a n g e  in  e n t r o p y  b e tw e e n  
th e  p r io r  a n d  h o m o to p y  d is t r ib u t io n  a t  A, p r o p o r t i o n a l  to  th a t  o f  to ta l  c h a n g e ,  o r
A =  1, w h ic h  is  ta k e n  to  b e  th e  B a y e s ’ o p t im a l  c o v a r ia n c e .  E q u iv a le n t ly ,  u s in g  th e  g e n e r a l  
e n t r o p y  r a te  o f  c h a n g e  d e f in i t io n  f o r  th e  f lo w  p a r a m e te r  A  in  E q . (3 .2 9 ) ,  th e  t  j  p s e u d o - t im e  
s te p  s iz e  c a n  b e  g iv e n  as
lo g  ( | n ^ ) | )  -  lo g  ( | p ; f | )
(3 .6 0 )
J  i o g ( i P + i iV’ i) -  i o g ( j p ; i i , j ) '
w h e r e  P - ,’* ’ a n d  P + ’* ’ a r e  g iv e n  b y  th e  i th p r io r  c o m p o n e n t  c o v a r ia n c e  a n d  E q . (3 .4 6 c )  a t(i)
tr{  A  (i’> ’ }AA
(3 .6 1 )
i o g ( i p + y '  ’ i)  -  l o g ^ p - f i ) '
T h e  Ti, j - h o m o to p ie s  fo r  th e  w e ig h ts  th e n  r e f le c t  th e  f r a c t i o n  o f  n e w  in f o r m a t io n  in c o r p o r a t e d  
in to  th e  c o m p o n e n t  u p  to  A w i th  r e s p e c t  to  th e  to ta l  a m o u n t  o f  n e w  in f o r m a t io n  n e c e s s a r y  
to  p r o d u c e  th e  B a y e s ia n  s o lu t io n .  W h i le  i t  w o u ld  b e  e q u a l ly  v a l id  to  d e f in e  Tij  d ir e c t ly
90
f r o m  th e  h o m o to p y  c o v a r ia n c e  u s in g  E q . ( 3 .6 0 ) ,  th e  f lo w  p a r a m e te r  A (io ) is  p r e f e r r e d  fo r  
tw o  p r im a r y  r e a s o n s .  F ir s t ,  i t  is  d i r e c t ly  u s e d  f o r  th e  p a r t i c le  m o t io n  v ia  E q . (3 .4 5 ) ,  a n d  
i ts  u s e  a l lo w s  f o r  th e  r e in t r o d u c t io n  a n d  r e v is i t in g  o f  a  p r e v io u s  d e v e lo p m e n t  f o r  G a u s s ia n  
in f o r m a t io n  flow .
3.4.2.3. Entropic homotopy flow. A  m e a n s  o f  p r e v e n t in g  o v e r - c o n v e rg e n t  b e h a v ­
io r  in  th e  G a u s s ia n  in f o r m a t io n  f lo w  “ d y n a m ic s ”  is  d e v e lo p e d  in  S e c t io n  ( 3 .3 .2 .3 )  b y  
in c o r p o r a t io n  o f  a n  a d d i t io n a l  f lo w  p a r a m e te r  ^  in  E q . ( 3 .4 0 )  to  l im i t  th e  c o n t r a c t io n  o f  th e  
p a r t i c le  se t. T h e  d u a l  h o m o to p y  f r a m e w o r k  o f  S e c t io n  (3 .4 .2 .2 )  c a n  a ls o  b e  le v e r a g e d  to  
p r e v e n t  o v e r - c o n v e rg e n c e  in  th e  f lo w  b y  l im i t in g  th e  e n t ro p y  c h a n g e  o n  a  g iv e n  p s e u d o - t im e  
s te p .
C o n s id e r  th e  r e la t io n s h ip  b e tw e e n  a  c o m p o n e n t- s p e c i f ic  A t;j  a n d  th e  g lo b a l  ( i.e . 
s h a re d  a c r o s s  a l l  c o m p o n e n ts )  A d  p s e u d o - t im e  s te p s  in  E q . (3 .6 1 ) ,  w h e r e  t r { A ^ o '^ A d  is  
th e  e n t r o p y  c h a n g e  o f  th e  (i , j ) c o m p o n e n t  d u e  to  th e  c h a n g e  in  d .  I f  th is  r e la t io n s h ip  is  
in v e r te d  to  d e f in e  a  c o m p o n e n t- s p e c i f ic  d i,j d e p e n d e n t  o n  a  g lo b a l  t i .e . ,
lo g  ( | p j £ ’7M  -  lo g  ( \P - P l )
A d i / =  A t ------1 .. V , (3 .6 2 )
’  tr{ A  (i’J) }
i t  l im i ts  th e  s te p  s iz e  o f  th e  d i,y -h o m o to p ie s  to  th a t  w h ic h  w o u ld  p r o d u c e  a  A t f r a c t io n  
o f  th e  to ta l  e n t r o p y  c h a n g e . T h e  r e s u l t  is  a  c o n s ta n t  e n t r o p y  in te g r a t io n  o f  th e  f lo w  f o r  
e a c h  c o m p o n e n t ,  c o n s t r a in e d  s u c h  th a t  th e  p a r t i c le  c o n v e r g e n c e  d o e s  n o t  e x c e e d  th a t  w h ic h  
p r o d u c e s  th e  B a y e s ia n  s o lu t io n .  T h is  r e s u l t  a ls o  f u r th e r s  o n e  o f  th e  p r im a r y  g o a ls  b e h in d  
th e  o r ig in a l  G a u s s ia n  in f o r m a t io n  f lo w  f o r m u la t io n ;  n a m e ly ,  to  d e f in e  f lo w  v a r ia b le s  su c h  
th a t  th e y  a re  a n a lo g o u s  to  p h y s ic a l  p r o c e s s e s  m o t iv a t in g  p a r t i c le  m o tio n .  W i th  th e  e n t ro p y -  
d e p e n d e n t  flo w , th e  v a r ia b le  s te p  s iz e  in te g r a t io n  is  g r o u n d e d  in  th e  r a te  a t  w h ic h  n e w  
in f o r m a t io n  is  in c o r p o r a t e d  to  p r e v e n t  p a r t i c le  a n d  w e ig h t  “ v e lo c i t ie s ”  th a t  c o u ld  c a u s e  
o v e r -c o n v e rg e n c e .  T h is  is  e s p e c ia l ly  b e n e f ic ia l  a t  th e  b e g in n in g  o f  th e  f lo w  w h e r e  p a r t i c le  
“ v e lo c i t ie s ”  h a v e  b e e n  o b s e r v e d  to  b e  s ig n i f ic a n t ly  h ig h e r  c o m p a r e d  to  l a te r  p s e u d o - t im e
91
s te p s  [8 7 ]. B y  u s in g  th e  e n t r o p y  c h a n g e  l im i t  in  d e te r m in in g  th e  s te p  s iz e , e a r l ie r  p s e u d o ­
t im e  s te p s  ( w h e re  th e  e n t r o p y  r a te  o f  c h a n g e  is  h ig h e r )  h a v e  s m a l le r  c o r r e s p o n d in g  s te p  
s iz e s ,  a n d  th e  s te p  s iz e  in c r e a s e s  w i th  p s e u d o - t im e  p r o p o r t i o n a l  to  th e  d e c r e a s in g  e n t ro p y  
r a te  o f  c h a n g e .
T h e  d i r e c t  d e p e n d e n c y  o f  th e  f lo w  p a r a m e te r s  a n d  in te g r a t io n  o n  th e  e n t r o p y  c h a n g e  
o f  th e  s y s te m  a ls o  p r o v id e s  a  c o n v e n ie n t  a v e n u e  fo r  f u r th e r  p r e v e n t io n  o f  o v e r -c o n v e rg e n c e .  
W h i le  t  is  n o m in a l ly  d e f in e d  o n  th e  in te r v a l  f ro m  0  to  1, a  Tmax 6  ( 0 ,1 ]  c a n  b e  s e le c te d  
s u c h  th a t  th e  f lo w  is  in te g r a te d  f ro m  0  to  Tmax. W h i le  th e  Tmax = 0  c a s e  is  n o t  e x c lu d e d  
b y  d e f in i t io n ,  th is  c o r r e s p o n d s  to  th e  n o  u p d a te  s c e n a r io  a n d  is  th e r e f o r e  n o t  c o n s id e r e d  
h e re .  T h is  l im i t  o n  th e  in te r v a l  d i r e c t ly  c o r r e s p o n d s  to  a  l im i t  o n  th e  e n t ro p y  c h a n g e  o f  
Tmax • 1 0 0 %  o f  th e  B a y e s ’ o p t im a l  to ta l .  S u c h  a  l im i t  c a n  b e  u s e d  to  s lo w  f i l te r  c o n v e r g e n c e  
in  th e  p r e s e n c e  o f  h ig h  s ta te  u n c e r ta in ty  o r  to  a c c o u n t  fo r  s k e p t ic is m  in  th e  c h a r a c te r iz a t io n  
o f  th e  m e a s u r e m e n t  n o is e  d is t r ib u t io n .
3.4.3. Gaussian M ixture Inform ation Flow Filter. U s in g  th e  p r e c e d in g  d e v e lo p ­
m e n ts  f o r  th e  G a u s s ia n  m ix tu r e  c o m p o n e n t  a n d  w e ig h t  f lo w s , th e  f u l l  G a u s s ia n  m ix tu re  
in f o r m a t io n  f lo w  f i l te r  ( G M IF F )  c a n  b e  a s s e m b le d .  F r o m  th e  w e ig h t  h o m o to p y  f o r m u la ­
t io n s  a b o v e , th r e e  p r im a r y  o p t io n s  a r e  a v a i la b le  fo r  d e f in in g  th e  flo w : s in g le  h o m o to p y  
in  S e c t io n  ( 3 .4 .2 .1 ) ,  d u a l  h o m o to p y  w i th  c o m p o n e n t- s p e c i f ic  t  j  in  S e c t io n  ( 3 .4 .2 .2 ) ,  a n d  
d u a l  h o m o to p y  w i th  c o m p o n e n t- s p e c i f ic  Ai j  in  S e c t io n  (3 .4 .2 .3 )  w i th  o r  w i th o u t  a  v a r ia b le  
m a x im u m  e n t r o p y  c o n s t r a in t .  T h e  la t te r  o f  th e s e  o p t io n s  is  d e ta i l e d  in  A lg o r i th m  4  f o r  a n  
a r b i t r a r y  Tmax .
T h e  p r o c e s s  fo r  c o m p u t in g  th e  G M I F F  u p d a te  w i th  th e  d u a l  h o m o to p y  f o rm  o f  
S e c t io n  (3 .4 .2 .3 )  r e q u ir e s  th e  L -  p a r t i c le  s e ts ,  w h e r e  th e  i th s e t  is  x ~ ,(i>, th e  a s s o c ia te d  G M  
c o m p o n e n t  p a r a m e te r s  f o u n d  v ia  s a m p le  s ta t is t ic s ,  th e  m e a s u r e m e n t  z  a n d  m e a s u r e m e n t  
n o is e  G M  d e f in e d  in  E q . (2 .5 4 ) ,  th e  to ta l  a n d  c o m p o n e n t- s p e c i f ic  in f o r m a t io n  p o te n t ia ls  
in  E q s .  (3 .5 4 ) ,  a  g o v e r n in g  p s e u d o - t im e  s te p  s iz e  A t 0 , a n d  a  d e s i r e d  Tmax. F ro m  th e re ,  
G a u s s ia n  in f o r m a t io n  f lo w  w i th  th e  Ai,J-- h o m o to p ie s  is  d e ta i l e d  f o r  e a c h  o f  th e  L+ =  L -  • L v
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h o m o to p y  c o m p o n e n ts  a s  g o v e r n e d  b y  th e  g lo b a l  r  h o m o to p y  fo r  th e  w e ig h ts .  T h e  r e s u l t  is  
th e  p o s te r io r  L+ p a r t i c le  s e ts  ) a n d  th e  a s s o c ia te d  u n n o r m a l iz e d  p o s te r io r  c o m p o n e n t
w e ig h ts  w + . I t  s h o u ld  b e  n o te d  th a t  th e  s p e c if ic  la y o u t  p r e s e n te d  in  A lg o r i th m  4  is  n o t  
in te n d e d  a s  a  s u g g e s t io n  o f  a n  o p t im a l  c o d e  s tr u c tu re ,  in  te r m s  o f  e f f ic ie n c y , b u t  r a th e r  to  
c le a r ly  c o m m u n ic a te  th e  u n d e r ly in g  p r o c e s s e s  o f  th e  d u a l  h o m o to p y  flow .
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A l g o r i t h m  4 :  Dual Homotopy Gaussian Mixture Information Flow Update
: v -,(i={l,...,Lx }), m - ’(H  !.....i - }) , p ~- ( j ={ U -G } )i n p u t  : x  ,(i 1 ) , m
(j={1,...,Lv }) ()={1,...,LV })
Z, Wv'(j ={1,...,Lv })
m
f o r  i = 1 : L -  d o
) , p v,v , r m A r 0, ^2  [ p  (-^ ) |1 P  (Z 1x ) ] , T p (x )|p (z |x)
/ *  Compute J a c o b ia n  and e x p e c te d  m easu rem en t
H
dh( x)
dx - , (i) ' x=mX ( )
m (i) h  ( m - ’(i))
f o r  j  = 1 : L v d o
/ *  I n i t i a l i z e  p a r t i c l e  s e t  and com pute r e s i d u a l
x (i,j ) ^ - ,(i) ; p (i,j) Z +  m (j ) m
(i)
/ *  I n i t i a l i z e  hom otopy  w e ig h t and  p a r a m e te r  v a lu e s
(i,j ) 1 ...,x >(i)w LV W x 0 ; Xi,j  ^  0
dlo8(rw* J)) ^  l o g ( r p i’X))|p(Z |x)) +  l o g ( w VJ ))  x  lo g  ( ^ 2 [P ( x ) j |P (Z jx ) ] )dr;,
/ *  Compute t h e  B a y e s ' o p t im a l  c o v a r ia n c e
-1
p + ,x ’'7 ) ^ ( p - ; X i))  * +  h t  ( p V f
w h i l e  r  <  r max d o
H
/*  Compute G a u s s ia n  in f o r m a t io n  f lo w  p a r a m e te r s
1
1 -
A (io ) ^  -
p  (l;J) = m]
dp (i;/)
>- ;(i) \  u T
x,x
■1 K f j) H
- ,(i) a - k (i;7)r (i;i)x + Aio  Ka r
H T A i j  H p - f  H t  +  p g
da,-. * T  i r
(i’>) r  (i,y) _ a HK'X J r(i’j ) r  (i,y)
/*  F in d  p s e u d o - tim e  s t e p s  
A t  ^  m in ( A r o , rmax -  r)
A 1 At ( l ° g (  | p i ;  ̂ J - l o g j  | p - ;® |
A a i ’> * tr{ A  (U ) }
/ *  I n t e g r a t e  t h e  p a r t i c l e  s e t
f o r  n  = 1 : Nx d o
-.(i,j ) n/-J' + Aa,.y (a M (  x  n x ' -  p  <î  >) +
e n d
/*  I n t e g r a t e  t h e  hom otopy  w e ig h t and p se u d o  tim e
w (i,j ) =  l°g( w jP(T))+A T dl°8(# ^(r  + At ) 











4. SIMULATIONS AND RESULTS
T h e  f o l lo w in g  s e c t io n s  p r e s e n t  a n d  a n a ly z e  th e  p e r f o r m a n c e  o f  th e  G a u s s ia n  a n d  
G a u s s ia n  m ix tu r e  in f o r m a t io n  f lo w  f i l te r  a r c h i te c tu r e s  in  th r e e  c h a l le n g in g  p r o b le m s .  T h e  
f ir s t  s im u la t io n  in  S e c t io n  (4 .1 )  a p p l ie s  th e  m u l t ip l ic a t iv e ,  f a c to r i z e d ,  a n d  c o n v e r g e n c e  
c o n t r o l  e x te n s io n s  to  th e  in f o r m a t io n  f lo w  f i l te r  s u m m a r iz e d  in  S e c t io n  (3 .3 .2 .4 )  to  a  lu n a r  
d e s c e n t  to  la n d in g  n a v ig a t io n  p r o b le m . T h e  n e x t  s im u la t io n  in  S e c t io n  (4 .2 )  f u r th e r s  th e  
in v e s t ig a t io n  a n d  a n a ly s is  o f  th e  p r o p o s e d  c o n v e r g e n c e  c o n t r o l  m e th o d s  in  S e c t io n  (3 .3 .2 .3 )  
th r o u g h  a n  o r b i t  d e te r m in a t io n  s c e n a r io .  T h e  f in a l  s im u la t io n  in  S e c t io n  (4 .3 )  p r e s e n ts  
th e  c la s s ic  f a l l in g  b o d y  t r a c k in g  p r o b le m  w i th  a  h a n d f u l  o f  m o d if ic a t io n s  to  c o m p a r e  a n d  
c o n t r a s t  th e  G a u s s ia n  m ix tu r e  in f o r m a t io n  f lo w  a p p r o a c h e s  d e v e lo p e d  in  S e c t io n  (3 .4 )  to  
th e  G a u s s ia n  m ix tu r e  e x te n d e d  K a lm a n  f i l te r  in  S e c t io n  ( 2 .3 .2 ) .  W h i le  th e  th r e e  s im u la t io n s  
th a t  fo l lo w  d if f e r  w id e ly  in  te rm s  o f  th e  p r o b le m  s p e c if ic s ,  th e  c o r r e s p o n d in g  p e r f o r m a n c e  
a n a ly s is  fo r  e a c h  is  f o c u s e d  p r im a r i l y  o n  e x a m in in g  c o n s is te n c y  a n d  i ts  r e la t io n s h ip  to  
d i f f e r e n t  s e le c t io n s  f o r  th e  f i l te r  a r c h i te c tu r e .
4.1. DESCENT TO LANDING NAVIGATION
T h e  s q u a re - r o o t ,  m u l t ip l ic a t iv e  in f o r m a t io n  f lo w  f i l te r  ( S R M IF F )  w i th  c o n v e r g e n c e  
c o n t r o l  s u m m a r iz e d  in  S e c t io n  (3 .3 .2 .4 )  is  te s te d  in  a  lu n a r  d e s c e n t - to - la n d in g  s c e n a r io  
s im i la r  to  th e  o n e  d e ta i l e d  in  W a rd  e t  al. [9 2 ]. T h e  t r a je c to r y  b e g in s  a t  r o u g h ly  5 0  k m  
a l t i tu d e ,  t r a v e l in g  n o r th e a s t  a n d  e n d s  3 0  m  a b o v e  th e  s u r fa c e  j u s t  s o u th w e s t  o f  B e e r  c r a te r  
a p p r o x im a te ly  3 3  m in u te s  la te r .  T h e  t r a je c to r y  c o n s is ts  o f  tw o  p r im a r y  p h a s e s :  a  c o a s t in g  
d e s c e n t  p h a s e  f ro m  0  to  2 6  m in u te s  m is s io n  e la p s e d  t im e  ( M E T )  a n d  a  te r m in a l  d e s c e n t  
p h a s e  f ro m  2 6  m in u te s  M E T  to  th e  e n d  o f  th e  s im u la t io n .
T h e  v e h ic le  is  e q u ip p e d  w i th  a n  in e r t ia l  m e a s u r e m e n t  u n i t  ( IM U )  c o m p r i s e d  o f  a  
th r e e - a x is  a c c e le r o m e te r  a n d  g y r o s c o p e  u s e d  to  in f o rm  th e  d y n a m ic s  m o d e l  v ia  d is c re te  
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Figure 4.1. Vehicle altitude profile with sensor operation windows
tegrated change in velocity and attitude (parameterized as a three-component small angle 
vector) from time step k -  1 to k . In addition, external measurement data are provided 
by a quaternion star-camera, terrain camera, and a dual functionality, three-beam slant- 
range/speed sensor. Operating conditions and noise values for each sensor are selected 
such that they are representative of real-world limitations and technologies. Due to vehicle 
jitter while thrusting, the star camera is deactivated during the terminal descent phase. The 
slant-range/speed sensor is limited to ranges, or line of sight (LOS) magnitudes, at or below 
4 km, and the terrain camera is constrained by the availability of features in the onboard 
feature map. These external measurements are modeled for the filter such that they are 
functionally dependent on the vehicle position (slant-range/speed, terrain camera), velocity 
(slant-speed), and attitude (star camera, slant-range/speed, terrain camera). Further details 
on the specific sensor models can be found in Ward et al. [92], while the sensor specifi­
cations for the simulation are given in Table 4.1. It should be noted that this work uses a 
spherical surface model for the slant-range sensor in contrast to the topographic model in 
Ward etal. [92].
Typically, the development and implementation of a navigation filter, such as the 
one in [92], would include selection of some level of tuning noise to promote more robust 








F ig u r e  4 .2 .  V e h ic le  a t t i tu d e  d u r in g  te r m in a l  d e s c e n t  p h a s e  g iv e n  a s  E u le r  a n g le s  w i th  s e n s o r  
o p e r a t io n  w in d o w s
e s t im a te s .  H o w e v e r , to  te s t  th e  b a s e l in e  c a p a b i l i t i e s  o f  th e  S R M I F F  c o n f ig u r a t io n ,  th e  o n ly  
n o is e  in c lu d e d  in  th e  d y n a m ic s  m o d e l  f o r  th e  v e h ic le  is  p r o c e s s  n o is e  in  a c c o r d a n c e  w i th  
th e  I M U  n o is e  v a lu e s  g iv e n  in  T a b le  4 .1 .  T h a t  is ,  n o  a d  h o c  tu n in g  n o is e  is  u t i l i z e d  in  th e  
p a r t i c le  p r o p a g a t io n  o r  th e  f i l te r  in  g e n e ra l .
T h e  v e h ic le  a l t i tu d e  o v e r  th e  c o u r s e  o f  th e  s im u la t io n  is  g iv e n  in  F ig u r e  (4 .1 )  w i th  
th e  e x te r n a l  s e n s o r  a c t iv a t io n /d e a c t iv a t io n  t im e s  [9 3 ]. T h e  te r m in a l  d e s c e n t  p h a s e  c o n ta in s  
s e v e ra l  la rg e  a n d /o r  r a p id  a t t i tu d e  m a n e u v e r s ;  a s  su c h , th e  v e h ic le  a t t i tu d e  d u r in g  th is  p e r io d  
is  g iv e n  in  F ig u r e  (4 .2 ) ,  a g a in  w i th  th e  r e le v a n t  s e n s o r  e v e n ts  [9 3 ].
T h e  in f o r m a t io n  f lo w  f i l te r  a r c h i te c tu r e  u t i l iz e s  1 ,0 0 0  p a r t i c le s ,  w h e r e  e a c h  p a r t i c le  
c o m p r i s e s  a n  e s t im a te  o f  in e r t i a l  p o s i t io n ,  in e r t i a l  v e lo c ity ,  a n d  a t t i tu d e  d e s c r ib in g  th e  
o r ie n ta t io n  o f  th e  v e h ic le  b o d y  f r a m e  ( ta k e n  h e r e  to  b e  th e  I M U  c a s e  f r a m e )  w i th  r e s p e c t  to
T a b le  4 .1 .  S e n s o r  p a r a m e te r s
S e n s o r s R a te N o is e  ( 1 ^ ) O p e r a t io n a l  W in d o w
S ta r  C a m e r a 1 H z 10  a rc s e c Q u ie s c e n t  p e r io d s
T e r r a in  C a m e r a 0 .5  H z 1 p ix e l 3 0  k m  -  3 k m  a l t i tu d e
S la n t- R a n g e 5 H z 2 %  L O S  m < 4  k m  L O S , p e r  b e a m
S la n t- S p e e d 5 H z 0 .7 5 %  m e a s .  m/ s < 4  k m  L O S , p e r  b e a m
A c c e le r o m e te r 4 0  H z 3 5  jU g /V H z A lw a y s
G y r o s c o p e 4 0  H z 0 .0 7  d e g /V h r A lw a y s
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th e  in e r t i a l  f r a m e .  I n i t ia l  v a lu e s  f o r  th e  p a r t i c le s  a r e  s a m p le d  f r o m  a  G a u s s ia n  d is t r ib u t io n  
w i th  in i t ia l  u n c e r ta in t ie s  ( p e r  c h a n n e l )  o f  1 k m  in  p o s i t io n ,  0 .1  m /s  in  v e lo c ity ,  a n d  1 0 0  
a r c s e c  in  a t t i tu d e .  F o r  e a c h  m e a s u r e m e n t  u p d a te ,  c o n v e r g e n c e  c o n t ro l ,  f o l lo w in g  th e  
c o n s ta n t  c o v a r ia n c e  r a te  o f  c h a n g e  f o r m u la t io n  in  E q . (3 .4 2 )  w i th  A c c  =  1, is  a p p l ie d .
T o  e x a m in e  th e  v ia b i l i ty  a n d  p e r f o r m a n c e  o f  th e  in f o r m a t io n  f lo w  f i l te r  d ire c tly ,  o n ly  
s a m p le  s ta t is t ic s  a r e  u s e d  f o r  m e a n  a n d  c o v a r ia n c e  (o r  c o r r e s p o n d in g  s q u a r e - r o o t  f a c to r )  
e s t im a te s  in  th e  filte r. T h e  u s e  o f  s a m p le  s ta t is t ic s  in  p a r t i c le  f lo w  f i l te rs  c a n  b e  p r o b le m a t ic  
d u e  to  th e  s m a l le r  p a r t i c le  s e ts  u s e d  c o m p a r e d  to  m o r e  t r a d i t io n a l  p a r t i c le - b a s e d  m e th o d s  
s u c h  a s  th e  b o o ts t r a p  p a r t i c le  f i l te r  [6 ]. F o r  a n  in f in i te ly  la rg e  s e t  o f  p a r t i c le s ,  th e  s a m p le  
c o v a r ia n c e  w o u ld  m a tc h  ( to  n u m e r i c a l  p r e c is io n )  th a t  o f  th e  d is t r ib u t io n  th e  s a m p le s  w e r e  
d r a w n  f ro m . H o w e v e r ,  w i th  a  s m a l le r  se t, th e  s a m p le  c o v a r ia n c e  w i l l  in c lu d e  e x t r a n e o u s  
c r o s s - c o r r e la t io n s  b e tw e e n  th e  d i f f e r e n t  s ta te s . T o  r e d u c e  th e s e  c o r r e la t io n s  in  th e  in i t ia l  
s a m p le ,  in  w h ic h  a l l  s ta te s  a r e  a s s u m e d  in i t ia l ly  in d e p e n d e n t ,  th e  L a t in  h y p e r c u b e  s a m p lin g  
m e th o d  is  u s e d  to  p r o d u c e  a n  in i t ia l  p a r t i c le  s e t  w i th  r e d u c e d  c r o s s - c o r r e la t io n s  in  th e  
s a m p le  c o v a r ia n c e  c o m p a r e d  to  s ta n d a r d  r a n d o m  s a m p lin g .
F o r  e a c h  c y c le  o f  th e  f ilte r , th e  p a r t i c le s  a re  f irs t  p r o p a g a te d  f ro m  th e  p r e v io u s  
t im e  s te p  to  th e  c u r r e n t  t im e  s te p  f o l lo w in g  th e  a p p r o a c h  d e ta i l e d  in  [9 4 ] f o r  d is c re te  
d e a d - r e c k o n in g  o f  th e  I M U  m e a s u r e m e n ts .  T h e n ,  th e  p a r t i c le s  a r e  u p d a te d  u s in g  a n y  
a v a i la b le  m e a s u r e m e n ts  a t  th e  g iv e n  t im e  s te p  in  a c c o r d a n c e  w i th  th e  S R M I F F  u p d a te  g iv e n  
in  A lg o r i th m  3 . T o  b a la n c e  p r e c is io n  a n d  c o m p u ta t io n a l  b u r d e n  in  th e  in f o r m a t io n  flow , 
d is c r e te  in te g r a t io n  is  u s e d  to  p e r f o r m  th e  u p d a te  w i th  a  p s e u d o - t im e  s te p  o f  0 .0 5 .  A l th o u g h  
th e  in tu i t iv e  s o lu t io n  to  in te g r a t io n  o f  a  s t i f f  O D E  s u c h  a s  th e  o n e  u s e d  in  th e  in f o r m a t io n  
f lo w  u p d a te  w o u ld  b e  to  u s e  a  s t i f f  O D E  so lv e r , p r e v io u s  r e s e a r c h  [1 9 , 3 2 ]  h a s  in d ic a te d  
th a t  d i s c r e te  E u le r  in te g r a t io n  w i th  a  s u f f ic ie n tly  s m a ll  s te p  s iz e  c a n ,  in  g e n e r a l ,  p r o d u c e  
d e s i r a b le  r e s u l t s  w i th  a  s ig n i f ic a n t ly  s m a l le r  c o m p u ta t io n a l  b u r d e n  c o m p a r e d  to  a  s t i f f  O D E
so lv e r.
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F ig u r e  4 .3 .  P o s i t io n  ( to p ) ,  v e lo c i ty  ( m id d le ) ,  a n d  a t t i tu d e  (b o t to m )  R S S  v a lu e s  fo r  th e  M C  
( s o l id )  a n d  a v e ra g e  f i l te r  (d a s h e d )
T h e  in f o r m a t io n  f lo w  f i l te r  is  u s e d  to  p r o v id e  m e a n  a n d  u n c e r ta in ty  e s t im a te s  fo r  
5 0 0  t r ia ls  o f  th e  lu n a r  d e s c e n t - to - la n d in g  s im u la t io n .  M o n te  C a r lo  (M C )  s ta t is t ic s  o f  th e  
r e s u l t in g  e r r o r s  a r e  c o m p u te d  f o l lo w in g  E q s . ( 2 .6 4 )  a n d  ( 2 .6 5 )  to  c o m p a r e  w i th  th e  f i l te r ’s 
r e p o r te d  u n c e r ta in t ie s .  T h e  s q u a r e - r o o t  o f  th e  c o v a r ia n c e  m a t r ix  t r a c e ,  i .e .  th e  r o o t  s u m  
o f  s q u a re s  ( R S S ) ,  is  c o m p u te d  f o r  th e  p o s i t io n ,  v e lo c ity ,  a n d  a t t i tu d e  s ta te s  w i th  th e  M C  
a n d  a v e ra g e  f i l te r  r e s u l t s  g iv e n  in  F ig u r e  (4 .3 ) .  F ig u r e  (4 .4 )  p r o v id e s  a  c lo s e r  v ie w  o f  th e  
R S S  v a lu e s  f o r  p o s i t io n  a n d  v e lo c i ty  a f te r  10  m in u te s  M E T , a n d  f o r  th e  a t t i tu d e  s ta r t in g  
a t  2 4  m in u te s  M E T , c o r r e s p o n d in g  to  th e  b e g in n in g  o f  te r m in a l  d e s c e n t .  A v e ra g e  f i l te r
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F ig u r e  4 .4 .  P o s i t io n  ( to p )  a n d  v e lo c i ty  ( m id d le )  R S S  v a lu e s  f ro m  10  m in  M E T  to  s im u la t io n  
e n d ,  a t t i tu d e  (b o t to m )  R S S  v a lu e s  f ro m  2 4  m in  M E T  to  s im u la t io n  e n d ,  f o r  th e  M C  (s o l id )  
a n d  a v e ra g e  f i l te r  (d a s h e d )
v a lu e s  a r e  c o m p u te d  in  g e n e r a l  fo r  a  g iv e n  m e a s u r e  (e .g . R S S )  b y  c o m p u t in g  th e  v a lu e  fo r  
e a c h  in d iv id u a l  t r ia l  a n d  th e n  a v e r a g in g  a c r o s s  a l l  t r ia ls .  I t  s h o u ld  b e  n o te d  th a t  s in c e  th e re  
a re  n o  m e a s u r e m e n ts  a v a i la b le  r e la te d  to  th e  p o s i t io n  a n d  v e lo c i ty  s ta te s  u n t i l  th e  t e r r a in  
c a m e r a  p r o v id e s  its  f ir s t  m e a s u r e m e n t  a t  9 .7 8 7  m in u te s  M E T , th e  R S S  v a lu e s  f o r  th e s e  
s ta te s  in c r e a s e  u n a b a te d  u n t i l  th is  t im e . P r io r  to  t e r r a in  c a m e r a  o p e r a t io n s ,  a n d  d u r in g  th e  
te r m in a l  d e s c e n t  p h a s e ,  th e  f i l te r  is  p r im a r i ly  c a u t io u s ,  i .e .  th e  M C  R S S  v a lu e s  a r e  s m a l le r  
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F ig u r e  4 .5 .  P o s i t io n  e r r o r  to  f i l te r  3 a  r a t io  s ta t is t ic s
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A  m o r e  d e ta i l e d  p r e s e n ta t io n  o f  th e  f i l te r  p e r f o r m a n c e ,  u n o b s c u r e d  b y  la rg e  d if f e r ­
e n c e s  in  R S S  m a g n i tu d e s  o v e r  c o u r s e  o f  th e  t r a je c to r y  is  g iv e n  in  F ig u re s  ( 4 .5 ) - ( 4 .7 )  fo r  
th e  p o s i t io n ,  v e lo c ity ,  a n d  a t t i tu d e  c h a n n e ls ,  r e s p e c tiv e ly .  F ig u r e s  ( 4 .5 ) - ( 4 .7 )  p r o v id e  th e  
s ta t is t ic s  f o r  th e  s in g le  t r ia l  e r r o r  to  f i l te r  u n c e r ta in ty  r a t io s .  T h a t  is ,  fo r  a  s in g le  t r ia l ,  th e  
e r r o r  in  e a c h  c h a n n e l  is  d iv id e d  b y  its  c o r r e s p o n d in g  f i l te r  3 a .  F o r  e r r o r s  o u ts id e  th e  ± 3 a  
in te r v a l ,  th e  a b s o lu te  v a lu e  o f  th is  r a t io  w i l l  b e  g r e a te r  th a n  o n e . C o n v e rs e ly ,  fo r  e r r o r s  
in s id e  th e  ± 3 a  in te r v a l ,  th e  a b s o lu te  v a lu e  w i l l  b e  le s s  th a n  o n e . T h e  m e a n  a n d  s ta n d a r d  
d e v ia t io n  o f  th e  r a t io s  a r e  th e n  c o m p u te d  a c r o s s  a l l  t r ia ls  f o r  e a c h  e s t im a te d  s ta te ,  a t  e a c h  
t im e  s te p . T h e  r e s u l t in g  s ta t is t ic s  in  F ig u re s  ( 4 .5 ) - ( 4 .7 )  s h o w  th e  m e a n  r a t io  v a lu e s ,  th e  
s h a d e d  ± 3 a  in te r v a l  f o r  th e  r a t io s ,  a n d  th e  m a x  a b s o lu te  r a t io  v a lu e  a c r o s s  a l l  t r ia ls ,  fo r  
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F ig u r e  4 .6 .  V e lo c i ty  e r r o r  to  f i l te r  3 a  r a t io  s ta t is t ic s
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lin e s  d e n o t in g  ± 1 ,  in  th e  c a s e  o f  c o n s is te n t  e s t im a t io n  ( i.e . e q u iv a le n t  M C  e r r o r  s ta t is t ic s  
a n d  f i l te r  e s t im a te )  th e  a b s o lu te  v a lu e  w i l l  b e  1, a n d  f o r  o v e r c o n f id e n t  ( o r  s m u g )  f i l te r  p e r ­
f o r m a n c e ,  th e  s h a d e d  ± 3 a  in te r v a l  w i l l  f a l l  o u ts id e  th e  ± 1  in te r v a l .  B y  e x a m in in g  th e  e r r o r  
to  f i l te r  u n c e r ta in ty  r a t io  in s te a d  o f  R S S ,  th e  e r r o r  s ta t is t ic s  a r e  n o n - d im e n s io n a l iz e d  to  a  
c o m m o n  in te r v a l  a c r o s s  a l l  s ta te s  a n d  t im e  s te p s  fo r  e a s ie r  c o m p a r is o n  a n d  v is u a l iz a t io n  o f  
f i l te r  p e r f o r m a n c e ,  in  te rm s  o f  c o n s is te n c y .
O v e r a l l ,  th e  S R M I F F  a p p e a r s  to  p r im a r i ly  p r o v id e  s l ig h t ly  c a u t io u s  e s t im a t io n  
p e r f o r m a n c e  th r o u g h o u t  th e  s ta r  c a m e r a  o p e r a t io n  w in d o w  ( M E T < 2 3 .7 4  m in u te s )  in  a l l  
s ta te s . O n e  n o ta b le  e x c e p t io n  o c c u r s  a t  th e  b e g in n in g  o f  th e  t e r r a in  c a m e r a  o p e r a t io n  
w in d o w  ( 9 .7 8 7  m in u te s  M E T ) ,  w h e r e  th e  f i l te r  d is p la y s  s o m e  o v e r - c o n v e rg e n t  b e h a v io r  
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T h is  la rg e  s p ik e  in  th e  m a x  r a t io  v a lu e  f o r  th e s e  s ta te s  is  c a u s e d  b y  a  s in g le  t r ia l  in  w h ic h  
th e  im p le m e n te d  c o n v e r g e n c e  c o n t r o l  d id  n o t  p r e v e n t  th e  u n c e r ta in ty  s n a p -d o w n . H o w e v e r , 
th e  e x c e p t io n a l ly  s m a l le r  s p ik e  in  th e  s h a d e d  ± 3 a  in te r v a l  ( c o m p a r e d  to  th a t  o f  th e  m a x  
r a t io  v a lu e )  fo r  th e  s ta te s  in  q u e s t io n  in d ic a te s  th a t  th e  m a x  r a t io  s p ik e  is  in d e e d  c a u s e d  b y  a  
u n iq u e  c a s e  a n d  th e  f i l te r  d o e s  n o t  e x h ib i t  th is  o v e r - c o n v e rg e n t  b e h a v io r  in  th e  v a s t  m a jo r i ty  
o f  t r ia ls .  E v e n  in  th e  e x t r e m e  c a s e ,  th e  e s t im a t io n  q u ic k ly  r e tu r n s  to  c a u t io u s  p e r f o r m a n c e  
in  a l l  p o s i t io n  a n d  v e lo c i ty  c h a n n e ls .
D u r in g  th e  f ir s t  p o r t io n  o f  th e  te r m in a l  d e s c e n t  p h a s e  ( 2 3 .7 4 < M E T < 3 0 .5 5  m in u te s ) ,  
th e  f i l te r  a p p e a r s  s l ig h t ly  o v e r c o n f id e n t  in  i ts  e s t im a t io n ,  e s p e c ia l ly  in  th e  v e lo c i ty  c h a n n e ls  
s e e n  in  F ig u r e  (4 .6 ) .  I t  s h o u ld  b e  n o te d  th a t  a t  n o  t im e  p r io r  to  o r  d u r in g  th is  p e r io d  a re  
a n y  v e lo c i ty - d e p e n d e n t  m e a s u r e m e n ts  p r o c e s s e d .  T h a t  is ,  th e  f i l te r ’s e s t im a t io n  o f  v e lo c i ty
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u n t i l  th e  s la n t - s p e e d  s e n s o r  is  a c t iv a te d  a t  3 0 .5 5  m in u te s  M E T  is  e n t i r e ly  d e p e n d e n t  o n  
c o r r e la t io n s  b e tw e e n  s ta te s  th a t  a r e  r e f le c te d  in  th e  p a r t i c le  s a m p le  s ta t is t ic s .  I n d i r e c t  
e s t im a t io n  o f  th e  v e lo c i ty  s ta te s  is  f a c i l i ta te d  in  th e  in f o r m a t io n  f lo w  f i l te r  b y  r e ta in in g  
th e  p a r t i c le  s e t  th r o u g h o u t  th e  t r ia l .  I n  th is  w ay , a n y  c o r r e la t io n s  d e v e lo p e d  th r o u g h  th e  
d y n a m ic s ,  o r  p r e v io u s  m e a s u r e m e n t  u p d a te s ,  a r e  n o t  p e r io d ic a l ly  lo s t  o r  d im in is h e d  d u e  
to  r e s a m p l in g .  H o w e v e r ,  th e s e  c o r r e la t io n s  a r e  n o t  n e c e s s a r i ly  a s  in f o rm a t iv e  a s  th o s e  
p r o v id e d  b y  a n  E K F  p r o p a g a te d  a n d  u p d a te d  c o v a r ia n c e  r e p r e s e n ta t io n .  T h is  is  p r im a r i ly  
d u e  to  th e  s m a l le r  p a r t i c le  s e t  s iz e  c o m p a r e d  to  a  m o r e  t r a d i t io n a l  p a r t i c le  f i l te r  d e s ig n .  
T h u s ,  w h e n  th e  p r e c is e  a t t i tu d e  in f o r m a t io n  is  lo s t  a f te r  th e  s ta r  c a m e r a  is  s h u t  d o w n  d u r in g  
t e r m in a l  d e s c e n t ,  th e  q u a l i ty  o f  th e  v e lo c i ty  e s t im a t io n  s u f fe rs  in  tu r n  w h e n  in f o r m e d  s o le ly  
th r o u g h  th e  t e r r a in  c a m e r a  m e a s u r e m e n ts .  W h i le  o v e r c o n f id e n t  e s t im a t io n  is  n o t  id e a l ,  th e  
e x te n t  to  w h ic h  th e  f i l te r  e x h ib i ts  s u c h  b e h a v io r  is  m in im a l  a n d  r e la t iv e ly  s h o r t- l iv e d .
T h e  f in a l  p h a s e  o f  th e  t r a je c to r y  ( 3 0 .5 5  m in u te s < M E T )  c o n s is ts  o f  s e v e ra l  s ig n i f i ­
c a n t  a t t i tu d e  m a n e u v e r s ,  b o th  r a p id  a n d  o v e r  lo n g e r  p e r io d s  o f  t im e ,  a s  s e e n  in  F ig u r e  (4 .2 ) .  
W i th  v e r y  l i t t le  e x c e p t io n ,  th e  f i l te r  e x h ib i ts  e x c e p t io n a l ly  c a u t io u s  e s t im a t io n  in  a l l  c h a n ­
n e ls  th r o u g h o u t  th is  p e r io d .  T h e  u n d e r ly in g  c a u s e  o f  th is  b e h a v io r  is  th r e e - f o ld ,  th e  f ir s t  o f  
w h ic h  is  d u e  to  th e  n a tu r e  o f  th e  s la n t - r a n g e /s p e e d  m e a s u r e m e n t .  F o r  th e  v a s t  m a jo r i ty  o f  
th is  p h a s e ,  th e  o n ly  n e w  in f o r m a t io n  a b o u t  th e  s ta te s  is  p r o v id e d  b y  th e  s la n t - r a n g e /s p e e d  
s e n so r . W h i le  th e  s e n s o r  is  ta k e n  to  h a v e  th r e e  b e a m s ,  e a c h  p r o v id in g  a  r a n g e  a n d  s p e e d  
m e a s u r e m e n t ,  th e s e  a re  s c a la r  b y  d e f in i t io n  a s  w e l l  a s  h ig h ly  n o n l in e a r  in  th e i r  f u n c t io n a l  
d e p e n d e n c e  o n  th e  v e h ic le  a t t i tu d e .  T h u s ,  w i th  a t  m o s t  th r e e  o f  e a c h  ( ra n g e  a n d  s p e e d )  
m e a s u r e m e n t  ty p e  p r o c e s s e d  p e r  t im e  s te p , th e y  a r e  s ig n i f ic a n t ly  le s s  in f o r m a t iv e  th a n  th e  
t e r r a in  c a m e r a  ( w h e re  u p  to  2 0  m e a s u r e m e n ts  p e r  t im e  s te p  a re  p r o c e s s e d )  o r  s ta r  c a m e r a  
m e a s u r e m e n ts .  S e c o n d ,  d u e  to  th e  u s e  o f  s a m p le  s ta t is t ic s  fo r  th e  f i l te r  e s t im a te s ,  th e r e  is , 
a s  p r e v io u s ly  m e n t io n e d ,  le s s  d e v e lo p m e n t  o f  c o r r e la t io n s  b e tw e e n  th e  s ta te s  th a n  w o u ld  
b e  a v a i la b le  th r o u g h  th e  p r o p a g a t io n  o f  a  c o v a r ia n c e  m a t r ix  in  th e  E K F . T h ir d ,  th e  im p le ­
m e n te d  c o n v e r g e n c e  c o n t r o l  l im i ts  la rg e  r e d u c t io n s  in  th e  u n c e r ta in ty .  T h e  le s s  in f o rm a t iv e
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m e a s u r e m e n t  s o u r c e  c o u p le d  w i th  th e  w e a k e r  c o r r e la t io n s  d e v e lo p e d  b e tw e e n  s ta te s  a n d  
th e  c o n v e r g e n c e  c o n t r o l  im p le m e n te d  in  th e  in f o r m a t io n  f lo w  r e s u l t s  in  s ig n i f ic a n t ly  le s s  
c h a n g e  in  th e  f i l te r 's  u n c e r ta in ty  c o m p a r e d  to  th e  r e d u c t io n  in  th e  e r r o r s .
T h e  S R M I F F  w i th  c o n v e r g e n c e  c o n t r o l  p r o v id e s ,  o n  a v e ra g e , c a u t io u s  e s t im a t io n  
th r o u g h o u t  th e  v a r io u s  p h a s e s  o f  th e  d e s c e n t  w i th o u t  th e  n e e d  fo r  a d d i t io n a l  tu n in g  v ia  
a d d e d  n o is e .  T h e  p a r t i c le  s e t  p r o v id e s  s u f f ic ie n t  u n d e r s ta n d in g  o f  th e  r e la t io n s h ip  b e tw e e n  
th e  d i f f e r e n t  s ta te s  su c h  th a t ,  e v e n  w h e n  s ta te s  a r e  n o t  d i r e c t ly  o b s e r v a b le  in  th e  a v a i la b le  
m e a s u r e m e n ts ,  th e  f i l te r  m a in ta in s  g o o d  q u a l i ty  e s t im a te s .  W h i le  th e  f ir s t  tw o  in d ic a te d  
c a u s e s  o f  th e  f i l te r 's  c a u t io u s  p e r f o r m a n c e  a r e  la rg e ly  u n a v o id a b le  d u e  to  th e  n a tu r e  o f  th e  
p r o b le m  a n d  f i l te r  f r a m e w o r k ,  th e  s e le c t io n  o f  th e  c o n t r o l  p o in t  f o r  c o n v e r g e n c e  c o n t r o l  ( in  
th is  c a s e  A c c  =  1 .0 )  w a r r a n ts  f u r th e r  in v e s t ig a t io n .
4.2. ORBIT DETERMINATION
In  o r d e r  to  d e m o n s t r a te  th e  h ig h - u n c e r t a in ty  c a p a b i l i t i e s  o f  th e  n e w  in f o r m a t io n  
f lo w  f ilte r , a n  o r b i t  d e t e r m in a t io n  (O D )  s im u la t io n  is  u s e d  to  c o m p a r e  p e r f o r m a n c e  w i th  th e  
E K F . O b s e r v a t io n s  o f  a  n a v ig a t io n - ty p e  s a te l l i te  a r e  s im u la te d  f ro m  th e  M a u i  G r o u n d - b a s e d  
E le c t r o - O p t i c a l  D e e p  S p a c e  S u r v e i l la n c e  ( G E O D S S )  s i te  o v e r  th e  c o u r s e  o f  e le v e n  n ig h ts .  
A  to ta l  o f 4 3 2  o p t ic a l  ( i.e . r ig h t  a s c e n s io n  a n d  d e c l in a t io n )  m e a s u r e m e n ts  a r e  s im u la te d  w i th  
v a r y in g  p e r - n ig h t  to ta ls ,  th e  d e ta i l s  o f  w h ic h  a r e  g iv e n  in  T a b le  4 .2 .  T h e  s ta n d a r d  d e v ia t io n s  
o f  th e  m e a s u r e m e n t  n o is e s  a r e  3 a r c s e c o n d s  e a c h ,  a n d  th e  in i t ia l  s ta te  u n c e r ta in t ie s  ( 1 ^ )  
a r e  10  k m  a n d  0 .2 5  m /s  in  p o s i t io n  a n d  v e lo c ity ,  r e s p e c tiv e ly .  T h e  t r u e  in i t ia l  s ta te  is  ta k e n  
a s  [1 4 5 2 5 ,  - 9 4 7 8 ,  1 8 7 1 4 ]  k m  fo r  th e  E a r th - c e n te r e d  in e r t i a l  f r a m e  x ,  y ,  a n d  z  p o s i t io n s ,  
r e s p e c t iv e ly ,  a n d  [ 3 .2 4 8 ,  0 .9 0 4 ,  - 2 .0 6 2 ]  k m /s  in  th e  c o r r e s p o n d in g  v e lo c i t ie s .  T w o -b o d y  
e q u a t io n s  o f  m o t io n  [9 5 ] a r e  u s e d  to  d e s c r ib e  th e  o r b i t  d y n a m ic s .  F o r  e a c h  s im u la t io n ,  
a  to ta l  o f  1 ,0 0 0  t r ia ls  is  u s e d  to  c o m p u te  M o n te  C a r lo  (M C )  s ta t is t ic s ,  w i th  e a c h  t r i a l ’s 
in i t ia l  m e a n  e s t im a te  d r a w n  f ro m  a  G a u s s ia n  d is t r ib u t io n  u s in g  th e  in i t ia l  u n c e r ta in ty  a n d  
t r u e  in i t ia l  s ta te . A  s e t  o f  1 0 0 0  in f o r m a t io n  f lo w  in i t ia l  p a r t i c le s  is  th e n  d r a w n  f ro m  a
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G a u s s ia n  d is t r ib u t io n  u s in g  th e  in i t ia l  u n c e r ta in ty  a n d  t r ia l - s p e c i f ic  m e a n  e s t im a te  a n d  a re  
n o t  r e - s a m p le d  a t  a n y  s u b s e q u e n t  p o in t  d u r in g  a n  in d iv id u a l  tr ia l .  F o l lo w in g  th e  s a m e  
r a t io n a le  d is c u s s e d  in  S e c t io n  (4 .1 ) ,  d i s c r e te  in te g r a t io n  is  u s e d  to  p e r f o r m  th e  u p d a te  w i th  
a  p s e u d o - t im e  s te p  o f  0 .0 1 .
A  to ta l  o f  n in e  s im u la t io n s ,  s e v e n  o f  w h ic h  u s e  in f o r m a t io n  f lo w  a n d  tw o  u s in g  
th e  E K F , a r e  a p p l ie d  a n d  c o m p a r e d  to  c h a r a c te r iz e  th e  p e r f o r m a n c e  o f  th e  n e w  f i l te r  a n d  
s u b s e q u e n t  c o n v e r g e n c e  c o n t r o l  c a p a b i l i t i e s .  T h e  E K F  s im u la t io n s  a r e  c o m p r i s e d  o f  a  
n o m in a l  E K F  w ith  n o  u n d e r w e ig h t in g  a n d  o n e  w i th  u n d e r w e ig h t in g  f o l lo w in g  th e  a p p r o a c h  
o u t l in e d  in  E q s .  (2 .3 2 )  a n d  ( 2 .3 3 )  u s in g  S  =  5/ 6. T a b le  4 .3  g iv e s  th e  l i s t in g  fo r  th e  E K F  a n d  
in f o r m a t io n  f lo w  f i l te r  ( IF F )  s im u la t io n s  w i th  u n d e r w e ig h t in g  (U W ) ,  c o n s ta n t  c o v a r ia n c e  
(C C , E q . (3 .4 2 ) )  a n d  c o n s ta n t  e n t r o p y  (C E , E q . (3 .4 3 ) )  r a te  o f  c h a n g e  c o n v e r g e n c e  c o n t r o l  
s e le c t io n s .  V a lu e s  o f  Ac c  a n d  A c e  a r e  c h o s e n  to  d e v e lo p  a n  u n d e r s ta n d in g  o f  th e  I F F  
r e s p o n s e  to  a  w id e  r a n g e  o f  v a l id  s e le c t io n s  f o r  th e  p a r a m e te r s .  R e f le c t in g  th e  c o n s ta n t  
c o v a r ia n c e  d e f in i t io n ,  Ac c  s e le c t io n s  a r e  c h o s e n  in  th e  n e ig h b o r h o o d  o f  1. W h i le  Ac c  =  1 .2  
(S im . 5 )  is  n o t  r e p r e s e n ta t iv e  o f  a  r e a l iz a b le  p s e u d o - t im e  v a lu e  in  th e  flo w , th e  h o m o to p y  
c o v a r ia n c e  p r o d u c e d  b y  th a t  v a lu e  is  s m a lle r ,  b y  d e f in i t io n ,  th a n  th e  n o m in a l  f in a l v a lu e ,  
r e s u l t in g  in  a  s ig n i f ic a n t  th r o t t l in g  o f  th e  f lo w  a c r o s s  th e  e n t i r e  u p d a te .  D u e  to  th e  m in im u m  
c h e c k  f o r  b o th  Ac c  a n d  Ac e  in  E q s .  ( 3 .4 2 )  a n d  ( 3 .4 3 ) ,  r e s p e c t iv e ly ,  b o th  p a r a m e te r s  c a n  
ta k e  o n  a n y  v a lu e s  g r e a te r  th a n  z e ro .  T h e  s e le c t io n s  c h o s e n  in  T a b le  4 .3  a r e  in te n d e d  to  
e s ta b l is h  t r e n d s  in  p e r f o r m a n c e  r e la t iv e  to  b o th  th e  n o m in a l  a n d  la r g e r  o r  s m a l le r  v a lu e s  o f
T a b le  4 .2 .  O b s e r v a t io n  s c h e d u le
Night 1 2 3 4 5 6 7 8 9 10 11
Start M eas. 1 64 127 169 N/A N/A 190 206 269 353 395
M eas. Count 63 63 42 21 0 0 16 63 84 42 38
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th e  p a r a m e te r s  th e m s e lv e s  in  th e  n e ig h b o r h o o d  o f  r e a s o n a b le  c h o ic e s  fo r  th e  p a r a m e te r s .  
T o  d i r e c t ly  c o m p a r e  th e  f i l te r  b e h a v io r  w i th  b o th  c o n v e r g e n c e  c o n t r o l  m e th o d s ,  a  0 .5  c a s e  
is  e x a m in e d  f o r  Ac c  a n d  Ac e  (S im s . 7  a n d  8 ).
T o  e s ta b l i s h  a  b a s e l in e  f o r  c o m p a r is o n  o f  th e  d i f f e r e n t  s im u la t io n s ,  th e  r e s u l t s  fo r  th e  
n o m in a l  in f o r m a t io n  f lo w  f i l te r  a r e  f ir s t  e x a m in e d .  A v e ra g e  f i l te r  a n d  M C  e r r o r  u n c e r ta in t ie s  
( 3 ^ )  f o r  th e  p o s i t io n  s ta te s  a re  g iv e n  in  F ig u r e  (4 .8 )  fo r  th e  n o m in a l  IF F . D u e  to  th e  la rg e  
c h a n g e s  in  u n c e r ta in ty  b e tw e e n  d if f e r e n t  p o r t io n s  o f  th e  s im u la t io n s ,  th e  le f t  c o lu m n  o f  
F ig u r e  (4 .8 )  g iv e s  r e s u l t s  f o r  th e  f ir s t  1 0 0  m e a s u r e m e n ts  w h i le  th e  r ig h t  p r o v id e s  r e s u l t s  
f o r  m e a s u r e m e n ts  1 0 0  to  4 3 2 . T h e  r e s u l t s  s h o w  s e v e ra l  la rg e  s p ik e s  in  u n c e r ta in ty  d u r in g  
th e  f irs t  n ig h t  ( m e a s u r e m e n t  n u m b e r  <  6 4 )  c o r r e s p o n d in g  to  th e  g r o w th  in  u n c e r ta in ty  
b e tw e e n  o b s e r v a t io n  a rc s .  S e v e ra l  s m a l le r  s p ik e s  in  u n c e r ta in ty  c a n  a ls o  b e  s e e n  a f te r  th e  
f ir s t  n ig h t ,  a g a in  d u e  to  u n c e r ta in ty  g r o w th  b e tw e e n  d a t a  c o l le c t io n  t im e s .  A s  a  r e s u l t  o f  
th e  lo n g  g a p s  in  t im e  b e tw e e n  s o m e  m e a s u r e m e n ts ,  th e  r e s u l t s  a r e  g iv e n  in  r e f e r e n c e  to  
m e a s u r e m e n t  t im e  s te p s . T h e r e f o r e ,  w h a t  is  in  f a c t  a n  e n t i r e  d a y  o f  u n c e r ta in ty  g r o w th  lo o k s  
l ik e  a  n e a r  in s ta n ta n e o u s  s p ik e  w h e n  th e  s c a le  c h a n g e s .  R e s u l ts  f o r  th e  n o m in a l  in f o r m a t io n  
f lo w  f i l te r  v e lo c i ty  s ta te s  in  F ig u r e  (4 .9 )  s h o w  s im ila r  in s ta n c e s  o f  la rg e  s p ik e s  d u e  to  lo n g  
p r o p a g a t io n  t im e s  b e tw e e n  m e a s u r e m e n t  s e ts  fo l lo w e d  b y  r a p id  c o n v e r g e n c e  d o w n  to  a  
s te a d y  s ta te . A g a in ,  to  a l le v ia te  th e  o b s c u r in g  e f f e c ts  o f  la rg e  d i f f e r e n c e s  in  u n c e r ta in ty
T a b le  4 .3 .  S im u la t io n  s c h e d u le
S im . L a b e l C o n v . C o n t r o l
1 E K F  N o m in a l N o n e
2 E K F  J3 = 5/6 U W
3 I F F  N o m in a l N o n e
4 I F F  J3 = 5/6 U W
5 I F F  Ac c  =  1 .2 C C
6 I F F  A c c  = 0 .7 C C
7 I F F  A c c  =  0 .5 C C
8 I F F  Ac e  =  0 .5 C E
9 I F F  Ac e  =  0 .2 C E
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m a g n i tu d e ,  th e  l e f t  c o lu m n  o f  F ig u r e  (4 .9 )  is  g iv e n  u p  to  m e a s u r e m e n t  1 0 0 , a n d  th e  r ig h t  
c o lu m n  s h o w s  m e a s u r e m e n t  1 0 0  th r o u g h  4 3 2 .  F o r  b o th  th e  p o s i t io n  a n d  v e lo c i ty  r e s u l t s  in  
F ig u r e s  (4 .8 )  a n d  ( 4 .9 ) ,  th e  c o m b in a t io n  o f  la rg e  u n c e r ta in ty  r e d u c t io n  a n d  s im i la r i ty  in  th e  
a v e ra g e  f i l te r  a n d  M C  r e s u l t s  m a k e s  i t  d if f ic u l t  to  g le a n  a n y  o th e r  u s e f u l  in f o r m a t io n  f ro m  
a  d i r e c t  ± 3 o  c o m p a r is o n .
A  m o r e  d e s c r ip t iv e  m e a s u r e  o f  th e  f i l te r  r e s u l t s ,  in  te r m s  o f  i ts  c o n s is te n c y ,  is  g iv e n  
in  F ig u r e s  ( 4 .1 0 )  a n d  ( 4 .1 1 )  fo r  th e  p o s i t io n  a n d  v e lo c i ty  s ta te s ,  r e s p e c tiv e ly .  T h e  f ig u re s  
p r e s e n t  th r e e  t im e s  th e  s ta n d a r d  d e v ia t io n  f o r  th e  r a t io  o f  s in g le  t r ia l  e r r o r  to  f i l te r  3 o  in  
e a c h  t r ia l ,  f o r  e a c h  s im u la t io n .  F o r  s ta te  j  o v e r  th e  to ta l  N  t r ia ls ,  th e  r a t io  a t  m e a s u r e m e n t  
£ is  g iv e n  b y
w h e r e  e £ . is  th e  e r r o r  a t  m e a s u r e m e n t  £ in  th e  t r ia l  i  f i l te r ’s p o s te r io r  e s t im a te  f o r  s ta te  j  a n d  
o f . is  th e  c o r r e s p o n d in g  f i l te r  s ta n d a r d  d e v ia t io n .  I t  s h o u ld  b e  n o te d  th a t  th e  3 m u l t ip l ie r s  in  
E q . (4 .1 )  a r e  s im p ly  in c lu d e d  to  e m p h a s iz e  th e  r a t io  is  e x a m in in g  th e  r e la t io n s h ip  b e tw e e n  
th e  e r r o r  d i s t r ib u t io n  a n d  th e  f i l te r  3 o  in te r v a l .  T h a t  is ,  f o r  e a c h  s ta te ,  E q . (4 .1 )  g iv e s  
th e  n u m b e r  o f  f i l te r  s ta n d a r d  d e v ia t io n s ,  o n  a v e ra g e ,  th a t  w o u ld  b e  n e e d e d  to  c a p tu r e  th e  
M C  e r r o r  3 o .  F o r  c o n s is te n t  f i l te r  p e r f o r m a n c e ,  th e  v a lu e  in  E q . (4 .1 )  s h o u ld  b e  e q u a l  
to  th r e e .  V a lu e s  g r e a te r  th a n  th r e e  in d ic a te  o v e r c o n f id e n t  o r  s m u g  ( i.e . o v e r -c o n v e rg e n t)  
f i l te r  p e r f o r m a n c e ,  w h i le  v a lu e s  le s s  th a n  th r e e  d e n o te  c a u t io u s ,  o r  c o n s e r v a t iv e ,  f i l te r  
p e r f o r m a n c e .  W h i le  n e i th e r  d r a s t i c a l ly  s m u g  n o r  c a u t io u s  f i l te r  p e r f o r m a n c e  is  d e s i r a b le ,  
id e a l ly  th e  f i l te r  w o u ld  e x h ib i t  s l ig h t ly  c a u t io u s  to  c o n s is te n t  p e r f o r m a n c e  o n  a v e ra g e  a c ro s s  
a l l  m e a s u r e m e n ts .
T h e  p o s i t io n  r e s u l t s  in  F ig u r e  ( 4 .1 0 )  fo r  th e  n o m in a l  I F F  a n d  tw o  E K F  s im u la t io n s  
s h o w  th a t  th e  I F F  g iv e s  c o m p a r a t iv e ly  c o n s is te n t  p e r f o r m a n c e  w i th  v a lu e s  in  th e  n e ig h ­
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F ig u r e  4 .8 .  P o s i t io n  r e s u l t s ,  a v e ra g e  f i l te r  ( s o l id )  a n d  M o n te  C a r lo  e r r o r  (d a s h e d )  ± 3 ^  fo r  
S im . 3: n o m in a l  in f o r m a t io n  f lo w  filte r. L e f t :  m e a s u r e m e n ts  1 -1 0 0 . R ig h t :  m e a s u r e m e n ts  
1 0 0 -4 3 2
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■10-2
F ig u r e  4 .9 .  V e lo c i ty  r e s u l t s ,  a v e ra g e  f i l te r  ( s o l id )  a n d  M o n te  C a r lo  e r r o r  ( d a s h e d )  ± 3 ^  fo r  
S im . 3: n o m in a l  in f o r m a t io n  f lo w  filte r. L e f t :  m e a s u r e m e n ts  1 -1 0 0 . R ig h t :  m e a s u r e m e n ts  
1 0 0 -4 3 2
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o f  o b s e r v a t io n s  ( m e a s u r e m e n t  n u m b e r  < 6 4 )  b u t  th e n  b e c o m e  s u c c e s s iv e ly  m o r e  o v e r ­
c o n v e r g e n t  th r o u g h  n ig h t  8 ( m e a s u r e m e n t  n u m b e r  < 2 0 8 ) .  W h i le  th e  tw o  E K F s  e x h ib i t  
b e t te r  f i l te r  p e r f o r m a n c e  in  te rm s  o f  c o n s is te n c y  a f te r  n ig h t  8 ( c o m p a r e d  to  n ig h ts  2 -8 ) ,  
n e i th e r  f i l te r  r e c o v e r s  a  c o n s is te n t  o r  c a u t io u s  e s t im a te  o f  th e  u n c e r ta in ty  a c r o s s  a l l  s ta te s . 
A s  th e  v e lo c i ty  e s t im a te s  a re  n o t  d i r e c t ly  r e la te d  to  th e  m e a s u r e m e n ts  a n d  m u s t  b e  im ­
p r o v e d  th r o u g h  c o r r e la t io n s  w i th  th e  p o s i t io n  s ta te s ,  th e  v e lo c i ty  r e s u l t s  in  F ig u r e  (4 .1 1 )  
fo l lo w  s im ila r  t r e n d s  a s  th e i r  c o r r e s p o n d in g  p o s i t io n  c h a n n e ls .  F o r  a l l  s ta te s ,  th e  E K F  w ith  
u n d e r w e ig h t in g  s h o w s  s l ig h t ly  m o r e  c o n s is te n t  p e r f o r m a n c e  a c r o s s  th e  b o a r d  c o m p a r e d  to  
th e  E K F  w i th o u t  u n d e r w e ig h t in g ,  b u t  th e  d i f f e r e n c e  is  s m a ll  c o m p a r e d  to  th e  m a g n i tu d e  
o f  th e  o v e r - c o n v e rg e n c e  e x h ib i te d  b y  b o th  E K F s .  I t  s h o u ld  b e  n o te d  th a t  o f  th e  1 ,0 0 0  
t r ia l s  f o r  th e  E K F  s im u la t io n s  w i th  a n d  w i th o u t  u n d e r w e ig h t in g ,  1 1 2  a n d  9 2  t r ia ls  f a i le d ,  
r e s p e c tiv e ly .  F a i lu r e  in  th is  c o n te x t  m e a n s  th e  m a g n i tu d e  o f  a  s ta te  e r r o r  e x c e e d e d  10  t im e s  
th e  f i l te r  e s t im a te d  s ta n d a r d  d e v ia t io n  fo r  a n y  g iv e n  s ta te . T r ia ls  th a t  a r e  f la g g e d  a s  f a i lu re s  
a re  r e m o v e d  f ro m  c o n s id e r a t io n  in  th is  a n a ly s is ,  m e a n in g  th e  E K F  M C  s ta t is t ic s  w i th  a n d  
w i th o u t  u n d e r w e ig h t in g  a r e  c o m p u te d  u s in g  8 8 8  a n d  9 0 8  tr ia ls ,  r e s p e c t iv e ly .  I t  s h o u ld  a ls o  
b e  n o te d  th a t  n o  t r i a l  fo r  a n y  I F F  s im u la t io n  m e t  th e  f a i lu r e  c r i t e r ia .  W h i le  i t  m a y  s e e m  
c o u n te r in tu i t iv e  th a t  th e  E K F  w i th  u n d e r w e ig h t in g  h a d  m o r e  f a i l e d  t r ia ls  c o m p a r e d  to  th e  
E K F  w ith o u t ,  th e  u n d e r ly in g  c a u s e  is  c l e a r  f ro m  a n  in f o r m a t io n  p r o c e s s in g  p e r s p e c t iv e .  B y  
p r o d u c in g  a  s u b o p t im a l  g a in ,  u n d e r w e ig h t in g  l im i ts  b o th  th e  m e a n  a n d  c o v a r ia n c e  c h a n g e  
d u r in g  th e  u p d a te .  W h i le  th e s e  a re  g e n e r a l ly  n o t  u n d e s i r a b le  r e s u l t s ,  l im i t in g  th e  m e a n  
u p d a te  in  a  h ig h  u n c e r ta in ty  o r b i t  d e t e r m in a t io n  p r o b le m  l ik e  th is  c a n  r e s u l t  in ,  o r  f a i l  to  
c o r r e c t ,  s ta te  e s t im a te s  th a t  d o  n o t  c o r r e s p o n d  to  c a p tu r e d  o r b i ts .  I n  th e  u n d e r w e ig h t in g  
c a s e ,  th e  e x te n t  to  w h ic h  s u c h  b e h a v io r  c a n  b e  a v o id e d  is  t r u n c a te d  w i th  th e  a m o u n t  o f  
in f o r m a t io n  p r o v id e d  to  th e  s y s te m .
R e s u l ts  f o r  th e  s e v e n  I F F  s im u la t io n s  a r e  g iv e n  in  F ig u re s  ( 4 .1 2 )  a n d  ( 4 .1 3 )  f o r  th e  
p o s i t io n  a n d  v e lo c i ty  a  r a t io s ,  r e s p e c tiv e ly .  A s  s e e n  in  th e  p r e v io u s  c o m p a r is o n  w i th  th e  
E K F s  in  F ig u re s  ( 4 .1 0 )  a n d  ( 4 .1 1 ) ,  th e  n o m in a l  I F F  r e m a in s  c lo s e ly  in  th e  n e ig h b o r h o o d
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F ig u r e  4 .1 0 .  P o s i t io n  r e s u l t s  f o r  th e  tw o  E K F s  a n d  in f o r m a t io n  f lo w  ( IF )  n o m in a l ,  a v e ra g e  
n u m b e r  o f  f i l te r  a  n e e d e d  to  c a p tu r e  M C  e r r o r  3 a
o f  3 .0 , s t r a y in g  s l ig h t ly  a b o v e  o r  b e lo w  d e p e n d in g  o n  th e  s p e c if ic  m e a s u r e m e n t  n u m b e r .  
T h e  I F F  w i th  u n d e r w e ig h t in g  c lo s e ly  fo llo w s  th e  n o m in a l  I F F  w i th  th e  e x c e p t io n  o f  a  
h a n d f u l  o f  m e a s u r e m e n ts  o v e r  th e  c o u r s e  o f  th e  f ir s t  tw o  n ig h ts .  A t  th e s e  e x c e p t io n s ,  
th e  u n d e r w e ig h t in g  c o n d i t io n s  in  E q . (2 .3 2 )  a r e  m e t ,  a n d  u n d e r w e ig h t in g  is  a p p l ie d  fo r  
th a t  p a r t i c u la r  u p d a te .  T h is  r e s u l t s  in  v e r y  c a u t io u s  f i l te r  p e r f o r m a n c e  u n t i l  th e  n e x t  
m e a s u r e m e n t  w h e r e  u n d e r w e ig h t in g  is  n o t  in d ic a te d ,  a t  w h ic h  p o in t  th e  f i l te r  r e tu r n s  to  
c o n s is te n t  e s t im a t io n  p e r f o rm a n c e .
T h e  I F F  s im u la t io n s  w i th  e i th e r  c o n s ta n t  c o v a r ia n c e  o r  c o n s ta n t  e n t r o p y  r a te - o f -  
c h a n g e  s h o w  r e m a r k a b ly  d i f f e r e n t  b e h a v io r  th a n  th a t  o f  th e  n o m in a l  o r  u n d e r w e ig h te d  
s im u la t io n s .  A s  w i th  th e  t r a d i t io n a l  u n d e r w e ig h t in g  e q u iv a le n t  f lo w  f o r m u la t io n ,  th e  c o n ­
v e r g e n c e  c o n s t r a in e d  f i l te rs  s h o w  la rg e  d r o p s  in  th e  n u m b e r  o f  f i l te r  e s t im a te  s ta n d a r d  
d e v ia t io n s  r e q u ir e d  to  fu l ly  c a p tu r e  th e  M C  3 a .  W h i le  th e  u n d e r w e ig h t in g  s im u la t io n  
im m e d ia te ly  r e tu r n s  to  c o n s is te n t  e s t im a t io n  ( i.e . v a lu e s  in  th e  n e ig h b o r h o o d  o f  3 .0 ) ,  th e  
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F ig u r e  4 .1 1 .  V e lo c i ty  r e s u l t s  fo r  th e  tw o  E K F s  a n d  in f o r m a t io n  f lo w  ( IF )  n o m in a l ,  a v e ra g e  
n u m b e r  o f  f i l te r  a  n e e d e d  to  c a p tu r e  M C  e r r o r  3 a
m a n c e .  T h e  d e p th  o f  th e  in i t ia l  d r o p  in  th e  r a t io  v a lu e  a n d  th e  n u m b e r  o f  s u b s e q u e n t  
m e a s u r e m e n ts  p r o c e s s e d  b e f o r e  r e tu r n in g  to  c o n s is te n t  e s t im a t io n  s c a le s  d i r e c t ly  w i th  th e  
Ac c  o r  A c e  c o n v e r g e n c e  th r e s h o ld .  T h a t  is ,  la r g e r  v a lu e s  o f  A c c  o r  A c e  r e s u l t  in  m o r e  
c a u t io u s  f i l te r  p e r f o r m a n c e  a n d  ta k e  m o r e  t im e  to  r e tu r n  to  c o n s is te n c y  th a n  s m a l le r  v a lu e s .
W h i le  s o m e  le v e l  o f  c a u t io u s  p e r f o r m a n c e  is  d e s i r a b le ,  e s p e c ia l ly  in  s i tu a t io n s  o f  
p r e c is e  m e a s u r e m e n ts  c o u p le d  w i th  h ig h  s ta te  u n c e r ta in ty ,  a s  s e e n  in  th is  a p p l ic a t io n ,  a n  
o v e r a b u n d a n c e  o f  c a u t io n  c a n  a l s o  b e  h a r m f u l .  T h e  t r a d e - o f f  n e c e s s a r y  to  p r o d u c e  su c h  
c a u t io n  in  th e  f i l te r  r e s p o n s e  m e a n s  th a t  le s s  in f o r m a t io n  a b o u t  th e  s ta te  is  p r o v id e d  to  th e  
filte r. A s  th e  a m o u n t  o f  in f o r m a t io n  w i th h e ld  a t  a  g iv e n  u p d a te  in c r e a s e s ,  so  to o  d o e s  th e  
n u m b e r  o f  s u b s e q u e n t  u p d a te s  r e q u i r e d  fo r  th e  f i l te r  to  r e tu r n  to  c o n s is te n t  p e r f o rm a n c e .
T o  i l lu s t r a te  th e  c o n s e q u e n c e s  o f  th is  in f o r m a t io n  d e p r iv a t io n ,  a  c o n s is te n c y  “ s c o re ” 
is  e s ta b l is h e d  f o r  e a c h  s im u la t io n  a n d  e s t im a te d  s ta te . F o r  th e  a v e ra g e  r a t io  a f vo . r e s u l t s  
( th e  s im u la t io n - s p e c i f ic  l in e s  in  F ig u r e s  ( 4 .1 2 )  a n d  (4 .1 3 ) ,  c o m p u te d  u s in g  E q . ( 4 .1 ) ) ,  th e  
s ig n - p r e s e r v in g  s q u a re d  o f f s e t  f ro m  c o n s is te n t  p e r f o r m a n c e  in  s ta te  j  is  s u m m e d  f o r  a
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simulation across the total M = 432 measurements and given by
M
Sj = Y  S i g n ( -  3-0 ) ( -  3-0)2 •
e=1
For filters that are primarily cautious or smug in a given state, Sj  will be negative or positive, 
respectively, with larger deviations from consistency further increasing the score magnitude. 
Ideally, filter scores should therefore be zero or slightly less than zero indicating, on average, 
consistent to slightly cautious estimation performance. Figure (4.14) shows the scores for 
each information flow filter across the position and velocity states. The nominal IFF (Sim. 
3) scores reflect its on-average consistent performance with small positive or negative scores 
depending on the specific state. Due to the amount of information withheld by the large 
convergence threshold, the IFF with Ac c  = 1.2 (Sim. 5) shows scores with consistently 
larger magnitudes than the other filter configurations across all states. The scores also reflect 
the trend of decreasing deviations from consistency as Ac c  or ACe decreases, with ACe = 0.2 
(Sim. 9) showing slightly cautious performance across all states. Note, this does not mean 
that any given simulation was smug or cautious across all measurements, just on average. 
The IFF with underweighting (Sim. 4) varies in its scores relative to the convergence 
control-based filters depending on the state but does show cautious performance across all 
states. For the Ac c  and ACe = 0.5 simulations (Sims. 7 and 8, respectively), the scores 
are nearly identical across all states with Ac c  = 0.5 always of a slightly larger magnitude. 
This indicates the two methods provide similar consistency results for the same pseudo­
time convergence threshold despite the different formulations for computing the contraction 
efficiency.
The trade-off for these more cautious or consistent filter designs comes at the cost of 
a slowed convergence rate. Figure (4.15) demonstrates this penalty in terms of the average 
filter error root sum of squares (RSS) for the position and velocity states. During the first 
night of measurements (< 63), the two EKF filters show lower RSS values than the IFFs
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f o r  th e  m a jo r i ty  o f  th e  t im e  in te r v a l .  O f  c o u r s e  b y  th e  th i r d  n ig h t  o f  m e a s u r e m e n ts  ( >  1 2 7 ) 
th is  is  n o  lo n g e r  th e  c a s e  a s  th e  E K F s  s t r u g g le  to  m a in ta in  th e  s o lu t io n  a f te r  lo n g  p e r io d s  
o f  p r o p a g a t io n .  C o m p a r is o n  o f  th e  R S S  t r e n d s  a c r o s s  th e  I F F s  r e v e a ls  th e  c o s t  o f  th e  m o r e  
c a u t io u s  b e h a v io r  s e e n  in  F ig u re s  ( 4 .1 2 )  a n d  (4 .1 3 ) ;  s lo w e r  c o n v e r g e n c e  to w a rd s  c o n s is te n t  
e s t im a t io n  d i r e c t ly  c o r r e s p o n d s  to  a  s lo w e r  r a te  o f  r e d u c t io n  in  R S S  v a lu e s .  W h i le  a l l  I F F  
f i l te rs  e v e n tu a l ly  s te a d y  s ta te  to  th e  s a m e  R S S  v a lu e s ,  th e  n u m b e r  o f  m e a s u r e m e n ts  n e e d e d  
to  a c h ie v e  th a t  s te a d y  s ta te  is  d e t e r m in e d  b y  h o w  m u c h  in f o r m a t io n  is  w i th h e ld  f r o m  th e  
f i l te r  w h e n  e a c h  m e a s u r e m e n t  is  p r o c e s s e d .  T h a t  is ,  th e  R S S  v a lu e s  f o r  e a c h  I F F  a t  a  g iv e n  
m e a s u r e m e n t  d e c r e a s e  w i th  th e  m a g n i tu d e  o f  th e  c o n t r a c t io n  e f f ic ie n c y , fo l lo w e d  b y  th e  



























F ig u r e  4 .1 2 .  I n f o r m a t io n  f lo w  ( IF )  p o s i t io n  r e s u l t s ,  a v e ra g e  n u m b e r  o f  f i l te r  a  n e e d e d  to  





























F ig u r e  4 .1 3 .  I n f o r m a t io n  f lo w  ( IF )  v e lo c i ty  r e s u l t s ,  a v e ra g e  n u m b e r  o f  f i l te r  a  n e e d e d  to  
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I^ ^ IF £ = 5/6 
1=1 IF Xc c  = 1-2 
I I IF  Xcc = 0.7 
I I IF  Xc c  = 0.5 
l l IF  Xce = 0.5 
i i IF  Xc e  = 0.2
F ig u r e  4 .1 4 .  I n fo r m a t io n  f lo w  ( IF )  s im u la t io n  s c o re s  fo r  d e v ia t io n  f ro m  c o n s is te n t  e s t im a t io n  


















----- E K F Nominal
----- E K F P =  5/ 6
----- IF Nom inal
----- IF P = 5/ 6
----- IF A c c =  1 .2
----- IF A c c =  0 .7
IF A C C =  0 .5
----- IF A C E =  0 .5
----- IF a c e =  0 .2
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F ig u r e  4 .1 5 .  A v e ra g e  p o s i t io n  ( to p )  a n d  v e lo c i ty  ( b o t to m )  R S S  v a lu e s  f o r  e a c h  f i l te r  g iv e n  
in  lo g - s c a le
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4 .3 .  F A L L I N G  B O D Y
P e r f o r m a n c e  o f  th e  p r e s e n te d  f o r m u la t io n s  o f  th e  G a u s s ia n  m ix tu r e  in f o r m a t io n  
f lo w  f i l te r  ( G M IF F )  is  d e m o n s t r a te d  r e la t iv e  to  th e  G a u s s ia n  m ix tu r e  e x te n d e d  K a lm a n  
f i l te r  ( G M E K F )  in  a  f a l l in g  b o d y  s c e n a r io  m o d if ie d  f ro m  G e lb  [9 6 ] . T h e  a l t i tu d e  ( x i ) ,  
v e lo c i ty  (x 2), a n d  b a l l i s t ic  c o e f f ic ie n t  (x 3) o f  a  f a l l in g  b o d y  a r e  e s t im a te d  a lo n g  a  o n e ­
d im e n s io n a l  d e s c e n t  th r o u g h  a  n o n - u n if o r m  a tm o s p h e r e  w i th  a l t i tu d e - d e p e n d e n t  d e n s i ty  p .  
T h e  e q u a t io n s  o f  m o t io n  a r e  g iv e n  b y
Xi  = X2 , ■ 1 2X 2 = 2  PX2 X3 g ,  a n d  X3 =  0 ,
w h e r e  p  =  p 0 e (-X1/k) is  th e  a tm o s p h e r ic  d e n s i ty  a t  th e  c u r r e n t  a l t i tu d e ,  p 0  =  0 .0 7 4 8 8 7  lb / f t 3 
is  th e  a tm o s p h e r ic  d e n s i ty  a t  s e a  le v e l,  k = 2 2 ,0 0 0  f t  is  a  d e c a y  p a r a m e te r ,  a n d  g  =  3 2 .2  
f t / s 2 is  th e  g r a v i t a t io n a l  a c c e le ra t io n .  I t  s h o u ld  b e  n o te d  th a t  fo r  th is  s im u la t io n ,  n o  p r o c e s s  
n o is e  is  a s s u m e d  o n  th e  d y n a m ic s .  A  to ta l  o f  N t = 1 0 0 0  t r ia ls  a r e  u s e d  in  th e  M o n te  C a r lo  
to  p r o v id e  e r r o r  s ta t is t ic s  a n d  c h a r a c te r iz e  p e r f o r m a n c e  o f  th e  f il te rs .
A  to ta l  o f  f iv e  f i l te r  c o n f ig u r a t io n s ,  r e f e r r e d  to  h e r e  a s  s im u la t io n s ,  a r e  c o m p a r e d  fo r  
th e  f a l l in g  b o d y  s c e n a r io .  T h e  f irs t  s im u la t io n ,  d e n o te d  “ G M I F F  n o m in a l” , u s e s  th e  o r ig in a l  
s in g le  h o m o to p y  f lo w  d e f in e d  in  S e c t io n  (3 .4 .2 .1 )  w i th  a n  in i t ia l  A d  s te p  s iz e  o f  5 • 1 0 - 5  
u n t i l  d  =  0 .0 1 5  a t  w h ic h  p o in t  th e  s te p  s iz e  is  in c r e a s e d  b y  tw o  o r d e r s  o f  m a g n i tu d e  to  
b a l a n c e  th e  n e e d  f o r  r e f in e d  in i t ia l  s te p  s iz e s  a n d  o v e ra l l  c o m p u ta t io n a l  b u r d e n .  T h e  s e c o n d  
s im u la t io n ,  d e n o te d  “ G M I F F  g lo b a l  d ” , u s e s  th e  s a m e  v a r ia b le  s te p  s iz e  a s  th e  G M I F F  
n o m in a l  s im u la t io n  in  th e  d u a l  h o m o to p y  f lo w  d e f in e d  in  S e c t io n  (3 .4 .2 .2 )  fo r  a  g lo b a l  d  
h o m o to p y  a n d  c o m p o n e n t- s p e c i f ic  t ;j  . T h e  th i r d  s im u la t io n ,  d e n o te d  “ G M I F F  g lo b a l  r ” , 
u s e s  th e  d u a l  h o m o to p y  f lo w  d e f in e d  in  S e c t io n  (3 .4 .2 .3 )  a n d  o u t l in e d  in  A lg o r i th m  4 ,  f o r  a  
g lo b a l  r  h o m o to p y  a n d  c o m p o n e n t- s p e c i f ic  d ; j . F o r  th e  th i r d  s im u la t io n ,  th e  A t  s te p  s iz e  is  
h e ld  c o n s ta n t  a t  5 • 1 0 - 3  a n d  r max = 1. T h e  c o n s ta n t  A t  s te p  s iz e  n a tu r a l ly  p r o v id e s  a  s im i la r  
b a la n c e  b e tw e e n  in te g r a t io n  s te p  s iz e  r e f in e m e n t  a n d  c o m p u ta t io n a l  b u r d e n  to  th e  v a r ia b le
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A  A s te p  s iz e s  u s e d  fo r  th e  f ir s t  a n d  s e c o n d  s im u la t io n s .  A s  d is c u s s e d  in  S e c t io n  ( 3 .4 .2 .3 ) ,  th e  
r e la t io n s h ip  b e tw e e n  A t  a n d  A A *j d e f in e d  in  E q . (3 .6 2 )  r e s u l t s  in  s m a l le r  A A *j m a g n i tu d e s  
w h e n  t  is  c lo s e  to  0  c o m p a r e d  to  th e  e n d  o f  th e  f lo w  w h e n  t  a p p r o a c h e s  1. T h e  f o u r th  
s im u la t io n ,  d e n o te d  “ G M I F F  m a x  e n t r o p y ”  is  id e n t ic a l  in  c o n f ig u r a t io n  to  th e  g lo b a l  t  
G M I F F  s im u la t io n  e x c e p t  w i th  Tmax = 0 .9 .  A l l  f o u r  G M I F F  f i l te rs  u s e  N x = 2 0 0  p a r t i c le s  
p e r  c o m p o n e n t  to  p r o v id e  m e a n  a n d  c o v a r ia n c e  e s t im a te s  v ia  s a m p le  s ta t is t ic s .  T h e  f if th  a n d  
f in a l  s im u la t io n  u s e s  a  G M E K F  a n d  fo llo w s  th e  f r a m e w o r k  e s ta b l i s h e d  in  S e c t io n  ( 2 .3 .2 ) .
I n  a n  e f f o r t  to  c u r ta i l  s o m e  a m o u n t  o f  G M  c o m p o n e n t  n u m b e r  g r o w th  d u r in g  e a c h  
s im u la t io n ,  a  t r im m in g  s c h e m e  is  a p p l ie d  to  a l l  f i l te rs .  In  th is  w ay , c o m p o n e n ts  w h o s e  
c o n t r ib u t io n s  to  th e  m o d e l  a r e  c o n s id e r e d  in s ig n i f i c a n t  a r e  r e m o v e d  f ro m  th e  G M  to  r e d u c e  
c o m p u ta t io n a l  b u r d e n .  B e tw e e n  th e  u p d a te  a n d  t im e - p r o p a g a t io n  s ta g e s ,  G M  c o m p o n e n ts  
a re  e v a lu a te d  f o r  c o n t r ib u t io n  b a s e d  o n  th e i r  r e la t iv e  w e ig h t  m a g n i tu d e s .  C o m p o n e n ts  w i th  
w e ig h ts  a t  le a s t  s ix  o r d e r s  o f  m a g n i tu d e  s m a l le r  th a n  th e  la rg e s t  w e ig h t  in  th e  s e t  a r e  r e m o v e d  
f r o m  th e  m o d e l ,  a n d  th e  w e ig h ts  f o r  th e  r e m a in in g  c o m p o n e n ts  a r e  r e - n o r m a l iz e d ,  s u c h  th a t  
th e y  a d h e r e  to  th e  u n i ty  s u m  c o n s t r a in t .  I t  s h o u ld  b e  n o te d  th a t  a  G M E K F  s im u la t io n  
a n d  a  n o m in a l  s in g le  h o m o to p y  G M I F F  s im u la t io n  w e r e  a l s o  c o n s id e r e d  u s in g  a  t r im  
to le r a n c e  o f  tw e lv e  o r d e r s  o f  m a g n i tu d e .  T h e  lo w  t r im  to le r a n c e  c a s e s  d e m o n s t r a te d  f i l te r  
p e r f o r m a n c e  in d is t in g u is h a b le  (e x c e p t  in  th e  n u m b e r  o f  c o m p o n e n ts  u s e d  in  th e  G M  m o d e l)  
f r o m  th e i r  h ig h e r  to le r a n c e  c o u n te r p a r t s .  A s  su c h , th e  lo w  t r im  c o n d i t io n  s im u la t io n s  a r e  n o t  
c o n s id e r e d  f u r th e r  h e r e  a n d  s e rv e  o n ly  to  r u le  o u t  th e  h ig h e r  t r im  to le r a n c e  a s  a  s ig n i f ic a n t  
in f lu e n c e  o n  th e  f i l te r  p e r f o r m a n c e  in  th is  s c e n a r io .
I n  a d d i t io n  to  th e  p o s t - u p d a te  t r im ,  th e  g lo b a l  t  h o m o to p y  f i l te rs  ( s im u la t io n s  
th r e e  a n d  fo u r)  a l s o  e m p lo y  a n  in  s itu  t r im m in g  s c h e m e . P e r io d ic a l ly  d u r in g  th e  u p d a te  
p r o p a g a t io n ,  th e  w e ig h ts  a r e  c o m p a r e d  to  f in d  c o m p o n e n ts  w h o s e  c o n t r ib u t io n  to  th e  G M  
m o d e l  h a s  d im in is h e d  to  th e  p o in t  o f  in s ig n if ic a n c e .  T h a t  is ,  th e  n o r m a l iz e d  w e ig h ts  
a r e  c o m p a r e d  a t  a  g iv e n  t  a n d  th o s e  w h o s e  c o n t r ib u t io n  is  tw e lv e  o r d e r s  o f  m a g n i tu d e  
s m a l le r  th a n  th e  la rg e s t  n o r m a l iz e d  w e ig h t  a r e  c o n s id e r e d  n o n c o n t r ib u to r y  a n d  th e y  ( a n d
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F ig u r e  4 .1 6 .  S im u la t io n  r a n g e  m e a s u r e m e n t  n o is e  d is t r ib u t io n
th e i r  c o r r e s p o n d in g  c o m p o n e n ts )  a r e  r e m o v e d  f ro m  th e  p r o p a g a t io n  w h i le  th e  r e m a in in g  
c o m p o n e n ts  c o n t in u e .  T h is  is  d o n e  in  a n  a t te m p t  to  r e d u c e  th e  u n n e c e s s a r y  c o m p u ta t io n a l  
b u r d e n  o f  p r o p a g a t in g  c o m p o n e n ts  th a t  w o u ld  c le a r ly  b e  r e m o v e d  d u r in g  th e  p o s t - u p d a te  
t r im  a n d  w h o s e  o m is s io n  w o u ld  n o t  b e  n u m e r ic a l ly  s ig n i f ic a n t  in  th e  w e ig h t  n o r m a l iz a t io n .
T h e  t r u e  in i t ia l  s ta te  o f  th e  b o d y  is  ta k e n  to  b e  x 1 =  1 0 0 ,0 0 0  f t, x 2 =  - 6 , 0 0 0  f t /s ,  
a n d  x 3 =  2 , 0 0 0  lb / f t2 . I n i t ia l  u n c e r ta in t ie s  o f  5 0 0  f t2 , 2 ,0 0 0  f t2 / s 2 , a n d  2 ,5 0 0  lb 2 / f t 4  a re  
u s e d  in  e a c h  t r i a l  to  d r a w  th e  in i t ia l  m e a n  e s t im a te  f o r  th e  f i l te rs  f ro m  th e  a s s u m e d  in i t ia l  
G a u s s ia n  d is t r ib u t io n .  A n  o b s e r v e r  lo c a te d  a t  10  f t  a l t i tu d e  a n d  1 m i le  h o r iz o n ta l ly  o f f s e t  
f r o m  th e  im p a c t  s i te  is  u s e d  to  g e n e r a te  r a n g e  m e a s u r e m e n ts  e v e r y  s e c o n d  fo r  a  to ta l  o f  17 
m e a s u r e m e n ts  o v e r  th e  f u l l  d e s c e n t  tr a je c to ry .  T h e  m e a s u r e m e n ts  a re  ta k e n  to  b e  c o r r u p te d  
b y  a d d i t iv e  u n c o r r e la te d  n o is e  th a t  is  r e - s a m p le d  fo r  e a c h  m e a s u r e m e n t  a n d  t r ia l  f ro m  th e  
d is t r ib u t io n  s h o w n  in  F ig u r e  ( 4 .1 6 ) ,  g iv e n  b y  th e  3 - c o m p o n e n t  G M
= 0 .4  m (v1) =  - 9 . 5 2 6  f t  P $  =  1 .5  f t2
w f ] = 0 . 2  rn (2) =  0  f t  P - 2-  =  1 2 . 0  f t 2
w - 3) =  0 .4  m - 3) =  9 .5 2 6  f t  P -3 - =  1 .5  f t2 .
I t  s h o u ld  b e  n o te d  th a t  th is  m e a s u r e m e n t  n o is e  G M  is  n o t  m e a n t  to  b e  r e p r e s e n ta t iv e
o f  a n y  r e a l -w o r ld  s e n s o r  n o is e ,  b u t  to  p r o v id e  a  d is t in c t ly  n o n - G a u s s ia n  d is t r ib u t io n  fo r  
d e m o n s tr a t iv e  p u r p o s e s .
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F ig u r e  4 .1 7 .  A v e ra g e  n u m b e r  o f  f i l te r  a  n e e d e d  to  c a p tu r e  M C  e r r o r  3 a
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Results for the falling body scenario are given in Figures (4.17)-(4.20), the first of 
which provides an examination of the filter consistency. Using the full distribution mean and 
covariance computed via the method of moments in Eqs. (2.10), for each state s e {1, 2, 3}, 
Figure (4.17) examines the ratio of error to filter standard deviation (^ ) at each time step 
with the average ratio measure in Eq. (4.1). Again, this examines the average number of 
filter standard deviations necessary to encompass the Monte Carlo error 3^ . While the 
underlying distribution is not guaranteed to be Gaussian and therefore the effects of higher 
order statistical moments are not considered, Eq. (4.1) provides a means of characterizing 
filter consistency. Values of <ravg,s « 3.0 denote the filter covariance is consistent with the 
Monte Carlo errors, while values less than 3.0 suggest the filter is conservative or over­
estimates the state uncertainty. Values of o-avg,s greater than three suggest over-convergent 
or smug performance resulting from a filter that is overconfident in its estimate.
The results in Figure (4.17) suggest all five filters are, by and large, consistent up 
to time step seven (measurement number six) at which point the GMIFF with the maxi­
mum entropy constraint (simulation four) begins to demonstrate increasingly conservative 
performance. This corresponds to the point in the trajectory where the atmospheric den­
sity increases enough that the ballistic coefficient is truly estimable through sufficiently 
developed correlations between the states. By limiting the entropy change in the update, 
simulation four is slower to converge than the other filters due to the cap on information 
provided to the filter at each update and the resulting weaker correlations and convergence. 
At time step ten, the maximum entropy constrained filter settles to an average ratio value 
around 2.6 across all states for the remainder of the trajectory. It is also at this point 
that the GMEKF (simulation five) begins trending towards more overconfident estimation, 
especially in the velocity and ballistic coefficient states, i.e. those not directly observed 
in the range measurements. The o-avg,s results for the three unconstrained GMIFF filters 
(simulations one to three) fluctuate around the desired 3.0 value from one time step to the 
next across the vast majority of the trajectory in all states. The only notable exception being
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a  s l ig h t  t r e n d  to w a r d s  o v e r c o n f id e n c e  in  th e  g lo b a l  r  G M I F F  ( s im u la t io n  th r e e )  a r o u n d  t im e  
s te p  14 , e s p e c ia l ly  in  th e  v e lo c i ty  a n d  b a l l i s t ic  c o e f f ic ie n t  s ta te s . H o w e v e r , th is  b e h a v io r  
a p p e a r s  to  s e t t le  b a c k  to w a r d s  c o n s is te n c y  b y  th e  e n d  o f  th e  tr a je c to ry .
T h e  g lo b a l  r  G M I F F  is  a l s o  n o te w o r th y  in  th a t  i t  u s e s  th e  lo w e s t  n u m b e r  o f  c o m ­
p o n e n ts ,  o n  a v e ra g e ,  in  th e  G M  m o d e l  a t  e a c h  t im e  s te p . F ig u r e  ( 4 .1 9 )  g iv e s  th e  a v e ra g e  
n u m b e r  o f  c o m p o n e n ts  e a c h  f i l te r  u s e s  ( a b o v e  th a t  o f  th e  g lo b a l  r  G M I F F )  a f te r  th e  p o s t ­
u p d a te  t r im  c o n d i t io n s  h a v e  b e e n  e v a lu a te d  f o r  e a c h  t im e  s te p . I t  s h o u ld  b e  n o te d  th a t  th e  
f ir s t  th r e e  t im e  s te p s  a re  n o t  s h o w n  in  F ig u r e  (4 .1 9 )  a s  a l l  f iv e  f i l te rs  u s e  th e  s a m e  n u m b e r  
o f  c o m p o n e n ts  u p  to  th is  p o in t .  I n  l ig h t  o f  th e  c o n s is te n c y  r e s u l t s  o f  F ig u r e  (4 .1 7 ) ,  th e  
c o m p o n e n t  n u m b e r  t r e n d s  d e m o n s t r a te  th e  t r a d e - o f f  fo r  th e  m o r e  c o n s e r v a t iv e  p e r f o r m a n c e  
o f  th e  n o m in a l ,  g lo b a l  A, a n d  m a x im u m  e n t r o p y  G M I F F  f i l te rs  r e la t iv e  to  th e  G M E K F . 
T h a t  is ,  w h i le  th e  n o m in a l  a n d  g lo b a l  A G M I F F  f i l te rs  s h o w  m o r e  c o n s is te n t  e s t im a t io n  
in  th e  l a t te r  h a l f  o f  th e  t r a je c to r y  c o m p a r e d  to  th e  G M E K F , th is  c o m e s  a t  th e  c o s t  o f  a  
r e la t iv e  in c r e a s e  in  th e  n u m b e r  o f  c o m p o n e n ts .  T h is  r e la t io n s h ip  b e tw e e n  f i l te r  c o n f id e n c e  
a n d  c o m p o n e n t  n u m b e r  is  ta k e n  to  th e  e x t r e m e  in  th e  m a x im u m  e n t r o p y  G M I F F  c a s e .  A s  
th e  c o n v e r g e n c e  o f  e a c h  c o m p o n e n t  is  l im i te d  in  th e  m a x im u m  e n t ro p y  s im u la t io n ,  th e  
d is p e r s io n  o f  th e  r e s u l t in g  w e ig h ts  a n d  th u s  th e  n u m b e r  o f  c o m p o n e n ts  th a t  m e e t  th e  t r im  
c o n d i t io n  is  r e d u c e d ,  r e s u l t in g  in  a  d r a s t i c a l ly  h ig h e r  n u m b e r  o f  c o m p o n e n ts  b y  th e  e n d  o f  
th e  s im u la t io n .
H o w e v e r , c o m p o n e n t  d e n s i ty  is  n o t  th e  s o le  d e c id in g  f a c to r  in  th e  f i l te r  c o n s is te n c y . 
T h e  s ig n i f ic a n t ly  lo w e r  n u m b e r  o f  c o m p o n e n ts  fo r  th e  g lo b a l  r  G M I F F  (g iv e n  n u m e r ic a l ly  
b y  th e  c o r r e s p o n d in g  b o x  a t  e a c h  t im e  s te p  in  F ig u r e  ( 4 .1 9 ) )  d o e s  n o t  d i r e c t ly  t r a n s la te  to  
a  s ig n i f ic a n t  a m o u n t  o f  o v e r c o n f id e n c e  in  i ts  s o lu t io n ;  a l th o u g h  i t  is  s l ig h t ly  o v e r c o n f id e n t  
c o m p a r e d  to  th e  o th e r  G M I F F  r e s u l t s .  C o n v e rs e ly ,  th e  p r e v io u s ly  m e n t io n e d  G M E K F  w ith  
a  s ig n i f ic a n t ly  lo w e r  t r im  c o n d i t io n  th a n  th a t  o f  s im u la t io n  f iv e  r e s u l t e d  in  in d is t in g u is h a b le  
c o n s is te n c y  p e r f o r m a n c e  f ro m  th a t  o f  th e  d e p ic te d  G M E K F  in  F ig u r e  (4 .1 7 )  w h i le  u s in g  o n  
a v e ra g e  o v e r  1 0 ,0 0 0  c o m p o n e n ts  in  th e  f in a l  G M  m o d e l .
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F ig u r e  ( 4 .1 8 )  g iv e s  a  d i f f e r e n t  e x a m in a t io n  o f  th e  f i l te r  p e r f o r m a n c e  in  te rm s  o f  th e  
p d f  e v a lu a te d  a t  th e  t r u e  s ta te  o v e r  th e  tr a je c to ry .  F o r  e a c h  s im u la t io n ,  th e  m e a n  ( s o l id  l in e ) ,  
5 th a n d  9 5 th p e r c e n t i l e s  ( d a s h e d  l in e s ) ,  a n d  f u l l  r a n g e  ( s h a d e d  r e g io n )  o f  th e  s in g le - t r ia l  
t r u e  s ta te  p r o b a b i l i ty  d e n s i t ie s  a re  s h o w n  b e f o r e  a n d  a f te r  e a c h  u p d a te ,  f o r  e a c h  t im e  s te p . 
A l l  f iv e  f i l te rs  d e m o n s t r a te  th e  e x p e c te d  t r e n d  o f  in c r e a s in g  p r o b a b i l i ty  d e n s i t ie s  in  th e  
n e ig h b o r h o o d  o f  th e  t r u e  s ta te  a s  e a c h  c o n v e rg e s  o n  a  s o lu t io n .  H o w e v e r , in  th e  G M E K F  
c a s e  ( r ig h t - m o s t  p a n e l) ,  a  h a n d f u l  o f  t r ia ls  f a i l  to  c o n v e r g e  o n  th e  t r u th ,  r e s u l t in g  in  v e r y  
s m a ll  o r  n u m e r ic a l ly  z e r o  p r o b a b i l i ty  d e n s i t ie s .  T h e  G M I F F  f i l te rs ,  o n  th e  o th e r  h a n d ,  
d e m o n s t r a te  m u c h  le s s  v a r ia t io n  in  th e  r e s u l t a n t  p r o b a b i l i ty  d e n s i t ie s ,  w i th  th e  m a x im u m  
e n t r o p y  G M I F F  s h o w in g  th e  s m a l le s t  v a r ia t io n  o f  th e  f o u r  f o r  b o th  th e  m in /m a x  r a n g e  a n d  
5 th/ 9 5 th p e r c e n t i l e s .  A t  th e  f in a l  t im e  s te p , th e  g lo b a l  r  G M I F F  h a s  th e  h ig h e s t  m a x im u m  
a n d  m e a n  p r o b a b i l i ty  d e n s ity ,  fo l lo w e d  q u ic k ly  b y  th e  G M E K F  a n d  th e n  th e  n e a r ly  id e n t ic a l  
r e s u l t s  fo r  th e  n o m in a l  a n d  g lo b a l  A s im u la t io n s .  T h e  m a x im u m  e n t ro p y  G M I F F , w h i le  
d e m o n s tr a t in g  le s s  v a r ia t io n  b e tw e e n  t r ia ls ,  a l s o  h a s  th e  lo w e s t  m a x im u m  a n d  m e a n  f in a l 
p r o b a b i l i ty  d e n s i t ie s .
T h e  f in a l  s e t  o f  r e s u l t s ,  g iv e n  in  F ig u r e  ( 4 .2 0 ) ,  p r o v id e s  th e  a v e ra g e  ( s o l id  l in e ) ,  5 th 
a n d  9 5 th p e r c e n t i l e s  ( d a s h e d  l in e s ) ,  a n d  f u l l  r a n g e  ( s h a d e d  r e g io n )  o f  th e  s in g le  t r ia l  ro o t-  
s u m - s q u a r e  (R S S )  o f  th e  e r r o r  b e f o r e  a n d  a f te r  e a c h  u p d a te .  A l l  f iv e  f i l te rs  s h o w  r e m a r k a b ly  
s im i la r  p e r f o r m a n c e  a c r o s s  a l l  t im e  s te p s . A t  th e  f in a l  t im e ,  th e  n o m in a l  G M I F F  h a s  th e  
lo w e s t  m e a n  R S S , a n d  th e  g lo b a l  r  G M I F F  h a s  th e  lo w e s t  m in im u m  v a lu e ;  h o w e v e r , th e  
d i f f e r e n c e  a c r o s s  s im u la t io n s  is  m in im a l .
O v e r a l l ,  th e  c o m p a r is o n  o f  th e  G M I F F s ' p e r f o r m a n c e  c h a r a c te r is t i c s  w i th  th o s e  
o f  th e  G M E K F  d e m o n s tr a te s  th e  e a s e  w i th  w h ic h  d i f f e r e n t  f i l te r  b e h a v io r s  ( in  te rm s  o f  
c o n s is te n c y  a n d  c o m p o n e n t  n u m b e r )  c a n  b e  e m p h a s iz e d  b y  s e le c t io n  o f  u n d e r ly in g  th e  
h o m o to p y  o r  h o m o to p ie s .  T h e  m o r e  c a u t io u s  b e h a v io r  o f  th e  m a x  e n t r o p y  G M I F F  in  
F ig u r e  ( 4 .1 7 )  c o m e s  a t  th e  c o s t  o f  a  m u c h  h ig h e r  n u m b e r  o f  c o m p o n e n ts .  T h e  g lo b a l  r  
G M I F F  u s e s  f e w e r  c o m p o n e n ts  th a n  th e  o th e r  f i l te rs ,  d u e ,  a t  le a s t  in  p a r t ,  to  th e  in  s itu
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c o m p o n e n t  t r im m in g  a v a i la b le  d u r in g  th e  u p d a te .  T h is  t r im m in g  s c h e m e  c le a r ly  c a n  n o t  
b e  f u l ly  le v e r a g e d  b y  th e  m a x  e n t r o p y  G M IF F . T h e  e n t r o p y  c o n s t r a in t  p r o v id e d  b y  Tmax 
r e s u l t s  in  th e  d is c a r d in g  o f  s o m e  p o r t io n  o f  th e  in f o r m a t io n  p r o v id e d  b y  th e  m e a s u r e m e n ts .  
T h a t  is ,  th e  m a x  e n t r o p y  G M I F F  d o e s  n o t  f u l ly  c o n v e rg e  o n  a  s o lu t io n ,  a n d  c o m p o n e n t  
w e ig h ts  d im in is h  a t  a  m u c h  s lo w e r  r a te  c o m p a r e d  to  th e  n o n - th r o t t le d  f i l te rs ,  r e s u l t in g  in  
m o r e  c o m p o n e n ts  r e ta in e d  f r o m  o n e  m e a s u r e m e n t  to  th e  n e x t.
T h e  n o m in a l  a n d  g lo b a l  A G M I F F s  m a in ta in  m u c h  m o r e  c o n s is te n t  e s t im a t io n  
th r o u g h o u t  th e  d e s c e n t ,  c o m p a r e d  to  th e  G M E K F , a t  th e  c o s t  o f  a  s l ig h t  in c r e a s e  in  th e  
n u m b e r  o f  c o m p o n e n ts  u s e d  in  th e  a p p r o x im a t io n .  A l l  o f  th e  G M I F F s  d e m o n s t r a te  le s s  
v a r ia t io n  in  th e  p r o b a b i l i ty  d e n s i ty  s u r r o u n d in g  th e  t r u e  s ta te  a n d  d o  n o t  f a i l  to  c o n v e r g e  l ik e  
th e  G M E K F  in  a  h a n d f u l  o f  t r ia ls .  T h e  d i f f e r e n t  s t r e n g th s  a n d  a s s o c ia te d  c o s ts  o f  th e  fo u r  
d e m o n s t r a te d  G M I F F s  d o  n o t ,  h o w e v e r , r e s u l t  in  a  m e a n in g f u l  c h a n g e  in  th e  f i l t e r s '  e r r o r  
c h a r a c te r i s t i c s  c o m p a r e d  to  th e  G M E K F . A l l  f iv e  f i l te rs  p r e s e n te d  h e r e  d e m o n s t r a te  n e a r ly  
id e n t ic a l  R S S  b e h a v io r  w i th o u t  s ig n i f ic a n t  d if f e r e n t ia t in g  t r e n d s ,  m e a n in g  th e  G M I F F  s u c ­
c e s s f u l ly  p r o v id e s  c o m p a r a b le  R S S  p e r f o r m a n c e  c o m p a r e d  to  th e  G M E K F , w h i le  im p r o v in g  
f i l te r  c o n s is te n c y  a n d  o th e r  c h a r a c te r i s t i c s ,  d e p e n d in g  o n  th e  s p e c if ic  f o r m u la t io n  s e le c te d .
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G M I F F  N o m i n a l G M I F F  G l o b a l  A G M I F F  G l o b a l  t  G M I F F  M a x  E n t r o p y
T im e  s te p T im e  s te p T im e  s te p T im e  s te p T im e  s te p
F ig u r e  4 .1 8 .  T ru e  s ta te  p r o b a b i l i ty  d e n s i ty  r a n g e ,  m e a n ,  a n d  5 to  9 5  p e r c e n t i l e ,  g iv e n  in  lo g -  
s c a le  w i th  in d ic e s  b e f o r e  a n d  a f te r  th e  u p d a te  d e n o te d  b y  s u p e r s c r ip t  -  a n d  + , r e s p e c t iv e ly
G M E K F
T i m e  S t e p
F ig u r e  4 .1 9 .  A v e ra g e  n u m b e r  o f  f i l te r  c o m p o n e n ts  r e la t iv e  to  s im u la t io n  th r e e  a v e ra g e  (g iv e n  
n u m e r ic a l ly  in  th e  b o x  a t  e a c h  t im e  s te p )  c a lc u la te d  a f te r  th e  p o s t - u p d a te  t r im  ( d e n o te d  b y  





G M I F F  N o m i n a l G M I F F  G l o b a l  A G M I F F  G l o b a l  t G M I F F  M a x  E n t r o p y
T im e  s te p T im e  s te p T im e  s te p T im e  s te p T im e  s te p
G M E K F
F ig u r e  4 .2 0 .  F i l te r  R S S  r a n g e ,  m e a n ,  a n d  5 to  9 5  p e r c e n t i l e ,  g iv e n  in  lo g - s c a le  w i th  in d ic e s  
b e f o r e  a n d  a f te r  th e  u p d a te  d e n o te d  b y  s u p e r s c r ip t  -  a n d  + , r e s p e c t iv e ly
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5 . C O N C L U S I O N S
5 .1 .  R E S E A R C H  S U M M A R Y
A  n e w  m e th o d  fo r  r o b u s t  a n d  c o n s is te n t  e s t im a t io n  p e r f o r m a n c e  u s in g  a n  in f o r m a t io n -  
th e o r e t ic  in te r p r e ta t io n  o f  th e  p a r t i c le  f lo w  f i l te r  h a s  b e e n  p r e s e n te d  in  S e c t io n  (3 .3 ) .  C o n ­
c e p ts  in  p r o b a b i l i ty  a n d  e s t im a t io n  th a t  a r e  e s s e n t i a l  to  th e s e  l a te r  d e v e lo p m e n ts  a r e  p r e s e n te d  
in  S e c t io n  (2 )  in c lu d in g  th e  K a lm a n  f i l te r  a n d  v a r ia t io n s  o n  th e  K a lm a n  f i l te r  in  S e c t io n  (2 .2 ) .  
U s in g  th e  B a y e s ia n  f i l te r in g  f r a m e w o r k  o u t l in e d  in  S e c t io n  (2 .3 ) ,  th e  K a lm a n  f i l te r  a r c h i te c ­
tu r e  is  u s e d  to  p r o v id e  a  c lo s e d  f o rm  a n a ly t ic  s o lu t io n  w h e n  th e  s ta te  a n d  n o is e  p r o b a b i l i ty  
d e n s i ty  f u n c t io n s  (p d fs )  a r e  G a u s s ia n s  o r  G a u s s ia n  m ix tu r e s .  T h e  b r o a d  c a te g o r y  o f  p a r t i c le  
f i l te rs  is  to u c h e d  o n  in  S e c t io n  (2 .4 ) ,  a lo n g  w i th  s o m e  d is c u s s io n  o n  c h a l le n g e s  th a t  a r i s e  in  
th e i r  im p le m e n ta t io n .  T h e  p a r t i c le  f lo w  f r a m e w o r k  is  th e n  in t r o d u c e d  in  S e c t io n  ( 2 .4 .3 ) .  B y  
m o t iv a t in g  th e  m o v e m e n t  o f  p a r t i c le s  th r o u g h  th e  s ta te  s p a c e  in  a c c o r d a n c e  w i th  a  B a y e s ia n  
u p d a te ,  p a r t i c le  f lo w  m e th o d s  h a v e  b e e n  s h o w n  to  p r o v id e  e s t im a t io n  a c c u r a c y  s im i la r  to  
t r a d i t io n a l  p a r t i c le  f i l te r in g  a p p r o a c h e s  a t  a  r e d u c e d  c o m p u ta t io n a l  c o m p le x i ty .  A n  in t r o ­
d u c t io n  to  s e v e ra l  c o n c e p t s  in  in f o r m a t io n  th e o r y  is  p r o v id e d  b y  S e c t io n  (3 .1 )  a lo n g  w i th  a  
b r id g e  b e tw e e n  p r o b a b i l i ty  a n d  in f o r m a t io n  th e o r y  in  S e c t io n  (3 .2 ) .  D e r iv in g  th e  f lo w  p r e ­
s e n te d  in  S e c t io n  (3 .3 )  u s in g  th e s e  in f o r m a t io n - th e o r e t ic  m e a s u r e s  a l lo w s  fo r  s e p a r a t io n  o f  
th e  d i f f e r e n t  m o d e s  th a t  g o v e r n  th e  m o t io n  o f  a  p a r t i c le  th r o u g h  th e  u p d a te .  H a v in g  d is t in c t  
p a r a m e te r s  r e la te d  to  th e  m o d e s  o f  m o t io n  a ls o  a l lo w s  fo r  c o n v e n ie n t  im p le m e n ta t io n  o f  a  
n o n - B a y e s ia n  u p d a te  w i th o u t  s ig n i f ic a n t ly  m o d i f y in g  th e  f lo w  e q u a t io n s .
E x te n s io n s  a n d  m o d if ic a t io n s  to  th e  p r e s e n te d  f r a m e w o r k  a re  e s ta b l i s h e d  to  b r in g  th e  
in f o r m a t io n  f lo w  f i l te r  in  l in e  w i th  m o d e r n  f i l te r in g  b e s t  p r a c t ic e s .  In  S e c t io n  ( 3 .3 .2 .1 ) ,  th e  
f lo w  f u n c t io n  is  r e d e f in e d  to  o p e r a te  o n  e r r o r  p a r t i c le s  su c h  th a t  i t  h a n d le s  a t t i tu d e  e s t im a t io n  
in  a  w a y  th a t  is  m a th e m a t ic a l ly  c o n s is te n t  w i th  th e  u n d e r ly in g  p a r a m e te r iz a t io n .  A  g lo b a l ,  
o r  r e f e r e n c e ,  a t t i tu d e  is  u s e d  to  p r o p a g a te  th e  s ta te  p a r t i c le s ,  a n d  a  c o r r e s p o n d in g  th r e e -
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c o m p o n e n t  e r r o r  p a r t i c le  is  u s e d  in  th e  u p d a te .  A  s q u a r e - r o o t  f a c to r i z e d  c o v a r ia n c e  f o rm  is  
im p le m e n te d  in  th e  f lo w  e q u a t io n s  in  S e c t io n  (3 .3 .2 .2 )  to  s u p p o r t  p o s i t iv e  d e f in i te n e s s  a n d  
to  f o s te r  n u m e r ic a l ly  s ta b le  e s t im a t io n .
A  n o v e l p s e u d o - t im e  d e p e n d e n t  c o n t r a c t io n  e f f ic ie n c y  p a r a m e te r  is  in t r o d u c e d  in  
S e c t io n  ( 3 .3 .2 .3 )  th a t  le v e ra g e s  th e  d is t in c t io n  b e tw e e n  th e  p a r t i c le  s e t  c o n t r a c t io n  a n d  
t r a n s la t io n  o v e r  th e  c o u r s e  o f  a n  u p d a te .  B a s e d  o n  e i th e r  c o v a r ia n c e  o r  e n t r o p y  r a te -o f -  
c h a n g e ,  th is  p a r a m e te r  a l lo w s  th e  f i l te r  to  a d a p t  th e  a m o u n t  o f  in f o r m a t io n  in g e s te d  a t  a  
g iv e n  p o in t  in  th e  u p d a te .  T h r e s h o ld in g ,  a n d  th e r e f o r e  s lo w in g  th e  r a te  o f  in f o r m a t io n  
in c lu s io n  in to  th e  e s t im a te ,  p re v e n ts  o v e r - c o n v e rg e n t  b e h a v io r  th a t  c a n  o c c u r  in  s i tu a t io n s  
w i th  h ig h  s ta te  u n c e r ta in ty  a n d  p r e c is e  m e a s u r e m e n ts .
A n  in f o r m a t io n - b a s e d  p a r t i c le  f lo w  fo r  e s t im a t io n  w i th  G a u s s ia n  m ix tu r e  m o d e ls  is  
d e v e lo p e d  in  S e c t io n  (3 .4 )  f o r  a p p l ic a t io n s  w i th  n o n - G a u s s ia n  s ta te  a n d  m e a s u r e m e n t  n o is e  
d is t r ib u t io n s .  T h e  r e s u l t in g  f i l te r  a d h e r e s  to  th e  r e la t io n s h ip s  e s ta b l is h e d  b y  th e  G a u s s ia n  
m ix tu r e  e x te n d e d  K a lm a n  f i l te r  ( G M E K F ) ,  s u c h  th a t  c o m p o n e n t  p a r a m e te r s  a re  u p d a te d  
in d e p e n d e n t  o f  a l l  o th e r  c o m p o n e n ts ,  a n d  a l l  in te r a c t io n s  b e tw e e n  c o m p o n e n ts  a r e  h a n d le d  in  
th e  c o r r e s p o n d in g  w e ig h t  u p d a te .  T h is  a p p r o a c h  a l lo w s  th e  n e w  f i l te r  a r c h i te c tu r e  to  le v e ra g e  
th e  G a u s s ia n  in f o rm a t io n - th e o r e t ic  p a r t i c le  f lo w  fo r  th e  c o m p o n e n t  p a r a m e te r  u p d a te s .  A  
w e ig h t  u p d a te  is  e s ta b l i s h e d  in  S e c t io n  (3 .4 .2 )  f o l lo w in g  th a t  o f  th e  G M E K F  a n d  w r i t te n  
in  te r m s  o f  in f o r m a t io n  p o te n t ia l .  T h is  fo rm s  th e  b a s is  fo r  in c o r p o r a t in g  th e  lo g a r i th m ic  
h o m o to p y  to  d e s c r ib e  th e  in c o r p o r a t io n  o f  n e w  in f o r m a t io n  in to  th e  c o m p o n e n t  w e ig h ts  in  
a  s in g le  u n if ie d  f r a m e w o r k  in  S e c t io n  ( 3 .4 .2 .1 ) .  T w o  n e w  e q u iv a le n t  h o m o to p y  d e f in i t io n s  
a re  a ls o  p r e s e n te d  b a s e d  o n  th e  c h a n g e  in  e n t r o p y  c o r r e s p o n d in g  to  a  B a y e s ia n  u p d a te .  
T h e s e  n e w  f o rm s  a r e  e s ta b l i s h e d  fo r  w e ig h t - s p e c i f ic  a n d  c o m p o n e n t- s p e c i f ic  p s e u d o - t im e  
p a r a m e te r s  in  S e c t io n s  (3 .4 .2 .2 )  a n d  (3 .4 .2 .3 )  s u c h  th a t  n o n - B a y e s ia n  b e h a v io r  in  th e  w e ig h t  
o r  c o m p o n e n t  u p d a te s  c a n  b e  a p p r o p r ia te ly  r e f le c te d  in  th e  o th e r .
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P e r f o r m a n c e  o f  th e  n e w  f i l te r  f r a m e w o r k  is  p r e s e n te d  a n d  a n a ly z e d  in  th r e e  s im u ­
la t io n s .  F ir s t ,  th e  a s s e m b le d  s q u a r e - r o o t  m u l t ip l ic a t iv e  in f o r m a t io n  f lo w  f i l te r  w i th  c o n v e r ­
g e n c e  c o n t r o l  is  te s te d  in  a  lu n a r  d e s c e n t - to - la n d in g  s im u la t io n  in  S e c t io n  (4 .1 ) .  R e s u l ts  
s h o w  th a t  th e  f i l te r  is  p r im a r i ly  c a u t io u s  in  i ts  e s t im a t io n ,  e s p e c ia l ly  in  th e  p r e s e n c e  o f  
r a p id ,  la rg e  a t t i tu d e  m a n e u v e r s  a n d  l im i ts  o v e r - c o n v e rg e n t  b e h a v io r  d u r in g  p e r io d s  o f  m a jo r  
u n c e r ta in ty  r e d u c t io n .  N o t ic e a b ly  la r g e r  f i l te r  u n c e r ta in t ie s  c o m p a r e d  to  th e  M o n te  C a r lo  
e r r o r  s ta t is t ic s  in d ic a te  th a t  w e a k e r  c o r r e la t io n s  d e v e lo p e d  b e tw e e n  s ta te s  a n d  th e  im p le ­
m e n te d  c o n v e r g e n c e  c o n t r o l  l im i t  th e  a c h ie v a b le  p r e c is io n  o f  th e  f i l te r in g  s o lu t io n  w h i le  
a ls o  a l lo w in g  th e  f i l te r  to  m a in ta in  a n  a p p r o p r ia te  e s t im a te  in  c h a l le n g in g  c o n d i t io n s ,  su c h  
a s  la rg e  a t t i tu d e  m a n e u v e r s  d u r in g  th e  te r m in a l  d e s c e n t  p h a s e .
F u r th e r  in v e s t ig a t io n  in to  th e  h ig h  u n c e r ta in ty  c a p a b i l i t i e s  o f  th e  in f o r m a t io n  f lo w  
f i l te r  w i th  c o n v e r g e n c e  c o n t r o l  is  a c h ie v e d  th r o u g h  a n  o r b i t  d e t e r m in a t io n  s im u la t io n .  T h e  
p e r f o r m a n c e  o f  th e  f i l te r  w i th  s e v e ra l  s e le c t io n s  f o r  d e f in in g  th e  c o n t r a c t io n  e f f ic ie n c y  a re  
d e m o n s t r a te d  a n d  c o m p a r e d  to  th e  e x te n d e d  K a lm a n  f i l te r  (E K F )  w i th  a n d  w i th o u t  u n ­
d e r w e ig h t in g .  T h e  b e h a v io r  is  d e m o n s t r a te d  u n d e r  c o n d i t io n s  th a t  f r e q u e n t ly  o v e r w h e lm  
th e  E K F  w h e n  th e  la rg e  s ta te  u n c e r ta in t ie s  e n c o m p a s s  c a p tu r e d  a n d  n o n - c a p tu r e d  o rb its .  
T h e  in c lu s io n  o f  a  m o d if ia b le  n o n - B a y e s ia n  u p d a te  r e s u l t s  in  m o r e  d e s i r a b le  f i l te r  p e r f o r ­
m a n c e ,  e v e n  w i th  la rg e  in i t ia l  u n c e r ta in t ie s  a n d  la rg e  g a p s  in  t im e  b e tw e e n  m e a s u r e m e n ts .  
R e s u l ts  in d ic a te  th a t  th e  p r o p o s e d  in f o r m a t io n  f lo w  f i l te r  is  c a p a b le  o f  h a n d l in g  u n c e r ta in ­
t ie s  th a t  p ro v e  u n m a n a g e a b le  fo r  th e  E K F  u s in g  a  n o n - B a y e s ia n  u p d a te  th a t  is  n o t  r e a d i ly  
im p le m e n te d  in  o th e r  G a u s s ia n  p a r t i c le  f lo w s.
P e r f o r m a n c e  o f  th e  n e w  G a u s s ia n  m ix tu r e  in f o r m a t io n  f lo w  f i l te r  is  c o m p a r e d  to  
th e  G M E K F  in  a  m o d if ie d  f a l l in g  b o d y  s im u la t io n  w i th  a  n o n l in e a r  m e a s u r e m e n t  m o d e l  
s u b je c t  to  n o n - G a u s s ia n  n o is e .  F o u r  v e r s io n s  o f  th e  p r o p o s e d  f i l te r  w i th  d i f f e r e n t  m o d e ls  
fo r  th e  r e la t io n s h ip  b e tw e e n  th e  w e ig h t  a n d  c o m p o n e n t  h o m o to p ie s  a r e  c o m p a r e d  to  th e
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G M E K F . T h e  r e s u l t s  d e m o n s t r a te  th e  f le x ib i l i ty  o f  th e  n e w  f i l te r  to  m e e t  d i f f e r e n t  d e s i r e d  
p e r f o r m a n c e  c r i t e r i a  b a s e d  o n  th e  s e le c t io n  o f  th e  h o m o to p y  r e la t io n s h ip  w h i le  p r o v id in g  
e q u iv a le n t  p e r f o r m a n c e  in  te rm s  o f  th e  e r r o r  r o o t- s u m - s q u a r e .
S im i la r  to  o th e r  p a r t i c le  f i l te r  d e s ig n s ,  th e  n e w  in f o r m a t io n  f lo w  f r a m e w o r k  p r e s e n te d  
h e r e  p r o v id e s  a n  im p r o v e m e n t  in  p e r f o r m a n c e  c o m p a r e d  to  r e c u r s iv e  e s t im a t io n  b e n c h m a rk s  
l ik e  th e  E K F  a n d  G M E K F . T h e  r o b u s t  a n d  c o n s is te n t  e s t im a t io n  o f  th e  in f o r m a t io n  f lo w  
f i l te r  is  a c h ie v e d  th r o u g h  m o t iv a t in g  th e  m o t io n  o f  th e  p a r t i c le s  l ik e  a  p h y s ic a l  p r o c e s s .  T h is  
n e w  p e r s p e c t iv e  o n  th e  p a r t i c l e  m o t io n  m o d e ls  o p e n s  u p  o p p o r tu n i t i e s  to  f u r th e r  e x a m in e  
th e  f lo w  c h a r a c te r is t i c s  a n d  ta i lo r  th e  m o d e l  to  e m p h a s iz e  c e r ta in  p e r f o r m a n c e  c r i t e r ia .  T h e  
r e s u l t in g  f lo w  e q u a t io n s  a r e  f o r m u la te d  s im i la r  to  a  K a lm a n  f i l te r  u p d a te  s u c h  th a t  p r e v io u s  
r e s e a r c h  a n d  d e v e lo p m e n ts  fo r  p r a c t ic a l  e n h a n c e m e n ts  to  th e  K a lm a n  f i l te r  c a n  b e  e a s i ly  
in c o r p o r a t e d  in to  th e  in f o r m a t io n  f lo w  f ilte r , f u r th e r  im p r o v in g  its  p e r f o r m a n c e .
5 .2 .  F U T U R E  W O R K
O v e r  th e  c o u r s e  o f  d e v e lo p in g  th is  w o rk ,  s e v e ra l  p o te n t ia l  r o u te s  f o r  f u r th e r  in v e s t i ­
g a t io n  c o u ld  n o t  b e  p u r s u e d  d u e  to  t im e  c o n s t r a in ts .  W i th in  th is  c a te g o r y  a r e  s e v e ra l  to p ic s  
th a t  a p p ly  to  p a r t i c le  f lo w  a n d  p a r t i c le  f i l te r in g  in  g e n e ra l .  S p e c if ic a l ly , t r a d e  s tu d ie s  o r  m o r e  
r e s e a r c h  in to  a p p r o p r ia te  s e le c t io n s  f o r  th e  f lo w  in te g r a t io n  m e th o d ,  p s e u d o - t im e  d i s c r e t i z a ­
t io n ,  a n d  s a m p le  s iz e  c h o ic e s  a r e  w a r ra n te d .  S e le c t io n s  f o r  th e s e  p a r a m e te r s  th r o u g h o u t  th is  
w o r k  a r e  la rg e ly  m a d e  o n  a  h e u r i s t ic  b a s is  to  f a c i l i ta te  th e  e x p lo r a t io n  o f  o th e r  p r o b le m s ,  b u t  
d e f in in g  o p t im a l  c r i t e r i a  o r  m o r e  f o r m a l  c h a r a c t e r iz a t io n  o f  th e  s e le c t io n  p r o c e s s  c o u ld  h a v e  
ju s t  a s  la rg e  a n  im p a c t  o n  p a r t i c le  f lo w  f i l te r  p e r f o r m a n c e  a s  th e  d e v e lo p m e n ts  p r e s e n te d  
h e re .
W h i le  th e  te r m in o lo g y  o f  th e  in f o r m a t io n  p o te n t ia l  a n d  th e  c r o s s - in f o r m a t io n  p o ­
te n t ia l  u s e d  in  d e f in in g  th e  w e ig h t  u p d a te  a n d  h o m o to p y  in  l ie u  o f  th e  c o m p u ta t io n a l ly  
id e n t ic a l  t e rm s  d e f in e d  in  th e  G M E K F  u p d a te  m a y  s e e m  a r b i t ra ry ,  th e  c h o ic e  w a s  m a d e  in  
a n t ic ip a t io n  o f  f u r th e r  d e v e lo p m e n ts .  S p e c if ic a l ly ,  i t  w a s  in s p i r e d  b y  th e  u s e  o f  in f o r m a ­
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t io n  p o te n t ia l  a s  a  m o t iv a t in g  f o rc e  b e tw e e n  G a u s s ia n  c o m p o n e n ts  in  in f o rm a t io n - th e o r e t ic  
le a r n in g .  U n fo r tu n a te ly ,  s u c h  in v e s t ig a t io n s  m u s t  b e  l e f t  to  f u tu r e  w o rk ,  r e s u l t in g  in  w h a t  
a p p e a r s  to  b e  a n  a r b i t r a r y  c h o ic e  to  s u b s t i tu te  d i f f e r e n t  n a m in g  c o n v e n tio n s .  A s  su c h , th e  
in f o r m a t io n  p o te n t ia l  r o u te  r e m a in s  a n  in te r e s t in g ,  b u t  u n e x p lo re d ,  a v e n u e  f o r  d e v e lo p m e n ts  
f u r th e r in g  o n e  o f  th e  p r im a r y  g o a ls  o f  th is  w o rk .  T h a t  is ,  m o t iv a t in g  p a r t i c le ,  c o m p o n e n t ,  o r  
a s s o c ia te d  w e ig h t  m o t io n  m o d e ls  s im i la r  to  p h y s ic a l  p r o c e s s e s .  I f  th e  in f o r m a t io n  p o te n t ia l  
is  t a k e n  to  b e  a n a lo g o u s  to  p o te n t ia l  e n e rg y , a s  i t  is  u s e d  in  in f o r m a t io n - th e o r e t ic  le a r n in g ,  
w h a t  a r e  th e  r e s u l t in g  fo rc e s  a n d  d y n a m ic s  w h e n  i t  is  a s s o c ia te d  w i th  a  B a y e s ia n  u p d a te  in  
th e  f lo w  f r a m e w o r k ?
A s  w a s  b r ie f ly  to u c h e d  o n  in  S e c t io n  (3 .1 ) ,  th e r e  a r e  s e v e ra l  e n t r o p y  a n d  d iv e rg e n c e  
m e a s u r e s  th a t  c a n  b e  f o r m u la te d  in  te r m s  o f  th e  in f o r m a t io n  p o te n t ia l .  T h is  le a d s  to  
a n o th e r  m o r e  g e n e r a l  o p p o r tu n i ty  f o r  f u r th e r  r e s e a r c h  in to  a l te r n a t iv e  in f o rm a t io n - th e o r e t ic  
c o n n e c t io n s  to  B a y e s ’ ru le .  T h e  n e g a t iv e  lo g a r i th m ic - l ik e l ih o o d  a n d  K u l lb a c k - L e ib le r  (K L )  
d iv e rg e n c e  p r o v id e  o n e  c o n n e c t io n ,  b u t  th e y  d o  n o t  a d m i t  a n a ly t ic  c lo s e d - f o r m  s o lu t io n s  fo r  
G a u s s ia n  m ix tu r e s ,  y e t  B a y e s ’ r u le  i t s e l f  d o e s .  H o w e v e r , s o m e  o f  th e  in f o r m a t io n  p o te n t ia l -  
b a s e d  e n t r o p ie s  a n d  d iv e rg e n c e s  c a n  b e  c o m p u te d  in  c lo s e d - f o r m  f o r  G a u s s ia n  m ix tu r e s  a n d  
th e y  m in im iz e  fo r  th e  s a m e  c r i t e r i a  a s  th e  S h a n n o n  e n tro p y , n e g a t iv e  lo g a r i th m ic - l ik e l ih o o d ,  
o r  K L  d iv e rg e n c e .  T h e  m o r e  g e n e r a l  q u e s t io n  p o s e d  f o r  f u tu r e  w o rk  is  th e n ,  a r e  th e r e  o th e r  
in f o r m a t io n - th e o r e t ic  m e a s u r e s ,  m e tr ic s ,  d is ta n c e s ,  a n d  d iv e rg e n c e s  th a t  w h e n  a p p l ie d  to  
th e  d is t r ib u t io n s  d e f in e d  in  B a y e s ia n  in f e r e n c e ,  a ls o  r e s u l t  in  th e  B a y e s ’ o p t im a l  s o lu t io n ?  
A lte rn a t iv e ly ,  th e  K L  d iv e rg e n c e  is  k n o w n  to  h a v e  u n iq u e  p r o p e r t ie s  f ro m  a n  in f o r m a t io n  
g e o m e tr y  p e r s p e c t iv e ;  d o e s  th is  a l s o  m a k e  th e  K L  d iv e r g e n c e - b a s e d  s o lu t io n  u n iq u e ,  a n d  i f  
so , c a n  th a t  b e  f o rm a l ly  s h o w n ?
A n o th e r  a v e n u e  f o r  f u r th e r  d e v e lo p m e n t  is  th e  d e s ig n  o f  f lo w  m o d e ls  o n , o r  p a r t i a l ly  
o n , th e  u n i t  s p h e re  f o r  m o r e  r o b u s t  a t t i tu d e  e s t im a t io n .  T h e  in c o r p o r a t io n  o f  a t t i tu d e  
s ta te s  in  th e  in f o r m a t io n  f lo w  f r a m e w o r k  is  l im i te d  b y  th e  s a m e  s m a l l - a n g le  a s s u m p t io n  as  
th e  M E K F  f o r m u la t io n  u p o n  w h ic h  i t  is  b a s e d .  A p p l ic a t io n  o f  in f o r m a t io n  f lo w  to  n o n -
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E u c l id e a n  s p a c e s  w o u ld  a l lo w  f o r  m o r e  r o b u s t  a t t i tu d e  e s t im a t io n  u n d e r  h ig h  u n c e r ta in ty  
c o n d i t io n s .  W h i le  a  G a u s s ia n  m ix tu r e  a p p r o x im a t io n  p r o v id e s  a  s o lu t io n  to  th e  p r o b le m  
th a t  c a n  a d h e r e  to  th e  s m a l l - a n g le  a s s u m p t io n  g iv e n  e n o u g h  c o m p o n e n ts ,  i t  is  a  s o lu t io n  
m o r e  b y  b r u te  f o rc e  th a n  c a r e f u l ly  ta i lo r e d  m o d e ls .
A P P E N D I X  A .
S O L U T I O N  F O R  T H E  G A U S S I A N  P A R T I C L E  F L O W  P A R A M E T E R S
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For the general particle flow solution in Eq. (2.76), applying the Gaussian assump­
tion, namely to the prior g ( x ) =  p g ( x ; m " , P - ,x ) and measurement likelihood £ ( z | x ) = 
p g ( z ; H x , P v,v ) , results in




-  ^ (z  -  H x )TP - ,V(z -  H x) + a = -  tr{A}
where a denotes the collection of other terms not dependent on the state. Expand the 
multiplication and separate the terms into those that are quadratic and linear in x  to get
x T | - P - , X 1 A  -  A H t P",V h A  -  2 H t P - V h J x  =  0  
x T ( A TP " " 1 m -  -  P " " 1 b  +  A A t H t P -,V z  -  A H TP - V H b  +  H TP " V z )  =  0 .V,V
For the quadratic in x terms, assuming x ^  0, solve for A,
A  =  - 2  ( p - - 1 +  A H t P - V h )  - 1 H TP - V H . ( A . 1 )
The Woodbury identity is given in general for matrices fi, C , and D as
a  + c d c t ) 1 = f l -1 + 5 -1c (d  -1 + CT f l -1C  1 CT f i- 1 . ( A .2 )
Apply the Woodbury identity to (P - ,x 1 + AHTP„ VH  in Eq. (A.1), giving
A = p v .  -  p - _ h t  ( h p ^ h t  + 1  P v,v)  h p - x I h t p - Vh  .x,x x,x^ x ,x J A
Factor out P -  xH T and multiply by A to avoid the A singularity at A = 0, such that




Substitute (XH PXXH T + Pv,v ) x1 (XH P X,x H t  +  P v,v) =  I X, pull out a common factor of 
(X H P „ H t  +  P v,v ) 1 , and simplify to get the solution for A to be
A =  X 2 px , - H t (x h p x ,xH t +  P v,v)  x1 H .
The solution for b is found from the terms that are linear in x , that is
a t px 1 m - X P- — b + X A TH tP-1vz -  XHt p x1v v H b + H T P-Vz =  0 .
Assuming x  ^  0, solve for b to get
b = P X’x" 1 +  XH t P XV H  ^  AT ( P X’x" 1 m X +  XH t P X Vz
+ ( px ,x 1 + x h tpx,VH ' h tpx,Vz
- 1
Apply the Woodbury identity in Eq. (A.2) to | p x X 1 + XHt P V VH  and multiply by X to
avoid the singularity, resulting in
b = PXx X XPXxH t XHPXxH t + P v, J  H P - ,x At (P X;X 1 mX + x h tp x,Vz
- i
+ 1P-X X x p ; ,xH t x h P x“.xH t + P v,v h p ; , J  h tpx ,Vz .
Recognizing that P -  ,xH t (XHPx ,xH t + P v,v) 1 H  = 2A and performing the substitution
gives
b = (P X,x X 2XA P X,x ) AT (p x;X 1 mX +  xh t p x,V^ +  (P X,x X 2XA P X,x ) h t p x,Vz  .
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Consolidate terms based on (P x x  -  2AAPX,X) , pull out a common factor of Px x from 
(P~,x -  2AAP- ,X) , and distribute A  to produce
b = (lx  -  2AA) P-,x {a tP—X1 m -  + AATH TP--Vz + H r P - > )  . (A.3)
Since A and P~- x are square with dimension nx , and the covariance matrix is symmetric 
by definition, A T P - ’- = P - ’- A. Using this fact, multiplying the second parenthetical 
through by P - ^ , and consolidating terms yields the solution,
b = (I x + 2AA) (Am -  + (I  + A A )P- H TP - V̂  . (A.4)
A P P E N D I X  B .
G A U S S I A N  I N F O R M A T I O N  F L O W  H O M O T O P Y  D I S T R I B U T I O N  
P A R A M E T E R  S O L U T I O N  A N D  P R O O F  O F  O P T I M A L I T Y
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Substituting Eqs. (3.20) and (3.21) for the closed-form Gaussian solutions of the 
expected logarithmic-likelihood and Kullback-Leibler divergence between prior and homo- 
topy distributions into Eq. (3.18) allows for a change in the optimization variables to the 
homotopy distribution mean and covariance,
n } =  a r g m i n j i  lo g  {p.nePx,xa. 1 + (p -  m x ) T Px ,’x 1 (p  -  m x ) + 1 1 n
-  A (log (|2^ e P v,v \) + (z  -  H M)TP - V (z  -  H p ) + 1r {f f TP -^ f f n }) . (B.1)
Taking the derivative with respect to p  and setting it equal to zero,
0x = P - - 1 (p  -  m - ) + AH tP-,V (H p  -  z ) , (B.2)
Solving for p  gives the definition in Eq. (3.22b),
p  = (p -,* 1 + AHTP-1vHj-1 (p - - m -  + AHTP-1vz) . (B.3)
A subsequent derivative of Eq. (B.2) must be performed to check for a minimum, that is
dL  )p ; : ;  1 (p  -  m-x) + AHTpd  (h p  -  o }  = ^  + AHTp-1vH ,
which, by definition of the covariance matrices P - ,x and P v,v, is always positive definite, 
therefore guaranteeing the solution for p  is a minimum. The homotopy covariance can be 
similarly determined by taking the derivative of Eq. (B.1) with respect to n  and setting the 
result equal to zero. For the nx-dimensional vector x, Eq. (B.1) becomes,
0x,x =  - n -1  +  P - - 1 + a h t  p ; l , H . (B.4)
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S o lv in g  f o r  n  g iv e s  th e  d e f in i t io n  in  E q . (3 .2 2 a ) ,
n  =  ( p — 1 +  h ^ h )  - 1 . (B .5 )
T a k in g  a n o th e r  d e r iv a t iv e  o f  E q . (B .4 )  w i th  r e s p e c t  to  n  to  c h e c k  f o r  a  m in im u m  r e s u l t s  in ,
d n  { - n - 1 +  p - - 1 +  h t  p - ^ H  =  n - 1 n - 1 ,
w h ic h ,  a g a in  b y  d e f in i t io n  o f  th e  c o v a r ia n c e  m a t r ix  is  a lw a y s  p o s i t iv e  d e f in i te ,  e n s u r in g  th e  
s o lu t io n  g iv e n  in  E q . (B .5 )  is  a  m in im u m .
A P P E N D I X  C .
G A U S S I A N  I N F O R M A T I O N  F L O W  C O N T R A C T I O N  P A R A M E T E R  S O L U T I O N
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The flow parameter A in Eq. (3.23) governs the contraction of the set of particles 
and can therefore be defined using the entropy of the distribution, which is given in general
as
H s  [ n ( x )]  =  -  J  n ( x ) l o g ( n ( x ) ) dx  , (C .1 )
o r  f o r  a  G a u s s ia n ,  th e  e n t r o p y  c a n  b e  e x p r e s s e d  as
1 Hu-
H s  [ n ( x )]  =  2  l o g ( | n | )  +  -2 " l o g ( 2 n e ) , (C .2 )
w h e r e  - x is  th e  d im e n s io n  o f  x . T a k in g  th e  p s e u d o - t im e  r a te  o f  c h a n g e  o f  th e  e n t r o p y  in  
E q . (C .1 )  r e s u l t s  in
i  i  /»
d^ H s  [n (x )] = -  —  J  n (x ) log (n (x )) dx  . (C.3)
Bringing the derivative inside the integral and distributing using the chain rule gives
dA H s  [ n  (x )] = - J (1 + log (n  (x ))) dx  . (C.4)
The partial of n (x ) with respect to the pseudo-time can be defined relative to the motion of 
a particle x  using the Fokker-Planck equation with zero diffusion, i.e. Liouville’s equation 
in Eq. (2.72), by
dn  (x) 
dA
d \  dx
- n ( x )  dA
(C.5)
Substituting Eq. (C.5) into Eq. (C.4) and simplifying using integration by parts results in
d  r . f  d  (d x :)  . . ,
d A H s  [ n ( x ) ]  = J  a !  ( d ^ J n ( x ) d x '
(C.6)
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w h ic h  c a n  a l te r n a t iv e ly  b e  e x p r e s s e d  as
— [n (x)] = tr{ E
J  dX 
J  X dA
(C .7 )
T h e  t r a c e  in n e r  te r m  o n  th e  r ig h t - h a n d  s id e  o f  E q . (C .7 )  is  o b ta in e d  u s in g  th e  d e f in i t io n  o f
th e  p s e u d o - t im e  r a te - o f - c h a n g e  o f  th e  p a r t ic le ,
dX
dA
= A (X -  u)
f r o m  E q . (3 .2 3 )  to  p r o v id e
E { I X ! } =  E { J x  { A ( x  -  u ) + d ^ } }  = E  <A > = A . ( C 8 )
T h e  l e f t - h a n d  s id e  o f  E q . (C .7 )  is  g iv e n  b y  th e  d e r iv a t iv e  o f  E q . C .2  w i th  r e s p e c t  to  A,
d d  f 1
dA dA  2




U s in g  th e s e  r e s u l t s  in  E q . (C .7 )  g iv e s  th e  d e s i r e d  r e s u l t  in  E q . (3 .2 9 ) .
A P P E N D I X  D .
E Q U I V A L E N C Y  O F  G A U S S I A N  P A R T I C L E  F L O W  
A N D  I N F O R M A T I O N  F L O W  S O L U T I O N S
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Following the Gaussian solution to the general particle flow given in Eq. (2.76) 
and assuming the prior g(x ) = p g (x ; m " , P" x) and measurement likelihood £(z |x ) = 
Pg (z ; H x , Pv,v) are Gaussian distributions results in
( - ( x  -  m x)TP- ,x 1)(A x  + b ) + A(z -  H x ) TP v,VH (A x  + b )t d - i
-  1 (z  -  H x )TP„,V (z  -  H x ) + a = -  tr{A }
Terms that are quadratic and linear in x  can be isolated to get
x T l - P - ,* " 1 A  -  A H TP -1 v H A  -  1  H TP -1 v H j  x  =  0  
x T ( a t P - ’- 1 m "  -  P " " 1b  +  A A TH TP ",V z -  A H TP " l ,H b  +  H t P ; > )  =  0 .
The information flow solution for the contraction parameter A  in Eq. (3.30) is obtained 
immediately from the quadratic in x  terms,
A  =  -  2  ( p - ; - 1 +  ah t p ;,Vh )  -1 h tp - \ h  .
From the terms that are linear in x ,
x T ( a tPx- m v -  P " " b  + AATH TP " \z  -  AHTP " \H b  + H TP " \z \  = 0 ,
the other Gaussian particle flow term b  can be solved for when x  ^  0  to get
1
P x -  +  A H t P"1vH  A t  P " "  m "  +  A H t P"1vz
+  ( P - v 1 +  A H t P " V H  ‘ H TP " V z
- 1
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D e f in e  th e  p a r a m e te r s
n  = (p -,* 1 + AHt P - Vh ) _1 (D .1 a )
p  = n  (p -,* 1 m - + AHtf " z) , ( D . 1 b )
w h ic h  fo l lo w  th e  d e f in i t io n s  f o r  th e  h o m o to p y  m e a n  a n d  c o v a r ia n c e  in  E q . (3 .2 2 ) .  U s in g  th e  
d e f in i t io n s  f o r  A , p , a n d  n  a n d  r e c o g n iz in g  th a t  n A T = A n  b y  s y m m e tr y  o f  th e  c o v a r ia n c e  
m a t r ix  a n d  th e  s q u a re  n x d im e n s io n  o f  b o th  m a tr ic e s ,  th e  s o lu t io n  fo r  b c a n  b e  s im p l i f ie d  to
b = A p  + n H tP -;Vz . (D .2 )
T h e  s o lu t io n  f o r  A  c a n  a ls o  b e  s im p lif ie d  u s in g  th e  d e f in i t io n  fo r  n  to  o b ta in
A = - 1  n  H t P-Vh  . (D .3 )
T h e  d e r iv a t iv e s  o f  p  a n d  n  w i th  r e s p e c t  to  A  in  E q s .  ( 3 .2 4 )  a n d  ( 3 .2 5 )  a re , fo r  





=  d A  ( p - , * 1 m - +  A H t P -  ! z
= - n  H Tp -1vH n .
+  n  h t p v- Vz (D.4a)
(D.4b)
Using this simplification for A in the derivative n  with respect to A results in
d n
dA
= 2 A n , (D.5)
and can in turn be used to simplify the derivative of p  with respect to A to get
d p
dA
2A p + n H tP -1vz . (D.6)
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R e tu r n in g  to  th e  s o lu t io n  f o r  b  a n d  e x p a n d in g  th e  f ir s t  te r m  r e s u l t s  in
b = -  A x  + 2 A x  + n  H t  R „ ,vZ , (D .7 )
w h ic h  c a n  b e  s im p lif ie d  u s in g  th e  d e r iv a t iv e  o f  x  w i th  r e s p e c t  to  A in  E q . ( D .6 ) to  o b ta in
.  , d x
b  =  -  A "  +  d A
( D .8 )
th a t  is ,  th e  r e m a in in g  te rm s  in  th e  in f o r m a t io n  f lo w  O D E  o f  E q . (3 .2 3 ) .
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V I T A
K a r i  C a th e r in e  W a rd  w a s  b o r n  in  S t. L o u is ,  M O  to  p a r e n ts  C y n th ia  E s s e n p r e is  a n d  
K e n n e th  W a rd . A f t e r  g r a d u a t in g  f ro m  L a d u e  H o r to n  W a tk in s  H ig h  S c h o o l  in  2 0 1 0  sh e  
e n r o l l e d  a t  M is s o u r i  U n iv e r s i ty  o f  S c ie n c e  a n d  T e c h n o lo g y  to  p u r s u e  a  B .S .  in  A e r o s p a c e  
E n g in e e r in g .  D u r in g  h e r  s e n io r  y e a r , s h e  w a s  g iv e n  th e  c h a n c e  to  p r o p o s e  a n d  c o n d u c t  
r e s e a r c h  w i th  D r. K y le  J . D e M a r s  th r o u g h  th e  U n iv e r s i ty ’s O p p o r tu n i t ie s  f o r  U n d e r g r a d u a te  
R e s e a r c h  E x p e r ie n c e s  p r o g r a m .  A f te r  g r a d u a t in g  in  2 0 1 6 , s h e  d e c id e d  to  c o n t in u e  h e r  
r e s e a r c h  u n d e r  D r. D e M a r s  a n d  p u r s u e  a  P h .D .  in  A e r o s p a c e  E n g in e e r in g .  D u r in g  h e r  
g r a d u a te  c a r e e r ,  s h e  w a s  h o n o r e d  to  r e c e iv e  tw o  fe l lo w s h ip s  th r o u g h  th e  N A S A  M is s o u r i  
S p a c e  G r a n t  C o n s o r t iu m  a s  w e ll  a s  th e  A m e r ic a n  A s t r o n a u t i c a l  S o c ie ty ’s J o h n  V. B r e a k w e l l  
S tu d e n t  A w a rd . S h e  w a s  a ls o  g iv e n  th e  o p p o r tu n i ty  to  b u i ld  u p o n  h e r  th e o r e t ic a l  le a r n in g  
a n d  r e s e a r c h  w i th  in d u s t r y  e x p e r ie n c e  th r o u g h  tw o  in te r n s h ip s  a t  th e  C h a r le s  S ta rk  D r a p e r  
L a b o r a to ry .  S h e  r e c e iv e d  h e r  P h .D .  in  A e r o s p a c e  E n g in e e r in g  f ro m  M is s o u r i  U n iv e r s i ty  
o f  S c ie n c e  a n d  T e c h n o lo g y  in  J u ly  2 0 2 1  a n d  b e g a n  h e r  c a r e e r  a s  a  S e n io r  m e m b e r  o f  th e  
E a r th ,  M o o n ,  a n d  M a rs  G N C  te c h n ic a l  s ta f f  a t  D ra p e r .
