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Almost-Spanning Subgraphs with Bounded Degree in Dense Graphs
YOSHIYASU ISHIGAMI
We present two extensions of a theorem by Alon and Yuster (1992, Graphs Comb., 8, 95–102) that
give degree conditions guaranteeing an almost-spanning subgraph isomorphic to a given graph. The
first extension gives a sharp degree condition when the desired subgraph consists of small connected
components (i.e., a packing of a host graph with small graphs), improving a theorem of Komlo´s
(2000, Combinatorica, 20, 203– 218). The second extension weakens the assumption of the desired
subgraph in the Alon–Yuster theorem.
Given a graph F , we write χ(F) and 1(F) for the chromatic number and the maximum degree,
respectively. We also denote by σr (F) the smallest possible colour class size in any proper r -vertex-
colouring of F . The first theorem states that, for every 1 ≥ 1 and  > 0, there exists a µ > 0 and an
n0 such that the following holds. Let H = ∪˙i Hi be a non-empty graph such that
|H | ≤ (1 − )n,1(H) ≤ 1, and, for each Hi , |Hi | ≤ µn.
Then every graph G with order n ≥ n0 and minimum degree
δ(G) ≥
(
1 − 1 − σ˜
r − 1 − µ
)
n
contains a copy of H where r := maxi χ(Hi ) and σ˜ := max{
∑
i σr (Hi )/|H |, }.
The second theorem states that, for any r > 1,1 ≥ 0, and  > 0, there exists a µ > 0 and an n0
such that for every graph G with order n ≥ n0 and
δ(G) ≥
(
1 − 1
r
− µ
)
n,
one of the following two holds:
• For any graph H with
|H | ≤ (1 − )n,1(H) ≤ 1,χ(H) ≤ r, and b(H) ≤ µn,
G contains a copy of H (where b(H) denotes the bandwidth of H ).
• By deleting and adding at most n2 edges and r vertices of G, G can be isomorphic to
Kr (bn/rc) or Kbn/rc + Kr−2(bn/rc)+ Kbn/rc.
The assumption of b(H) cannot be dropped.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
All graphs considered in this paper are finite and undirected and have neither multiple edges
nor loops. We use standard terminology and notation as used in [7]. The reader may overview
extremal graph theory in [8] and [6].
A central problem is to find a sufficient condition P(H) with which any graph G contains
a given graph H as a subgraph of G. Erdo˝s–Stone [19] found an essentially sharp condition
for any graph H of small order, following the result by Tura´n [40] on cliques. Also see [18].
THEOREM 1.A (ERDO˝S–STONE (1946)[19]). For any integer h ≥ 1 and any real ε > 0,
there exists an n0 such that if H is a non-empty graph of order |H | ≤ h then every graph G
of order n > n0 and with minimum degree
δ(G) ≥
(
1 − 1
χ(H)− 1 + ε
)
n
contains a copy of H.
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χ(·) denotes the chromatic number and ‘non-empty’ means having an edge. This theorem
is called the Fundamental Theorem of Extremal Graph Theory, for example in [6] and [27].
Reasons why it is worth the title are described in [6]. Denote by Kr (a1, . . . , ar ) the complete
r -partite graph in which the cardinalities of the partite sets are a1, . . . , ar . In particular, let
Kr (a) := Kr (a, . . . , a) and Kr := Kr (1). Under the same degree condition, the given graph
H can be extended as follows.
THEOREM 1.B ([22]). There exists an absolute constant β > 0 such that, for any integer
r ≥ 2 and any reals ε > 0 and 0 < γ < 1, any n-vertex graph G with δ(G) ≥ (1 − 1r−1 + ε)n
contains a copy of Kr (
⌊ (1−γ )β
log(1/ε) log n
⌋
,
⌊ (1−γ )β
log r log n
⌋
, . . . ,
⌊ (1−γ )β
log r log n
⌋
, bnγ c) when n is
sufficientl large.
The above result follows results by Bolloba´s–Erdo˝s [9], Bolloba´s et al. [10], Chvata´l–
Szemere´di [13], and Bolloba´s–Kohayakawa [11]. See Section 3 of [37]. The author also
showed in [22] that the graph G contains a copy of Kr ((1 − o(1)) log1/ n) as  → 0 and
n →∞.
This paper focuses on a larger graph H of order n − o(n). Unfortunately, there exists an
example H with |H | = O(log n) for which Theorem 1.B does not hold. A special but impor-
tant case is that H consists of small connected components. Erdo˝s [17] conjectured a sharp
degree condition for the case when H consists of vertex-disjoint cliques of the same order. It
was proven and has been a basic theorem and a useful tool in graph theory, which states as
follows.
THEOREM 1.C (HAJNAL–SZEMERE´DI (1970)[21]). For any integer r > 1, every
n-vertex graph G with
δ(G) ≥
(
1 − 1
r
)
n
contains vertex-disjoint copies of the r-clique Kr covering at least b nr cr > n − r vertices of
G.
Theorem 1.C was asymptotically extended so that we can deal with a general fixed graph
F .
THEOREM 1.D (ALON–YUSTER (1992)[4]). For every  > 0 and every graph F, there
exists an n0 such that every graph G of order n > n0 and with
δ(G) ≥
(
1 − 1
χ(F)
)
n (1.1)
contains vertex-disjoint copies of F covering at least (1 − )n vertices.
Komlo´s et al. [32] proved the conjecture of Alon and Yuster [5] that the stronger degree
condition δ(G) ≥ (1− 1
χ(F) )n+ O(1) guarantees vertex-disjoint copies of F covering all the
vertices when |F | divides n. It easily implies that one can replace ‘(1 − )n’ in Theorem 1.D
with ‘n − O(1)’. (See the last paragraph but one of this section.) The author also extended
Theorem 1.D from a fixed graph F to an unbounded graph F in [23]. The extended theorem
reads: For every ε > 0 and r ≥ 2, there exist a c > 0 and an n0 such that if F is a graph of
order |F | ≤ c log n with χ(F) ≤ r then every graph G of order n > n0 with δ(G) ≥ (1− 1r )n
contains vertex-disjoint copies of F covering at least (1− ε)n vertices. The magnitude log n
of |F | is sharp in a sense.
Theorem 1.D gives an essentially sharp degree condition if F is a clique (or all the partite
sets of F have the same cardinality in a proper χ(F)-vertex colouring). However, in general,
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Condition (1.1) is far from the best possible. To obtain a sharp degree condition we need
another parameter in addition to the chromatic number. Let σ(F) denote the smallest possible
partite-set cardinality in any χ(F)-vertex-colouring of a graph F . For example, when F is an
odd cycle, σ(F) = 1. Clearly 0 < σ(F) ≤ |F |
χ(F) . The following theorem, which was formerly
conjectured by Alon and Fischer [3], gives an asymptotically sharp degree condition for all
F, which contains Theorem 1.D.
THEOREM 1.E (KOMLO´S [27]). For any  > 0 and any non-empty graph F, there exists
a µ > 0 and an n0 such that every graph G of order n > n0 and with
δ(G) ≥
(
1 − 1 −
σ(F)
|F |
χ(F)− 1 − µ
)
n
contains vertex-disjoint copies of F covering at least (1 − )n vertices.
(Their original form, where µ = 0, looks weaker than the above, but it is easy to see that
both are equivalent.) In Theorem 1.E the desired subgraph of G consists of disjoint copies of
the same graph F . Komlo´s [27] asks a more general case, that is, the case when the desired
subgraph consists of vertex-disjoint small subgraphs Hi where Hi ’s may not be the same. Our
first main theorem considers this case by extending Theorem 1.E as follows.
THEOREM 1.1. For every 1 ≥ 1 and  > 0, there exist µ > 0 and n0 such that the
following holds. Let H = ∪˙iHi be a non-empty graph such that
|H | ≤ (1 − )n,1(H) ≤ 1, and for each Hi , |Hi | ≤ µn,
where 1(·) denotes maximum degree. Then every graph G of order n > n0 and with
δ(G) ≥
(
1 − 1 − σ˜
χ(H)− 1 − µ
)
n (1.2)
contains H where σ˜ := max{σ(H)/|H |, }.
In the above, χ(H) is a constant when 1 = O(1)(n →∞) since χ(H) ≤ 1+ 1. Denote by
σr (H) the smallest possible partite-set cardinality in any proper r -vertex-colouring of a graph
H . Note that if χ(H) = r then σr (H) = σ(H). If χ(H) < r then σr (H) = 0. Clearly
σ(H) =
∑
i
σr (Hi ), χ(H) = max
i
χ(Hi ), and 1(H) = max
i
1(Hi )
in Theorem 1.1 where r := χ(H). Note that we get the following as a corollary.
COROLLARY 1.1. For every choice of reals  > 0, σ˜ > 0 and an integer h ≥ 1, there exist
a µ > 0 and an n0 such that the following holds. Let H = ∪˙iHi be a non-empty graph with
|H | ≤ (1 − )n and
∑
i σr (Hi )|H | ≤ σ˜ such that each Hi has order at most |Hi | ≤ h. Then every
graph G of order n > n0 and with
δ(G) ≥
(
1 − 1 − σ˜
r − 1 − µ
)
n
contains H where r := maxi χ(Hi ).
We show the sharpness of the degree condition (1.2). For convenience we put
w(H) := |H | − σ(H)
χ(H)
and wr (H) := |H | − σr (H)
r − 1 . (1.3)
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Consider a graph Hi = Kr (σ,w, . . . , w)(each i) and a graph G = Kr (σ ′ n|H | , w′ n|H | , . . . ,
w′ n|H | ) where σ ≤ w, σ ′ ≤ w′, and σ ′ + (r − 1)w′ = σ + (r − 1)w = |H |. Clearly
δ(G) = n − w′ n|H | = (1 − w
′
|H | )n = (1 − 1−σ
′/|H |
r−1 )n. If σ
′ < (1 − )σ then G cannot
contain disjoint copies of H covering (1 − )n vertices. In this sense, the degree condition of
Theorem 1.1 is essentially sharp when  → 0 and n →∞.
It is interesting to observe the relation between Theorem 1.1 and previous results. Theo-
rem 1.1 contains the full form, an asymptotic form, or a special case of some previous results.
We present some examples.
EXAMPLE 1.1. It is easy to see that Corollary 1.1 contains Theorem 1.A, considering the
case that the almost-spanning graph H consists of F and b (1−)n−|F |r−1 c disjoint copies of
(r − 1)-cliques where r := χ(F) = χ(H) and F is the desired fixed graph.
The other examples are originally considered for all n, but we focus on the case when n is
large.
EXAMPLE 1.2. Johansson [24] proved that any n-vertex graph G with n = ∑ki=1 ni and
δ(G) ≥∑ki=1b ni2 c contains vertex-disjoint paths P1, . . . , Pk where P i is a path of order ni .
Theorem 1.1 contains an ‘asymptotic’ form of his theorem when each ni is small since we see
that (
1 − 1 − σ(H)/|H |
χ(H)− 1
)
n =
k∑
i=1
σ2(P
i ) =
k∑
i=1
⌊
ni
2
⌋
where H := ⋃˙ki=1P i and χ(H) = 2.
EXAMPLE 1.3. El-Zahar [14] conjectured that any n-vertex graph G with n = ∑ki=1 ni
and δ(G) ≥ ∑ki=1d ni2 e contains vertex-disjoint cycles C1, . . . ,Ck where C i is a cycle of
length ni . (Very recently it was proved by Abbasi [1] when n is larger than an absolute
constant n0.) Theorem 1.1 contains an asymptotic form of the conjecture when each ni is
small. In fact, if some ni is odd then we see that(
1 − 1 − σ(H)/|H |
χ(H)− 1
)
n = n +
∑
i σ3(C
i )
2
= n + |{i | ni is odd}|
2
=
k∑
i=1
⌈
ni
2
⌉
where H := ⋃˙ki=1C i and χ(H) = 3. The case when every ni is even can be calculated in the
same way as Johansson’s case.
We denote by Ka,b a complete bipartite graph with partite sets of order a and b.
EXAMPLE 1.4. Enomoto et al. [16] proved that if n =∑ki=1 ni , 1 ≤ ni ≤ 4 (for each i),
and an n-vertex graph G with δ(G) ≥ k is connected then with the exception of 15 infinit
classes of graphs, G contains k vertex-disjoint connected subgraphs G1, . . . ,Gk with |Gi | =
ni for all i . (If we replace ‘δ(G) ≥ k’ by ‘k-connected’ and delete ‘ni ≤ 4’ and ‘the exception
of . . . graphs,’ then it would be the theorem of Lova´sz [35] and Gyo˝ri [20].) This degree
condition is also understandable asymptotically since we see that(
1 − 1 − σ(H)/|H |
χ(H)− 1
)
n =
k∑
i=1
σ2(K1,ni−1) ≤
k∑
i=1
1 = k
where H := ⋃˙ki=1K1,ni−1 and χ(H) = 2. A similar computation with Corollary 1.1 implies
that, given c > 0 and 0 <  < 1/2, if an n-vertex graph G has δ(G) ≥ (1 + 2)k with
d(1 − )en = ∑ki=1 ni and 1 ≤ ni ≤ c for each i, then G contains k vertex-disjoint
K1,n1−1, . . . , K1,nk−1 where n is sufficientl large. (Note that any star is a connected graph.)
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In contrast to the previous examples, the following example contains the case when G is
sparse (i.e., δ(G) = o(n)), which Theorem 1.1 does not cover. Thus our result explains only
a special case of the example even in an asymptotic sense. But the author thinks that it is still
interesting to compare the following with ours.
EXAMPLE 1.5. Stiebitz [38] proved that any n-vertex graph G with δ(G) ≥ ∑ki=1 di+ k − 1 contains vertex-disjoint subgraphs G1, . . . ,Gk with δ(Gi ) ≥ di (≥ 0) for all i .
(Kaneko [25] showed that we can replace ‘∑ki=1 di+k−1’ by ‘∑ki=1 di ’ when G contains no
triangle (where di > 0).) Letting n =∑ki=1 ni , 2di ≤ ni (each i), and H := ⋃˙ki=1Kdi ,ni−di ,
we see that (
1 − 1 − σ(H)/|H |
χ(H)− 1
)
n =
k∑
i=1
σ2(Kdi ,ni−di ) =
k∑
i=1
di
since χ(H) = 2. A similar computation with Theorem 1.1 implies that, given c > 0 and
0 <  < 1/2, if an n-vertex graph G has δ(G) ≥ (1+2)∑ki=1 di with d(1−)ne =∑ki=1 ni
and 0 < 2di ≤ ni ≤ c (each i) then G contains vertex-disjoint G1, . . . ,Gk where Gi :=
Kdi ,ni−di for each i and n is sufficientl large. Note that δ(Gi ) ≥ di and |Gi | = ni . It is
also worth recalling the theorem of Enomoto [15] that if a connected graph G of order n has
δ(G) ≥ k with n = ∑ki=1 ni and 2 ≤ ni (each i) then G contains vertex-disjoint subgraphs
G1, . . . ,Gk with δ(Gi ) ≥ 1 and |Gi | = ni for each i .
Next, we consider another extension of Theorem 1.D for more general H (which may not
be disconnected) without trying a sharper degree condition than in Theorem 1.D. Until the
mid-1990s, it had been difficult in graph theory to embed a connected graph of order n−o(n)
except for a Hamilton cycle and a Hamilton path. After Komlo´s et al. [28] proved a conjecture
of Bolloba´s on embedding a given tree of bounded degree in a graph, Komlo´s et al. [29] proved
the conjecture of Po´sa for large n that any n-vertex graph G with δ(G) ≥ 2n/3 contains the
2nd power of a Hamilton cycle. (Given a positive integer k and a graph F, the kth power Fk
of F is the graph on V (Fk) = V (F) such that two vertices are adjacent in Fk if and only
if their distance is at most k in F .) Then a conjecture of Seymour was proved for large n as
follows.
THEOREM 1.F (KOMLO´S et al. (1998) [31]). For any r > 1 there exists an n0 such that
if n ≥ n0 then any n-vertex graph G with δ(G) ≥
(
1 − 1r
)
n contains a copy of the (r − 1)th
power of a Hamilton cycle.
We prepare some definitions to present the second main theorem. We say that a graph G is
-almost isomorphic to another graph H if and only if G can be isomorphic to H by deleting
and adding at most |G| vertices and |G|2 edges. More rigorously, there exist two one-to-one
mappings ψG : V (G) → N and ψH : V (H) → N such that |ψG(V (G))4ψH (V (H))| ≤
|G| and |EψG4EψH | ≤ |G|2 where EψG := {ψG(u)ψG(v)|uv ∈ E(G)} and EψH :=
{ψH (u)ψH (v)|uv ∈ E(H)}. In the above, N = {1, 2, 3, . . .} and we define 4 by A4B =
(A − B) ∪ (B − A) for two sets A, B. (Deleting few edges is essential in the definition of
‘-almost’, but deleting few vertices is not.) We denote the bandwidth of graph H by b(H).
That is
b(H) = min
f
max
uv∈E(H)
| f (u)− f (v)|
where f runs over all bijections from V (H) to {1, . . . , |H |}. The bandwidth has been inves-
tigated by many researchers. For a graph G, we denote by G the complement graph of G,
that is, the graph on V (G) such that e ∈ E(G) if and only if e 6∈ E(G). For vertex-disjoint
graphs G1 and G2, G1 + G2 denotes the graph on V (G1)∪˙V (G2) with E(G1 + G2) =
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E(G1)∪˙E(G2)∪˙{u1u2|u1 ∈ V (G1), u2 ∈ V (G2)}. For vertex-disjoint graphs G1, . . . ,Gm ,
G1 + · · · + Gm denotes the graph on ⋃˙mi=1V (Gi ) with
E(G1 + · · · + Gm) =
(⋃˙m
i=1E(Gi )
)
∪˙(∪˙m−1i=1 {uiui+1|ui ∈ V (Gi ), ui+1 ∈ V (Gi+1)}).
Let Fr (n) be a graph obtained from a graph Kr (bn/rc) on partite sets V1∪˙ · · · ∪˙Vr (i.e., each
Vi has no edges inside) by deleting all edges between V1 and Vr and by adding edges in V1, Vr
so that Fr (n)|Vi (i = 1, r) form cliques. In other words,
Fr (n) := Kbn/rc + Kr−2(bn/rc)+ Kbn/rc.
Using this terminology, our second theorem states as follows.
THEOREM 1.2. For any r ≥ 2,1 ≥ 0, and  > 0, there exists a µ > 0 and an n0 such
that for any graph G of order n ≥ n0 and with
δ(G) ≥
(
1 − 1
r
− µ
)
n, (1.4)
one of the following two holds:
• For any graph H with
|H | ≤ (1 − )n,1(H) ≤ 1,χ(H) ≤ r, and b(H) ≤ µn, (1.5)
G contains H.
• G is -almost isomorphic to Kr (bn/rc) or to Fr (n).
Note that the class of the above graphs H with (1.5) contains many types of graphs (for
example, paths, cycles, disjoint unions of small graphs, and the O(1)th powers of those).
The assumption that b(H) ≤ µn (of (1.5)) cannot be dropped when 1(H) > 2. Note
that if 1(H) ≤ 2 then b(H) ≤ 2. Fix 0 <  < 1, r ≥ 2, and 1 ≥ 3, and suppose
that n = mr + b0.9nc (for some integer m) and n is large. Let G be the n-vertex graph
Fr (m) + Kb0.9nc (where the b0.9nc vertices join all vertices of Fr (m)). We see that (1.4) is
satisfied and that G is -almost isomorphic to neither Fr (bn/rc) nor Kr (bn/rc).
Let V := V1∪˙ · · · ∪˙Vr (|Vi | = b(1 − )n/rc) and let H be the set of all graphs H on the
vertex set V such that1(H) ≤ 1. We pick a graph H fromH randomly. It is easy to see that,
with probability at least 0.99, G does not contain H . Thus Theorem 1.2 does not hold when
the assumption of b(H) is removed. See [2] and [26] for similar examples.
Peng et al. [36] (Proposition 4.1) let us have a deeper understanding of the necessity of
b(H) ≤ µn. Their result implies that for any 0 < d < 1 and 1 > 10 if n ≥ n0(d,1)
(sufficiently large) then there exists an n-vertex graph G with δ(G) ≥ dn and a bipartite
graph H with ndc1/ ln1 vertices in each colour class and with 1(H) ≤ 1 such that G does
not contain any copy of H where10, c > 0 are absolute constants. (We can straightforwardly
replace ‘d ≤ d0’ in [36] with ‘d < 1’ at least when we are not interested in how small
the constant n0 can be.) Obviously this H satisfies that b(H) < 2ndc1/ ln1. This example
suggests that the assumption b(H) = o(n), as well as 1(H) = O(1), is necessary even in a
more general framework than Theorem 1.2.
We see that G = Kr (n/r) satisfies the assumption of Theorem 1.2 though there exists a
graph H = HK with (1.5) such that Kr (n/r) does not contain a copy of HK where, for conve-
nience, we suppose that n/r is an integer. For example, suppose 1 > r and consider positive
integers d = ⌊1−r2 ⌋+ 1 and m = ⌊ (1−)nr+d−1⌋. Let HK be the r -partite graph such that
V (HK ) := {u ji |1 ≤ i ≤ m, 1 ≤ j < r} ∪ {v( j)i |1 ≤ i ≤ m, 1 ≤ j ≤ d}
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and
E(HK ) := {u ji u j
′
i |1 ≤ i ≤ m, 1 ≤ j < j ′< r}∪{u ji v( j
′)
i ′ ||i−i ′| ≤ 1, 1 ≤ j < r, 1 ≤ j ′ ≤ d}.
When n is large and r,1,  are constants, we see that |HK | = (r+d−1)m = (1 − )n−O(1).
Also 1(HK ) ≤ 1 and b(H) ≤ d + r − 2 ≤ 1 < µn for any fixed µ > 0. Thus (1.5) holds
for H = HK . On the other hand, it is easy to verify that Kr (n/r) does not contain a copy of
HK . (For example, put r = 2 first and check the fact that the two colour classes of HK are too
unbalanced to embed in the balanced bipartite graph K2(n/2) = K n2 , n2 .)
We also see that G = Fr (n) satisfies the assumption of Theorem 1.2 though there exists a
graph H = HF with (1.5) such that Fr (n) does not contain a copy of HF (where we suppose
that n/r is an integer for convenience). For example, it is clear that Fr (n) does not contain a
copy of HF when HF is the (r − 1)th power of a path of order b(1 − )nc.
As a corollary of Theorem 1.2, it is easily seen that, for any r ≥ 2,1 ≥ 0, and  > 0, there
exists µ > 0 and n0 such that every graph G of order n ≥ n0 and with δ(G) ≥ (1 − 1r + )n
contains a copy of any graph H such that |H | ≤ (1 − )n, 1(H) ≤ 1, and b(H) ≤ µn.
If we could replace the condition ‘|H | ≤ (1 − )n’ with ‘|H | = n’, then it would become a
conjecture of Bolloba´s and Komlo´s in [26]. On the other hand, this paper focuses only on the
almost-spanning case and investigates the structure of G containing no desired subgraph H
under the degree Condition (1.4).
Both of our main theorems allow o(n) vertices (of G) uncovered (by H ) while several other
papers (for example, [5], [28], [29], [31], [32]) pursue spanning graphs where no vertices
(or O(1) vertices) are uncovered. While the author respects such papers very much and our
results are weak in this sense, a reason why this paper opts for a weaker degree assumption
(even if we must allow o(n) uncovered vertices) is that the author hopes our theorems would
have an application when we deal with the Regularity Lemma (Theorem 2.A) which allows an
exceptional cluster with o(n) vertices. (For example, many papers which apply the Regularity
Lemma, including this paper, need only an asymptotic version of the Hajnal–Szemere´di theo-
rem (Theorem 1.C) which allows o(n) uncovered vertices under a slightly weaker assumption
δ(G) ≥ (1 − 1r − o(1))n.)
We organize the rest of this paper as follows. In Section 2, we introduce the main tools
including the Regularity Lemma. In Section 3, we describe a basic greedy algorithm which
involves putting some vertices of H into G under a certain condition. In Section 4, we
show that Theorem 1.E implies Theorem 1.1. In Section 5, we prepare an important lemma,
Lemma 5.1. I think that it is interesting in itself. Finally, we prove Theorem 1.2, using Theo-
rem 1.1, Lemma 3.1, and Lemma 5.1. Our proof strategy of Theorem 1.2 basically originates
from [31].
2. MAIN TOOLS
Our purpose in this section is to state the Regularity Lemma and other tools. For more details
of the Regularity Lemmas, see [26] and [33]. Denote by e(G) and by eG(A, B) the number
of edges of a graph G and the number of edges between two (mutually disjoint) vertex sets A
and B in a graph G, respectively. Given  > 0, a bipartite graph G = (X, Y ; E) is -regular
if and only if, for any X ′ ⊂ X, Y ′ ⊂ Y with |X ′| > |X | and |Y ′| > |Y |,
|dG(X, Y )− dG(X ′, Y ′)| < 
where dG(A, B) is the density defined by eG (A,B)|A||B| .
With this definition, we introduce the following powerful tool.
590 Y. Ishigami
THEOREM 2.A (SZEMERE´DI’S REGULARITY LEMMA (1976) [39]). For any  > 0 and
m ≥ 1, there exists an integer M = M(,m) such that any n-vertex graph G with n ≥ m has
a partition P = {Pi }ki=0, V (G) = ∪˙ki=0Pi , (with exceptional class P0) for some m ≤ k ≤ M
such that
(i) |P0| < n, |P1| = · · · = |Pk |, and
(ii) all pairs except at most 
(k
2
)
pairs Pi , Pj (1 ≤ i < j ≤ k) are -regular.
For a vertex set X (or an edge set F) we denote by G|X (or by G|F ) the subgraph of G
induced by X (or by F , respectively).
For the sake of convenience, we rewrite the original form of the theorem with the following
definition.
DEFINITION 2.1 ((d, ; p,G)-REGULARITY GRAPH). Given  > 0, d( ≤ d < 1),
p(0 < p < 1) and a graph G of order n, a graph GR is called a (d, ; p,G)-regularity graph
of order k if there exists a vertex partition V (G) = P0∪˙P1∪˙ · · · ∪˙Pk of G and a spanning
subgraph G ′ of G with the following properties:
• |P0| < pn, |P1| = · · · = |Pk | < n,
• degG ′(v) ≥ degG(v)− (d +  + p)n for all v ∈ V (G),• each Pi (0 ≤ i ≤ k) is independent (i.e., E(G|Pi ) = ∅),• the vertices of GR are P1, . . . , Pk , and
• Pi Pj is adjacent in GR iff G ′|Pi×Pj is -regular with density exceeding d ,• Pi Pj is not adjacent in GR iff eG ′(Pi , Pj ) = 0.
We call P0 and Pi (i > 0) the exceptional cluster and a non-exceptional cluster of GR , respec-
tively. We also call G ′ a base graph of GR , respectively.
A cluster Pi is a set of vertices of G while it is also a vertex of GR . Note that any (d, ; p,G)-
regularity graph is also a (d, ′; p′,G)-regularity graph for any ′ >  and p′ > p. We use
the following form of the Regularity Lemma (which is called a degree form of the Regularity
Lemma in [33]).
COROLLARY 2.1. For any  > 0, there exists an M = M() such that, for any d(0 < d <
1), every n-vertex graph G has a (d, ; ,G)-regularity graph of order k(1/ < k ≤ M()).
PROOF. It suffices to show the above when εˆ is sufficiently small. We obtain a vertex-
partition ∪˙ki=0Pi satisfying Theorem 2.A for εˆ > 0 and m =
⌈ 1.1
εˆ
⌉
. Let X be the set of indices
i > 0 each of which has at least ˆ0.9 clusters Pj ( j > 0) such that Pi Pj is not -regular. Since
at most εˆ
(k
2
)
pairs are not εˆ-regular, we see that |X |εˆ0.9k ≤ 2εˆ(k2), yielding that |X | < εˆ0.1k.
Let P ′0 := P0 ∪ ∪˙i∈X Pi . We have that |P ′0| < εˆn + εˆ0.1kn/k < εˆ0.09n. Delete all edges
from G|Pi (i ≥ 0) and from G|P ′0 . Furthermore delete all edges from G|Pi×Pj (0 < i < j)
if dG(Pi , Pj ) ≤ d or if Pi Pj is not εˆ-regular. Let G ′ be the resulting graph. For v ∈ P ′0,
degG ′(v) ≥ degG(v) − |P ′0| ≥ degG(v) − εˆ0.09n. For all v ∈ Pi (i 6∈ X, i > 0), we see that
degG ′(v) ≥ degG(v)− n/k − dn− εˆ0.1kn/k ≥ degG(v)− (d + εˆ0.09)n. Then, with partition
P ′0∪˙(∪˙i 6∈X Pi ), G ′ forms a (d, εˆ; εˆ0.09,G)-regularity graph. For each  = εˆ0.09, G ′ is also a
(d, ; ,G)-regularity graph. 2
For a vertex set S of a graph G, we put δG(S) := minv∈S degG(v). Given  > 0 and
0 < d ≤ 1, we call an -regular (bipartite) graph G = (X, Y ; E) super (d, )-regular if and
only if
(d − )|Y | ≤ δG(X) and (d − )|X | ≤ δG(Y ).
Together with Corollary 2.1, the following theorem guarantees a subgraph with bounded
degree.
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THEOREM 2.B (THE BLOW-UP LEMMA (1997)[30]). For every choice of integer r and
1 and a real d(0 < d < 1) there exists an  > 0 and an n0 such that the following holds.
Consider an r-partite graph G on partition sets V1, . . . , Vr of order n > n0 each such that all(r
2
)
bipartite subgraphs G|Vi×V j are super (d, )-regular. Then, for every r-partite graph H
with maximum degree 1(H) ≤ 1 and partition sets X1, . . . , Xr of order n each, there exists
an embedding of H into G with each set X i mapped onto Vi , i = 1, . . . , r .
The above lemma has been very useful. However, since our target subgraphs are always
almost-spanning (not spanning), the full version of Theorem 2.B is unnecessarily heavy for
the purpose of this paper. In Section 3 we prepare a lemma which can be proven easily by a
standard technique and use it instead of Theorem 2.B.
In Section 5 we will use the following classic result which has a very short proof.
THEOREM 2.C (KO˝VA´RI–SO´S–TURA´N (1954) [6, 34](P.74)). For any 0 < p < 1, there
exists an n0 = n0(p) such that any bipartite graph G = (X, Y ; E) with |X | = |Y | = n and
|E | ≥ pn2 contains a copy of K2(
⌊ log n
log(1/p)
⌋
) for n > n0.
We write a  b to mean that a > 0 is sufficiently small with respect to b > 0. In other words,
the value of a > 0 is chosen so as to be smaller than a function of b > 0 where the function
is implicitly defined by the rest of the proof.
3. A GREEDY PROCEDURE OF PUTTING VERTICES OF H IN G
For a vertex u and a vertex-set W in graph G, N (u,W ) = NG(u,W ) denotes the set of
vertices in W adjacent to u, i.e.,
NG(u,W ) := NG(u) ∩W = {v ∈ W |uv ∈ E(G)},
where NG(u) means the set of neighbours of u (i.e., the set of the vertices adjacent to u). We
also put
deg(u,W ) = degG(u,W ) := |NG(u,W )|.
The following two facts are basic for using -regular pairs. It is easy to prove them. See [33].
FACT 3.1. Let G = (A, B; E) be -regular with density d = eG (A,B)|A||B| . Then for any
B ′ ⊂ B with |B ′| > |B|,∣∣∣∣{a ∈ A|degG(a, B ′)|B ′| ≥ d + 
}∣∣∣∣ ≤ |A|,∣∣∣∣{a ∈ A|degG(a, B ′)|B ′| ≤ d − 
}∣∣∣∣ ≤ |A|, and∣∣∣∣{a ∈ A|∣∣∣∣degG(a, B ′)|B ′| − d
∣∣∣∣ ≤ }∣∣∣∣ ≤ 2|A|.
FACT 3.2. Given  > 0, let G = (A, B; E) be -regular with density d = dG(A, B).
Suppose that A′ ⊂ A, B ′ ⊂ B with |A′| ≥ α|A|, |B ′| ≥ α|B|, and α > . Then G|A′∪˙B′ is
max{ 
α
, 2}-regular with density at least d − .
In the proof of Theorem 1.2, we will make use of the following technical lemma. It is proved
by applying a standard technique, which originates from [12].
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LEMMA 3.1. For any choice of integers r,1 > 0 and reals a, c, c′, η > 0 with a+ c′ > 1,
there exist , µ > 0, and n0 such that the following is true.
Consider an r-partite graph G with all partition sets V1, . . . , Vr of cardinality n(n ≥ n0)
each and all
(r
2
)
bipartite subgraphs G|Vi ∪˙V j -regular with dG(Vi , V j ) ≥ η. Let H be an
r-partite graph with1(H) ≤ 1 and partition sets X1, . . . , Xr of cardinality at most (1−a)n
each. Let V (H) = {x1, . . . , x|H |} and x j ∈ X` j (1 ≤ j ≤ |H |). Suppose that |xi−x j | ≤ b(H)
for all xi x j ∈ E(H) and that b(H) ≤ µn. For any x j (1 ≤ j ≤ |H |), let Cx j ⊂ V` j with
|Cx j | ≥ cn (1 ≤ j ≤ b(H)) and |Cx j | ≥ c′n (b(H) < j ≤ |H |).
Then there exists an embedding of H into G (V (H) 3 x j 7→ p j ∈ V (G), 1 ≤ j ≤ |H |)
with each set X i mapped into Vi , (1 ≤ i ≤ r), and each x j mapped into Cx j . Furthermore, we
can take such an embedding with the additional property that, for any x j (b(H) < j ≤ |H |),
| ∩ {NG(p j ′ ,Cx j )|x j ′ ∈ NH (x j ), j ′ ≤ x |H | − b(H)} \ {p1, . . . , p j−1}|
> (a + c′ − 1)(η − 0.9)1n
> 0.99(a + c′ − 1)η1n. (3.1)
PROOF. For each vertex xs ∈ V (H), we take the index `s such that xs ∈ X`s . We consider
the following procedure.
PROCEDURE 3.1.
Step 0. Set V 0(xs) := Cxs for all xs ∈ V (H). Then let i = 1 and go to Step 1.
Step 1. Assume that there exists a vertex pi ∈ V i−1(xi ) such that, for all xs with s > i , if we
put
V≤i := {p1, . . . , pi } and V i (xs) := ∩{NG(p j ,Cxs )|x j ∈ NH (xs), j ≤ i} \ V≤i
then
|V i (xs)| ≥ (η − 0.99)|N≤iH (xs )||Cxs \ V≤i | − b(H). (3.2)
(We prove this later.) We assign xi to pi . If i = |H | then stop this procedure. Otherwise, we
replace i by i + 1 and follow Step 1 again. (The end of the procedure)
Note that the right-hand side of (3.2) is at least{
(η − 0.99)1(cn − b(H))− b(H) > c(η − 0.98)1n > 0 for i ≤ b(H)
(η − 0.99)1(c′n − |H |)− b(H) > (a + c′ − 1)(η − 0.98)1n > 0 for i > b(H)
(3.3)
since |H | ≤ (1 − a)n and b(H) ≤ µn where , µ are small.
If the procedure stops at i = |H | then we see that p1, . . . , p|H | are the desired vertices. In
fact, since, for all 1 ≤ s ≤ |H |,
ps ∈ V s−1(xs) = ∩{NG(p j , V`s )|x j ∈ N≤s−1H (xs)} \ {p1, . . . , ps−1},
we see that, for all 1 ≤ j < s ≤ |H |, if x j xs ∈ E(H) then p j ps ∈ V (G). Hence it is an
embedding of H into G such that ps ∈ V s−1(xs) ⊂ V 0(xs) = Cxs for 1 ≤ s ≤ |H |. For all
j (b(H) < j ≤ |H |), it follows from (3.2) and (3.3) that
| ∩ {NG(p j ′ , V` j )|x j ′ ∈ NH (x j ), j ′ ≤ j − 1} \ V≤ j−1| = |V j−1(x j )|
> (a + c′ − 1)(η − 0.98)1n,
yielding (3.1).
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Thus, it suffices to show that the procedure works at each step. More precisely, we show,
by induction on i , that the vertex pi exists with the property (3.2) when , µ are small enough
and n is large enough.
For i = 0, (3.2) is clear by Step 0.
Let i > 0. By the definitions of b(H) and V i (xs), we see that, for all xs ∈ V (H),
|V i (xs)| = |Cxs \ V≤i | if s > i + b(H). (3.4)
Thus (3.2) holds for all xs with s > i + b(H). If xi xs 6∈ E(H)(i < s) then it follows from
V i (xs) = V i−1(xs) \ (Cxs ∩ {pi }) that
|V i (xs)| = |V i−1(xs)| − |Cxs ∩ {pi }|. (3.5)
Assume that (3.2) holds when one replaces i with i−1. Thus, by Fact 3.2, each pair (V i−1(xs),
V i−1(xi )) is ′-regular with density at least η −  for all s > i where ′ := max{ c(η−0.98)1 ,

(a+c′−1)(η−0.98)1 , 2}. Since degH (xi ) ≤ 1 and  is small enough, Fact 3.1 implies that there
exists a vertex pi ∈ V`i such that, for all xs ∈ NH (xi )(i < s),
|NG(pi , V i−1(xs))| ≥ (η −  − ′)|V i−1(xs)| > (η − 0.99)|V i−1(xs)|.
If xi xs ∈ E(H)(i < s) then it follows from V i (xs) = NG(pi , V i−1(xs)) and xi 6∈ X`s that
|V i (xs)| ≥ (η − 0.99)|V i−1(xs)|. (3.6)
We fix an xs ∈ V (H)with i < s ≤ i+b(H). Let s′ := max{s−b(H)−1, 0}. Clearly, 1 ≤ i−
s′ ≤ i−s+b(H)+1 ≤ b(H). Applying (3.5) or (3.6) for each of V i (xs), V i−1(xs), . . . , V s′+1
(xs) and applying (3.4) for V s′(xs), it follows from degG(xs) ≤ 1 that
|V i (xs)| ≥ (η − 0.99)1|V s′(xs)| − |Cxs ∩ {ps′+1, . . . , pi }|
≥ (η − 0.99)1|Cxs \ V≤s
′ | − (i − s′)
≥ (η − 0.99)1|Cxs \ V≤i | − b(H).
Combining this with (3.4), (3.2) holds for all xs with i < s ≤ |H |. Thus the procedure works
until i = |H | and yields the desired embedding of H into G. 2
4. PROOF OF THEOREM 1.1
We prove Theorem 1.1. When A is a 2-vector and f = 1, 2, A[ f ] denotes the f th coor-
dinate of A, i.e., A = (A[1], A[2]). When we say thatA is a collection, we allowA to contain
the same element more than once. For exampleA = {(0, 0), (1, 2), (1, 2), (2, 3), (2, 3), (2, 3)}
is a collection of 2-vectors satisfying that |A| = 6 and ∑A∈A A[1] = 8.
First we prove the following lemma.
LEMMA 4.1. Given positive integers g,m and a f nite collection of 2-vectors A ⊂ {0, 1,
2, . . . ,m}2, there exists a partition A = A1∪˙ · · · ∪˙Ag such that∣∣∣∣∣ ∑
A∈A j
A[ f ] −
∑
A∈A A[ f ]
g
∣∣∣∣∣ ≤ gm
for all j, f (1 ≤ j ≤ g, 1 ≤ f ≤ 2).
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PROOF. We prove by induction on g. If g = 1 then the statement is vacuous. Let g > 1.
Denote a( f ) := ∑A∈A A[ f ] for f = 1, 2. We say that v is an order on A if and only if
v is a bijection from {1, 2, . . . , |A|} to A. First we take an order v on A. Note that v(i) =
(v(i)[1], v(i)[2]) for i ≤ |A|. For i = 1, . . . , g, put
b(v; i) := min
{
b
∣∣∣∣1 ≤ b ≤ |A|, ∑
b′(1≤b′≤b)
v(b′)[1] ≥ i
g
a(1)
}
, and
d(v; i) :=
∑
1≤b′≤b(v;i)
v(b′)[2] − i
g
a(2).
CLAIM 4.1. If, for some order v, |d(v; 1)| ≤ m then the proof of Lemma 4.1 completes.
PROOF. We put A1 := {v( j)|1 ≤ j ≤ b(v; 1)} and A′ := A−A1. Clearly∣∣∣∣∣ ∑
A∈A1
A[ f ] − 1
g
a( f )
∣∣∣∣∣ ≤ m
even if f = 1 (since A[ f ] ≤ m for all A ∈ A). By the induction hypothesis on g, there
exists a partition A′ = A2∪˙ · · · ∪˙Ag such that for all j (2 ≤ j ≤ g), |∑A∈A j A[ f ] −
1
g−1
∑
A∈A′ A[ f ]| ≤ (g − 1)m. For all j (2 ≤ j ≤ g),∣∣∣∣∣ ∑
A∈A j
A[ f ] − 1
g
a( f )
∣∣∣∣∣ ≤
∣∣∣∣∣ ∑
A∈A j
A[ f ] − 1
g − 1
∑
A∈A′
A[ f ]
∣∣∣∣∣+
∣∣∣∣∣ 1g − 1 ∑
A∈A′
A[ f ] − 1
g
a( f )
∣∣∣∣∣
≤ (g − 1)m +
∣∣∣∣∣ 1g − 1 ∑
A∈A′
A[ f ] − 1
g
a( f )
∣∣∣∣∣
= (g − 1)m +
∣∣∣∣∣a( f )−
∑
A∈A1 A[ f ]
g − 1 −
1
g
a( f )
∣∣∣∣∣
≤ (g − 1)m + |a( f )− g
∑
A∈A1 A[ f ]|
g(g − 1)
≤ (g − 1)m + m
g − 1 < gm,
completing the proof of Claim 4.1. 2
Therefore we can assume that |d(v; 1)| > m. First we suppose that
d(v; 1) > m. (4.1)
Case 1. (d(v; g − 1) ≥ 0).
Define an order v′ : {1, 2, . . . , |A|} → A by v′(i) := v(|A|+1−i). (That is, v′ is the ‘reverse’
of v.) By the definition of b(·; ·), it is clear that if∑b′(1≤b′≤b(v;g−1)) v(b′)[1] > g−1g a(1) then
b(v′; 1) = |A| + 1 − b(v; g − 1). Otherwise, b(v′; 1) = |A| − b(v; g − 1). Therefore,
b(v′; 1) ≤ |A| + 1 − b(v; g − 1).
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m
b(v;j) b(v;j+1)
a(1)/g
a(2)/g
m
ja(1)/g
ja(2)/g
FIGURE 1. Proof of
∑
b(v, j)≤b≤b(v, j+1) v(b)[2] ≤ 1g a(2)+ m.
This inequality easily implies that
d(v′; 1) =
∑
b′(|A|≥|A|+1−b′≥|A|+1−b(v′;1))
v′(b′)[2] − 1
g
a(2)
≤
∑
b(v;g−1)≤b≤|A|
v(b)[2] − 1
g
a(2)
= a(2)−
∑
1≤b<b(v;g−1)
v(b)[2] − 1
g
a(2)
= a(2)−
(
d(v; g − 1)+ g − 1
g
a(2)− v(b(v; g − 1))[2]
)
− 1
g
a(2)
= −d(v; g − 1)+ v(b(v; g − 1))[2]
≤ −0 + m = m (4.2)
where the assumption of this case implies the last inequality. Clearly there exists a sequence
of orders on A
v = v(0), v(1), . . . , v(b|A|/2c) = v′
such that, for each t ≥ 1, v(t) is obtained from v(t−1) by switching exactly two members of
A. It is easy to show that
|d(v(t); 1)− d(v(t+1); 1)| ≤ 2m (4.3)
since A[ f ] ≤ m( f = 1, 2, A ∈ A). Because of (4.1), (4.2), and (4.3), there exists an order
v(t) on A such that |d(v(t); 1)| ≤ m. Claim 4.1 completes the proof of the lemma.
Case 2. (d(v; g − 1) < 0). By (4.1), there exists j (1 ≤ j ≤ g − 2) such that
d(v; j) ≥ 0 and d(v; j + 1) < 0. (4.4)
Define a new order v′ on A by v′(i) := v(b(v; j)+ i − 1) where we put v(i ′) = v(i ′ − |A|)
if i ′ > |A|. (That is, v′ can be expressed in the form v(b(v; j)), . . . , v(|A|), v(1), . . . , v
(b(v; j)−1).) We see that b(v; j)+b(v′; 1)−1 ≤ b(v; j+1) since∑b′≤b(v; j)+b(v′;1)−2 v(b′)
[1] =∑1≤b′<b(v; j) v(b′)[1]+∑b(v; j)≤b′≤b(v; j)+b(v′;1)−2 v(b′)[1] < jga(1)+∑1≤b′≤b(v′;1)−1
v′(b′)[1] < j+1g a(1). This inequality implies that∑
1≤b≤b(v′,1)
v′(b)[2] =
∑
b(v; j)≤b≤b(v; j)+b(v′;1)−1
v(b)[2] ≤
∑
b(v, j)≤b≤b(v, j+1)
v(b)[2]
≤ 1
g
a(2)+ m
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where the last inequality follows from (4.4) (Figure 1 might help the reader to understand
this). Therefore
d(v′; 1) ≤ m. (4.5)
Again we consider a sequence of orders
v = v(0), v(1), . . . , v(t ′) = v′
for some t ′ ≤ |A| such that, for each t ≥ 1, v(t) is obtained from v(t−1) by switching exactly
two members ofA. (It is clear that there exists such a sequence. For example, make v(1) from
v(0) by switching two members 1 and b(v; j .) Then make v(2) from v(1) by switching the
two members 2 and b(v; j) + 1, and so on.) Thus (4.3) holds for all t . By (4.1) and (4.5),
there exists an order v(t) on A such that |d(v(t); 1)| ≤ m. Claim 4.1 completes the proof of
Lemma 4.1.
Assume d(v; 1) < −m. Similarly we can complete the proof of Lemma 4.1.(One can finish
the proof also by switching the roles of f = 1 and f = 2.) Lemma 4.1 has been proven. 2
In Lemma 4.1, we consider a collection of 2-vectors A. On the other hand, in the proof of
Theorem 1.1, we will consider a collection of r -vectors A where each r -vector (w1, . . . , wr )
represents an r -complete graph Kr (w1, . . . , wr ). Combining the following fact with
Lemma 4.1, we will be able to deal with r -vectors for any r .
FACT 4.1. Let Sr−1 be the set of permutations on {1, 2, . . . , r−1}. For any finit collection
of (r − 1)-vectors A ⊂ {0, 1, . . . ,m}r−1, there exists a mapping φ : A→ Sr−1 such that, for
any i(1 ≤ i ≤ r − 1), ∣∣∣∣∣∑
A∈A
A[φ(A)(i)] −
∑
A∈A
∑r−1
j=1 A[ j]
r − 1
∣∣∣∣∣ < m.
PROOF. Clearly, it suffices to show that
max
i, j (1≤i< j≤r−1)
∣∣∣∣∣∑
A∈A
A[φ(A)(i)] −
∑
A∈A
A[φ(A)( j)]
∣∣∣∣∣ ≤ m (4.6)
for some φ. We show (4.6) by induction on |A|. It is vacuous when |A| = 0, 1. Suppose that
we already have a φ(A) for all but one A (say A ∈ A \ {A∗}) so that (4.6) is satisfied when
A is replaced with A \ {A∗}. We try to define a permutation φ(A∗) for the last A∗ ∈ A.
Let si := ∑A∈A\{A∗} A[φ(A)(i)]. We may assume that s1 ≤ s2 ≤ · · · ≤ sr−1. There is a
permutation φ(A∗) on {1, . . . , r − 1} such that
m ≥ A∗[φ(A∗)(1)] ≥ · · · ≥ A∗[φ(A∗)(r − 1)] ≥ 0.
For any i < j , we see that |(s j + A∗[φ(A∗)( j)]) − (si + A∗[φ(A∗)(i)])| = |(s j − si ) −
(A∗[φ(A∗)(i)] − A∗[φ(A∗)( j)])| ≤ m. Thus (4.6) holds, yielding Fact 4.1. 2
Recall the definition (1.3) of wr (·). We prepare another lemma in order to prove Theo-
rem 1.1.
LEMMA 4.2. Given real µ > 0 and integers r > 1, g > 0 and n > 0, let H be a
finit collection of (vertex-disjoint) graphs F such that F = Kr (wF1 , . . . , wFr ) (for some
0 ≤ wFi ≤ µn(1 ≤ i ≤ r)) and σr (F) = wFr . Let H :=
⋃˙
F∈HF. Then there exists a
partitionH = H1∪˙ · · · ∪˙Hg and a mapping ψ : H→ Sr−1 such that, for all j (1 ≤ j ≤ g),
(i) |∑F∈H j σr (F)− σr (H)g | < gµn,
(ii) |∑F∈H j |F | − |H |g | < gµn, and
(iii) |∑F∈H j wFψ(F)( f ) − wr (H)g | < 3gµn for all f (1 ≤ f < r).
Almost-spanning subgraphs 597
PROOF. We assign a 2-vector (σr (F), |F |) to each F ∈ H. Then, since |F | ≤ µn,
Lemma 4.1 implies a partitionH = H1∪˙ · · · ∪˙Hg with the properties (i) and (ii). By Fact 4.1,
for any j (1 ≤ j ≤ g), there exists a mapping ψ : H→ Sr−1 such that for all f (1 ≤ f < r)∣∣∣∣∣ ∑
F∈H j
wFψ(F)( f ) −
wr (H)
g
∣∣∣∣∣ ≤
∣∣∣∣∣ ∑
F∈H j
wFψ(F)( f ) −
∑
F∈H j
∑r−1
f ′=1wFf ′
r − 1
∣∣∣∣∣
+
∣∣∣∣∣
∑
F∈H j
∑r−1
f ′=1wFf ′
r − 1 −
wr (H)
g
∣∣∣∣∣
< µn +
∣∣∣∣∣
∑
F∈H j (|F | − σr (F))
r − 1 −
|H | − σr (H)
g(r − 1)
∣∣∣∣∣
≤ µn +
|∑F∈H j |F | − |H |/g| + |∑F∈H j σr (F)− σr (H)/g|
r − 1
≤ µn + gµn + gµn
r − 1
≤ 3gµn,
yielding (iii). 2
We turn to the proof of Theorem 1.1.
Proof of Theorem 1.1. We fix constant parameters 1 and . Let r := χ(H) and σ˜ :=
max{σ(H)|H | , }. Our goal is to find a (small) µ and a (large) n0. (Since r ≤ 1 + 1, r is a
constant.) We make use of three subparameters η, ′, and m ∈ N such that
0 < µ ′  η = 1
m
 min
{
1
r
,
1
1
, σ˜ , 
}
. (4.7)
The Regularity Lemma (Corollary 2.1) gives an (η, ′, ′;G)-regularity graph GR of order
`(1/′ < ` ≤ M(′)).
Let L be the order of each non-exceptional cluster. Note that (1−
′)n
`
≤ L ≤ n/`. Take a
constant integer h such that r  h  1/′(< `). LetH be the family of all Hi ’s. For each F ∈
H, since χ(F) ≤ r , F is a spanning subgraph of a complete r -partite graph written in the form
Kr (w
F
1 , . . . , w
F
r−1, wFr )(⊃ F)
where 0 ≤ σr (F) = wFr ≤ min{wF1 , . . . , wFr−1}.
Let
g :=
⌈
σ˜ |H |
mL
⌉
.
We take H = H1∪˙ · · · ∪˙Hg and ψ of Lemma 4.2. Note that, without loss of generality, we
can assume that ψ(F)( f ) = f for all F, f (F ∈ H, 1 ≤ f < r) and that |H | = b(1 − )nc.
It is clear that
(1 − 1.01) σ˜ `
m
<
σ˜b(1 − )nc
mn/`
≤ g ≤
⌈
σ˜ (1 − )n
m(1 − ′)n/`
⌉
<
σ˜`
m
.
We define a graph H∗ by H∗ := Kr (σ ∗, w∗, . . . , w∗) where σ ∗ := max j (1≤ j≤g)⌈∑
F∈H j σr (F)
L
⌉
and w∗ := ⌊ b`/(1+0.1)gc−σ ∗r−1 ⌋. Clearly
`
(1 + 0.11)g ≤ |H
∗| ≤ `
(1 + 0.1)g
(
< (1 + 1.2)m
σ˜
)
.
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It is seen that (for any j)
σr (H∗)
|H∗| ≤
⌈∑
F∈H j σr (F)
L
⌉/(
`
(1 + 0.11)g
)
≤ (1 + 0.11)g
∑
F∈H j σ(F)+ L
`L
≤ (1 + 0.11)g σ˜ |H |/g + gµn + n/`
(1 − ′)n
≤ (1 + 0.11) σ˜ (1 − )+ g
2µ+ σ˜ /m
1 − ′
< (1 − 0.8)˜σ < σ˜
because of (4.7). Note that
δ(GR) ≥ δ(G)− ηn − 
′n
n/`
≥
(
1 − 1 − σ˜
r − 1 − µ− η − 
′
)
`.
Applying Theorem 1.E for GR and H∗, we see that GR contains at least g disjoint copies of
H∗ since (1 − 0.01) `|H∗| ≥ (1 − 0.01)` (1+0.1)g` > g. On the other hand, it holds that, for
any f (1 ≤ f < r),
w∗ −
⌈∑
F∈H j w
F
f
L
⌉
≥ 1
r − 1
(
`
(1 + 0.1)g − σ
∗ − 1
)
−
∑
F∈H j w
F
f
L
− 2
≥ 1
r − 1
(
`
(1 + 0.1)g −
σr (H)/g + gµn
L
− 1
)
−
(
wr (H)/g + 3gµn
L
)
− 2
≥ 1
r − 1
(
`
(1 + 0.1)g −
|H |/g + 3rgµn
(1 − 1.01′)n/`
)
−3
≥ 1
r − 1
(
1
1 + 0.1 −
(1 − )+ 3rg2µ
1 − 1.01′
)
`
g
− 3
≥ 1
r − 1 (1 − 0.11 − (1 −  + 3rg
2µ)(1 + 1.02′))m
σ˜
− 3
≥
(
0.8
r − 1
)
m
σ˜
> 0
since (4.7) implies that `/g > m/σ˜  r , 0 < ′  , and 3g2rµ  − ′. Therefore, when
each vertex and each edge of H∗ are replaced by L independent vertices and a complete bipar-
tite graph, the obtained graph contains all F ∈ H j as disjoint subgraphs for any j (1 ≤ j ≤ g).
Thus, noting that 1 is constant (Theorem 2.B or Lemma 3.1 where c = c′ = 1), implies that
G contains H since GR contains g disjoint copies of H∗. Theorem 1.1 has been proven. 2
5. CONNECTING TWO CLIQUES
To present an important lemma of the proof of Theorem 1.2, we make use of the following
definition.
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DEFINITION 5.1. For two r -cliques K , K ′ in a graph H , we define the r -clique-distance
between K and K ′, denoted by cdistrH (K , K ′), by the least integer t such that there exists a
sequence of r -cliques in H,
K = K 0, K 1, . . . , K t−1, K t = K ′,
with the property that |K j ∩ K j+1| = r − 1 for all j (0 ≤ j < t). If there does not exist such
t , then cdistH (K , K ′) = ∞.
The purpose of this section is to prove the following theorem, which will be used for the proof
of Theorem 1.2.
LEMMA 5.1. For any r ≥ 2, there exist µ > 0 and `0 such that the following holds. Let G
be a graph of order ` ≥ `0 and with
δ(G) ≥
(
1 − 1
r
− µ
)
`.
Then, either that for any two vertex-disjoint r-cliques K , K ′ in G,
cdistrG(K , K
′) ≤ 9r2
or that G is µ
1
2r -almost isomorphic to
Fr (n) := Kbn/rc + Kr−2(bn/rc)+ Kbn/rc.
It is possible to improve µ
1
2r to µα/r for any absolute constant α < 1 though we will not do it
explicitly.
PROOF. This proof continues until the end of this section. Let G be a graph with the
assumptions of Lemma 5.1. We start with an easy claim.
CLAIM 5.1. We may assume that r ≥ 3.
PROOF. Let r = 2. Pick vertices u ∈ K , u′ ∈ K ′. Assume that the distance between
u and u′ is at least 9r2 > 4. Clearly there is no edge between NG(u) and NG(u′). Since
|NG(u)|, |NG(u′)| ≥ ( 12 − µ)n, the minimum degree condition easily implies that G is µ0.9-
almost isomorphic to Kbn/2c∪Kdn/2e. 2
Thus we let r ≥ 3.
FACT 5.1. It suffice to show that, for any two vertex-disjoint r-cliques C,C ′ in G, at least
one of the following two occurs unless G is µ1/2r -almost isomorphic to the graph Fr (n).
• There exist two vertex-disjoint r-cliques D, D′ such that
cdistrG(C, D)+ cdistrG(C ′, D′) ≤ 8 and eG(C,C ′) < eG(D, D′). (5.1)
•
cdistrG(C,C
′) ≤ 3r. (5.2)
PROOF. Let K , K ′ be two vertex-disjoint r -cliques. Suppose that (5.1) or (5.2) holds for
any C,C ′. It is easy to see that if eG(C,C ′) = r2 then cdistrG(C,C ′) = r . Therefore, by
applying (5.1) repeatedly, we get two vertex-disjoint r -cliques C,C ′ such that cdistrG(K ,C)+
cdistrG(K ′,C ′) ≤ 8r2 and that (5.2) holds (note that if (5.1) never happens then we take
C = K and C ′ = K ′). Thus cdistrG(K , K ′) ≤ 8r2 + 3r ≤ 9r2, yielding the conclusion of
Lemma 5.1. 2
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We show (5.1) or (5.2) for any C,C ′ in graph G which is not µ1/2r -almost isomorphic to
the graph Fr (n).
FACT 5.2. For any two vertex-disjoint r-cliques C,C ′, if cdistrG(C,C ′) > r then
there exist v1 ∈ C, v2 ∈ C ′ such that degG(v1,C ′) ≤ r − 2 and degG(v2,C) ≤ r − 2.
(5.3)
PROOF. Suppose that (5.3) does not happen. We may assume that degG(v′,C) ≥ r − 1 for
all v′ ∈ C ′. It is easy to see that there is a sequence C = D0, D1, . . . , Dr = C ′ of r -cliques
such that V (Di ) ⊂ V (C∪C ′), |Di∩C ′| = i(0 ≤ i ≤ r), and |Di∩Di+1| = r−1(0 ≤ i < r).
Thus cdistrG(C,C ′) = r, a contradiction. 2
The following claim asserts that if there are two cliques with no good condition then the
structure of G is very limited.
CLAIM 5.2. Let C,C ′ be vertex-disjoint r-cliques in G. Suppose that there do not exist two
vertex-disjoint r-cliques D, D′ such that
cdistrG(C, D)+ cdistrG(C ′, D′) ≤ 1 and eG(C,C ′) < eG(D, D′), (5.4)
and further suppose that there exist v1 ∈ C, v2 ∈ C ′ such that degG(v1,C ′) ≤ r − 2 and
degG(v2,C) ≤ r − 2.
Then all of the following hold :
(i) At most 2rµ`− 4r vertices v ∈ V (G)− V (C ∪C ′) satisfy that deg(v,C)+ deg(v,C ′) <
2r − 2.
(ii) There exist disjoint A, A′ ⊂ V (G)− V (C ∪ C ′) such that
deg(v,C) = r and deg(v,C ′) = r − 2 for all v ∈ A, (5.5)
deg(v′,C) = r − 2 and deg(v′,C ′) = r for all v′ ∈ A′, (5.6)
min{|A|, |A′|} ≥
(
1
r
− 3rµ
)
`. (5.7)
Furthermore
deg(v2,C) = deg(v1,C ′) = r − 2. (5.8)
PROOF. Denote B = ∩v∈C−{v1}NG(v) and B ′ = ∩v∈C ′−{v2}NG(v). If there is a vertex
v ∈ B with deg(v,C ′) > deg(v1,C ′) then, for D := C∪{v}−{v1} and D′ = C ′, eG(D, D′) >
eG(C,C ′) and D, D′ satisfy (5.4), contradicting our assumption. Thus, by the definition of v1
and v2, we see that
deg(v,C ′) ≤ deg(v1,C ′) ≤ r − 2 for any v ∈ B. (5.9)
Also
deg(v′,C) ≤ deg(v2,C) ≤ r − 2 for any v′ ∈ B ′. (5.10)
If deg(v,C)+deg(v,C ′) ≥ 2r−1 for some v ∈ V (G)−V (C ∪C ′) then we may assume that
v ∈ B and deg(v,C ′) ≥ r−1, contradicting (5.9). Therefore deg(v,C)+deg(v,C ′) ≤ 2r−2
for all v ∈ V (G)− V (C ∪C ′). Let Z := {v ∈ V (G)− V (C ∪C ′)| deg(v,C)+ deg(v,C ′) <
2r − 2}. Since
2r
((
1 − 1
r
− µ
)
`− 2r
)
≤ eG(V (G)− V (C ∪ C ′), V (C ∪ C ′))
≤ (2r − 3)|Z | + (2r − 2)(`− 2r − |Z |)
= (2r − 2)`− |Z | − 4r2 + 4r,
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we see that |Z | ≤ 2rµ`− 4r . Denote A := {v ∈ B| deg(v,C)+ deg(v,C ′) = 2(r − 1)}, and
A′ := {v ∈ B ′| deg(v,C) + deg(v,C ′) = 2(r − 1)}. By (5.9) and (5.10), we get (5.5), (5.6),
and (5.8). It is clear that A ∩ A′ = ∅ because of (5.5) and (5.6). Then the minimum degree
condition of G implies that
|A| ≥ |B| − |Z | ≥
(
`− (r − 1)
(
1
r
+ µ
)
`
)
− 2rµ` ≥
(
1
r
− 3rµ
)
`.
Similarly |A′| has the same lower bound, yielding (5.7). 2
Following the above, we further investigate the structure of G.
CLAIM 5.3. Let C,C ′, v1, v2, A, A′ be as in Claim 5.2 and suppose that neither (5.1) nor
(5.2) holds. Then all of the following properties hold.
(i) degG(v, A) ≥ |A| − 2rµ` > (1 − 2.1r2µ)|A| for any v ∈ A. Also degG(v′, A′) ≥
|A′| − 2rµ` > (1 − 2.1r2µ)|A′| for any v′ ∈ A′.
(ii) eG(A, A′) < µ
0.9
r |A||A′|.
(iii) max{|A|, |A′|} < ( 1r + µ
0.8
r )`.
PROOF. (i) Suppose that degG(w, A) < |A| − 2rµ` for some w ∈ A. Then degG¯(w, A) =
(|A| − 1) − degG(w, A) > 2rµ` − 1. Let C∗ := C ∪ {w} − {v1}. By (5.5), there are at
least b2rµ`c vertices v ∈ A non-adjacent to w such that deg(v,C∗) + deg(v,C ′) ≤ (r −
1) + (r − 2) = 2r − 3. By Claim 5.2, C∗ and C ′ must be vertex-disjoint r -cliques such that
there exist D, D′ such that cdistrG(C∗, D) + cdistrG(C ′, D′) ≤ 1 and e(C∗,C ′) < e(D, D′).
Therefore (5.5) and (5.8) imply that cdistrG(C, D) + cdistrG(C ′, D′) ≤ 2 and e(C,C ′) =
e(C∗,C ′) + (r − 2) − (r − 2) < e(D, D′), contradicting the assumption that (5.1) does not
occur. Thus δ(G|A) ≥ |A| − 2rµ`. We see that (5.7) implies that δ(G|A) ≥ |A| − 2rµ` ≥(
1− 2rµ1
r −3rµ
)|A| > (1− 2.1r2µ)|A|. Similarly, the same inequalities hold for A′. Thus (i) has
been shown.
(ii) Suppose that e(A, A′) ≥ µ0.9/r |A||A′|. The Hajnal–Szemere´di theorem (Theorem 1.C)
gives
⌊ |A|
m
⌋
disjoint copies of m-clique in A where m := ⌊ 12.1r2µ⌋. Similarly there exist⌊ |A′|
m
⌋
disjoint copies of m-clique in A′. Thus there are two m-cliques D, D′ with V (D) ⊂
A, V (D′) ⊂ A′ such that e(D, D′) ≥ µ 0.91r m2. Since logm
log(1/µ
0.91
r )
≥ r log(2.2r2µ)0.91 logµ > r ,
Theorem 2.C gives two r -cliques D∗, D′∗ with D∗ ⊂ D, D′∗ ⊂ D′ such that G|D∗∪D′∗ forms
a 2r -clique. Therefore, since e(C, D∗) = e(D∗, D′∗) = e(D′∗,C ′) = r2, we have that
cdistrG(C,C ′) ≤ cdistrG(C, D∗) + cdistrG(D∗, D′∗) + cdistrG(D′∗,C ′) ≤ r + r + r = 3r,
yielding (5.2). It contradicts our assumption.
(iii) By (ii), there exists a vertex v ∈ A with degG(v, A′) < µ
0.9
r |A′|. Thus (1− 1r −µ)` ≤
degG(v) < µ
0.9
r |A′| + (` − |A′|), yielding that |A′| < ( 1r + µ)`/(1 − µ
0.9
r ) < ( 1r + µ
0.8
r )`.
Similarly, |A| < ( 1r + µ
0.8
r )`. 2
The following is the last claim before completing the proof of Lemma 5.1. The claim shows
that the structure of G is very similar to Fr (`).
CLAIM 5.4. Let C,C ′, v1, v2, A, A′ be as in Claim 5.2 and suppose that neither (5.1)
nor (5.2) holds. Then there exist E ⊂ C, E ′ ⊂ C ′(|E | = |E ′| = r − 2) such that all of the
following hold.
(i)
| ∩w∈E NG(w,U )| < µ 0.8r `, and
| ∩w′∈E ′ NG(w,U )| < µ 0.8r `,
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where U := V (G)− (A ∪ A′ ∪ C ∪ C ′).
(ii)
| ∩w∈E NG(w, A′)| > |A′| − µ 0.7r `, and
| ∩w′∈E ′ NG(w, A)| > |A| − µ 0.7r `.
(iii) For any u ∈ E,
|U (u)| >
(
1
r
− µ 0.6r
)
` and eG(G|U (u)) < µ 0.8r `2
when we let U (u) := ∩w∈C−{u}NG(w,U ).
PROOF. (i) Because of Claim 5.3(ii), there are at most µ 0.01r |A′| vertices v′ ∈ A′ such that
degG(v′, A) ≥ µ
0.89
r |A|. Thus, we can choose A′∗ ⊂ A′ with |A′∗| ≥ (1−µ
0.01
r )|A′| such that
degG(v′, A) < µ
0.89
r |A| for all v′ ∈ A′∗. For all v′ ∈ A′∗, degG(v′,U ) > (1 − 1r − µ)` −
µ
0.89
r |A| − |A′| − 2r > (1 − 2r − µ
0.88
r )` by Claim 5.3(iii). Therefore
|U − NG(v′,U )| < µ 0.87r ` for all v′ ∈ A′∗. (5.11)
Similarly we can also choose a set A∗ ⊂ A with |A∗| ≥ (1−µ 0.01r )|A| such that every v ∈ A∗
has at most µ
0.87
r ` non-neighbours in U .
By (5.5) and (5.7), there exist E ⊂ C and A′∗∗ ⊂ A′∗ such that |E | = r − 2,
|A′∗∗| ≥ |A′∗|/
(
r
r − 2
)
>
1.9
r3
`, (5.12)
and (E, A′∗∗) forms a complete bipartite graph.
Suppose that | ∩w∈E NG(w,U )| ≥ µ 0.86r `. By (5.11) and the definition of A∗, we can take
u ∈ U, a ∈ A∗, a′1, a′2, a′3 ∈ A′∗∗ such that E∪{u, a} and E∪{u, a′1, a′2, a′3} forms an r -clique
and an (r + 2)-clique, respectively. Take z ∈ C − E and v ∈ E with v1 ∈ {z, v}. Consider the
sequence of r -cliques:
C,G|C∪{a}−{z},G|E∪{a,u},G|E∪{u,a′1},G|E∪{a′1,a′2}, D
where D := G|E∪{a′1,a′2,a′3}−{v}. Thus cdistrG(C, D) ≤ 5. By (5.8), v1 6∈ D implies that
e(D,C ′) > e(C,C ′). Therefore (i) must hold.
(ii) We have that, by (i) and Claim 5.3(iii),
| ∩w∈E NG(w, A′)| ≥ | ∩w∈E NG(w)| − | ∩w∈E NG(w,U )| − |A| − 2r
> `−
(
1
r
+ µ
)
`(r − 2)− µ 0.8r `−
(
1
r
+ µ 0.8r
)
`− 2r
≥ `
r
− µ 0.79r `
> |A′| − µ 0.78r `.
Thus (ii) holds.
(iii) First suppose that deg(w, A′) > µ 0.69r ` for some w ∈ C − E . Let A˜′ := ∩z∈E∪{w}N
(z, A′). Then | A˜′| > µ 0.69r ` − µ 0.78r ` > µ 0.7r ` by (ii). It follows from Claim 5.3 (i) that
δ(G| A˜′) ≥ | A˜′|− 2.1r2µ|A′| > | A˜′|−µ0.9` > 0.99| A˜′|. By taking H = K3 in Theorem 1.A,
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we have three vertices w′a, w′b, w′c ∈ A˜′ which form a triangle in G. Consider the r -clique
sequence : C, E ∪ {w,w′a}, E ∪ {w′a, w′b}, E ∪ {w′a, w′b, w′c} − {u0} where we take u0 ∈ E
such that if v1 ∈ E then u0 = v1. Since v1 ∈ C is not in the fourth clique, it follows from (5.6)
and (5.8) that the number of edges toward C ′ increases, yielding (5.1).
Therefore, for all w ∈ C − E ,
degG(w, A′) ≤ µ
0.69
r `.
We pick a vertex u ∈ E . By the inequality, it follows from the degree condition of G,
Claim 5.3(iii), and (5.7) that
|U (u)| ≥ |U | −
∑
w∈C−{u}
degG(w,U )
= |U | −
∑
w∈C−{u}
(degG(w)− degG(w, A′)− degG(w, A ∪ C ∪ C ′))
≥ |U | −
∑
w∈C−{u}
(`− degG(w))+
∑
w∈C−E
degG(w, A
′)
≥ (`− |A| − |A′| − 2r)− (r − 1)
(
`−
(
1 − 1
r
− µ
)
`
)
+
(
2|A′| −
∑
w∈C−E
degG(w, A′)
)
> `−
(
r − 1
r
+ rµ
)
`− |A| + |A′| −
∑
w∈C−E
degG(w, A′)
>
(
1
r
− rµ
)
`−
(
1
r
+ µ 0.8r
)
`+
(
1
r
− 3rµ
)
`− 2µ 0.69r `
>
(
1
r
− µ0.68/r
)
`.
Consequently, we have the first part of (iii).
We show the second part. Suppose that e(G|U (u)) ≥ µ 0.8r `2 for some vertex u ∈ E . Let
A˜′∗∗ := {v ∈ A′∗∗| degG(v, A) < µ0.89/r |A|}.
By Claim 5.3(ii) and (5.12), we see that | A˜′∗∗| ≥ |A′∗∗| − eG (A,A
′)
µ0.89/r |A| ≥ |A′∗∗| − µ0.01/r |A′| >
1.8
r3
`. It follows from Claim 5.3 (i) that δ(G| A˜′∗∗) ≥ | A˜′∗∗|−2.1r2µ|A′| > 0.99| A˜′∗∗|. By taking
H = K4 in Theorem 1.A we have four vertices D′ := {w∗a, w∗b, w∗c , w∗d} ⊂ A′∗∗ which form
a 4-clique in G. Let U˜ (u) := ∩z∈D′NG(z,U (u)). The first part of (iii), the degree condition
of G, the definition of A˜′∗∗, and (5.7) imply that |U (u) \ U˜ (u)| ≤
∑
z∈D′(degG(z,G) −
degG(z, A)) < 4(`− (1− 1r −µ)`)− 4(|A|−µ0.89/r |A|) < 4( 1r +µ)`− 4(1−µ0.89/r )( 1r −
3rµ)` < µ0.88/r`. Therefore e(G|
U˜ (u)
) ≥ e(G|U (u)) − |U (u) \ U˜ (u)||U (u)| ≥ µ0.8/r`2 −
µ0.88/r`2 ≥ 1. Let uaub ∈ e(G|U˜ (u)). By the definition of U˜ (u), the six vertices {ua, ub}∪˙D′
form a 6-clique in G. Let C − E = {xa, xb}. Consider the sequences of r -cliques: C,C ∪
{ua} − {u},C ∪ {ua, ub} − {u, xa}, E ∪ {ua, ub, w∗a} − {u}, E ∪ {ub, w∗a, w∗b} − {u}, E ∪{w∗a, w∗b, w∗c }− {u}. If v1 ∈ {u} ∪ (C − E) then (5.8) implies that the number of edges toward
C ′ increases, yielding (5.1). If v1 ∈ E − {u} then add E ∪ {w∗a, w∗b, w∗c , w∗d} − {u, v1} at the
end of the above sequence. The number of edges toward C ′ increases again, yielding (5.1).
Therefore (iii) has been proven. 2
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We now easily complete the proof of Lemma 5.1. Let C,C ′ be two vertex-disjoint r -cliques
in G and suppose that neither (5.1) nor (5.2) holds.
Claim 5.4 (iii) provides r − 2 sets U (u1), . . . ,U (ur−2) where E = {u1, . . . , ur−2}. If
|U (ui )∩U (u j )| > µ 0.8r ` then it contradicts Claim 5.4 (i). LetU∗i := U (ui )−∪u j∈E−{ui }U (u j )
for i ≤ r − 2. We write U∗r−1 := A and U∗r := A′. Since Claim 5.4 (iii) implies that
|U∗i | > ( 1r − µ
0.59
r )` for all i ≤ r − 2, we see that, by (5.7) and Claim 5.3(iii),
||U∗i | − b`/rc| < µ0.58/r` (5.13)
for all i(1 ≤ i ≤ r). Claim 5.4(iii) also yields that e(G|U∗i ) ≤ e(G|U (ui )) < µ
0.8
r `2 for
i ≤ r − 2. Since δ(G) ≤ `− (1 − 1r − µ)` = ( 1r + µ)`, it follows that
eG(U
∗
i , V (G)−U∗i ) ≤ |U∗i |δ(G)− 2
((|U∗i |
2
)
− e(G|U∗i )
)
≤ |U∗i |
((
1
r
+ µ
)
`− (|U∗i | − 1)
)
+ 2e(G|U∗i )
< `
((
1
r
+ µ
)
`−
(
1
r
− µ0.58
)
`+ 1
)
+ 2µ0.8/r`2
< µ0.57/r`2
for all i(i ≤ r − 2). Hence, by Claim 5.3 (i)(ii), we have that |E(G|∪ri=1U∗i )4E(F ′)| <
µ0.56/r`2 for some graph F ′ isomorphic to K|A|+Kr−2(|U∗1 |, . . . , |U∗r−2|)+K|A′|. By (5.13),
it is easy to see that G isµ0.55/r -almost isomorphic to Fr (b`/rc). Lemma 5.1 has been proven.
2
6. PROOF OF THEOREM 1.2
Let G, H be graphs with the assumptions of Theorem 1.2. Without loss of generality we
may assume that
|H | = b(1 − )nc, χ(H) = r,1(H) = 1, and b(H) = bµnc.
Because of the definition of b(H), we can write V (H) = {x1, x2, . . . , x|H |} such that
NH (xi ) ∩ {x j ||i − j | > µn} = ∅ for each i . We use parameters µ, ′, η, h with the property
that
0 < µ ′  η  1
h
 min
{
,
1
r
,
1
1
}
. (6.1)
The degree form of the Regularity Lemma (Corollary 2.1) gives us an (η, ′; ′,G)-regularity
graph GR of order ` < `0(′) (for some `0(′)) with the exceptional cluster P0. Let L be the
number of the vertices in a non-exceptional cluster. Let `′ := d(1 − h) `h e and
X i :=
{
x j
∣∣∣∣ i − 1`′ |H | < j ≤ i`′ |H |
}
(1 ≤ i ≤ `′).
We fix a proper vertex-colouring
cH : V (H)→ {1, 2, . . . , r}.
For each i, f (1 ≤ i ≤ `′, 1 ≤ f ≤ r), we consider the number of the vertices coloured f in
X i ,
cH (i; f ) := |c−1H ( f ) ∩ X i |.
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Clearly,
∑
1≤ f≤r cH (i; f ) = |X i | ∈ {b |H |`′ c, d |H |`′ e} and |H |`′ = b(1−)nc`′ = b(1−)ncd(1−h)`/he ∈(
(1−)hL
1−0.99h ,
(1−)hL
(1−h)(1−′)
)
since (1 − ′)n/` < L ≤ n/`. Thus, by (6.1),
(1 − 1.01)hL < |X i | < (1 − 0.99)hL. (6.2)
For each i(1 ≤ i ≤ `′), we consider a graph
Fi := Kr (q1, . . . , qr ) where q f :=
⌈
cH (i; f )
|X i | h
⌉
+ 1 ( f = 1, . . . , r). (6.3)
Since ∑
i
|Fi | ≤ `′(h + 2r) ≤ (1 − 0.99h)`
and
δ(GR) ≥ δ(G)− ηn − 2
′n
n/`
=
(
δ(G)
n
− η − 2′
)
` >
(
1 − 1
r
− 1.1η
)
`, (6.4)
Corollary 1.1 guarantees that GR contains a copy of ∪˙`
′
i=1Fi .
Let G ′ be a base graph of GR in Definition 2.1. Denote by G ′′ the graph (on V (G)) obtained
from G ′ by replacing each ′-regular pair with density exceeding η with a complete bipartite
graph. Since GR contains a copy of ∪˙i Fi , it is clear that there exists an embedding of ∪˙iH |X i
into G ′′. Since 1 is constant, it follows from Lemma 3.1 or Theorem 2.B that G ′ contains
∪˙iH |X i . Therefore, if eH (X i , X j ) = 0 for all i, j (1 ≤ i < j ≤ `′), then the embedding
yields the desired embedding of H into G and completes the proof of Theorem 1.2. In fact, it
is clear that
if eH (X i , X j ) > 0(i < j) then j = i + 1 and | ∪x∈X i NH (x, X j )| ≤ µn
since |X i+1| > bµn = b(H) by (6.1) and (6.2). It is possible that eH (X i , X i+1) > 0 for some
i(1 ≤ i < `′). Thus we have to modify the embedding, taking care of the edges of H between
X i and X i+1 for each i .
6.1. How to take a connecting path P(i) between Fi and Fi+1. From each of the r colour-
classes of the subgraph Fi of GR , we pick a cluster C ( f )i ∈ V (GR)( f = 1, . . . , r). For each
i(1 ≤ i ≤ `′), the r clusters {C ( f )i | f = 1, . . . , r} form an r -clique in GR . Denote the r -clique
by K (i) for each i . By Lemma 5.1, for any i(1 ≤ i < `′), we may assume that there exists a
sequence of r -cliques in GR ,
K (i) = K 0, K 1, . . . , K t−1, K t = K (i + 1),
such that
t ≤ 9r2
and |K j ∩ K j+1| = r − 1 for all j (0 ≤ j < t). Otherwise, GR is h-almost isomorphic to
the exceptional graph Fr (`) = Kb`/rc + Kr−2(b`/rc)+ Kb`/rc since (1.1η)1/2r < h .
CLAIM 6.1. If GR is h-almost isomorphic to the exceptional graph Fr (`) = Kb`/rc +
Kr−2(b`/rc) + Kb`/rc then G is -almost isomorphic to the exceptional graph Fr (n) =
Kbn/rc + Kr−2(bn/rc)+ Kbn/rc.
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PROOF. Let GR satisfy the assumption. Let η∗ be the average of dG(Pi , Pj ) over all Pi Pj ∈
E(GR). Clearly η∗ > η. Since |E(GR)| ≤ |E(Fr (`))| + h`2 ≤ 1(Fr (`))`/2 + h`2 ≤
(1 − 1/r + 2h)`2/2, we see that
(1 − 1/r − µ)n2/2 ≤ δ(G)n/2
≤ |E(G)|
≤ |E(GR)|η∗L2 +
(
`
2
)
ηL2 + ′n · n
≤ (1 − 1/r + 2h)`
2
2
η∗L2 + `2ηL2/2 + ′n2
≤ ((1 − 1/r + 2h)η∗ + η + 2′)n2/2,
yielding that (1 − 1/r + 2h)(1 − η∗) ≤ η + 2′ + 2h + µ. Thus G can be isomorphic to
Fr (n) by adding at most r − 1 vertices and by adding and subtracting at most
|E(GR)|(1 − η∗)L2 +
(
`
2
)
ηL2 + h`2L2 + ′n · n
≤ (1 − 1/r + 2h)`
2
2
(1 − η∗)L2 + η`2L2/2 + h`2L2 + ′n2
≤
(
η + 2′ + 2h + µ
2
)
n2
< n2
edges because of (6.1). 2
Hence we assume the above sequence of r -cliques. We define clusters C 〈i〉 := K i − K i+1
and D〈i〉 := K i+1 − K i . For i(1 ≤ i < `′), define x (i+1)j := xbi |H |/`′c+ j . Thus X i+1 3
x (i+1)1 , x
(i+1)
2 , x
(i+1)
3 , . . . . Let
b∗ := b(H)+ 1 = bµnc + 1.
From now, we define a path P(i) = p1 p2 · · · p(t+1)b∗ with V (P(i)) ⊂ ∪ti=0K i where each
p j ∈ V (P(i)) corresponds to x (i+1)j ∈ X i+1. The following definition of P(i) is similar to the
way of taking ‘connecting paths’ in [31]. Seeing Figure 2 first may help the reader follow the
argument. We put the first b∗ vertices p1, . . . , pb∗ ∈ V (G) in the r clusters C (1)i , . . . ,C (r)i
such that p j ∈ C ( f )i if and only if cH (p j ) = f . Taking 1 ≤ f0 ≤ r with C ( f0)i = C 〈0〉, we put
the second b∗ vertices pb∗+1, . . . , p2b∗ in the r clusters {C (1)i , . . . ,C (r)i } ∪ {D〈0〉} − {C 〈0〉} =
K 1 such that p j ∈ C ( f )i if cH (p j ) = f 6= f0 and that p j ∈ D〈0〉 if cH (p j ) = f0. We
repeat this operation t + 1 times. That is, when we have chosen pab∗+1, . . . , p(a+1)b∗ ∈
V (G) in the r clusters of K a , we choose the next b∗ vertices p(a+1)b∗+1, . . . , p(a+2)b∗ in
the r clusters of K a+1 = K a ∪ {D〈a〉} − C 〈a〉 in almost the same way but we take p j ∈
D〈a〉 instead of p j ∈ C 〈a〉. Since b∗ > b(H), it is clear that we surely take these ver-
tices p1, p2, . . . , ptb∗+1, . . . , p(t+1)b∗ in G ′′ such that x (i+1)j x
(i+1)
j ′ ∈ E(H) implies p j p j ′ ∈
E(G ′′).
6.2. Extending the connecting path P(i). Let [r ] := {1, 2, . . . , r}. Clearly, for each i , there
exists a permutation τ : [r ] → [r ] such that
cH (x
(i+1)
j ) = τ( f ) if and only if p j ∈ C ( f )i+1
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K^3K^2
K(i+1)=K^4
F {i+1}
K(i)
K^1
F i
p_1
FIGURE 2. How to take the path P(i) (r = 3, b(H) = 6).
for any f, j (1 ≤ f ≤ r, tb∗ + 1 ≤ j ≤ (t + 1)b∗). We are embedding most vertices x ∈
X i+1 of colour cH (x) = f into C ( f )i+1. As far as we observe vertices x (i+1)j (tb∗ < j ≤ (t +
1)b∗), those vertices in C ( f )i+1 are coloured τ( f ). If τ( f ) = f for all f (1 ≤ f ≤ r), we do not
extend P(i). However if τ( f ) 6= f for some f (1 ≤ f ≤ r), then we cannot directly embed
the rest of the vertices of colour f in X i+1 in C ( f )i+1. (For example, let x := x (i+1)(t+1)b∗ , x ′ :=
x (i+1)(t+1)b∗+1, and suppose that cH (x) = 1 = τ(2), cH (x ′) = 2, and xx ′ ∈ E(H). Since the first
assumption implies that x is embedded into C (2)i+1. If we embed x ′ in C
(2)
i+1 then xx ′ ∈ E(H)
may not be embedded in E(G) since G|
C(2)i+1
may have no edges. It does not meet our purpose.)
Our purpose of this subsection is to extend P(i) a little more so that the last b∗ vertices x of
the new path (extended from P(i)) are embedded into C (cH (x))i+1 .
CLAIM 6.2. There exist two clusters, say C (0)i+1,C
(r+1)
i+1 ∈ V (GR), such that the clusters
{C ( f )i+1|0 ≤ f ≤ r + 1, f 6= f ∗} form an (r + 1)-clique in GR for some f ∗(1 ≤ f ∗ ≤ r)
(where possibly C (0)i+1 = C ( f
∗)
i+1 ) unless G is -almost isomorphic to Kr (bn/rc).
PROOF. For any f (1 ≤ f ≤ r), define W fi+1 := ∩ f ′∈[r ]−{ f }NGR (C ( f
′)
i+1 ) ⊂ V (GR). The
degree condition (6.4) implies that
|W fi+1| ≥ `− (r − 1)
(
1
r
+ 1.1η
)
` =
(
1
r
− 1.1(r − 1)η
)
`.
Suppose that W fi+1 ∩ W f
′
i+1 6= ∅ for some f, f ′(1 ≤ f 6= f ′ ≤ r). Then take C (r+1)i+1 ∈
W fi+1 ∩ W f
′
i+1 = ∩ f ′′∈[r ]NGR (C ( f
′′)
i+1 ) and C
(0)
i+1 = C ( f )i+1. The two clusters satisfy the desired
property.
Assume that W fi+1∩W f
′
i+1 = ∅ for any f, f ′(1 ≤ f 6= f ′ ≤ r). If there exists an f (1 ≤ f ≤
r) such that E(GR |W fi+1) 6= ∅ then we pick an edge C
(0)
i+1C
(r+1)
i+1 ∈ E(GR |W fi+1) of GR . The
two clusters satisfy the desired property. Hence we assume that E(GR |W fi+1) = ∅ for all f (1 ≤
f ≤ r). By (6.4), any C ∈ W fi+1 satisfies the property that |{C ′ ∈ ∪˙ f ′∈[r ]−{ f }W f
′
i+1|CC ′ 6∈
E(GR)}| ≤ (1/r + 1.1η)`−|W fi+1| ≤ 1.1rη`. Thus, GR can be isomorphic to Kr (b`/rc) by
adding and subtracting at most ` ·1.1rη`+` ·(`− r( 1r − 1.1(r − 1)η)`) = 1.1r2η`2 < h
(
`
2
)
edges because of (6.1). Since GR is h-almost isomorphic to Kr (b`/rc), we see that G is -
almost isomorphic to Kr (bn/rc) by the same method as in Claim 6.1. 2
We denote by D(1), . . . , D(r+1) the r + 1 clusters such that C ( f )i+1 = D(τ ( f )) for all f (1 ≤
f 6= f ∗ ≤ r), C (0)i+1 = D(τ ( f
∗)), and C (r+1)i+1 = D(r+1). When cH (x (i+1)j ) = pi( f ∗), p j ∈
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C ( f
∗)
i+1 . If cH (x
(i+1)
j ) = f 6= pi( f ∗) then p j ∈ D( f ). We say that each cluster C ( f )i+1 has a
colour f for all f (1 ≤ f ≤ r) and that each vertex p j also has a colour cH (x (i+1)j ). Our
problem is that the colour of p j may not coincide with the colour of the cluster. That is, while
p j ∈ C ( f )i+1 implies cH (x (i+1)j ) = τ( f ), p j ∈ C ( f )i+1 does not imply that cH (x (i+1)j ) = f
because τ( f ) 6= f for some f . From now on, we will extend P(i) using several vertices of
X i+1 such that p j ∈ C ( f )i+1 implies cH (x (i+1)j ) = f at the last b∗ vertices p j ’s.
For the sake of simplicity, we first assume that, for all integers a, j (1 ≤ j ≤ r, ar + j >
(t + 1)b∗),
cH (x
(i+1)
ar+ j ) = j (6.5)
when x (i+1)ar+ j ∈ X i+1. Recall that t ≤ 9r2 and that D(1), . . . , D(r+1) form an (r + 1)-clique in
GR . We naturally extend P(i) with vertices p(t+1)b∗+1, . . . , p10r2b∗ ∈ ∪1≤ f≤rD( f ) such that
• when (t + 1)b∗ + 1 ≤ ar + j ≤ 10r2b∗ − b∗,
par+ j ∈ D( j) ( j ∈ [r ] − {pi( f ∗)}) and par+pi( f ∗) ∈ C ( f
∗)
i+1 , and
• when 10r2b∗ − b∗ < ar + j ≤ 10r2b∗,
par+ j ∈ D( j) ( j ∈ [r ]).
Together with Figure 3, we consider the following procedure for any j, j ′(1 ≤ j < j ′ ≤ r):
PROCEDURE 6.1. ( j ↔ j ′)
Step 1. We take rb∗ vertices p10r2b∗+1, . . . , p10r2b∗+rb∗ such that par+ f ∈ D( f ) holds.
Step 2. ( j → r + 1): We take the next rb∗ vertices p10r2b∗+rb∗+1, . . . , p10r2b∗+2rb∗ such that
par+ j ∈ D(r+1)
and, for any f ( f 6= j), par+ f ∈ D( f ).
Step 3. ( j ′ → j): We take the next rb∗ vertices p10r2b∗+2rb∗+1, . . . , p10r2b∗+3rb∗ such that
par+ j ∈ D(r+1), par+ j ′ ∈ D( j), and, for any f ( f 6= j, j ′), par+ f ∈ D( f ).
Step 4. ( j → j ′): We take the next rb∗ vertices p10r2b∗+3rb∗+1, . . . , p10r2b∗+4rb∗ such that
par+ j ∈ D( j ′), par+ j ′ ∈ D( j), and , for any f ( f 6= j, j ′), par+ f ∈ D( f ).
(The end of the procedure)
It is clear that, for any 1 ≤ a < a′ ≤ 10r2b∗ + 4rb∗, if x (i+1)a x (i+1)a′ ∈ E(H) then
pa pa′ ∈ E(G ′′) since b(H) < b∗. This means that our way of taking the vertices provides a
partial embedding of H into G ′′.
We repeat Procedure 6.1 at most r−1 times. For example, when r = 3, τ (1) = 2, τ (2) = 3,
and τ(3) = 1, we apply Procedure 6.1 twice (for 1 ↔ 3 and then for 2 ↔ 3). Repeating
Procedure 6.1 at most r − 1 times and extending naturally, we can have p(t+1)b∗ , . . . , p14r2b∗
such that
p14r2b∗−ar+ f ∈ C˜ ( f )i+1 for all a, f (0 ≤ ar − f ≤ b∗)
where C˜ ( f )i+1 = C ( f )i+1( f 6= f ∗) and C˜ ( f
∗)
i+1 = C (0)i+1. By extending naturally further, we can get
p(t+1)b∗ , . . . , p15r2b∗ such that
p15r2b∗−ar+ f ∈ C ( f )i+1 for all a, f (0 ≤ ar − f ≤ b∗).
Next we consider the case that (6.5) does not hold. This case is processed in almost the same
way. In the above, colours of the vertices appeared regularly as 1, 2, . . . , r, 1, 2, . . . , r, . . . .
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j j’ r+1r
FIGURE 3. How to choose the path P(i) (r = 8, b(H) < 27).
On the other hand, when (6.5) does not hold, colours appear irregularly. In this case, we
skip some colours appropriately during the above processes. In other words, we first add new
extra vertices (with colours) into H |X i+1 so that the colours appears regularly where we do
not add any new edges (so, the extra vertices are all isolated). (For example, suppose that
r = 5 and cH (x (i+1)(t+1)b∗+1) = 1, cH (x (i+1)(t+1)b∗+2) = 4, cH (x (i+1)(t+1)b∗+3) = 2. Then, inserting new
extra vertices y j ( j = 2, 3, 5) and z1, we consider a new path (y(i+1)(t+1)b∗+1, . . . , y(i+1)(t+1)b∗+7) =
(x (i+1)(t+1)b∗+1, y2, y3, x
(i+1)
(t+1)b∗+2, y5, z1, x
(i+1)
(t+1)b∗+3) and set cH (y j ) = j ( j = 2, 3, 5) and cH
(z1) = 1. The colour sequence changes from the irregular 1, 4, 2 to the regular 1, 2, 3, 4, 5,
1, 2.) We then conduct the above processes for the new (regular) sequence. Because of the
extra vertices, the band width would increase from b(H) = bµnc to at most rbµnc since
at most r − 1 extra vertices are inserted into each interval. Thus, since we take rb∗ vertices
in each step of Procedure 6.1, we get an embedding in G”. After repeating Procedure 6.1
at most r − 1 times, we delete all the extra vertices (y2, y3, y5, z1 in the above example). It
provides an embedding of x (i+1)(t+1)b∗+1, . . . , x
(i+1)
j ′ into p(t+1)b∗+1, . . . , p j ′ ∈ V (G ′′). Since
we delete extra vertices, the j ′ may be less than 15r2b∗, so we extend it naturally and obtain
p(t+1)b∗+1, . . . , p15r2b∗ ∈ V (G”).
Therefore, whether (6.5) holds or not, we can take p(t+1)b∗ , . . . , p15r2b∗ such that
p j ∈ C (cH (x
(i+1)
j ))
i+1 for all j (15r
2b∗ − b∗ ≤ j ≤ 15r2b∗).
We define P˜(i) := p1 p2 · · · p15r2b∗ . This provides an embedding of H |{x (i+1)1 ,...,x (i+1)15r2b∗ } into
G ′′.
6.3. Connecting P˜(i)’s and X i ’s. Recall that a vertex of GR is a cluster (a vertex set) of G ′.
Let F∗1 := F1 − {C ( f )1 }rf=1. Since F1 = Kr (q1, . . . , qr ), F∗1 is a complete r -partite subgraph
of GR isomorphic to Kr (q1 − 1, . . . , qr − 1). Note that
|F∗1 | ≤ (h + 2r)− r = h + r (6.6)
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by (6.3) and
cH (i; f )
(q f − 1)L ≤
cH (i; f )⌈
cH (i; f )
|X i | h
⌉
L
≤ |X i |
hL
≤ 1 − 0.99 (6.7)
for all 1 ≤ f ≤ r and all 1 ≤ i ≤ `′ by (6.2). First we embed H |X1 into the clusters in G ′
corresponding to F∗1 in GR . Because of (6.3) and (6.6), we have such an embedding so that at
most (1− 0.99)L vertices of X1 are put in each cluster of F∗1 by applying Lemma 3.1 where
we consider
(h + r,1, 0.99, 1, 1, η; ′, µ, L)
as the parameters (r,1, a, c, c′, η; , µ, n) in Lemma 3.1. Let i = 1 at first.
By Lemma 3.1, we can assume the property that for any x (i+1)j (1 ≤ j ≤ bµnc),
| ∩ {NG(p(i)j ′ ,C ( f )i )|x (i)j ′ ∈ NH (x (i+1)j ), j ′ ≤ |X i |} \ {p(i)1 , . . . , p(i)|X i |}| > 0.98η1L (6.8)
where f = cH (x (i+1)j ) and p(i)j ′ is the vertex of G to which x (i)j ′ is mapped. Note that (6.8)
means that there are many candidates in G ′ for a vertex p j = p(i+1)j corresponding to x (i+1)j ∈
V (H) ( j ≤ bµnc).
Note that the path P˜(i) = p1 · · · p15r2b∗ = p(i+1)1 · · · p(i+1)15r2b∗ chosen at the previous subsec-
tion lies in at most a constant number (9r2 + 2r + 2 ≤ 11r2) of clusters. We can assume that
the path P˜(i) is contained not only in G ′′ but also in G ′ by applying Lemma 3.1 where we
consider
(11r2,1, 1 − 1.1, 0.98η1, 0.98, η; ′, µ, L)
as (r,1, a, c, c′, η; , µ, n), noticing (6.8) and the fact that |P˜(i)| = 15r2b∗ < 16r2µn <
1.1L = (1 − (1 − 1.1))L = (1 − a)L . In that application of Lemma 3.1, take a subset
C
x (i+1)j
(bµnc < j ≤ 15r2b∗) of a cluster such that C
x (i+1)j
∩ {p(i ′)j ′ |1 ≤ i ′ ≤ i, 1 ≤ j ′ ≤
|X i ′ |} = ∅. By (6.7), we can assume that each cluster of Fi ′(1 ≤ i ′ ≤ i) has at most (1 −
0.99)L vertices in {p(i ′)j ′ |15r2b∗ < j ′ ≤ |X i ′ |}. Since
|C
x (i+1)j
| ≥

0.98η1L − |V (P˜(1)∪˙ · · · ∪˙P˜(i−1))| > 0.98η1L − `′ · 15r2b∗
> cL if j ≤ bµnc
L − (1 − 0.99)L − |V (P˜(1)∪˙ · · · ∪˙P˜(i−1))| > 0.99L − `′ · 15r2b∗
> c′L otherwise
for c = 0.97η1, c′ = 0.98 and small µ, we can take such a P˜(i) vertex-disjointly from
P˜(1), . . . , P˜(i−1) even though one cluster might contain vertices of several P˜(1), . . . , P˜(i).
Furthermore, that application yields the embedding of H |
X i∪{x (i+1)j |1≤ j≤15r2b∗} into G
′ and
the property that for any x (i+1)j (15r2b∗ < j ≤ 15r2b∗ + bµnc),
| ∩ {NG(p(i+1)j ′ ,C ( f )i+1)|x (i+1)j ′ ∈ NH (x (i+1)j ), j ′
≤ 15r2b∗} \ {p(i+1)1 , . . . , p(i+1)15r2b∗}| > 0.97η1L (6.9)
where f = cH (x (i+1)j ) and p(i+1)j ′ ∈ V (G) is the vertex to which x (i+1)j ′ ∈ V (H) is mapped.
Note that (6.9) means that there are many candidates in G ′ for a vertex p j = p(i+1)j corre-
sponding to x (i+1)j ∈ V (H).
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We embed H |X i+1 into the clusters in G ′ corresponding to F∗i+1 := Fi+1 − {C ( f )i+1}rf=1 in
GR . Because of (6.6) and (6.7), we can have such an embedding so that at most (1− 0.99)L
vertices of X i+1 are put in each cluster of F∗i+1, by applying Lemma 3.1 where we consider
(h + r,1, 0.99, 0.97η1, 1 − 1.1, η; ′, µ, L)
as (r,1, a, c, c′, η; , µ, n) in Lemma 3.1, noticing that L−`′ ·15r2b∗ > (1− 1.1)L = c′L .
Thus we obtained an embedding of H |X1∪···∪X i+1 into G ′.
Unless i +1 = `′, we replace i by i +1, return the second paragraph of this subsection, and
repeat the above procedures. When we stop at i + 1 = `′, we obtain the desired embedding of
H into G ′ ⊂ G. Therefore Theorem 1.2 has been proven.
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