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Abstract. The number of pebbles used in the black [black-white] pebble game corresponds tothe 
storage requirement ofthe deterministic [non-deterministic] evaluation of a straight line program. 
Suppose adistinguished vertex of a directed acyclic graph can be pebbled with k pebbles in the 
black-white pebble game. Then it can be pebbled with k'<~k(k-1)+l pebbles in the black 
pebble game. 
1. Introduction 
This paper deals with two pebble games played on directed acyclic graphs. The 
black pebble game was used in [5] to derive a space-efficient simulation for 
t ime-bounded Turing machines [DT IME( t  (n)) ~ DTAPE( t  (n)/ log t(n ))]. The black-  
white pebble game was used in [3] to show that the language of all solvable path 
systems, which is log-space complete in polynomial time, requires fl(n ~/4) space on a 
special computational model. 
Let G be a directed acyclic graph (DAG) with vertex set V and edge set E, and Ux 
the set of all predecessors of x, i.e. the set of all vertices from whicl~there is a directed 
path to x in G. For x ~ V let Vx be the set Ux w {x} and Gx the induced subgraph of G 
with vertex set V~. 
The black-white pebble game is played on a DAG G by placing black or white 
pebbles on some vertices of G according to the following rules: 
Rule 1. It is always allowed to place a white pebble on a vertex (which contains no 
pebble). 
Rule 2. It is always allowed to remove a black pebble from a vertex. 
Rule 3. If all direct predecessors of a vertex x contain a black or white pebble and x 
contains no pebble, then it is allowed to place a black pebble on x. 
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Rule 4. If all direct predecessors of a vertex x contain a black or white pebble and x 
contains a white pebble, then it is allowed to remove this pebble from x. 
The close connection between Rule 1 and 2 respectively 3 and 4 is emphasized in
Lemma 1. 
A move of a pebble game is a placing or removing of a pebble according to one of 
the four rules. For technical reasons it is also a move to do nothing. 
A configuration of G is a pair (B, W) of disjoint subsets of V. B[W]  is the set of all 
vertices on which black [white] pebbles are lying. 
We say "(B, W) directly derives (B', W') using k pebbles" and write 
"(B, W)=:>k(B', W')" iff #(Bw W)<~k, #(B 'w W')<~k and (B', W') arises from 
(B, W) by one move. 
A sequence [(Bi, Wi), i = 1 . . . . .  n] is called "a b/w-k-strategy from (B, W) to 
(B', W')" iff (Bi, W,.) :=>k (Bi+l, W/+I) for all i = 1 . . . . .  n - 1, (B1, Wx) = (B, W), and 
(B., W,,)= (B', W'). 
Immediately from the rules we can conclude the following 
Lemma 1. Let [(Bi, Wi), i=1  . . . . .  n] be a b/w-k-strategy in G. Then 
[(W,,-i+b B,,-i+l), i = 1 . . . . .  n] is a b/w-k-strategy in G. 
Let us call this strategy the counter-strategy of [(Bi, Wi), i = 1 . . . .  , n]. 
The black pebble game is a special kind of the black-white pebble game. It only 
uses black pebbles. A strategy of this game is called a b-strategy [Bi, i = 1 . . . . .  n ]. 
For both games the goal is to find a strategy that starts from a configuration of G 
with no pebbles on the graph, ends with a black pebble on a distinguished vertex r of 
G and no pebbles elsewhere, and uses as few pebbles as possible. Such a strategy 
which uses a minimum number of pebbles is called optimalfor (G, r). 
The number of pebbles used in an optimal b/w-strategy for (G, r) is called 
Opt(G, r), and that for an optimal b-strategy, Optb(G, r). 
The black [black-white] pebble game can be looked upon as a model of a 
deterministic [non-deterministic] evaluation of a straight line program: The instruc- 
tions of the program correspond to the vertices of the graph. (a, b) is an edge in the 
graph, if the result of a is an operand for the computation of b. Placing a black pebble 
on x corresponds to computing x from its predecessors (which are all pebbled) and 
putting it into a register. Removing a black pebble corresponds to freeing a register. 
Placing a white pebble on x means that we guess a value for x to be computed 
intending later to justify this guess. This justification corresponds to removing the 
white pebble. (We are able to justify the guess before removing the white pebble, 
because all its predecessors are available). 
Thus the storage requirement of the deterministic [non-deterministic] evaluation 
of a straight-line program corresponds to the number of pebbles used in the black 
[black-white] pebble game. 
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Our main result will be that the storage requirement of a deterministic and a 
non-deterministic evaluation of a straight-line program differ by a square-root at 
most. 
2. Results about pebble games 
The black pebble game especially is considered in many papers. Here we see some 
results that are interesting for the comparison of both games: 
(2.1) For both games, it is known that if G is a DAG with indegree 2 and n 
vertices, then an optimal strategy from (0, 0) to ({r}, 0) for some r ~ V uses at most 
O(n/log n) pebbles [1], and there exists a family of graphs which needs this number 
of pebbles [2, 5]. 
(2.2) If S,, is a pyramid with m levels and root r ($5 is shown in Fig. 1), then 
Optb(S,,, r) = m + 1 for m > 1 [4], and Opt(S,, r)/> x/~m- 1 [3]. 
t" 
Fig. 1. The pyramid Ss. 
(2.3) For an/-ary complete tree with depth n and root r, Tt,,, it is proved in [6] and 
[7] independently that 
Optb(Tl,, r )=(n - -1 )  ( / - -1 )+/+1 
and 
Opt(T'. ,  r) = [ 89 1)n + l + 1] + 1. 
For trees T with root r it is shown in [6] that Opt(T, r) >~Optb(T, r). 
~1 !* 
This result is improved in [8]. It is shown that Opt(T, r) ~Optb(T ,  r). 
Now we shall see that the black-white pebble game requires only half as many 
pebbles to pebble the top of a pyramid as the black pebble game. 
Theorem 1. Opt(S,,, r)~< [89 ] + 2. 
Proof. By induction on m. Obviously, Opt(S1, r) = 1, Opt(S2, r) = 3. 
Let m >i 3 and [C,_2] be the ( [89 - 2)] + 2) - strategy for S,,-2 given by induction 
hypothesis and [C,-2] the counter-strategy of [C,-2] (see Lemma 1). 
Then consider the following strategy: (We use the notations of Fig. 2). 
(1) place a black pebble on a by [C,,-2], 
(2) place a black pebble on c by [C,,-2], 
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(3) place a white pebble on b, 
(4) make three moves as shown in Fig. 2, 
(5) remove the white pebble from b by [C,-2]. 
This strategy needs max{( F89 - 2)] + 2) + 1, 4} = [89 + 2 pebbles. 
r 
a b c 
Fig. 2. The top of S,,. 
The main result of this paper is the following: 
Theorem 2. Let G=(V,E)  be a DAG, re V, Opt(G,r)=k, then Optb(G,r)~< 
1(k2- k)+ 1, i.e., Opt(G, r) ~>89 x/20ptb(G, r ) -7.  
With the help of (2.3) we can improve (2.2): 
Corollary 1. Opt(S,,, r) ~>~+x/2m +~[or m > 1. 
In order to prove Theorem 2 we simulate aspecial optimal b/w-strategy, we call it 
a standard strategy, move by move by a b-strategy. The critical point is the simulation 
of a move which places a white pebble on a vertex. This simulation will be done by 
replacing this move by a b-strategy which places a black pebble on this vertex. The 
property 'standard' will guarantee that this strategy does not require too many 
pebbles. 
3. The standard strategy 
Let [(Bi, W,.), i = 1 . . .  n] be a b/w-k-strategy from (0, 0) to ({r}, 0)in the DAG 
G = (V, E). Then the induced subgraph of G with vertex set Vx\(Bt-1 w Wt-1) for 
x e V and 1 <~ l ~< n is called Stx. 
Definition 1. [(Bi, Wi), i = 1 . . .  n] is called standard, if the following property holds: 
for all l = 1 . . .  n ; if in the lth move a white pebble is placed on x, then Opt(S!~, x) ~< 
k -1 .  
In this chapter we shall prove that it suffices to deal with standard strategies in 
order to compare Opt(G, r) and Optb(G, r): 
Main Lemma. For every DAG G and vertex r of G there exists an optimal strategy 
which is standard. 
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For the proof we consider a DAG G, a vertex r of G, and a b/w-k-strategy 
[(B, Wi), i = 1 . . .  n] from (13, t3) to ({r}, 13) in G. 
We present an algorithm which transforms this strategy into a new sequence 
[(B*, W* ), i = 1 . . .  m] and prove that it is a standard b/w-k-strategy from (13, 13) to 
({r.}, 13)in G. 
Let [(B, W,.), i = 1 . . .  n] be the input for the following algorithm. 
Begin: 
Let {l~ 9 9 9 lp} be the set of numbers uch that 
(**) Wl,+l\ Wt, = {xi} for some xi 
and there is a ]~>l ;+ l  such that #(Wi  uB i )n  Vx,)=k. 
Let ]i be the maximal such/" and ti = max{h [xi ~ Wt,+l 9 9 9 Wh}. 
Loop: 
For i = 1 until p do if ii < ti 
Comment: One move after k pebbles are the last time in Vx,, the white pebble is still 
on x;; 
then 
[(Bi, W~), i=1 . . .n ]* - [ (B lC3Ux, ,  Wl n Ux,) . . . . .  (ni,+l C3 Ux,, Wi,+l 
n U~,), 
(Bi,+I(~ Uxl, (Wh+l ~ Uxi)kJ{Xi}), (Bh+2, Wh+2) . . . . .  (B,,, IV,)]; 
else 
Comment: ti ~<ji, i.e. the white pebble on x is removed in the last move which 
reduces the number of pebbles in Vx from k to (k - 1) or earlier; 
[(Bi, W/), i=1 . . .n ]~[ (B lc~Ux, ,  Wl t"3 Uxi) . . . . .  (B,, C~ Ux,, W,, n U=,), 
(B, ,+ln Vx,, Wt,+ln V.,:,) . . . . .  (Bi, n Vx ,, Wi, n V.,,,), 
(Bi,+I, Wi,+,) . . . . .  (Bn, Wn)]; 
End; 
The following fact allows us to restrict a strategy in G to an induced subgraph of G. 
It follows directly from the rules of the black-white pebble game. 
Fact 1. The restriction of a b/w-strategy in a DAG G to an induced subgraph H of G 
is a b/w-strategy in H. If H = Gx for a vertex x of G, then it is also a b/w-strategy in 
G. 
We conclude the main lemma from the following 3 propositions: 
Proposition 1. The output sequence of the pass of the loop is a b/w-k-strategy from 
(13, 13) to (r, 13), 
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Proposition 2. I f  a configuration (B, W) is inserted in the then-clause between 
(B]+x, Wj+x) and (B]+2, Wj+2), then # (B u W) <<- k - 1 and after the pass of the loop, 
#((Bq u Wq) n Vx)<~k-1  fora l lq>~]+2,  
Proposition 3. f f forsome y andq [(Bq n Vy, Wq c~ Vy) , . . . ,  (Bin n Vy, W,, n Vr) ] is 
a b /w- (k  - 1)-strategy, then it is still one after the pass. 
Accept these propositions for a moment. L.et [(B*, W*), i = 1 . . .  m] be the 
output-sequence of the algorithm. 
Proposition 1 guarantees that it is a b/w-k-strategy. In order to verify that it is 
standard consider anumber l such that in the lth move a white pebble is placed on x. 
Then by Fact 1 it follows that 
[((B* n Vx)\(B* w W*) ,  (W*  c~ Vx)\(B* n W*)), i= I+1 . . . . .  m], 
the restriction of the strategy on Stx, is a b/w-strategy in Stx. 
Because of Proposition 2 and 3 it uses (k - 1) pebbles at most. 
Notice that 
(B*+, n Vx)\(B* w W*)=O,  (W*+x n Vx)\(B* u W*)={x},  
(w*  n G)\(B* u W*)=O, 
and 
0, / X r, 
(B* n Vx)\(B* w W* ) = / ! r, x = r (*) 
In the case (*) remove the black pebble from r in a new move. 
Thus we obtain a b/w- (k  - 1)-strategy from (0, {x}) to (~, I~) in Stx. Its counter- 
strategy (Lemma 1) guarantees that Opt(S/x, x)<~ k -  1. 
It remains to prove Proposition 1, 2 and 3. 
Proof of Proposition 1. 
Case 1: The "then-clause" is executed. 
[(Bx n Ux, W1 c~ Ux) . . . .  , (Bi+l n Ux, W/+I n Ux)] is a b/w-k-strategy because of 
Fact 1. 
(Bi+ln Ux, Wj+lc~ Ux)~k (Bi+an Ux, (W/+ln Ux)w{x})), because it is always 
allowed to place a white pebble and because of the following. 
As # ((Bi w W i) c~ Vx) = k, it follows that Bj w Wj c Vx and that in the next move 
one pebble will be removed (] maximal!). 
Therefore, # (Bi+x w W/+I) ~< k - 1 and as x ~ Wj+a: 
#((Bj+I c~ U~) vo (Wj+I n U~)) ~< k -2  
and 
(Bj+ln G, (W,.+,n G)u{x}):::>k (B;+2, 
(W,.+, n G)  u{x} = W,..,. 
#((Bj+I  n U~) u (Wj+, n U~) w {x}) ~< k - 1. 
W,.+=), 
(3.1) 
because Bi+l n Ux = Bi+x and 
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- [(Bi+2, W~.+2) . . . . .  (B,,, W,,)] is b/w-k-strategy in G. 
Case 2: The 'else-clause' is executed. 
- [ (B In  Ux. Wln  Ux) . . . . .  (nt n Ux, W, n U~)] and [(B,+I n Vx, W,+l n 
V.) . . . . .  (B i n V.. Wjn  V.)] are b/w-k-strategies because of Fact 1. 
- (Bt f~ Ux, Wt f )  Ux)~k (Bt+l f') Vx, Wt+l f'~ Vx), because B ,n  Ux =Bt+l  n Vx and 
W,\ W,+I = {x}, therefore: Wt+ x N W x = Wt f) Ux. 
- (B i n Vx, Wi c~ Vx) Ok  (Bi+I, W/+I), because Bi, Vr I. c Vx. 
- [(Bi+x, W~-+~) . . . .  , (B,,, Win)] is a b/w-k-strategy. 
Proof of Proposition 2. 
# (B u W) <~ k - 1, because (B, W) = (Bi+l n Ux, (Wi+l n Ux) u {x}) and because 
of (3.1). 
# ((Bq u Wq) n Vx) ~< k - 1 for all q ~>j + 2, because these configurations are left 
unaltered by the pass and j was chosen maximally. 
Proof of Proposition 3. The algorithm inserts new configurations only in the 
'then-clause', and in (3.1) we have seen that these new configurations always use 
fewer than k pebbles. If the algorithm manipulates some configuration (B, W), it 
never enlarges # (B u W). Proposition 3 follows by Fact 1 and Proposition 1. 
4. Proof of Theorem 2 
The following fact allows us to insert a strategy for Stx in a strategy for G. It follows 
directly from the rules of the game. 
Fact 2. Let G be a DAG,  (B, W) a configuration of G, t7 the induced subgraph of G 
with vertex set V\ (B  w W) and [(Bi, W~), i = 1 . . .  n] a b/w-k-strategy in (~. Then, 
[ (B iuB ,  W~u W), i = 1 . . .  n] is a b/w- (k+ #(Bu W))-strategy in G. 
We define F(k )  := max{Optb (G, r); G, r chosen such that Opt(G, r) <~ k}. Because 
of the main Lemma it suffices to simulate a standard b/w-k-strategy from (0, ~t) to 
({r}, ~1) in G by a b - [ 89 k )+ 1]-strategy from 0 to .{r} in G. 
Let [(Bi, W~), i = 1 . . .  n] be such a standard strategy and {11 . . . .  , Ip} the set of 
numbers such that in the l~th move a white pebble is placed on xl. The property 
standard guarantees that Opt(S~,, x~)~< k -  1 and therefore Optb(Sx,, x~)~F(k -  1). 
The following lemma explains how to replace the l~th move of the strategy by an 
optimal b-strategy from 0 to {x~} in S t`  xi 9 
Lemma 2. Let [(Bi, W~), i = 1 . . .  n] be a b/w-k-strategy in G. I f  a white pebble is 
placed on x in the lth move and removed in the tth move, #(Bt  u Wt) = d, and there 
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is a b-kx-strategy [D~, i = 1 . . .  p] in St from 0 to {x} and/~ = max{d + kl, k}, then 
[(Bl, W1) . . . . .  (Bl, Wt), (B tuDt ,  Wt) . . . . .  (B tuD o, Wt), 
(Bt+2u{x}, wl+2\{x}) . . . . .  (Bt u{x}, Wt\{x}), (Bt+l, Wt+l) . . . . .  (B,, W,)] 
iS a b~ w-k-strategy in G. 
Proof .  It is clear that the maximum number of pebbles used in every configuration 
is/~. 
- [(B1, Wt) . . . . .  (Bi, Wt)] and [(B,+I, Wt+l) . . .  (Bn, IV,)] are b/w-k-strategies in G. 
- (Bz, Wt) Ok (Bt uD1,  W~), because D1 = 0. 
- [Bt uD l ,  Wt ) , . . .  ,(Bt uDp, Wt)] is a b/w-k-strategy because of the main lemma. 
- (Bi uD o, Wi) ~ (Bt+2u {x}, Wl+:\{x}) because D o = {x}, and therefore Bt+l u 
Wt+l =BiuD o u Wt. 
- [(Bt+2u{x}, WI+2\{x},... ,  (B, u{x}, Wt\{x})] is a b/w-k-strategy because Bj+i u 
W~§ = (Bt+, - {x}) u (W~+;\{x}). 
(B, u {x}, W,\{x} Ok (B,+l, W~+I), because W~\{x} = Wt+l, B,+I = B,, and the 
removal of black pebbles is always allowed. 
Now we execute such a replacement for every l,.. The result is a b-strategy from 43 to 
{r} in G which uses F(k  - 1) + (k - 1) pebbles at most (Notice that # (Bi, u Wt,) <~ 
(k - l ) .  This simulation is possible for every DAG G and vertex r of G with 
Opt(G, r) ~< k. Therefore F(k)  <~F(k - 1) + (k - 1). As obviously F(1) = 1 we obtain 
that F(k)  ~<89 2 - k) + 1. 
5.  Conc lus ion  
We have seen that the number of pebbles required in the black and black-white 
pebble games differ by a square-root at most, but there is no family of graphs known 
in which it does save more than a factor 89 
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