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Figure 1: Illustration of Uncertainty-based Accident Anticipation. This paper presents a novel model to predict the probabil-
ities (black curve) of a future accident (ranges from 90-th to 100-th frame). Our goal is to achieve early anticipation (large
Time-to-Accident) giving a threshold probability (horizontal dashed line), while estimating two kinds of predictive uncertain-
ties, i,e., aleatoric uncertainty (wheat color region) and epistemic uncertainty (blue region).
ABSTRACT
Traffic accident anticipation aims to predict accidents from dashcam
videos as early as possible, which is critical to safety-guaranteed
self-driving systems. With cluttered traffic scenes and limited visual
cues, it is of great challenge to predict how long there will be an
accident from early observed frames. Most existing approaches are
developed to learn features of accident-relevant agents for accident
anticipation, while ignoring the features of their spatial and tempo-
ral relations. Besides, current deterministic deep neural networks
could be overconfident in false predictions, leading to high risk
of traffic accidents caused by self-driving systems. In this paper,
we propose an uncertainty-based accident anticipation model with
spatio-temporal relational learning. It sequentially predicts the prob-
ability of traffic accident occurrence with dashcam videos. Specifi-
cally, we propose to take advantage of graph convolution and recur-
rent networks for relational feature learning, and leverage Bayesian
neural networks to address the intrinsic variability of latent rela-
tional representations. The derived uncertainty-based ranking loss
is found to significantly boost model performance by improving
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the quality of relational features. In addition, we collect a new Car
Crash Dataset (CCD) for traffic accident anticipationwhich contains
environmental attributes and accident reasons annotations. Exper-
imental results on both public and the newly-compiled datasets
show state-of-the-art performance of our model. Our code and CCD
dataset are available at: https://github.com/Cogito2012/UString.
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1 INTRODUCTION
Accident anticipation aims to predict an accident from dashcam
video before it happens. It is one of the most important tasks for
safety-guaranteed autonomous driving applications and has been
receiving increasing attentions in recent years [4, 7, 10, 32]. Thanks
to accident anticipation, the safety level of intelligent systems on
ar
X
iv
:2
00
8.
00
33
4v
1 
 [c
s.C
V]
  1
 A
ug
 20
20
vehicles could be significantly enhanced. For example, even a suc-
cessful anticipation made with only a few seconds earlier before
the accident happens can help a self-driving system to make urgent
safety control, avoiding a possible car crash accident.
However, accident anticipation is still an extremely challenging
task due to noisy and limited visual cues in an observed dashcam
video. Take Fig. 1 as an example, a traffic scene captured in ego-
centric view is typically crowded with multiple cars, pedestrians,
motorcyclists, and so on. In this scenario, accident-relevant visual
cues could be overwhelmed by objects that are not relevant to the
accident, making an intelligent system insensible to a car crash
accident happened at the road intersection. Nevertheless, traffic
accidents are foreseeable by training a powerful uncertainty-based
model to distinguish the accident-relevant cues from noisy video
data. For example, the inconsistent motions of multiple vehicles
may indicate high risk of possible future accidents.
In this paper, we propose a novel uncertainty-based accident
anticipation model with spatio-temporal relational learning. The
model aims to learn accident-relevant cues for accident anticipation
by considering both spatial and temporal relations among candi-
date agents. The candidate agents are a group of moving objects
like vehicles and their relational features are indicative of future
unobserved accidents. The spatial relations of candidate agents are
learned from their spatial distance, visual appearance features, as
well as historical visual memory. The temporal relations of agents
provide learnable patterns to indicate how the agents evolve and
end with an accident in temporal context. It can be recurrently
learned by updating historical memory with agent-specific features
and the spatial relational representation. To address the variability
of the spatio-temporal relational representations, a probabilistic
module is incorporated to simultaneously predict accident scores
and estimate how much uncertainty when making the prediction.
As shown in Fig. 2, on one hand, we propose to learn spatial rela-
tions with graph convolutional networks (GCN) [8, 19] by consider-
ing the hidden states from recurrent neural network (RNN)) [22, 29]
cell. On the other hand, we propose to build temporal relations with
RNNs by considering both spatial relational and agent-specific fea-
tures. The cyclic process of the coupled GCNs and RNNs could
generate representative latent spatio-temporal relational features.
Besides, we propose to incorporate Bayesian deep neural networks
(BNNs) [9, 24] into our model to address the predictive uncertainty.
With the Bayesian formulation, our derived epistemic uncertainty-
based ranking loss is effective to improve the quality of the learned
relational features and significantly leads to performance gain. At
last, to further consider the global guidance of all hidden states
in training stage, we propose a self-attention aggregation layer as
shown in Fig. 4, from which an auxiliary video-level loss is obtained
and demonstrated beneficial to our model.
Compared with existing RNN-based methods [4, 32], our model
captures not only agent-specific features but also relational features
for accident anticipation. Compared with the recent approach [25]
which is developed with 3D CNNs, our model is developed with
GCNs and RNNs so that both spatial and temporal relations can
be learned. Moreover, our method is capable of estimating the
predictive uncertainty while all existing methods are deterministic.
The proposed model is evaluated on two public dashcam video
datasets, i.e., DAD [4] and A3D [32], and our collected Car Crash
Dataset (CCD). Experimental results show that our model can out-
perform existing methods on all datasets. For DAD datasets, our
method can anticipate traffic accident 3.53 seconds on average ear-
lier before an accident happens. With best precision setting, our
model can achieve 72.22% average precision. Compared with DAD
and A3D datasets, our CCD dataset includes diversified environ-
mental annotations and accident reason descriptions, which could
promote research on traffic accident reasoning.
The main contributions of this paper are summarized below:
• We propose a traffic accident anticipation model by consid-
ering both agent-specific features and their spatio-temporal
relations, as well as the predictive uncertainty.
• With Bayesian formulation, the spatio-temporal relational
representations can be learned with high quality by a novel
uncertainty-based ranking loss.
• We propose a self-attention aggregation layer to generate
video-level prediction in the training stage, which serves as
global guidance and is demonstrated beneficial to our model.
• We release a new dataset containing real traffic accidents, in
which diversified environmental annotations and accident
reasons are provided.
2 RELATEDWORK
2.1 Traffic Accident Anticipation
To anticipate traffic accidents that happened in future frames, an in-
tuitive solution is to iteratively predict accident confidence score for
each time step. Chan et al. [4] recently proposed DSA framework to
leverage candidate objects appeared in each frame to represent the
traffic status. They applied spatial-attention on these objects to get
weighted feature representation for each LSTM cell. Based on this
work, Suzuki et al. [32] proposed an adaptive loss for early anticipa-
tion with quasi-recurrent neural networks [2]. Similar to DSA that
implements dynamic-spatial attention to focus on accident-relevant
objects, Corcoran and James [7] proposed a two-stream approach
to traffic risk assessment. They utilized features of candidate ob-
jects as spatial stream and optical flow as temporal stream, and the
two-stream features are fused for risk level classification. Instead
of using dashcam videos, Shah et al. [30] proposed to use surveil-
lance videos to anticipate traffic accidents by using the framework
DSA. Different from previous works, recently Neumann and Zisser-
man [25] used 3D convolutional networks to predict the sufficient
statistics of a mixture of 1D Gaussian distributions. In addition
to using only dashcam video data, Takimoto et al. [33] proposed
to incorporate physical location data to predict the occurrence of
traffic accidents. Closely related to traffic accident anticipation,
the traffic accident detection is recently studied by Yao et al. [36].
They proposed to detect traffic anomalies by predicting the future
locations on video frames using ego-motion information. To antici-
pate both spatial risky regions and temporal accident occurrence,
Zeng et al. [38] proposed a soft-attention RNN by considering event
agent such as human that triggers the event.
However, existing work typically ignores the relations between
accident-relevant agents which capture important cues to anticipate
accidents in future frames. Besides, none of them considers the
uncertainty estimation in developing their models, which is critical
to safety-guaranteed systems.
GCNs ⋮ BNNs
RNN
𝑡 = 1
𝑡 = 2
𝑡 = 𝑇
Figure 2: Framework of the proposedmodel.With graph em-
bedded representations G(Xt ,At ) at time step t , our model
learns the latent relational representations Zt by the cyclic
process of graph convolutional networks (GCNs) and recur-
rent neural network (RNN) cell, and predicts the accident
score at by Bayesian neural networks (BNNs).
2.2 Uncertainty in Sequential Modeling
Uncertainty estimation is crucial to sequential relational model-
ing. One way is to directly formulate the latent representations
of relational observations at each time step as random variables,
which follow posterior distributions that can be approximated by
deep neural networks. This is similar to variational auto-encoder
(VAE) [17, 28]. Inspired by VAE, Chung et al. [6] proposed vari-
ational recurrent neural network (VRNN) which formulates the
hidden states of RNN as random variables and uses neural net-
works to approximate the posterior distributions of the variables.
To further consider the relational representation of sequential data,
Hajiramezanali et al. [14] proposed variational graph recurrent
neural networks (VGRNN) for dynamic link prediction problem
by combining the graph RNN and variational graph auto-encoder
(VGAE) [18].
Another way to address uncertainty estimation is to formulate
the weights of neural network as random variables such as Bayesian
neural networks (BNNs) [9, 24]. Recently, Zhao et al. [39] proposed
a Bayesian graph convolution LSTM model for skeleton-based ac-
tion recognition. In this paper, we also use graph convolution and
BNNs but the difference is that their method uses stochastic gra-
dient Hamiltonian Monte Carlo (SGHMC) sampling for posterior
approximation, while we use Bayes-by-backprop [1] as our approx-
imation method. Compared with SGHMC, Bayes-by-backprop can
be seamlessly integrated into deep learning optimization process so
that it is more flexible to handle the learning tasks with large-scale
dataset, i.e., dashcam videos used in traffic accident anticipation.
3 PROPOSED METHOD
Problem Setup. In this paper, the goal of accident anticipation is
to predict an accident from dashcam videos before it happens. For-
mally, given a video with current time step t , the model is expected
to predict the probability at that an accident event will happen
in the future. Furthermore, suppose an accident will happen at
time step y where t < y, the Time-to-Accident (TTA) is defined
as τ = y − t when t is the first time that at is larger than given
threshold (see Fig. 1). For any t ≥ y with a positive video that
contains an accident, we define τ = 0 which means the model fails
to anticipate the accident. In this paper, our goal is to predict at
and expect τ to be as large as possible for dashcam videos that
contain accidents. Similar to [4], the ground truth of at is expressed
with 2-dimensional one-hot encoding so that prediction target is
at = (a(p)t ,a(n)t )T , where a(p)t and a(n)t represent the positive and
negative predictions, respectively, meaning an accident will happen
or not happen in the given video.
FrameworkOverview.The framework of ourmodel is depicted
in Fig. 2. With a dashcam video as input, a graph is constructed with
detected objects and corresponding features at each time step. To
learn the spatio-temporal relations of these objects, we use graph
convolutional networks (GCNs) to learn the spatial relations and
leverage the hidden state ht of recurrent neural network (RNN)
cell to enhance the input of the last GCN layer. Besides, the latent
relational features are fused with corresponding object features as
input of an RNN cell to update the hidden state at next time step. The
cyclic process encourages our model to learn the latent relational
featuresZt from both spatial and temporal aspects. Furthermore, we
propose to use Bayesian neural network (BNN) to predict accident
scores at so that predictive uncertainties are naturally formulated.
During the training stage, we propose a self-attention aggregation
(SAA, in Fig. 4) layer to predict video-level score, which can globally
guide the learning of the proposed model.
In the following sections, each part of our model will be intro-
duced in detail.
3.1 Spatio-Temporal Relational Learning
The spatio-temporal relations of traffic accident-relevant agents are
informative to predict future accidents. In our model, we propose to
use graph structured data to represent the observation at each time
step. Then, the feature learning of spatial and temporal relations
are coupled into a cyclic process.
Graph Representation. Graph representation for traffic scene
has the advantages over full-frame feature embedding in that the
impact of cluttered traffic background can be reduced and infor-
mative relations of traffic agents can be discovered for accident
anticipation. Similar to [4, 30], we exploit object detectors [3, 27]
to obtain a fixed number of candidate objects. These objects are
treated as graph nodes so that a complete graph can be formed.
However, the computational cost of graph convolution could be
tremendous if the node features are with high dimensions.
In this paper, to construct low-dimensional but representative
features for graph nodes Xt , we introduce fully-connected (FC)
layers to embed both the features of full-frame and candidate objects
into the same low-dimensional space. Then, the frame-level and
all object-level features are concatenated to enhance the feature
representation capability:
X (i)t =
[
Φ
(
O(i)t
)
,Φ (Ft )
]
, (1)
whereΦ denotes FC layer,O(i)t and Ft are high-dimensional features
of the i-th object and corresponding frame at time t , respectively.
The operator [, ] represents concatenation in feature dimension and
is used throughout this paper for simplicity.
The graph edge at time t is expressed as an adjacent matrix At
of a complete graph since we do not have information on which
candidate object will be involved in an accident. Typically, an object
with closer distance to others has higher possibility to be involved in
an future accident. Therefore, the spatial distance between objects
should be considered in edge weights such that we define At as
A(i j)t =
exp{−d(ri , r j )}∑
i j exp{−d(ri , r j )}
, (2)
where d(ri , r j ) measures the Euclidean distance between two can-
didate object regions ri and r j . By this formulation, closer distance
leads to larger A(i j)t . This means the two objects i and j will be
applied with larger weight when we use graph convolution to learn
their relational features for accident anticipation. Note that due to
object occlusions, small distance defined in pixel space does not
necessarily indicate close distance in physical world. It is possi-
ble to use 3D real-world distance if camera intrinsics are known.
Nevertheless, the adjacency matrix defined in Eq. 2 has advantage
to suppress the impact of irrelevant objects with significant large
pixel distance to relevant objects.
Temporal Relational Learning. To build temporal relations at
different time steps, RNN methods such as LSTM [15] and GRU [5]
are widely adopted in existing works. However, traffic objects
may not always be remained in each frame, the node features of
the statically structured graph will be dynamically changing over
time. Thanks to the recent graph convolutional recurrent network
(GCRN) [29], it can handle the node dynamics defined over a static
graph structure [14]. Therefore, we propose to adapt GCRN for
temporal relational feature learning. Specifically, the hidden states
ht of RNN cell at each time step are recurrently updated by
ht+1 = GCRN ([Zt ,Xt ] ,ht ) , (3)
where Zt is the relational feature generated by the last GCN layer.
The feature fusion between Zt and Xt ensures our model to make
fully use of both agent-specific and relational features.
Spatial Relational Learning. To capture spatial relations of
detected objects, we follow the graph convolution defined by [8, 19]
for each GCN layer. In this paper, we use two stacked GCN layers
and consider the hidden state ht learned by RNNs to learn the
spatial relational features:
Zt = GCN ([GCN (Xt ,At ) ,ht ] ,At ) . (4)
The fusion with ht enables the latent relational representation
aware of temporal contextual information. This fusion method is
demonstrated to be effective to boost the performance of accident
anticipation in our experiments.
3.2 BNNs for Accident Anticipation
To predict traffic accident score at , a straightforward way is to
utilize neural networks (NNs) as shown in Fig. 3(a). However, the
output of NNs is a point estimate which cannot address the intrinsic
variability of the input relational features at each time step. More-
over, NNs could be overconfident in false model predictions when
the model suffers from over-fitting problem.
To this end, we incorporate Bayesian neural networks (BNNs) [9,
24] into our framework for accident score prediction. The archi-
tecture is shown in Fig. 3(b). The BNNs module consists of two
BNN layers with latent representation Zt given by Eq. 4 as input to
predict accident score at . To best of our knowledge, we are the first
to incorporate BNNs into video-based traffic accident anticipation
such that predictive uncertainty can be achieved. The predictive
⋮ ⋮
(a) Neural Networks
⋮ ⋮
(b) Bayesian Neural Networks
Figure 3: Compared with NNs (Fig.. 3(a)), network parame-
ters of BNNs (Fig. 3(b)) are sampled from Gaussian distribu-
tions so that both at and its uncertainty can be obtained.
uncertainty could be utilized to not only guide the relational fea-
tures learning (see Section 3.3), but also provide tools to interpret
the model performance.
As we formulate the accident anticipation part as BNNs, the
network parameters of BNNs such as weights and biases are all
random variables, denoted as θ . Each entry of θ is drawn from
a Gaussian distribution determined by a mean and variance, i.e.,
θ (j) ∼ N(µ,σ ), in which α (j) = (µ,σ ) need to be learned with
datasetD = (Zt ,at ). Therefore, the likelihood of prediction can be
expressed as p(at |Zt ,θ ) = N(f (Zt ;θ ), β), where β is the predic-
tive variance. However, according to Bayesian rule, to obtain the
true posterior of model parameters, i.e., p(θ |D), in addition to the
likelihood and prior of θ , the marginal distribution
∫
p(at |Zt ,θ )dθ
is required, which is intractable since at = f (Zt ,θ ) is modeled by
a complex neural network. To estimate p(θ |D), existing variational
inference methods (VI) [1, 11, 13] could be used.
In this paper, we adopt the VI method Bayes-by-Backprop [1]
to approximate p(θ |D) since it can be seamlessly incorporated
in standard gradient-based optimization to learn from large-scale
video dataset. According to [1], the variational approximation aims
to minimize the following objective:
arg min
α
J∑
i=1
logq (θi |α ) − logp (θi ) − log (p (D|θi )) , (5)
where J is the number ofMonte Carlo samplings forθ . The first term
q (θi |α ) is the variational posterior distribution parameterized by
α . The distribution parametersα can be efficiently learned by using
reparameterization trick and standard gradient descent methods [1].
We denote this loss term as LV POS . The second term p(θi ) is the
prior distribution of θ . It is typically modeled with a spike-and-slab
distribution, i.e., a mixture of two Gaussian density functions with
zero means but different variances. We denote this loss term as
LPRI .
The third term in Eq. 5 is the negative log-likelihood of model
predictions. Since minimizing this term is equivalent to minimizing
the mean squared error (MSE), in this paper, we propose to use
exponential binary cross entropy to achieve this objective:
LEXP =
T∑
t=1
−e−max
(
0, y−tf
)
loga(p)t +
T∑
t=1
− log
(
1 − a(n)t
)
, (6)
⋮max
avg
𝑁 × 𝑇 × 𝑑 2𝑑 × 𝑇
𝑇 × 𝑇
softmax
2𝑑 × 𝑇
Self-attention Adaptive aggregationAll hidden states
𝑎
2 FCs⋮
𝑡 = 1
𝑡 = 2
𝑡 = 𝑇
2𝑑 × 1
⋮
Figure 4: SAALayer. First, allN×T hidden states are gathered
and pooled by max-avg concatenation. Then, the simplified
self-attention and adaptive aggregation are proposed to pre-
dict video-level accident score a.
where f is the constant frame rate for the given video, and y is
the beginning time of an accident provided by training set. The
exponential weighted factor applies larger penalty to the time step
that is closer to the beginning time of an accident.
3.3 Uncertainty-guided Ranking Loss
With the Bayesian formulation for accident anticipation, we can
perform multiple forward passes at each time step such that an as-
sembled prediction could be obtained by taking the average of these
multiple outputs. Furthermore, as suggested by [16], the predictive
uncertainty (variance) can be decomposed as aleatoric uncertainty
and epistemic uncertainty [20, 31]:
Ut =
1
M
M∑
i=1
[
diag (aˆi ) − aˆi aˆTi
]
︸                           ︷︷                           ︸
Aleatoric Uncertainty(U altt )
+
1
M
M∑
i=1
(aˆi − a¯) (aˆi − a¯)T︸                          ︷︷                          ︸
Epistemic Uncertainty(U eptt )
, (7)
where a¯ = 1M
∑M
i=1 aˆi and aˆi = (aˆ(n)t , aˆ
(p)
t )Ti . They are the predic-
tions of the i-th forward pass at time step t with totalM forward
passes. The first term in Eq. 7 is the aleatoric uncertainty, which
measures the input variability (noise) of BNNs. In our model, the
aleatoric uncertainty serves as an indicator to the quality of the
learned relational features from GCNs and RNNs.
The second term in Eq. 7 is epistemic uncertainty which is de-
termined by the BNNs model itself. Inspired by Ma et al. [23], ide-
ally the epistemic uncertainties of sequential predictions should
be monotonically decreasing, since as more frames the model ob-
serves, the more confident of the learned model (smaller epistemic
uncertainty) will be. Therefore, we propose a novel ranking loss:
LRANK = max
(
0, trace
(
U
ept
t −U eptt−1
))
, (8)
where U eptt−1 and U
ept
t are epistemic uncertainties of successive
frames t − 1 and t defined in Eq. 7. Note thatUt as well as the two
terms in Eq. 7 are matrices with size 2 × 2, therefore in practice we
propose to use matrix trace to quantify the uncertainties, which
is similar to the method adopted in [31]. Our proposed ranking
loss aims to apply penalty to the predictions that do not follow the
epistemic uncertainty ranking rule.
For aleatoric uncertaintyU altt , it is not necessary to satisfy the
monotonic ranking requirement since the noise ratio of accumu-
lated data in video sequence is intrinsically not monotonic.
3.4 Temporal Self-Attention Aggregation
Recurrent network can naturally build temporal relations of obser-
vations. However, the drawback of RNNs is that inaccurate hidden
states in early temporal stages could be accumulated in iterative
procedure and mislead the model to give false predictions in latter
temporal stages. Besides, the hidden states in different time steps
should be adaptive to anticipate the occurrence of a future accident.
To this end, motivated by recent self-attention design [34], we
propose a self-attention aggregation (SAA) layer in the training
stage by adaptively aggregating hidden states of all time steps. Then,
we use the aggregated representation to predict video-level accident
score. The architecture of SAA layer is shown in Fig. 4.
Specifically, we first aggregate hidden states of N individual
objects at each time step by applying the concatenation between
mean- and max-pooling results. Then, the self-attention [34] is
adapted to weigh the representation of all T time steps. In this
module, the embedding layers are not used. Lastly, instead of using
simple average pooling, we introduce an FC layer with T learnable
parameters to adaptively aggregate the T temporal hidden states.
The aggregated video-level representation is used to predict the
video-level accident score a by two FC layers. This network is
trained with binary cross-entropy (BCE) loss:
LBCE = − loga(p) − log
(
1 − a(n)
)
, (9)
where a = (a(n),a(p))T normalized by softmax function. This auxil-
iary learning objective encourages the model to learn better hidden
states even though SAA layer is not used in testing stage.
Finally, the complete learning objective of our model is to mini-
mize the following weighted loss:
L = LEXP +w1 ·(LV POS − LPRI )+w2 ·LRANK+w3 ·LBCE (10)
where the LV POS and LPRI are loss functions of variational pos-
terior and prior. The constants w1, w2 and w3 are set to 0.001, 10
and 10, respectively, to balance the magnitudes of these loss terms.
The second penalty term (LV POS − LPRI ) is also termed as com-
plexity loss and has similar effect to overcome over-fitting problem.
The third penalty term LBCE introduces video-level classification
guidance while the fourth term LRANK brings uncertainty ranking
guidance to train our model.
4 EXPERIMENTAL RESULTS
In this section, we evaluate our model on three real-world datasets,
including our collected Car Crash Dataset (CCD) and two public
datasets, i.e., Dashcam Accident Dataset (DAD) [4] and AnAn Ac-
cident Detection (A3D) dataset [36]. State-of-the art methods are
compared and ablation studies are performed to validate our model.
4.1 Datasets
CCD dataset1. In this paper, we collect a challenging Car Crash
Dataset (CCD) for accident anticipation. We ask annotators to label
YouTube accident videos with temporal annotations, diversified
environmental attributes (day/night, snowy/rainy/good weather
conditions), whether ego-vehicles involved, accident participants,
and accident reason descriptions. For temporal annotations, the
1CCD dataset is available at: https://github.com/Cogito2012/CarCrashDataset
type: car
involved: true
reason: [‘change lane’]
tracklet: {‘004529’:[636, 266, 739, 353], 
‘004534’:[633, 277, 717, 371],
…
‘004554’: [149, 249, 325, 409]}
type: motorcyclist
involved: true
reason: {‘speedy’, 
‘traffic violation’,
‘poor judgement’}
tracklet: {‘004529’: [78, 183, 214, 485], 
‘004534’: [188, 209, 314, 425],
…
‘004554’: [304, 265, 367, 377]}
type: car
involved: false
reason: {‘none’}
tracklet: {‘006174’: [332, 221, 437, 306],
‘006179’: [395, 226, 435, 261] 
… 
‘006199’: [526, 235, 589, 273]}
video id: 000846
accident begin: 31
time: day
weather: sunny
ego-involved: false
accident begins
⋰
Figure 5: Annotation samples of our Car Crash Dataset (CCD). The gray box on top-left contains video-level annotations, while
the other three white boxes provide instance-level annotations.
Table 1: Comparison between CCD dataset and existing datasets. Information about DAD and A3D is obtained from their
released sources. Temporal Annos. means the temporal accident time annotations. Random ABT. means accidents beginning
times are randomly placed. Ego-involved means the ego-vehicles are involved in accidents. Day/Night indicates the data is
collected in day or night.Weather includes rainy, snowy, and sunny conditions. Participants Bbox means the bounding boxes
tracklets for accident participants. Accident Reasons contains multiple possible reasons for each accident participant.
Datasets # Videos # Positives Total Hours Temporal Annos. Random ABT. Ego-Involved Day/Night Weather Participants Bbox Accident Reasons
DAD [4] 1,750 620 2.43 h ✓
A3D [36] 1,500 1,500 3.56 h ✓ ✓ ✓
Ours (CCD) 4,500 1,500 6.25 h ✓ ✓ ✓ ✓ ✓ ✓ ✓
accident beginning time is labeled at the time when a car crash
actually happens. To get trimmed videos with 5 seconds long, the
accident beginning times are further randomly placed in last 2 sec-
onds, generating 1,500 traffic accident video clips. We also collected
3,000 normal dashcam videos from BDD100K [37] as negative sam-
ples. The dataset is divided into 3,600 training videos and 900 testing
videos. Examples are shown in Fig. 5 and comparison details with
existing datasets are reported in Table 1. Compared with DAD [4]
and A3D [36], our CCD is larger with diversified annotations.
DAD dataset. DAD [4] contains dashcam videos collected in six
cities in Taiwan. It provides 620 accident videos and 1,130 normal
videos. Each video is trimmed and sampled into 100 frames with
totally 5 seconds long. For accident videos, accidents are placed in
the last 10 frames. The dataset has been divided into 1,284 training
videos (455 positives and 829 negatives) and 466 testing videos (165
positives and 301 negatives).
A3D dataset. A3D [36] is also a dashcam accident video dataset.
It contains 1,500 positive traffic accident videos. In this paper, we
only keep the 587 videos in which ego-vehicles are not involved
in accidents. We sampled each A3D video with 20 fps to get 100
frames in total and placed the beginning time of each accident at
the last 20 frames similar to DAD. The dataset is divided into 80%
training set and 20% testing set.
4.2 Evaluation Metrics
Average Precision. This metric evaluates the correctness of iden-
tifying an accident from a video. Following the same definition
as [4], at time step t , if a(p)t is larger than a threshold, then the
prediction at frame t is positive to contain an accident, otherwise
it is negative. For accident videos, all frames are labeled with ones
(positive), otherwise the labels are zeros (negative). By this way,
the precision, recall, as well as the derived Average Precision (AP)
can be adopted to evaluate models.
Time-to-Accident. This metric evaluates the earliness of ac-
cident anticipation based on positive predictions. For a range of
threshold values, multiple TTA results as well as corresponding
recall rates can be obtained. Then, we use mTTA and TTA@0.8
to evaluate the earliness, where mTTA is the average of all TTA
values and TTA@0.8 is the TTA value when recall rate is 80%. Note
that if a large portion of predictions are false positives, very high
TTA results can still be achieved while corresponding AP would
be low. That means the model is overfitting on accident video and
may give positive predictions for arbitrary input. Therefore, except
for fair comparison with existing methods, we mainly report TTA
metrics when the highest AP is achieved, because it is meaningless
to obtain high TTA if high AP cannot be guaranteed.
PredictiveUncertainty. Based on Eq. 7, we introduce to use the
mean aleatoric uncertainty (mAU) and mean epistemic uncertainty
(mEU) to evaluate the predictive uncertainties.
4.3 Implementation Details
We implement our model with PyTorch [26]. For DAD dataset,
we use the candidate objects and corresponding features provided
Table 2: Evaluation results on DAD, A3D, and CCD datasets.
Results of baselines on DAD are obtained from [38] and [32].
The notation “–" means the metric is not applicable.
Datasets Methods mTTA(s) AP(%) mAU mEU
DAD [4]
DSA [4] 1.34 48.1 – –
L-RAI [38] 3.01 51.4 – –
adaLEA [32] 3.43 52.3 – –
Ours 3.53 53.7 0.0294 0.0011
A3D [36] DSA [4] 4.41 93.4 – –Ours 4.92 94.4 0.0095 0.0023
CCD DSA [4] 4.52 99.6 – –Ours 4.74 99.5 0.0137 0.0001
by DSA2 for fair comparison. For the experiments on A3D and
CCD datasets, we use the public detection codebase MMDetec-
tion3 to train Cascade R-CNN [3] with ResNeXt-101 [35] backbone
and FPN [21] neck as our object detector on KITTI 2D detection
dataset [12]. The trained detector is used to detect candidate objects
and then extract VGG-16 features of full-frame and all objects. As
suggested by Bayes-by-backprop [1], we set the number of forward
passes M to 2 in training stage and 10 for testing stage. For the
hyper-parameters of prior distribution, we set the mixture ratio π
to 0.5 and the variances of the two Gaussian distributions σ1 to 1
and σ2 to exp(−6). The dimensions of both hidden state of RNN and
output of GCNs are set to 256. In the training stage, we set batch
size to 10 and initial learning rate to 0.0005 with ReduceLROnPlateau
as learning rate scheduler. The model is trained by Adam optimizer
for totally 70 training epochs.
4.4 Performance Evaluation
Compare with State-of-the-art Methods. Existing methods [4,
32, 38] are compared and results are reported in Table 2. For fair
comparison, we use the model at the last training epoch for evalua-
tion on DAD datasets. Nevertheless, the trained model with best
AP is kept for evaluation on other two datasets since high AP is
important to suppress impact of false positives on TTA evaluation.
Note that these two metrics currently are only applicable to our
model, since we are the first to introduce uncertainty formulation
for accident anticipation.
From Table 2, our model on DAD dataset achieves the best mTTA
which means the model anticipates on average 3.53 seconds earlier
before an accident happens, while keeping competitive AP per-
formance at 53.7% compared with L-RAI and adaLEA. Note that
the video lengths of the three datasets are all 5 seconds, our high
performance on A3D and CCD demonstrate that our model is easier
to be trained on different datasets. This can be explained by the
mAU results due to their consistence with TTA evaluation results
in Table 2. The low mAU values on A3D and DAD datasets reveal
that our model has learned relational representations with high
quality on these datasets.
We further report TTA results with different recall rates from
10% to 90% in Table 3. It shows that our model outperform DSA in
most of recall rate requirements. For recall rates larger than 80%,
2DSA: https://github.com/smallcorgi/Anticipating-Accidents
3MMDetection: https://github.com/open-mmlab/mmdetection
Table 3: TTA with different recall rates on DAD dataset.
Recall 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
DSA [4] 0.28 0.50 0.73 0.87 0.92 1.02 1.24 1.35 2.28
Ours 0.59 0.75 0.84 0.96 1.07 1.16 1.33 1.56 1.99
Table 4: Ablation studies results on DAD dataset.
Variants BNNs SAA GCN Fusion RankLoss AP(%) mAU
(1) ✓ ✓ ✓ ✓ ✓ 72.22 0.0731
(2) ✓ ✓ ✓ 70.38 –
(3) ✓ ✓ ✓ ✓ 67.34 0.1150
(4) ✓ ✓ ✓ ✓ 67.10 0.1250
(5) ✓ ✓ ✓ ✓ 65.50 0.1172
(6) ✓ ✓ ✓ ✓ 64.60 0.0950
our method performs poorly compared with DSA. However, high
recall rate may also lead to too much false alarm so that AP cannot
be guaranteed to be high. This finding also supports our motivation
to use the trained model with best AP for evaluation.
VisualizationWe visualized accident anticipation results with
samples inDADdataset (see Fig. 6). The uncertainty regions indicate
that in both early and late stages, the model is quite confident on
prediction (low uncertainties), while in the middle stage when
accident scores start are increasing, the model is uncertain to give
predictions. Note that the predicted epistemic uncertainty (blue
region) is not necessary to be monotonically decreasing since we
only use Eq. 8 as training regularizer rather than strict guarantee
on predictions. The results are with good interpretability, in that
driving system is typically quite sure about the accident risk level
when the self-driving car is far from or almost being involved in an
accident, while it is uncertain about it when accumulated accident
cues are insufficient to make decision.
4.5 Ablation Study
In this section, to validate the effectiveness of the several main
components, the following components are replaced or removed,
and compared with our model based on best AP setting. (1) BNNs:
The BNNs are replaced with vanilla FC layers. Note that in this case,
LV POS −LPRI and our proposed ranking lossLRANK in Eq. 10, as
well as mAU are not applicable. (2) SAA: The SAA layer is removed
so that LBCE in Eq. 10 is not used. (3)GCN: We replace GCNs with
vanilla FC layers in Eq. 3 and Eq. 4. (4) Fusion: For this variant,
the fusion in Eq. 3 and Eq. 4 are removed such that only Zt and
GCN(Xt ,At ) are used, respectively. (5) RankLoss: The epistemic
uncertainty-based ranking loss is removed so thatLRANK in Eq. 10
is not applicable. Results are shown in Table 4.
We can clearly see that the uncertainty-based ranking loss con-
tributes most to our model by comparing variant (2)(6) with (1),
with about 7.6% performance gain. Though the BNNs module leads
to small performance gain, we attribute the benefit of BNNs to
its derived uncertainty ranking loss as well as the interpretable
results. Furthermore, the lowest mAU and highest AP for variant
(1) demonstrate that the learned relational features are of highest
quality (smallest uncertainty) compared with other variants.
VID：000472
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Accident Anticipated
TTA = 2.4 s
Accident Started
VID：000475
threshold=0.5
Accident Anticipated Accident Started
TTA = 1.1 s
VID：000479
threshold=0.5
Accident Anticipated Accident Started
TTA = 1.3 s
Figure 6: Examples of our predictions on DAD datasets. The red curves indicate smoothed accident scores as observed frames
increase. The ground truth (beginning time of accident) are labeled at 90-th frame. We plot one time of squared epistemic
(blue region) and aleatoric uncertainties (wheat color region). The horizontal line indicates probability threshold 0.5.
Table 5: Model size comparison. Our model variants (2), (4),
and (5) are included for comparison.UnitMmeans amillion.
Methods DSA Ours v(2) v(4) v(5)
# Params. (M) 4.40 1.97 1.66 1.97 1.90
The results of variants (3) validate the effectiveness of our self-
attention aggregation (SAA) layer, while the results of variant (4)
validate the superiority GCN over naive FC layers. The results of
variant (5) show that the feature fusion between GCN outputs and
hidden states, and the fusion between relational features and agent-
specific features are important to accident anticipation, leading to
approximately 7% performance gain.
Model Size Comparison. The number of network parameters
are counted and reported in Table 5. It shows that the proposed
model is much light-weighted than DSA, and only slightly increases
the model size when compared with other variants of our model.
5 CONCLUSION
In this paper, we propose an uncertainty-based traffic accident an-
ticipation with spatio-temporal relational learning. Our model can
handle the challenges of relational feature learning and anticipation
uncertainty from video data. Moreover, the introduced Bayesian
formulation not only significantly boosts anticipation performance
by using the uncertainty-based ranking loss, but also provides in-
terpretation on predictive uncertainty. In addition, we release a Car
Crash Dataset (CCD) for accident anticipation which contains rich
environmental attributes and accident reason annotations.
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