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Re´sume´. On de´finit une notion de compatibilite´ entre une structure riemannienne et une
structure de Jacobi. On montre que dans le cas des structures de Poisson, des structures
de contact et des structures localement conforme´ment symplectiques, des exemples fon-
damentaux de structures de Jacobi, on obtient respectivement des structures de Poisson
riemanniennes au sens de M. Boucetta, des structures 1
2
-Kenmotsu et des structures loca-
lement conforme´ment ka¨hle´riennes.
Mots Cle´s. Varie´te´s de Jacobi, de Poisson pseudo-riemanniennes, riemanniennes de contact,
riemanniennes presque de contact, de Kenmotsu, localement conforme´ment symplectiques,
localement conforme´ment ka¨hle´riennes, alge´bro¨ıdes de Lie.
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Introduction
Les varie´te´s de Jacobi ont e´te´ introduites se´pare´ment par A. Lichnerowicz et A. Kirillov.
Elles ge´ne´ralisent a` la fois les varie´te´s de Poisson, les varie´te´s de contact et les varie´te´s loca-
lement conforme´ment symplectiques. On se pose la question naturelle de l’existence d’une
notion de compatibilite´ entre une structure de Jacobi et une structure pseudo-riemannienne,
qui pour des structures de Jacobi particulie`res, donne lieu a` des structures ge´ome´triques
remarquables. Dans ce travail, on introduit une telle notion qui dans le cas d’une varie´te´
de Poisson donne une structure de Poisson pseudo-riemannienne au sens de M. Boucetta.
On montre que pour une structure de contact riemannienne, avec cette notion de compati-
bilite´ on obtient une structure 1
2
-Kenmotsu, et que dans le cas d’une structure localement
1
conforme´ment symplectique et d’une me´trique ”associe´e”, on retrouve une structure loca-
lement conforme´ment ka¨hle´rienne.
Soit M une varie´te´ diffe´rentiable. On conside`re sur M un champ de bivecteurs π, un
champ de vecteurs ξ et une 1-forme diffe´rentielle λ, et on associe au triplet (π, ξ, λ) un
alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
λ
π,ξ) sur M . On montre que si le couple (π, ξ) de´finit une
structure Jacobi et que π 6= 0, l’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
λ
π,ξ) est un pre´alge´bro¨ıde
de Lie si et seulement si ♯π,ξ(λ) = ξ. Dans le cas ξ = λ = 0, on retrouve l’alge´bro¨ıde
cotangent de la varie´te´ de Poisson (M,π). On montre aussi que dans le cas ou` (π, ξ) est
une structure de Jacobi associe´e a` une forme de contact η, respectivement une structure
localement conforme´ment symplectique (ω, θ), l’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
η
π,ξ), res-
pectivement (T ∗M, ♯π,ξ, [., .]
θ
π,ξ), est un alge´bro¨ıde de Lie isomorphe a` l’alge´bro¨ıde tangent
(TM, IdM , [, ]) de M .
Ensuite, pour un triplet (π, ξ, g) forme´ d’un champ de bivecteurs π, un champ de
vecteurs ξ et une me´trique pseudo-riemannienne g sur M , on pose λ = g(ξ, ξ)♭g(ξ)− ♭g(Jξ)
et [., .]gπ,ξ = [., .]
λ
π,ξ, ou` ♭g : TM → T
∗M et ♯g = ♭
−1
g sont les isomorphismes musicaux de
g, et J est l’endomorphisme du fibre´ tangent TM donne´ par π(α, β) = g(J♯g(α), ♯g(β)),
et on de´finit une de´rive´e contravariante D comme e´tant l’unique de´rive´e contravariante,
syme´trique par rapport au crochet [., .]gπ,ξ et compatible avec g. Si (π, ξ) est une structure
de Jacobi, et si ♯π,ξ est une isome´trie, une condition qui est particulie`rement satisfaite dans
le cas d’une forme de contact et le cas structure localement conforme´ment symplectique, on
montre que D est relie´e a` la connexion de Levi-Civita∇ de g par ♯π,ξ(Dαβ) = ∇♯pi,ξ(α)♯π,ξ(β).
Finalement, avec l’aide de la de´rive´e de Levi-Civita contravariante D on introduit une
notion de compatibilite´ du triplet (π, ξ, g). Dans le cas ξ = 0, il s’agit juste de la com-
patibilite´ du couple (π, g) introduite par M. Boucetta, [2]. Dans le cas d’une structure de
Jacobi (π, ξ) associe´e a` une structure riemannienne de contact (η, g), le triplet (π, ξ, g) est
compatible si et seulement si la structure (η, g) est 1
2
-Kenmotsu. Dans le cas d’une structure
de Jacobi (π, ξ) associe´e a` une structure localement conforme´ment symplectique (ω, θ), si
g est une me´trique en quelque sorte associe´e, alors le triplet (π, ξ, g) est compatible si et
seulement si la structure (ω, θ, g) est localement conforme´ment ka¨hle´rienne.
1 Pre´alge´bro¨ıdes de Lie associe´s a` une varie´te´ de Ja-
cobi
1.1 Pre´alge´bro¨ıdes de Lie associe´s a` une varie´te´ de Jacobi
Tout au long de ce travailM de´signe une varie´te´ diffe´rentiable, π un champ de bivecteurs
et ξ un champ de vecteurs sur M .
Le couple (π, ξ) de´finit une structure de Jacobi sur M si on a les relations
[π, π] = 2ξ ∧ π et [ξ, π] := Lξπ = 0, (1)
2
ou` [., .] de´signe le crochet de Schouten-Nijenhuis. On dit que (M,π, ξ) est une varie´te´ de
Jacobi. Le cas ξ = 0, les relations ci-dessus e´tant re´duites a` [π, π] = 0, correspond a` une
structure de Poisson (M,π).
Rappelons qu’un alge´bro¨ıde alterne´ sur M est un triplet (E, ♯E , [., .]E) ou` E est l’espace
total d’un fibre´ vectoriel au-dessus de M , ♯E est un morphisme de fibre´s vectoriels de E
dans TM , appele´ l’application ancre, et [., .]E : Γ(E)×Γ(E) −→ Γ(E), (s, t) 7−→ [s, t]E, est
une application R-biline´aire alterne´e sur l’espace Γ(E) des sections de E, ve´rifiant l’identite´
de Leibniz :
[s, ϕt]E = ϕ [s, t]E + ♯E(s)(ϕ)t, ∀ϕ ∈ C
∞(M), ∀s, t ∈ Γ(E).
Un alge´bro¨ıde alterne´ (E, ♯E , [., .]E) est un pre´alge´bro¨ıde de Lie si
♯E ([s, t]E) = [♯E(s), ♯E(t)] , ∀s, t ∈ Γ(E),
et un alge´bro¨ıde de Lie si (Γ(E), [., .]E) est une alge`bre de Lie, c’est-a`-dire si
[s, [t, r]E ]E + [t, [r, s]E]E + [r, [s, t]E ]E = 0, ∀s, t, r ∈ Γ(E).
Un alge´bro¨ıde de Lie est un pre´alge´bro¨ıde de Lie. D’un autre coˆte´, un pre´alge´bro¨ıde de Lie
(E, ♯E, [., .]E) dont l’ancre ♯E est un isomorphisme est un alge´bro¨ıde de Lie isomorphe a`
l’alge´bro¨ıde tangent (TM, idM , [., .]) de M .
Soit ♯π : T
∗M −→ TM le morphisme de fibre´s vectoriels de´fini par β (♯π (α)) = π (α, β)
et soit l’application [., .]π : Ω
1(M)× Ω1(M) −→ Ω1(M) de´finie par
[α, β]π := L♯pi(α)β − L♯pi(β)α− d (π(α, β)) ,
appele´e le crochet de Koszul. Conside´rons le morphisme de fibre´s vectoriels ♯π,ξ : T
∗M −→
TM de´fini par
♯π,ξ(α) = ♯π(α) + α(ξ)ξ
et, pour une 1-forme λ ∈ Ω1(M), l’application [., .]λπ,ξ : Ω
1(M)×Ω1(M) −→ Ω1(M) de´finie
par
[α, β]λπ,ξ := [α, β]π + α(ξ) (Lξβ − β)− β(ξ) (Lξα− α)− π(α, β)λ.
Le triplet (T ∗M, ♯π,ξ, [., .]
λ
π,ξ), associe´ a` (π, ξ, λ), est un alge´bro¨ıde alterne´ sur M .
Dans le cas ou` ξ = λ = 0, le triplet (T ∗M, ♯π,ξ, [., .]
λ
π,ξ) n’est rien d’autre que l’alge´bro¨ıde
alterne´ (T ∗M, ♯π, [., .]π) associe´ au champ de bivecteurs π. Rappelons que quelles que soient
les formes diffe´rentielles α, β, γ ∈ Ω1(M) on a
γ (♯π ([α, β]π)− [♯π(α), ♯π(β)]) =
1
2
[π, π] (α, β, γ) , (2)
et quelles que soient les fonctions ϕ, ψ, φ ∈ C∞(M) on a
[dϕ, [dψ, dφ]π]π + [dψ, [dφ, dϕ]π]π + [dφ, [dϕ, dψ]π]π = −
1
2
d ([π, π] (dϕ, dψ, dφ)) .
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Ainsi, (T ∗M, ♯π, [., .]π) est un alge´bro¨ıde de Lie si et seulement si π est un tenseur de Poisson.
Si π est un tenseur de Poisson sur M , le triplet (T ∗M, ♯π, [., .]π) est appele´ l’alge´bro¨ıde
cotangent de la varie´te´ de Poisson (M,π). Dans le cas d’une structure de Jacobi on a le
re´sultat suivant
The´ore`me 1.1. Supposons que (π, ξ) est une structure de Jacobi sur M et soit λ ∈ Ω1(M).
On a
♯π,ξ([α, β]
λ
π,ξ)− [♯π,ξ(α), ♯π,ξ(β)] = π(α, β) (ξ − ♯π,ξ(λ)) ,
quelles que soient les formes α, β ∈ Ω1(M).
De´monstration. On a d’une part
♯π,ξ([α, β]
λ
π,ξ) = ♯π ([α, β]π)− α(ξ)♯π(β) + β(ξ)♯π(α)− π(α, β)♯π,ξ(λ) + α(ξ)♯π(Lξβ)
−β(ξ)♯π(Lξα) + [♯π,ξ(α)(β(ξ))− ♯π,ξ(β)(α(ξ))− ξ(π(α, β))
+β(Lξ(♯π(α)))− α(Lξ(♯π(β)))] ξ
et d’autre part
[♯π,ξ(α), ♯π,ξ(β)] = [♯π(α), ♯π(β)] + α(ξ)Lξ(♯π(β))− β(ξ)Lξ(♯π(α))
+ [♯π,ξ(α)(β(ξ))− ♯π,ξ(β)(α(ξ))] ξ.
Ainsi, en utilisant l’identite´ (2), on de´duit que
♯π,ξ([α, β]
λ
π,ξ)− [♯π,ξ(α), ♯π,ξ(β)] =
(
1
2
[π, π]− ξ ∧ π
)
(α, β, ·)− α(ξ)Lξ♯π(β) + β(ξ)Lξ♯π(α)
− [α(Lξ♯π(β))− β(Lξ♯π(α)) + Lξπ(α, β)] ξ
+π(α, β)(ξ − ♯π,ξ(λ)).
Il reste a` utiliser les relations (1).
Corollaire 1.1. Supposons que (π, ξ) est une structure de Jacobi sur M et soit λ ∈ Ω1(M).
Si ♯π,ξ(λ) = ξ, alors l’alge´bro¨ıde alterne´ (T
∗M, ♯π,ξ, [., .]
λ
π,ξ) associe´ au triplet (π, ξ, λ) est
un pre´alge´bro¨ıde de Lie, c’est-a`-dire
♯π,ξ([α, β]
λ
π,ξ) = [♯π,ξ(α), ♯π,ξ(β)] ,
quelles que soient les formes α, β ∈ Ω1(M). La re´ciproque aussi est vraie si π 6= 0.
De´monstration. De´coule du the´ore`me ci-dessus.
1.2 Alge´bro¨ıde cotangent a` une varie´te´ de contact
Supposons M de dimension impaire 2n+1, n ∈ N∗. Rappelons qu’une forme de contact
sur M est une 1-forme diffe´rentielle η sur M telle que la forme η ∧ (dη)∧
n
est une forme
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volume. Supposons que le couple (π, ξ) est la structure de Jacobi associe´e a` une forme de
contact η sur M , c’est-a`-dire qu’on a
π(α, β) = dη (♯η(α), ♯η(β)) ,
ou` ♯η est l’isomorphisme inverse de l’isomorphisme de fibre´s vectoriels ♭η : TM → T
∗M ,
♭η(X) = −iXdη + η(X)η, et ξ = ♯η(η). Le champ ξ est appele´ le champ de Reeb associe´ a`
la structure de contact (M, η), il est caracte´rise´ par les formules
iξdη := dη(ξ, .) = 0 et iξη := η(ξ) = 1.
Proposition 1.1. L’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
η
π,ξ) est un alge´bro¨ıde de Lie iso-
morphe a` l’alge´bro¨ıde tangent de M .
De´monstration. Montrons que ♯π,ξ est e´gal a` l’isomorphisme ♯η, inverse de l’isomorphisme
♭η. Soient α, β ∈ Ω
1(M), et soient X, Y tels que α = ♭η(X) et β = ♭η(Y ). Remarquons
d’abord qu’on a α(ξ) = ♭η(X)(ξ) = η(X), et de meˆme β(ξ) = η(Y ). Ainsi, on a
β(♯π,ξ(α)) = π(α, β) + η(X)η(Y ) = (−iY dη + η(Y )η)(X) = ♭η(Y )(X) = β(♯η(α)).
Donc ♯π,ξ = ♯η et en particulier ♯π,ξ(η) = ♯η(η) = ξ. La proposition de´coule alors du
corollaire 1.1 et du fait que ♯π,ξ est un isomorphisme.
Donc si (M, η) est une varie´te´ de contact et si (π, ξ) est la structure de Jacobi associe´e,
d’apre`s la proposition ci-dessus, on a ♯π,ξ = ♯η. Si on pose [., .]η = [., .]
η
π,ξ, alors on a un
alge´bro¨ıde de Lie (T ∗M, ♯η, [., .]η) associe´ naturellement a` la varie´te´ de contact (M, η). On
pourra l’appeler l’alge´bro¨ıde cotangent de la varie´te´ de contact (M, η).
1.3 Alge´bro¨ıde cotangent a` une varie´te´ localement conforme´ment
symplectique
Une structure localement conforme´ment symplectique sur M est un couple (ω, θ) com-
pose´ d’une 1-forme diffe´rentielle ferme´e θ et d’une 2-forme diffe´rentielle non de´ge´ne´re´e ω
sur M telles que
dω + θ ∧ ω = 0.
Dans le cas particulier ou` la forme θ est exacte, i. e. θ = df , on dit que (ω, df) est
conforme´ment symplectique, ce qui est e´quivalent a` efω est symplectique, d’ou` la ter-
minologie.
La proposition ci-dessous montre que la donne´e d’une varie´te´ localement conforme´ment
symplectique est e´quivalent a` la donne´e d’une varie´te´ de Jacobi dont le champ de bivec-
teurs sous-jacent est non de´ge´ne´re´ (voir aussi [3, §2.3, exemple 4]). N’ayant pas trouve´ de
de´monstration dans la litte´rature, nous en donnons une ici.
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Supposons que ω ∈ Ω2(M) est une 2-forme non de´ge´ne´re´e et soit θ ∈ Ω1(M). Supposons
que le couple (π, ξ) est associe´ au couple (ω, θ), c’est-a`-dire qu’on a i♯pi(α)ω = −α pour tout
α ∈ Ω1(M), et iξω = −θ. Autrement dit,
π(α, β) = ω(♯ω(α), ♯ω(β))
ou` ♯ω est l’isomorphisme inverse de l’isomorphisme de fibre´s vectoriels ♭ω : TM −→ T
∗M ,
♭ω(X) = −iXω, et ξ = ♯ω(θ). Nous avons le re´sultat suivant
Lemme 1.1. Quels que soient les champs de vecteurs X, Y, Z ∈ X(M), si α, β, γ ∈ Ω1(M)
sont les 1-formes diffe´rentielles telles que X = ♯π(α), Y = ♯π(β) et Z = ♯π(γ), alors on a
1. (dw + θ ∧ ω)(X, Y, Z) =
(
1
2
[π, π]− ξ ∧ π
)
(α, β, γ).
2. Lξω(X, Y ) = −Lξπ(α, β).
De´monstration. En utilisant l’identite´ π(α, β) = ω(X, Y ) et l’identite´ (2), il vient
ω([X, Y ], Z) = γ([X, Y ]) = −
1
2
[π, π] (α, β, γ) + π([α, β]π , γ),
d’ou`, avec un calcul direct, l’on de´duit
dω(X, Y, Z) =
1
2
[π, π] (α, β, γ). (3)
Par ailleurs, remarquons que θ(X) = −iξω(X) = iXω(ξ) = i♯pi(α)ω(ξ) = −α(ξ), de meˆme
θ(Y ) = −β(ξ) et θ(Z) = −γ(ξ), d’ou` θ ∧ ω(X, Y, Z) = −ξ ∧ π(α, β, γ). D’ou`, avec (3), la
premie`re assertion du lemme. Pour la deuxie`me assertion, il suffit de remarquer qu’on a
π(Lξα, β) = −Lξα(Y ) = −ξ(α(Y )) + α(LξY ) = ξ(ω(X, Y ))− ω(X,LξY ).
Proposition 1.2. Le couple (ω, θ) est une structure localement conforme´ment symplectique
si et seulement si le couple (π, ξ) est une structure de Jacobi.
De´monstration. De l’assertion 1. du lemme 1.1 on de´duit que l’identie´ dω + θ ∧ ω = 0 est
satisfaite si et seulement l’identite´ [π, π] = 2ξ ∧ π l’est, et si l’une des deux est satisfaite
alors, en utilisant la formule de Cartan, on obtient que
Lξω = d(iξω) + iξdω = −dθ − iξ(θ ∧ ω) = −dθ,
donc, avec l’assertion 2. du lemme 1.1, que Lξπ = 0 si et seulement si dθ = 0.
Proposition 1.3. Supposons que (M,ω, θ) est une varie´te´ localement conforme´ment sym-
plectique et soit (π, ξ) la structure de Jacobi associe´e. L’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
θ
π,ξ)
est un alge´bro¨ıde de Lie isomorphe a` l’alge´bro¨ıde tangent de M .
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De´monstration. Comme ♯π,ξ(θ) = ♯π(θ)+θ(ξ)ξ = ♯π(θ) = ξ. Alors, d’apre`s le corollaire 1.1,
le triplet (T ∗M, ♯π,ξ, [., .]
θ
π,ξ) est un pre´alge´bro¨ıde de Lie. Il reste a` montrer que ♯π,ξ est un
isomorphisme. Il suffit de montrer qu’il est injectif. Comme on a ♯π,ξ(α) = ♯π(α + α(ξ)θ)
et le champ π est non de´ge´ne´re´, alors ♯π,ξ(α) = 0 entraˆıne α = −α(ξ)θ, donc α(ξ) =
−α(ξ)θ(ξ) = 0, donc α = 0.
D’ou`, si (M,ω, θ) est une varie´te´ localement conforme´ment symplectique et si (π, ξ)
est la structure de Jacobi associe´e, d’apre`s la proposition ci-dessus, si on pose ♯ω,θ := ♯π,ξ
et [., .]ω,θ := [., .]
θ
π,ξ, alors on a un alge´bro¨ıde de Lie (T
∗M, ♯ω,θ, [., .]ω,θ) associe´ naturelle-
ment a` la varie´te´ localement conforme´ment symplectique (M,ω, θ). On pourra l’appeler
l’alge´bro¨ıde cotangent de la varie´te´ localement conforme´ment symplectique (M,ω, θ).
2 De´rive´e de Levi-Civita contravariante associe´e au
triplet (π, ξ, g)
2.1 De´finition et proprie´te´s
Dans toute la suite, on de´signe par g une me´trique pseudo-riemannienne sur M , par
♭g : TM → T
∗M l’isomorphisme de fibre´s vectoriels tel que ♭g(X)(Y ) = g(X, Y ), par ♯g
l’isomorphisme inverse de ♭g, et par g
∗ la come´trique de g, c’est-a`-dire le champ de tenseurs
de´fini par g∗(α, β) := g (♯g(α), ♯g(β)).
Au couple (π, g) on associe les champs d’endomorphismes J de TM et J∗ de T ∗M
de´finis respectivement par
g(J♯g(α), ♯g(β)) = π(α, β) et g
∗(J∗α, β) = π(α, β). (4)
On a J = ♯g ◦ J
∗ ◦ ♭g. Au triplet (π, ξ, g) on associe la 1-forme diffe´rentielle λ de´finie par
λ = g(ξ, ξ)♭g(ξ)− ♭g(Jξ),
et on note [., .]gπ,ξ au lieu de [., .]
λ
π,ξ.
On appelle la de´rive´e de Levi-Civita contravariante associe´e au triplet (π, ξ, g) d’unique
de´rive´e D : Ω1(M) × Ω1(M) −→ Ω1(M), syme´trique par rapport au crochet [., .]gπ,ξ et
compatible avec la me´trique. Elle est entie`rement caracte´rise´e par la formule :
2g∗ (Dαβ, γ) = ♯π,ξ(α) · g
∗(β, γ) + ♯π,ξ(β) · g
∗(α, γ)− ♯π,ξ(γ) · g
∗(α, β)
−g∗([β, γ]gπ,ξ , α)− g
∗([α, γ]gπ,ξ , β) + g
∗([α, β]gπ,ξ , γ).
(5)
Dans le cas ou` ξ = 0, la de´rive´e D n’est rien d’autre que la de´rive´e de Levi-Civita contra-
variante associe´e dans [2] au couple (π, g).
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Proposition 2.1. Sopposons que l’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
g
π,ξ) est un pre´alge´bro¨ıde
de Lie et que l’application ancre ♯π,ξ est une isome´trie. Alors
♯π,ξ (Dαβ) = ∇♯pi,ξ(α)♯π,ξ(β).
ou` ∇ est la connexion de Levi-Civita (covariante) associe´e a` g.
De´monstration. Puisque on a suppose´ que (T ∗M, ♯π,ξ, [., .]
g
π,ξ) est un pre´alge´bro¨ıde de Lie,
on a
♯π,ξ([α, β]
g
π,ξ) = [♯π,ξ(α), ♯π,ξ(β)] ,
quelles que soient les formes α, β ∈ Ω1(M). Comme on a suppose´ aussi que ♯π,ξ est une
isome´trie, de la formule (5) et de la formule de Koszul relative a` la connexion de Levi-Civita
∇ de g on de´duit que
g∗ (♯π,ξ(Dαβ), ♯π,ξ(γ)) = g
(
∇♯pi,ξ(α)♯π,ξ(β), ♯π,ξ(γ)
)
quelles que soient les formes α, β, γ ∈ Ω1(M).
2.2 Alge´bro¨ıde alterne´ associe´ a` une varie´te´ riemannienne presque
de contact
Soit (Φ, ξ, η) un triplet compose´ d’une 1-forme η, d’un champ de vecteurs ξ et d’un
champ de (1, 1)-tenseurs Φ sur M . Le triplet (Φ, ξ, η) de´finit une structure presque de
contact sur M si Φ2 = −IdTM + η ⊗ ξ et η(ξ) = 1. Il en re´sulte, voir par exemple [1, Th.
4.1], que Φ(ξ) = 0 et η ◦ Φ = 0.
On dit que la me´trique g est associe´e au triplet (Φ, ξ, η) si l’identite´ suivante est ve´rifie´e
g (Φ(X),Φ(Y )) = g(X, Y )− η(X)η(Y ). (6)
On dit que la varie´te´ (M,Φ, ξ, η, g) est une varie´te´ pseudo-riemannienne presque de contact
si le triplet (Φ, ξ, η) est une structure presque de contact et que g est une me´trique associe´e.
Si de plus la me´trique g est de´finie positive, on dit que (M,Φ, ξ, η, g) est une varie´te´
riemannienne presque de contact. Remarquons que si on met Y = ξ dans la formule (6), on
de´duit que si (Φ, ξ, η, g) est une structure pseudo-riemannienne presque de contact alors
g(X, ξ) = η(X),
pour tout X ∈ X(M), i.e. ♭g(ξ) = η. En particulier, g(ξ, ξ) = 1.
Proposition 2.2. Supposons que (Φ, ξ, η, g) est une structure pseudo-riemannienne presque
de contact sur M . L’application π : Ω1(M)× Ω1(M)→ C∞(M) de´finie par
π(α, β) = g(♯g(α),Φ(♯g(β)))
est un champ de bivecteurs sur M et le morphisme de fibre´s ♯π,ξ est une isome´trie.
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De´monstration. Soit α ∈ Ω1(M) et posons X = ♯g(α). En utilisant (6) et η ◦ Φ = 0, il
vient que π(α, α) = g(Φ(X),Φ2(X)), et comme Φ2 = −IdTM + η ⊗ ξ et que g(Φ(X), ξ) =
η ◦ Φ(X) = 0, il vient que
π(α, α) = −g(Φ(X), X) + η(X)g(Φ(X), ξ) = −g(Φ(X), X) = −π(α, α),
et donc, que π est un champ de bivecteurs. Montrons que ♯π,ξ est une isome´trie. Soit
α ∈ Ω1(M). Rappelons que par de´finition, on a ♯π,ξ(α) = ♯π(α) + α(ξ)ξ. Comme on a d’un
coˆte´ α(ξ) = g(♯g(α), ξ) = η(♯g(α)) et d’un autre, pour tout β ∈ Ω
1(M),
β(♯π(α)) = π(α, β) = g(♯g(α),Φ(♯g(β))) = −g(Φ(♯g(α)), ♯g(β)) = −β(Φ(♯g(α))),
c’est-a`-dire ♯π(α) = −Φ(♯g(α)), on de´duit que
♯π,ξ(α) = −Φ(♯g(α)) + η(♯g(α))ξ. (7)
Soient α, β ∈ Ω1(M). De la formule (7) et du fait qu’on a g(Φ(X), ξ) = η ◦ Φ(X) = 0 et
g(ξ, ξ) = 1, on de´duit que
g(♯π,ξ(α), ♯π,ξ(β)) = g(Φ(♯g(α)),Φ(♯g(β))) + η(♯g(α))η(♯g(β)).
En utilisant la formule (6), on obtient g(♯π,ξ(α), ♯π,ξ(β)) = g(♯g(α), ♯g(β)) = g
∗(α, β).
Corollaire 2.1. Supposons que (Φ, ξ, η, g) est une structure pseudo-riemannienne presque
de contact sur M et soit π le champ de bivecteurs associe´, c’est-a`-dire de´fini dans la pro-
position 2.2. Si l’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
g
π,ξ) est un pre´alge´bro¨ıde de Lie, alors
♯π,ξ (Dαβ) = ∇♯pi,ξ(α)♯π,ξ(β),
pour tous α, β ∈ Ω1(M).
De´monstration. C’est une conse´quence directe des propositions 2.2 et 2.1.
Supposons que η est une forme de contact sur M . La varie´te´ (M, η, g) est dite pseudo-
riemannienne de contact, ou que g est associe´e a` la forme de contact η, s’il existe un champ
d’endomorphismes Φ de TM tel que (Φ, ξ, η, g) est une structure pseudo-riemannienne
presque de contact et que
g(X,Φ(Y )) = dη(X, Y ). (8)
Si de plus g est de´finie positive, on dit que (M, η, g) est une varie´te´ riemannienne de contact.
The´ore`me 2.1. Supposons que (M, η, g) est une varie´te´ pseudo-riemannienne de contact.
On a
♯η (Dαβ) = ∇♯η(α)♯η(β),
pour tous α, β ∈ Ω1(M).
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De´monstration. Supposons donc (M, η, g) pseudo-riemannienne de contact et soit (Φ, ξ, η, g)
la structure pseudo-riemannienne presque de contact associe´e. Soit (π, ξ) la structure de
Jacobi associe´e a` η, alors ♯η = ♯π,ξ. D’apre`s la proposition 1.1 et le corollaire ci-dessus, il
nous suffit de montrer que π est associe´ a` (Φ, ξ, η, g) et que η = λ. Soit α ∈ Ω1(M) et
posons X = ♯η(α). En utilisant (8), on a
♯g(α) = ♯g(♭η(X)) = −♯g(iXdη) + η(X)ξ = Φ(X) + η(X)ξ.
D’ou`, en appliquant Φ,
Φ(♯g(α)) = Φ
2(X) = −X + η(X)ξ = −♯η(α) + α(ξ)ξ = −♯π(α).
D’ou` l’on de´duit que π(α, β) = g(♯g(α),Φ(♯g(β))) pour tous α, β ∈ Ω
1(M), et que Φ = −J ,
ou` J est le champ d’endomorphismes associe´ au couple (π, g). Ainsi, Jξ = 0, et comme
g(ξ, ξ) = 1, il vient que λ = ♭g(ξ) = η.
2.3 Me´trique riemannienne associe´e a` une structure localement
conforme´ment symplectique
Supposons que ω ∈ Ω2(M) est une 2-forme non de´ge´ne´re´e et soit θ ∈ Ω1(M). Sup-
posons que le couple (π, ξ) est associe´ au couple (ω, θ). On dit que la me´trique pseudo-
riemmannienne g est associe´e au couple (ω, θ) si ♯ω,θ := ♯π,ξ est une isome´trie, c’est-a`-dire
si
g (♯ω,θ(α), ♯ω,θ(β)) = g
∗(α, β), (9)
pour tous α, β ∈ Ω1(M).
Si θ = 0, alors ξ = 0 et ♯ω,θ = ♯ω, et si J et J
∗ sont les champs d’endomorphismes
de´finis par les formules (4), alors
g(♯ω,θ(α), ♯ω,θ(β)) = g(♯ω(α), ♯ω(β)) = g
∗(♭g(♯ω(α)), ♭g(♯ω(β))) = g
∗(J∗α, J∗β),
pour tous α, β ∈ Ω1(M). Ainsi, dans le cas θ = 0, la relation (9) est e´quivalente a`
g∗ (J∗α, J∗β) = g∗(α, β).
Si de plus g est de´finie positive, cette dernie`re identite´ signifie que le couple (ω, g) est une
structure presque hermitienne sur M et que J est la structure presque complexe associe´e,
c’est-a`-dire, on a
g(JX, JY ) = g(X, Y ) et ω(X, Y ) = g(JX, Y ),
pour tous X, Y ∈ X(M).
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The´ore`me 2.2. Supposons que (ω, θ) est une structure localement conforme´ment symplec-
tique et que g est une me´trique associe´e. On a
♯ω,θ (Dαβ) = ∇♯ω,θ(α)♯ω,θ(β)
pour tous α, β ∈ Ω1(M).
De´monstration. D’apre`s les propositions 2.1 et 1.3, il suffit de montrer que λ = θ. D’un
coˆte´, on a ♯π,ξ(θ) = ξ. D’un autre coˆte´, pour tout α ∈ Ω
1(M), on a
g(♯π,ξ(λ), ♯π,ξ(α)) = g(♯g(λ), ♯g(α))
= g(ξ, ξ)α(ξ) + g(ξ, J♯g(α))
= g(ξ, ξ)α(ξ) + g(ξ, ♯π(α))
= g(ξ, ♯π,ξ(α)).
Comme ♯π,ξ est une isome´trie, donc un isomorphisme, alors ♯π,ξ(λ) = ξ.
Corollaire 2.2. Sous les meˆmes hypothe`ses que le the´ore`me ci-dessus. On a
Dπ(α, β, γ) = ∇ω(♯ω,θ(α), ♯ω,θ(β), ♯ω,θ(γ)).
De´monstration. On a ω (ξ, ♯π(α)) = −i♯pi(α)ω(ξ) = α(ξ) et de meˆme ω(ξ, ♯π(β)) = β(ξ),
par conse´quent
ω(♯π,ξ(α), ♯π,ξ(β)) = π(α, β). (10)
Il suffit maintenant de calculer ∇ω(♯π,ξ(α), ♯π,ξ(β), ♯π,ξ(γ)) et d’utiliser le the´ore`me ci-
dessus.
3 Compatibilite´ du triplet (π, ξ, g)
3.1 De´finition
On dit que g est compatible avec le couple (π, ξ) ou que le triplet (π, ξ, g) est compatible
si
Dπ(α, β, γ) =
1
2
(γ(ξ)π(α, β)− β(ξ)π(α, γ)− J∗γ(ξ)g∗(α, β) + J∗β(ξ)g∗(α, γ)) , (11)
pour tous α, β, γ ∈ Ω1(M). La formule (11) peut aussi s’e´crire sous la forme
(DαJ
∗)β =
1
2
(π(α, β)♭g(ξ)− β(ξ)J
∗α+ g∗(α, β)J∗♭g(ξ) + J
∗β(ξ)α) , (12)
pour tous α, β ∈ Ω1(M).
La compatibilte´ dans le cas ou` le champ ξ est nul signifie que (M,π, g) est une varie´te´
de Poisson pseudo-riemannienne, et de Poisson riemannienne si de plus la me´trique g est
de´finie positive.
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3.2 Varie´te´s 1
2
-Kenmotsu
Rappelons, voir par exemple [1, § 6.6], qu’une structure riemannienne presque de contact
(Φ, ξ, η, g) sur M est dite 1
2
-Kenmotsu si
(∇XΦ) (Y ) =
1
2
(g(Φ(X), Y )ξ − η(Y )Φ(X)) ,
pour tous X, Y ∈ X(M).
Lemme 3.1. Supposons que (Φ, ξ, η, g) est une structure pseudo-riemannienne presque de
contact surM et soit π le champ de bivecteurs associe´. Si l’alge´bro¨ıde alterne´ (T ∗M, ♯π,ξ, [., .]
g
π,ξ)
est un pre´alge´bro¨ıde de Lie, alors
♯π,ξ ((DαJ
∗)β) = −
(
∇♯pi,ξ(α)Φ
)
(♯π,ξ(β)),
pour tous α, β ∈ Ω1(M).
De´monstration. En utilisant la formule (7) et le fait qu’on a ♯g ◦ J
∗ = J ◦ ♯g, il vient que
♯π,ξ(J
∗α) = −Φ(♯g(J
∗α)) + η(♯g(J
∗α))ξ = −Φ(♯π(α)) = −Φ(♯π,ξ(α)). Donc
♯π,ξ ◦ J
∗ = −Φ ◦ ♯π,ξ. (13)
D’ou`, avec le corollaire 2.1, on a
♯π,ξ ((DαJ
∗) β) = ♯π,ξ (Dα (J
∗β))− (♯π,ξ ◦ J
∗) (Dαβ) ,
= ∇♯pi,ξ(α) (♯π,ξ (J
∗β)) + Φ (♯π,ξ (Dαβ)) ,
= −∇♯pi,ξ(α) (Φ (♯π,ξ(β))) + Φ
(
∇♯pi,ξ(α)♯π,ξ(β)
)
,
= −
(
∇♯pi,ξ(α)Φ
)
(♯π,ξ(β)).
Proposition 3.1. Sous les meˆmes hypothe`ses que dans le lemme ci-dessus, la compatibilite´
du triplet (π, ξ, g) est e´quivalente a`
(∇XΦ)(Y ) =
1
2
(g(Φ(X), Y )ξ − η(Y )Φ(X)) ,
pour tous X, Y ∈ X(M), et si de plus la me´trique g est de´finie positive, alors le tri-
plet (π, ξ, g) est compatible si et seulement si la varie´te´ riemannienne presque de contact
(M,Φ, ξ, η, g) est 1
2
-Kenmotsu.
De´monstration. Comme on a J∗♭g(ξ) = ♭g(Jξ) = −♭g(Φξ) = 0 et
J∗β(ξ) = J∗β(♯g(η)) = η(♯g(J
∗β)) = η(J♯g(β)) = −η(Φ(♯g(β))) = 0,
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alors la formule (12) devient
(DαJ
∗) β =
1
2
(π(α, β)η − β(ξ)J∗α) ,
En appliquant ♯π,ξ qui, d’apre`s la proposition 2.2 est une isome´trie, donc un isomorphisme,
cette dernie`re formule est e´quivalente a`
♯π,ξ ((DαJ
∗) β) =
1
2
(π(α, β)♯π,ξ(η)− β(ξ)♯π,ξ(J
∗α)) .
Maintenant, d’apre`s la formule (7), on a ♯π,ξ(η) = ξ, et si on poseX = ♯π,ξ(α) et Y = ♯π,ξ(β),
alors on a β(ξ) = η(Y ), aussi en utilisant (13), on a ♯π,ξ(J
∗α) = −Φ(X) et
π(α, β) = g(♯g(α),Φ(♯g(β))) = −g(♯g(α), ♯g(J
∗β)) = −g∗(α, J∗β) = g(X,Φ(Y )).
Il reste a` utiliser le lemme ci-dessus.
The´ore`me 3.1. Supposons que (η, g) est une structure riemannienne de contact sur M
et soit (Φ, ξ, η, g) la structure riemannienne presque de contact associe´e. Supposons que
(π, ξ) est la structure de Jacobi associe´e a` la forme de contact η. Alors le triplet (π, ξ, g)
est compatible si et seulement si (M,Φ, ξ, η, g) est 1
2
-Kenmotsu.
De´monstration. Nous avons montre´ que π est bien le champ de bivecteurs de la proposition
ci-dessus et que λ = η, voir la de´monstration du the´ore`me 2.1.
3.3 Varie´te´s localement conforme´ment ka¨hle´riennes
Rappelons que si ω est une 2-forme non de´ge´ne´re´e et que g est une me´trique rieman-
nienne associe´e, la structure presque hermitienne (ω, g) est hermitienne si la structure
presque complexe associe´e est inte´grable, et ka¨hle´rienne si de plus ω est ferme´e. Rappelons
aussi que si (ω, g) est presque hermitienne, alors elle est ka¨hle´rienne si et seulement si la
2-forme ω est paralle`le pour la connexion de Levi-Civita de g.
Si (ω, θ) est une structure localement conforme´ment symplectique et (ω, g) une struc-
ture hermitienne, on dit que le triplet (ω, θ, g) est une structure localement conforme´ment
ka¨hle´rienne.
Nous allons montrer que si (ω, θ) est une structure localement conforme´ment symplec-
tique sur M et que (π, ξ) est la structure de Jacobi associe´e, si g est une me´trique rie-
mannienne associe´e a` ω et a` (ω, θ), la compatibilte´ du triplet (π, ξ, g) induit une structure
localement conforme´ment ka¨hle´rienne sur M .
Lemme 3.2. Supposons que ω ∈ Ω2(M) est une 2-forme non de´ge´ne´re´e et soit θ ∈ Ω1(M).
Supposons que (π, ξ) est le couple associe´ a` (ω, θ). Si la me´trique pseudo-riemannienne g
est associe´e a` la 2-forme ω et au couple (ω, θ), alors on a
J ◦ ♯π,ξ = ♯π,ξ ◦ J
∗.
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De´monstration. Puisque on a suppose´ ici que la me´trique g est associe´e a` ω et en utilisant
(10), on a
g(J♯π,ξ(α), ♯π,ξ(β)) = ω(♯π,ξ(α), ♯π,ξ(β)) = π(α, β) = g
∗(J∗α, β),
et puisque on a suppose´ que la me´trique g est aussi associe´e au couple (ω, θ), donc que ♯π,ξ
est une isome´trie, alors
g(J♯π,ξ(α), ♯π,ξ(β)) = g(♯π,ξ(J
∗α), ♯π,ξ(β)).
Enfin, comme ♯π,ξ est une isome´trie, donc un isomorphisme, le re´sultat en de´coule.
The´ore`me 3.2. Supposons que (ω, df) est une structure conforme´ment symplectique sur
M et que (π, ξ) est la structure de Jacobi associe´e. Si g est une me´trique riemannienne
associe´e a` ω et au couple (ω, df). Alors, le triplet (π, ξ, g) est compatible si et seulement si
le triplet (ω, df, g) est une structure conforme´ment ka¨hle´rienne.
De´monstration. Il s’agit donc de montrer que le triplet (π, ξ, g) est compatible si et seule-
ment si le couple (efω, efg) est compatible, c’est-a`-dire, si et seulement si la 2-forme efω
est paralle`le pour la connexion de Levi-Civita ∇f associe´e a` la me´trique gf = efg. Comme
les connexions ∇ et ∇f sont relie´es par la formule
∇
f
XY = ∇XY +
1
2
(
X(f)Y + Y (f)X − g(X, Y )gradgf
)
,
ou` gradgf = ♯g(df), il vient que
∇fω(X, Y, Z) = ∇ω(X, Y, Z)−X(f)ω(Y, Z)− 1
2
Y (f)ω(X,Z) + 1
2
Z(f)ω(X, Y )
+1
2
(
g(X, Y )ω(gradgf, Z)− g(X,Z)ω(gradgf, Y )
)
,
et donc que
∇f(efω)(X, Y, Z) = ef
(
X(f)ω(Y, Z) +∇fω(X, Y, Z)
)
= efΛf(X, Y, Z),
ou` on a pose´
Λf(X, Y, Z) = ∇ω(X, Y, Z)−
1
2
(Y (f)ω(X,Z)− Z(f)ω(X, Y ))
+1
2
(
g(X, Y )ω(gradgf, Z)− g(X,Z)ω(gradgf, Y )
)
.
On en de´duit que ∇f(efω) = 0 si et seulement si Λf = 0, donc que le couple (e
fω, efg) est
compatible si et seulement si
∇ω(X, Y, Z)=
1
2
(
Y (f)ω(X,Z)−Z(f)ω(X,Y )−g(X,Y )ω(gradgf,Z)+g(X,Z)ω(gradgf,Y )
)
.
Montrons maintenant que cette dernie`re identite´ est e´quivalente a` la formule (11). Soient
α, β, γ ∈ Ω1(M) tels que X = ♯π,ξ(α), Y = ♯π,ξ(β) et Z = ♯π,ξ(γ). D’une part, d’apre`s
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le corollaire 2.2, on a ∇ω(X, Y, Z) = Dπ(α, β, γ). D’autre part, en posant θ = df , on a
Y (f) = θ(Y ) = θ(♯π(β)) + β(ξ)θ(ξ) = −β(♯π(θ)) = −β(ξ) et de meˆme Z(f) = −γ(ξ).
Aussi, d’apre`s (10) , on a ω(X, Y ) = π(α, β) et ω(X,Z) = π(α, γ). Enfin, comme g est une
me´trique associe´e a` ω, il vient que
ω(gradgf, Y ) = −ω(Y, ♯g(θ)) = −g(JY, ♯g(θ)) = −θ(JY ) = ω(ξ, JY ) = ω(♯π,ξ(θ), J♯π,ξ(β)),
et puisque g est associe´e a` ω et a` (ω, θ), en utilisant le lemme ci-dessus et (10), on obtient
ω(gradgf, Y ) = ω(♯π,ξ(θ), ♯π,ξ(J
∗β)) = π(θ, J∗β) = J∗β(♯π(θ)) = J
∗β(ξ)
et de meˆme ω(gradgf, Z) = J
∗γ(ξ).
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