This paper is aimed at establishing sufficient computable criteria for the Euclidean null controllability of an infinite neutral differential system, when the controls are essentially bounded measurable functions on finite intervals, with values in a compact subset U of an m-dimensional Euclidean space with zero in its interior. Our results are obtained by exploiting the stability of the free system and the rank criterion for properness of the controlled system. An example is also given.
Introduction
As seen in Davies and Jackreece [7] and the references therein, differential equations, are in general an important tool for harnessing different components into a single system and analysing the inter-relationships that exist between these different components which otherwise might continue to remain independent of each other. In fact, physical systems which express the present states of situations are the most common systems encountered in the theory of differential equations. However, a more realistic system should encompass not only the present but also the past states of the system. For a good grasp of the present (t), some knowledge of the past .t − r /, t ≥ 0, is very important. Such systems were formulated by Volterra in 1928, when he took into account the past states of a system in his study of predator-prey models. This principle permeates various aspects of life and has of late influenced many researchers.
In general, differential equations which involve the present as well as the past state of any physical system are called delay differential equations or functional differential equations. Delay differential equations can be classified into two broad types: retarded functional differential equations and neutral functional differential Equation (NFDE). Our interest is in the latter type, one in which the derivatives of the past history or derivatives of functionals of the past history are involved as well as the present states of the system. Several authors such as Xu et al. [15] , Kuang and Feldstein [10] and Chukwu and Simpson [4] have studied the theory of neutral functional differential equations and have obtained independent results.
The controllability of neutral systems has been studied by several authors including Chukwu [3] , Fu [8] and Gahl [9] . The control equations of linear neutral systems have applications in the study of electrical networks containing lossless transmission lines, electrodynamics, variational problems etc. (see Onwuatu [12] ).
Owing to the difficulty that arises in presenting real-life situations in ecology, epidemics, population growth etc., the study of integro-differential equations with infinite delay has emerged as a branch of modern research (see Burton [2] , Corduneanu [5] and Lakshmikantham [11] for detail). These studies have been extended to the controllability of infinite neutral functional differential equations in recent years. In [12] , Onwuatu studied a class of nonlinear infinite neutral system, where he developed sufficient conditions for the null controllability of such systems. Balachandran and Anandi [1] have studied the controllability of a class of neutral functional integrodifferential infinite delay systems in Banach spaces by using analytic semi-group theory and the Nussbaum fixed point theorem. Our objective in this research is to give sufficient conditions for Euclidean null controllability for infinite neutral differential systems with distributed delays of the form
Our results shall incorporate and extend other known results in the literature.
Basic notation, preliminaries and definitions
Suppose h > 0 is a given number, E = .−∞; ∞/, E n is a real n-dimensional Euclidean space with norm | · | and C = C.[−h; 0]; E n / is the space of continuous function mapping the interval [−h; 0] into E n with the norm · , where
For t ∈ [−; ∞], ∈ C, we now define a neutral functional differential equation to be a system of the form
where x t ∈ C, and f is a continuous function from .−; ∞/ × C into E n . We say that x is a solution of (2.2) with initial value at ¦ if there exists
We shall consider control systems of the form
The linear base control system is given by
and the free system is given by
where
A, B, G are n × n matrices, F, H are n × m matrices and A.Â / is an n × n matrix whose elements are square integrable on .−∞; 0]. Let X .t/ be the unique n × n constant matrix function with the following properties:
for t ∈ .0; ∞/ − S 2 , where S 2 is the set of non-negative integers.
Then a unique solution of (2.4) exists on [1; t] satisfying x L .t; u/ = .t/ for t ∈ [0; 1] and by Gahl [9] , this solution is given by
, where x L .t; u/ is a continuous function which satisfies (2.4) on [1; t 1 ] except for a finite number of points which are contained in the set
Define the matrix functions Z by
Then it follows immediately that
is continuous and bounded on [a; b] − S 2 . In a similar manner, following the methods of Gahl [9] and Sinha [14] , any solution of system (2.3) will be given by
In this paper, the control space will be L We now give some definitions upon which our study hinges. PROOF. Because R.t 0 ; t/ is a closed and convex subset of E n , there exists a point y 1 , on the boundary of R.t 0 ; t/, which implies that there is a support plane ³ of R.t 0 ; t/ through y 1 , that is, Á T .y − y 1 / ≤ 0 for each y ∈ R.t 0 ; t/, where Á = 0 is an outward normal to ³ . If u 1 is the control corresponding to y 1 we have
Since C m is a unit cube, this last inequality holds for each u ∈ C m if and only if
and u 1 .s/ = sgn Á T Z .t 1 ; s/. Since we always have 0 ∈ R.t 0 ; t/, if 0 were not in the interior of R.t 0 ; t/, then 0 would be on the boundary. Hence, from the preceding argument, this implies that
This by the definition of properness implies that the system is not proper. Since Á = 0, this completes the proof. PROOF. By (i), system (2.3) is completely Euclidean controllable with constraints, so that 0 ∈ int R.t; t 0 /, t ≥ t 0 . Hence, there exists a ball S, such that 0 ∈ S ⊆ R.t; t 0 /, for each t ≥ t 0 . By (ii), every solution of (2.5) satisfies x L .t; 0/ → 0 as t → ∞. Hence at some t 1 < ∞, x L .t 1 ; 0/ ∈ S. Therefore, using t 1 as an initial point and x Lt 1 .·; 0/ ≡ as an initial function, there exist a u ∈ U and some t 2 > t 1 such that the solution x L .t 1 ; x Lt 1 .·; 0/; u/ of (2.4) satisfies x L .t 2 ; x Lt 1 .·; 0/; u/ = 0, proving the theorem.
PROOF. This is Theorem 2 of Gahl [9] . for some Þ > 0, k > 0.
PROOF. The proof can be observed from Sinha [14] and Onwuatu [13] .
Example
Consider the neutral systeṁ Since rank[B; A 0 B] = n = 2, we conclude that system (3.1) by Theorem 3.6 is Euclidean null controllable with constraints.
Conclusion
We have developed and proved computable criteria for the Euclidean null controllability of infinite neutral systems with distributed delays. These conditions are given with respect to the stability of the free linear base system and the controllability of the linear controllable base system.
