A generalized version of the information matrix is introduced consisting of the autocorrelation and crosscorrelation matrices of the shifted input and output data. Based on the concept of data correlation, a new system realization algorithm is developed to identify a model directly from input and output data. The algorithm starts with computing the information matrix to derive a special correlation matrix that in turn produces the system observability matrix and the state-vector correlation. A system model can then be identi ed from the observability matrix in conjunction with other algebraic manipulations. The algorithm leads to several different methods for computing system matrices to represent the system model. An experimental example is given to illustrate the validity and usefulness of these methods with some comparison. 
ECENTLY, system identi cationhas gainedmuch attentionfor activecontrol of exible structuresincludingacoustic noise reduction,jitter-inducedvibrationsuppression,and spacecraftantenna ne pointing. In practice, controller designs based on analytical models will not work the rst time. In most cases, the reason is that the analytical models used in the controller designs are not accurate enough to meet speci ed performance requirements. As a result, most practicing engineers conduct experiments to either tune the controller parameters or identify mathematical models of suf cient delity from input and output data. In addition to the identi cation of system models, most robust control methods require some type of information about the model uncertainties. This paper is motivated by the need to improve system identication techniques such as those in Refs. 1-3. These techniques require a Q R factorization of a large Hankel matrix followed by a singular value decompositionand the solution of an overdetermined set of equations. Computational time and numerical accuracy become an issue when the length of measurement data is considerably long. The initial attempt is to nd an alternate procedure for these techniques to perform system identi cation more ef ciently in computation. The approach is to use the concept of data correlations as presented in Refs. 4-6. As a result, a new algorithm called system realization using information matrix (SRIM) is developed.The information matrix is similar to the one de ned in Ref. 7 for the frequency-domain analysis, but it has a general form consisting of shifted input and output data correlations in the time domain or frequency domain. A special correlation matrix is introduced and computed from the information matrix. The special correlation matrix reduces to the shifted data correlation of the pulse response if the output is a free-decay response generated by a pulse input. The SRIM algorithm includes several methods with different merits for computing system matrices including the state matrix, the input and output matrices, and the direct transmission matrix to form a discrete-time model.
The eigensystem realization algorithm with data correlation (ERA/DC) 4 uses the shifted data correlation of the pulse response and factors the correlation matrix via the singular value 492 decomposition to realize a set of system matrices. The pulse response may be obtained by a pulse input or computed from input and outputdata via the observer/Kalman lter identi cation (OKID) technique. 5 Thus, the SRIM algorithm presented in this paper may be considered as an extension of the ERA/DC for system identication directly from input and output data.
To derive the SRIM algorithm, we start with the description of a discrete-time state-space model and give some key de nitions, such as the observability matrix and the Toeplitz matrix. It follows by the development of the state-space model realization to compute the system matrices. Then the computational steps are provided for the algorithm. Finally, an experimental example is given for illustration.
II. State-Space Model
A deterministic linear time-invariant system is commonly represented by the following discrete-time state-space model 6 :
where x(k) is an n £ 1 state vector at time index k, u(k) is an r £ 1 input vector corresponding to r inputs, and y(k) is an m £ 1 output vector associated with m sensor measurements. The system matrices A, B, C, and D with appropriate dimensions are unknown to be determined from given input and output data, i.e., u(k) and
With some algebraic manipulations, Eq. (1) produces
. . .
where p is an integer depending on the size of the system model, i.e., dimension of A. The choice of p will be shown later. Let y p (k), O p , and T p be de ned as
. . . 
which yields the following equality:
Note that the colon by itself in place of a subscript denotes all of the corresponding row or column. The state matrix can then be computed by
where † means the pseudoinverse. Note that the integer p should be chosen such that the matrix O p (m C 1 : pm, : ) of dimension ( p ¡ 1)m £ n has rank larger than or equal to n, i.e.,
where n is the order of the system. Similarly, the rst m rows and the rst r columns of the matrix T p shown in Eq. 
Equation (9) clearly produces
To determine O p and T p , rst expand the vector equation,Eq. (4), to a matrix equation, i.e.,
where
The integer N must be suf ciently large such that the rank of Y p (k) and U p (k) is at least equal to the rank of O p . Equation (11) is the key equation to be used to solve for O p and T p , which includes the input and output data information up to the data point
Because the data matrices Y p (k) and U p (k) are the only information given, we must focus on these two matrices to extract other information necessary to determine the system matrices A, B, C, and D. Let us de ne the following quantities:
with`being the data length and p the data shift. The quantities R yy , R uu , and R x x are symmetric matrices. The square matrices R yy (mp £ mp), R uu (r p £ r p), and R x x (n £ n) are the autocorrelationsof the output data y with time shifts, the input data u with time shifts, and the state vector x, respectively. The rectangular matrices R yu (mp £ r p), R yx (mp £ n), and R x u (n £ r p) represent, respectively, the cross correlations of the output data y and input data u, the output data y and the state vector x, and the state vector x and the input data u. When the integer N is suf ciently large, the quantities de ned in Eq. (13) approximate expected values in the statistical sense if the input and output data are stationary processes satisfying the ergodic property.
In view of Eq. (13), postmultiplying Eq. (11) by U T p (k) and then dividing it by N yields
The inverse matrix R
¡1
uu exists only when integers p and N are properly chosen such that R uu has at least rank r p. Similarly, postmultiplying Eq.
and postmultiplying Eq. (11) by X T (k) gives
Substituting Eq. (15) for T p into Eqs. (16) and (17) and the resulting equation for R yx into Eq. (16) produces
Equation (21) is the key equation to be used for determinationof the system matrices A and C. The quantity R hh is determined from the output autocorrelation matrix R yy minus the product of the crosscorrelation matrix R yu and its transpose weighted by the inverse of the input autocorrelation matrix R uu . The quantity R hh exists only if the input autocorrelationmatrix R uu is invertible. The symmetric matrix R uu is invertible if the input signal u(k) for k D 1, 2, . . . ,ì s rich and persistent, which results in a matrix U p (k) of full rank, i.e., r p. Assume that the input signal u(i ) for i¸k is uncorrelated with the state vector x(k) at time step k. In other words, the current and future input data are uncorrelated with the current state. In this case, the cross-correlation matrix R x u becomes an n £ r p zero matrix and the matrix Q R x x de ned in Eq. (20) reduces to R x x . For example, if the input u is a zero-mean, white, and Gaussian random signal, then Q R x x D R x x when the data length is suf ciently long, i.e, N ! 1 in theory.
Let R be de ned as
The matrix R is de ned here as the information matrix, which is formed by the correlation matrices R yy , R yu , and R uu of shifted input and output data. The information matrix contains all of the informationnecessaryto compute the system matrices A, B, C, and
where I pm (or I pr ) is an identity matrix of order pm (or pr ) and 0 pm£ pr (or 0 pr £ pm ) is a pm £ pr (or pr £ pm) zero matrix. The product of a matrix and its transpose is either a positive semide nite or a positive de nite matrix, depending on the rank of the matrix itself. Therefore, the matrix product on the left-handside of Eq. (23) is a positive semide nite or a positive de nite matrix. In the matrix triple product on the right-hand side of Eq. (23), the left matrix and its transpose (i.e., the right matrix) are both of full rank. This means that R hh must be a positive semide nite or a positive de nite matrix, i.e.,
for the case when R uu > 0 (positive de nite), which is required for the existence of R
uu . The left-hand side of Eq. (21), i.e., the symmetric matrix R hh , is known from input and output data, whereas the right-hand side is formed from the product of the rectangularmatrix O p of dimension mp £ n, the symmetric matrix Q R x x of dimension n £ n, and the transposeof O p . It is very clear that the matrix R hh must be factored into three matrices in order to solve for the observabilitymatrix O p . That is, indeed, the approach to be taken in the following section.
A. Computation of A and C
Two methods for computing A and C are shown in this section. One method decomposes the full matrix R hh and, thus, is called the full decompositionmethod. The other method decomposesa portion of R hh and is referred to as the partial decomposition method.
Full Decomposition Method
Given the matrix R hh computed from the input and output data, the matrix decomposition method starts with factoring R hh into the product of three matrices. The singular value decomposition is the obvious choice to perform the matrix factorization.
Taking the singular value decompositionof the symmetric matrix R hh yields
(25) The integer n 0 D pm ¡ n is the number of dependent columns in R hh , 0 n £ n0 is an n £ n 0 zero matrix, and 0 n0 is a square zero matrix of order n 0 . The pm £ n matrix U n corresponds to the n nonzero singular values in the diagonal matrix R n , whereas the pm £ n 0 matrix U 0 is associated with the n 0 zero singular values. Combining Eq. (21) with Eq. (25) thus produces
The last equality produces one solution for O p and Q R x x , i.e.,
and
Equation (27) implies that the pm £ n matrix U n , computed from the correlation matrix R hh , is a representation of the observability matrix O p and can be used to solve for the output matrix C and the state matrix A using Eq. (7). The rst m rows of U n constitute the output matrix C. Equation (28) gives the correlation Q R x x , de ned in Eq. (20), as the singular value matrix R 2 n of the correlation matrix R hh . For the case where the input u is a zero-mean white noise sequence, the correlation Q R x x reduces to R x x de ned in Eq. (13), which is nothing but the correlation of the state vector x. The diagonal nature of R 2 n implies that all individual elements of the state vector x are linearly independent and orthogonal (uncoupled). Each individual element of the state vector x(k) represents one coordinate. The importance of each coordinate can then be measured by the magnitude of its corresponding singular value.
Let the diagonal matrix R n be denoted by
with monotonically nonincreasing r i (i D 1, 2, . . . , n):
Accordingly, the strength of the elements (coordinates) in the state vector x(k) can be quanti ed by the singular values. Assume that the singular values r iC1 , . . . , r n are relatively small and negligible in the sense that they contain more noise information than system information.As a result, the coordinatescorrespondingto the singular values r iC1 , . . . , r n are negligible in comparison with the other coordinates. The order of the system may then be reduced from n to i by deleting singular values r iC1 , . . . , r n . In practice, none of the singular values will be identically zero because of system uncertainties and measurement noise, 8), is violated indicating that Eq. (7) cannot be used to solve for the state matrix A. If none of the singular values are zero, at least m smallest singular values must be considered as zero in order to use the full decomposition method. In other words, the last m columns of U n must be truncated and treated as U 0 . To overcome this problem, another method is presented in the following section.
Partial Decomposition Method
Regardless of what integer p is chosen, the minimum value of n 0 must be m (the number of outputs) to make n < pm and then satisfy the equality constraint,Eq. (26). There is one way of avoiding any singular values truncation. Instead of taking the singular value decomposition of the pm £ pm square matrix R hh , let us factor only part of the matrix, i.e.,
The
(31) which yields one solution, 
B. Computation of B and D
Similar to computing A and C, there are three methods available for computing B and D. The rst method, calledthe indirectmethod, uses the column vectors, which are orthogonalto the column vectors of the observability matrix. The second method makes direct use of the observability matrix and is referred to as the direct method. The third method minimizes the output error between the measured output and the reconstructedoutput. The reconstructedoutput is the output time history obtained using the input time history to drive the identi ed system model, which is represented by the computed matrices A, B, C, and D.
Indirect Method
With A and C known, the input matrix B and the direct transmission matrix D can be computed from the Toeplitz matrix T p de ned in Eq. (3). To formulate an equation to solve for T p , one must nd a way to eliminate the term associated with the observability matrix O p from Eq. (14).
In view of Eqs. (25) and (27), premultiplying Eq. (14) by U T 0 and using the orthogonality property of U n and U 0 yields Let T p be partitioned as 
with 0 i £ j being a zero matrix of dimension i £ j . The product of
pm]D Equation (36) can be rewritten in the following matrix form:
where C 1 : 3r) . . .
The dimension of U 0T is pn 0 £ pr, whereas the dimension of U 0n is pn 0 £ (m C n). Let the right-hand side of Eq. (33) be denoted by
where U 0R is an n 0 £ pr matrix. Equation (37) shows that U 0T is thus given by C 1 : 3r ) . . .
and B and D can be computed by
The rst m rows of U † 0n U 0T form the matrix D, and the last n rows produce the matrix B.
Equation (40) has a unique least-squares solution for B and D only if the matrix U 0n has more rows than columns. Because the dimension of U 0n is pn 0 £ (m C n), the integer p must be chosen such that pn 0¸( m C n), where n 0 D pm ¡ n, with n being the order of the system. For example, if p is chosen to be ( p ¡ 1)m¸n, then the minimum requirement for n 0 is n 0 D m. This indicates that the order of the system must be determined such that pn 0¸( m Cn) is satis ed, in particular, for the case where all of the singular values beyond r n [see Eq. (29)], i.e., r nC1 , . . . , r pm , are not exactly zeros but small quantities.
For small n 0 , computing B and D from Eq. (40) is quite ef cient in time. In practice, the integer n 0 results from truncating small but nonzero singular values. The truncation error may in turn introduce considerableerror in the computed results for B and D. An alternate method for computing B and D without using the matrix U 0 associated with the zero singular values is presented in the following section.
Direct Method
Instead of using U 0 to derive Eq. (33), the direct method depends on the observabilitymatrix O p to formulate an equation to solve for B and D. The approach used to derive the direct method is similar to that for the indirect method.
First, use the notation X (k) de ned in Eq. (12) and the state equation, Eq. (1), to form
Substituting Eq. (41) into Eq. (11) yields
From Eq. (11), the least-squares solution for X (k) is
Using Eq. (44) for X (k), Eq. (43) produces
where 0 pm £ r is a pm £ r zero matrix and
Note that O p B is a pm £r matrix, whereas O p AO † p T p is a pm £ pr matrix because T p is a pm £ pr matrix. Because the dimensions of O p B and O p AO †will then minimize the output error between the real output and the reconstructed output.
Use Eq. (4) with p D N and k D 0 to obtain
The 
The column vector b is nothing but the result of stacking together all of the column vectors of the input matrix B whereas d includes all of the column vectors of the transmission matrix D. Similarly, let the input vector u(k) be explicitly written as
where the quantities u i (k) for i D 1, 2, . . . , r are scalar, with r being the number of inputs. Using b and d de ned in Eq. (58) and T N in Eq. (2), T N u p (0) may now be rewritten as
where 0 m £ n is an m £ n zero matrix,
and I m and I n are identity matrices of order m and n, respectively. 
The vector size H is (n C mr C nr) £ 1, and the matrix size U is m N £ (n C mr C nr ). The unknown vector H can then be solved by To this end, the SRIM algorithm has been developed. Two methods are presented for computing A and C, and three methods are shown for calculating B and D. For the reader who is interested in programming the algorithm, the computational steps are given in the following section.
IV. Computational Steps
To better understand the computational procedure for the SRIM algorithm, the computational steps are summarized as follows.
1) Choose an integer p such that p¸(n/ m) C 1, where n is the desired order of the system and m is the number of outputs.
2) Compute correlation matrices R yy of dimension pm £ pm, R yu of dimension pm £ pr, and R uu of dimension pr £ pr as de ned in Eq. (13) using the matrices Y p (k) of dimension pm £ N and U p (k) of dimension pr £ N de ned in Eq. (12). The integer r is the number of inputs. The index k is the data point used as the starting point for system identi cation. The integer N must be chosen such that`¡ k ¡ p C 2¸N À min( pm, pr ), where`is the length of the data.
3) Calculate the correlation matrix R hh of dimension pm £ pm de ned in Eq. (13) 
8) Find the eigenvalues and eigenvectors of the realized state matrix and transform the realized model into modal coordinates to compute system damping and frequencies. This step is needed only if modal parameter identi cation is desired. 9) Calculate mode singular values (see Ref. 6 ) to quantify and distinguish the system and noise modes. This step provides a way for model reduction using modal truncation.
The computationalsteps reduce to those for the ERA/DC method shown in Ref. 6 when the output data are the pulse response time history. Assume that a pulse is given to excite the system at the time step zero. Let k D 1 in step 2. The correlation matrices R yu and R uu become null, and R hh D R yy is obtained. Theoretically, the formulation, R hh D R yy ¡ R yu R ¡1 uu R T yu , should not be used for computation of R hh if R uu is not invertible. For the special cases such as free-decay and pulse responses, R hh reduces to R yy when the integer k is chosen at the point where the input signal vanishes.
The information matrix may be computed using the recursiveformula presented in Appendix B of Ref. 8 . The SRIM algorithm is more ef cient computationally than subspace model identi cation (SMI) techniques. 2, 3 The SMI techniques require a Q R factorization of a large matrix [U
T followedby a singular value decomposition and the solution of an overdetermined set of equations. Furthermore, the proposed method using the concept of data correlation permits more physical insight than the SMI techniques.
V. Illustrative Example
To illustrate the SRIM algorithm, an experimental example is given using a truss structure tested at NASA Langley Research Center. Figure 1 shows the truss structure used. The L-shaped structure consists of nine bays on its vertical section and one bay on its horizontal section, extending 90 and 20 in., respectively. The shorter section is clamped to a steel plate, which is rigidly attached to the wall. The square cross sectionis 10£10 in. Two cold air jet thrusters, located at the beam tip, serve as actuators for excitation and control. Each thruster has a maximum thrust of 2.2 lb. Two servoaccelerometers located at a corner of the square cross section provide the in-plane tip acceleration measurements. In addition, an offset weight of 30 lb is added to enhance the dynamic coupling between the two principal axes and to lower the structure fundamental frequency.For identi cation,the truss is excitedusing randominputs to both thrusters. The input-output signals are sampled at 250 Hz and recorded for system identi cation. A data record of 2000 points is used for identi cation. Table 1 lists the modal frequencies and damping ratios identi ed using the partial decomposition method for determining A and C in conjunctionwith the output-errorminimization method for computing B and D. The initial index p is arbitrarily set as shown in Table 1 to make the maximum system order, pm D 10, 20, 30, 40, 50, 100, and 200. The singular values truncation is used to reduce the order of system model to 6. The last column in Table 1 (Error max SV) Fig. 1 Truss structure test con guration. gives the largest singular value of the error matrix between the real output and the output reconstructed from the identi ed system matrices using the same input signal. The error matrix has the size of m £`, where m is the number of outputs and`the length of the data. As shown in Table 1 , the output error decreases continuously as p increases from 5 to 100. The speed of decreasing the output error is quite slow from p D 50 to 100. The frequencies identi ed for all different p are quite close, whereas the damping ratios range from 2.5 to 0.4% for the rst mode, from 1.5 to 0.4% for the second mode, and from 1.2 to 0.07% for the third mode.
Results from the indirect and direct methods for computing B and D are not shown because they produce the output errors several ordersof magnitudehigherthan the ones shown in Table 1 . As shown in Ref. 8 , both methods work ne for the simulation data with input and output noises assumed to be white random, Gaussian, and zero mean. Therefore, it is believed that the noise nonlinearities are the major causes for the problem of using indirect and direct methods. From this example, one may conclude that the indirect and direct methods should not be used in practice for computing B and D if A and C are obtained by the reduced model via singular values truncation. Table 2 lists the modal frequencies and damping ratios identi ed using the partial decomposition method for determining A and C with the indirect method for computing B and D without singular values truncation. The full-size model is then reduced to the order of 6, including only those modes of interest. The reduced model is used to compute the output error. The output error decreasesquickly when p increases from 5 to 10 and reaches a minimum at p D 15. It increases slightly again and then reduces to another minimum at p D 100. However, the minimum 194.58 at p D 100 does not improve much from the minimum 197.32 at p D 15. Similar to Table 1 , the frequencies identi ed for all different p are very close, whereas the damping ratios range from 3.5 to 0.4% for the rst mode, from 2.3 to 0.45% for the second mode, and from 1.13 to 0.3% for the third mode.
The reader should not be surprised with the similarity in modal parameters in Tables 1 and 2 because both share the same observability matrix before singular values truncation. Table 1 shows the modal parameters computed after singular values truncation, i.e., some columns of observabilitymatrix correspondingto small singular values are truncated. On the other hand, Table 2 shows the modal parameters computed from the full-size observability matrix. The modal parameters shown in Table 2 are the ones chosen to represent the system. The question may arise as to whether the output errors in Table 2 may be reduced if B and D are recalculatedvia the output-errorminimization method using the same A and C. The questionis answered by the last column of Table 2 . Indeed, the output errors are somewhat improved for all cases. The output error 171.33 for p D 15 in Table 2 is better than 174.25 in Table 1 at p D 50. This indicatesthat the combination of singular values truncation with the output-error minimization may not produce the global minimum for any given p. As a result, it seems clear that the modal truncation combined with the output-error minimization method is a good method to do model reduction.
VI. Concluding Remarks
The main contribution of this paper is the development of a new system realization algorithm using the information matrix as the basis for computing system matrices. The algorithm uses a data correlation matrix to compute an observabilitymatrix via the singular value decomposition.The data correlation matrix is formed from the autocorrelation matrix of the shifted output data subtracted by the cross correlation between shifted input and output data weighted by the inverse of the autocorrelationmatrix of the shifted input data. The observability matrix is then used to compute the state matrix and the output matrix. Two computational methods are presented including a full decomposition method and a partial decomposition method to determine the state matrix and the output matrix. The partial decomposition method seems easier to use than the full decomposition matrix because it eliminates the need for singular value truncation. In practice, there are no zero singular values regardless of how clean the data sequence is. To determine how many singular values should be truncatedrequires engineeringjudgment or special techniquessuch as sensitivity analysis. Based on the computed state and output matrices, three methods are described, including the indirect method, the direct method, and the output-errorminimization method to compute the input matrix, the direct transmission matrix, and the initial state vector. When the input and output noises are white, Gaussian, and zero mean, any combination of these methods performs well. For other noises, any combination also works well if no singular value truncation is conducted. With singular value truncation for model reduction, the combination of partial decomposition algorithm with the output-error minimization works better than the other methods but is comparable to the modal truncation technique.
