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Experiments over the past years have demonstrated that it is possible to bring nanomechanical
resonators and superconducting qubits close to the quantum regime and to measure their properties
with an accuracy close to the Heisenberg uncertainty limit. Therefore, it is just a question of time
before we will routinely see true quantum effects in nanomechanical systems. One of the hallmarks
of quantum mechanics is the existence of entangled states. We propose a realistic scenario making
it possible to detect entanglement of a mechanical resonator and a qubit in a nanoelectromechanical
setup. The detection scheme involves only standard current and noise measurements of an atomic
point contact coupled to an oscillator and a qubit. This setup could allow for the first observation
of entanglement between a continuous and a discrete quantum system in the solid state.
PACS numbers: 85.85.+j, 03.67.Mn, 72.70.+m
In recent years, nanoelectromechanical systems
(NEMS) have become a strong focus of research in the-
oretical and experimental physics.1 One of the practical
reasons for this development is the prospective use of
NEMS to design devices which allow the measurement of
position, force and mass2–4 with unprecedented accura-
cies. From a more fundamental point of view, NEMS op-
erate at the boundary between the classical and the quan-
tum world and recent works have suggested that NEMS
will soon allow the observation of quantum mechanical
states in mesoscopic mechanical systems.5
The observation of quantum states of matter in such
systems generally requires ultralow temperature and low
dissipation. Bringing a nanomechanical oscillator of fre-
quency Ω near its ground state means reaching a temper-
ature T ≪ ~Ω/kB. Various schemes to cool an oscillator
to its ground state have been proposed,6–8 and experi-
ments on nanomechanical systems are now approaching
this limit.9,10 Moreover, high quality factors have been
achieved which lead to relaxation and decoherence times
long enough for the measurement of quantum states.11,12
One of the most rewarding endeavors involves the cre-
ation and detection of nonclassical correlations (entan-
glement) between the nanomechanical oscillator and an-
other quantum system. The easiest option would be to
entangle the oscillator with a mesoscopic system whose
properties are well understood and in which quantum
effects can routinely be observed: a superconducting
qubit.13,14 It has been demonstrated that these devices
have decoherence times which can exceed oscillation pe-
riods of nanomechanical resonators by several orders of
magnitude.15 Various theoretical proposals have been
made on how entanglement between an oscillator and
a qubit can be created16,17 and such systems have been
successfully coupled in experiments.5,18
In this article, we propose a system which allows the
detection of entanglement between an oscillator and a
qubit using an electronic measurement in an atomic point
contact (APC). The electronic system is based on a tun-
neling contact, a readout device which is known to be
quantum-limited.19 We find that the measurement of the
current and the symmetrized current noise in this system
allows the evaluation of a criterion for entanglement20
based on the density matrix of the oscillator-qubit sys-
tem. This allows for the detection of entanglement in
arbitrary pure or mixed states. All elements of the pro-
posed setup have been realized separately in different ex-
periments. Moreover, it has been shown that the current
and the noise of an APC can be measured with a high
accuracy. Therefore, it should be possible to combine
both elements into one functional device as schemati-
cally shown in Fig. 1 and to measure its current and
noise properties.
The system we investigate consists of a nanomechan-
ical oscillator, a qubit and a biased APC. Both the os-
cillator and the qubit are coupled to the APC and thus
modulate its transmission coefficient. The APC consists
of two electron reservoirs (“left” and “right”) at chemical
potentials µL,R which are subject to a voltage difference
V = µL−µR. The Hamiltonian of the APC reads (using
units e = ~ = 1)
Hel =
∑
α=R,L
∑
k
(ǫk + µα)ψ
†
α,kψα,k ,
HT = γY ψ
†
L(z = 0)ψR(z = 0) + h.c. , (1)
where ψ†α(z) = (1/
√
L)
∑
k e
−ikzψ†α,k (α = L,R) creates
an electron at position z in the left/right reservoir, re-
spectively. As a simplification, we assume a constant
density of states ρ0 = 1/(πvF ) where vF is the Fermi
velocity. In the tunneling Hamiltonian HT , the count-
ing operator Y (Y †) decreases (increases) the transferred
charge by one, Y |nR + 1〉 = |nR〉. The corresponding
number operator is defined by nˆR |nR〉 = nR |nR〉. The
tunneling amplitude γ will be specified shortly.
The oscillator and the qubit are described by the
2Hamiltonians
HR =
p2
2m
+
1
2
mΩ2x2 ,
HQ = ǫσz +∆σx , (2)
where m and Ω denote the effective mass and the fre-
quency of the oscillator, respectively. In the qubit Hamil-
tonian, σx,y,z denote the Pauli matrices. For ∆ = 0, the
energy difference between the two qubit states is given
by 2ǫ. A finite ∆ enables tunneling between the states.
The state of the qubit-oscillator system modulates the
tunneling amplitude γ of the APC. If the oscillator acts
as one of the electron reservoirs of the APC21 as shown
in Fig. 1, the tunneling gap depends on the oscillator
displacement x. For small x one obtains γ ∝ γ0 + γ1x.
The same dependence can also be realized for capacitive
coupling.22 The qubit can be realized as a Cooper pair
box in which case a depletion of the electron reservoirs
of the APC depending on the state of the qubit leads
to an additional term γ2σz in the tunneling amplitude.
Irrespective of the concrete realization, to lowest order
the combined effect of the oscillator and the qubit leads
to
γ = γ0 + γ1x+ γ2σz . (3)
In general, the amplitudes γj = |γj |eiδj (j = 0, 1, 2) can
be complex. Since the global phase is irrelevant, we set
δ0 = 0. Finite phases δ1,2 can be realized experimentally
by closing the electric circuit using an additional tunnel
junction as shown in Fig. 1.23 Threading the loop with a
magnetic flux causes Aharonov-Bohm phases which can
be absorbed in the tunneling amplitudes and generally
lead to finite phases δ1 and δ2. This is discussed in more
detail in Appendix A. The benefits of a controllable δ1
have been investigated for a system consisting of an APC
and an oscillator:23 while for δ1 = 0, the current noise
only depends on the oscillator position 〈x2〉, a finite δ1
leads to terms proportional to 〈p2〉 and thus contains
information about the oscillator momentum. Similarly,
the presence of tunable phases δ1,2 increases the number
of measurable oscillator and qubit properties.
The current operator is defined by I = ddt nˆR. Our
main objective will be the calculation of the average cur-
rent 〈I〉 and the symmetrized noise spectral density,
S(ω) =
1
2
∫ ∞
−∞
dτ eiωτ 〈〈{I(τ), I(0)}〉〉 , (4)
where 〈〈I(τ)I(0)〉〉 = 〈I(τ)I(0)〉 − 〈I(τ)〉 〈I(0)〉 and {·, ·}
denotes the anticommutator. We shall find that the av-
erage current as well as the noise depend on expectation
values of products of qubit and oscillator operators. From
these expectation values, the bipartite expectation value
matrix (EVM) can be constructed. It is a complex 6× 6-
matrix defined by20
χ =
(〈|↑〉 〈↑| ⊗B〉 〈|↑〉 〈↓| ⊗B〉
〈|↓〉 〈↑| ⊗B〉 〈|↓〉 〈↓| ⊗B〉
)
, (5)
FIG. 1: (Color online) Possible experimental setup consist-
ing of a qubit and an oscillator coupled to an atomic point
contact (APC). Electrons tunnel at the APC (ta) and a fixed
tunnel junction (tb), which are both biased with a voltage
V . The area enclosed by the junctions (red dashed line) is
threaded with a magnetic flux to create an Aharonov-Bohm
phase. The qubit is realized as a Cooper pair box (CPB, yel-
low). Its state can be tuned using the gate voltage Vg and it
couples capacitively to both junctions. The oscillation of the
nanomechanical resonator (NR, green) modulates the tunnel-
ing amplitude ta. As discussed in more detail in Appendix A,
this setup can be used to realize the tunneling amplitude (3).
where
B =

1 x px x2 Sxp
p Sxp p
2

 (6)
and we used Sxp =
1
2 (xp+ px). All expectation val-
ues are taken with respect to the qubit-oscillator state
described by the density matrix ρq,osc, e.g. 〈|↑〉 〈↑|x〉 =
Tr[ρq,osc |↑〉 〈↑|x]. It has been shown20 that for any sep-
arable state ρq,osc,
χ± i
2
ρq ⊗

0 0 00 0 −1
0 1 0

 ≥ 0 , (7)
i.e. both matrices must be positive semidefinite. Here,
ρq = Trosc ρq,osc denotes the reduced density matrix of
the qubit. Once the complete EVM is known, a violation
of Eq. (7) proves that ρq,osc is an entangled state. In the
following, we show that the current and its noise contain
enough information to construct the EVM and thus de-
duce entanglement of the oscillator and the qubit. Hence,
this measurement provides a separability criterion for an
oscillator and a qubit, comparable to a Bell inequality
measurement which provides a separability criterion for
two qubits.
Since the oscillator-qubit state is not necessarily sta-
tionary, both the average current and the noise spec-
trum will in general be time dependent. Therefore, we
relate the current and noise at time t to the expecta-
tion values of the qubit-oscillator system taken at the
same time. We calculate the current using perturba-
tion theory in the tunneling Hamiltonian HT and using
H0 = Hel +HR +HQ as the unperturbed Hamiltonian.
The method is discussed in more detail in Appendix B.
Calculating the time-dependence of the qubit and os-
cillator operators using the Hamiltonian H0, the Kubo
3formula straightforwardly yields the average current,
〈I〉 = 2V T0 + V
2
T2 +
V
2
T1
〈
xˆ2
〉
+
√
T0T1 [2V cos(δ1) 〈xˆ〉+Ωsin(δ1) 〈pˆ〉]
+ 2
√
T0T2 [V cos(δ2) 〈σz〉+∆sin(δ2) 〈σy〉]
+
√
T1T2
[
V cos(δ21) 〈xˆσz〉 − Ω2 sin(δ21) 〈pˆσz〉
+∆sin(δ21) 〈xˆσy〉
]
+ I0,osc + I0,q , (8)
where we used δ21 = δ2 − δ1. The dimensionless con-
ductance of the bare tunnel junction is given by T0 =
πρ20|γ0|2. Moreover, using the relaxation rates for the
oscillator and the qubit,23,24
Γ1 = 2πρ
2
0|γ1|2/m ,
Γ2 = 4πρ
2
0V |γ2|2 , (9)
we defined dimensionless conductances for the oscilla-
tor and the qubit by T1 = Γ1/Ω and T2 = Γ2/V .
The oscillator displacement is measured in units of its
zero-point motion x0 = 1/
√
2mΩ, i.e. xˆ = x/x0 and
pˆ = 2x0p. Finally, I0,osc = − 12T1sgn(V )min(|V |,Ω) is
the current due to the zero-point fluctuations of the os-
cillator. A similar term arises for the qubit, I0,q(|V | >
2α) = T2∆ 〈σx〉 sgn(V ) while I0,qubit(|V | < 2α) =
T2V 〈σx〉∆/(2α) where α =
√
ǫ2 +∆2.
For γ2 = 0, the result coincides with the known re-
sult for a system containing only the oscillator coupled
to an APC,23 while for γ1 = δ2 = 0, the known result
for an APC coupled to a qubit emerges.24 In the gen-
eral case, a current measurement enables us to deduce
the qubit expectation values needed for the construction
of the reduced density matrix ρq. However, the correla-
tion functions contained in the result for the current are
insufficient to construct the EVM.
The calculation of the noise spectral density can most
easily be accomplished by using the Redfield equation
in connection with the Born-Markov approximation.
For this purpose, we split the complete system into a
fermionic “bath”, HB = Hel and the actual “system”,
HS = HQ+HR, coupled by HT . The bath timescale can
be estimated to be of order 1/V since eV/(2π~) corre-
sponds to the attempt frequency at which electrons ar-
rive at the tunnel junction. In the limit V ≫ Ω,∆, ǫ, we
can assume the bath timescale to be much faster than the
system timescales. To lowest nonvanishing order in the
tunneling, the equation of motion for the reduced system
density matrix ρS(t) = TrB ρ(t) then reads
ρ˙S(t) = −i[HS, ρS(t)]
−
∫ ∞
0
dτ TrB [HT , [HT (−τ), ρS(t)⊗ ρB]] . (10)
This equation can be used to calculate expectation values
of system operators. In particular, the average current
can be calculated using 〈I〉 = ddt 〈nˆR〉 = TrS [nˆRρ˙S ]. The
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FIG. 2: (Color online) Schematic density plot of the prefactors
SX(ω) (X = xσx, xσy, . . .) of the frequency-dependent noise
S(ω) =
∑
X
SX(ω) 〈X〉 as a function of δ1 and ω.
current calculated in this way reproduces Eq. (8), which
was derived without using the Born-Markov approxima-
tion, as soon as V > Ω, 2
√
ǫ2 +∆2.
In order to use Eq. (10) to calculate the symmetrized
noise, we make use of MacDonald’s formula,25
S(ω) = ω
∫ ∞
0
dt sin(ωt)
d
dt
〈〈nˆ2R(t)〉〉 . (11)
The calculation of the cumulant derivative ddt 〈〈nˆ2R(t)〉〉 us-
ing Eq. (10) leads to expressions containing cumulants
〈〈nˆRX〉〉, where X is in general a product of system op-
erators. The time evolution of these cumulants will lead
to ever higher-order cumulants, such that the resulting
set of differential equations is not closed. In order to
make the problem tractable, several approximations are
needed.
Since the qubit and the oscillator are only weakly cou-
pled to the APC, we can assume γ1x0, γ2 ≪ γ0. In this
case, we can ignore higher-order cumulants of the form
〈〈nˆRx2〉〉, 〈〈nˆRxσj〉〉, etc. Setting these higher-order cumu-
lants to zero is often referred to as the Gaussian approx-
imation.
Second, the Redfield equation leads to couplings be-
tween qubit and oscillator; e.g., ddt 〈〈nˆRx〉〉 contains a term
depending on 〈〈nˆRσz〉〉. However, since such crossterms
are subleading in terms of tunneling amplitudes, we can
neglect them and thereby decouple the set of differential
equations into qubit and oscillator parts.
Finally, we set ǫ = 0 and δ2 = 0. This is not a crucial
approximation but it simplifies the differential equations
considerably.
It turns out that this set of approximations makes a
solution of the Redfield equation possible and the noise
can be calculated using Eq. (11). For details, we refer to
Appendix C. The resulting expression S(ω) contains all
entries of the EVM with the exception of
〈
p2σx
〉
,
〈
p2σy
〉
4and 〈Sxpσx〉 . The frequency-dependence is characterized
by the following functions,
α1(ω) =
Γ1ω
2 sin(δ1)− 2V (ω2 − Ω2) cos(δ1)
Γ21ω
2 + (ω2 − Ω2)2 ,
α2(ω) =
2V Γ1Ωcos(δ1) + Ω(ω
2 − Ω2) sin(δ1)
Γ21ω
2 + (ω2 − Ω2)2 ,
β1(ω) =
V (4∆2 − ω2)
Γ22ω
2 + (ω2 − 4∆2)2 ,
β2(ω) =
Γ2∆
2
Γ22ω
2 + (ω2 − 4∆2)2 ,
β3(ω) =
Γ2
Γ22 + ω
2
, (12)
which contain Lorentz and Fano shaped resonances at the
characteristic frequencies of the system, ω = 0,Ω, 2∆.
The complete expression for the noise reads S(ω) =∑
X SX(ω) 〈X〉 where X denotes all combinations of
qubit and oscillator operators contained in the EVM (5).
As mentioned above, it turns out that all except three
of the prefactors SX(ω) are nonvanishing and are dis-
tinguishable combinations of the functions α1,2(ω) and
β1,2,3(ω). Results for SX(ω) can be found in Appendix
C. A plot of the relevant cross-correlations’ prefactors is
shown in Fig. 2. Since the shapes of these functions are
rather distinct, the expectation values constituting the
EVM can be recovered from the total measurable noise
S(ω).
Beyond the regime V ≫ Ω,∆, the Born-Markov ap-
proximation fails and we have to resort to conventional
perturbation theory in order to calculate S(ω). For the
case of a simple tunneling junction, it is well known that
S(ω) has kinks at |ω| = |V |.26,27 In the presence of the
oscillator and the qubit, we find that S(ω) shows similar
features at |ω| = |V ± 2∆| and |ω| = |V ±Ω|. The ampli-
tudes of these kinks yield additional information about
the expectation values 〈xσj〉 and 〈pσj〉 (j = x, y, z). De-
tails are given in Appendix C.
Even under ideal circumstances, not all coefficients of
the EVM can be determined by a current and noise mea-
surement. However, it was shown that even incomplete
knowledge of the EVM allows for the detection of entan-
glement for experimentally relevant states.20 If the EVM
contains a few unknown parameters ai, we can only de-
tect entanglement for states where Eq. (7) is violated for
arbitrary ai. Because of the special structure of the in-
equalities (7), this numerical problem reduces to a convex
optimization problem which can be efficiently solved us-
ing semidefinite programming as shown in [20]. A route
to obtain all matrix elements of the EVM would be to
rotate the qubit state by applying π/2-pulses using a tun-
able gate voltage.5,15,16
The detection of entanglement based on the EVM is
highly versatile since it works even for arbitrary mixed
states. The problem is of course greatly simplified if prop-
erties of the state to be measured are known, e.g. due
to a tailored preparation of the system. As an exam-
ple, consider the qubit-oscillator state |ψ〉 = √p0 |↑, n〉+
i
√
1− p0 |↓, n+ 1〉, where |n〉 denotes a Fock state of the
oscillator and 0 ≤ p0 ≤ 1. If the system is assumed to be
in a state of this form, detection of entanglement reduces
to a measurement of p0. For this state, it turns out that
S(Ω, δ1)− S(Ω,−δ1) ∼
√
p0(1− p0) sin(δ1). A measure-
ment of the noise at the oscillator resonance frequency for
finite δ1 is then sufficient to detect entanglement. Simi-
lar relations can be derived for other states. The less is
known about the state, the more information has to be
gained from S(ω, δ1). We found that even for completely
arbitrary states, entanglement can be detected by this
electronic measurement. Therefore, it is our expectation
that this setup is ideally suited to detect entanglement
between a continuous and a discrete quantum system.
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Appendix A: Tunneling phases
Phases of the tunneling amplitudes can be created by
adding a second tunneling junction to the system and
threading the resulting loop with a magnetic flux Φ. If
the setup of Fig. 1 is chosen, one of the tunneling ampli-
tudes will be x-dependent while the other one will not. A
schematic drawing is shown in Fig. 3a, and the tunneling
amplitudes of the two junctions are given by
ta = ta0 + ta1xˆ+ ta2σz ,
tb = tb0 + tb2σz , (A1)
where xˆ = x/x0. Due to the Aharonov-Bohm effect,
the magnetic flux leads to a phase shift in the electronic
wave function which can be absorbed in the tunneling
amplitudes. The total transmission amplitude is given
by the sum of the two amplitudes,
t = ta + tbe
−iΦ/Φ0 , (A2)
where Φ0 = h/e is the magnetic flux quantum. We as-
sume that the influence of the qubit state on the ampli-
tudes is the same for both junctions. Then, the ampli-
tudes are related by a real constant c, ta,j = ctb,j for
j = 0, 2. The total tunneling amplitude now becomes
(up to an irrelevant global phase)
t =
√
1 + c2(ta0 + ta2σz) + ta1e
−iδ1 xˆ, (A3)
where δ1 = arg(1+ce
−iΦ/Φ0). Hence, this setup provides
a way to obtain a tunneling Hamiltonian with tunable δ1.
5(a) (b)
FIG. 3: (a) A finite phase δ1 can be achieved by using two
junctions with amplitudes ta(x, σz) and tb(σz). The phase
can be controlled by tuning the magnetic flux Φ. (b) A third
junction tc and a two magnetic fluxes Φ1,2 yield control over
both phases δ1,2.
This has been important for the calculation of the noise.
The setup can easily be extended to achieve the second
tunable phase δ2 which we used in the calculation of the
current. Here, we need a third junction with an ampli-
tude tc = tc0, which is decoupled from both oscillator
and qubit, and two magnetic fluxes Φ1,2. A schematic is
shown in Fig. 3b.
Note that in order to observe Aharonov-Bohm phases,
the phase coherence length (which can be on the order of
microns) must exceed the size of the setup. Moreover, the
change of the area due to the fluctuating position of the
resonator is assumed to be negligible. Our analysis only
covers the single-channel case. In the case of N chan-
nels in the loop, the magnitude of the Aharonov-Bohm
effect is reduced by a factor 1/N . Finally, we assume
that roundtrips of electrons are ruled out by the device
geometry such that electrons leave the setup after pass-
ing through either of the junctions. In this case, one can
generally have |t(Φ)|2 6= |t(−Φ)|2.
Appendix B: Current calculation
The current operator is I = ddt nˆR = i(Aψ
†
LψR −
A†ψ†RψL), where A = γY and ψα ≡ ψα(z = 0). The
tunneling amplitude γ is defined in Eq. (3). The av-
erage current is in general time-dependent, and can be
calculated by treating HT as a perturbation to the non-
interacting Hamiltonian H0 = Hel +HR +HQ. In that
case, the Kubo formula gives
〈I(t)〉 = −i
∫ t
0
dt′ 〈Ψ(0)| [Iint(t) , HT,int(t′)] |Ψ(0)〉,
(B1)
where the subscript “int” refers to the interaction picture
and |Ψ(0)〉 is the state of the total system at time t =
0. We shall assume that |Ψ(0)〉 is a product state of
the fermionic ground state and the (possibly entangled)
qubit-oscillator state.
The current can also be expressed in terms of the state
at time t, which to zeroth order in the tunneling ampli-
tudes γj is |Ψ(t)〉 = eiH0t|Ψ(0)〉. Thus, to second order
in the tunneling amplitudes, the current becomes
〈I(t)〉 = 2Re
∫ t
0
dτ
〈Ψ(t)|[Aψ†LψR , (A†ψ†RψL)int(−τ)]|Ψ(t)〉. (B2)
If the time t is large compared to the timescales of the
non-interacting system [V −1,Ω−1, (ǫ2+∆2)−1/2], we can
extend the τ -integral to infinity. On the other hand, the
above approximations are only valid for t smaller than
any damping time scale, both due to the coupling to the
leads (∼ Γ−11 ,Γ−12 ) and to other sources of dissipation
not included in our model.
Next, we define the electronic correlation functions
Z>B (−τ, V ) = 〈ψ†L(0)ψL(−τ)〉〈ψR(0)ψ†R(−τ)〉
Z<B (−τ, V ) = 〈ψL(−τ)ψ†L(0)〉〈ψ†R(−τ)ψR(0)〉. (B3)
The averages are taken with respect to the non-
interacting ground state such that these correlation func-
tions can easily be calculated. The chemical potentials of
the left and right reservoirs differ by the applied voltage
V . For simplicity, we focus on the simplest case of zero
temperature and a constant density of states ρ0. For zero
voltage, one finds after Fourier transformation
Z>B (ω) ≡ Z>B (ω, V = 0) = −2πρ20θ(−ω)ω
Z<B (ω) ≡ Z<B (ω, V = 0) = 2πρ20θ(ω)ω. (B4)
A finite voltage leads to additional phase factors
Z>B (τ, V ) = e
−iV τZ>B (τ). By exploiting Y Y
† = 1, one
then obtains the following expression for the average cur-
rent
〈I(t)〉 = 2Re
∫ ∞
0
dτ eiV τ
(
Z>B (−τ) 〈γ γ†(−τ)〉
− Z<B (−τ) 〈γ†(−τ) γ〉
)
, (B5)
where the expectation value is in the state at time t. The
time dependence of the operator γ is in the interaction
picture and is given by the free evolution of the oscillator
and the qubit,
x(t) = x cos(Ωt) +
p
mΩ
sin(Ωt),
σz(t) =
ǫ2 +∆2 cos(2
√
ǫ2 +∆2t)
ǫ2 +∆2
σz
+
∆ǫ[1− cos(2√ǫ2 +∆2t)]
ǫ2 +∆2
σx
+
∆sin(2
√
ǫ2 +∆2t)√
ǫ2 +∆2
σy . (B6)
The final expression (8) for the current can be ob-
tained by using this, as well as [x, p] = i, σiσj =
δij + iεijkσk, and the assumption that the cut-off fre-
quency of the density of states in the leads is much larger
than V,Ω,
√
ǫ2 +∆2.
In conclusion, given the state |Ψ(0)〉 at t = 0 assumed
above, the expression for the average current is valid for
times V −1,Ω−1, (ǫ2 +∆2)−1/2 ≪ t≪ Γ−11 ,Γ−12 .
6Appendix C: Noise calculation
We now provide some details on the calculation of the
symmetrised noise spectral density
S(ω, t) =
1
2
∫ ∞
−∞
dτ eiωτ 〈〈{I(τ) , I(0)}〉〉, (C1)
where 〈〈I(τ)I(0)〉〉 = 〈I(τ)I(0)〉 − 〈I(τ)〉〈I(0)〉 and {·, ·}
denotes the anti-commutator. The time dependence is
in the Heisenberg picture and the expectation values are
taken in the state |Ψ(t)〉 at time t.
1. Perturbation theory
To lowest order in the tunneling amplitudes, the noise
spectral density can be approximated by
S(ω, t) =
1
2
∫ ∞
−∞
dτ eiωτ 〈Ψ(t)| {Iint(τ) , I(0)} |Ψ(t)〉,
(C2)
where as before Iint(τ) = e
iH0τ I e−iH0τ . Applying the
same approximations as in the calculation of the current,
we find S(ω, t) = (S˜(ω, t) + S˜∗(−ω, t))/2, where
S˜(ω, t) =
∫ ∞
−∞
dτ ei(ω+V )τ
(
Z>B (−τ)〈γ(τ)γ†〉
+ Z<B (−τ)〈γ†(−τ)γ〉
)
. (C3)
S(ω, t) is an even function of ω. For |ω|,Ω,∆≪ |V |, it is
frequency-independent and proportional to sgn(V )〈I(t)〉,
which is due to electron shot noise. Assuming ǫ = 0 and
defining the function f(ω, V ) = |ω|+Θ(|V | − |ω|)(|V | −
|ω|), the noise spectral density becomes
S(ω, t) = πρ20
×
[
2|γ0|
(
|γ0|+ |γ1| cos δ1〈x〉+ |γ2| cos δ2〈σz〉
)
f(ω, V )− 2Ω|γ1|2x20 + 4∆|γ2|2〈σx〉
+ |γ1|
(
|γ0| cos δ1〈x〉+ |γ1|〈x2〉+ |γ2| cos δ21〈xσz〉
)(
f(ω, V +Ω) + f(ω, V − Ω)
)
+ 2x20|γ1|
(
|γ0| sin δ1〈p〉 − |γ2| sin δ21〈pσz〉
)(
f(ω, V +Ω)− f(ω, V − Ω)
)
+ |γ2|
(
|γ0| cos δ2〈σz〉+ |γ2|+ |γ1| cos δ21〈xσz〉
)(
f(ω, V + 2∆) + f(ω, V − 2∆)
)
+ |γ2|
(
|γ0| sin δ2〈σy〉+ |γ1| sin δ21〈xσy〉
)(
f(ω, V + 2∆)− f(ω, V − 2∆)
)]
. (C4)
We observe that S(ω, t) has kinks at |ω| = |V |,
|ω| = |V ±Ω| and |ω| = |V ± 2∆|, which can also provide
information on the bipartite expectation value matrix of
the oscillator-qubit system.
As determining higher-order contributions to the noise
spectral density is complicated using this approach, we
now turn to an alternative method.
2. Born-Markov approximation
In the case V ≫ Ω,∆, ǫ, the timescale of electron
dynamics will be faster than the oscillator and qubit
timescales. The electron reservoirs can then be regarded
as a fermionic bath HB = Hel, coupled to the remaining
system HS = HR +HQ via the tunneling operator HT .
For small tunneling, the dynamics of the reduced den-
sity matrix ρS(t) = TrB ρ(t), will be determined by the
Redfield equation,
ρ˙S(t) = −i[HS, ρS(t)]
−
∫ ∞
0
dτ TrB[HT , [HT (−τ), ρS(t)⊗ ρB]]. (C5)
The time-evolution of HT is taken with respect to the
uncoupled Hamiltonian HS +HB. Expectation values of
system operators can in principle be calculated by using
e.g. ddt 〈x(t)〉 = TrS [ρ˙S(t)x] and solving the resulting dif-
ferential equation. Splitting the tunnel Hamiltonian into
a system and a bath part, HT = Aψ
†
LψR + h. c., we can
7rewrite this as
ρ˙S(t) = −i [HS , ρS(t)]
−
∫ ∞
0
dτ
{
Z>B (−τ, V )[A,A†(−τ)ρS(t)]
− Z<B (−τ, V )[A, ρS(t)A†(−τ)] + h. c.
}
, (C6)
where we used the bath correlation functions defined in
Eq. (B3) and the free evolution of the qubit-oscillator
operators is given in Eq. (B6). Therefore, A(t) contains
terms oscillating at the frequencies Ω and 2
√
ǫ2 +∆2.
The τ -integration in Eq. (C6) can then be performed and
its result can be absorbed into generalized transmission
probabilities Γ⇄KJ where K and J run over the system
operators, K, J ∈ {x, p, σx, σy , σz}. The average current
is defined as 〈I(t)〉 = TrS [ρ˙S(t)nR]. Using the Redfield
equation, it can be written as
〈I〉 =−
∑
KJ
{
Γ→KJ
〈
[nR, Y K]Y
†J
〉
−Γ←KJ
〈
Y †J [nR, Y K]
〉
+ c.c.
}
=
∑
KJ
{
Γ→KJ 〈KJ〉 − Γ←KJ 〈JK〉 + c.c.
}
, (C7)
where we evaluated the expression using [Y, nR] = Y and
Y Y † = Y †Y = 1 while all other commutators of nR
and Y with the system operators K, J vanish. The cal-
culation of the transmission coefficients is a straightfor-
ward task and the average current for V > Ω,
√
ǫ2 +∆2
coincides exactly with the result from the perturbation
theory.
In the following, we consider the case ǫ = δ2 = 0.
The symmetrized frequency-dependent current noise is
defined by Eq. (C1). In order to transform this into an
expression which can be calculated using the Redfield
equation, we use MacDonald’s formula, see Eq. (11). The
time-derivative of the cumulant of the number of trans-
fered electrons 〈〈n2R〉〉 = 〈n2R〉 − 〈nR〉2 can be calculated
using Eq. (C6). The noise turns out to have a zero-
frequency component proportional to the average current
S(ω = 0) = 2e 〈I〉 . After subtracting this term, one finds
d
dt
〈〈n2R〉〉 − 〈I〉 =
d
dt
〈
n2R
〉 − 2 〈nR〉 〈I〉 − 〈I〉
= 4V
√
Γ0Γ1
Ω
cos(δ1)〈〈nRxˆ〉〉+ 2
√
Γ0Γ1Ω sin(δ1)〈〈nRpˆ〉〉+ V Γ1
Ω
〈〈nRxˆ2〉〉
+
2∆Γ2
V
〈〈nRσx〉〉+ 4
√
V Γ0Γ2〈〈nRσz〉〉
+ 2
√
V Γ1Γ2
Ω
cos(δ1)〈〈nRxˆσz〉〉 − 2∆
√
Γ1Γ2
V Ω
sin(δ1)〈〈nRxˆσy〉〉+
√
Γ1Γ2Ω
V
sin(δ1)〈〈nRpˆσz〉〉, (C8)
where the oscillator coordinate was measured in units
of its zero-point motion, xˆ = x/x0, pˆ = 2x0p where
x0 = 1/
√
2mΩ. Next, we assume that the bare tunneling
amplitude is large compared to the coupling to the qubit
and the oscillator, ie. γ0 ≫ γ1x0, γ2. Since all of the
above cumulants vanish in the absense of coupling to the
qubit and the oscillator, they have to be on the order of
these couplings γ1, γ2. Therefore, cumulants containing
quadratic operators in addition to nR are subleading and
we can use
d
dt
〈〈n2R〉〉 − 〈I〉 = 4V
√
Γ0Γ1
Ω
cos(δ1)〈〈nRxˆ〉〉 (C9)
+ 2
√
Γ0Γ1Ω sin(δ1)〈〈nRpˆ〉〉
+
2∆Γ2
V
〈〈nRσx〉〉+ 4
√
V Γ0Γ2〈〈nRσz〉〉.
Since for a Gaussian distribution, all cumulants beyond
quadratic order vanish, we call this the Gaussian ap-
proximation. The next step is to calculate the time-
dependence of the cumulants which can again be accom-
plished using the Redfield equation (C6). In order to sim-
plify the expressions, we can assume 〈x〉 = 〈p〉 = 〈σz〉 = 0
since finite values for these expectation values would
merely lead to a renormalized tunneling amplitude. As
an example, consider the differential equation for 〈〈nRp〉〉,
d
dt
〈〈nRp〉〉 = (· · · )− 2∆
√
Γ1Γ2
V Ω
cos(δ1)〈〈nRσy〉〉
−
√
V Γ1Γ2
Ω
sin(δ1)〈〈nRσz〉〉
− Ω〈〈nRx〉〉 − Γ1〈〈nRp〉〉, (C10)
where (· · · ) denotes a number of nR-independent terms
8and the initial condition reads 〈〈nRp〉〉t=0 = 0. For the
reason mentioned above, the terms containing cumulants
of qubit operators are subleading and can be dropped.
The same is true for the remaining differential equation,
such that equations describing qubit cumulants and os-
cillator cumulants decouple. This makes an analytical
solution of the problem possible. The result is an expres-
sion for the noise of the form S(ω) =
∑
X SX(ω) 〈X〉 ,
where X denotes qubit or oscillator operators or prod-
ucts of these. The prefactors SX(ω) for the cross-terms
turn out to be given by
Sxσx = 2
√
2MΓ0Γ1Γ2(∆/V ) [Ωα2(ω) + 2V β3(ω) cos(δ1) + 8V β2(ω) cos(δ1)− 4V β1(ω) sin(δ1)]
Sxσy = 2
√
2MΓ1Γ2/V∆ [8V Γ0β1(ω) cos(δ1) + Γ2β3(ω) sin(δ1)]
Sxσz = 2
√
2MV Γ1Γ2
[−2Γ2(∆/V )2β3(ω) cos(δ1) + 16V Γ0β2(ω) cos(δ1) + 2Γ0Ωα2(ω)]
Spσx = 2
√
2Γ0Γ1/MΓ2(∆/V ) [α1(ω) + 2β1(ω) cos(δ1) + β3(ω) sin(δ1)]
Spσy = −
√
2Γ1Γ2/(VM)(∆/V ) [Γ2β3(ω) cos(δ1)− 8V Γ0β1(ω) sin(δ1)]
Spσz = 4
√
2V Γ1Γ2/MΓ0 [α1(ω) + 4β2(ω) sin(δ1)]
Sx2σx = 2MΓ1Γ2∆β3(ω)
Sx2σy = 4M
√
Γ0Γ2/V Γ1∆ [−Ωα2(ω) sin(δ1) + 2V β1(ω)]
Sx2σz = 4MΓ1
√
V Γ0Γ2 [4V β2(ω) + Ωα2(ω) cos(δ1)]
Sp2σx = 0
Sp2σy = 0
Sp2σz = 2
√
Γ0Γ2/V (Γ1/M)α1(ω) sin(δ1)
SSxpσx = 0
SSxpσy = −2
√
Γ0Γ2/V Γ1∆α1(ω) sin(δ1)
SSxpσz =
√
Γ0Γ2/V Γ1 [2V α1(ω) cos(δ1) + Ωα2(ω) sin(δ1)] , (C11)
where the functions α1,2(ω) and β1,2,3(ω) were defined in Eq. (12).
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