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Resumo
Esse trabalho utiliza conceitos de análise de dados para avaliar a ocorrência de vulnerabilidades
descobertas em sistemas operacionais Windows, sistemas operacionais diferentes do Windows
e aplicações Web nos últimos dez anos usando uma base de dados pública mantida pelo NIST
(National Institute of Standards and Technology). Ao longo da pesquisa foi utilizado o cálculo
de índice de sazonalidade e a função de autocorrelação para investigar se as tendências encon-
tradas em um estudo anterior continuam as mesmas, além de analisar vulnerabilidades presentes
em softwares que não foram contemplados em tal trabalho. Os resultados encontrados indicam
duas tendências de sazonalidade: aumento de vulnerabilidades reportadas em junho para todos
os sistemas operacionais investigados e diminuição do número de vulnerabilidades em janeiro
em todos os softwares analisados.
Palavras-chave: Vulnerabilidade de Segurança, Segurança da Informação, Modelos de Desco-
berta de Vulnerabilidade, Sazonalidade em Sistemas de Software.
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1 Introdução
Com o advento de novas tecnologias de informação e comunicação (TIC), tanto as em-
presas quanto as pessoas que estão inseridas nesse ambiente precisam entender que novas fun-
cionalidades muitas vezes implicam em novos problemas de segurança. Uma forma usada para
explorar novos problemas de segurança envolve encontrar vulnerabilidades em sistemas com-
putacionais. Um exemplo comum é a exploração de vulnerabilidades em sistemas operacionais,
como no sistema operacional Windows, em que é possível executar códigos maliciosos a partir
de vulnerabilidades em protocolos como o Microsoft Server Message Block (SMB).
O uso de aplicativos móveis e aplicações Web torna estes sistemas vulneráveis a ataques
cibernéticos. Os ataques cibernéticos estão aumentando a cada dia e as estatísticas apontam que
mais de 70% dos sistemas computacionais têm vulnerabilidades que poderiam ser exploradas
por um hacker ou, pior, já foram exploradas (POSITIVE TECHNOLOGIES, 2018). As per-
das de dados devido a essa exploração são tipicamente de dois tipos: ou os dados são confiden-
ciais para a organização ou são privados para um indivíduo. Independentemente da categoria,
tais ataques resultam em perda de dinheiro ou reputação.
Dessa forma, gerenciar as falhas de segurança nos sistemas computacionais se torna
uma tarefa essencial não somente para identificar as vulnerabilidades, mas também para criar
uma base de conhecimento sobre o assunto e assim compreender possíveis padrões de compor-
tamento. Diversos trabalhos mostram a importância da análise de vulnerabilidade para a com-
preensão dos riscos de segurança de uma organização (GOEL; MEHTRE, 2015) (SINGH; SU-
RENDER; PANKAJ, 2016) (SHAMELI-SENDI; AGHABABAEI-BARZEGAR; CHERIET,
2015).
Dentro deste contexto, Joh e Malaiya (2009) propuseram um estudo sobre a variação
sazonal no processo de descoberta de vulnerabilidade de segurança em softwares. A ideia dos
autores foi investigar a base de dados de vulnerabilidades de segurança National Vulnerability
Database (NVD) mantida pelo National Institute os Standards and Technology (NIST) entre
os anos de 1995 até 2007 e descobrir, em qual período do ano, as taxas de descoberta de vul-
nerabilidade foram mais altas e detectar possíveis causas desse acontecimento. Seus resultados
sugeriram um possível padrão de sazonalidade, o que significa que o mesmo deve ser levado
em consideração em tomadas de decisões e em modelos de previsão de vulnerabilidades de
segurança.
Dado que novas tecnologias, sistemas computacionais e, consequentemente, problemas
de segurança surgiram desde o trabalho conduzido por Joh e Malaiya (2009), seria importante
verificar se as tendências encontradas em seu trabalho ainda existem. Para isso, serão anali-
sados dados de vulnerabilidades de segurança reportados a partir de 2008 para os seguintes
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sistemas operacionais Windows, não-Windows e Web: Windows Vista, Windows 7, Windows
8, Windows 8.1, Windows 10, Solaris, Red Hat, Ubuntu, Mac OS X, IIS, IE, Chrome, Firefox
e Apache. Além disso, serão usadas duas abordagens para encontrar os padrões de sazonali-
dade: cálculo do índice de sazonalidade e análise da função de autocorrelação (ACF) para cada
um dos meses. Esse tipo de estudo é importante para compreender o impacto que os fatores
temporais exercem sobre as questões de segurança da informação. Estudos anteriores sobre a
sazonalidade encontrada em incidentes de segurança reportados em redes acadêmicas reforçam
a importância desse tópico e podem ser vistos em (CONDON; HE; CUKIER, 2008) e (MIANI,
2013).
1.1 Objetivos
O objetivo geral desse trabalho é utilizar conceitos de análise de dados para avaliar a
sazonalidade no processo de descoberta de vulnerabilidade em softwares nos últimos dez anos
usando uma base de dados pública mantida pelo NIST. Para o estudo desse problema faz-se
necessário uma preparação que envolve os seguintes conceitos: princípios básicos de segurança
da informação (confidencialidade, integridade, autenticidade e disponibilidade) e passos que
envolvem o ataque a um computador ou a uma rede de computadores.
O objetivo geral pode ser dividido nos seguintes objetivos específicos:
• Escolher os métodos estatísticos adequado para o problema;
• Identificar os softwares que exibem tendências de sazonalidade (no processo de desco-
berta de vulnerabilidades) entre os dados coletados;
• Traçar uma comparação dos resultados deste trabalho com os resultados do trabalho pro-
postos em (JOH; MALAIYA, 2009).
1.2 Resultados esperados
Ao fim deste trabalho, espera-se identificar a existência de padrões sazonais no processo
de descoberta de vulnerabilidades de software. Em linhas gerais dois tipos de resultados pode-
rão ser encontrados: a confirmação dos padrões identificados por Joh e Malaiya (2009) ou a
existência de novos padrões.
1.3 Organização do Trabalho
O trabalho está dividido da seguinte forma. O Capítulo 2 apresenta a fundamentação
teórica: conceitos básicos e trabalhos relacionados. O Capítulo 3 apresenta uma seção sobre a
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metodologia aplicada no trabalho replicado, uma seção sobre a metodologia proposta para este
trabalho e uma seção referente à coleta dos dados. O Capítulo 4 é dividido em duas seções: uma
seção referente à análise dos dados e outra para comparação entre o atual trabalho e o trabalho
replicado. Conclusões e trabalhos futuros são apresentados no Capítulo 5.
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2 Fundamentação Teórica
Este capítulo apresenta um levantamento bibliográfico sobre segurança da informação,
vulnerabilidade de segurança e modelos de descoberta de vulnerabilidades (VDM), três concei-
tos que fundamentam o trabalho.
2.1 Segurança da Informação
Segurança da Informação é o conjunto de orientações, normas, procedimentos, políti-
cas e demais ações que têm por objetivo proteger o recurso informação, possibilitando que o
negócio da organização seja realizado e a sua missão seja alcançada (FONTES, 2017).
Proteger a informação é responsabilidade de cada pessoa na organização em que coo-
pera e cabe à organização orientar seus colaboradores em relação à proteção da informação. De
acordo com Spanceski (2004), uma da formas de proteger a informação é conhecer os seguintes
pilares da área da segurança da informação:
• Autenticidade: assegura que as informações vieram da fonte anunciada;
• Confidencialidade: protege as informações contra leituras ou cópias por pessoas não au-
torizadas;
• Integridade: garante que as informações não sofram alterações indevidas sem a permissão
dos proprietários das informações;
• Disponibilidade: assegura que as informações estejam acessíveis e utilizáveis aos usuários
sempre que necessários.
A importância da segurança cresce ainda mais quando os dados da organização são
expostos não somente para os colaboradores mas para os usuários ou clientes finais. A falta
de um planejamento em segurança pode acarretar problemas em cada um dos pilares descritos
acima. Por exemplo, se um banco de dados de senhas não foi devidamente protegido contra
leitura por pessoas não autorizadas, um eventual vazamento do mesmo pode representar um
grande risco à confidencialidade dos envolvidos.
2.2 Vulnerabilidades
No contexto da segurança de computadores, uma vulnerabilidade pode ser definida




Capítulo 2. Fundamentação Teórica 18
• Modelo Distribuição Normal Dobrada (YF) proposto por Younis et al. (YOUNIS; JOH;
MALAIYA, 2011);
• Modelo Termodinâmico (AT) proposto por (ANDERSON, 2002);
• Modelo Regressão de Poisson (LP) proposto por Musa e Okumoto (MUSA; OKUMOTO,
1984).
Alguns modelos de crescimento de confiabilidade de software (RGB) também usam
VDMs para estudar o processo de detecção de defeitos (OZMENT; SCHECHTER, 2006),
(MUSA, 2004) em sistemas computacionais.
Massacci e Nguyen (2014) apresentam uma metodologia empírica que avalia sistemati-
camente o desempenho de VDMs em duas dimensões (qualidade e previsibilidade) e abordam
todas as questões identificadas da metodologia tradicional, isto é, questões que distorciam estu-
dos prévios no campo.
Para ilustrar a metodologia, os autores fizeram um experimento para avaliar oito VDMs
(AML, AT, LN, JW, LP, RE, RQ e YF) em 30 lançamentos principais de quatro navegadores
da Web: IE, Firefox, Chrome e Safari. Classificaram a idade da versão de um navegador em
três períodos diferentes: juventude (dentro de 6 - 12 meses desde a data de lançamento), idade
média (12 a 36 meses desde a data de liberação) e idade avançada (36 meses).
Os autores descobriram que se uma versão é relativamente nova, então o melhor modelo
a ser usado é um modelo linear para estimar as vulnerabilidades nos próximos 3 - 6 meses. Para
navegadores de meia-idade e idade avançada, o melhor é usar um modelo logístico em forma
de "s". Em comparação com a metodologia tradicional, isso teria sido impossível.
Alhazmi, Malaiya e Ray (2007) investigam em seu artigo se é possível prever o número
de vulnerabilidades que podem estar potencialmente presentes em um sistema de software, mas
que ainda não foram encontradas. Os autores usaram vários sistemas operacionais como repre-
sentantes de sistemas de software complexos, tais como Windows 95, Windows 98, Windows
XP, Windows NT4, Windows 2000, Windows 2003, Red Hat 6.2 e Red Hat 7.1.
Além dos dados sobre vulnerabilidades descobertas nesses sistemas, os autores exami-
naram os resultados para determinar se a densidade de vulnerabilidades em um programa é uma
medida útil tanto para os usuários quanto para os desenvolvedores. A densidade de vulnerabi-
lidades pode ser usada pelos usuários para avaliar o risco ao considerar a compra de um novo
sistema de software da mesma empresa e os desenvolvedores podem usar essa métrica para
estimar quantidades de vulnerabilidades que provavelmente serão descobertas dentro de algum
período de tempo futuro para decidir se adia a aplicação de patches examinando os riscos de
modo a evitar a desestabilização dos sistemas de software.
Por fim, os autores consideraram a taxa de descoberta de vulnerabilidades para verificar
se os modelos de descoberta de vulnerabilidades podem ser desenvolvidos para projetar tendên-
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cias futuras. Os resultados revelaram que é possível modelar a descoberta de vulnerabilidades
usando um modelo logístico (AML) que às vezes pode ser aproximado por um modelo linear.
Alhazmi e Malaiya (2008) descrevem a aplicabilidade e a significância dos parâmetros
de seis modelos de descoberta de vulnerabilidade (AT, AML, LM, LP, RQ, RE) para quatro
sistemas operacionais (Windows XP, Windows 95, Red Hat Linux 6.2 e Red Hat Fedora). Os
modelos de descoberta de vulnerabilidade foram examinados usando o critério de informação
de Akaike (AIC) e teste qui-quadrado. A avaliação descobriu que o modelo AML é geralmente
melhor a longo prazo, com melhor desempenho para sistemas como o Windows 95, Red Hat
Linux 6.2 e Red Hat Fedora.
Além do trabalho publicado em 2009, os autores Joh e Malayia publicaram um outro
trabalho, com uma metodologia semelhante, em 2016 (JOH; MALAIYA, 2016). Este último
trabalho condensa os dados entre 1995 e 2015. Os autores examinaram vulnerabilidades di-
vulgadas em diversos softwares (Sistemas operacionais Windows: Windows NT, Windows 95,
Windows 98, Windows 2000, Windows XP e Windows 7; Sistemas operacionais diferentes do
Windows: iOS, MAC OS X, Red Hat Linux Enterprise, AIX, Android e Chrome OS; e outros
sistemas: Apache, IIS, Internet Explorer, Firefox, Safari e Java (JRE)) para investigar possí-
veis variações anuais nos processos de descoberta de vulnerabilidades. Também examinaram a
periodicidade semanal na distribuição de atualizações de segurança (patches) e exploração das
vulnerabilidades.
Para todos os grupos de software examinados pelos autores, uma taxa de descoberta de
vulnerabilidades mais alta é encontrada em determinados meses. Nos produtos Microsoft, uma
incidência mais alta durante os períodos de meio ano é observada. Além disso, o comportamento
periódico de 7 dias foi observado nos dados de varredura de vulnerabilidades; maior atividade
durante a semana do que nos fins de semana foi confirmada. Especificamente, os valores da
atividade de vulnerabilidade correspondentes a terça-feira tenderam a ser maiores do que os
outros dias da semana. Os resultados mostraram que a periodicidade precisa ser considerada
para a alocação ótima de recursos e para a avaliação dos riscos de segurança.
Apesar dos trabalhos Massacci e Nguyen (2014), Alhazmi e Malaiya (2006), Alhazmi e
Malaiya (2008), Joh e Malaiya (2009) e Joh e Malaiya (2016) conduzirem estudos para modelar
o processo de descoberta de vulnerabilidade de software, somente os dois últimos detalham a
questão da sazonalidade. O objetivo do presente trabalho é comparar os resultados da análise
da sazonalidade em dois diferentes momentos: entre 1995-2007 e entre 2008-2017. A principal




3.1 Trabalho de Joh e Malaiya (2009)
Os autores Joh e Malaiya (2009) propuseram um estudo sobre a variação sazonal no
processo de descoberta de vulnerabilidade de segurança em softwares. O objetivo da pesquisa
consistia em encontrar um padrão sazonal entre as bases de dados disponíveis dos softwares
estudados e descobrir em qual época do ano, a taxa de vulnerabilidade era maior e detectar
possíveis causas desse acontecimento.
A partir da coleta dos dados, os autores fizeram uma análise para descobrir uma possí-
vel existência de sazonalidade utilizando dois métodos estatísticos. O primeiro foi um método
de índice sazonal medido com o teste qui-quadrado, no qual fornece índices específicos para
cada mês, e o segundo foi usado a função de autocorrelação, que fornece informações do mês
correlacionado. Dessa forma, os autores puderam investigar o comportamento de cada um dos
sistemas.
Os autores dividiram os sistemas operacionais em três categorias: Windows, não Win-
dows e Web. Os sistemas operacionais Windows foram Windows NT, Windows XP, Windows
2000 e Windows server 2003, os sistemas operacionais não Windows foram SUN Solaris, Red
Hat Linux, HP-UX e MAC OS X e as aplicações Web foram IIS, IE, Apache e Firefox. A base
de dados de vulnerabilidades utilizada pelos autores foram do ano de 1995 até 2007.
Os resultados encontrados pelos autores sugeriram que para a categoria Windows, os
meses de junho e dezembro tiveram uma alta taxa de descoberta de vulnerabilidade, enquanto
que os meses de fevereiro, março, abril e setembro tiveram baixa taxa de descoberta de vulne-
rabilidade abaixo da média. Ambas as categorias não Windows e Web mostraram que o mês de
dezembro teve uma alta taxa de descoberta de vulnerabilidade. De acordo com os autores, essa
sazonalidade no processo de descoberta de vulnerabilidade pode estar associada ao início de
semestre nas escolas e os períodos festivos como Natal e Ano novo, pois são quando as pessoas
compram novos computadores com algum dos sistemas operacionais descrito acima.
3.2 Esta proposta
Dado que alguns dos sistemas operacionais que foram utilizados pelos autores Hyun-
Chul Joh e Yashwant K. Malaiya foram descontinuados, será feita uma coleta de dados referente
aos sistemas operacionais Windows mais recentes como: Windows Vista, Windows 7, Windows
8, Windows 8.1 e Windows 10. Para os sistemas operacionais diferentes do Windows os esco-
lhidos foram Solaris, Red Hat Linux, Ubuntu Linux e Mac OS X e para as aplicações Web
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foram escolhidos IE, Firefox, Chrome, IIS e Apache. Além disso, a base de dados utilizada
corresponde aos anos de 2008 até 2017.
A partir da coleta desses dados, a mesma técnica utilizada pelos autores será replicada
neste trabalho, ou seja, os métodos de índice sazonal, teste qui-quadrado e a função de auto-
correlação serão utilizados para encontrar padrões de repetição e suas periodicidades. Através
desses métodos estatísticos, será possível inferir o comportamento descrito pelas vulnerabilida-
des por mês e ano.
Para melhor visualização dos dados calculados pelo índice sazonal e função de auto-
correlação, serão construídos gráficos de série temporal para cada grupo de sistema e gráficos
individuais para cada sistema, respectivamente. Para aqueles sistemas que em ambos os gráfi-
cos apresentarem possível sazonalidade será construído outro gráfico chamado box-plot para
reforçar mais a análise de detecção de padrões de sazonalidade.
O método empregado para avaliar a sazonalidade do processo de descoberta de vulne-
rabilidades envolve os seguintes passos:
1. Coleta dos dados de vulnerabilidades para cada sistema desde o ano de 2008 até o ano de
2017;
2. Cálculo do índice de sazonalidade para cada sistema;
3. Construção de gráficos de série temporal para cada grupo de sistema de acordo com o
cálculo do índice de sazonalidade;
4. Aplicação da função de autocorrelação para cada um dos meses para todos os sistemas;
5. Análise individual da função de autocorrelação para detecção de possível sazonalidade
para cada sistema;
6. Construção de gráficos boxplot somente para os sistemas que apresentarem possibilidade
de sazonalidade;
7. Fazer uma previsão para cada sistema identificado com possibilidade de sazonalidade
usando componentes de sazonalidade.
3.3 Coleta dos dados
Os arquivos XML são disponibilizados pelo NVD em arquivos zip. Cada ano possui o
seu próprio arquivo com as devidas informações. Portanto, ao extrair o arquivo XML, o próximo
passo é importá-lo para uma tabela Excel para melhor visualização dos dados sobre as vulne-
rabilidades. O Excel foi escolhido para a importação dos dados devido às suas ferramentas de
filtragem.
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Uma amostra de como os dados são importados do arquivo XML émostrada na Figura 4.
No arquivo, encontra-se exatamente 35 campos de cabeçalho, porém somente 3 são importantes
para a coleta dos dados. Os principais são os campos published, name3 e vendor, que significam,
respectivamente, a data de publicação da vulnerabilidade, o nome do sistema operacional em
que foi encontrado vulnerabilidade e o nome da empresa responsável pelo sistema.
O campo name3 apresenta todos os tipos de software conhecidos, por isso o segundo
passo é filtrar esse campo de acordo com o tipo de software desejado, nesse caso o Solaris.
De forma automática, todos os campos são atualizados com as respectivas informações daquele
sistema. Depois de escolhido o sistema, a coluna published permite filtrar as vulnerabilidades
por meses de divulgação para facilitar a contabilização das mesmas.
Figura 4 – Parte de um arquivo XML para o sistema Solaris
Outras informações como o nome da vulnerabilidade (name) reportada pelo CVE e a
rigorosidade (severity) da vulnerabilidade não tem relevância para este trabalho, somente a data
de publicação das vulnerabilidades.
Para o presente trabalho, foram usados os arquivos XML do ano de 2008 até 2017. Para
alguns dos softwares escolhidos, os arquivos XML não apresentaram toda a informação neces-
sária dos dez anos analisados, porém apresentaram informações de acordo com seu lançamento
ou quando vulnerabilidades não foram encontradas.
A seguir, um breve resumo dos dados coletados. Para o Windows 7 não foram encon-
tradas vulnerabilidades no ano de 2008. Para o Windows 8 não foram encontrados vulnerabili-
dades no ano de 2008 até 2011. Para o Windows 8.1 não foram encontrados vulnerabilidades
no ano de 2008 até 2012. Para o Windows 10 não foram encontrados vulnerabilidades no ano
de 2008 até 2014. Para o Solaris foram encontrados vulnerabilidades, exceto no ano de 2012.
Para o IIS foram encontrados vulnerabilidades, exceto no ano de 2011, 2014 e 2016. Para o IE
foram encontrados vulnerabilidades, exceto no ano de 2011. Para o Apache não foram encon-
trados vulnerabilidades no ano de 2008, 2011, 2015, 2016 e 2017. Para o Firefox não foram
encontrados vulnerabilidades para o ano de 2017.
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4 Resultados
Neste capítulo serão mostrados os resultados da análise de sazonalidade e também será
feita uma comparação com os resultados obtidos no ano de 2009 pelos autores Joh e Malaiya.
4.1 Análise dos dados
O índice de sazonalidade é uma medida muito utilizada para avaliar tendências sazonais
e pode indicar o quanto a média de um período específico tende a estar acima (ou abaixo) do





onde, si é o índice sazonal para o i-ésimo mês, di é a média aritmética do i-ésimo mês e
d é a média aritmética entre cada um dos di. Assim, se um índice sazonal apresentar valor 1 para
um determinado mês isso indica que o valor esperado desse mês é 1/12 da média geral. Caso
esse valor for maior que 1 isso indica que o valor esperado para esse mês é maior que a média
geral e se for menor que 1 isso indica o contrário. Em outras palavras, para os resultados deste
trabalho, se o índice sazonal for maior que 1 significa que há uma tendência de sazonalidade
para o determinado mês.
Para determinar se os índices sazonais são estatisticamente significantes, pode ser apli-
cado o teste qui-quadrado (χ2) para a hipóteses nula H0: nenhuma sazonalidade presente. Para
ser estatisticamente significante, o valor calculado para χ2s estático deve ser maior que o valor
calculado para o χ2c crítico com um p-valor suficientemente pequeno.
Outro método a ser aplicado para determinar se existe sazonalidade será a função de
autocorrelação. A análise da autocorrelação fornece informações sobre a relação entre uma
variável X medida no tempo t, com ela mesma medida em um tempo posterior t + k, onde
k representa o intervalo de observação (lags). Seja zb, zb+1, ..., zn os valores de uma série
temporal, o coeficiente de autocorrelação rk em um determinado intervalo de observação k é




t=b (zt − z¯)(zt+k− z¯)
∑nt=b(zt − z¯)
(4.2)
onde z¯ = ∑
n
t=b zt
(n−b+1) representa a média das observações. Valores de coeficiente de auto-
correlação próximos de zero indicam ausência de sazonalidade em tal intervalo de observação,
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enquanto que valores próximos de 1 mostram uma relação significativa associada a tal intervalo
de observação.
O valor de rk, aliado a análise do correlograma (gráfico com os valores de rk dispostos
em intervalos de defasagem) são usados para estabelecer critérios sobre uma série temporal.
Três possíveis situações podem ocorrer (MIANI, 2013):
1. A série temporal é considerada aleatória ou estacionária se a maioria dos coeficientes de
autocorrelação estão entre os intervalos de confiança e nenhum padrão foi detectado no
correlograma;
2. A série temporal é considerada não estacionária “moderada” quando os valores dos coefi-
cientes de autocorrelação diminuem lentamente conforme k aumenta, caracterizando um
comportamento de tendência;
3. A série temporal é considerada não estacionária “forte” quando os valores dos coefici-
entes de correlação diminuem lentamente conforme k aumenta, mas de acordo com uma
periodicidade, caracterizando um padrão sazonal.
A principal diferença entre as situações 2 e 3 é que uma série temporal não estacio-
nária “moderada” não costuma exibir um comportamento periódico. Nesses tipos de dados, é
comum encontrar componentes rk isolados relacionados a uma tendência de crescimento (ou
diminuição) ou ainda alguns tipos de padrões relacionados a sazonalidade.
Os resultados das análises para os grupos de sistemas de software usando o índice de
sazonalidade, qui-quadrado e autocorrelação serão mostradas e explicadas nas próximas seções.
Com base em tais métodos, a seguinte sequência de passos será utilizada para identificar
padrões de sazonalidade nas séries de dados:
1. Analisar a série temporal dos valores de vulnerabilidades descobertas por ano - é possível
visualizar meses com um número maior ou menor de vulnerabilidades em todos os anos?
2. Calcular e analisar o índice de sazonalidade - identificar os meses em que o valor do
índice é maior ou menor do que 1;
3. Calcular e analisar os coeficientes de autocorrelação e o correlograma - excluir os softwa-
res em que a série é considerada como estacionária (ou seja, índices de sazonalidade mai-
ores ou menores do que 1 encontrados anteriormente são potenciais outliers e não estão
associados a padrões sazonais);
4. Investigar o box-plot das vulnerabilidades descobertas por ano e correlacionar com o
índice de sazonalidade (a média de um determinado mês realmente é maior ou foi produto
de uma outlier?)
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4.1.1 Sistema Operacional Windows
Nesse tópico, serão examinados os sistemas operacionais Windows. A Figura 5 mostra
a série temporal referente ao número de vulnerabilidades encontradas ao longo dos dez anos.
Para esses sistemas operacionais o número total de vulnerabilidades foi de 1261 para Windows
Vista (a), 1637 para o Windows 7 (b), 471 para Windows 8 (c), 759 para Windows 8.1 (d) e
1466 para Windows 10 (e).
As séries temporais para os sistemas Windows não fornecem nenhum padrão visível. É
possível notar uma alta dispersão nos dados como uma alta concentração de vulnerabilidades
em alguns anos - 2010 e 2011 para o Windows Vista e 2015 para o Windows 8, por exemplo - e
baixa concentração de vulnerabilidades em outros - 2014 para o Windows Vista e a maioria da
série para o Windows 7.
Com o auxílio do índice sazonal apresentado na Tabela 1 e na Figura 6 é possível notar
que alguns meses possuem uma probabilidade maior de divulgação de vulnerabilidades do que
os outros. Todos os sistemas apresentam baixo índice sazonal em janeiro e dezembro, e março
apresenta alto índice sazonal em todos. Contudo, a fim de verificar se tais índices podem ser
associados a padrões de sazonalidade testes adicionais devem ser feitos, como por exemplo, o
de autocorrelação.
O correlograma e os coeficientes de autocorrelação apresentados na Figura 7 e na Tabela
2 mostram que o Windows 7 exibe um padrão estacionário (ausência de sazonalidade), diferen-
temente dos outros sistemas em que diversos coeficientes de autocorrelação são maiores do que
1 e estão fora do intervalo de confiança. O próximo passo da análise envolve a construção dos
box-plots para os quatro sistemas que exibiram comportamento não-estacionário.
Com o auxílio dos índices de sazonalidade apresentado na Tabela 1 e do box-plot apre-
sentado na Figura 8 é possível notar que o Windows Vista exibe o seguinte comportamento:
poucas vulnerabilidades divulgadas em janeiro e um aumento de vulnerabilidade entre feve-
reiro e abril. Já o Windows 8 apresenta um decrescimento de vulnerabilidades em janeiro e
abril mas aumento no segundo semestre (agosto-setembro). O Windows 8.1 apresenta poucas
vulnerabilidades em janeiro e dezembro mas um aumento em junho. E o Windows 10 apresenta
poucas vulnerabilidades em janeiro e dezembro mas um aumento junho.
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Figura 5 – Vulnerabilidades acumulada por ano - Windows OSes
Tabela 1 – Índices Sazonais de Descoberta de Vulnerabilidade - Windows OSes
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Tabela 2 – Valores de ACF individuais para a Figura 7
Figura 8 – Box-plot para os sistemas Windows Vista, Windows 8, Windows 8.1 e Windows 10
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4.1.2 Sistemas Operacionais diferentes do Windows
Nesse tópico, serão examinados os sistemas operacionais diferentes do Windows. A
Figura 9 apresenta o número de vulnerabilidades encontradas ao longo dos dez anos. Para esses
sistemas, o número total de vulnerabilidades foram 756 para Solaris (a), 418 para Red Hat (b),
2166 para Ubuntu (c) e 9176 para Mac OS X (d).
As séries temporais para os sistemas diferentes do Windows não fornecem nenhum
padrão visível. É possível notar uma alta dispersão nos dados como uma alta concentração de
vulnerabilidades em alguns anos - 2008, 2009 e 2010 para o Solaris e 2016 para o Red Hat
e Ubuntu, por exemplo - e baixa concentração de vulnerabilidades em outros - 2012 para o
Solaris.
Com o auxílio do índice sazonal apresentado na Tabela 3 e na Figura 10 é possível
notar que alguns meses possuem uma probabilidade maior de divulgação de vulnerabilidades
do que os outros. Todos os sistemas apresentam baixo índice sazonal em fevereiro e março,
mas nenhum apresenta alto índice sazonal em todos. Contudo, a fim de verificar se tais índices
podem ser associados a padrões de sazonalidade, testes adicionais devem ser feitos, como por
exemplo, o de autocorrelação.
O correlograma e os coeficientes de autocorrelação apresentados na Figura 11 e na
Tabela 4 mostram que o Mac OS X exibe um padrão estacionário (ausência de sazonalidade),
diferentemente dos outros sistemas em que diversos coeficientes de autocorrelação são maiores
do que 1 e estão fora do intervalo de confiança. O próximo passo da análise envolve a construção
dos box-plots para os três sistemas que exibiram comportamento não-estacionário.
Com o auxílio dos índices de sazonalidade apresentado na Tabela 3 e do box-plot apre-
sentado na Figura 12 é possível notar que o Solaris exibe o seguinte comportamento: um au-
mento de vulnerabilidades divulgadas em janeiro e agosto e poucas vulnerabilidades divulga-
das em fevereiro. Já o Red Hat apresenta um aumento de vulnerabilidades em junho e outubro
e baixas vulnerabilidades divulgadas para o restante dos meses. O Ubuntu apresenta poucas
vulnerabilidades em setembro, mas um aumento em abril e junho.
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Figura 9 – Vulnerabilidades acumulada por ano - Não Windows OSes
Tabela 3 – Índices Sazonais de Descoberta de Vulnerabilidade - Não Windows OSes
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Figura 10 – Índice Sazonal - Não Windows OSes
Figura 11 – Função de autocorrelação - Não Windows OSes
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Tabela 4 – Valores de ACF individuais para a Figura 11 - Não Windows OSes
Figura 12 – Box-plot para os sistemas Solaris, Red Hat e Ubuntu - Não Windows OSes
4.1.3 Servidores e Navegadores Web
Nesse tópico analisaremos as aplicações Web. A Figura 13 apresenta o número de vul-
nerabilidades encontradas ao longo dos dez anos. Para esses sistemas, o número de vulnerabi-
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lidades foram 35 para IIS (a), 2528 para IE (b), 60180 para Firefox (c) e 456021 para Chrome
(d).
Ao coletar os dados referentes ao servidor Apache, o total acumulado de vulnerabili-
dades descobertas do ano de 2008 até o ano de 2017 foram de apenas 19 vulnerabilidades.
Portanto, o servidor Apache não foi considerado nos cálculos de índice sazonal e de autocorre-
lação.
As séries temporais para as aplicações Web não fornecem nenhum padrão visível. É
possível notar uma alta dispersão nos dados como uma alta concentração de vulnerabilidades em
alguns anos - 2014 e 2015 para o IE e 2011 para o Chrome, por exemplo - e baixa concentração
de vulnerabilidades em outros - 2012 a 2017 para o IIS.
Com o auxílio do índice sazonal apresentado na Tabela 5 e na Figura 14 é possível
notar que alguns meses possuem uma probabilidade maior de divulgação de vulnerabilidades
do que os outros. Todos os sistemas apresentam baixo índice sazonal em janeiro, mas nenhum
apresenta alto índice sazonal em todos. Contudo, a fim de verificar se tais índices podem ser
associados a padrões de sazonalidade testes adicionais devem ser feitos, como por exemplo, o
de autocorrelação.
O correlograma e os coeficientes de autocorrelação apresentados na Figura 15 e na
Tabela 6 mostram que todos os sistemas exibem um padrão não-estacionário, onde diversos
coeficientes de autocorrelação são maiores do que 1 e estão fora do intervalo de confiança.
O próximo passo da análise envolve a construção dos box-plots para os quatro sistemas que
exibiram comportamento não-estacionário.
Com o auxílio dos índices de sazonalidade apresentado na Tabela 5 e do box-plot apre-
sentado na Figura 16 é possível notar que o IIS exibe o seguinte comportamento: um aumento
de vulnerabilidades divulgadas em julho e setembro e baixas vulnerabilidades para os demais
meses. Já o IE apresenta um aumento de vulnerabilidades em fevereiro e junho e baixa vulnera-
bilidade divulgadas em janeiro. O Firefox apresenta poucas vulnerabilidades em janeiro e abril
mas um aumento de vulnerabilidades divulgadas em fevereiro.
A Figura 17 apresenta dois gráficos de box-plot para o Chrome. Não foi possível iden-
tificar sazonalidade ao longo do ano devido aos valores de vulnerabilidade coletados para este
sistema que são muito dispersos. Ao construir os dois gráficos para esta aplicação, um para
entre 2009-2013 e outro entre 2014-2016, é possível identificar picos de sazonalidade.
No primeiro gráfico os meses de abril e julho apresentam baixa vulnerabilidade divul-
gada mas um aumento de vulnerabilidades em março, agosto e setembro. No segundo gráfico
os meses de março, maio e agosto apresentam um aumento de vulnerabilidades divulgadas e
baixas vulnerabilidades divulgadas para a maioria dos outros meses.
Comparando os dois gráficos, é possível perceber que a sazonalidade presente no pri-
meiro gráfico, mudou completamente em relação ao segundo gráfico. Ou seja, os meses de
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sazonalidade são parecidos, porém o número de vulnerabilidades divulgadas diminuíram signi-
ficativamente, de 70 mil para 1400 vulnerabilidades.
Figura 13 – Vulnerabilidades acumulada por ano - Web
Tabela 5 – Índices Sazonais de Descoberta de Vulnerabilidades - Web
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Tabela 6 – Valores de ACF individuais para a Figura 15 - Web
Figura 16 – Box-plot para os sistemas IIS, IE e Firefox - Web
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Figura 17 – Box-plot para o Chrome - Web
De todos os softwares analisados, somente os sistemas Windows 7 e Mac OS não apre-
sentaram sazonalidade. O mês de janeiro apresentou ter menos divulgação de vulnerabilidades
para os sistemas Windows e para as aplicações Web. Enquanto que para os sistemas diferentes
do Windows, os meses de fevereiro e setembro apresentaram ter menos vulnerabilidades divul-
gadas. Em geral, para todos os sistemas, o mês de junho apresenta ter mais vulnerabilidades
divulgadas.
Os sistemas Windows 8.1 e Windows 10 apresentaram um padrão de sazonalidade entre
ambos no mês de junho, o mesmo vale para os sistemas Red Hat e Ubuntu. As aplicações IE e
Firefox apresentaram um padrão de sazonalidade entre ambos no mês de fevereiro.
4.2 Comparação entre os trabalhos
Para os sistemas estudados, Joh e Malaiya (2009) descobriram que os meses de junho
e dezembro, para os sistemas Windows, apresentavam uma alta taxa de descoberta de vulne-
rabilidade. Para os sistemas diferentes do Windows e as aplicações Web o mês de dezembro
apresentava alta taxa de descoberta de vulnerabilidade. Contudo, o presente trabalho mostrou
diferenças nesse sentido. Os sistemas Windows, os sistemas diferentes do Windows e as aplica-
ções Web tiveram grande concentração de sazonalidade em junho. Isso mostra importância de
realizar tais tipos de estudos usando dados mais recentes. Ou seja, comportamentos associados
a questões de segurança da informação, em especial o estudo nesse trabalho, tendem a mudar
ao longo do tempo.
A Tabela 7 ilustra as principais semelhanças e diferenças entre os trabalhos.
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Tabela 7 – Diferenças e Semelhanças entre os trabalhos
Outra questão importante está relacionada aos dados coletados. Em inúmeras situações o
NVD retornou meses em que nenhuma vulnerabilidade foi divulgada. Sistemas como o Apache
e IIS, por exemplo, obtiveram respectivamente 19 e 35 vulnerabilidades ao longo dos dez anos.
Em trabalhos futuros seria interessante avaliar o que realmente aconteceu em tais meses como
forma de fornecer contexto a análise dos resultados.
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5 Conclusão
O objetivo do proposto trabalho foi encontrar possíveis sazonalidades em uma base de
dados de dez anos coletados para os sistemas operacionais Windows, sistemas operacionais di-
ferentes doWindows e aplicaçõesWeb afim de obter um comparativo dos resultados do presente
trabalho com os resultados do trabalho proposto em (JOH; MALAIYA, 2009).
Em resumo, a análise dos dados das vulnerabilidades coletadas consistiu em cálculo
do índice sazonal para cada sistema, aplicação da função de autocorrelação e construção de
gráficos box-plot para os sistemas que apresentaram sazonalidade.
Quando comparado com o trabalho de Joh e Malaiya (2009) foi observado que a sa-
zonalidade presente neste trabalho obteve mudanças. Os autores concluíram que os sistemas
operacionais Windows obteve sazonalidade nos meses de junho e dezembro, já os sistemas
operacionais diferentes do Windows e as aplicações Web obtiveram sazonalidade no mês de
dezembro. Contudo, o presente trabalho conclui que todos os grupos de sistema obtiveram sa-
zonalidade no mês de junho.
Ao longo do desenvolvimento deste trabalho, foi possível concluir que com apenas a
metodologia mencionada nos capítulos anteriores não é possível comprovar que as sazonalida-
des encontradas e analisadas no capítulo de resultados são tendenciosas. Por isso, para trabalhos
futuros, afim de obter uma previsão de tendências futuras de descoberta de vulnerabilidades é
preciso utilizar um modelo de séries temporais chamado ARIMA (Modelo Auto-Regressivo In-
tegrado de Médias Móveis). Esse modelo ajuda a prever pontos futuros na série e são aplicados
em casos em que os dados mostram evidências de não-estacionariedade, como os dados coleta-
dos para este trabalho.
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