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SCATTERING TO A STATIONARY SOLUTION FOR THE
SUPERQUINTIC RADIAL WAVE EQUATION OUTSIDE AN
OBSTACLE
THOMAS DUYCKAERTS1 AND JIANWEI YANG2
Abstract. We consider the focusing wave equation outside a ball of R3, with
Dirichlet boundary condition and a superquintic power nonlinearity. We clas-
sify all radial stationary solutions, and prove that all radial global solutions
are asymptotically the sum of a stationary solution and a radiation term.
1. Introduction
Let K be a compact subset of R3 and Ω = R3 \K. Consider a wave equation on
Ω with Dirichlet boundary condition
(1.1)
{
(∂2t −∆)u(t, x) = F (u), (t, x) ∈ R× R3
(u, ∂tu)|t=0 = (u0, u1), u↾∂Ω = 0,
where the initial data (u0, u1) is assumed to be in a Sobolev space, and in par-
ticular to have some decay at infinity. We will mainly be interested in a focusing
supercritical nonlinearity F (u) = |u|2mu, where m > 2 is an integer, outside the
unit ball of R3. We first review known results in more general cases.
The global dynamics of the linear wave equation (F (u) = 0) is quite well under-
stood, and depends on the geometry of the obstacle:
• When K is non-trapping, for example convex, the global-in-time dispersive
properties of the wave equation on the whole space R3 still hold. The local
energy of smooth, compactly supported solutions decay exponentially (see
[29]. Strichartz estimates are available (see e.g. [33]).
• When K is a trapping obstacle, some of the preceding properties persist,
but it might be in weaker forms that depend on the geometry. In some
weakly trapped geometries, the same Strichartz estimates as in R3 hold, as
proved in [26]. In full generality, the decay of the energy is only logarithmic
(see [4]) and Strichartz estimates might hold only locally.
The defocusing equation F (u) = −|u|2mu was mainly considered in the energy-
critical situation m = 2 with a non-trapping obstacle. Once Strichartz estimates
are known, the proof of global well-posedness can be easily adapted to this case
(see [32]). Under geometric assumptions that imply in particular that the obstacle
is non-trapping, and are satisfied when K is convex, it is proved in [1] that all
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solutions scatter to a solution of the linear wave equation (see also [7] for Neumann
boundary conditions in a radial setting). This property persists in the super-critical
case m > 2 outside the unit ball, for radial solutions (see [6] and the Remark 1.3
below).
We are not aware of any work on focusing nonlinearity F (u) = |u|2mu, except the
recent preprint of P. Bizon´ and M. Maliborski [2]. As in the case without obstacle,
it is easy to construct, for any m > 0, solutions blowing up in finite time, using
blow-up solutions of the ODE y′′ = |y|2my and finite speed of propagation.
We are interested in the behaviour of global solutions. The energy-critical case
with m = 2 on the whole space R3 was treated in a series of work initiated in [23].
The equation has an explicit stationary solution W (x) = (1+ |x|2/3)−1/2, which is
unique up to scaling and change of sign. In [10], it is proved that any radial global
solution of the equation is asymptotically the sum of decoupled rescaled stationary
solutions and a solution of the free (linear) wave equation. When m > 1 is not
2, the global dynamics is different. There is no nonzero stationary solutions, and
(assuming decay of the initial data) all known global solutions scatter to linear
solutions. In particular, a solution whose Sobolev critical norm does not go to
infinity scatters to a linear solution (see [9], [31], [14] and [15], all concerning radial
solutions). We note that the decay assumption of the initial data is necessary, as
shows an example of J. Krieger and W. Schlag [25].
The purpose of this paper is to illustrate the fact that the obstacle might dras-
tically change the dynamics of the focusing equation, even when the dynamics of
the linear and defocusing equations are essentially not modified by the presence of
the obstacle.
More precisely, we let B ⊂ R3 be the unit ball centered at the origin, set Ω =
R
3 \ B and consider radial solutions of the equation (1.1) with F (u) = |u|2mu,
m > 2.
(1.2)
{
(∂2t −∆)u(t, x) = |u|2mu, (t, x) ∈ R× Ω
(u, ∂tu)|t=0 = (u0, u1) ∈ H, u↾∂Ω = 0,
where H is the space of radial functions in H˙10 (Ω) × L2(Ω). One can prove that
(1.2) is locally well-posed in H. The energy
(1.3)
E(~u(t)) =
1
2
∫
Ω
∣∣∇u(t, x)∣∣2dx+ 1
2
∫
Ω
∣∣∂tu(t, x)∣∣2dx− 1
2(m+ 1)
∫
Ω
∣∣u(t, x)∣∣2(m+1)dx
is conserved by the flow. As mentioned before, the equation admits solutions
blowing-up in finite time. More interestingly, there are also stationary solutions:
Proposition 1.1. Assume m > 2 is an integer. For any integer k ≥ 0, there exists
a unique radial stationary solution Qk ∈ C∞(Ω) of (1.2) such that Qk(x) = 0 for
x ∈ ∂Ω, and r 7→ Qk(r) has exactly k zeros on (1,∞), and is positive for large r.
More precisely, there exists ck > 0 such that∣∣∣Qk(r) − ck
r
∣∣∣ . 1
r2
, lim
r→∞ r
2Qk(r) = −ck.
Moreover, the sequence (E(Qk, 0))k∈N is increasing. Finally the set of stationary
solutions of (1.2) is exactly
{Qk, k ∈ N} ∪ {−Qk, k ∈ N} ∪ {0}.
3Our main result is that the stationary solutions Qk are the only obstruction to
linear scattering for global solutions. Consider the linear wave equation outside Ω:
(1.4)
{
(∂2t −∆)u(t, x) = 0, (t, x) ∈ R× Ω
(u, ∂tu)|t=0 = (u0, u1) ∈ H, u↾∂Ω = 0.
Theorem 1.2. Let u be a solution of (1.2) on [0,∞) × Ω. Then there exists a
solution vL of the linear wave equation (1.4), and a stationary solution Q of (1.2)
such that
lim
t→∞
‖~u(t)− ~vL(t)− (Q, 0)‖H˙1(Ω)×L2(Ω) = 0.
The same statement holds true for t→ −∞.
According to Proposition 1.1, Q must be 0 (and in this case the solutions scatters
to a linear solution) or one of the nonzero stationary solutions ±Qk. The set of
initial data leading to scattering is open in H. We conjecture that the set of data
leading to blow-up is open, and that the set of solutions converging locally to ±Qk is
a closed submanifold of H, of codimension k+1 in H. We will study this conjecture
in a forthcoming paper. See [2] for numerical and analytical evidences toward this
conjecture in the case k = 0.
Note that Theorem 1.2 implies that for any R > 1,
(1.5) lim
t→∞
∫
1≤|x|≤R
|∇(u(t, x)−Q(x))|2 + (∂tu(t, x))2 dx = 0.
An interesting question is the exact rate of this convergence when Q = ±Qk. This
problem is discussed in [2] using both theoretical and numerical methods, in the
case k = 0. Our method, based on a contradiction argument, does not give any
quantitative information of this type.
Remark 1.3. The proof of Theorem 1.2 can be adapted to prove that all solutions of
the corresponding defocusing wave equation scatter to a linear solution (see Remarks
2.20, 3.2 and 3.5). See also [6], where a similar result is proved and used to treat
nonradial perturbations of a radial solution.
The proof of Theorem 1.2 relies on the “channels of energy” method, which was
introduced in [8], and was used in [10] to prove the analog of Theorem 1.2 for the
radial energy-critical wave equation in space dimension 3. The proof for equation
(1.2) is somehow simpler, since equation (1.2) does not admit any scaling invariance.
The core of the proof is the rigidity result (Proposition 3.1) that states that any
radial solution of (1.2) such that∑
±
lim
t→±∞
∫
|x|>|t|
|∇t,xu(t, x)|2 dx = 0
is stationary. This also implies the following one-pass theorem:
Theorem 1.4. Let ε > 0 be small and k ∈ N. There exists δ > 0 with the
following property. For all radial solution u of (1.2) such that there exists t0 < t1
with [t0, t1] ⊂ Imax(u) and
‖~u(t0)− (Qk, 0)‖H ≤ δ, ‖~u(t1)− (Qk, 0)‖H ≥ ε
one has
∀t ∈ [t1,+∞) ∩ Imax(u), ∀Q ∈ {0} ∪
⋃
j∈N
{±Qj}, ‖~u(t)− (Q, 0)‖H > δ.
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This type of result is important to study the global dynamics of (1.2) from a
dynamical system point of view (see e.g. [30] for application of this type of one
pass theorems in the context of nonlinear dispersive equations).
Our method also gives the classification of the dynamics below and at the ground
state energy, in the spirit of [23] and [13]. By definition, the ground state is the least
energy nonzero stationary solution Q0. The ground state and its opposite −Q0 are
the unique minimizers for the Sobolev type inequality: ‖f‖L2m+2(Ω) . ‖∇f‖L2(Ω)
(see Proposition 2.21). As an immediate consequence of Theorem 1.2, variational
considerations and Proposition 3.1, we obtain the classification of the dynamics
below the energy of Q0:
Corollary 1.5. Let (u0, u1) ∈ H such that E(u0, u1) ≤ E(Q0, 0), u be the corre-
sponding solution of (1.2), and (T−, T+) the maximal interval of existence of u.
• If ∫
Ω
|∇u0|2 <
∫
Ω
|∇Q0|2, then u is global,
∀t ∈ R,
∫
Ω
|∇u(t)|2 <
∫
Ω
|∇Q0|2,
and either u scatters in both time directions, or E(u0, u1) = E(Q0, 0) and
there exists a sign ± such that u scatters as t→ ∓∞ and
(1.6) lim
t→±∞
‖~u(t)− (Q0, 0)‖H = 0.
• If ∫
Ω
|∇u0|2 =
∫ |∇Q0|2, then u is one of the two stationary solutions ±Q0.
• If ∫Ω |∇u0|2 > ∫Ω |∇Q0|2, then
∀t ∈ (T−, T+),
∫
Ω
|∇u(t)|2 >
∫
Ω
|∇Q0|2.
Furthermore, at most one of the times T+ or T− is infinite. If T± is infinite
for one sign ±, then E(u0, u1) = E(Q0, 0) and (1.6) is satisfied.
In particular, if E(u0, u1) < E(Q0, 0), there is an exact scattering/blow-up
dichotomy, in the spirit of the articles of Kenig and Merle [22, 23] on critical
Schro¨dinger and wave equations on RN . At the threshold energy, as in [12, 13],
a new type of solutions arise, satisfying (1.6) for one (and only one) sign ±. As
in [13], one could prove the existence and uniqueness of such solutions, using the
unique negative eigenvalue of the linearized operator at Q0. We plan to treat these
questions in a forthcoming paper.
Let us mention some related works. The defocusing energy-critical wave equation
with a potential in dimension 3 is considered in [20, 18, 19]. For this equation,
there is no blow-up in finite time and every solution is global and scatters to a
stationary solution, in the sense that the conclusion of Theorem 1.2 holds. The
set of stationary solution for this equation is not classified as in Proposition 1.1,
altough it is proved that for generic potential this set is finite. We refer to [21]
for the study of equivariant wave maps outside a ball. Again, there is no blow-up
in finite time and every solution scatters to a stationary solution (an harmonic
map), which is uniquely determined by the equivariance map of the equation. The
underlying space dimension in [21] is 5, which makes the proofs more technically
challenging, however the dynamics of equation (1.2) is somehow richer, since blow-
up in finite time is allowed, and there is a countable family of stationary solutions.
In particular, one might contemplate solutions of (1.2) that scatter to two distinct
stationary solutions as t→ +∞ and t→ −∞.
5The outline of the paper is as follows. In Section 2 we give some preliminaries
on well-posedness (including a new profile decomposition for equation (1.2)) and
stationary solutions of (1.2). In Section 3 we prove our main result, the classification
Theorem 1.2. In Section 4 we prove Corollary 1.5 and 1.4. Both proofs are short,
relying on the rigidity Proposition 3.1, and, for Corollary 1.5, on Theorem 1.2.
Notations. If a and b are two positive quantities, we write a . b when there exists
a constant C > 0 such that a ≤ Cb. We will write a ≈ b when we have both a . b
and b . a. We will write a ≪ b (resp. a ≫ b) if there exists a sufficiently large
constant C > 0 such that Ca ≤ b (resp. a ≥ Cb). We denote N the set of natural
numbers.
We use B to denote the unit open ball {x ∈ R3 : |x| < 1} and Ω = R3 \ B.
The homogeneous Sobolev space H˙10 (Ω) to be used frequently is defined as the
closure of C∞0 (Ω) under the H˙
1 norm. We refer to [3, 5, 28] for a systematic
investigation on the homogeneous space H˙sD(Ω) associated to the Laplacian ∆ =
∆D subject to the Dirichlet boundary condition u|∂Ω = 0, with fractional s. We
remark that ‖f‖H˙10 ≈ ‖
√−∆f‖L2, where the latter norm is defined via the spectral
resolution of ∆.
For a radial function f depending on t and r := |x|, we let ~f := (f, ∂tf). We let
Lpt (I, L
q
x) be the space of measurable functions f on I × R3 such that
‖f‖Lpt (I,Lqx(Ω)) =
(∫
I
(∫
Ω
|f(t, x)|qdx
) p
q
dt
)1/p
<∞.
For q > 1, we use q′ = qq−1 to mean its Lebesgue conjugate.
We denote by SL(t) the linear propagator, i.e.
SL(t)(w0, w1) := cos (t
√
−∆D)w0 + sin (t
√−∆D)√−∆D
w1.
Acknowledgement. The first author would like to thank Piotr Bizon´ for intro-
ducing equation (1.2) and fruitful discussions on the subject.
2. Preliminaries
2.1. Radial linear wave solutions on Ω. Consider u(t, x) a radial solution of
(1.4). Assume that (u0, u1) ∈ C2(R). Using that (∂2t − ∂2r )(ru) = 0 and the
boundary condition u(t, 1) = 0, we deduce that
(2.1) ru = ψ(t+ r)− ψ(t+ 2− r)
for some function ψ ∈ C2(R). One can compute ψ using the initial condition:
(2.2) ψ(σ) =


1
2
[∫ 2−σ
1
ρu1(ρ) dρ− (2 − σ)u0(2− σ)
]
, if σ < 1
1
2
[∫ σ
1 ρu1(ρ) dρ+ σ u0(σ)
]
, if σ > 1.
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and thus:
(2.3) 2ru(t, r) =

∫ t+r
t+2−r ρu1(ρ) dρ+ (r + t)u0(r + t)− (t+ 2− r)u0(t+ 2− r), r − 1 < t,∫ t+r
r−t ρu1(ρ) dρ+ (r + t)u0(r + t) + (r − t)u0(r − t), r − 1 > |t|∫ 2−t−r
r−t ρu1(ρ) dρ− (2− r − t)u0(2− r − t)− (r − t)u0(r − t), r − 1 < −t.
We will also need the following exterior energy bound:
Lemma 2.1. Let R ≥ 1, and u be a radial solution of the linear wave equation
(1.4) with initial data (u0, u1) ∈ H. Then
(2.4)
∑
±
lim
t→±∞
∫ ∞
R+|t|
(∂r(ru))
2 + (∂t(ru))
2 dr =
∫ +∞
R
(∂r(ru0))
2 + r2u21 dr.
Proof. By density, we can assume that (u0, u1) is C
2. By explicit computation, and
(2.1),
(∂r(ru)
2 + (∂t(ru))
2 = 2(ψ˙2(t+ r) + ψ˙2(t+ 2− r)),
and one can check that both sides of (2.4) equal
2
∫ ∞
R
ψ˙2 + 2
∫ 2−R
−∞
ψ˙2.

Remark 2.2. In the case R = 1, we can check by integration by parts that∫ +∞
1+|t|
(∂r(ru))
2 dr =
∫ +∞
1+|t|
(∂ru)
2r2 dr + o(1), t→ ±∞
and ∫ +∞
1
(∂r(ru0))
2 dr =
∫ +∞
1
(∂ru0)
2r2 dr,
and the preceeding lemma is equivalent to∑
±
lim
t→±∞
∫
|x|≥1+|t|
|∇u(t)|2 + (∂tu(t))2 dx =
∫
|x|≥1
|∇u0|2 + u21.
The following asymptotics follow from (2.2)
Lemma 2.3. For all (u0, u1) ∈ H, we have, denoting by u the solution of (1.4)
(2.5) lim
t→±∞
∫
1
|x|2 |u(t, x)|
2dx+ ‖u(t)‖L6(Ω)∩L∞(Ω) = 0.
For both signs + and −, there exists G± ∈ L2(R) such that
lim
t→±∞
∫ ∞
1
|r∂ru(t, r)−G±(r ∓ t)|2 dr = 0(2.6)
lim
t→±∞
∫ ∞
1
|r∂tu(t, r)±G±(r ∓ t)|2 dr = 0.(2.7)
Furthermore
(2.8)
∫
R
G2+(η) dη =
∫
R
G2−(η) dη =
1
2
∫ +∞
1
(
(∂tu(t, r))
2 + (∂ru(t, r))
2
)
r2dr,
and both maps (u0, u1)→ G± are bijective.
7Proof. From the formula (2.2), we obtain (2.5), as well as (2.6) and (2.7) with
G+(σ) = ψ
′(2− σ), G−(σ) = ψ′(σ), that is:
G+(σ) =
1
2
{
−σ u1(σ) + u0(σ) + σ u′0(σ) if σ > 1
(2− σ)u1(2− σ) + u0(2 − σ) + (2− σ)u′0(2− σ) if σ < 1
G−(σ) =
1
2
{
σ u1(σ) + u0(σ) + σ u
′
0(σ) if σ > 1
−(2− σ)u1(2− σ) + u0(2− σ) + (2 − σ)u′0(2− σ) if σ < 1.
Note that u1 ∈ L2rad(Ω), u0 ∈ H˙1rad(Ω) and Hardy’s inequality imply G± ∈ L2(R) as
announced. Using (2.6), (2.7) and the conservation of the energy for equation (1.4),
we obtain (2.8). It remains to prove that both maps (u0, u1) 7→ G± are bijective.
The injectivity follows immediately from (2.8).
To prove the surjectivity, we let G+ ∈ L2(R) (the proof is the same for G−), and
define, for r > 1,
u0(r) =
1
r
∫ r
1
(G+(τ) +G+(2− τ)) dτ
u1(r) =
1
r
(G+(2− r) −G+(r)).
We notice that (u0, u1) ∈ H˙1rad. Indeed, since G+ ∈ L2(R), we have∫ +∞
1
(ru1)
2 dr <∞,
∫ +∞
1
(∂r(ru0))
2 dr ≤ 2‖G+‖2L2.
Furthermore, by a straightforward integration by parts,∫ R
1
u0(r)
d
dr
(ru0) dr =
1
2
∫ R
1
u20(r) dr +
R
2
u20(R),
which shows by Cauchy-Schwarz that
∫ R
1 |u0(r)|2 dr ≤ 4‖G+‖2L2 for all R > 1, and
thus
∫ +∞
1 |u0(r)|2 dr <∞.
Letting u be the solution of (1.4) with initial data (u0, u1), we see from (2.2)
that u satisfies (2.6), (2.7) (with the + sign) which concludes the proof. 
2.2. An overview of the Cauchy theory in H. In this subsection, we recall
the local well-posedness theory of the problem (1.2) in the energy space with radial
initial data.
Let us start by recalling the Strichartz estimate proved in [33, 5, 28].
Proposition 2.4. Let (q, r) such that 1/q + 3/r = 1/2 and q > 2. Then there
exists C0 > 0 such that, if u is a solution to the Cauchy-Dirichlet problem
(∂2t −∆)u(t, x) = F (t, x), (t, x) ∈ R× Ω
(u(0, x), ∂tu(0, x)) = (u0, u1) ∈ H˙10 (Ω)× L2(Ω)
u(t, x) = 0, x ∈ ∂Ω.
(2.9)
one has
(2.10) ‖u‖Lqt(R;Lrx(Ω)) ≤ C0
(
‖u0‖H˙10 (Ω) + ‖u1‖L2(Ω) + ‖F‖L1t(R;L2x(Ω))
)
.
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In the radial case, one can extend the range of Strichartz exponents, using the
radial Sobolev inequality
(2.11) ∀R > 1, |f(R)| . 1√
R
‖f‖H˙1rad .
Note that (2.11) implies that for 6 < p ≤ ∞, H˙1rad(Ω) is embedded into Lp(Ω) with
compact embedding.
Corollary 2.5. Assume that 1/q + 3/r ≤ 1/2 and r is finite. There exists C0 > 0
such that if u and F are radial solutions of (2.9), then (2.10) holds.
Proof. Assume that 1q +
3
r <
1
2 , and let q1 such that
1
q1
+ 3r =
1
2 . Since r < ∞,
q1 > 2. By energy inequalities and the embedding H
1
rad(Ω) ⊂ Lr(Ω), we have
‖u‖L∞t (R,Lr(Ω)) . ‖u0‖H˙1(Ω) + ‖u1‖L2(Ω) + ‖F‖L1t(R,L2(Ω)).
By standard Strichartz estimates,
‖u‖Lq1t (R,Lr(Ω)) . ‖u0‖H˙1(Ω) + ‖u1‖L2(Ω) + ‖F‖L1t(R,L2(Ω)),
and (2.10) follows since q2 < q <∞. 
Note that the assumption m > 2 implies that q = 2m+ 1, r = 2(2m+ 1) satisfy
the assumptions of Corollary 2.5.
We state our main result in this subsection.
Proposition 2.6. Assume m ∈ (2,+∞) ∩ Z in (1.2). Then for every −→u0 :=
(u0, u1) ∈ H, there exists a unique maximal radial solution u of (1.2) defined in a
maximal interval [0, T ∗) with −→u (0) = −→u0 and T ∗ > C/‖−→u0‖2mH˙1rad , for some universal
constant C > 0, satisfying
u ∈ C
(
[0, T ∗), H˙10 (Ω)
)
∩ C1 ([0, T ∗), L2(Ω)) .
In addition, we have the following properties:
(i) either T ∗ = +∞, or T ∗ < +∞ and
(2.12) lim
TրT∗
‖u‖
L2m+1t
(
[0,T ], L
2(2m+1)
x (Ω)
) = +∞.
Moreover, for every T ∈ (0, T ∗), the flow map (v0, v1) 7→ ~v (where v is the
solution of (1.2) with initial data (v0, v1)) is Lipschitz continuous from a
neighborhood of (u0, u1) in H to C ([0, T ],H).
(ii) If −→u0 ∈
(
H˙2(Ω) ∩ H˙10 (Ω)
)
×H˙10 (Ω) then −→u (t) ∈
(
H˙2(Ω) ∩ H˙10 (Ω)
)
×H˙10 (Ω)
for all t ∈ (0, T ∗).
(iii) E(−→u (t)) = E(−→u 0) for every t ∈ [0, T ∗).
(iv) If ‖u‖
L2m+1t
(
[0,T∗),L
2(2m+1)
x (Ω)
) < ∞, then T ∗ = +∞ and u scatters in the
forward time direction, i.e. there exists −→u + = (u+0 , u+1 ) ∈ H such that
(2.13) lim
t→+∞
‖−→u (t)−−→SL(t)−→u +‖H = 0,
where
−→
SL(t)
−→u + := (SL(t)~u+, ∂tSL(t)~u+). Conversely, if u scatters, then
(2.14) ‖u‖
L2m+1t
(
[0,∞), L2(2m+1)x (Ω)
) + ‖∇x,tu‖L∞t ([0,∞), L2x(Ω)) < +∞.
9(v) Let I ⊂ [0,∞) be a sub-interval such that
(2.15) ‖SL(t)−→u0‖L2m+1t
(
I, L
2(2m+1)
x (Ω)
) = δ
with 0 < δ ≪ 1 being sufficiently small. Then u is defined on I. In
particular, I ⊂ [0, T ∗) and moreover, with C0 in (2.10)
‖u− SL(t)−→u0‖L2m+1t
(
I, L
2(2m+1)
x (Ω)
) 6 ε := C0(2δ)2m+1
The analogs of the statements (i)-(v) hold in the negative time direction as
well.
The proof follows mainly from a standard fixed point argument based on Strichartz
estimates in Corollary 2.5 and we only sketch it here. By using energy estimate,
Sobolev embedding and radial Sobolev inequality, it is readily to solve (1.2) on an
interval [0, T ] with T < C¯‖−→u0‖−2mH for some constant C¯ > 0, depending only on
m,C0 and optimal constants in Sobolev embedding. Let T
∗ be the maximal time
of existence. Then (i) follows by using Strichartz estimate. (ii) is deduced from
standard bootstrap argument based on the Duhamel formula. By using (ii) and
standard density argument, we obtain the conservation of energy (iii). Finally, (iv)
and (v) is immediately verified by using Strichartz estimates and energy estimate.
We next establish a long-time perturbation lemma for (1.2).
Lemma 2.7. Given M > 0, we have εM > 0 and CM > 0 with the following
properties. Let I be an interval, t0 ∈ I, and u, u˜ ∈ L2m+1
(
I, L
2(2m+1)
rad (Ω)
)
such
that ~u, ~˜u ∈ C(I,H) and
(2.16) ‖u˜‖
L2m+1t
(
I,L
2(2m+1)
x (Ω)
) ≤M,
(2.17) ‖eq(u)‖L1t (I,L2x(Ω)) + ‖eq(u˜)‖L1t (I,L2x(Ω)) + ‖RL‖L2m+1t
(
I,L
2(2m+1)
x (Ω)
) = ε,
where ε ≤ εM , eq(u) = (∂2t −∆)u−|u|2mu in the sense of distribution and RL(t) =
SL(t− t0)(~u(t0)− ~˜u(t0)). Then
‖u− u˜‖
L2m+1t (I,L
2(2m+1)
x (Ω))
+ sup
t∈I
‖∇x,t(u(t)− u˜(t)−RL(t))‖L2(Ω) ≤ CMε.
For the proof we will need the following Gro¨nwall-type lemma (see [16])
Lemma 2.8. Let 1 ≤ β < γ ≤ ∞ and define ρ ∈ [1,∞) by 1ρ = 1β − 1γ . Let
0 < T ≤ ∞, f ∈ Lρ(0, T ) and ϕ ∈ Lγloc([0, T )) such that
∀t ∈ [0, T ), ‖ϕ‖Lγ(0,t) ≤ η + ‖fϕ‖Lβ(0,t).
Then
∀t ∈ [0, T ), ‖ϕ‖Lγ(0,t) ≤ ηΦ
(‖f‖Lρ(0,t)) ,
where Φ(s) = 2Γ(3 + 2s) and Γ is the Gamma function.
Proof of Lemma 2.7. Let w := u− u˜. Then we have
(∂2t −∆)w = eq(u)− eq(u˜)︸ ︷︷ ︸
:=e
+|u|2mu− |u˜|2mu˜.
We assume to fix ideas t0 = 0 and I = [0, T ). By Duhamel’s formula
(2.18) w(t) = RL(t) +
∫ t
0
sin(t− s)√−∆√−∆
(
e+ (u˜+ w)2m+1 − u˜2m+1) (s)ds.
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Using Strichartz (2.10) and Ho¨lder inequalities, we deduce
∀t ∈ [0, T ), ‖w‖L2m+1((0,t)L2(2m+1)(Ω)) ≤
‖RL‖L2m+1(0,t,L2(2m+1)(Ω)) + C0‖e‖L1((0,t),L2(Ω))
+ C0
∫ t
0
(
‖w(τ)‖L2(2m+1)‖u˜(τ)‖2mL2(2m+1)(Ω) + ‖w(τ)‖2m+1L2(2m+1)(Ω)
)
dτ.
From (2.17), we obtain
∀t ∈ [0, T ), ‖w‖L2m+1((0,t)L2(2m+1)(Ω)) ≤
(1 + 2C0)ε+ C0
∫ t
0
(
‖w(τ)‖L2(2m+1)‖u˜(τ)‖2mL2(2m+1)(Ω) + ‖w(τ)‖2m+1L2(2m+1)(Ω)
)
dτ.
Let θ such that
‖w‖L2m+1((0,θ)L2(2m+1)(Ω)) ≤ CMε
(CM to be specified). Then
∀t ∈ [0, θ), ‖w‖L2m+1((0,t)L2(2m+1)(Ω)) ≤
(1 + 2C0)ε+ C0C
2m+1
M ε
2m+1 + C0
∫ t
0
(
‖w(τ)‖L2(2m+1)‖u˜(τ)‖2mL2(2m+1)(Ω)
)
dτ
≤ (2 + 2C0)ε+ C0
∫ t
0
(
‖w(τ)‖L2(2m+1)(Ω)‖u˜(τ)‖2mL2(2m+1)(Ω)
)
dτ,
provided C0C
2m+1
M ε
2m ≤ 1 (which holds if ε ≤ εM = 1/C
1
m
0 C
2+ 1
m
M ).
Using Lemma 2.8 with
ϕ(t) = ‖w(t)‖L2(2m+1)(Ω), f(t) = ‖u˜(t)‖2mL2(2m+1)(Ω)
β = 1, γ = 2m+ 1, ρ =
2m+ 1
2m
,
we obtain
‖w(t)‖L2m+1((0,θ),L2(2m+1)(Ω)) ≤ (2 + 2C0)Φ
(
C0M
2m
)
ε.
Choosing CM > (2 + 2C0)Φ
(
C0M
2m
)
, we obtain by a simple bootstrap argument
‖w(t)‖L2m+1((0,T ),L2(2m+1)(Ω)) ≤ CMε.
The bound of ‖∇t,x(u − u˜ − RL)‖L2(Ω) follows from Strichartz estimates and the
equality (2.18). 
Definition 2.9. Let Σ+rad be the set of radial functions (u0, u1) ∈ H such that if u
is the solution of (1.2) with initial data (u0, u1), then u(t, x) exists on [0,+∞) and
scatters to a linear wave. We define Σ−rad similarly for the negative time direction.
The following proposition is an immediate consequence of Lemma 2.7 and the
characterization of scattering from Proposition 2.6:
Proposition 2.10. Σ+rad and Σ
−
rad are open.
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2.3. Profile decomposition. We prove here that there exists a profile decom-
position which is adapted to the Strichartz norm used in the scattering theory of
equation (1.2).
Proposition 2.11. Let (un)n be a sequence of radial solutions of the linear wave
equation outside the ball (1.4) such that (~un(0))n is bounded in H. Then there
exists a subsequence of (un)n (that we still denote by (un)n), and, for any integer
j ≥ 1, a solution U jL of (1.4) and a sequence (tj,n)n ∈ RN satisfying
j 6= j′ =⇒ lim
n→∞
∣∣tj,n − tj′,n∣∣ = +∞,
such that, letting, for J ≥ 1,
wJn(t) = un(t)−
J∑
j=1
U jL(t− tj,n),
we have, for all (q, r) ∈ (2,∞]× (6,∞) such that 1q + 3r < 12 ,
(2.19) lim
J→∞
lim sup
n→∞
‖wJn‖LqtLrx = 0.
Furthermore,
∀j ≥ 1, ~un(tj,n) −−−−⇀
n→∞
~U jL(0)(2.20)
∀J ≥ 1, lim
n→∞
‖~un(0)‖2H −
J∑
j=1
∥∥∥~U jL(0)∥∥∥2H − ∥∥~wJn(0)∥∥2H = 0.(2.21)
Proposition 2.11 is a consequence of the following Lemma:
Lemma 2.12. Let (un)n be a sequence of radial solutions of the linear wave equa-
tion on Ω (1.4) such that for all sequence (tn)n ∈ RN,
~un(tn) −−−−⇀
n→∞
(0, 0) in H.
Then for all (q, r) ∈ (2,∞]× (6,∞) such that 1q + 3r < 12
lim
n→∞
‖un‖LqtLrx = 0.
The fact that the Lemma implies Proposition 2.11 is by now standard (see e.g.
the proof of Theorem 3.1 in [15]), and we omit it.
Proof of Lemma 2.12. We argue by contradiction. Assume that there exists a se-
quence of solutions (un)n of (1.4) such that for all sequence (tn)n ∈ RN,
(2.22) ~un(tn) −−−−⇀
n→∞ (0, 0) in H.
Assume that there exist (q, r) ∈ (2,∞]× (6,∞) with 1q + 3r < 12 and ε > 0 such that
(2.23) ∀n, ‖un‖LqtLrx ≥ ε.
Let (q0, r0) such that
1
q0
+
3
r0
=
1
q
+
3
r
, 2 < q0 < q,
and let r1 such that
1
q +
3
r =
3
r1
(thus 6 < r1 <∞). Then by Ho¨lder’s inequality,
‖un‖LqtLrx ≤ ‖un‖
q0
q
L
q0
t L
r0
x
‖un‖1−
q0
q
L∞t L
r1
x
.
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Since by Strichartz estimates ‖un‖Lq0t Lr0x is bounded from above (see Corollary 2.5),
we deduce that there existe ε1 > 0 such that
∀n, ‖un‖L∞t Lr1x ≥ ε1.
We thus can choose a sequence (tn)n such that
∀n, ‖un(tn)‖Lr1 ≥ ε1
2
.
This contradicts (2.22) and the compactness of the embedding H˙1rad(Ω) ⊂ Lr1(Ω).
The proof is complete. 
We will need to consider solutions to the wave equation (1.2) outside wave cones.
For this, it is convenient to multiply the nonlinearity by a characteristic function
Definition 2.13. If (u0, u1) ∈ H˙10 (Ω) × L2(Ω) and R ≥ 1, the solution of (1.2)
on {|x| > R + |t|}, with initial data (u0, u1), is by definition the restriction to
{|x| > R + |t|} of the solution u of the following wave equation,
(2.24)
{
(∂2t −∆)u(t, x) = F (t, x)11{|x|>R+|t|}, (t, x) ∈ R× R3
(u, ∂tu)|t=0 = (u0, u1), u|∂Ω = 0
where F = ι|u|2mu with ι = ±1, m > 2.
One can adapt the well-posedness theory from Subsection 2.2, yielding local well-
posedness and maximal solution1 for equation (2.24). In particular, letting T ∗R be
the maximal time of existence for (2.24), we have the blow-up criterion
T ∗R <∞ =⇒
∥∥u11{|x|>R+|t|}∥∥L2m+1t ([0,T∗R), L2(2m+1)x ) =∞,
as well as the following scattering criterion. If
u11{|x|>R+|t|} ∈ L2m+1t
(
[0,+∞), L2(2m+1)x
)
,
then u scatters for positive times: there exists a solution uL of the linear wave
equation on Ω such that
lim
t→+∞
∥∥11{|x|>R+|t|} |∇t,xuL(t)−∇t,xu(t)|∥∥H˙1(Ω)×L2(Ω) = 0.
Also, there exists ε0 > 0 (independent or R > 1) such that if for some T ∈ (0,∞],∥∥SL(t)(u0, u1)11{|x|>R+|t|}∥∥L2m+1t ([0,T ), L2(2m+1)x ) = ε ≤ ε0
then T ∗R ≥ T and
sup
t∈[0,T ]
∥∥|∇t,x(u(t)− SL(t)(u0, u1))| 11{|x|>R+|t|}∥∥L2 ≤ ε2m+1.
We note also that if T ∗ is the maximal (positive) time of existence for the equation
(1.2) with the same initial data, then T ∗ ≤ T ∗R and the two solutions coincide on
{(t, x), 0 ≤ t < T ∗, |x| > R+ |t|}.
1Note however that since we have truncated the nonlinearity with a nonsmooth function, the
persistence of regularity does not hold anymore
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Let (uLn)n be a sequence of radial solutions of the linear wave equation (1.4)
outside the ball. Assume that (~un(0))n is bounded in H˙
1(Ω)×L2(Ω) and has a pro-
file decomposition {U jL, (tj,n)}j≥1 as in Proposition 2.11. Extracting subsequences,
reordering and time translating the profiles, we might assume
(2.25) ∀n, t1,n = 0, ∀j ≥ 2, lim
n→∞
tj,n ∈ {±∞}.
We define the nonlinear profile U1 associated to U1L as the solution of the nonlinear
wave equation (1.2) with initial data ~U1L(0). If R ≥ 1 we will also denote by U1 the
solution of (1.2) on {|x| > R+ |t|} with the same initial data.
Proposition 2.14. Let uLn be as above, and R ≥ 1. Assume that the nonlinear
profile U1 is well-defined for {t ≥ 0, |x| ≥ R+ |t|}, and that
11{|x|>R+|t|}U
1 ∈ L2m+1
(
(0,∞), L2(2m+1)
)
.
Let un be the solution of the nonlinear wave equation (1.2) on {|x| > R+ |t|}. Then
for large n, un is global for positive time, and, letting
ǫJn(t, x) = un(t, x) − U1(t, x)−
J∑
j=1
U jL(t− tj,n, x)− wJn(t, x),
one has
lim
J→+∞
lim sup
n→∞
sup
t≥0
∫
|x|>R+|t|
∣∣∇t,xǫJn(t, x)∣∣2 dx = 0.
Proof. By Lemma 2.7 (or rather its version adapted to solutions on {|x| > R+ |t|}),
it is sufficient to prove
lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥
( J∑
j=2
U jL(· − tj,n)− wJn
)
11{|x|>R+|t|}
∥∥∥∥∥∥
L2m+1t
(
(0,∞),L2(2m+1)x
)
= 0.
Using that
lim
J→∞
lim sup
n→∞
∥∥wJn∥∥L2m+1((0,∞),L2(2m+1)) = 0,
we see that it is sufficient to prove:
J ≥ 2 =⇒ lim
n→∞
∥∥∥∥∥∥
J∑
j=2
U jL(· − tj,n)11{|x|>R+|t|}
∥∥∥∥∥∥
L2m+1t
(
(0,∞),L2(2m+1)x
)
= 0.
Since limn→∞ tj,n ∈ {±∞}, this last property follows from the dominated conver-
gence theorem, concluding the proof. 
2.4. Zeros of stationary solutions. In this subsection, we state several proper-
ties on a class of singular stationary solutions involved in [11, 14, 15].
Proposition 2.15. Let m > 2, m ∈ N, and ℓ ∈ R\{0}. Then there exists a radial,
C2 solution Zℓ(x) = Zℓ(|x|) of
(2.26) ∆Zℓ + Z
2m+1
ℓ = 0 on R
3 \ {0},
such that
(2.27) ∀ r ≥ 1,
∣∣r Zℓ(r)− ℓ∣∣ ≤ C
r2
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(2.28) lim
r→∞
r2
dZℓ
dr
= −ℓ .
Furthermore, Zℓ 6∈ L3m, where 3m is the critical Sobolev exponent corresponding to
sm =
3
2
− 1
m
. In particular, Zℓ 6∈ H˙sm . Moreover, the zeros of Zℓ are given by a
sequence {rj}∞j=0 such that
r0 > r1 > · · · > rj > · · · −→ 0, j →∞.
Remark 2.16. The existence of such a solution Zℓ with properties (2.27)(2.28) and
Zℓ 6∈ L3m had been demonstrated in [11]. It remains to show that Zℓ(r) oscillates
infinitely often towards 0. This provides a more precise characterization on the
behavior of Zℓ(r) as r approaches the origin.
The proof of the oscillatiory property of Zℓ in Proposition 2.15 relies on the
following classical result due to Fowler.
Lemma 2.17. Let θ(x) be a solution of
(2.29)
d2θ
dx2
+ x−4θn = 0, x ∈ (0,+∞),
where n > 5 is an odd integer. Then θ is one of the following three distinct types
(i) Special solutions
(2.30) θ(x) = ±
(
2(n− 3)
(n− 1)2
) 1
n−1
x
2
n−1 ;
(ii) Emden’s solutions with one arbitrary constant C
(2.31) θ(x) = C − α(x)C
n
6x2
, lim
x→∞
α(x) = 1,
(iii) θ(x) oscillates about θ = 0 with the asymptotic forms
|θ(Xn)| ≈ AX
4
n+3
n
xn+1 − xn ≈ 1
A
n−1
2
(
2
n+ 1
) 1
2 Γ
(
1
2
)
Γ
(
1
n+1
)
Γ
(
1
2 +
1
n+1
) X 8n+3n ,(2.32)
where A is a constant of integration, {Xn} is the sequence of zeros of θ′(x),
and {xn} is the sequence of zeros of θ(x), that satisfy limn xn = +∞.
Proof. Please see p. 281–282 of [17]. 
Remark 2.18. The equation (2.29) along with its general form θ′′ + xσθλ = 0 is
usually referred as the Emden-Fowler equation. When λ > 1 is not an integer, one
may find in [24] a similar classification on the solutions of Emden-Fowler equations
in a more general setting.
Proof of the oscillation of Zℓ. We may assume ℓ > 0 since the case Z−ℓ = −Zℓ.
By scaling invariance and the uniqueness of the fixed point argument, it suffices to
consider ℓ = 1 (see Remark 2.5 in [14]) and we denote by Z(r) = Z1(r) for brevity.
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Rewrite (2.26) fulfilled by Z as the following ordinary differential equations (in
the r variables)
(2.33) Z ′′(r) +
2
r
Z ′(r) + Z(r)2m+1 = 0 .
Let h(s) = Z(1/s), s ∈ (0,∞). Then h is a C2 solution of
(2.34) h′′(s) + s−4h(s)2m+1 = 0, s > 0 ,
which satisfies
(2.35) lim
s→0
h(s)
s
= 1, lim
s→0
h′(s) = 1 .
We are reduced to showing that the zeros of h form a sequence {sj}∞j=0 such that
0 < s0 < s1 < s2 < · · · < sj < · · · −→ ∞.
In view of Lemma 2.17, it suffices to show that h(s) is of type (iii). Invoking that
Z(r) is not bounded at the origin, we see that h(s) can not be of the form (2.31).
By (2.35), h(s) is not a function given by the formula (2.30). Hence h(s) oscillates
infinitely often and behaves asymptotically according to formula (2.32). 
2.5. Radial stationary solutions outside the unit ball. Let Z1(x) be the
radial solution of equation (2.26) corresponding to ℓ = 1. As we have seen in the
last subsection, the zeros of Z1 form a sequence {rj}∞j=0 with the following property
(2.36) r0 > r1 > · · · > rj > · · · −→ 0, j →∞ .
LetQj(r) = r
1/m
j Z1(rjr). Then Qj(|x|) is the radial solution of the following elliptic
equation outside the unit ball Ω = R3 \ B with the Dirichlet boundary condition
(2.37) −∆Q = |Q|2mQ, Q|∂Ω = 0, x ∈ Ω, m > 2 ,m ∈ N,
where ∆ = ∆D is the Dirichlet-Laplacian, and Q belongs to H˙
1
0 (Ω).
Notice that Qj(r) has exactly j zeros in (1,+∞) for each j ∈ N and Qj(1) = 0.
Define the energy functional
E(Q) =
1
2
∫
Ω
|∇Q(x)|2dx − 1
2(m+ 1)
∫
Ω
|Q(x)|2(m+1)dx.
Then
(2.38) E(Qj) =
m
2(m+ 1)
r
−m−2
m
j
∫ +∞
rj
|Z1(r)|2(m+1)r2dr.
This formula with (2.36) clearly yields E(Qj) −→ +∞ monotonically as j → ∞.
The following Lemma shows that there are no other stationary solutions for equa-
tion (1.2).
Lemma 2.19. Let Q ∈ H˙1(Ω), radial, such that −∆Q = |Q|2mQ. Then Q ≡ 0,
or there exists a sign ± and α > 0 such that Q(r) = ±α 1mZ1 (αr). In particular, if
Q(1) = 0, then Q ≡ 0 or Q = ±Qj for some j ≥ 0.
Proof. We first prove that there exists ℓ ∈ R such that
(2.39)
∣∣∣∣Q(r)− ℓr
∣∣∣∣ . 1r2m−1 , r ≫ 1.
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Indeed, we have d
2
dr2 (rQ) = rQ
2m+1(r). Since by the radial Sobolev inequality
(2.11), |Q(r)| . 1/r1/2, we obtain that ddr (rQ) has a limit as r → ∞. Using that∫∞
1
∣∣ d
dr (rQ)
∣∣2 dr is finite, we see that this limit is 0. Thus
(2.40)
d
dr
(rQ) = −
∫ ∞
r
σQ2m+1(σ) dσ.
Combining with the radial Sobolev inequality, we obtain
∣∣ d
dr (rQ)
∣∣ . ∫∞
r
1
σm−
1
2
dσ .
1
rm−
3
2
. Since m ≥ 3, we deduce that rQ has a limit ℓ. Plugging the estimate
|Q(r)| . 1/r into (2.40) and integrating between r and ∞, we obtain (2.39).
If ℓ = 0, we let Y (r) = 0 for r > 1. If ℓ 6= 0, we let α = |ℓ| m1−m , ι be the sign of
ℓ, and
Y (r) = ια
1
mZ1(αr)
One can check
lim
r→∞
rY (r) = ℓ.
We will prove that Q ≡ Y . Indeed, for large r∣∣∣∣ d2dr2 (rQ − rY )
∣∣∣∣ = r ∣∣Q2m+1 − Y 2m+1∣∣ . 1r2m−1 |Q(r)− Y (r)|.
Integrating twice, we deduce
|rQ(r) − rY (r)| .
∫ +∞
r
∫ +∞
σ
ρ−2mρ|Q(ρ)− Y (ρ)| dρ dσ
.
1
r2m−2
sup
ρ>r
|ρ (Q(ρ)− Y (ρ))| .
Taking the supremum over all r > R, where R ≫ 1 is fixed, we obtain that
Q(r) = Y (r) for large r. By classical ODE theory, we deduce that Y (r) = Q(r) for
all r > 1. 
Remark 2.20. One can prove that the only stationary solution of the defocusing
analog of (1.2) (that is, with a minus sign in front of the nonlinearity) is 0. More
precisely, similarly to Proposition 2.15 there is, for all ℓ ∈ R \ {0}, a solution Zℓ of
the elliptic wave equation defined for large r behaving as ℓ/r at infinity. However in
this case, the solution Zℓ has a constant sign and is defined only for r ∈ (Rℓ,+∞),
for some minimal radius of existence Rℓ > 0 that satisfies limr→Rℓ |Z(r)| =∞ (see
[14, Proposition 2.3]).
Proposition 2.21. For any radial f ∈ H˙10 (Ω), we have
(2.41) ‖f‖L2(m+1)(Ω)‖∇Q0‖L2(Ω) ≤ ‖Q0‖L2(m+1)(Ω)‖∇f‖L2(Ω)
Furthermore, the equality is achieved in (2.41) if and only if there exists σ ∈ R such
that f = σQ0.
Proof. It suffices to show that if we set
J(f) = ‖∇f‖2(m+1)L2(Ω) / ‖f‖
2(m+1)
L2(m+1)(Ω)
,
and
a = inf{J(f) : f ∈ H˙10 (Ω) \ {0}, f radial},
then a = J(Q0). Notice that from radial Sobolev inequality, we have 0 < a < +∞
and hence the above two quantities are well-defined.
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The argument is reminiscent of [34]. Take a minimizing sequence fν ∈ H˙10 (Ω)
which are radial such that J(fν)→ a as ν → +∞. Since fν is real valued, we may
assume (replacing fν by |fν | if necessary), thatfν is nonnegative. Setting ϕν =
fν/‖fν‖H˙10(Ω), we have J(ϕν) = J(fν) and ‖∇ϕν‖L2(Ω) = 1. Hence there exists a
subsequence ϕνk converges weakly in H˙
1 to ϕ∗ as k → +∞ with ‖ϕ∗‖H˙10 (Ω) ≤ 1.
By using the radial Sobolev inequality and the Rellich-Kondrachov theorem, one
can show ϕνk converges to ϕ∗ strongly in L
2(m+1)(Ω). As a consequence, ϕ∗ 6= 0
since otherwise we would have J(ϕνk)→ +∞ by the strong convergence. It follows
from the above discussion that
a ≤ J(ϕ∗) ≤ 1‖ϕ∗‖2(m+1)L2(m+1)(Ω)
= lim
k→+∞
1
‖ϕνk‖2(m+1)L2(m+1)(Ω)
= a .
Thus J(ϕ∗) = a and ‖∇ϕ∗‖L2(Ω) = 1, which along with the weak convergence
implies ϕνk → ϕ∗ in H˙10 (Ω) strongly as k → +∞.
It follows from the above facts that ϕ∗ is the minimizer of the function J and
satisfies the Euler-Lagrange equation:
d
dε
∣∣∣∣∣
ε=0
J(ϕ∗ + εη) = 0 , ∀ η ∈ C∞0 (Ω).
Taking ‖∇ϕ∗‖L2(Ω) = 1 into account, we have
−∆ϕ∗ = 1‖ϕ∗‖2(m+1)2(m+1)
|ϕ∗|2mϕ∗.
Let ϕ∗(x) = ‖ϕ∗‖(m+1)/mL2(m+1) Q(x). Then we have−∆Q = |Q|p−1Q on Ω andQ|∂Ω = 0,
Q(x) ≥ 0 for x ∈ Ω. By uniqueness of the solution for the problem (2.37) (Lemma
2.19), we have Q(x) = Q0(x).
Note that the last part of the argument above shows that any minimizer for J
is proportional to Q0, which concludes the proof of the proposition. 
3. Classification of global solutions
3.1. Rigidity. We prove here the following rigidity result:
Proposition 3.1. Let ρ0 > 1 and u be a solution of the nonlinear wave equation
(1.2) on {|x| > ρ0 + |t|}. Assume
(3.1)
∑
±
lim
t→±∞
∫
{|x|≥|t|+ρ0}
|∇t,xu(t, x)|2 dx = 0.
Then (u0, u1)(r) = 0 for almost all r > ρ0, or there exists ℓ ∈ R \ {0}, ι ∈ {±}
such that (u0, u1)(r) = (ιZℓ(r), 0) for all r > ρ0, where Zℓ is defined in Proposition
2.15.
Remark 3.2. Let us mention that the analog of Proposition 3.1, with the same
proof, is also valid for the defocusing equation corresponding to (1.2). In this case,
in view of Remark 2.20, the conclusion is that the solution u is identically 0.
Proof. The proof follows the line of the analogous result for the energy-critical wave
equation on R3 (see [10, Section 2]), with some of the arguments simplified.
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Step 1: channels of energy. We fix a small ε > 0, and let R ≥ ρ0 such that
(3.2)
∫
|x|≥R
|∇u0|2 + u21 dx ≤ ε,
and prove, letting v0(r) = ru0(r), v1(r) = ru1(r),
(3.3)
∫ +∞
R
(∂rv0)
2 + v21 dr .
1
R2m+1
v
2(2m+1)
0 (R).
Let uL be the solution of the linear wave equation with initial data (u0, u1). We
have (see Lemma 2.1):∫ +∞
R
(∂r(ru0))
2+(ru1)
2 dr ≤
∑
±
lim
t→±∞
∫ +∞
R+|t|
(
∂r(ruL(t, r))
)2
+ r2
(
∂tuL(t, r)
)2
dr.
Furthermore, by the small data theory,
sup
t∈R
∥∥11{|x|>|t|+R} (∇t,xu(t)−∇t,xuL(t))∥∥L2 . ∥∥(∇u0, u1)11{|x|>R}∥∥2m+1L2 .
By a straightforward integration by parts, we have, for any f0 ∈ H˙10 (Ω), and
(3.4)
∫ +∞
A
(∂r(rf0))
2
dr =
∫ +∞
A
(∂rf0)
2r2 dr −Af20 (A),
which yields, using assumption (3.1),
lim
t→±∞
∫ +∞
R+|t|
(
∂r(ru(t, r))
)2
+ r2
(
∂tu(t, r)
)2
dr = 0.
Combining, we obtain
(3.5)
∫ +∞
R
(
∂r(ru0)
)2
+ (ru1)
2 dr .
(∫ +∞
R
(
(∂ru0)
2
+ u21
)
r2dr
)2m+1
.
Using the formula (3.4) again, and the smallness assumption (3.2), we deduce
(3.6)
∫ +∞
R
(∂r(ru0))
2
+ (ru1)
2 dr . R2m+1u
2(2m+1)
0 (R),
hence (3.3).
Step 2: limit of r u0. In this step we prove that v0(R) has a limit ℓ as R → ∞
and that there exists a constant K (depending on v), such that
(3.7) |v0(R)− ℓ| ≤ K
Rm
,
∫ +∞
R
v21(r) dr ≤
K
R2m+1
.
Until the end of the proof, we will always denote by K a large constant depending
on v, that may change from line to line.
We first fix R,R′ such that ρ0 < R < R′ < 2R and the smallness assumption
(3.2) is satisfied. Then
|v0(R)− v0(R′)| .
∫ R′
R
|∂rv0(r)| dr .
√
R
√∫ +∞
R
(∂rv0(r))2 dr.
Using Step 1, we deduce
(3.8) |v0(R)− v0(R′)| . 1
Rm
|v0(R)|2m+1.
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By (3.2) and the integration by parts formula (3.4), we have 1√
R
|v0(R)| ≤
√
ε, and
thus
(3.9) |v0(R)− v0(R′)| . εm|v0(R)|.
By an easy induction, we deduce that for all k ≥ 0,
|v0(2kρ0)| . (1 + Cεm)k|v0(ρ0)| ≤ K(1 + Cεm)k.
Going back to (3.8), we obtain
|v0(2kρ0)− v0(2k+1ρ0)| ≤ K2−km(1 + Cεm)k(2m+1).
Taking ε > 0 small, we see that this implies that the series
∑
k≥0 |v0(2kρ0) −
v0(2
k+1ρ0)| converges, and thus that there exists ℓ ∈ R such that
lim
k→∞
v0(2
kρ0) = ℓ.
This implies that v0(2
kρ0) is bounded. Using (3.8) again we obtain
|v0(2kρ0)− v0(2k+1ρ0)| ≤ 2−kmK,
and summing up: ∣∣v0(2kρ0)− ℓ∣∣ ≤ K2−km.
By (3.8), if 2kρ0 ≤ r ≤ 2k+1ρ0,∣∣v0(2kρ0)− v0(r)∣∣ ≤ K2−km,
which concludes the proof of the first bound in (3.7). The second bound follows
from (3.3)
Step 3. Compact support of the difference with a stationay solution. If ℓ 6= 0, we
let Zℓ be the radial solution of −∆Zℓ = Z2m+1ℓ such that
(3.10)
∣∣∣∣Zℓ(r) − ℓr
∣∣∣∣ ≤ Kr3 .
(see Proposition 2.15). We define Z0 as the zero function, so that (3.10) is also
satisfied in the case ℓ = 0. Our goal is to prove that (u0, u1) = (Zℓ, 0) for almost
every r > ρ0. In this step, we prove that this equality holds for large r.
We let h(r) = u− Zℓ, so that the following equation is satisfied for r > ρ+ |t|
(3.11) ∂2t h−∆h = (Zℓ + h)2m+1 − Z2m+1ℓ .
We let (h0, h1)(r) = ~h(0, r), and hL be the solution of the linear wave equation on
{|x| > ρ0 + |t|} with initial data (h0, h1) at t = 0.
Let R > ρ0 such that
(3.12)
√∫ +∞
R
((∂rh0)2 + h21) r
2 dr +
∥∥Zℓ11{r≥R+|t|}∥∥L2m+1t L2(2m+1)x ≤ ε,
where the small constant ε > 0 is to be specified later. Note that for any ε > 0,
(3.12) is satisfied for large R. By the equation (3.11), finite speed of propagation
and Strichartz/energy estimates, for all interval I containing 0,
(3.13) sup
t∈I
∥∥(∇t,xh(t)−∇t,xhL(t)) 11{|x|>R+|t|}∥∥L2x
+
∥∥(h− hL)11{|x>R+|t|}∥∥L2m+1t (I,L2(2m+1))
.
∥∥11{|x>R+|t|}|Zℓ|2m|h|∥∥L1t (I,L2x) + ∥∥11{|x>R+|t|}|h|2m+1∥∥L1t (I,L2x) ,
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and thus, by Ho¨lder’s inequality, and the bound of the norm of Zℓ in (3.12), we
deduce
(3.14) sup
t∈I
∥∥(∇t,xh(t)−∇t,xhL(t)) 11{|x|>R+|t|}∥∥L2x
+
∥∥(h− hL)11{|x>R+|t|}∥∥L2m+1t (I,L2(2m+1))
. ε2m
∥∥11{|x>R+|t|}h∥∥L2m+1t (I,L2(2m+1)x ) + ∥∥11{|x>R+|t|}h∥∥2m+1L2m+1t (I,L2(2m+1)x ) .
Combining with the smallness assumption on h in (3.12), we deduce
sup
t∈I
∥∥(∇t,xh(t)−∇t,xhL(t)) 11{|x|>R+|t|}∥∥L2x . ε2m‖(∇h0, h1)11{|x|>R}‖L2x .
By the same argument as in Step 1, we obtain
(3.15)
∫ +∞
R
(
(∂r(rh0))
2
+ r2h21(r)
)
dr . ε4mRh20(R).
Arguing as in Step 2, we deduce that for R < R′ < 2R, if (3.12) holds, one has
|g0(R)− g0(R′)| . ε2m|g0(R)|,
where g0(R) = Rh0(R). By a straightforward induction argument, we deduce
(3.16) |g0(R)| . 1
(1− Cε2m)k
∣∣g0 (2kR)∣∣ .
However, by Step 2 and (3.10), there exists a constant K such that
|g0(2kR)| ≤ K
(2kR)2
.
Taking ε small, so that 1 − Cε2m > 12 , we deduce from (3.16) that Rh0(R) =
g0(R) = 0, if (3.12) is satisfied, that is for large R. Going back to (3.15) we
obtain that h1(R) = 0 for almost all large R. This concludes this step noting that
(h0, h1) = (u0, u1)− (Zℓ, 0).
Step 4. End of the proof. We next prove that (u0, u1) = (Zℓ, 0) for almost every
r > ρ0. We let
ρ1 = inf
{
ρ > ρ0
∣∣∣ ∫ +∞
ρ
(
(∂rh0)
2 + h21
)
r2 dr = 0
}
.
We must prove that ρ1 = ρ0. We argue by contradiction, assuming that ρ1 > ρ0.
We thus can choose R such that ρ0 < R < ρ1 and
(3.17)
∫ +∞
R
(
(∂rh0)
2 + h21
)
r2 dr +
∥∥Zℓ11{R+|t|≤r≤ρ1+|t|}∥∥L2m+1t L2(2m+1)x ≤ ε.
By finite speed of propagation and the definition of ρ1, r ≤ ρ1 + |t| on the support
of h. As a consequence, we see that the argument of Step 3 is still valid, replacing
11{r≥R+|t|} by 11{R+|t|≤r≤ρ1+|t|} in (3.13). In particular, h0(R) = 0, and (3.15) holds
for this choice of R. This implies∫ +∞
R
(
(∂rh0)
2 + h21
)
r2 dr = 0,
contradicting the definition of ρ1. 
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3.2. Boundedness along a sequence of times.
Lemma 3.3. Let u be a solution of (1.2) such that T+(u) = +∞. Then
lim inf
t→+∞
∫
Ω
|∇u|2 + (∂tu)2 dx ≤ 4(m+ 1)
2m
E(u0, u1).
In particular, E(u0, u1) > 0 or (u0, u1) = 0.
Proof. The proof is very close to the one of the analogous result in the energy-
critical case without obstacle (see [10, Prop 3.4]). It uses a monotonicity formula
that goes back to the work of Levine [27]. We argue by contradiction, assuming
that E(u0, u1) < 0, or that there exists t0 > 0 such that for all t ≥ t0,
(3.18) (1− ε0)
(
‖∇u(t)‖2L2(Ω) + ‖∂tu(t)‖2L2(Ω)
)
≥
(
4(m+ 1)
2m
)
E(u0, u1) + ε0.
We let ϕ ∈ C∞(R3) be a radial function such that ϕ(r) = 1 if r ≤ 2 and ϕ(r) = 0
if r ≥ 3. We let
y(t) =
∫
Ω
ϕ
(x
t
)
u2(t, x) dx.
We will prove that there exists γ > 1 and t1 ≥ t0 such that
∀t ≥ t1, γy′(t)2 ≤ y(t)y′′(t)(3.19)
∀t ≥ t1, y′(t) > 0,(3.20)
yielding a contradiction by a standard ODE argument (see e.g. the end of the proof
of Theorem 3.7 in [23] for the details).
Using the small data theory and finite speed of propagation, we obtain that
lim
t→∞
∫
{|x|> 32 |t|}
|∇t,xu|2 + 1|x|2 |u|
2 + |u|2m+2 dx = 0.
As a consequence, using also equation (1.2) and integration by parts, we obtain, as
t→∞:
y′(t) = 2
∫
{1≤|x|≤2t}
u∂tu dx+ o(t)(3.21)
y′′(t) = 2
∫
Ω
(∂tu)
2 − 2
∫
Ω
|∇u|2 + 2
∫
Ω
|u|2m+2 + o(1).(3.22)
We can rewrite (3.22):
(3.23) y′′(t) = 2m
∫
Ω
|∇u|2 + (2m+ 4)
∫
Ω
(∂tu)
2 − 4(m+ 1)E(u0, u1) + o(1).
Using that E(u0, u1) < 0 or that (3.18) holds, we deduce that there exists ε0 > 0
such that for large t, y′′(t) ≥ ε0. This yields
lim inf
t→∞
1
t
y′(t) ≥ ε0.
In particular (3.20) holds. More precisely, for large t,
∫
{1≤|x|≤2t} u∂tu ≥ ε02 t, and
(3.21) implies
y′(t) ≤ (2 + o(1))
∫
{1≤|x|≤2t}
u∂tu.
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By (3.23) and the fact that E(u0, u1) is negative or that (3.18) holds for large t, we
obtain that for large t,
y′′(t) ≥ 4
∫
(∂tu(t, x))
2 dx.
Using Cauchy-Schwarz inequality, (3.22) and the definition of y(t), we deduce
(3.19), which concludes the proof. 
3.3. Existence of a radiation term. We next prove:
Proposition 3.4. Let u be a radial solution of (1.2) such that T+(u) = +∞. Then
there exists a solution vL of the linear wave equation (1.4) such that
(3.24) ∀A ∈ R, lim
t→+∞
∫
|x|≥A+|t|
|∇t,x(u− vL)|2 dx = 0.
(see [10, Lemma 3.7] for the analog for radial solutions of the energy critical
equation on R3).
Proof. Step 1. We prove:
(3.25) ∀A ∈ R,
∥∥11{|x|>A+|t|}u∥∥L2m+1([0,+∞),L2(2m+1)(Ω)) <∞.
Let (tn)n be a sequence given by Lemma 3.3 such that
(3.26) lim
n→∞ tn = +∞, lim supn→∞ ‖~u(tn)‖H˙1 <∞.
By the small data theory outside wave cones and finite speed of propagation, it is
sufficient to prove that for large n,
(3.27)
∥∥11{|x|≥A+|t|}SL(t− tn)~u(tn)∥∥L2m+1([tn,+∞),L2(2m+1)) ≤ ε0,
where ε0 > 0 is a small constant given by the small data theory. Let
(
U jL, (tj,n)n
)
be a profile decomposition for the sequence ~u(tn). Without loss of generality, we
can assume
(3.28) ∀n, t1,n = 0 and ∀j ≥ 2, lim
n→∞
tj,n ∈ {±∞}.
Let B ≥ 1 such that∥∥11{|x|≥B+|t|}U1L∥∥L2m+1([0,∞),L2(2m+1)(Ω)) ≤ ε0/2.
By dominated convergence, using (3.28), we have for j ≥ 2∥∥∥11{|x|≥B+|t|}U jL(· − tj,n)∥∥∥
L2m+1([0,∞),L2(2m+1)(Ω))
=
∥∥∥11{|x|≥B+|t+tj,n|}U jL∥∥∥
L2m+1([−tj,n,∞),L2(2m+1)(Ω))
−→
n→∞
0.
This implies that for large n∥∥SL(t)~u(tn)11{|x|≥B+|t|}∥∥L2m+1([0,∞),L2(2m+1)(Ω) ≤ 2ε0/3,
which yields (3.27) by the small data theory.
Step 2. We prove that for all A ∈ R, there exists a solution vAL of the linear
wave equation (1.4) such that
(3.29) lim
t→+∞
∫
|x|≥A+|t|
∣∣∇t,x(u − vAL )∣∣2 dx = 0.
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Indeed, this follows immediately from Step 1, noticing that u coincide, for |x| ≥ A+t
(t ≥ 0), with the solution uA of
(3.30)
{
∂2t u
A −∆uA = (uA)2m+111{|x|≥A+|t|}, (t, x) ∈ [0,∞)× Ω
~uA↾t=0 = (u0, u1), u↾∂Ω = 0.
Since by Step 1 the right-hand side of the equation is in L1
(
(0,∞), L2(Ω)), we
obtain the existence of vAL satisfying (3.29).
Step 3. In this step we conclude the proof, proving that vAL can be taken inde-
pendent of A. We let GA be the unique element of L2(R) such that
lim
t→+∞
∫ +∞
0
∣∣r∂rvAL −GA(r − t)∣∣2 dr = 0
lim
t→+∞
∫ +∞
0
∣∣r∂tvAL +GA(r − t)∣∣2 dr = 0
(see Lemma 2.3). By Lemma 3.3, there exists a constant Cm such that
(3.31) ‖GA‖2L2 ≤ CmE(u0, u1).
By the construction of vAL in Step 2, we have
lim
t→∞
∫
|x|≥B+|t|
∣∣∇t,x(vAL − vBL )∣∣2 dx = 0
if A ≤ B. This proves that GA(η) = GB(η) if η ≥ B = max(A,B). We define G by
G(η) = Gη−1(η),
so that if η ≥ A, G(η) = GA(η). We note in particular that by (3.31), G ∈ L2(R).
Let vL be the solution of (1.4), given by Lemma 2.3, such that
lim
t→+∞
∫ +∞
0
|r∂rvL −G(r − t)|2 dr = 0
lim
t→+∞
∫ +∞
0
|r∂tvL +G(r − t)|2 dr = 0.
Using (3.29) and the definition of G and vL, we obtain that vL satisfies the desired
estimate (3.24). 
3.4. Proof of the soliton resolution. In this subsection we conclude the proof
of Theorem 1.2. We consider a solution u of (1.2). We assume that u is well defined
for t ≥ 0, and we let vL be its dispersive component, given by Proposition 3.4.
Step 1. We prove that for all sequence tn → +∞ such that ~u(tn) is bounded in
H(Ω), there exists an subsequence of (tn)n (still denoted by (tn)n), and a stationary
solution Q such that
(3.32) lim
n→∞ ‖~u(tn)− ~vL(tn)− (Q, 0)‖H(Ω) = 0.
Let tn be such a sequence. According to Proposition 2.11, we can assume (extracting
subsequences if necessary), that the sequence SL(t)(~u(tn) − ~vL(tn)) has a profile
decomposition
{
U jL, (tj,n)n
}
j≥1
. We assume as usual
∀j ≥ 2, lim
n→∞ tj,n ∈ {±∞} and ∀n, t1,n = 0.
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We note that the solution sequence ~SL(−tn)(~u(tn)) converges weakly to ~vL(0).
Denoting by U0L = vL, t
0
n = −tn, we see that
{
U jL, (tj,n)n
}
j≥0
is a profile decom-
position for SL(t)(~u(tn)). In particular,
∀j ≥ 2, lim
n→∞
|tn − tjn| = +∞.
We prove by contradiction
(3.33) ∀j ≥ 2, U j 6≡ 0 =⇒ lim
n→∞ tn − t
j
n = +∞.
Assume on the contrary that there exists j ≥ 2 such that
(3.34) U j 6≡ 0 and lim
n→∞
tjn − tn = +∞.
Recall
(3.35) ~SL
(
tjn
)
~u(tn) −−−−⇀
n→∞
~U jL(0), weakly in H.
Let an(t) = SL(t)~u(tn). By the strong Huygens principle (see the first line of (2.3))
(3.36)
∫
1≤|x|≤M
|∇t,xan(tjn, x)|2 dx ≤
∫
tjn−M≤|x|≤tjn+M
|∇t,xu(tn, x)|2 dx.
Since by (3.33),
lim
n→∞
∫
|x|≥tjn−M−tn
|∇t,xu(0, x)|2 dx = 0,
we obtain (by finite speed of propagation again)
lim
n→∞
∫
|x|≥tjn−M
|∇t,xu(tn, x)|2 dx = 0,
and thus (3.36) implies
lim
n→∞
∫
1≤|x|≤M
|∇t,xan(tjn, x)|2 dx = 0.
By (3.35), UL is identically 0 , contradicting (3.34).
As usual, we denote by U1 the solution of (1.2) with initial data U1(0). We
next prove that U1 is a stationary solution. If not, by Proposition 3.1, there exists
R ≥ 1 such that U1 is well-defined for {|x| > R+ |t|}, and
(3.37)
∑
±∞
lim
t→±∞
∫
{|x|>R+|t|}
∣∣∇t,xU1(t, x)∣∣2 dx > 0.
We let
wJn(t) = uL(t+ tn)− vL(t+ tn)−
J∑
j=1
U jL(t− tj,n),
and
(3.38) ǫJn(t) = u(t+ tn)− vL(t+ tn)− U1(t)−
J∑
j=2
U jL(t− tj,n)− wJn(t).
By Proposition 2.14, u(tn + t) is well defined for {|x| > R+ |t|}, and
lim
J→∞
lim sup
n→∞
(
sup
t∈R
∥∥11{|x|>R+|t|}∇t,xǫJn(t)∥∥L2
)
= 0.
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We first consider the case where
(3.39) lim
t→+∞
∫
{|x|>R+|t|}
∣∣∇t,xU1(t, x)∣∣2 dx = η+ > 0.
By (3.38), for all t ≥ 0,
(3.40)∫
|x|>R+|t|
(∇t,x(u − vL)(t+ tn)) · ∇t,xU1(t) dx =
∫
|x|>R+|t|
|∇t,xU1(t)|2 dx
+
J∑
j=2
∫
|x|>R+|t|
∇t,xU jL(t− tj,n) · ∇t,xU1(t) dx
+
∫
|x|>R+|t|
∇t,xwJn(t) · ∇t,xU1(t) dx + on(1),
where on(1) goes to 0 as n goes to infinity, uniformly with respect to t ≥ 0. Using
that limn→∞ |tjn − tkn| = +∞ for j 6= k and the property (2.19) of wJn , it is easy to
prove that lines 2 and 3 of (3.40) go to 0 as n → ∞ (see e.g. Claim 3.2 in [10]),
and thus, by (3.39), for large n,
lim
t→∞
∫
|x|>R+|t|
|∇t,x(u− vL)(t+ tn, x)|2 dx ≥ η+/2.
In other words, for large n,
lim
t→∞
∫
|x|>R+t−tn
|∇t,x(u− vL)(t, x)|2 dx ≥ η+/2,
which contradicts the definition of vL given by Proposition 3.4.
We next assume
(3.41) lim
t→−∞
∫
{|x|>R+|t|}
∣∣∇t,xU1(t, x)∣∣2 dx = η− > 0.
Arguing as before, we obtain that for large n, using the analog of (3.40) with
t = −tn ∫
|x|>R+tn
|∇t,xu(0, x)|2 dx ≥ η−/2.
Since tn is arbitrarily large, we obtain a contradiction, proving that U
1 is a station-
ary solution Q. Note that the case Q ≡ 0 is not excluded. In any case, we have, by
explicit computation:
11{|x|>|t|}Q ∈ L2m+1
(
R, L2(2m+1)
)
,
so that the assumptions of Proposition 2.14 (and its analog in the past) are satisfied
with R = 1. As a consequence, letting
ǫJn(t, x) = u(t+ tn, x)− vL(t+ tn, x)−Q(x)−
J∑
j=2
U jL(t− tj,n, x)− wJn(t, x),
we have
(3.42) lim
J→∞
lim sup
n→∞
sup
t∈R
∫
|x|>|t|+1
∣∣∇t,xǫJn(t, x)∣∣2 dx = 0.
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We next prove by contradiction that U jL ≡ 0 for j ≥ 2. Assume that there exists
j ≥ 2 such that U jL is not zero. Then by Lemma 2.3, we have, for large A,
(3.43) lim
t→±∞
∫
|t|−A<|x|<|t|+A
∣∣∣∇U jL(t, x)∣∣∣2 dx = η± > 0.
First assume
lim
n→∞
tj,n = −∞.
Combining (3.42), (3.43) and the pseudo-orthogonality of the time sequences (tj,n)n,
we can obtain that for a large fixed n,
lim
t→+∞
∫
t−tn−tj,n−A≤|x|≤t−tn−tj,n+A
|∇t,x(u− vL)|2 dx ≥ η+/2.
This contradicts the definition of vL in Proposition 3.4 Next assume
lim
n→∞
tj,n = +∞.
Using that by (3.42),
lim
J→+∞
lim sup
n→∞
sup
t∈R
∫
|x|>|tn|+1
∣∣∇t,xǫJn(t− tn, x)∣∣2 dx = 0,
we obtain that for all large n,
(3.44)
∫
tn+tj,n−A<|x|<tn+tj,n+A
|∇t,xu(0)|2 dx ≥ η−
2
,
a contradiction, since ~u(0) ∈ H(Ω).
Since U jL ≡ 0 for j ≥ 2, we see that wJn and ǫJn do not depend on J ≥ 2. We will
denote wn = w
J
n and εn = ε
J
n. We are left with proving
lim
n→∞
‖~wn(0)‖H(Ω) = 0.
Since by Lemma 2.1,
(3.45)
∑
±
lim
t→±∞
∫
|x|≥|t|+1
|∇t,xwn|2 dx ≥ 1
2
‖~wn(0)‖2H(Ω),
we can deduce, with the same arguments as before,
lim
t→+∞
∫
|x|≥t+tn
|∇t,x(u− vL)|2 dx ≥ 1
2
‖~wn(0)‖2H ,
if (3.45) holds for large n with a sign +, and∫
|x|>tn
|∇t,xu(0)|2 dx ≥ 1
2
‖~wn(0)‖2H ,
if (3.45) holds for large n with a sign −. This yields, in both cases, a contradiction,
concluding this step.
Step 2. Conclusion of the proof. Let tn → +∞ be as in the preceding step. In view
of (3.32), we must prove
(3.46) lim
t→∞
‖~u(t)− ~vL(t)− (Q, 0)‖H(Ω) = 0.
We assume that (3.46) does not hold, and fix a small ε > 0, such that
lim sup
t→∞
‖~u(t)− ~vL(t)− (Q, 0)‖H(Ω) > ε.
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Let
t′n = min
{
t > tn s.t. ‖~u(t)− ~vL(t)− (Q, 0)‖H(Ω) > ε
}
,
so that tn < t
′
n and
(3.47) ‖~u(t′n)− ~vL(t′n)− (Q, 0)‖H(Ω) = ε.
By Step 1, there exists a stationary solution Q′ such that
(3.48) lim
n→∞
‖~u(t′n)− ~vL(t′n)− (Q′, 0)‖H(Ω) = 0.
By the triangle inequality, (3.47) and (3.48),
(3.49) ‖Q−Q′‖H(Ω) ≤ ε.
By (3.32), and the conservation of the linear and the nonlinear energy:
E(Q, 0) +
1
2
‖~v(0)‖2H(Ω) = E(u0, u1).
Similarly, by (3.48),
E(Q′, 0) +
1
2
‖~v(0)‖2H(Ω) = E(u0, u1).
This proves that
E(Q, 0) = E(Q′, 0).
By the classification of the radial stationary solutions in Subsection 2.5, we obtain
that Q = Q′, or Q 6= 0 and Q = −Q′. The first case contradicts (3.47) or (3.48). In
the second case ‖Q−Q′‖H = 2‖Q‖H ≥ 2‖Q0‖H, where Q0 is the ground state (see
Subsection 2.5). This contradicts (3.49) if ε is small enough. The proof is complete.
Remark 3.5. Proposition 3.4 (exitence of a radiation term vL) is still valid with
the same proof, for the defocusing analog of (1.2). If u is a solution of the defocus-
ing analog of (1.2), then Remark 3.2, and Step 1 of the preceding proof yield the
existence of a sequence tn → +∞ such that
lim
n→∞
‖~u(tn)− ~vL(tn)‖H(Ω) = 0.
This implies, by the small data well-posedness theory that
‖u‖L2m+1(L2(2m+1)(Ω)) <∞
for large n, and thus that u scatters.
4. Further elements on the dynamics
4.1. Dynamics below the energy threshold. In this section we prove Corollary
1.5.
Let (u0, u1) ∈ H with E(u0, u1) ≤ E(Q0, 0), and denote by (T−, T+) its maximal
interval of existence.
We start by variational considerations. Using the Sobolev inequality of Proposi-
tion 2.21, the fact that
∫
Ω |∇Q0|2 =
∫
ΩQ
2m+2
0 , and the conservation of the energy
we obtain
(4.1) E(Q0, 0) ≥ E(u0, u1) ≥ f
(|∇u(t)|2)+ 1
2
‖∂tu(t)‖2L2 ,
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where f(σ) = σ2− 12m+2 σ
m+1
(
∫
Ω
|∇Q0|2)m . The function f is increasing on
(
0,
∫
Ω
|∇Q0|2
)
,
decreasing on
(∫
Ω |∇Q0|2,+∞
)
and satisfies f
(∫
Ω |∇Q0|2
)
= E(Q0, 0). In parti-
cular, E(Q0, 0) is the maximum of f and it is attained at σ =
∫ |∇Q0|2. We deduce
from (4.1) that for all t ∈ (T−, T+)∫
Ω
|∇u(t)|2 =
∫
Ω
|∇Q0|2 =⇒
∫
Ω
(∂tu(t))
2 = 0 and E(~u(t)) = E(Q0, 0).
Thus if
∫
Ω
|∇u(t)|2 = ∫
Ω
|∇Q0|2, for one t ∈ (T−, T+), we must have
∫
Ω
|u(t)|2m+2 =∫
Ω |Q0|2m+2, and the uniqueness in Proposition 2.21 shows that ~u(t) = ±(Q0, 0),
and thus that u is a stationary solution. By the intermediate value theorem,∫
Ω
|∇u0|2 <
∫
Ω
|∇Q0|2 =⇒ ∀t ∈ (T−, T+),
∫
Ω
|∇u(t)|2 <
∫
Ω
|∇Q0|2(4.2) ∫
Ω
|∇u0|2 >
∫
Ω
|∇Q0|2 =⇒ ∀t ∈ (T−, T+),
∫
Ω
|∇u(t)|2 >
∫
Ω
|∇Q0|2.(4.3)
Case 1: global existence. Assume that we are in the case where the left-hand side
of (4.2) is satisfied. We see that u is bounded in H˙1(Ω), and thus, by conservation
of the energy, that ~u is bounded in H. Thus u is global.
Furthermore, Theorem 1.2 and the condition E(u0, u1) ≤ E(Q0, 0) implies that
if u does not scatter forward (respectively backward) in time to a linear solution,
then
(4.4) lim
t→+∞
‖~u(t)− (Q0, 0)‖H = 0
(respectively limt→−∞ . . .). However we see by Proposition 3.1 that both properties
cannot occur simultaneously, i.e. that u must scatter in at least one time direction.
Case 2: finite time blow-up. Next, we assume that we are in the case where the
left-hand side of (4.3) is satisfied. Note that if u is global and scatters to a linear
solution, say forward in time, then we must have
lim
t→+∞
1
2
∫
Ω
|∇x,tu(t)|2 = E(u0, u1) ≤ E(Q0, 0) < 1
2
∫
|∇Q0|2.
Thus (4.3) implies that u cannot scatter to a linear solution in any time direction.
As a consequence, if T+ = +∞, then by Theorem 1.2 (4.4) must be satisfied and
similarly for negative times. Again, Proposition 3.1 implies that both properties
cannot occur simultaneously, which concludes the proof. 
4.2. One-pass theorem. In this subsection we prove Theorem 1.4. Denote by
Σ = {0} ∪ ⋃k{Qk} ∪ ⋃k{−Qk} the set of stationary solutions. We argue by
contradiction, assuming there there exist ε > 0, and, for all n ≥ 1, sn < t′n < tn, a
solution un of (1.2) defined on [sn, tn] and such that
lim
n→∞
(
‖~un(sn)− (Qk, 0)‖H + minQ∈Σ ‖~un(tn)− (Q, 0)‖H
)
= 0(4.5)
∀n, ‖~un(t′n)− (Qk, 0)‖H ≥ ε.(4.6)
By the intermediate value theorem, we can replace the inequality in (4.6) by an
equality. Translating in time, we can assume t′n = 0. Furthermore, by energy
29
conservation, we can replace the minimum in (4.5) by ‖~un(tn)− ι(Qk, 0)‖H for
some sign ι ∈ {±1}. Thus we can replace (4.5) and (4.6) by
lim
n→∞
(
‖~un(sn)− (Qk, 0)‖H + ‖~un(tn)− ι(Qk, 0)‖H
)
= 0(4.7)
∀n, ‖~un(0)− (Qk, 0)‖H = ε,(4.8)
where sn < 0 < tn. Extracting subsequences if necessary, we consider a profile
decomposition
{
U jL, (tj,n)n
}
j≥1
of ~un(0). As in Subsection 2.3, we assume
∀n, t1,n = 0, j ≥ 2 =⇒ lim
n→∞
tj,n ∈ {±∞}.
By (4.8) and the Pythagorean expansion of the H norm, we have
(4.9)
∥∥∥~U1L(0)− (Qk, 0)∥∥∥H ≤ ε.
We distinguish two cases.
If ~U1L(0) = (Qk, 0), then (4.8) and the Pythagorean expansion of the energy show
that
lim
n→∞
E(~un(0)) > E(Qk, 0),
a contradiction with (4.7).
If ~U1L(0) 6= (Qk, 0), then by (4.9) and the classification of stationary solutions
(Proposition 1.1), since ε is small, we see that ~U1L(0) is not a stationary solution.
By (4.9), we also now (using again that ε is small) that the solution U1 of (1.2) with
initial data ~U1L(0) is well-defined on {r > |t|+1}. As a consequence, by Proposition
3.1, U1 satisfies: ∑
±
lim
t→±∞
∫
|x|>|t|+1
|∇U1(t, x)|2 dx > 0
By the small data well-posedness theory, this implies
(4.10) inf
t≥0
∫
|x|≥|t|+1
|∇U1(t, x)|2 dx+ inf
t≤0
∫
|x|≥|t|+1
|∇U1(t, x)|2 dx > 0.
Thus there is a small η > 0 such that the following holds for all large n:
(4.11)
∫
|x|>|σn|+1
|∇un(σn, x)|2 dx > η,
where σn = sn if the infimum for t ≤ 0 in (4.10) is positive, and σn = tn if the
infimum for t ≥ 0 is positive.
Arguing as in Subsection 3.4, we deduce that the following holds for all n:∫
|x|>|σn|+1
|∇un(σn, x)|2 dx > η
2
.
Combining with (4.7) we deduce that for large n∫
|x|>R+|σn|
|∇Qk(x)|2 dx > η
4
.
This is a contradiction since by (4.7) and (4.8) and the continuity of the flow for
equation (1.2), we must have limn→∞ |σn| = +∞.
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