Recovery type a posteriori estimates and superconvergence for nonconforming FEM of eigenvalue problems  by Liu, Huipo & Sun, Juan
Applied Mathematical Modelling 33 (2009) 3488–3497Contents lists available at ScienceDirect
Applied Mathematical Modelling
journal homepage: www.elsevier .com/locate /apmRecovery type a posteriori estimates and superconvergence
for nonconforming FEM of eigenvalue problemsq
Huipo Liu a,*, Juan Sun b
a Laboratory of Computational Physics, Institute of Applied Physics and Computational Mathematics, Beijing 100088, China
bCollege of Mathematics and Computer Science, Hebei University, Baoding 071002, China
a r t i c l e i n f oArticle history:
Received 1 February 2008
Received in revised form 4 November 2008
Accepted 14 November 2008
Available online 27 November 2008
Keywords:
Nonconforming ﬁnite element
Projection methods
Eigenvalue
A posteriori error estimates
Superconvergence0307-904X/$ - see front matter  2008 Elsevier Inc
doi:10.1016/j.apm.2008.11.011
q China Postdoctoral Sciences Foundation, Nationa
China (10804025) to J. Sun.
* Corresponding author.
E-mail addresses: lhpamss@163.com, liuhuipo@aa b s t r a c t
The main goal of this paper is to present recovery type a posteriori error estimators and
superconvergence for the nonconforming ﬁnite element eigenvalue approximation of
self-adjoint elliptic equations by projection methods. Based on the superconvergence
results of nonconforming ﬁnite element for the eigenfunction we derive superconvergence
and recovery type a posteriori error estimates of the eigenvalue. The results are based on
some regularity assumption for the elliptic problem and are applicable to the lowest order
nonconforming ﬁnite element approximations of self-adjoint elliptic eigenvalue problems
with quasi-regular partitions. Therefore, the results of this paper can be employed to pro-
vide useful a posteriori error estimators in practical computing under unstructured
meshes.
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In recent years there has been growing interest in the ﬁnite element approximations of eigenvalue problems. A priori er-
ror analysis for the ﬁnite element approximations of eigenvalue problems have been provided in [1–3]. A posteriori error
estimates for the ﬁnite element approximations of eigenvalue problems in terms of residuals have been extensively studied
by [4–7]. Recovered type a posteriori error estimates for the eigenvalues and eigenfunctions of self-adjoint elliptic equations
have been derived by [8–11]. The eigenvalue problems by nonconforming ﬁnite element methods were studied in [12–14].
Recovery techniques such as the projection method have been widely used in the ﬁnite element superconvergence anal-
ysis and recovery type a posteriori error estimates. The projection method is a postprocessing procedure that constructs a
new approximation by using the method of least squares surface ﬁtting, beginning with the pioneering work in [15]. The
superconvergence based on least squares ﬁtting were discussed for elliptic equation in [15–17] and for Stokes equation in
[18,19]. The asymptotically exact a posteriori estimators for the pointwise gradient error were studied in [20,21] using
the similar technique. However, to our best knowledge, there has been a lack of a superconvergence analysis and asymptot-
ically exact a posteriori error estimates for nonconforming ﬁnite element approximation of the eigenvalue problems. Re-
cently, we have enhanced eigenvalue approximation by the projection method, which might have been overlooked in
previous literature.. All rights reserved.
l Natural Science Foundation of China (10771211) to H. Liu; National Natural Science Foundation of
mss.ac.cn (H. Liu).
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imation; see, for example, [22,10,11,23,14,3]. In this paper, the idea of using the Rayleigh quotient is the same as the above
references.
In this paper, we derive recovery type a posteriori error estimates and superconvergence results for the eigenvalues and
eigenfunctions of self-adjoint elliptic equations and design adaptive algorithms for the eigenvalue nonconforming ﬁnite ele-
ment computation. The results are based on some regularity assumption for the elliptic problem and are applicable to the
lowest order nonconforming ﬁnite element approximations of self-adjoint elliptic eigenvalue problems with quasi-regular
partitions. Therefore, the results of this paper can be employed to provide useful a posteriori error estimators in practical
computing under unstructured meshes.
This paper is organized as follows. In Section 2, some notations and the nonconforming ﬁnite element methods of self-
adjoint elliptic eigenvalue problems are introduced. In Section 3, we give superconvergence and recovery type a posteriori
error estimators of the eigenfunctions for the nonconforming ﬁnite element approximation by projection methods. Then
recovery type a posteriori error estimators and superconvergence of the eigenvalue approximation are derived based on
the theoretical results of the eigenfunctions. In Section 4, some numerical experiments are reported to support our theory.
Finally, some conclusions are presented.2. Preliminaries
In this paper, we shall use the standard notation for Sobolev spacesWs;pðXÞ and their associated norms and seminorms in
[24]. For p = 2, we denote HsðXÞ ¼Ws;pðXÞ and H10ðXÞ ¼ fv 2 H1ðXÞ : v joX ¼ 0g, where v joX ¼ 0 is in the sense of trace,
k  ks;X ¼ k  ks;2;X, and (,) is the standard L2 inner product. We shall use the letter C to denote a positive constant which
may stand for different value at its different occurrences and is independent of the mesh parameters.
We consider, as a model problem, the eigenvalue problem for self-adjoint elliptic equation: ﬁnd ðu; kÞ 2 H10ðXÞ  R such
thatdivðAruÞ þ bu ¼ ku; in X;
kuk0;X ¼ 1;
(
ð2:1ÞwhereX is an open bounded domain in R2, A = A(x,y) is a 2  2 matrix that is symmetric and uniformly positive deﬁnite real-
valued function matrix on X, and b 2 L1ðXÞ is a nonnegative real-valued function.
The variational problem associated with (2.1) is given by: Find ðu; kÞ 2 H10ðXÞ  R such that
aðu;vÞ ¼ kðu;vÞ; 8v 2 H10ðXÞ;
kuk0;X ¼ 1;
(
ð2:2Þwhere the bilinear formaðw; vÞ ¼
Z
X
Arw  rv þ bwvsatisﬁesaðw;vÞ 6 Ckwk1;Xkvk1;X; 8w;v 2 H10ðXÞ;
aðw;wÞP Ckwk21;X; 8w 2 H10ðXÞ:It is well known that (2.2) has a countable sequence of real eigenvalues 0 < k1 6 k2 6    and corresponding eigenfunc-
tions u1, u2,   , which can be assumed to satisfy ðui;ujÞ ¼ dijði; jP 1Þ (see, [25]).
Let Th be a ﬁnite element partition of the domainXwith mesh size h. Assume that the partition Th is quasi-uniform; i.e., it
is regular and satisﬁes the inverse assumption (see [26]). Let Sh be the ﬁrst order nonconforming ﬁnite element spaces asso-
ciated with the partition Th, for example, the triangular Crouzeix–Raviart element [27], the quadrilateral wilson element
[28], the quadrilateral nonconforming rotated Q1 element [29]. S
h
0 is the space of all v 2 Sh satisfying the Dirichlet boundary
condition vjoX ¼ 0.
The nonconforming ﬁnite element discretization for (2.2) reads: ﬁnd ðuh; khÞ 2 Sh0  R such thatahðuh;vhÞ ¼ khðuh; vhÞ; 8vh 2 Sh0;
kuhk0;X ¼ 1
(
ð2:3Þwhereahðwh; vhÞ ¼
X
s2Th
Z
s
Arwh  rvh þ bwhvh 8wh; vh 2 Sh0:In what follows we will use the notation k  k1;h and k  ka;h, namely
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X
s2Th
Z
s
rv  rv
0
@
1
A
1=2
;
kvka;h ¼ ahðv ;vÞ1=2:
It is well known that (2.3) has a ﬁnite sequence of eigenvalues 0 < k1;h 6 k2;h 6    6 kn;h and corresponding eigenfunc-
tions u1;h, u2;h,   , un;h, where ðui;h;uj;hÞ ¼ dij for all 1 6 i 6 j 6 n and n ¼ dimSh0 (see, [2]).
Assume that the dual problem of (2.2) has H2 regularity in the sense that, for any given f 2 L2ðXÞ, the problemaðw; vÞ ¼ ðf ; vÞ 8v 2 H10ðXÞ
has a unique solution w 2 H10ðXÞ \ H2ðXÞ such that kwk2;X 6 Ckfk0;X. Let ðui; kiÞ 2 H2ðXÞ  R and ðui;h; ki;hÞ 2 Sh  R are the ex-
act solution of (2.2) and the ﬁrst order nonconforming ﬁnite element solution of (2.3), respectively. It is well known that for
the problem (2.2) and its nonconforming ﬁnite element approximation (2.3), the following error estimates hold (see
[26,2,3,13]):kui;h  uik1;h 6Ch; ð2:4Þ
kui;h  uika;h 6Ch; ð2:5Þ
kui;h  uik0;X 6Ch2; ð2:6Þ
ki;h  ki 6Ch2; ð2:7Þ
where C doesnot depend on h but depends on ki and ui.
The following identity of eigenvalue and eigenfunction approximation is crucial for our method. The lemma is well
known, and can be found in [2,3].
Lemma 2.1. Let (u, k) be the solution of (2.2). Then for any w 2 H10ðXÞ n 0, there holdsaðw;wÞ
kwk20;X
 k ¼ kw uk
2
a;X
kwk20;X
 k kw uk
2
0;X
kwk20;X
: ð2:8Þ3. Recovery for the eigenfunction and eigenvalue approximation
We will construct the recovery approximation on coarse meshes for the eigenfunction u. Let TH be another ﬁnite element
partition of the domain X with mesh size H > h, so that X ¼ SK2TH K . It will be essential to our argument to allow H to be
sufﬁciently large compared to h. In this paper, we construct a partition TH such that it is quasi-uniform; i.e., it is regular
and satisﬁes the inverse assumption (see, [26]). Assume that H is related to the original mesh size h byH ¼ ha; ð3:1Þ
where a 2 (0,1) is a parameter to be determined later. LetLH be a new ﬁnite element space consisting of piecewise polyno-
mials of degree r > 1 associated with the partition TH . Deﬁne QH to be the L
2 projection from L2(X) onto the ﬁnite element
space LH . Then, we can ﬁnd that QHuh is good recovery of uh.
In the following, we will provide some important theorems, which will be useful for establishing the recovery type a pos-
teriori error estimates in this section.
Theorem 3.1. Assume that r-order ﬁtting ﬁnite element spaceLH  L2ðXÞ and H = hawith a = 2/(r + 1). Let u 2 H10 \ Hrþ1ðXÞ and
uh 2 Sh0 be the eigenfunctions of (2.2) and (2.3), respectively, and uh be the approximate eigenfunction of u. Then, we haveku QHuhk0;X 6Ch2kukrþ1; ð3:2Þ
ku QHuhka;X 6Ch1þqkukrþ1; ð3:3Þwhere q ¼ ðr  1Þ=ðr þ 1Þ.
Proof. Using the triangle inequality we obtainku QHuhk0;X 6 ku QHuk0;X þ kQHu QHuhk0;X: ð3:4Þ
Base on the property of projection operator (see, e.g., [30,31]), we haveku QHuk0;X 6 CHrþ1kukrþ1;X 6 Chaðrþ1Þkukrþ1;X:
In addition, using the stability in H1 of the L2-projection into ﬁnite element space (see, e.g., [30,32])we havekQHu QHuhk0;X 6 Cku uhk0;X 6 Ch2:
H. Liu, J. Sun / Applied Mathematical Modelling 33 (2009) 3488–3497 3491It follows from (3.4) thatku QHuhk0;X 6 Chaðrþ1Þkukrþ1;X þ Ch2:
The above error estimate is optimized if a is selected so thataðr þ 1Þ ¼ 2;
Solving a from the above equation yieldsa ¼ 2
r þ 1 :Then we obtain the following estimate:kðu QHuhÞk0;X 6 Ch2kukrþ1:
This proves (3.2). h
In the following we prove (3.3). It is easy to see thatkrHðu QHuhÞk0;X 6 krHðu QHuÞk0;X þ krHðQHu QHuhÞk0;X; ð3:5Þ
where rH is deﬁned elementwise over the partition TH . It is well known that (see, [26])krHðu QHuÞk0;X 6 CHrkukrþ1;X ¼ Charkukrþ1;X: ð3:6Þ
By the inverse inequality and (3.1), we then havekrHðQHu QHuhÞk0;X 6 CH1ku uhk0 6 Ch2a: ð3:7Þ
Combining (3.5)–(3.7), we havekrHðu QHuhÞk0;X 6 Charkukrþ1;X þ Ch2a:
The above error estimate is optimized if a is selected so thatar ¼ 2 a:
Solving a from the above equation yieldsa ¼ 2
r þ 1 :The corresponding error estimate is given bykrHðu QHuhÞk0;X 6 Ch
2r
rþ1kukrþ1 ¼ Ch1þqkukrþ1; ð3:8Þwhere q ¼ ðr  1Þ=ðr þ 1Þ. Noting that the deﬁnition of A and b, it follows from (3.2) and (3.8) thatku QHuhka;X 6 CðkrHðu QHuhÞk0;X þ kðu QHuhÞk0;XÞ 6 Ch1þqkukrþ1:
This proves the theorem.
In the following we also require that the exact solution u satisfy the following nondegeneracy property: There exists a
constant c > 0 independent of h such thatku uhk1;h P ch: ð3:9Þ
As argued by Dörﬂer and Nochetto [33], this is not a very restrictive condition in practice; it is guaranteed, for instance, if
jD2uðxÞjP c > 0 for all x in a ﬁxed region of X. This is a basic assumption in recovery type a posteriori estimates method
(see, e.g, [20,8,9,34]).
An immediate beneﬁt from the improved gradient based on the projection method is its accurate prediction of the error
for eigenfunction and eigenvalue approximation. We have the following theorem.
Theorem 3.2. Suppose that all conditions of Theorem 3.1 are valid. Under the nondegeneracy condition (3.9), we havegðuÞ
ku uhka;X
 1

 6 Chq; ð3:10Þ
wheregðuÞ ¼ kuh  QHuhka;X ¼
X
K2TH
gHðuÞ; gHðuÞ ¼ kuh  QHuhka;K :
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ku uhka;X
¼ kuh  uþ u QHuhka;Xku uhka;X
6
kuh  uka;X þ ku QHuhka;X
ku uhka;X
6 1þ Ch
1þq
ch
¼ 1þ Chq:On the other hand,gðuÞ
ku uhka;X
¼ kuh  u QHuh þ uka;Xku uhka;X
P
kuh  uka;X  kQHuh  uka;X
ku uhka;X
P 1 Ch
1þq
ch
¼ 1 Chq:Hence,gðuÞ
ku uhka;X
 1

 6 Chq:
This completes the proof. h
Theorem 3.1 shows that the error order of ku QHuhka;X is much better than the optimal error O(h) if r > 1. With r = 2, we
have the following error estimate for the eigenfunction approximationku QHuhka;X 6 Ch4=3:
Assume that the exact eigenfunction is sufﬁciently smooth, then it is not hard to see thatku QHuhka;X ’ Oðh2Þ; as r !1:
Based on the superconvergence result, Theorem 3.2 shows that a posteriori error estimator g(u) is asymptotically exact. We
note that g(u) is computable and serves here as a posteriori error estimator of approximation eigenfunctions,
Remark 3.1. Recalling the ﬁtting ﬁnite element space LH  L2ðXÞ in Theorem 3.1, we see that LH could be chosen as the
ﬁnite element space consisting of discontinuous piecewise r(r > 1) order polynomial. We let QdH denote a discontinuous
postprocessing operator. When the discontinuous postprocessing operator is employed in the projection method, the
computation of the recovery gradient can be implemented locally and parallel on each element K 2 TH , which results in a
great saving of computer time and efﬁciency. However, due to the use of Lemma 2.1, the superconvergence result of
eigenvalues established in the following theorems is no longer applicable to discontinuous projection space. In the following
we assume that LH  H10ðXÞ, namely, LH be chosen as the ﬁnite element space consisting of continuous piecewise r(r > 1)
order polynomial. We let QcH denote a continuous postprocessing operator. Then, it is easy to see that the cost of computing
quantity for QdHuh and Q
c
Huh is low.
Now we propose an enhanced eigenvalue approximation based on projection method. We refer to [8,9,3] for a general
defect correction approach to improve the approximation accuracy of eigenvalues. The emphasis here is on the projection
method under arbitrary initial meshes and superconvergence.
Theorem 3.3. Suppose that all conditions of Theorems 3.1 and 3.2 are valid. Let kh ¼
kQcHuhk2a;X
kQcHuhk20;X
, then the enhanced eigenvalue
approximation satisﬁeskh  k 6 Ch2þ2q: ð3:11ÞProof. Recalling the identity (2.8), set w ¼ QcHuh in (2.8) yields
aðQcHuh;QcHuhÞ
kQcHuhk20;X
 k ¼ kQ
c
Huh  uk2a;X
kQcHuhk20;X
 k kQ
c
Huh  uk20;X
kQcHuhk20;X
:We havekh  k ¼
kQcHuh  uk2a;X
kQcHuhk20;X
 k kQ
c
Huh  uk20;X
kQcHuhk20;X
: ð3:12Þ
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kQcHuh  uk2a;X
kQcHuhk20;X
:It follows from (3.3) thatkQcHuh  uka;X 6 Ch1þq:
Therefore, we havekh  k 6 Ch2þ2q:
This completes the proof. h
Theorem 3.3 shows that the error order of kh  k is much better than the optimal error O(h2) if r > 1. For r = 2, the super-
convergence estimate of recovery eigenvalue is of order O(h2.66). Assume that the exact eigenfunction is sufﬁciently smooth,
the superconvergence estimation asymptotically converges to O(h4) as r?1. For h small enough, we have that kh is always
asymptotic upper bound for eigenvalues. For the eigenvalue problem of Poisson equations it is known from [13] that the
eigenvalues computed using the standard conforming ﬁnite element method are always above the exact ones. The approx-
imate eigenvalues computed using the nonconforming ﬁnite method are either asymptotic upper bound or lower bound for
eigenvalues.
Theorem 3.4. Suppose that all conditions of Theorems 3.1 and 3.2 are valid. LetgðkÞ ¼ jkh  khj:
Then we havegðkÞ
jk khj  1 6 Ch
2qProof. Using (3.11), we havejkh  khj  jk khj 6 jkh  kh  ðk khÞj
¼ jkh  kj 6 Ch2þ2qThe above equation divided by jk khj, we have
jkh  khj
jk khj  1 6 Ch
2q
:Which concludes the proof. h
Note that g(k) is computable and serves here as an a posteriori error bound, which is asymptotically exact.4. Numerical examples
In this section, we turn to report three experiments that illustrate the theoretical results obtained above. Let the ﬁtting
ﬁnite element space LH be a piecewise second order polynomial. It is shown from Theorem 3.1 that q equal 1/3. Theoret-
ically speaking, we should choose H = h2/3 to guarantee the optimal superconvergence. But in our numerical examples, we
choose H = 2h or H = 4h for the recovery operator QH and obtain satisﬁng superconvergence results. The ﬁne mesh T
h is al-
ways produced from TH . To produce Th, each coarse mesh element is reﬁned into 4 elements by connecting the edge middle
points or reﬁned uniformly twice to produce 16 elements for two-dimensional problems. In the section, we compute the
eigenvalue of self-adjoint elliptic equations by using the nonconforming piecewise linear Crouzeix–Raviart element. The
shape function is a linear polynomial with three nodal parameters at mid-points of three edges of the triangle.
In the following we present the adaptive mesh reﬁnement strategy that we use. It is based on the grid reﬁnement ap-
proach in the ﬁnite element methods (see, e.g., [35,16,36,37]). A different grid adaptation strategy, again in the ﬁnite element
method, has been proposed, justiﬁed, and used in [37]. For a given coarse mesh ﬁnite element partitioning TH , The ﬁne mesh
Th is always produced from TH . Given desired error tolerance TOL, there are six steps in our adaptive computations.
 basing on Th, compute the nonconforming ﬁnite element approximation ðuh; khÞ, as given in (2.3);
 using the postprocessing technique, compute the superconvergence solution QHuh on TH and compute the errors gHðuÞ for
all K 2 TH;
 mark those ﬁnite elements K for which gHðuÞP rmaxK2THgHðuÞ, where r 2 (0, 1) is a given reﬁnement parameter, in our
experiments, we take r = 0.5;
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 additionally reﬁne until a conforming mesh is reached, thus we obtain new partitioning TH and the new mesh Th is pro-
duced from new partitioning TH;
 repeat the above process until no elements have been reﬁned.
The examples are based on the two-dimensional eigenvalue problem. The purpose of the ﬁrst example is to show the
superconvergence and the precision of posteriori error estimates on the bounded, convex polygon. If X is a bounded, convex
polygon, the dual problem of (2.2) has H2 regularity. The remainder two examples are provided to calculations for eigenvalue
problems on domains with reentrant corners. Generally, the dual problem of (2.2) does’t satisfy H2 regularity on a domain
with reentrant corners, but our methods also can enhance eigenvalue approximation. The Examples 4.1–4.3 are provided to
compare approximation eigenvalues under the adaptive meshes as well as the values obtained in uniform meshes. In the
following tables, ‘‘order” represents the convergence order of the error and ‘‘DOF” represents degrees of freedom.
Example 4.1. Consider the following problem:Table 1
Numeri
DoF
kuh  u
Order
kQdHuh 
Order
kQcHuh 
Order
kQdHuh 
Order
kQcHuh 
Order
jk khj
Order
jkh  kh
Order
kh  k
Order oox x2 ouox þ ooy y2 ouoy
 
¼ ku; in X:
u ¼ 0; on oX:
(where X = [1,3]  [1,3]. The ﬁrst eigenvalue k ¼ 12þ 2p
2
ln23
 16:855, and its corresponding eigenfunction is
1ﬃﬃ
x
p sin p ln xln 3
 
1ﬃﬃ
y
p sin p ln yln 3
 
.
In Table 1, we see quite clearly that the recovered gradientrQdHuh andrQcHuh superconvergence toru and the recovered
eigenvalue kh superconvergence to k. Accordingly, the recovered type posteriori estimates are asymptotically exact.
Moreover, it is shown that QdHuh is equivalent to Q
c
Huh for the postprocessing approximation eigenfunction uh. The right
ﬁgure in Fig. 1 is an adaptively reﬁned mesh with 5808 sides constructed by the recovered type error estimator
kQcHuh  uhka;X. One also observes that the adaptive method is more efﬁcient relative to the uniform reﬁnement strategy. For
example, for the uniform reﬁnement method, we have that ku uhka;X ¼ 7:900e 2, and k kh ¼ 2:905e 3 on the reﬁned
mesh with 24,704 sides. However, for the adaptive method, the values of these errors are 6.270e-2 and 1.366e-3,
respectively, on the mesh with only 5808 sides.
Example 4.2. In our previous example, the domain was a convex polygon. Let us change the domain to a domain with reen-
trant corners. We consider the following problem:Du ¼ ku; in X;
u ¼ 0; on oX;
where X ¼ ½1;1	  ½1;1	 n ð0;1	  ð0;1	. The third eigenvalue k ¼ 2p2  19:739, and its corresponding eigenfunction is
2 sinðpxÞ sinðpyÞ=
ﬃﬃﬃ
3
p
. Although this X is a concave domain, the eigenfunction in this example is smooth enough. Therefore,
the dual problem of this example has H2 regularity.
It is shown in Table 2 that the results here are qualitatively similar to those for the ﬁrst example on uniform meshes. The
right ﬁgure in Fig. 2 is an adaptively reﬁned mesh with 7024 sides constructed by the recovered type error estimator
kQcHuh  uhka;X. One also observes that the adaptive method is more efﬁcient relative to the uniform reﬁnement strategy. For
example, for the uniform reﬁnement method, we have that ku uhka;X ¼ 1:277e 1 and k kh ¼ 7:486e 3 on the reﬁnedcal results of u and k on sequential uniform meshes.
400 1568 6208 24704 98560
ka;X 6.112e-1 3.120e-1 1.574e-1 7.900e-2 3.955e-2
0.97 0.99 0.99 1.00
uhka;X 5.606e-1 2.907e-1 1.478e-1 7.897e-2 3.943e-2
0.95 0.98 0.90 1.00
uhka;X 6.386e-1 3.215e-1 1.615e-1 7.990e-2 3.970e-2
0.99 0.99 1.02 1.01
uka;X 2.308e-1 7.585e-2 2.789e-2 1.020e-2 3.295e-3
1.61 1.44 1.45 1.63
uka;X 2.622e-1 1.041e-1 4.700e-2 1.372e-2 4.542e-3
1.33 1.15 1.78 1.59
1.598e-1 4.387e-2 1.143e-2 2.905e-3 7.303e-4
1.87 1.94 1.98 1.99
j 2.272e-1 5.460e-2 1.364e-2 3.093e-3 7.509e-4
2.06 2.00 2.14 2.04
6.742e-2 1.073e-2 2.201e-3 1.878e-4 2.060e-5
2.65 2.29 3.55 3.19
Fig. 1. The left ﬁgure is the initial mesh used and the right one is an adaptively reﬁned mesh with 5808 sides in Example 4.1.
Table 2
Numerical results of u and k on sequential uniform meshes.
DoF 408 1584 6240 24768 98688
kuh  uka;X 1.030e0 5.115e-1 2.554e-1 1.277e-1 6.383e-2
Order 1.01 1.00 1.00 1.00
kQdHuh  uhka;X 9.595e-1 4.810e-1 2.408e-1 1.204e-1 6.372e-2
Order 1.00 1.00 1.00 0.92
kQcHuh  uhka;X 1.045e0 5.085e-1 2.542e-1 1.273e-1 6.394e-2
Order 1.04 1.00 1.00 0.99
kQdHuh  uka;X 3.770e-1 1.109e-1 3.945e-2 1.801e-2 5.124e-3
Order 1.77 1.49 1.13 1.81
kQcHuh  uka;X 4.356e-1 1.286e-1 4.899e-2 2.349e-2 6.257e-3
Order 1.76 1.39 1.06 1.91
jk khj 4.803e-1 1.197e-1 2.994e-2 7.486e-3 1.872e-3
Order 2.00 2.00 2.00 2.00
jkh  khj 6.541e-1 1.354e-1 3.229e-2 8.034e-3 1.911e-3
Order 2.27 2.07 2.01 2.07
kh  k 1.738e-1 1.572e-2 2.353e-3 5.487e-4 3.895e-5
Order 3.47 2.74 2.10 3.82
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on the mesh with only 7024 sides.
Example 4.3. In all previous examples, the eigenfunction u was analytic. We consider the following problem:Du ¼ ku; in X;
u ¼ 0; on oX;
where X is a unit square with two slits (see Fig. 3). The ﬁrst eigenvalue k  28.131, and its corresponding eigenfunction is
unknown. In this case the eigenfunction u is not so smooth as the eigenfunctions of previous examples. Blum and Rannacher
in [38] studied this example by using Richardson extrapolation method. It is proved in [38] that the expected order of con-
vergence for the eigenvalue is O(h).
From the numerical results in Table 3, kh does not have superconvergence. But the error in k

h  k is one third of the exact
error k kh, which means that kh is more accurate than kh. We try to use kQcHuh  uhka;X as a posteriori error estimator. In
Fig. 3, the left ﬁgure is the initial mesh used and the right one is an adaptively reﬁned mesh. For the uniform reﬁnement
method, we have that k kh ¼ 1:301e 1 and kh  k ¼ 3:920e 2 on the reﬁned mesh with 86,272 sides. However, for the
adaptive method, the values of these errors are 8.566e-2 and 1.212e-2 on the mesh with only 5425 sides. Since the
eigenfunction is not so smooth as the ones of previous examples, it is more efﬁcient to use the adaptive meshes than use the
uniform meshes. Though we don’t prove the asymptotically exact posteriori estimates, we get the efﬁcient adaptive meshes
in this example. It is worth further studying for us. Recently, Wu and Zhang have demonstrated the effectiveness of the
gradient recovery in enhancing eigenvalue approximation on the L-shaped domain and the cracked domain in [11].
Fig. 2. The left ﬁgure is the initial mesh used and the right one is an adaptively reﬁned mesh with 7024 sides in Example 4.2.
Fig. 3. The left ﬁgure is the initial mesh used and the right one is an adaptively reﬁned mesh with 5425 sides in Example 4.3.
Table 3
Numerical results of k on sequential uniform meshes.
DoF 352 1376 5440 21632 86272
jk khj 2.120e0 1.050e0 5.225e-1 2.606e-1 1.301e-1
Order 1.01 1.01 1.00 1.00
jkh  kj 5.369e-1 3.155e-1 1.709e-1 8.885e-2 3.920e-2
Order 0.77 0.88 0.94 1.18
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We have shown that the recovered eigenvalue kh can enhance the accuracy of kh if Q
c
Huh superconvergence to u (as we
have seen in Examples 4.1 and 4.2). The results are based on some regularity assumption for the elliptic problems and
are applicable to any lowest order nonconforming ﬁnite element approximations of self-adjoint elliptic eigenvalue problems
with quasi-regular partitions. It is shown in Example 4.3 that kh is more accurate than kh when the elliptic problems do not
H. Liu, J. Sun / Applied Mathematical Modelling 33 (2009) 3488–3497 3497satisfy regularity assumption. Moreover, one can observe that the adaptive methods are more efﬁcient relative to the uni-
form reﬁnement strategy. Although the numerical results in this work are solely for the two-dimensional elliptic equations
and the lowest nonconforming ﬁnite element method, the idea is nevertheless applicable to more general eigenvalue prob-
lems. Our method can be applied to higher order ﬁnite element. The theoretical analysis for higher order ﬁnite element
approximation of eigenvalue problem will be our future work.
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