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Dit verslag gaat in op de vraag of bij regressieanalyse re-
kening moet worden gehouden met wegingsfactoren in die gevallen 
waarin de opbouw van de steekproef wordt gereguleerd via een on-
derverdeling in strata en het trekken daaruit van afzonderlijke 
steekproeven met ongelijke steekproefpercentages. 
Het antwoord op deze vraag is tweeledig. De beste oplossing 
uit een oogpunt van modelspecificatie is die vergelijking waarin 
geen significant verschil optreedt in de schatting van de regres-
siecoëfficiënten volgens de methoden van gewogen en ongewogen 
kleinste kwadraten. Onder deze voorwaarde wordt het gedrag, dat 
men met het model wil verklaren, namelijk beter beschreven. Een 
toets, die aangeeft of het verschil tussen beide significant is, 
wordt in dit verslag besproken. Is men niet in staat om een spe-
cificatie op te sporen die aan deze voorwaarde voldoet, dan moet 
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Woord vooraf 
Om de ontwikkelingen in de Nederlandse landbouw te kunnen 
volgen houdt het LEI boekhoudingen bij van ruim duizend landbouw-
bedrijven. Deze bedrijven worden gekozen op basis van een gestra-
tificeerde steekproef. Daar de steekproefpercentages in de onder-
scheiden strata verschillend zijn, kan bij het berekenen van be-
paalde resultaten niet worden volstaan met statistische procedu-
res afgeleid voor een enkelvoudige steekproef. Zo kan een gemid-
delde niet berekend worden door een eenvoudig optellen en midde-
len van de bedrijfsgegevens, maar is weging noodzakelijk. Evenzo 
ligt het voor de hand de bedrijfsgegevens te wegen bij het schat-
ten van een regressievergelijking. Toch blijkt hier verschillend 
over te worden gedacht: in de literatuur treft men zowel voor-
standers van ongewogen als van gewogen kleinste kwadraten, beide 
met redelijke argumenten. Het thans voor U liggende onderzoekver-
slag baant zich een weg door deze literatuur, zet de argumenten 
op een rij en geeft uiteindelijk antwoord op de klemmende vraag 
of nu wel of niet moet worden gewogen. Een woord van dank gaat 
daarbij uit naar verschillende collega's van het LEI voor hun me-
dewerking en kritische commentaar. 
De Directeur, 
Den Haag, februari 1988 Iß. de Veer 
Samenvatt ing 
Doel van dit onderzoek is de beantwoording van de vraag hoe 
te handelen als een regressieanalyse wordt uitgevoerd op basis 
van een gestratificeerde steekproef. Gebleken is dat de te volgen 
handelwijze in twee delen uiteenvalt, te weten de bepaling van de 
wegingsfactoren en de toets op het gebruik van deze wegingsfacto-
ren. 
De bepaling van de wegingsfactoren is afhankelijk van de 
steekproef en de populatie waarop zij betrekking heeft. Op het 
LEI, waar een gestratificeerde steekproef wordt getrokken uit 
alle in Nederland geregistreerde landbouwbedrijven boven een be-
paalde miniumomvang, zijn drie factoren van invloed op de hoogte 
van de wegingsfactoren. Ten eerste de aard van de gegevens die 
men wil analyseren, waarbij niet alleen een onderscheid mogelijk 
is tussen bedrijfsuitkomsten en financieringsgegevens, maar ook 
bijvoorbeeld naar het aantal jaren dat een bedrijf achtereen in 
administratie is gehouden. Ten tweede het moment waarop de we-
gingsfactoren worden bepaald, in verband met het aantal bedrijven 
dat is uitgewerkt, en ten derde het deel van de populatie waar-
over men een uitspraak wil doen. Afhankelijk van deze factoren 
nemen de wegingsfactoren andere waarden aan, zodat zij in het al-
gemeen niet als een vaststaand gegeven kunnen worden beschouwd. 
Nadat de wegingsfactoren zijn bepaald volgt de toets op het 
gebruik. Deze toets is bedoeld om te kunnen kiezen tussen de OLS-
schattingsmethode en de gewogen schattingsmethode. Het lineair 
regressiemodel geschat volgens de OLS-schattingsmethode geeft als 
resultaat 
b = (X'X) X'Y 
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Het lineair regressiemodel geschat volgens de gewogen schattings-
methode als resultaat 
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met H het aantal onderscheiden strata. Het antwoord op de vraag 
of rekening moet worden gehouden met de hoogte van de wegingsfac-
toren is tweeledig. De beste oplossing uit een oogpunt van model-
specificatie is die vergelijking waarin geen significant verschil 
optreedt in de schatting van de regressieco'éf f iciënten volgens de 
OLS-schattingsmethode en de gewogen schattingsmethode. Onder deze 
voorwaarde wordt het gedrag, dat men met het model wil verklaren, 
namelijk beter beschreven. De toets die is bedoeld om te kunnen 
kiezen tussen de OLS-schattingsmethode en de gewogen schattings-
methode, geeft aan of het verschil tussen beide significant is en 
kan worden uitgevoerd zonder dat de gewogen schatting van de re-
gressieco'éf f iciënten is bepaald. Deze toets is in dit verslag be-
sproken. Is men niet in staat om een specificatie op te sporen 
die aan deze voorwaarde voldoet, dan moet de OLS-schattingsmetho-
de worden verworpen ten gunste van de gewogen schattingsmethode. 
In dat geval geeft alleen regressieanalyse inclusief de hoogte 
van de wegingsfactoren een representatief beeld voor alle bedrij-
ven. 
Past men de gewogen schattingsmethode toe, dan is voorzich-
tigheid geboden, omdat de variantie-covariantie matrix berekend 
volgens de standaard regressieprogrammatuur en daarmede de stan-
daardfouten en de T-waarden niet voldoen. 
1. Inleiding 
1.1 Probleemstelling 
Om de ontwikkelingen in de Nederlandse landbouw te kunnen 
volgen houdt het LEI boekhoudingen bij van ruim duizend landbouw-
bedrijven. Deze bedrijven worden gekozen op basis van een steek-
proef uit de in de Landbouwtelling geregistreerde bedrijven. 
Om tot een zo getrouw mogelijke afspiegeling te komen van de 
Nederlandse landbouw in zijn volle verscheidenheid, is het nodig 
dat de samenstelling van de steekproef zo veel mogelijk overeen-
komt met die van de gehele populatie. Afwijkingen zouden kunnen 
ontstaan als door toevallige factoren bij het trekken bepaalde 
groepen (bedrijfstypen, grootteklassen, intensiteitsklassen, 
etc.) onder- of oververtegenwoordigd zouden zijn. Door een 
tweetal maatregelen wordt getracht de kans op zulke afwijkingen 
te verkleinen. 
In de eerste plaats wordt de steekproef gestratificeerd: de 
samenstelling ervan wordt gereguleerd via een onderverdeling in 
strata en het trekken daaruit van afzonderlijke steekproeven. Ten 
tweede wordt binnen de zo ontstane strata rekening gehouden met 
de grootte van de onderlinge verschillen tussen de bedrijven door 
het steekproefpercentage te variëren. Naarmate die verschillen 
groter zijn neemt namelijk ook de kans toe op relatief grote toe-
vallige afwijkingen tussen'steekproef en werkelijkheid en deze 
kans kan worden beperkt door het steekproefpercentage van het 
betreffende stratum te verhogen. 
Naast het verkleinen van de kans op toevallige afwijkingen 
helpt stratificatie ook om een bepaalde systematische afwijking 
te voorkomen: in bepaalde strata kan de bereidheid of de prak-
tische mogelijkheid tot deelname groter zijn dan in een andere. 
Door uit de afzonderlijke strata steekproeven te trekken en de 
bedrijven die door weigering uitvallen te vervangen door bedrij-
ven uit datzelfde stratum wordt in zo'n geval bereikt dat de ver-
houdingen tussen de strata niet verstoord worden. 
Daar de steekproefpercentages in de onderscheiden strata 
verschillend zijn, kan bij het berekenen van bepaalde resultaten 
niet worden volstaan met statistische procedures afgeleid voor 
een enkelvoudige steekproef. Een zuivere schatting van een gemid-
delde bijvoorbeeld kan alleen worden verkregen door middel van 
weging, waarbij de gewichten worden bepaald als de verhouding 
tussen het aantal bedrijven dat in de populatie en het aantal be-
drijven dat in de steekproef is verdeeld over de strata. 
Dit verslag gaat in op de vraag hoe te handelen als men niet 
een gemiddelde wil berekenen, maar een regressieanalyse wil uit-
voeren op het op deze wijze tot stand gekomen databestand en 
spitst zich toe op de vraag of bij regressieanalyse de gegevens 
eveneens moeten worden gewogen. Hierbij zullen wij ons beperken 
tot het klassieke lineaire schattingsmodel bestaande uit een ver-
gelijking. 
1.2 De stand van zaken 
De literatuur op het terrein van de steekproeftrekking richt 
zich op de schatting van Y, geschreven als Y, en haar standaard-
fout, stf(Y). De schatting van Y behoeft niet betrekking te heb-
ben op slechts een element. Ook totalen Z.Yt , gemiddelden 2_ Y^/n, 
gewogen gemiddelden 2! W^Yi/XW^, ratio- of verschilschatters van 
gemiddelden en totalen, correlatie- en regressiecoëfficienten ko-
men hiervoor in aanmerking. Stf(Y)rVvar(Y) is de geschatte 
standaardfout, berekend uit de elementen in de steekproef en als 
het goed is in overeenstemming met de wijze van steekproeftrek-
king. Het doel van deze statistische grootheden is om informatie 
te verschaffen over de waarde van Y in de populatie middels be-
trouwbaarheidsintervallen van de vorm Y± tf- stf(Y). 
Met opzet is hiervoor gezegd "als het goed is", want de 
praktijk is dat meer en meer gebruik wordt gemaakt van complexe 
steekproeftechnieken zonder dat de berekening van betrouwbaar-
heidsintervallen hier op aansluit. In de woorden van Kish en 
Frankel (1974): "We think it imperative and urgent to extend to 
more complex statistics. More and more researchers are able to 
obtain data from complex samples, and write computer programs for 
complex analytical statistics. We need methods for dealing pro-
perly with complex statistics from complex samples. We need sta-
tistics for probability statements. Such statements are symboli-
zed with Yi tf- stf(Y), where Y is some complex statistic, and 
stf(Y) its computed standard error. Standard errors should be 
computed in accord with the complexity of the sample designs; 
neglect of that complexity is a common source of serious mis-
takes". Dat de berekening van betrouwbaarheidsintervallen niet 
altijd aansluit op de steekproeftechniek is verklaarbaar, daar 
vooral de bepaling van de standaardfouten bijzonder gecompliceerd 
is en in vele gevallen nog niet uitgezocht. 
Een goed overzicht van de stand van zaken met betrekking tot 
het bepalen van betrouwbaarheidsintervallen voor statistische 
grootheden in relatie tot de wijze van steekproeftrekking is ge-
geven door dezelfde Kish en Frankel, opgenomen in figuur 1.1. 
Terzijde kan worden opgemerkt dat dit overzicht niet volledig Is 
met betrekking Lot Je wijze van steekproefLtekking e.i dil>iLL<ii.L 
met betrekking tot de statistische grootheden. Niet volledig, om-
dat meer methoden van steekproeftrekking bekend zijn. In dit ver-
slag beperken wij ons echter tot gestratifIceerde steekproeven. 
Arbitrair, omdat ook een andere indeling van statistische groot-
heden mogelijk is. Volgens Kish en Frankel echter geeft deze in-
deling het best de stand van zaken weer. 
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Figuur 1.1 Stand van zaken met betrekking tot het bepalen van 
betrouwbaarheidsintervallen voor statistische groot-










































Bron : Kish en Frankel (1974) 
Rij 1 heeft betrekking op het bepalen van betrouwbaarheids-
intervallen voor statistische grootheden bij een enkelvoudige 
steekproef. Dit is standaard theorie, waarover boekenkasten zijn 
vol geschreven. De ontwikkeling in deze rij staat niet stil, maar 
blijft voortdurend in beweging. De literatuur handelend over 
steekproeven is in hoofdzaak toegelegd op kolom 1. 
Hoe in een gestratificeerde steekproef betrouwbaarheidsin-
tervallen te berekenen voor gemiddelden van subgroepen of ver-
schillen hiertussen (rij 2, kolom 2) is bekend - zie Moors en 
Muilwijk (1975) alsmede Cochran (1977) -, maar nog geen gemeen-
goed. Vandaar dat niet de kwalificatie "standaard" is toegekend. 
Hoe in een gestratificeerde steekproef betrouwbaarheidsinterval-
len te berekenen voor complexe statistische grootheden (rij 2, 
kolom 3) is in vele gevallen nog niet bekend, maar bevindt zich 
in ontwikkeling. Dit verslag tracht een uitspraak te doen over 
regressiecoëfficiënten door recent verschenen literatuur te buiv-
delen. 
1.3 Opbouw van het verslag 
Twee hoofdstukken vormen de kern van dit verslag. Een hoofd-
stuk waarin wordt ingegaan op de wijze waarop wegingsfactoren in 
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de LEI-steekproef tot stand komen, als ook factoren die van in-
vloed zijn op de hoogte van deze wegingsfactoren, en een hoofd-
stuk waarin wordt ingegaan op de vraag of het nodig is om bij re-
gressieanalyse rekening te houden met de hoogte van de wegings-
factoren. Onderwerpen die hierin aan de orde komen zijn standaard 
regressiemethoden, de analytische uitwerking van het lineair re-
gressiemodel inclusief en exclusief de hoogte van wegingsfactoren 
en een toets om te bepalen of het gebruik van wegingsfactoren 
noodzakelijk is. Een en ander wordt geïllustreerd met schattingen 
van de produktiefunctie - de Cobb-Douglas functie en de translog-
functie - voor de Nederlandse landbouw. 
Centraal in dit verslag staat het boekjaar 1984/85: de il-
lustratie van de wijze waarop de wegingsfactoren in de LEI-steek-
proef tot stand komen, als ook de schattingen van de produktie-
functie zijn gebaseerd op data van dit boekjaar. Dat is geen be-
perking, omdat dit jaar representatief is voor een achterliggende 
periode die teruggaat tot 1975/76. 
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2. Wegingsfactoren 
2.1 Wegingsfactoren in de LEI-steekproef 
Dit hoofdstuk behandelt de wijze waarop wegingsfactoren in 
de LEI-steekproef tot stand komen. Het is toegevoegd, omdat de 
vraag of bij regressieanalyse rekening moet worden gehouden met 
wegingsfactoren niet beantwoord kan worden voordat überhaupt is 
nagegaan hoe ze tot stand komen en ook welke factoren van invloed 
zijn op de hoogte van deze wegingsfactoren. Echter, de lezer die 
uitsluitend is geïnteresseerd in de vraag of het nodig is om bij 
regressieanalyse rekening te houden met deze wegingsfactoren kan 
dit hoofdstuk overslaan. De lezer die zich meer inzicht wil ver-
schaffen in de opzet van de LEI-steekproef dan in dit hoofdstuk 
wordt geboden, wordt verwezen naar een LEI-mededeling van Lodder 
(1987). 
Op grond van de in de Landbouwtelling geregistreerde gege-
vens wordt een indeling gemaakt van alle bedrijven in 32 basis-
strata. Dit geschiedt aan de hand van twee criteria: 
A De bedrijfstypering waarbij acht typen worden onderscheiden: 
akkerbouw 
rundveehoud eri j 
: varkenshouderij 
: pluimveehouderij 
: gemengd akkerbouw 
: gemengd rundveehouderij/akkerbouw 
: gemengd rundveehouderij/intensieve veehouderij 
: gemengd intensieve veehouderij 
Deze indeling wordt bepaald aan de hand van het aantal stan-
daardbedrijfseenheden (sbe) opgegeven in de Landbouwtelling, 
waarbij standaardbedrijfseenheden zijn gedefinie"érd als een 
maatstaf voor de bedrijfsomvang en/of voor de afzonderlijke 
produktierichtingen binnen een bedrijf. Een standaardbe-
drijf seenheid komt overeen met een bepaald bedrag aan toege-
rekende kosten in een basisperiode bij een doelmatige be-
drijfsvoering onder normale produktieomstandigheden (zie ook 
Cleveringa, 1972). 
B Een onderverdeling van de bedrijfstypen in vier grootteklas-
sen wederom gebaseerd op het aantal standaardbedrijfseenhe-
den. 
Een totaaloverzicht van de indeling die is aangehouden in het 
boekjaar 1984/85 is weergegeven in tabel 2.1. 
Uit deze tabel blijkt dat de LEI-steekproef zich richt op 
landbouwbedrijven boven een bepaalde miniumomvang, welke in het 
boekjaar 1984/85 79 standaardbedrijfseenheden bedroeg, en beneden 
een bepaalde maximumomvang van 2000 standaardbedrijfseenheden. 
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a. Ondanks dat het aantal bedrijven kleiner dan 79 standaardbe-
drijfseenheden groot is, Is hun aandeel In de agrarische 
produktie klein. Ze liggen ver beneden het niveau dat nodig 
is voor een bestaan in de landbouw en worden voor het groot-
ste deel als nevenbedrijf geëxploiteerd, of door oudere 
boeren als aflopend bedrijf aangehouden. 
b. De ervaring heeft geleerd dat op deze bedrijven de bereid-
heid en de mogelijkheid tot deelname klein zijn en dat het 
praktisch niet goed mogelijk is om van deze bedrijven een 
betrouwbaar beeld te verkrijgen. 
Door het aanhouden van een bovengrens wordt vermeden dat zeer 
grote bedrijven, zoals het landbouwbedrijf van de Rijksdienst 
voor de IJsselmeerpolders, in de LEI-steekproef worden opgenomen. 
De steekproefbasis, dat wil zeggen het adresmateriaal dat op 
grond van deze indeling in aanmerking komt voor de bedrijfskeuze, 
is omschreven in tabel 2.2. 
Tabel 2.2 Aantal landbouwbedrijven van 79 tot 2000 sbe per be-
































































Binnen de 32 basisstrata wordt daar waar mogelijk nog verder 
gestratificeerd naar oppervlakte, leeftijd en regio. Dit gebeurt 
vooral met het oog op de bij de bedrijfskeuze optredende non-res-
pons: bij de vervanging van bedrijven die in eerste instantie 
niet in de steekproef terecht komen kunnen de onderlinge verhou-
dingen tussen oppervlakteklassen, leeftijdsklassen en regio's op 
deze manier in takt worden gehouden, hetgeen de representativi-
teit ten goede komt. De trekkingskans wordt bij deze verdere 
stratificatie echter gelijk gehouden, zodat zij voor de verdere 
bepaling van de wegingsfactoren niet van belang is. 
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Van de bedrijven die in de steekproef worden gekozen verza-
melt het LEI gegevens over de bedrijfsuitkomsten en daar waar mo-
gelijk gegevens over de vermogenspositie van de ondernemer en 
over de inkomensvorming en -besteding van de ondernemer en zijn 
gezinsleden. Het aantal bedrijven in het boekjaar 1984/85 waar-
voor gegevens over de bedrijfsuitkomsten zijn verzameld staat 
vermeld in tabel 2.3. 
Tabel 2.3 Het aantal bedrijven in het boekjaar 1984/85 waarvoor 

























































Totaal 236 291 275 233 1035 
Het aantal bedrijven waarvoor gegevens over de bedrijfsuit-
komsten zijn verzameld behoeft niet precies overeen te komen met 
de trekkingskans. Redenen dat het aantal bedrijven soms kleiner 
is dan men op grond van de trekkingskans zou mogen verwachten, 
zijn dat onvoldoende bedrijven meedoen in de steekproef, bijvoor-
beeld omdat de bereidheid tot deelname of de praktische mogelijk-
heid tot deelname klein zijn, of ook dat de gegevens niet volle-
dig zijn uitgewerkt, bijvoorbeeld door: 
- Spontane opzegging door de deelnemer. 
Het niet insturen van de gegevens. 
Ziekte of ongevallen van het bedrijfshoofd of gezinsleden. 
- Opheffing van het bedrijf. 
Andere redenen zoals verhuizing, overdracht, reorganisatie, 
struktuurverandering van het bedrijf, etc. 
Een reden dat het aantal bedrijven soms groter is dan men op 
grond van de trekkingskans zou mogen verwachten is een aanvulling 
op de steekproef die voorkomt uit de doelstellling om niet alleen 
gegevens te kunnen verstrekken die representatief zijn voor de 
landbouw in zijn geheel, maar ook voor bepaalde groepen binnen de 
populatie, met name voor de akkerbouw en de rundveehouderij in 
bepaalde regio's. 
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De wegingsfactoren behorend bij het aantal bedrijven in de 
steekproefbasis en het aantal bedrijven in de steekproef waarvoor 
de bedrijfsuitkomsten zijn uitgewerkt, staan vermeld in tabel 
2.4. 
Tabel 2.4 Aantal bedrijven dat door e'én bedrijf in de steekproef 
wordt vertegenwoordigd 
Bedrijfstype Sbe-klasse 





























Akke rbouw/gerne ngd 
Rundvee/akkerbouw 
Rundvee/intens.veeh. 
Gemengd/intens.veeh. 130.82 77.42 67.31 30.50 
2.2 Factoren van invloed op de hoogte van de wegingsfactoren 
Het is goed zich te realiseren dat de wegingsfactoren geen 
vaststaand gegeven zijn, maar afhankelijk van een aantal facto-
ren, waarvan wij onderscheiden: 
1) De aard van de gegevens die men wil analyseren. 
2) Het moment waarop men de wegingsfactoren bepaalt. 
3) Het deel van de landbouw waarover men een uitspraak wil 
doen. 
ad 1. 
Hierboven is opgemerkt dat het LEI daar waar mogelijk gege-
vens verzamelt over de vermogenspositie van de ondernemer en over 
de inkomensvorming en -besteding van de ondernemer en zijn ge-
zinsleden. Dit om tevens inzicht te kunnen verschaffen in de fi-
nanciële positie van landbouwbedrijven. Het aantal bedrijven dat 
meewerkt aan de opstelling van deze uitgebreide boekhouding is 
kleiner dan het aantal bedrijven waarvoor bedrijfsuitkomsten wor-
den verzameld (circa 80-85%). Bij de presentatie van de finan-
ciële positie van de landbouw in het boekjaar 1984/85 (zie Aukema 
en Overgaauw, 1986) worden dan ook andere wegingsfactoren ge-
bruikt dan bij de presentatie van de bedrijfsuitkomsten (zie LEI, 
1986). Op het LEI spreekt men wel over wegingsfactoren met be-
trekking tot de financiering en over wegingsfactoren met betrek-
king tot de bedrijfsuitkomsten. De wegingsfactoren met betrekking 
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tot de financiering zijn groter, omdat het aantal deelnemende be-
drijven aan deze vorm van administratie kleiner is en zodoende 
het aantal bedrijven dat ieder bedrijf in de populatie vertegen-
woordigt groter. 
Een en ander betekent dat de wegingsfactoren die in een on-
derzoek worden gebruikt afhankelijk zijn van de gegevens die men 
wil analyseren. Analyseert men gegevens die op alle bedrijven 
zijn verzameld, dan komen de wegingsfactoren met betrekking tot 
de bedrijfsuitkomsten in aanmerking. Analyseert men gegevens die 
alleen zijn verzameld op bedrijven met een financieringsboekhou-
ding, dan komen de wegingsfactoren met betrekking tot de finan-
ciering in aanmerking. 
Een ander geval treedt op als men gegevens wil analyseren 
van bedrijven die tenminste twee jaar achtereen in administratie 
zijn gehouden. Bijvoorbeeld als men het aanbod van produkten of 
de vraag naar produktiefactoren wil verklaren uit variabelen die 
een jaar zijn vertraagd. Nu is het zo dat jaarlijks een kwart van 
de steekproef wordt vervangen. Dit wordt gedaan om de door het 
jaar heen opgetreden uitval aan te vullen en om de samenstelling 
van de steekproef zodanig aan te passen dat de jaarlijks optre-
dende structuurveranderingen er afdoende door worden weerspie-
geld. Bedrijven die "hun tijd uitzitten", dat wil zeggen bedrij-
ven die niet onvoorzien uitvallen, worden in de regel niet langer 
dan zes jaar in administratie gehouden. Wil men nu in een voorko-
mend geval het aanbod van produkten of de vraag naar produktie-
factoren verklaren uit variabelen die e'én jaar zijn vertraagd, 
dan is een herberekening van de wegingsfactoren naar die bedrij-
ven die tenminste twee jaar achtereen in administratie zijn ge-
houden noodzakelijk. Soortgelijke herberekeningen zijn ook nood-
zakelijk als men bedrijven elimineert, bijvoorbeeld omdat be-
paalde gegevens ontbreken. 
ad 2. 
Het moment waarop men de wegingsfactoren bepaalt kan van be-
lang zijn voor het aantal bedrijven waarvoor de gegevens zijn 
uitgewerkt. Toen over de bedrijfsuitkomsten in het boekjaar 
1984/85 werd gerapporteerd (LEI, 1986) waren 1008 van de 1035, 
dit is 97.4%, van de bedrijven uitgewerkt. Dit betekent dat de 
wegingsfactoren, zoals die bij de presentatie van de bedrijfsuit-
komsten werden gebruikt, waren gebaseerd op "slechts" een deel 
(97.4%) van de bedrijven. Daarna is het aantal bedrijven dat is 
om bij onderzoekingen die nadien worden opgestart tevens de be-
drijven op te nemen die niet bij de presentatie van de bedrijfs-
uitkomsten zijn gebruikt, omdat men anders onnodig informatie 
verloren laat gaan. Dit geldt tevens voor bedrijven met een fi-
nancieringsboekhouding. 
ad 3. 
De bepaling van de wegingsfactoren kan ook een verandering 
ondergaan als men een uitspraak wil doen over een subgroep in de 
landbouw. Als deze subgroep overeenkomt met de wijze waarop de 
steekproef is gestratificeerd, bijvoorbeeld één van de bedrijfs-
typen gedefinieerd volgens de bedrijfstypering onder A, dan ver-
anderen de wegingsfactoren niet. Maar als de subgroep dwars door 
de strata heen loopt, bijvoorbeeld de akkerbouw op klei, de ak-
kerbouw in de IJsselmeerpolders, etc., dan is het raadzaam een 
herberekening uit te voeren van de wegingsfactoren door middel 
van poststratificatie. Hieronder wordt deze methode besproken. 
Uitgangspunt hierbij is een subgroep met kenmerk S die ge-
dekt is door de steekproef. Bepaal per stratum het aantal bedrij-
ven in de populatie en het aantal bedrijven in de steekproef, die 
voldoen aan het kenmerk S. Is geen van de strata leeg, bereken 
dan de wegingsfactoren door deze op elkaar te delen. Is een stra-
tum leeg met betrekking tot het aantal bedrijven in de steek-
proef, voeg deze dan bij een aanverwant stratum dat niet leeg is 
en bereken voor deze strata tezamen de wegingsfactor. Is een 
stratum leeg met betrekking tot het aantal bedrijven in de steek-
proef en het aantal bedrijven in de populatie, voer dan het stra-
tum af. Een voorbeeld van deze gang van zaken is opgenomen in ta-
bel 2.5. 
Opgemerkt moet worden dat poststratificatie alleen mogelijk 
is als de bedrijven in de populatie, waaruit de steekproef wordt 
getrokken, ook naar dit kenmerk zijn in te delen. Is dat niet zo 
- bijvoorbeeld bij een indeling in eigendoms- en pachtbedrijven -
dan rest alleen het gebruik van de oorspronkelijke wegingsfacto-
ren. 
2.3 Conclusie 
De wegingsfactoren zijn geen vaststaand gegeven, dat men kan 
opvragen uit het databestand van het LEI. Zij zijn afhankelijk 
van de aard van de gegevens die men wil analyseren, waarbij niet 
alleen een onderscheid mogelijk is tussen bedrijfsuitkomsten en 
financieringsgegevens, maar ook bijvoorbeeld naar het aantal ja-
ren dat een bedrijf achtereen in administratie is gehouden. Van 
het moment waarop de wegingsfactoren worden bepaald, in verband 
met het aantal bedrijven dat is uitgewerkt, en van het deel van 
de populatie waarover men een uitspraak wil doen. Afhankelijk van 
deze factoren nemen de wegingsfactoren andere waarden aan, zodat 
in het algemeen niet kan worden volstaan met die wegingsfactoren 
die worden gebruikt voor het opstellen van de bedrijfsuitkomsten 






























































































3. Regressieanalyse: wegen ja of nee? 
3.1 Standaard regressiemethoden 
Een onderzoeker die een regressieanalyse wil uitvoeren op 
basis van een gestratifleeerde steekproef maakt in het algemeen 
de keuze uit onderstaande methoden: 
A. Kleinste kwadraten (OLS). 
B. Gewogen kleinste kwadraten (WLS) op basis van de wegingsfac-
toren afgeleid uit de steekproef. 
Methode A is het lineair regressiemodel dat als volgt kan worden 
beschreven 
Y = b'X + u , i = 1 n, u ~N(0,6 Z) 
i i i i 
met Yj, de te verklaren variabele, Xt een (k*l) vector van verkla-
rende variabelen, uj, de storingsterm, b een (k*l) vector van te 
schatten parameters en n het aantal waarnemingen. Als uitkomsten 
heeft dit model 
b = (X'X) X*Y 
E(b) = b 
2 -1 





R = 1 -
n 2 
Y. (YL- b 'Xi) 
1=1 
n 2 




Methode B, zoals deze in het algemeen wordt toegepast in 
standaard regressieprogrammatuur, bijvoorbeeld SPSS, BMDP en 
Genstat, hanteert een regressiemodel analoog aan het lineair re-
gressiemodel, met dit verschil dat wordt uitgegaan van de veron-
derstelling ui/N^N(0, 6a/Wj.), waarbij Wj. de wegingsfactor van 
waarneming i. Als uitkomsten heeft dit model 
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b = (X'WX) X'WY 
E(b) = b 
2 -1 
var(b) = 6" (X'WX) 
* 1 n 2 
6a= Z WL(Yi- b'XL) 
n-k i=l 
n 2 
Z WL(YL- b'Xj.) 
2 i=l 
R = 1 -
n _ 2 
Z WL (YL- Y) 
i=l 
met W de diagonaal matrix van de wegingsfactoren. 
Een derde methode die veelvuldig wordt toegepast is kleinste 
kwadraten op basis van gemiddelden per groep van bedrijven. Een 
reden voor het groeperen en middelen wordt vaak niet gegeven, 
maar in het algemeen betreft het een reductie van het databestand 
tot een naar eigen zeggen aanvaardbaar niveau. Ondanks dat re-
gressieanalyse toegepast op gemiddelden per groep van bedrijven 
los staat van de wegingsproblematiek - immers het middelen van 
gegevens kan op ieder databestand van dwarsdoorsnedegegevens wor-
den toegepast - is besloten hier toch aandacht aan te besteden, 
juist omdat het veelvuldig wordt toegepast en de LEI-steekproef 
hierin geen uitzondering vormt. Voor voorbeelden zie Burger 
(1983) alsmede Douma en Poppe (1987). Op deze plaats echter be-
perken wij ons tot de belangrijkste bevindingen en verwijzen wij 
naar de bijlage voor meer achtergrondinformatie. Uit de betref-
fende bijlage blijkt dat het schatten op basis van groepsgemid-
delden sterk moet worden afgeraden, omdat 
de schatting van de regressiecoëfficiënten onzuiver is. Deze 
bevinding, die afwijkt van de tot nu toe gangbare litera-
tuur, is gebaseerd op een recent artikel van Deaton (1985) 
en zou men kunnen opvatten als een nieuw gezichtspunt op het 
werken met groepsgemiddelden; 
- de standaardfouten toe- en zodoende de T-waarden afnemen; en 
- de determinatiecoëfficiënt (R ) toeneemt door een reductie 
van het aantal waarnemingen. 
Deze punten zijn het gevolg van de aggregatiefout, die voortkomt 
uit het ten onrechte als volkomen identiek beschouwen van bedrij-
ven die aan het gemiddelde bedrijf ten grondslag liggen. Alleen 
door de aggregatiefout in de schatting te betrekken volgens het 
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regressiemodel met errors-in-variables, kan een schatting worden 
verkregen die consistent is. Deze methode echter is omslachtig en 
nodeloos ingewikkeld. In dit hoofdstuk zullen wij ons daarom ver-
der toeleggen op de vraag of het nodig is om rekening te houden 
met de hoogte van de wegingsfactoren indien regressieanalyse 
wordt toegepast op bedrijfsgegevens die niet zijn gegroepeerd en 
gemiddeld. 
3.2 Regressieanalyse zonder en met wegingsfactoren 
De theorie die aan het lineair regressiemodel ten grondslag 
ligt berust op drie veronderstellingen: 
1) E( u | X ) = 0 voor alle i. 
i i 
2) homoskedasticiteit: var( u I X ) = (T* voor alle i 
i i 
3) onafhankelijkheid van de waarnemingen: 
cov( u u | XX ) = 0 voor a l l e i / j 
i j i j 
De veronderstelling onder 1) is fundamenteel voor het re-
gressiemodel en wil zeggen dat de verwaarloosde termen die in u-L 
zijn opgenomen onafhankelijk zijn van de waarden die X(. kan aan-
nemen, of ook dat men de storingen in een gedachtenexperiment 
door middel van een aselector over de waarnemingen zou kunnen 
verdelen zonder dat dit kan worden opgemerkt. De veronderstellin-
gen onder 2) en 3) zijn niet noodzakelijk en kunnen worden ver-
zwakt. 
De eigenschappen die toebehoren aan de kleinste kwadraten 
schatter van b zijn in de literatuur uitgebreid besproken: li-
neair, zuiver en met minimale variantie. Te weinig echter wordt 
ingegaan op de wijze waarop de steekproefelementen uit de popula-
tie zijn getrokken. Dit is een tekortkoming, juist in die geval-
len waarin de opbouw van de steekproef wordt gereguleerd via een 
onderverdeling in strata en het trekken daaruit van afzonderlijke 
steekproeven met ongelijke steekproefpercentages. Dit zal worden 
toegelicht. 
Het doel van stratificatie is om de betrouwbaarheid van de 
steekproefuitkomsten, in het bijzonder van gemiddelden en totalen 
(zie paragraaf 1.2), te vergroten. Door te stratificeren wordt de 
standaardfout van de steekproefuitkomsten teruggebracht ten op-
zichte van de standaardfout welke uit een enkelvoudige steekproef 
zou resulteren. Essentieel voor de reductie die optreedt in de 
standaardfout is de mate van correlatie van de onderzoeksvariabe-
le(n) en de stratificatievariabele(n): stratificatie verhoogt al-
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leen dan de betrouwbaarheid belangrijk als deze twee hoog gecor-
releerd zijn (zie bijvoorbeeld Moors en Muilwijk, 1975, blz 63). 
Op het LEI, waar een gestratificeerde steekproef wordt getrokken 
uit alle in Nederland geregistreerde landbouwbedrijven boven een 
bepaalde miniumomvang, gelden als onderzoeksvariabelen "het net-
to-overschot per bedrijf" en "de arbeidsopbrengst van de onderne-
mer". Hierbij wordt uitgegaan van de veronderstelling dat deze 
twee variabelen maatgevend zijn voor een breed scala van achter-
liggende variabelen (Lodder, 1987, blz 15), zoals opbrengsten- en 
kostenpatronen alsmede de inkomensvorming en -besteding van de 
ondernemer en zijn gezinsleden. Men kan dan ook met zekerheid 
zeggen dat een groot deel van de variabelen, die in deze steek-
proef worden verzameld, wordt beïnvloed door de indeling in af-
zonderlijke strata, of, anders gezegd, dat deze indeling informa-
tie verschaft over de hoogte van de onderzoeksvariabelen. Het ge-
volg hiervan is dat niet voldaan is aan de veronderstelling 
E( U[| X(,)=0, waarop de theorie van het lineair regressiemodel 
berust. Dit betekent dat de schattingsmethode aanpassing behoeft 
en het is deze aanpassing die belangrijk is voor de vraag of het 
nodig is om bij regressieanalyse rekening te houden met de hoogte 
van de wegingsfactoren. 
Afhankelijk van het model dat men specificeert en gegeven de 
steekproefpercentages p^ (i=1,...,n) die over de strata kunnen 
variëren zijn drie aanpassingen te onderscheiden: 
1) de stratificatievariabele is tevens de te verklaren 
variabele 
S = b'X + u , u ~N(0,« a), W = l/p , 1=1,...,n. 
i i i i i i 
Dit is een uitzonderlijk geval, omdat de stratificatievaria-
bele in het algemeen geen onderzoeksvariabele is. Wil men 
niettemin deze variabele verklaren, dan dient te worden uit-
gegaan van een zogenaamd truncated regressiemodel, omdat de 
te verklaren variabele binnen ieder stratum bepaalde waarden 
niet kan aannemen. Voor een bespreking van deze klasse van 
modellen zij verwezen naar Maddala (1983). 
2) de stratificatievariabele is tevens een verklarende 
variabele 
Y = a S +b'X + u , u r^N(0,C1), W = l/p , i=l,...,n. 
i i i i i i i 
Volgens Holt et al. (1980) kan in dit geval de OLS-schat-
tingsmethode worden toegepast, omdat voldaan is aan de eis 
E( Uil S;, , XL)=0. Volgens ons echter kan de OLS-schattings-
methode alleen dan worden toegepast als men veronderstelt 
dat geen interactie bestaat tussen de verklarende variabelen 
en de stratificatievariabele alsmede als men veronderstelt 
dat het verband tussen de verklarende variabele en de stra-
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tificatievariabele lineair is. Aangezien dit als vrij uit-
zonderlijk geldt, kan men dit geval beter scharen onder het 
nu volgende. 
3) de stratificatievariabele is geen onderdeel van de regres-
sievergelijking 
Y = b'X + u , u ^N(0,6 a), W = l/p , i=l n. 
i i i i i i 
De schatting van de regressieco'éffici'énten b die in dit ge-
val door verschillende auteurs (Kish en Frankel, 1974; Holt 
et al., 1980, gebaseerd op vier referenties; en DuMouchel en 
Duncan, 1983) wordt voorgesteld is 
-1 
b = (X'WX) X'WY. 
w 
Merk op dat de schatting van b overeenkomt met de gewogen 
schatting van methode B, maar dat een belangrijk verschil 
ontstaat bij de berekening van de variantie-covariantie ma-
trix
 x Ä 
var(b ) = E(b -b)(b -b)' 
W W W 
Y = Xb + u 
var(b ) = E [(X'WX) X'W (Xb+u)-b] [(X'WX) X'W (Xb+u)-b] ' = 
w 
- 1 - 1 
= E [(X'WX) X'Wu] [(X'WX) X'Wu] = 
- 1 -1 
= E ((X'WX) X'Wuu'WX(X'WX) ) -
- 1 - 1 
= (X'WX) X'W E(uu*) WX(X'WX) 
- 1 - 1 
= (X'WX) X ' W S l I WX(X'WX) 
n 
-1 2 -1 
= 61(X'WX) X'W X (X'WX) 
Het blijkt dat de var(bw) niet gelijk is aan S2(X*WX)~ , 
hetgeen het geval zou zijn onder de veronderstelling u^/v 
N(0,(Sa/Wi). Anders gezegd, de standaard regressieprogramma-
tuur voldoet niet als de wegingsfactoren voortkomen uit een 
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gestratificeerde steekproef. De schatting van b is juist, 
maar de variantie-covariantie matrix en daarmede de stan-
daardfouten en de T-waarden, die uit deze matrix worden af-
geleid, niet. Hoe in dit specifieke geval de variantie van 
de storingsterm (6a) en de determinatiecoëfficiënt (R*) te 
bepalen wordt door de verschillende auteurs niet behandeld 
en toont nog eens aan hoezeer de bepaling van statistische 
grootheden op basis van een gestratificeerde steekproef in 
ontwikkeling is. Om toch een compleet beeld te verkrijgen, 
stellen wij zelf een formulering voor die gedeeltelijk is 
ontleend aan Cochran (1977, hoofdstuk 7). Dit levert als 
uitkomsten 
b = (X'WX) X'WY 
w 
E(b ) = b 
2 - 1 2 -1 
var(bw) = 6" (X'WX) X'W X (X'WX) 
1 H _ _ 2 
SZ= X X W (Y -Y - b'(X -X )) 
I * 
i=l i 
h=l i€h i i h i h 
H 2 
X 51 W (Y -Y - b'(X -X )) 
2 h=l ith i i h i h 
R = 1 
H _ 2 
X zL W (Y - Y ) 
h=l ieh i i h 
met H het aantal onderscheiden strata. 
De aanpassing die is voorgesteld als de stratificatievariabele 
geen onderdeel is van de regressievergelijking is het meest voor-
komende geval en wijkt af van de standaard regressiemethoden be-
schreven onder A en B. Wellicht is dit de reden dat de aanpassing 
door versciuiieuùe peiauuc.i »uiuL 'ucLrfist, hetgeen is uiteengezet 
door DuMouchel en Duncan (1983). Elementen van deze controverse 
zijn ook terug te vinden in de verschillende discussiebijdragen 
toegevoegd aan het artikel van Kish en Frankel (1974). In het 
kort komen de meningen hier op neer. De voorstanders van de OLS-
schattingsmethode beargumenteren dat de parameters in een regres-
sievergelijking onafhankelijk zijn van de wijze van stratifica-
tie. Als de landbouwbedrijven bijvoorbeeld worden ingedeeld naar 
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de kleur van dakpannen, dan is er geen reden om in een regressie-
vergelijking rekening te houden met de steekproefpercentages bin-
nen deze twee typen van landbouwbedrijven. De voorstanders van de 
gewogen schattingsmethode beargumenteren dat de wegingsfactoren 
moeten worden gebruikt om redenen, analoog aan de bepaling van 
gemiddelden en totalen, namelijk dat bepaalde groepen van bedrij-
ven in de steekproef zijn onder- of oververtegenwoordigd. 
Daarnaast wordt tegen de argumenten die de voorstanders van 
de OLS-schattingsmethode hanteren ingebracht, dat stratificatie 
is gebaseerd op variabelen die hoog zijn gecorreleerd met de on-
derzoeksvariabelen. Het indelen van landbouwbedrijven naar de 
kleur van dakpannen is dus zeker niet maatgevend voor de wijze 
waarop wordt gestratificeerd. Alsmede dat de parameters, die in 
de regressievergelijking zijn opgenomen, alleen dan onafhankelijk 
zijn van de wijze van stratificatie als de regressievergelijking 
juist is gespecificeerd. Dat wil zeggen als geen verklarende va-
riabelen in de vergelijking ontbreken en ook als het functioneel 
verband tussen de te verklaren variabele Y en de vector van ver-
klarende variabelen X in overeenstemming is met de werkelijkheid. 
Om dit te illustreren zie figuur 3.1. 
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Y = de te verklaren variabele 
X — J e veirklaieuùc vâ i ' i aue lé 
het lineair verband tussen Y en X geschat 
volgens de OLS-schattingsmethode 
het lineair verband tussen Y en X geschat 
volgens de gewogen schattingsmethode 
* waarnemingen 
Deze figuur toont een aantal waarnemingen tussen de te ver-
klaren variabele Y en de verklarende variabele X, waarbij is ver-
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ondersteld dat het steekproefpercentage en daarmede het aantal 
waarnemingen groter Is naarmate de waarden van Y en X toenemen. 
Stel dat een onderzoeker op grond van dit waarnemingspatroon be-
sluit een lineair verband tussen Y en X te specificeren. Schat 
deze nu volgens de OLS-schattingsmethode, dan wordt de ononder-
broken lijn verkregen. Schat deze volgens de gewogen schattings-
methode, dan wordt de onderbroken lijn verkregen. Duidelijk is 
dat de veronderstelling van een lineair verband slechts een bena-
dering is voor het daadwerkelijke verband tussen Y en X, dat bij 
de onderzoeker niet bekend is. Naar aanleiding van dit veronder-
stelde verband zou men kunnen opmerken dat de parameterwaarden 
niet voor alle bedrijven gelijk zijn. Immers splitst men de be-
drijven op in twee groepen, zeg groot en klein, dan wordt voor 
beide groepen een verschillende hellingscoëffici'ént verkregen. 
Maar - en dit is een belangrijk punt - dit wordt niet veroorzaakt 
doordat groepen van bedrijven verschillend reageren, maar uit-
sluitend omdat de veronderstelde schattingsvergelijking voor deze 
bedrijven onjuist is gespecificeerd. Men kan dan ook zeggen dat 
een schattingsvergelijking onjuist is gespecificeerd, zolang de 
wegingsfactoren afgeleid van de steekproefpercentages binnen de 
verschillende strata de ligging van de regressielijn significant 
be'invloeden. Zolang ook zal men op zoek moeten gaan naar moge-
lijkheden om de specificatie te verbeteren, althans om de OLS-
schattingsmethode te kunnen rechtvaardigen. In woorden van 
DuMouchel en Duncan (1983): "the rationale for preferring un-
weighted to weighted regression is rejected unless some other va-
riables can be found that lead one to accept an extended model". 
Wij zouden deze zinsnede willen uitbreiden tot tevens een verbe-
tering van het functioneel verband tussen Y en X. De beste oplos-
sing uit een oogpunt van modelspecificatie is dan ook die verge-
lijking waarin geen significant verschil optreedt tussen de on-
derbroken en de ononderbroken regressielijn, ofwel tussen de 
schatting van b volgens de OLS-schattingsmethode en volgens de 
gewogen schattingsmethode. Is men daartoe niet in staat, dan moet 
de OLS-schattingsmethode worden verworpen ten gunste van de gewo-
gen schattingsmethode. Want alleen regressieanalyse inclusief de 
hoogte van de wegingsfactoren geeft in dat geval een representa-
tief beeld voor alle bedrijven. 
3.3 Toets op het gebruik van wegingsfactoren 
Om te bepalen of een significant verschil bestaat tussen de 
OLS-schattingsmethode en de gewogen schattingsmethode wordt aan-
gesloten op een toets die is beschreven door DuMouchel en Duncan 
(1983). Centraal in deze toets staat het verschil tussen deze 
twee, dat is gedefinieerd als 
A - 1 - 1 
D = b - b met var(D) = SaAA' en A = (X'WX) X'W - (X'X) X', 
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Het te toetsen schattingsmodel Is 
Y = b'X + u , i=l n, u~N(0,tf*), 
i i i i 
terwijl als alternatief schattingsmodel wordt onderscheiden 
Y = b'X + c'Z + u , i=l n, u /^N(0,«a), 
i i i i i 
waarbij Zj, een vector van verklarende variabelen die in het te 
toetsen schattingsmodel ontbreken. Dit kunnen ook tussenprodukten 
zijn van variabelen onder de vector Xj, • 
De toets op weging beschreven door DuMouchel en Duncan komt 
hier op neer dat de F-toets op D=0 kan worden vervangen door de 
bekende F-toets op c=0 als zou het te toetsen schattingsmodel 
zijn gespecificeerd als 
Y = b'X + c'WX + u , i=l n, u~N(0,« a), 
i i i i i 
en geschat volgens de OLS-schattingsmethode. Met andere woorden: 
bepaal de variabelen Z=WX, waaronder ook de constante is begre-
pen, en toets of de invloed van Z, weergegeven door de vector van 
parameters c, significant van nul verschillend is. Dit leidt tot 
een analyse van de variantie toe te schrijven aan de wegingsfac-
toren zoals weergegeven in figuur 3.2. 
Figuur 3.2 Toets op het gebruik van wegingsfactoren 
Schattingsmodel 
Gemiddelde 
Aantal Residuele residuele 







n-2k SS SS /(n-2k) 
w 
Verschil toe te 
schrijven aan de 
wegingsfactoren 
3S -SS (SS -SS )/k 
ols w ols w 
SS0|S en SS^. kunnen aan de berekeningen worden ontleend, n is het 
aantal waarnemingen en k het aantal variabelen in het te toetsen 
schattingsmodel. 
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De toetsgrootheid met een F(k,n-2k) verdeling wordt verkregen 
door de twee grootheden, die helemaal rechts staan, op elkaar te 
delen 
(SS -SS )/k 
ols w 
SS /(n-2k) 
Het voordeel van deze toets is dat zij is uit te voeren zonder 
dat de gewogen schatting van b bepaalt behoeft te worden. Zij is 
opgebouwd uit een drietal stappen. Voer een regressie uit van Y 
op de variabelen X en bereken SS0|S . Deze wordt in het algemeen 
geleverd door de standaard regressieprogrammatuur. Voer vervol-




Om de uitkomsten van regressieanalyse zonder en met wegings-
factoren alsmede de werking van de toets te illustreren is een 
schattting gemaakt van de produktiefunctie voor de Nederlandse 
landbouw. Hierbij is gekozen voor een vorm die bekend staat als 
de Cobb-Douglas produktiefunctie (CD-functie) en de translog-pro-
duktiefunctie (translog-functie), omdat de kennis van deze func-
ties het grootst is (zie Elhorst, 1986). De specificatie van de 
CD-functie is van de vorm 
In PY = a + a In H + a In L + a In K + a In M , 
b O l b 2 b 3 b 4 b 
PY = bruto-bedrijfsopbrengst. 
H = oppervlakte in hectaren kadastraal (ha). 
L = aantal gezins- en vreemde arbeidskrachten (vak). 
K = de kapitaalgoederenvoorraad berekend als de rente die aan de 
kapitaalgoederenvoorraad in rekening wordt gebracht (gld). 
Tot de kapitaalgoederenvoorraad wordt gerekend gebouwen in-
clusief pachtersinvesteringen, werktuigen en vee exclusief 
meststieren, mestkalveren, fokvarkens, mestvarkens en slacht-
pluimvee. 
M = de inzet van non-factor inputs opgebouwd uit en berekend als 
de kosten van loonwerk, bestrijdingsmiddelen, zaai-, plant-
en pootgoederen, energie, onderhoud aan gebouwen en werk-
tuigen, veevoer en meststoffen (gld). 
b = bedrijfsindex. 
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att t/m a^ ztjn de te schatten parameters van het model met a0 de 
efficiency parameter. De CD-functie en de wijze waarop de inzet 
van de produktiefactoren is berekend staat in dit verslag niet 
ter discussie. Het gaat ons uitsluitend om een vergelijking van 
de uitkomsten. Voor de discussie zij verwezen naar Elhorst 
(1986). 
De specificatie van de translog-functie is van de vorm 
InPY = a + [ a a a a ] In H + 
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De translog-functie wordt gekenmerkt door flexibiliteit. De func-
tie is namelijk een 2e orde benadering van de produktiefunctie 
uitgedrukt in logarithmen. Tevens is het een generalisatie van de 
CD-functie, omdat de translog-functie in de CD-functie overgaat 
als de parameters Atj allen gelijk zijn aan nul. Dit opent de mo-
gelijkheid om te toetsen of de produktiefunctie moet worden be-
schreven volgens een translog-functie of dat mag worden volstaan 
met een functie die eenvoudiger is, de CD-functie. 
De resultaten verkregen voor de CD-functie staan vermeld in 
tabel 3.1a en de uitwerking van de toets in tabel 3.1b. Bovendien 
zijn in tabel 3.1a de verschillen berekend tussen regressieanaly-
se zonder en met wegingsfactoren. De resultaten tonen aan dat het 
verschil significant is en dat regressieanalyse zonder wegings-
factoren moet worden verworpen. Ofwel dat de CD-functie onjuist 
is gespecificeerd en geen goede beschrijving geeft van het pro-
duktieproces op het landbouwbedrijf. Dit sluit aan op het onder-
zu«.'n. van "ilnji.iL (15CC), Wuâi.lii »uiic geconstateerd dat de CD-
functie uit statistisch oogpunt moet worden verworpen, omdat het 
verschil tussen de verklaringsgraad van de translog-functie en de 
CD-functie significant is. 
De resultaten verkregen voor de translog-functie staan ver-
meld in tabel 3.2a en 3.2b. 
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Tabel 3.1a De CD-functie geschat voor de landbouw in zijn ge-
heel *) 
Verklarende Regressieanalyse Regressieanalyse Het verschil 
variabelen zonder met tussen 














































*) gebaseerd op 1035 waarnemingen over het boekjaar 1984/85. 
Tabel 3.1b Toets op het gebruik van wegingsfactoren 
Gemiddelde 
Aantal Residuele residuele 






1025 22.043 .022 
Verschil toe te 
schrijven aan de 
wegingsfactoren 
4.069 .814 
Uitkomst toetsgrootheid .814/.022=37.84. 
Kritische grens 4.37 (betrouwbaarheidsdrempel 95%). 
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*) gebaseerd op 1035 waarnemingen over het boekjaar 1984/85. 
Tabel 3.2b Toets op het gebruik van wegingsfactoren 
Gemiddelde 
Aantal Residuele residuele 






1005 18.198 .018 
Verschil toe te 
schrijven aan de 
wegingsfactoren 
15 2.383 .159 
uitkomst toetsgrootheid .159/.018=8.77 
kritische grens 2.07 (betrouwbaarheidsdrempel 95%) 
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*) gebaseerd op 263 waarnemingen over het boekjaar 1984/85. 
Tabel 3.3b Toets op het gebruik van wegingsfactoren 
Gemiddelde 
Aantal Residuele residuele 






233 5.485 .024 
Verschil toe te 
schrijven aan de 
wegingsfactoren 
15 1.433 .096 
uitkomst toetsgrootheid .096/.024=4.06 
kritische grens 2.07 (betrouwbaarheidsdrempel 95%) 
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*) gebaseerd op 514 waarnemingen over het boekjaar 1984/85. 
Tabel 3.4b Toets op het gebruik van wegingsfactoren 
Gemiddelde 
Aantal Residuele residuele 






484 5.423 .011 
Verschil toe te 
schrijven aan de 
wegingsfactoren 
15 .333 .022 
uitkomst toetsgrootheid .022/.011=1.98 
kritische grens 2.07 (betrouwbaarheidsdrempel 95%) 
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Hieruit blijkt dat ook de translog-functie onjuist is gespe-
cificeerd en geen goede beschrijving geeft van het produktiepro-
ces op het landbouwbedrijf. Dit doet ons belanden in een stadium 
dat een functie die wordt gekenmerkt door flexibiliteit - de 
translog-functie is een 2e orde benadering voor de produktiefunc-
tie uitgedrukt in logarithmen - niet leidt tot het gewenste re-
sultaat, in die zin dat wij geen mogelijkheden zien om de speci-
ficatie zodanig te verbeteren, dat de OLS-schattingsmethode kan 
worden gerechtvaardigd. Natuurlijk bestaan naast het functioneel 
verband mogelijkheden om de specificatie te verbeteren, door stil 
te staan bij: 
a) de bepaling van de produktiefactoren, dat wil zeggen het 
aantal produktiefactoren dat wordt onderscheiden en de wijze 
waarop ze worden gemeten; en 
b) de groep of populatie waarop de schattingen betrekking heb-
ben, 
maar of deze mogelijkheden leiden tot het gewenste resultaat is 
zeer de vraag. De schatting van de produktiefunctie voor de land-
bouw in zijn geheel vormt dan ook een goed voorbeeld van een on-
derzoek, waarin wordt volstaan met de translog-functie geschat 
volgens de gewogen schattingsmethode. 
Om te kunnen beoordelen hoe groot de invloed is van de groep 
of populatie waarop de schattingen betrekking hebben, zijn ook 
schattingen verricht voor de akkerbouw en de rundveehouderij. De 
resultaten van deze exercitie, waarbij wij ons hebben beperkt tot 
de translog-functie, staan vermeld in tabel 3.3a t/m 3.4b. Uit 
deze schattingsresultaten blijkt dat alleen de translog-functie 
voor de rundveehouderij leidt tot het gewenste resultaat. Er be-
staat geen significant verschil, bij een betrouwbaarheidsdrempel 
van 95%, tussen de schatting van de regressiecoëfficiënten vol-
gens de OLS-schattingsmethode en de gewogen schattingsmethode, 
waardoor de toepassing van de OLS-schattingsmethode is gerecht-
vaardigd. Wij zouden ook kunnen zeggen dat de translog-functie 
een goede beschrijving geeft van het produktieproces op het rund-
veehouderijbedrijf ongeacht de grootte van het bedrijf. 
3.5 Conclusie 
Het lineair regressiemodel geschat volgens de OLS-schat-
tingsmethode geeft als resultaat 
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-1 
b = (X'X) X'Y 
E(b) = b 
2 -1 
var(b) = 6" (X'X) 
* 1 n 2 
«* Z (Yt - b'XL ) 
n-k i=l 
n 2 
Z <Yi - b'xL ) 
2 i=l 




Het lineair regressiemodel geschat volgens de gewogen schattings-
methode geeft, indien de stratificatievariabele niet gelijk is 
aan de te verklaren variabele, als resultaat 
b w - (X'WX) X'WY 
E(tO = b 
A 2 -1 2 -1 
varCb«) = ff (X'WX) X'W X (X'WX) 
1 H _ _ 2 
6X = Z X. W (Y -Y - b'(X -X )) 
h=l ich i i h i h n z 
i = l 
W 
i 
H _ _ 2 
Z 2_ W (Y -Y - b'(X -X )) 
2 h=l ifih i i h i h 
R = 1 
H
 T- - 2 
21 Z. « (Y - Y ) 
h=l ifih i i h 
Het antwoord op de vraag of men rekening moet houden met de 
hoogte van de wegingsfactoren is tweeledig. De beste oplossing 
uit een oogpunt van modelspecificatie is die vergelijking waarin 
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geen significant verschil optreedt in de schatting van b volgens 
de OLS-schattingsmethode en de gewogen schattingsmethode. Onder 
deze voorwaarde wordt het gedrag, dat men met het model wil ver-
klaren, namelijk beter wordt beschreven. Een toets, die aangeeft 
of het verschil tussen beide significant is, kan worden uitge-
voerd zonder dat de gewogen schatting van b, b,,,, bepaald behoeft 
te worden. Deze toets is hierboven besproken. Is men niet in 
staat om een specificatie op te sporen die aan deze voorwaarde 
voldoet, dan moet de OLS-schattingsmethode worden verworpen ten 
gunste van de gewogen schattingsmethode. In dat geval geeft al-
leen regressieanalyse inclusief de hoogte van de wegingsfactoren 
een representatief beeld voor alle bedrijven. 
Tot slot is gebleken dat de standaard regressieprogrammatuur 
geen goede uitkomsten aflevert voor de variantie-covariantie ma-
trix en daarmede voor de standaardfouten en de T-waarden als de 
gewogen schattingsmethode wordt toegepast. 
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4. Nabeschouwing 
Doel van dit onderzoek was de beantwoording van de vraag hoe 
te handelen als een regressieanalyse wordt uitgevoerd op basis 
van een gestratificeerde steekproef. Gebleken is dat te volgen 
handelwijze in twee delen uiteenvalt, te weten de bepaling van de 
wegingsfactoren en de toets op het gebruik van deze wegingsfacto-
ren. 
De bepaling van de wegingsfactoren is afhankelijk van de 
steekproef en de populatie waarop zij betrekking heeft. Op het 
LEI, waar een gestratificeerde steekproef wordt getrokken uit al-
le in Nederland geregistreerde landbouwbedrijven boven een be-
paalde miniumomvang, zijn drie factoren van invloed op de hoogte 
van de wegingsfactoren. Ten eerste de aard van de gegevens die 
men wil analyseren, waarbij niet alleen een onderscheid mogelijk 
is tussen bedrijfsuitkomsten en financieringsgegevens, maar ook 
bijvoorbeeld naar het aantal jaren dat een bedrijf achtereen in 
administratie is gehouden. Ten tweede het moment waarop de we-
gingsfactoren worden bepaald, in verband met het aantal bedrijven 
dat is uitgewerkt, en ten derde het deel van de populatie waar-
over men een uitspraak wil doen. Afhankelijk van deze factoren 
nemen de wegingsfactoren andere waarden aan, zodat zij in het al-
gemeen niet als een vaststaand gegeven kunnen worden beschouwd. 
Nadat de wegingsfactoren zijn bepaald volgt de toets op het 
gebruik. Deze toets is bedoeld om te kunnen kiezen tussen de OLS-
schattingsmethode en de gewogen schattingsmethode. De beste op-
lossing uit een oogpunt van modelspecificatie is die vergelijking 
waarin geen significant verschil optreedt in de schatting van de 
regressiecoëfficiënten volgens de OLS-schattingsmethode en de ge-
wogen schattingsmethode. Onder deze voorwaarde wordt het gedrag, 
dat men met het model wil verklaren, namelijk beter beschreven. 
De toets die is bedoeld om te kunnen kiezen tussen de OLS-schat-
tingsmethode en de gewogen schattingsmethode, geeft aan of het 
verschil significant is. Is men niet in staat om een specificatie 
op te sporen die aan deze voorwaarde voldoet, dan moet de OLS-
schattingsmethode worden verworpen ten gunste van de gewogen 
schattingsmethode. 
Past men de gewogen schattingsmethode toe, dan is voorzich-
tigheid geboden, omdat de variantie-covariantie matrix berekend 
volgens üt: btdiiuacnu regcesbieprogiduiiiidLuuL eu daaiaiede Je stan-
daardfouten en de T-waarden niet voldoen. 
De vraag die dit resultaat tenslotte oproept is hoe het is 
gesteld met andere multivariate analysetechnieken, zoals cluster-
analyse, factoranalyse, discriminantieanalyse en variantie-cova-
riantie analyse. Verschillende statistische standaard paketten 
bieden de mogelijkheid om rekening te houden met wegingsfactoren, 
maar, zo is de vraag, voldoen zij in dat geval waarin sprake is 
39 
van wegingsfactoren die voortkomen uit een gestratificeerde 
steekproef? Berekenen zij net als de standaard regressieprogram-
matuur alleen de puntschattingen goed, en niet de lengte van de 
betrouwbaarheidsintervallen, of ligt dit anders? Duidelijk is dat 
dit in de toekomst nader onderzocht dient te worden. 
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Bijlage 
Bijlage : Regressieanalyse op basis van groepsgemiddelden 
Deze bijlage behandelt de gevolgen van regressieanalyse toegepast op gemid-
delden per groep van bedrijven. Het groeperen en middelen van dwarsdoorsnedege-
gevens wordt regelmatig toegepast met als argument dat zodoende een reductie van 
het databestand optreedt tot een naar eigen zeggen aanvaardbaar niveau. In voor-
den van de econometrist Johnston (1972): "it is sometimes the case that an in-
vestigator faced with very large numbers of observations will undertake some 
prior grouping of the data in order to reduce the sheer bulk of the calcula-
tions" . 
De literatuur (Cramer, 1964; Johnston, 1972) noemt een drietal eigenschap-
pen van het groeperen en middelen van data: 
(1) De schatting van de coëfficiënten, gebaseerd op gemiddelden per groep van 
bedrijven, is zuiver. 
(2) De standaardfouten van de regressiecoëfficiënten nemen toe en zodoende de 
T-waarden af. 
(3) De determinatiecoëfficiënt (Ra) neemt toe. 
Ondanks dat het groeperen en middelen van data los staat van de wijze van steek-
proeftrekking - immers het middelen van gegevens kan op ieder databestand van 
dwarsdoorsnedegegevens worden toegepast - is besloten hier toch aandacht aan te 
besteden, juist omdat het veelvuldig wordt toegepast en de LEI-steekproef hierin 
geen uitzondering vormt. Voor voorbeelden zie Burger (1983) alsmede Douma en 
Poppe (1987). Sterker, het groeperen en middelen in een gestratificeerde steek-
proef ligt voor de hand, omdat een indeling in groepen reeds voorhanden is. 
Tabel 1 toont de schatting voor de CD-functie (zie paragraaf 3.4) op basis 
van die groepsgemiddelden, die overeenkomen met de 32 basisstrata (zie hoofdstuk 
2). Uitgegaan is van het schattingsmodel 
Y - b'X + u , h - 1.....H, u ~N(0,«*/n ) 
h h h h h 
n n (1) 
- * y - i y 
m e t Y = — Z_ Y , X - — Z_ X 
h n i=l i hj n i-1 ij 
h h 
en tit het aantal waarnemingen in stratum h. Dit aantal staat vermeld in tabel 
2.3. 
Tabel 1 Schattingsresultaten voor de CD-functie op basis van groepsgemiddelden 
en op basis van individuele bedrijven (zie paragraaf 3.4) 
Verklarende Groepsgemiddelden Bedrijfsgegevens 
variabelen 
coëf. T-waarde coëf. T-waarde 
Constante 1.6075 4.11 2.2446 24.59 
Grond .1176 5.31 .0781 11.70 
Arbeid .1584 .86 .2219 7.97 
Kapitaal .0293 .50 .1327 11.36 
Non-factor 
i n p u t s .8518 2 0 . 8 8 . 7168 7 1 . 6 3 
R2- .99 .95 
A4 
Bijlage (le vervolg) 
Een aantal eigenschappen die hierboven zijn genoemd kunnen op grond van de-
ze resultaten worden bevestigd. De T-waarden, die worden afgeleid van de stan-
daardfouten, nemen inderdaad af en de déterminâtieco'éffici'ént neemt toe. Daar-
naast blijkt de onderzoeker die de CD-functie schat op basis van groepsgemiddel-
den, in tegenstelling tot de onderzoeker die schat op basis van individuele da-
ta, te constateren dat de coëfficiënten van arbeid en kapitaal niet significant 
van nul verschillend zijn. 
Het is zeer de vraag of in dit geval is voldaan aan de eis van zuiverheid. 
Niet alleen door het verschil in uitkomsten, maar bovenal naar aanleiding van 
een recent artikel van Deaton (1985). Deze werd geconfronteerd met het probleem 
dat voor een bepaald onderzoek, dat hij wilde verrichten, geen panel-data, maar 
alleen cross-sectie data over verschillende jaren beschikbaar waren. Om toch op-
timaal gebruik te maken van de beschikbare data, besloot hij tot de constructie 
van een databestand met een zogenaamde panel-structuur. Hiertoe benoemde hij 
"cohorts", die zijn gedefinieerd als groepen met een vast kenmerk. Voorbeelden 
hiervan zijn leeftijdsklassen, regio's, bedrijven met en zonder een ligboxen-
stal, e.d. Vervolgens berekende hij voor de verschillende cohorts over de ver-
schillende jaren gemiddelden, zodat leder cohort kon worden gevolgd In de loop 
van de tijd. Tot slot beargumenteerde Deaton dat niet de OLS-schattingsmethode, 
maar de schattingsmethode die bekend staat als de schattingsmethode met errors-
ln-varlables, moet worden toegepast, omdat de aggregatiefout, die voortkomt uit 
het ten onrechte als volkomen identiek beschouwen van actoren die aan de gemid-
delde actor ten grondslag liggen, bij de schatting moet worden betrokken. In de 
woorden van Deaton: "I consider economie relationships that are linear in the 
parameters. Corresponding to these individual relationships, there will exist 
averaged versions of the same form for the cohort population, but with unobser-
vable data points. The sample cohort means from the surveys are consistent but 
error-ridden estimates of the unobservable cohort population means. Since the 
micro data are used to construct the means, they can also be used to construct 
estimates of the variances and covariances of the sample means. It is therefore 
possible to use errors-in-variable estimators to estimate consistently the popu-
lation relationships". 
De gevolgen van deze aanname worden duidelijk bij de specificatie van het 
schattingsmodel 
Y - b*X + u , h - 1 H, u ~N(0,«J/n ), 




X + w , 
h h 
1 H. 
Dit schattingsmodel vertoont dezelfde eigenschappen als het lineaire schat-
tingsmodel, met dit verschil dat thans is aangenomen dat Yy, en Xf, niet waarneem-
baar zijn. In plaats daarvan worden Y|, en X^ , waargenomen met respectievelijk een 
waarnemingsfout van vk en wh. Verondersteld wordt dat v,, en w^ ongecorreleerd 
zijn met uk en de werkelijke waarden van Yj, en Xh, en dat 





Bijlage (2e vervolg) 
voor alle h en bovendien dat (v^ .wj^ ) stochastisch onafhankelijk is van (v^,w^) 
voor hjék. Dit is het standaard regressiemodel met errors-in-variables, gedeel-
telijk beschreven door Ketellapper (1982) en Bekker (1986). 
Van het standaard regressiemodel met errors-in-variables is bekend, 
OLS-schatting van de parameter b 
dat de 
b - (X'X) X'Y, 
waarbij Y en X de waargenomen waarden van Y en X, niet zuiver is. Dit wordt be-
handeld in bijna ieder standaardwerk op het terrein van de econometrie (zie on-
der meer Johnston, 1972; Judge et al., 1980; en Chow, 1983). De richting en de 
grootte van deze onzuiverheid is afhankelijk van de variabelen behept met waar-
nemingsfouten en van de grootte van deze variabelen in verhouding tot de waar-
nemingsfouten. De conclusie is dan ook dat bij regressieanalyse toegepast op ge-
middelden per groep van bedrijven niet voldaan is aan de eis van zuiverheid 
(EÊ=b). 
Een consistente schatting, beter bekend als de "corrected least squares" 
schatting, voor b wordt verkregen door (ontleend aan Deaton, 1985; en Bekker, 
1986) 
V _ 1 




b'(X'X - n2.)b) / n, 
ar(b) = (X'X - nZ) [l/n (X'X)e'e + X'ee'X] (X'X - nL] 
-1 
Xb 
en n het aantal waarnemingen, dat wil zeggen het aantal groepsgemiddelden ver-
menigvuldigt met het aantal jaren waarover waarnemingen beschikbaar zijn. 
Een schatting van de elementen in de matrix *oo ^ 
wordt gevonden door 
/l/n 2- 2- (Z 
ht 
(Z - Z)(Z - Z) met Z = Y ,X 
i-1 J-l i j ht ht 
per stratum (h) en per jaartal (t) te bepalen en vervolgens een gemiddelde te 
bepalen over alle groepsgemiddelden en jaartallen. Sj^ staat hierbij voor een 
spreidingsmaatstaf, die aangeeft de mate waarin de waarnemingen binnen een be-
paald stratum en binnen een bepaald jaar zijn gespreid rondom het bijbehorende 
gemiddelde, ofwel een Indikator voor de mate waarin het gemiddelde het geheel 
van de waarnemingen binnen dat stratum en dat jaar representeert (zie ook Rijken 
van Olst, 1974, blz 36). 
De uitwerking van deze schattingsmethode leek ons om twee redenen niet no-
dig. Ten eerste omdat het eerst berekenen van groepsgemiddelden en spreidings-
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Bijlage (3e vervolg) 
maatstaven omslachtig is, en ten tweede omdat het op die manier afbreuk doet aan 
het doel waarvoor het oorspronkelijk is opgezet, namelijk een reductie van het 
databestand ten einde het aantal uit te voeren berekeningen te verminderen. Met 
deze conclusie sluiten wij de bijlage af• 
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