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Abstract
We study the problem of optimizing the performance of a nonlinear spring-mass-damper attached
to a class of multiple-degree-of-freedom systems. We aim to maximize the rate of one-way energy
transfer from primary system to the attachment, and focus on impulsive excitation of a two-degree-
of-freedom primary system with an essentially nonlinear attachment. The nonlinear attachment is
shown to be able to perform as a ‘nonlinear energy sink’ (NES) by taking away energy from the
primary system irreversibly for some types of impulsive excitations. Using perturbation analysis
and exploiting separation of time scales, we perform dimensionality reduction of this strongly
nonlinear system. Our analysis shows that efficient energy transfer to nonlinear attachment in
this system occurs for initial conditions close to homoclinic orbit of the slow time-scale undamped
system, a phenomenon that has been previously observed for the case of single-degree-of-freedom
primary systems. Analytical formulae for optimal parameters for given impulsive excitation input
are derived. Generalization of this framework to systems with arbitrary number of degrees-of-
freedom of the primary system is also discussed. The performance of both linear and nonlinear
optimally tuned attachments is compared. While NES performance is sensitive to magnitude of
the initial impulse, our results show that NES performance is more robust than linear tuned-mass-
damper to several parametric perturbations. Hence, our work provides evidence that homoclinic
orbits of the underlying Hamiltonian system play a crucial role in efficient nonlinear energy transfers,
even in high dimensional systems, and gives new insight into robustness of systems with essential
nonlinearity.
Keywords: nonlinear energy sinks, optimization, homoclinic orbits, multiple time scales, resonant
capture, averaging theory, hamiltonian systems
1. Introduction
The suppression of vibrational energy via transfer from the main structure to an attachment
-both actively or passively- has been a lively research area since the seminal invention of the tuned
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mass damper (TMD) [1]. With advances in electro-mechanical devices, active control schemes offer
the best performance in terms of vibration absorption. However, in addition to cost and energy
consumption associated with active control, robustness and stability are crucial factors. Passive
vibration reduction approaches include direct use or variations of linear tuned mass dampers.
However, even if the tuned mass damper is initially tuned to eliminate resonant responses near
the eigenfrequency of the primary system, the mitigating performance may become less effective
due to natural mistuning of the system parameters (e.g. the varying mass of the secondary due
to time varying load). In H∞/H2 optimization the TMD is designed such that the maximum
amplitude magnification factor or the squared area under the response curve of the primary system
is minimized, respectively. Analytical solutions for the H∞/H2 optimization of the TMD have been
found [2], in the form of series solution for the H∞ optimization and a closed-form algebraic solution
for the H2 optimization. In related work [3], an optimization problem is considered which either
minimizes the kinetic energy of the host structure or maximizes the power dissipation within the
absorber. Formulas for the optimal ratio of the absorber natural frequency to the host natural
frequency and optimal damping ratio of the absorber were also obtained in that work. Ref. [4]
deals with the analysis and optimization of tuned mass dampers by providing design formulas for
maximizing the exponential time-decay rate of the system transient response. A detailed analysis
is presented for the classical TMD configuration, involving an auxiliary mass attached to the main
structure by means of a spring and a dashpot. Analytic expressions of the optimal exponential time-
decay rate are obtained for any mass ratio and tuning condition. Then, a further optimization with
respect to the latter is performed.
Lyapunov’s second method has been used to minimize an integral square performance measure
of damped vibrating structures subject to initial impulse [5]. Using the same approach, the closed-
form solutions of optimum parameters for undamped primary structure utilizing Kronecker product
and matrix column expansion are derived in Ref. [6]. Other related works include a parametric
study on a TMD using steady-state harmonic excitation analysis and time-history analysis (with the
El Centro and Mexico earthquake excitation signals) [7], H∞ optimal design of a dynamic vibration
absorber variant (the damping element is connected directly to the ground instead of the primary
mass) for suppressing high-amplitude vibrations of damped primary systems [8], and determination
of optimal absorber parameters to maximize of the primary system frequency response [9]. A sim-
ple method for choosing optimal parameters for a two-degree-of-freedom (translational/rotational)
TMD has been reported in [10]. This method uses the fixed points of the frequency response
functions to determine the stiffness of the TMD for a given mass. The effectiveness of TMDs in
reducing the transient structural response for impulsive loadings has also been investigated in Ref.
[11].
Nonlinear energy transfer between modes due to resonance has also been studied extensively [12],
focusing on modal interactions and transfers from high to low frequency modes. The energy transfer
phenomenon in this class of systems is essentially modal, and does not necessarily translate to one-
way transfer between spatially distinct components of the system. Transition between resonances
in Hamiltonian systems has been studied via geometrical and analytical methods in the past few
decades [13, 14]. Recently, use of active control strategies to move the system between these
resonances have been explored [15, 16, 17, 18].
Targeted energy transfers (TETs), i.e. passively controlled transfers of vibrational energy in
coupled oscillators to a targeted component where the energy eventually localizes, have been a topic
of great interest in the past decade [19]. The basic device is called a nonlinear energy sink (NES),
which generally consists of a light mass, an essentially nonlinear spring and a viscous damper.
Properly designed, the NES is capable of one-way channeling of unwanted energy from a primary
system to NES over broadband frequency ranges. TET is realized through resonance captures and
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escapes from resonances, following (countable infinite) resonance manifolds due to the essential
nonlinearity. While the phenomenon of targeted energy transfer has been extensively studied in
this context [20, 21, 22], the parameter selection and optimization problem for multiple-degree-of-
freedom systems is still a challenge. In Ref. [23], energy transfer initiated by an impulsive input in
a single-degree-of-freedom system coupled with NES was analyzed and the optimal energy transfer
phenomenon was described in terms of existence of a homoclinic orbit in a reduced phase space of
the undamped (Hamiltonian) averaged (slow) system.
In this paper, we extend this analysis of Ref. [23] to a class of weakly damped multiple-degree-
of-freedom systems, especially focusing on a two-degree-of-freedom system with an attached NES.
We obtain the near-optimal parameters for the NES using the complexification-averaging tech-
nique and slow flow analysis. The validity of dimensionality reduction enabled by our analysis is
supported by numerical comparisons between original and reduced order systems. Using a combi-
nation of perturbation analysis and simulation, we show that under assumptions of weak damping
in the linear system, the homoclinic orbit picture persists in higher degree-of-freedom systems.
We use Lyapunov analysis to optimize a linear TMD using a similar cost function, and obtain a
semi-analytical solution for optimal parameters. Using the semi-analytical formulae, we are able
to perform extensive performance comparison studies using these two classes of optimally tuned
vibration absorbers.
The structure of the paper is as follows. In Section 2, we consider a two-degree-of-freedom
linear system (called primary) with an attached NES. We perform a numerical study to compute
various branches of periodic solutions, and obtain the frequency-energy plot. Focusing on the 1:1:1
resonance between the two masses of the primary system, and the nonlinear attachment, we perform
complexification-averaging and the slow-flow averaging analysis. We elucidate the factors affecting
the targeted energy transfer from the main structure to the attachment, and use another time-scale
to capture the evolution of the system (super-slow flow) near the fixed point in the averaged phase
space. The optimal parameters are found by analyzing the system at super-slow time scale. We
provide perturbation theoretic arguments along with numerical evidence for the validity of the
model. In Section 4, we describe a semi-analytical process to optimize a linear tuned mass damper
attached to one and two-degree-of-freedom system. We use Lyapunov analysis to formulate the
optimization problem, using energy dissipated through the attachment as the metric. In Section 5,
we compare the vibration suppression performance of the two optimized attachments, i.e. the NES
and linear TMD, both attached to a two-degree-of-freedom system. The results show that while
NES performance is sensitive to the energy of the impulse input, it is more robust than TMD in
several scenarios. In the Appendix, generalization of this framework for optimizing the parameters
of an essentially nonlinear attachment, coupled with an n-degree-of-freedom system is provided.
2. Dynamics of Multi-degree-of-freedom Primary System with NES
A schematic of the two-degree-of-freedom system with NES is shown in Fig. 1. Mass M3 is
assumed to be attached to mass M2 using a cubic spring with coefficient κ3. The equations of
motion for this system are
M1x¨1 + b1x˙1 + b12(x˙1 − x˙2) + κ1x1 + κ12(x1 − x2) = 0, (1a)
M2x¨2 + b12(x˙2 − x˙1) + b3(x˙2 − x˙3) + κ12(x2 − x1) + κ3(x2 − x3)3 = 0, (1b)
M3x¨3 + b3(x˙3 − x˙2) + κ3(x3 − x2)3 = 0. (1c)
Defining the non-dimensional time
3
Figure 1: two-degree-of-freedom system with NES.
Parameter Value
M1 [Kg] 2200
M2 [Kg] 1400
M3 [Kg] 70
κ1 [N/m] 5.2× 105
κ12 [N/m] 1.3× 106
κ3 [N/m] 2.6× 105
b1 [Ns/m] 5× 102
b12 [Ns/m] 1× 103
b3 [Ns/m] 50
Table 1: Parameter values for the system in Fig. 1 .
τ =
√
κ1
M1
t, (2)
Equations (1 (a-c)) can now be written in a non-dimensional form as
x′′1 + 2ζ1x
′
1 + 2ζ12(x
′
1 − x′2) + x1 + k12(x1 − x2) = 0, (3a)
µx′′2 + 2ζ12(x
′
2 − x′1) + 2ζ3(x′2 − x′3) + k12(x2 − x1) + C(x2 − x3)3 = 0, (3b)
x′′3 + 2ζ3(x
′
3 − x′2) + C(x3 − x2)3 = 0, (3c)
where ′ denotes a derivative with respect to τ and µ = M2M1 ,  =
M3
M1
, ζ1 =
b1
2
√
M1κ1
, ζ12 =
b12
2
√
M1κ1
, ζ3 =
b3
2
√
M1κ1
, k12 =
κ12
κ1
and C = κ3κ1 . The modal frequencies of the undamped primary system are
0.76 rad/s and 2.63 rad/s, while the corresponding mode shapes are [0.65 0.76]′ and [0.6 − 0.8]′,
respectively.
The various modes of energy transfer energy transfer from single-degree-of-freedom primary
system to NES were studied in Refs. [24, 22]. It has been shown that in the case of weakly damped
primary systems, the energy transfer is mediated by resonance capture into, and escape from various
periodic orbits of the undamped system. This class of system has been shown to exhibit three main
modes of energy transfer from the primary system to the NES, namely, targeted energy transfer
through
1. fundamental transient resonance capture,
2. subharmonic transient resonance capture,
3. nonlinear beats.
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Figure 2: Frequency energy plot showing periodic orbits of the system given in Eq. (3).
A comprehensive study of dynamics of a two-degree-of-freedom primary system with an at-
tached NES was performed in Ref. [25]. Compared to the single-degree-of-freedom case, there are
many more sequences of resonance transitions possible in this system, depending upon the initial
condition. It is known [19] that the first two types of energy transfer modes cannot occur directly
when the system is initially at rest. Therefore whenever the response of the system to an impulse
is considered, the energy is always first transferred through nonlinear beats until one of the first
two energy transfer modes is activated.
Periodic orbits of the system of equations given in Eq. (3) can be found using non-smooth
transformations [26] along with the numerical continuation software AUTO [27]. Some of those
orbits are shown in the frequency energy plot given in Fig. 2.
The fundamental transient resonance capture occurs when the system moves on the S111 + ++
or S111 + −− branch as shown on the frequency-energy plot in Fig. 2. These branches have
frequencies equal to the modal frequencies of the primary system. The symbols + + + indicate the
phase of the three masses in the periodic orbit as plotted in Fig. 2, i.e., + + + means that all three
masses are in-phase over the course of the system executing its periodic motion. Similarly + − −
implies that the two primary masses are out-of-phase with each other. The numbers 111 in S111
denote the number of half sine waves the masses have in their half periods. Thus in the S111 orbit,
5
Figure 3: The three of modes of targeted energy transfer graphically illustrated using wavelet
transforms, (a) Fundamental transient resonance capture, (b) Subharmonic transient resonance
capture, and (c) Nonlinear beats.
all three masses have a single half-sine wave in their period. Fig. 3 (a) uses wavelet transforms
superimposed on the frequency energy plot to illustrate targeted energy transfer mechanism while
the system is on S111 + ++. Due to fundamental resonance capture, almost the entire energy of
the system is localized in the NES. This makes it the most desirable mechanism for targeted energy
transfer among the three mechanisms listed above [25].
Subharmonic energy transfer occurs when the initial energy given to the system is not enough
to excite the fundamental transient resonance capture, and it is not as efficient as the fundamental
resonant capture. One subharmonic energy transfer mode is illustrated in Fig. 3 (b).
Energy transfer through nonlinear beats occurs when the initial system energy is higher than
the energy required to excite the fundamental energy transfer. In this mechanism first the NES
undergoes a nonlinear beating phenomenon with the primary system and then gets attracted or
“captured” onto the fundamental energy transfer mode or one of the subharmonic modes.
When the system is given an impulse by disturbing one of the primary masses, (say) M1, a
multi-modal response is expected. Note that the out-of-phase S111 +−− mode has a much higher
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energy threshold than the in-phase S111+++ mode. Hence, if one considers low to medium energy
impulses, the optimal way to remove energy from the primary system is to get the system captured
in the S111 + ++ mode, via the above-mentioned nonlinear beating phenomenon. In what follows,
we analyze the dynamics of this scenario in detail, and obtain system parameters that result in
near-optimal energy transfer for low to medium energy impulses.
3. Optimization of targeted energy transfer
In a work by Sapsis et al. [23], the energy transfer between a one-degree-of-freedom linear
oscillator coupled to a light nonlinear attachment was analyzed. It was shown that optimal energy
transfer from the primary linear oscillator to the nonlinear attachment occurs when the initial
energy of the system is close to a particular homoclinic orbit of the underlying Hamiltonian system.
Our analysis uses the strategy outlined in [23], followed by dimensionality reduction to get explicit
expressions for optimal parameters in the multiple-degree-of-freedom primary system.
For the system described by Eq. (3), the instantaneous energy stored in the primary system (masses
M1 ans M2) can be written as
Einst =
1
2
(x21 + x
′2
1 ) +
1
2
µx′22 +
1
2
k12(x1 − x2)2. (4)
Consider the initial condition when only mass M1 has a non-zero velocity (v0). In that case the
starting energy of the primary system is
Estart =
1
2
v20. (5)
The desired purpose of the NES is to remove energy from the primary system irreversibly. One of
the ways to quantify effectiveness of the NES used in [23] is to look at the evolution of the quantity
Einst
Estart
for different starting velocities. This leads to the conclusion that there is a threshold velocity
above which the fundamental transient resonance capture mode of TET is triggered and thus one
can observe a dramatic increase in the rate of drop of the ratio EinstEstart due to energy transfer from
the primary system to the NES. Fig. 4 shows the change in instantaneous energy of the primary
system given in [23]. It can be observed that the rate of energy removal from the primary system
undergoes a jump around v0 = 0.11. This is the starting velocity which endows the system with
the right amount of energy to be in the neighborhood of the homoclinic orbit as discussed in [23].
For the system given by Eq. (3), damping performance of the nonlinear attachment is shown
in Fig. 5. The parameters of the system are given in Table 1. Unless otherwise noted, these
parameters will be used throughout the paper. The rate of energy removal from the primary system
has a sudden increase around v0 = 0.115 and then the performance of the NES is sustained over
a higher initial velocity range. Hence for right choice of initial velocity, the nonlinear attachment
still acts like an energy sink for the two-degree-of-freedom primary system.
3.1. Study Using Complexification-Averaging
For approximate analytical study of the system given in Eq. (3), the technique of complexification-
averaging used in [24, 23] is employed. We study the dynamics in the vicinity of the fundamental
transient resonance S111 + ++ , hence the fast frequency for all three masses is ω. As mentioned
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Figure 4: 1 DOF system with NES: Percentage of initial energy in the primary system with time
for different starting velocities for a one-degree-of-freedom system attached to the NES. The system
is the one given in [23].
erlier, we only consider low to medium energy initial impulses, i.e. case where the in-phase fun-
damental frequency ω is not significantly dependent on the initial energy. Introducing the new
variables
ψ1 = x
′
1(τ) + ωjx1(τ), (6a)
ψ2 = x
′
2(τ) + ωjx2(τ), (6b)
ψ3 = x
′
3(τ) + ωjx3(τ), (6c)
and substituting
ψi = φie
jωτ , i = 1, 2, 3, (7)
Equation (3) can be averaged over the fast time scale τ . This yields
φ′1 +
(
ζ1 +
jω
2
− j
2ω
)
φ1 + ζ12(φ1 − φ2)− jk12
2ω
(φ1 − φ2) = 0, (8a)
µφ′2 + ζ12(φ2 − φ1) + ζ3(φ2 − φ3) +
jω
2
µφ2 − jk12
2ω
(φ2 − φ1)− 3jC
8ω3
|φ2 − φ3|2(φ2 − φ3) = 0, (8b)
φ′3 + ζ3(φ3 − φ2) +
jω
2
φ3 − 3jC
8ω3
|φ3 − φ2|2(φ3 − φ2) = 0. (8c)
Now we introduce the new variables
u1 = φ1 − φ2,
u2 = φ2 − φ3,
u3 = φ1 + µφ2 + φ3, (9)
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Figure 5: 2 DOF system with NES: Percentage of initial energy in the primary system with time
for different starting velocities for the system given in Fig. 1
where u1 represents the relative displacement between the first mass and the second mass, u2
the relative displacement between the second mass and the NES and u3 represents the motion of
the center of mass of the system. The equations for ui can be derived from Eq. (8) and using the
relations
φ1 =
u3 + u1(µ+ ) + u2
1 + µ+ 
, (10a)
φ2 =
u3 − u1 + u2
1 + µ+ 
, (10b)
φ3 =
u3 − u1 − u2(1 + µ)
1 + µ+ 
. (10c)
The equations are
u′1 + c11u1 + c12u2 + c13u3 +
3jC
8µω3
|u2|2u2 = 0, (11a)
u′2 + c21u1 + c22u2 −
3jC(µ+ )
8µω3
|u2|2u2 = 0, (11b)
u′3 + c31u1 + c32u2 + c33u3 = 0, (11c)
where
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c11 = −j(µ
2 + k12(1 + µ)(1 + + µ) + 2jµ
2ζ1ω + 2jζ12ω + 4jµζ12ω + 2jµ
2ζ12ω − µω2 − µ2ω2 + N1)
2µ(1 + + µ)ω
,
(12)
N1 = µ+ 2jµζ1ω + 2jζ12ω + 2jµζ12ω − µω2, (13)
c12 =
−2(1 + µ)ζ3ω + (−2ζ3ω + µ(−j + 2ζ1ω))
2µ(1 + + µ)ω
, c13 =
−j + 2ζ1ω
2(1 + + µ)ω
, (14)
c21 =
j(k12 + 2jζ12ω)
2µω
, c22 =
ζ3

+
ζ3
µ
+
jω
2
, (15)
c31 =
(+ µ)(−j + 2ζ1ω)
2(1 + + µ)ω
, c32 =
(−j + 2ζ1ω)
2(1 + + µ)ω
, c33 =
2ζ1ω + j(−1 + (1 + + µ)ω2)
2(1 + + µ)ω
, (16)
The initial conditions for ui are
u1(0) = φ1(0)− φ2(0) = v0, (17a)
u2(0) = φ2(0)− φ3(0) = 0, (17b)
u3(0) = φ1(0) + µφ2(0) + φ3(0) = v0. (17c)
The instantaneous energy in the primary system in terms of the ‘slow’ variables can be written
as
Ep =
1
2
(x21 + x
′2
1 ) +
1
2
µx′22 +
1
2
k12(x1 − x2)2 ≈
1
2
(
Re[φ1e
jωτ ]2 +
1
ω2
Im[φ1e
jωτ ]2
)
+
1
2
µ(Re[φ2e
jωτ ])2 +
1
2ω2
k12(Im[u1e
jωτ ])2. (17d)
The instantaneous energy stored in the NES can be written as
ENES =
1
2
x′23 +
1
4
C(x2 − x3)4 ≈
1
2
(Re[φ3e
jωτ ])2 +
1
4ω4
C(Im[u2e
jωτ ])4. (17e)
The energy dissipated by the NES can be written as
EDISS =
∫ τ
0
ζ3(x
′
2 − x′3)2dτ ≈
∫ τ
0
ζ3(Re[u2e
jωτ ])2dτ =∫ τ
0
ζ3(Re[u2]
2 cos2 ωτ + Im[u2]
2 sin2 ωτ − Re[u2] Im[u2] sin 2ωτ)dτ, (17f)
and omitting frequencies faster than ω as argued in [23], one can approximately write
EDISS ≈
∫ τ
0
ζ3(|u2(τ)|)2dτ. (17g)
As noted in [23], the performance of the NES is closely tied to the variable on which EDISS
depends, which in the system under consideration happens to be u2. Adapting the principle of
10
Figure 6: Evolution of |u2(τ)| with different energy transfer regimes for a velocity input v0 = 0.3
optimal dissipation from [23], we claim that Enhanced TET in the system is realized when |u2(τ)|
exhibits large amplitudes, especially during the initial phase of motion when energy is highest.
With Eqs. (11) and the initial conditions (17), the slow time variables ui can be integrated
forward in time and different energy transfer regimes between the primary system and NES for
different initial velocities can be identified. Fig. 6 shows a typical curve of |u2(τ)| for a particular
starting non-zero velocity for the mass M1, all other initial conditions being zero. As mentioned
earlier, since fundamental transient resonance capture and subharmonic orbits cannot get excited
directly by impulsive inputs, there is a regime of nonlinear beats in the initial stages of the response.
Recall from Fig. 5, that v0 = 0.115 is close to the transition point where the NES performance
improves. The evolution for the energies in the primary system and the NES for three different
initial velocities is given in Fig. 7. For v0 = .05, there is no energy transfer to the NES. For
v0 = .2, some energy is transferred irreversibly to the NES. However, the most efficient energy
transfer among the three cases is for v0 = .115, where almost all energy from the primary system is
transferred to the NES within the given time. We will see shortly that the underlying mechanism
for this behavior is the existence of a homoclinic orbit in the undamped system at super-slow time
scale. If the system is given less energy than the energy of this orbit, efficient energy transfer does
not occur, as is seen for v0 = .05. If the initial energy of the system is more than the energy of
this homoclinic orbit, the system gets captured via nonlinear beats into the S111 + ++ orbit and
eventually transfers all the energy to NES. If the initial energy is close to the energy of homoclinic
orbit, i.e. the ’optimal’ case, all energy is transferred to the NES in a single cycle of the nonlinear
beats, i.e. this is a degenerate case at the boundary of the first two cases.
3.2. Analysis of Super-Slow Flow Equations
The solution for Eq. (11c) is
u3 = u3(0)e
−c33τ − c31
∫ τ
0
u1e
c33(t1−τ)dt1 − c32
∫ τ
0
u2e
c33(t1−τ)dt1. (18)
Now for parameters under consideration (for low to medium energy impulses), we find
(1 + µ+ )ω2 ≈ 1, (19)
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Figure 7: Evolution of normalized energy in the primary system and NES for different starting
velocities.
one can write
c33 =
ζ1
1 + µ+ 
. (20)
As the damping coefficients ζ1 and ζ3 are small, one can assume
ζ1 = ζ̂1, (21a)
ζ3 = ζ̂3. (21b)
Further assuming that t1 − τ = O(1/1/2), Eq. 18 can be re-written as
u3 ≈ u3(0)e−c33τ − c31u1τe−c33(t−τ) +O(), (22)
where u1 is the value of u1 at t = t in the interval [0, τ ] according to the mean-value theorem. For
simplicity, if we assume t ≈ τ , then Eq. (22) can be further simplified as
u3 ≈ u3(0)e−c33τ − c31u1(τ)τ +O(). (23)
For obtaining the super-slow flow equations, a new scaling is introduced:
u1 = 
1/2z1, (24a)
u2 = 
1/2z2, (24b)
u3 = 
1/2z3. (24c)
Using this scaling and Eq. (23), Eqs. (11(a),11(b)) can be re-written as
z′1 + ĉ11z1 + ĉ13
(
z3(0)e
−c33τ − c31z1τ
)
+O() = 0, (25a)
z′2 + ĉ21z1 + ĉ22z2 −
3jC
8ω3
|z2|2z2 +O() = 0, (25b)
12
where
ĉ11 =
−jµ
2ω(1 + µ+ )
+
jω
2
+
(
ζ12 − jk12
2ω
)(
1 +
1
µ
)
, (26)
ĉ13 =
−j
2(1 + + µ)ω
, (27)
ĉ21 =
j(k12 + 2jζ12ω)
2µω
, ĉ22 = ζ̂3 +
jω
2
. (28)
Figure 8: Comparison of the solutions of the slow and super-slow equations.
Equations (25) (a) and (b) are the super-slow flow equations. The comparison of numerical
integration for Eq. (25) (a) and (b) (super-slow) as well as for Eq. (11) (a) and (b) (slow) are given
in Fig. 8. The z2 phase-portrait of super-slow flow equations for two different initial velocities is
shown in Fig. 9. We discuss these two cases later in the section. In Fig. 10, the phase-portrait
solution of slow-flow equations is superimposed on that of the super-slow flow response. The super-
slow-flow trajectories can be seen as low-pass filtered versions of slow-flow trajectories.
Figure 9: Phase portrait of z2 for two different initial velocities using the super-slow flow equations.
The solution for Eq. (25(a)) (up to O(0)) can be written as
z1 = z1c + z1p, (29)
13
Figure 10: Comparison of the phase portrait of z2 for two different initial velocities obtained using
slow and super-slow flow equations.
where z1c is the complimentary solution and z1p is the particular solution. For the complimentary
solution only the homogenous part of the Eq. (25(a)) is considered, and thus the solution can be
written as
z1c = zc0e
−ĉ11τ+ĉ13c31τ2/2, (30)
where zc0 is the constant of integration. Looking at the form of the non-homogenous term in Eq.
(25(a)) , the particular solution is assumed to be
z1p = Ae
−c33τ . (31)
Substituting Eq. (31) into Eq. (25(a)) and simplifying, we obtain
A =
−ĉ13z3(0)
ĉ11 − ĉ13c31τ − c33 . (32)
Recall that, A was assumed to be constant, i.e., independent of τ in Eq. (31) and yet Eq. (32)
gives a time dependence for A and thus there is a contradiction. However, the particular solution
decays exponentially (even for constant A). The τ dependence for A is in the denominator, and
this dependence is dominated by the exponential decay, hence we neglect its derivative. In that
case, the solution for Eq. (25(a)) up to O(0) can be approximated by
z1 = zc0e
−ĉ11τ+ĉ13c31τ2/2 − ĉ13z3(0)
ĉ11 − ĉ13c31τ − c33 e
−c33τ , (33)
where
zc0 = z1(0)−A. (34)
Now we substitute the solution for z1 from Eq. (33) into Eq. (25(b)) to obtain a single
differential equation in z2. We refer to this equation as the 2-D (two-dimensional) system. We
refer to the coupled Eqs. (25(a)-(b)) as the 4-D (four-dimensional) system. These two systems
can be separately integrated in time to allow a comparison of their responses, and assessment of
validity of the dimensionality reduction from 4-D to 2-D. In Fig. 11, we plot the responses of both
of these systems. It is clear from this figure that the response on the super-slow timescale is well
reproduced by the 2-D system, for both cases of initial velocity shown in Fig. 11. Hence, using a
series of averaging operations and approximations, we have reduced the system to one degree of
freedom on the super-slow time-scale.
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Figure 11: Comparison of the phase portrait of z2 for two different initial velocities with the 4 and
2 dimensional super-slow systems.
In Fig. 11(a), the system is initialized with lower initial velocity than the critical velocity,
denoted by vcr. The trajectory starts at origin (since z2 = 0 when initial impulse is given to M1),
grows in size for some time and then decays. The trajectory shown in Fig. 11(b), initiated with
close to critical velocity, makes large transitions in the phase space after an initial nonlinear beating
phase, and gets captured in S111 + ++ resonance.
We claim that for critical initial velocity vcr, the undamped system has an homoclinic orbit,
and this leads to almost complete energy transfer in one nonlinear beating cycle for the damped
system. Hence, this critical case acts as the boundary between the low-energy case where there is
no energy transfer to NES, and the high-energy case where the energy transfer is less than optimal.
To support this claim, we study the undamped dynamics of the super-slow system in more detail.
The sole equation for z2 can be written as
z′2+
(
ζ̂3 +
jω
2
)
z2+
(
jk12 − 2ζ12ω
2µω
)
zcoe
−ĉ11τ+ĉ13c31τ2/2+
(
jk12 − 2ζ12ω
2µω
)
Ae−c33τ−3jC
8ω3
|z2|2z2+O() = 0.
(35)
To find a conservative equivalent of Eq.(35), the damping terms ζ̂3, ζ12 and ζ1 are assumed to be
small and can be neglected. Considering then terms up to O(0) Eq. (35) reduces to
z′2 +
jω
2
z2 − 3jC
8ω3
|z2|2z2 = z3(0)(C1 + jC2), (36)
where
C1 = − k12
2µω
(
e−ατ
2
(−Ap2sin(βτ))−A2
)
, (37)
C2 = − k12
2µω
(
e−ατ
2
(Ap2cos(βτ)) +A1
)
, (38)
α =
µ
8ω2(1 + µ+ )2
, β =
µ
2ω(1 + µ+ )
− ω
2
+
k12
2ω
(
1 +
1
µ
)
, (39)
A1 =
b
a2 + b2
, A2 =
a
a2 + b2
, , Ap2 = 1− µ−µ2 − k12(1 + µ)(1 + µ+ ) + ω2µ(1 + µ+ ) , (40)
a =
µτ
2ω(1 + µ+ )
, b = −µ− k12 1 + µ
µ
(1 + µ+ ) + ω2(1 + µ+ ). (41)
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Now, assuming
z2 = Ne
jδ, (42)
and separating the real and imaginary parts of Eq. (36) the following equations for the magnitude
N and phase δ can be obtained,
N ′ = z3(0)(C1cos(δ) + C2sin(δ)), (43a)
δ′ +
ω
2
− 3C
8ω3
N2 =
z3(0)
N
(C2sin(δ)− C1cos(δ)). (43b)
Alternatively, if one assumes, z2 = x+ jy , then the equations for x and y are given by,
x′ =
ωy
2
− 3C
8ω3
(x2 + y2)y + z3(0)C1, (44a)
y′ = −ωx
2
+
3C
8ω3
(x2 + y2)y + z3(0)C2. (44b)
Both C1 and C2 are functions of time. For further simplification, if they are replaced by their mean
values over the τ range of interest, then
x′ =
ωy
2
− 3C
8ω3
(x2 + y2)y + z3(0)Ĉ1, (45a)
y′ = −ωx
2
+
3C
8ω3
(x2 + y2)x+ z3(0)Ĉ2. (45b)
Observing Eq. (45), the following Hamiltonian can be written
h =
ω
4
|z2|2 − 3C
8ω3
|z2|4
4
− z3(0)Ĉ2 z2 + z
∗
2
2
− z3(0)jĈ1 z2 − z
∗
2
2
, (46)
where the asterisk (∗) denotes complex conjugate. Since the Hamiltonian is constant of motion,
Eqs. 45 (a) and (b) can be reduced to a single equation,
a′ = 2
√
f(a, z3(0)), (47)
a = N2, f(a, z3(0)) = z3(0)
2a− 1
Ĉ21 + Ĉ
2
2
(
ω
4
a− 3Ca
2
32ω3
)2
. (48)
Note that Eq. (47) is a peculiar one, since it has the initial conditions on the right hand
side. Hence, while z2(0) = 0 is needed for the case of interest (corresponding to the case where
initial impulse is given to M1), z3(0) acts as a tunable parameter in one-degree-of-freedom system
given by Eq. (45) or Eq. (47). In Fig. 12, plot for the function f(a, z3(0)) for different values
of u3(0) = 
1
2 z3(0) is shown. The system given by Eq. (47) has four real fixed points in general.
For a specific value of z3(0) (‘the critical case’), two real roots of the function f(a, z3(0)) coincide,
similar to the observation made in Ref. [23]. This value can be found out by setting the derivative
of f(a, z3(0)) with respect to a equal to zero, i.e. ,
f ′(a, z3(0)) = z3(0)2cr −
2
Ĉ21 + Ĉ
2
2
(
ω
4
− 6Ca
32ω3
)(
ωa
4
− 6Ca
2
32ω3
)
= 0 , (49)
16
Figure 12: Roots of the equation f(a, z3(0)) = 0 .
where z3(0)cr is the critical value. Also, since the fixed point is a root of the equation f(a, z3(0)) = 0,
one can write,
z3(0)
2
cr =
a
Ĉ21 + Ĉ
2
2
(
ω
4
− 6Ca
32ω3
)2
. (50)
Using Eq. (49) and (50), the expression for z3(0)cr can be written as,
z3(0)cr =
ω3
9
√
2
C(Ĉ21 + Ĉ
2
2 )
. (51)
Therefore, the expression for the critical initial velocity given to M1 is,
vcr =
ω3
9
√
2
C(Ĉ21 + Ĉ
2
2 )
. (52)
For this critical case, the three fixed points Pi of the system given by Eq. (45) or Eq. (47)
have magnitudes a1 = 0, a2 = 0.638, and a3 = 2.552 respectively. In Fig. 13(a), the homoclinic
orbit of the system with initial condition starting very close to P1 is shown in bold. We confirm
numerically that this orbit tends to P2 as t → ∞. The homoclinic loop can be completed by
integrating backward in time from P1 (t → −∞), and is shown as dashed orbit. There is another
(‘outer’) homoclinic loop, also shown as dashed orbit. This loop also corresponds to the system
given by Eq. (47), but with different initial conditions (i.e. z2 6= 0), and hence is not important
for our analysis. This loop starts at P2 and approaches P3 as t→ ±∞. The orbit from P1 to P2 is
also shown as a function of time in Fig. 13(b).
We note that the expression for optimal velocity in Eq. (52) is not a result of a formal op-
timization procedure. Such an optimization would most likely be analytically intractable, and
computationally intensive because of the essential nonlinearity in the system. Our premise is that
the analysis and computations carried out in this section provide insight into the energy transfer
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Figure 13: (a) Phase portrait of system given by Eq. (45) for an z3(0) = z3(0)cr given by Eq.
(51). For this critical case, the system gets transferred from P1 to P2 via the trajectory shown in
bold. The inner homoclinic loop also consists of the backward time dashed trajectory. The outer
homoclinic loop is also shown. (b) The trajectory from P1 to P2 as function of time.
in the system. The resulting analytical criterion enables us to choose parameters that lead to cap-
ture into a homoclinic orbit, resulting in efficient energy transfer from the primary system to the
attachment.
4. Tuned-Mass Damper: Energy Dissipation for Impulsive Excitation
Fig. 14 shows a one-degree-of-freedom primary system with an added Tuned-Mass Damper
(TMD). The excitation is assumed to be impulsive, i.e. x˙1 (0) = v10.
Figure 14: 1-DOF model for the tuned-mass damper
The equations of motion are given by
m1x¨1 + c1x˙1 + k1x1 + c2(x˙1 − x˙2) + k2(x1 − x2) = 0, (53)
m2x¨2 + c2(x˙2 − x˙1) + k2(x2 − x1) = 0. (54)
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With the introduction of
ε =
m2
m1
, (55)
κ =
k2
k1
, (56)
ζ1 =
c1
2
√
m1k1
, (57)
ζ2 =
c2
2
√
m1k1
, (58)
we write Equations (53, 54) in the following nondimensional form
x¨1 + 2ζ1x˙1 + x1 + 2ζ2(x˙1 − x˙2) + κ(x1 − x2) = 0, (59)
εx¨2 + 2ζ2(x˙2 − x˙1) + κ(x2 − x1) = 0. (60)
The initial conditions are given by
x1 (0) = 0, x˙1 (0) = v10, x2 (0) = 0, x˙2 (0) = 0. (61)
In matrix form
Mx¨+ Cx˙+ Kx = 0, (62)
where
x =
(
x1
x2
)
(63)
and
M =
(
1 0
0 ε
)
, C = 2
(
ζ1 + ζ2 −ζ2
−ζ2 ζ2
)
, K =
(
1 + κ −κ
−κ κ
)
. (64)
Now we recast Equation (62) in first order form
q˙ = Aq, (65)
where
q =
(
x
x˙
)
=

x1
x2
x˙1
x˙2
 , (66)
and
A =
(
0 I
−M−1K −M−1C
)
=

0 0 1 0
0 0 0 1
−1− κ κ −2 (ζ1 + ζ2) 2ζ2
κ
ε −κε 2 ζ2ε −2 ζ2ε
 . (67)
The initial condition for the first order system (65) is
q (0) =

0
0
v10
0
 . (68)
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4.1. Optimal Parameters for Energy Dissipation
In this Section, similarly to Wang et al. [5] we use Lyapunov’s second method to minimize an
integral square performance measure of damped vibrating structures subject to initial impulse. We
aim to maximize the quadratic cost function (energy damped by the tuned mass damper normalized
with total initial energy)
J =
2ζ2
∞∫
0
(x˙2 (τ)− x˙1 (τ))2dτ
1
2v
2
10
. (69)
This cost function can be expressed in terms of the state q as
J =
4ζ2
v210
∞∫
0
qT (τ) Qq (τ) dτ, (70)
Q =
4ζ2
v210

0 0 0 0
0 0 0 0
0 0 1 −1
0 0 −1 1
 . (71)
The matrix Q is symmetric, positive semidefinite. According to Lyapunov theory (Lyapunov’s
second method [28]), for a stable system Eq. (65) there exists a positive semidefinite P satisfying
the (Lyapunov) equation
−Q = ATP + PA. (72)
Left multiplying with qT and right multiplying with q yields
− qTQq = qTATPq+ qTPAq. (73)
Using Eq. (65) we get
− qTQq = q˙TPq+ qTPq˙ = d
dt
(
qTPq
)
, (74)
and thus
J =
∞∫
0
− d
dt
(
qTPq
)
dτ = qT (0) Pq (0)− qT (∞) Pq (∞) . (75)
The system Eq. (65) is asymptotically stable, so q (∞)→ 0, and
J = qT (0) Pq (0) = v210P33. (76)
Solving the Lyapunov equation Eq. (72) for P and substituting into Eq. (76) yields
J =
ζ2ε
(
4ζ21ζ2κ+ ζ2(4ζ1ζ2 + ε) + ζ1κ
2(ε+ 1)
)
ζ1ζ2
(
4ζ1ζ2κ+ 4ζ2
2 + κ2
)
+ ε2(ζ1 + ζ2) (ζ1κ
2 + ζ2) + 2ζ1ζ2ε (κ(2ζ1(ζ1 + ζ2)− 1) + 2ζ2(ζ1 + ζ2) + κ2)
.
(77)
Solving ∂J∂κ = 0 yields
κ =
ε+ 2ζ1ζ2
1 + ε− 2ζ21
. (78)
Substituting Eq. (78) into ∂J∂ζ2 = 0 yields
(ε+ 1)ε3 + 8ζ1ζ2ε
2
(
ε+ 1− ζ21
)
+ 4ζ22
(
ε+ 1− ζ21
) (
4ζ21(ε+ 1− ζ21)− ε− 1
)
= 0. (79)
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Solving for ζ2 results in
ζ2 =
2ε2ζ1
(
1 + ε− ζ21
)
+ ε
∣∣1 + ε− 2ζ21 ∣∣√ε (1 + ε− ζ21)
2
(
1 + ε− ζ21
) (
1 + ε− 4 (1 + ε) ζ21 + 4ζ41
) . (80)
Fig. 15 shows the energy dissipation J as a function of ζ2 and κ for ε = 0.05 and ζ1 = 0.02.
The maximum (optimal) value is J = 0.00726.
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Figure 15: 1 DOF primary system with TMD:Energy dissipation J(ζ2, κ) and point of optimal
dissipation (ζ2 = 0.0055, κ = 0.048). The parameter values are ε = 0.05 and ζ1 = 0.02.
Fig. 16 shows the energy dissipation J as a function of κ for ε = 0.05 and ζ1 = 0.02 at the
optimal ζ2 = 0.0055. This numerically computed optimal result matches exactly with the analytical
value of ζ2 computed using Eq. (80).
Figure 16: 1 DOF primary system with TMD: Energy dissipation J(κ) at optimal ζ2 = 0.0055.
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4.2. Response of 2 DOF Primary System with TMD
The non-dimensional equations of motion for a two-degree-of-freedom primary system attached
a with a tuned mass damper (TMD), similar to the system shown in Fig. 1 can be written as
x′′1 + 2ζ1x
′
1 + 2ζ12(x
′
1 − x′2) + x1 + k12(x1 − x2) = 0, (81a)
µx′′2 + 2ζ12(x
′
2 − x′1) + 2ζ3(x′2 − x′3) + k12(x2 − x1) + ktmd(x2 − x3) = 0, (81b)
x′′3 + 2ζ3(x
′
3 − x′2) + ktmd(x3 − x2) = 0. (81c)
Similar to the 1 degree-of-freedom case, Lyapunov’s second method can be used to maximize
an integral square performance measure subject to initial impulse. Given all other parameters in
the above equations, we want to choose parameters (ζ3, ktmd) to minimize J, the total normalized
energy dissipation in the TMD
J =
2ζ3
∫∞
0 (x˙2(τ)− x˙3(τ))2dτ
1
2v
2
10
(82)
An analytical expression for the optimal value quadratic cost function J , and corresponding
parameter values in the two-degree-of-freedom case could not be determined. The Lyapunov equa-
tion in this case was solved numerically, and a gradient ascent algorithm was applied to find the
optimal parameter values. Fig. 17 shows the energy dissipation in TMD as function of ζ3 and ktmd,
along with the optimal point. Fig. 18 shows the variation in the cost function with change in TMD
stiffness. The response of the system given in Eq. (81) for range of ktmd values for a particular
initial impulse velocity given to mass M1 is given in Fig. (19). As can be observed from this figure,
best TMD performance is achieved at ktmd = 0.0181 . This value is close to the optimal value
found by Lyapunov analysis, and hence confirms the validity of our analysis. The optimal value is
also independent of magnitude of the initial velocity given to mass M1, since the problem is linear.
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Figure 17: 2 DOF primary with TMD: Energy dissipation J(ζ3, ktmd) and point of optimal dissi-
pation (ζ3 = 0.0039, ktmd = 0.02). The parameter values are ε = 0.0318, µ = 0.6364, ζ1 = .0074,
k12 = 2.5 and ζ12 = 0.0148.
Figure 18: 2 DOF primary with TMD: Quadratic cost function J for different values of TMD
stiffness ktmd at optimal damping ζ3 = .0039.
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Figure 19: Response of the 2 DOF system with the TMD for different values of TMD stiffness.
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5. Results
5.1. NES Response
Unlike the TMD, the NES response depends on the magnitude of the initial impulse velocity
given to mass M1. Therefore, for comparison sake, if it is assumed that the aim of the vibration
mitigation mechanism is to attenuate the vibrations caused by a particular velocity then, the
performance of the NES for different stiffness (C) can be compared with that of the TMD. Fig.
20 shows the response of the NES to a particular initial velocity (v0 = 0.2) for a range of NES
stiffness.
Figure 20: Response of the 2 DOF system with the NES for different values of NES stiffness and
an initial velocity of v0 = 0.2 .
5.2. Response of TMD and NES to Variations in Parameters
Robustness is an important consideration in the design of either the TMD or NES system.
To get more insight into the performance of the TMD or NES to changes in system parameters,
several simulations have been carried out. For the design of NES systems, the following relationship
(derived in section 4) between the critical initial velocity and system parameters is used,
vcr =
ω3
9
√
2
C(Ĉ21 + Ĉ
2
2 )
, (83)
Using the Eq. (83), the value of the NES stiffness C can be calculated for a particular initial
velocity. For the system given in Eq. (1), this value of critical velocity was 0.09 which is close
to the numerically determined value of 0.115. From Fig. 19 and 20, it is clear that both TMD
and NES have an optimal stiffness (for the NES case for a particular initial velocity of mass M1).
This allows for the selection of a nominal optimal value. Fig. 21 (a) and (b) show the results of a
simulation for different NES stiffnesses. In Fig. 21 (a), the NES stiffness is designed using Eq. (83)
and then the simulations are done by assuming that the actual stiffness has a normal probability
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distribution function (pdf) about the nominal optimal value thus calculated. In Fig. 21 (b), the
NES stiffness is designed for 90 % of the desired critical velocity. This is done because as can be
concluded from part (a) the relationship between the critical velocity and the NES stiffness is not
exactly accurate as it is based on several layers of approximations. The stiffness value for the NES
is again assumed to have a normal pdf around the new nominal value thus calculated (using critical
velocity which is 90 % of the critical velocity) and the results of the simulation are presented in
Fig. 21 (b). In both Fig. 21 (a) and (b), the stiffness for the TMD is assumed to have a normal
pdf with the mean equal to the optimum value obtained using computations of Section 4.
Figure 21: Comparison of the performance of TMD and the NES with a normal distribution of
stiffness. Part (a) uses Eq. (83) exactly to obtain the NES stiffness, whereas part in (b), the design
critical velocity is 90 % of the actual initial impulse velocity.
Fig. 22 contains the results for the designed critical velocity being 75% of the actual initial
impulse velocity.
Figure 22: Comparison of the performance of TMD and the NES with a normal distribution of
Stiffnesses. The design critical velocity is 75 % of the actual initial impulse velocity.
One important aspect of NES performance is its dependence on initial velocity. Also, it has been
previously observed ([23]) that the performance of NES increases (or degrades) significantly if the
initial impulse velocity given to mass M1 is above (or below) a certain threshold. From performance
perspective, it is desirable to be as close to this critical limit as possible, however, such a setup will
have low robustness as even a little change in the NES stiffness can cause significant degradation
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in performance. An alternative design strategy could be to keep the designed critical velocity lower
than the initial impulse velocity given to mass M1. Next, we study the effect of system parameter
variation on TMD or NES performance.
5.3. Variation in Mass M2
The performance of the TMD is compared with the performance of the NES for perturbations
in the mass M2 in Fig. 23. All other system parameters are kept constant. The sensitivity of TMD
performance to mass perturbation is found to be minimal. For the NES, the performance is highly
dependent on the initial velocity. In this particular simulation the NES stiffness was designed to
keep v0 = 0.1 as the critical velocity (by putting vcr = 0.09 in Eq. (83)). The NES however is able
to maintain its performance over the whole range of mass M2 perturbations shown in Fig. 23.
Figure 23: Comparison of the performance of TMD and the NES with perturbations in the value
of mass M2 (Results at τ = 50). The NES was designed to keep v0 = 0.1 as the critical velocity
(shown as white dashed line).
5.4. Variation in Mass M3
The performance of the TMD compared with the performance of the NES for perturbations in
the mass M3 is shown in Fig. 24. All other system parameters are kept constant and only the mass
M3 is varied around its nominal value. As can be observed from Fig. 24, the TMD performance is
more sensitive to changes in mass M3 as compared to the mass M2 , though this may be explained
partially by the much lower nominal value of M3 as compared to M2. The NES shows robustness
to the changes in mass M3. However the dependence of NES performance on initial velocity makes
its performance bad in some velocity regimes.
5.5. Variation in Damping Coefficient ζ3
The performance of the TMD compared with the performance of the NES for perturbations
in the damping coefficient ζ3 is shown in Fig. 25. All other system parameters are kept constant
and only the damping coefficient ζ3 is varied for a small range around its nominal value. Damping
coefficients in dampers may change with use and thus this simulation can provide an idea of the
change in TMD or NES performance to change in the damping coefficient value ζ3. As can be
observed from Fig. 25, the performance of the NES to the changes in ζ3 is again more robust than
TMD near the designed velocity. However, again the dependence of NES performance on initial
velocity makes its performance bad in some velocity regimes.
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Figure 24: Comparison of the performance of TMD and the NES with perturbations in the value
of mass M3 (Results at τ = 50). The NES was designed to keep v0 = 0.1 as the critical velocity
(shown as white dashed line).
Figure 25: Comparison of the performance of TMD and the NES with perturbations in the value of
damping coefficient ζ3 (Results at τ = 50). The NES was designed to keep v0 = 0.1 as the critical
velocity (shown as white dashed line).
5.6. Comparison of TMD and NES Performance in Low Damping Scenario
Now we compare the performance of the NES and TMD for the case when primary damping
is low compared to the nominal design considered earlier. The damping values considered for the
results presented in the subsequent part are b1 = 50 Ns/m, b2 = 50 Ns/m and b3 = 130 Ns/m. The
NES performance is expected to improve for primary systems with lower damping (as reported in
[23]). The results for the simulations for variations in masses M2 and M3 as well as the stiffnesses
of TMD and NES and damping ratio ζ3 are given in Figs. 26, 27, 28 and 29. The time horizon
is now increased to 130. It is clear from these figures that for the given time horizon and close
to optimal input velocity, NES can outperform TMD for the case of no parametric perturbations
(i.e. the best performance of NES is better than best performance of TMD). Close to the optimal
input velocity, NES also shows better or similar robustness to parametric perturbations compared
to TMD in all four cases. Furthermore, the robustness to perturbations in input velocity is also
increased compared to the case when primary damping was higher.
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Figure 26: Comparison of the performance of TMD and the NES with perturbations in the mass
M2. The results are at τ = 130.The NES was designed to keep v0 = 0.1 as the critical velocity
(shown as white dashed line).
Figure 27: Comparison of the performance of TMD and the NES with perturbations in the mass
M3. The results are at τ = 130. The NES was designed to keep v0 = 0.1 as the critical velocity
(shown as white dashed line).
6. Conclusions
Using a combination of analytical and numerical techniques, we have presented a framework
for computing system parameters that lead to efficient one-way energy transfers in multi-degree-of-
freedom systems with NES. We carry out explicit calculations for NES attached to a two-degree-
of-freedom primary system, and the process of generalizing to N(≥ 2) degree-of-freedom systems
is also described. We exploit the separation of time-scales due to weak damping in the primary
system, and implement complexification-averaging in the full system, followed by dimensionality
reduction. Numerical evidence is presented for validity of this dimension reduction in the slow time
scale. The analysis confirms that the near-optimal initial conditions for energy transfer to NES
are close to homoclinic orbit in the undamped system on a slower time scale, as discovered earlier
for the case of single-degree-of-freedom primary systems. Hence, our work generalizes previous
work in parameter optimization of NES attached to single-degree-of-freedom systems, and provides
evidence that homoclinic orbits of the underlying Hamiltonian system play a crucial role in efficient
nonlinear energy transfers, even in high dimensional systems.
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Figure 28: Comparison of the performance of TMD and the NES with perturbations in the stiffness
k3 and C. The results are at τ = 130. The NES was designed to keep v0 = 0.1 as the critical
velocity (shown as white dashed line).
Figure 29: Comparison of the performance of TMD and the NES with perturbations in damping
ratio ζ3. The results are at τ = 130. The NES was designed to keep v0 = 0.1 as the critical velocity
(shown as white dashed line).
The performance of the optimally tuned NES and TMD attachments are compared under
perturbations to primary system parameters. It is observed that NES performance is robust even
though its best performance may not be as good as a perfectly tuned TMD. For the case of weakly
damped primary system and a range of input velocities, the NES shows better robustness than the
perfectly tuned TMD to parametric perturbation. Our comparisons also show degradation of NES
performance far away from designed impulsive velocity, as has been previously observed [24].
While our current work has considered NES with cubic essential nonlinearity of the spring, recent
works [29, 30, 31, 32] have explored other nonlinear designs of both the spring and damper. Initial
studies and numerical parameter optimization efforts have shown that these alternative nonlinear
designs reduce the initial energy dependence of the cubic NES, and allow for a more graceful
degradation in performance as initial energy moves away from the design point. Extensions of our
work to such nonlinear attachments will be a topic of future work.
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Appendix A. Analysis of an N-DOF System with NES
The analysis conducted on the two-degree-of-freedom NES can also be used to study the vi-
bration mitigation of a generic system consisting of n (> 2) masses connected in a series with a
nonlinear energy sink (NES) attached at the end. The equations of motion for such a system can
be written as,
M1x¨1 + b0x˙1 + b1(x˙1 − x˙2) + κ0x1 + κ1(x1 − x2) = 0, (A.1a)
Mix¨i + bi−1(x˙i − x˙i−1) + bi(x˙i − ˙xi+1) + κi−1(xi − xi−1) + κi(xi − xi+1) = 0, 2 ≤ i ≤ n− 1 ,
Mnx¨n + bn−1(x˙n − x˙n−1) + bn(x˙n − ˙xnes) + κn−1(xn − xn−1) + κnes(xn − xnes)3 = 0, (A.1b)
Mnesx¨nes + bn(x˙nes − x˙n) + κnes(xnes − xn)3 = 0 . (A.1c)
Defining a non-dimensional time,
τ =
√
κ0
M1
t. (A.2)
Equations (A.1 (a-d)) can now be written in a non-dimensional form as
x′′1 + 2ζ0x
′
1 + 2ζ1(x
′
1 − x′2) + x1 + k1(x1 − x2) = 0, (A.3a)
µix
′′
i + 2ζi−1(x
′
i − x′i−1) + 2ζi(x′i − x′i+1) + ki−1(xi − xi−1) + ki(xi − xi+1) = 0, 2 ≤ i ≤ n− 1,
µnx
′′
n + 2ζn−1(x
′
n − x′n−1) + 2ζn(x′n − x′nes) + kn−1(xn − xn−1) + C(xn − xnes)3 = 0, (A.3b)
x′′nes + 2ζn(x
′
nes − x′n) + C(xnes − xn)3 = 0, (A.3c)
where, a ′ denotes a derivative with respect to τ and µi = MiM1 (1 ≤ i ≤ n),  = MnesM1 , ζi =
bi
2
√
M1κ0
(0 ≤ i ≤ n), ki = κiκ0 (1 ≤ i ≤ n− 1) and C = κnesκ0 .
Analysis Using Complexification-Averaging
In a process similar to the one followed in the earlier sections, the non-dimensional equations
of motion given by Eq. (A.3) can be further analyzed using the technique of complexification-
averaging. For this purpose, new variables are defined as
ψi = x
′
i(τ) + ωjxi(τ), 1 ≤ i ≤ n, (A.4a)
ψnes = x
′
nes(τ) + ωjxnes(τ), (A.4b)
and further substituting
ψi = φie
jωτ , 1 ≤ i ≤ n, (A.5a)
ψnes = φnese
jωτ . (A.5b)
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Substituting Eqs. (A.4) and (A.5) into Eq. (A.3) and averaging over the fast time scale τ , the
following equations are obtained:
φ′1 +
(
ζ0 +
jω
2
− j
2ω
)
φ1 + ζ1(φ1 − φ2)− jk1
2ω
(φ1 − φ2) = 0, (A.6a)
µφ′i + ζi−1(φi − φi−1) + ζi(φi − φi+1) +
jω
2
µiφi − jki−1
2ω
(φi − φi−1)− jki
2ω
(φi − φi+1) = 0, 2 ≤ i ≤ n− 1,
µnφ
′
n + ζn−1(φn − φn−1) + ζn(φn − φnes) +
jω
2
µnφn − jkn−1
2ω
(φn − φn−1)− 3jC
8ω3
|φn − φnes|2(φn − φnes) = 0,
(A.6b)
φ′nes + ζn(φnes − φn) +
jω
2
φnes − 3jC
8ω3
|φnes − φn|2(φnes − φn) = 0. (A.6c)
Based on Eqs. (A.6), some new variables can now be defined as
ui = φi − φi+1, 1 ≤ i ≤ n− 1, (A.7a)
un = φn − φnes, (A.7b)
un+1 = φ1 +
n∑
i=2
µiφi + φnes. (A.7c)
There are now n+ 1 variables, of which u1 to un represent the relative displacements between
the masses and un+1 is the motion of the center of mass the system. The main variable of interest
here is un as it represents the relative displacement of the primary system and the NES. It is an
approximate measure of the energy being dissipated or removed from the primary system. Using
the definitions given in Eqs. (A.7) and using Eqs. (A.6), the equations of motion for the variables
ui (i = 1 to n+ 1) can be written as,
u′i +
n+1∑
j=1
cijuj = 0, 1 ≤ i ≤ n− 2, (A.8a)
u′n−1 +
n+1∑
j=1
cn−1juj +
3jC
8µnω3
|un|2un = 0, (A.8b)
u′n +
n+1∑
j=1
cnjuj − 3jC(µn + )
8µnω3
|un|2un = 0, (A.8c)
u′n+1 +
n+1∑
j=1
cn+1juj = 0, (A.8d)
where cij , (1 ≤ i, j ≤ n+ 1), are constant coefficients. Assuming that a starting impulse velocity
of v0 is given to the first mass, the only two variables having non-zero initial conditions are,
u1(0) = φ1(0)− φ2(0) = v0, (A.9a)
un+1(0) = φ1(0) +
n∑
i=2
µiφi(0) + φnes(0) = v0. (A.9b)
32
It can be observed from Eq. (A.8) that there are n − 2 linear differential equations and 2
nonlinear differential equations (for un−1 and un). Out of the nonlinear equations, the variable un
is of the most interest since it is representative of effectiveness of the NES. The system of equations
given in Eq. (A.8) are also referred to as the slow-flow equations of motion as they are derived for
a slow-time scale.
Solution of Slow-Flow Equations of Motion
Considering the coefficients cij of Eq. (A.8), it is observed that cin, (1 ≤ i ≤ n − 2 , and
, i = n + 1 ) are of O() . Therefore, the the slow flow equations given in Eq. (A.8) can now be
approximated as
u′n−1 + cn−1n−1un−1 + cn−1nun + d¯2u¯p +
3jC
8µnω3
|un|2un = 0, (A.10a)
u′n + cnn−1un−1 + cnnun + d¯3u¯p −
3jC(µn + )
8µnω3
|un|2un = 0, (A.10b)
u¯′p + A¯u¯p + d¯1un−1 +O() = 0, (A.10c)
where, u¯p, is a column vector of ui, (1 ≤ i ≤ n − 2) and i = n + 1. Thus, the linear equations
have been collected under a single vector variable, u¯p. The variable A¯ is a (n− 1× n− 1) matrix
containing the relevant coefficients and d¯3, d¯2 and d¯3 are (1× n− 1) row vectors. The Eqs. (A.10)
are quite similar to Eqs. (11) which have been extensively studied in this work (the only difference
is that Eq. (A.10)(c) is a linear vector equation rather than being a linear scalar equation). Thus,
the analysis done for the two-degree-of-freedom system can be used for the N-degree-of-freedom
system without much additional effort.
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