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Abstract
This paper investigates intelligent reflecting surface (IRS)-aided multicell wireless networks, where
an IRS is deployed to assist the joint processing coordinated multipoint (JP-CoMP) transmission from
multiple base stations (BSs) to multiple cell-edge users. By taking into account the fairness among cell-
edge users, we aim at maximizing the minimum achievable rate of cell-edge users by jointly optimizing
the transmit beamforming at the BSs and the phase shifts at the IRS. As a compromise approach,
we transform the non-convex max-min problem into an equivalent form based on the mean-square
error method, which facilities the design of an efficient suboptimal iterative algorithm. In addition,
we investigate two scenarios, namely the single-user system and the multiuser system. For the former
scenario, the optimal transmit beamforming is obtained based on the dual subgradient method, while the
phase shift matrix is optimized based on the Majorization-Minimization method. For the latter scenario,
the transmit beamforming matrix and phase shift matrix are obtained by the second-order cone program-
ming and semidefinite relaxation techniques, respectively. Numerical results demonstrate the significant
performance improvement achieved by deploying an IRS. Furthermore, the proposed JP-CoMP design
significantly outperforms the conventional coordinated scheduling/coordinated beamforming coordinated
multipoint (CS/CB-CoMP) design in terms of max-min rate.
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I. INTRODUCTION
To satisfy the demands of a thousand-fold increase network capacity, several advanced tech-
nologies were proposed in the past decade, including massive multiple-input multiple-output
(MIMO), millimeter wave (mmWave) communications, and ultra-dense networks [1]–[5]. How-
ever, the energy consumption and hardware cost of the above technologies have been drasti-
cally increased due to the substantial power-hungry radio-frequency (RF) chains regained in
MIMO/mmWave systems and a large number of pico/macro base stations (BSs) deployed in
ultra-dense networks [6], [7]. To tackle the above issue, intelligent reflecting surface (IRS) has
been recently proposed as a promising and energy-efficient solution to improve the wireless
system performance cost-effectively [8]–[11].
IRS is a programmable planar surface consisting of a large number of square metallic patch
units, each of which can be digitally controlled independently to introduce different reflection
amplitudes, phases, polarizations, and frequency responses on the incident signals [12], [13]. For
example, for a 1-bit control command, there are two phase responses, namely 0 and pi, which
can be realized by fabricating two different patch widths in a single-layered dielectric board
[13]. The main benefits of bringing IRS in the future wireless networks are discussed as follows.
First, each metallic patch unit is able to dynamically adjust its reflecting coefficients with the
help of a smart controller such that the desired signals and interfering signals can be added
constructively and destructively at the desired receivers, respectively. For instance, the results in
[14] showed that for a single-user IRS-aided systems, the received signal-to-noise ratio (SNR)
increases quadratically with the number of reflecting elements, N , at the IRS, i.e., O(N2) which
is also known as the squared power gain. As for multiuser systems, the multiuser interference
can be significantly suppressed by jointly optimizing the BS transmit beamforming and the IRS
phase shift matrix. Second, due to the small structure size of a metallic patch unit, a typical
IRS is capable of attaching hundreds of such metallic patch units in practice, thereby providing
a significant beamforming gain for improving system performance. Third, since each unit in
the IRS is a simple passive component composed of PIN-diodes without the need of active RF
chains, the power consumption of the PIN-diode is much lower than that of an active antenna
3with RF chain. In fact, experiments conducted recently in [15] has shown that for a large IRS
consisting of 1, 720 reflecting elements, the total power consumption is only 0.280 W.
Due to above appealing benefits, there have been considerable work on the development
of IRS in wireless communication systems. The existing research works about IRS include
channel estimation, joint passive beamforming (i.e., IRS phase shift matrix optimization), and
BS transmit beamforming optimization. To fully reap the benefits of the IRS in wireless networks,
acquiring accurate channel state information (CSI) is indispensable [16]–[18]. Once the BSs have
obtained the CSI, the applications of IRS to different systems have been studied to enhance
their performance with different performance design objectives [14], [19]–[22]. Different from
the conventional precoding adopted at the BS only, the joint optimization of the BS transmit
beamforming and the IRS phase shift matrix in IRS-aided systems is necessary to fully unleash
the potential of IRS [14]. For example, an IRS-aided single-cell wireless system was studied in
[14], where the authors aimed at minimizing the transmit power at the BS by jointly optimizing
the BS transmit beamforming and the IRS passive phase matrix under the assumption that the
phase shifts at the IRS can be continuously adjusted. It was then extended to the practical
case [19], where each of the reflecting elements can take only finite discrete phase shift values
and the results unveiled that the squared power gain can still be achieved in this case. Besides
information transmission, the applications of IRS is also appealing for substantially improving
the performance of wireless power transfer systems as shown in [21], [23], [24]. Besides, a
combination of symbol-level precoding and IRS techniques for a multiuser system was studied
in [22], and a significant performance gain was obtained by the enhanced capability in mitigating.
Furthermore, it was shown in [25] that artificial noise can be leveraged to improve the secrecy
rate in the IRS-assisted secrecy communication, especially in presence of multiple eavesdroppers.
In the past decades, CoMP techniques have attracted great attention due to its ability of
suppressing the intercell interference caused by the widely deployed pico-and macro-cells [26].
As specified by the Third Generation Partnership Project (3GPP), there are mainly two CoMP
transmission techniques: coordinated scheduling/coordinated beamforming coordinated multi-
point (CS/CB-CoMP) transmission technique and joint processing coordinated multipoint (JP-
CoMP) transmission technique [27]. For the CS/CB-CoMP transmission technique, the user data
is only available at one serving BS while the user scheduling and beamforming optimization are
made with coordination among the BSs. In contrast, for the JP-CoMP transmission technique, the
user data is available at all BSs in the multicell network, and the BSs are capable of transmitting
4the same data streams to one user simultaneously [26], [27]. Note that the concept of JP-CoMP is
similar to that of Cell-Free Massive MIMO with the same objective to achieve coherent processing
across geographically distributed BSs so as to improve the system throughput [28], [29]. For Cell-
Free Massive MIMO systems, the structure is relatively simple, where many single-antenna access
points (APs) simultaneously serve a much smaller number of single-antenna users. However, for
JP-CoMP systems, the transmitters can be equipped with multiple antennas that simultaneously
support substantial multi-antenna users systems to improve the spectral efficiency. Furthermore,
rather than deploying substantial APs in Cell-Free Massive MIMO systems, only one BS needs
to be deployed in one cell in JP-CoMP systems, which is considerably cost-effective and energy-
efficient. The question is whether the combination of JP-CoMP technique and IRS can provide
symbiotic benefits. However, this research is still in its infancy, which motivates this work.
In this paper, we study an IRS-aided JP-CoMP downlink transmission in a multiple-user MIMO
system, where multiple multi-antenna BSs serve multiple multi-antenna cell-edge users with the
help of an IRS. Specifically, since cell-edge users suffer severe propagation loss due to the long
distances between them and the BSs, we deploy an IRS in the cell-edge region to help the BSs to
serve multiple cell-edge users. Note that an IRS can be attached to a building to provide a high
probability in establishing line-of-sight (LoS) propagation for the BS-IRS link and IRS-user link,
as shown in Fig. 1. By exploiting JP-CoMP, joint transmission can be performed among all BSs
to serve the desired cell-edge users. It is observed from Fig. 1 that each cell-edge user receives
the superposed signals, one is from the BSs-user link and the other is from the BSs-IRS-user
link. By carefully adapting the IRS phase shifts, multiuser interference in the system can be
further suppressed. In addition, we compare the system performance between the considered JP-
CoMP system and small-cell systems with multicell cooperation (i.e, CS/CB-CoMP systems).
It is expected that by fully exploiting the user data, the intercell interference caused by the
multiple BSs could be further suppressed by JP-CoMP, thereby achieving better performance
than CS/CB-CoMP. However, it is still unknown, how much performance gain of JP-CoMP
system can be achieved compared to that of CS/CB-CoMP systems with the help of IRS. In
this paper, we study two different systems, namely the single user system and the multiuser
system, and propose two different low-complexity suboptimal resource allocation algorithms,
respectively. The simulation results demonstrate the superiority of our proposed IRS-aided JP-
CoMP design, and show that our proposed IRS-aided JP-CoMP design can achieve significantly
higher performance gain compared to the existing IRS-aided CS/CB-CoMP design. To the best
5of our knowledge, the JP-CoMP downlink transmission system assisted by the IRS has not been
studied in the literature yet. The main contributions of this paper are summarized as follows:
• We study a multicell network consisting of multiple users, multiple BSs, and one IRS. The
BSs are connected by a central processor for a joint data processing, and the IRS is deployed
at the cell-edge region for enhancing data transmission to the users. Taking into account
the fairness among the users, the goal of this paper is to maximize the minimum achievable
rate of the cell-edge users by jointly optimizing the transmit beamforming matrix at the
BSs and the phase shift matrix at the IRS.
• The formulated joint design problem is shown to be a non-convex optimization problem,
which is difficult to solve optimally in general. As a result, we first transform the max-min
achievable rate problem into an equivalent form based on the mean-square error (MSE)
method. Then, we consider two scenarios: the single-user system and the multiuser system.
For the single-user system, the BS transmit beamforming is optimally solved by the dual
subgradient method when the IRS phase shift matrix is fixed, and the IRS phase shift
matrix design problem is addressed by the Majorization-Minimization (MM) method when
the BS transmit beamforming is fixed. Based on these two solutions, an efficient suboptimal
iterative resource allocation algorithm based on alternating optimization is proposed. For
the multiuser system, since the above algorithm for the single-user systems can not be
applied, we transform the transmit beamforming into a second-order cone programming
(SOCP) for a fixed IRS phase shift matrix, which can be efficiently solved by the interior
point method. In addition, for the fixed transmit beamforming matrix, the IRS phase shift
matrix is optimized based on the semidefinite relaxation (SDR) technique. Then, an efficient
iterative algorithm is also proposed to alternately to optimize transmit beamforming matrix
and IRS phase shift matrix.
• Extensive simulations are conducted which demonstrate that with the assistance of an IRS,
a significant throughput gain can be achieved compared to that without an IRS. In addition,
our results also show that the proposed IRS-aided JP-CoMP design is superior to the IRS-
aided CS/CB-CoMP design in terms of max-min rate.
The rest of this paper is organized as follows: Section II introduces the system model and
problem formulation. In Sections III and IV, we study the IRS-aided single user and multiuser
systems, respectively. Numerical results are provided in Section V, and the paper is concluded
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Fig. 1. An IRS-aided JP-CoMP transmission multicell system.
in Section VI.
Notations: Boldface lower-case and upper-case letter denote column vector and matrix, respec-
tively. Transpose, conjugate, and transpose-conjugate operations are denoted by (·)T , (·)∗, and
(·)H , respectively. Cd1×d2 stands for the set of d1×d2 complex matrices. IN and 0, respectively,
denote the N ×N identity matrix and zero matrix. For a square matrix Z, Tr (Z), |Z|, Z−1, and
rank (Z) respectively, stand for its trace, determinant, inverse, and rank, while Z  0 indicates
that matrix Z is positive semi-definite. [Z]i,i represents the ith diagonal element of the matrix
Z. ∇Zf (Z) denotes the gradient of the function f (Z) with respect to Z. Re (·) denotes the
real part of a complex number.  is a Hadamard product operator. E (·) is the expectation
operator. [x]+ = max {x, 0}. arg(x) denotes a vector with each element being the phase of the
corresponding element in x. diag(x) denotes the diagonalization operation. vec (·) represents the
vectorization operation. Big O (·) denotes the computational complexity notation. ‖·‖F and ‖·‖2
stand for the Frobenius norm and the Eucliden norm, respectively. For a complex value ejθ, j
denotes the imaginary unit. In addition, x ∼ CN (µ,Σ) denotes a circularly symmetric complex
Gaussian vector with mean µ and covariance matrix Σ.
7II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
Consider an IRS-aided JP-CoMP downlink transmission network, which consists of N BSs,
K cell-edge users, and one IRS as shown in Fig. 1. We assume that each BS is equipped with
Nt > 1 transmit antennas, each cell-edge user is equipped with Nr > 1 receiver antennas, and
the IRS has M reflecting elements. Denote the sets of BSs, users, and reflecting elements as N ,
K, and M, respectively. We assume that the size of the considered overall area is small so that
the delay between two paths are very small and can be neglected [30], [31]. Let Hn,k ∈ CNr×Nt ,
Gn,r ∈ CM×Nt , and Hr,k ∈ CNr×M , respectively, denote the complex equivalent baseband
channel matrix between the k-th user and BS n, between BS n and the IRS, and between the
IRS and the k-th user, ∀k ∈ K, ∀n ∈ N .
Mathematically, the transmitted signals by BS n, n ∈ {1, . . . , N}, is given by1
xn =
K∑
k=1
Wn,ksk, (1)
where sk ∈ Cd×1 represents d desired data streams for user k satisfying sk ∼ CN (0, Id),
Wn,k ∈ CNt×d stands for the transmit beamforming matrix for user k by BS n. Different
from the traditional CSI estimation methods, which the channel estimation is performed on the
receiver side with substantial processing units, however, each reflecting element at the IRS is
passive without powerful processing units. As a result, the reflecting coefficients at the IRS and
transmit pilots at the BS are jointly designed for acquiring CSI in single-cell systems [16]–[18].
In particular, the CSI for IRS-aided multicell systems can be directly obtained via activating one
BS while turning off the other BSs in a take turn manner. As such, we assume that the CSI for
all the channel links are perfectly known by the central processor. As shown in Fig. 1, each user
receives not only the desired signals from the N BSs, but also the reflected signals by the IRS.
Note that different from CS/CB-CoMP multicell systems, where each user data is only available
at one serving BS, each user data in JP-CoMP multicell systems is available at all BSs. The
1In a JP-CoMP systems, the BSs are connected to a central processing for data and information exchange among BSs so that
each user can be served by all the BSs simultaneously.
8received signal at user k is thus given by
yk =
N∑
n=1
Hn,kxn︸ ︷︷ ︸
direct links
+ Hr,kΦ
N∑
n=1
Gn,rxn︸ ︷︷ ︸
reflected links
+nk
=
N∑
n=1
(Hn,k + Hr,kΦGn,r) Wn,ksk︸ ︷︷ ︸
desired signals
+
N∑
n=1
K∑
j 6=k
(Hn,k + Hr,kΦGn,r) Wn,jsj︸ ︷︷ ︸
interference signals
+nk, (2)
where Φ = diag
(
a1e
jθ1 , · · · , aMejθM
)
represents the phase shift matrix adopted at the IRS,
where am ∈ [0, 1] and θm ∈ [0, 2pi), respectively, denote the amplitude reflection coefficient and
phase shift of the m-th reflecting element, nk ∼ CN (0, σ2INr) is the received noise with σ2
denoting the noise power at each antenna. For the sake of low implementation complexity, in
this paper, each element of the IRS is designed to maximize the signal reflection, i.e., am = 1,
∀m.
For notational simplicity, we define H¯n,k = Hn,k + Hr,kΦGn,r, H¯k =
[
H¯1,k, · · · , H¯N,k
]
, and
Wk =
[
WT1,k, · · · ,WTN,k
]T . Then, we can rewrite (2) as
yk = H¯kWksk + H¯k
K∑
j 6=k
Wjsj + nk. (3)
As such, the achievable data rate (nat/s/Hz) of user k is given by
Rk = ln
∣∣INr + H¯kWkWHk H¯Hk F−1k ∣∣ , (4)
where Fk = H¯k
(
K∑
j 6=k
WjW
H
j
)
H¯Hk + σ
2INr .
B. Problem Formulation
In this paper, to guarantee the user fairness, we aim at maximizing the minimum achievable
rate of the users by jointly optimizing the downlink transmit beamforming and the IRS phase
shift matrix, subject to transmit power constraints at the BSs2. Accordingly, the problem can be
2To characterize the fundamental performance limits of JP-CoMP IRS-aided systems, we assume that the capacity backhaul
links from the BSs to the central processor is sufficient for data information exchange among BSs [28], [29].
9formulated as
(P) : maximize
Wn,k,Φ,R
R
s.t. ln
∣∣INr + H¯kWkWHk H¯Hk F−1k ∣∣ ≥ R, k ∈ K, (5)
K∑
k=1
‖Wn,k‖2F ≤ Pmax, n ∈ N , (6)
0 ≤ θm ≤ 2pi, m ∈M, (7)
where Pmax denotes the maximum BS transmit power. Although constraint (6) is convex and (7)
is linear with respect to θm, it is challenging to solve problem (P) due to the coupled transmit
beamforming matrix and the phase shift matrix in (5). In general, there is no efficient method to
solve problem (P) optimally. To facilitate the solution development, we first transform problem
(P) into an equivalent form denoted by (P1) based on the mean-square error (MSE) method
[32]. Specifically, the achievable rate in (4) can be viewed as a data rate for a hypothetical
communication system where user k estimates the desired signal sk with an estimator Uk ∈
CNr×d, the estimated signal is given by
sˆk = U
H
k yk. (8)
As such, the MSE matrix is given by
Ek =E
{
(ˆsk − sk) (ˆsk − sk)H
}
=UHk
(
H¯k
(
K∑
j=1
WjW
H
j
)
H¯Hk + σ
2INr
)
Uk −UHk H¯kWk −WHk H¯Hk Uk + Id. (9)
By introducing additional variables Qk ∈ Cd×d and Uk ∈ CNr×d, ∀k, we then have the following
theorem:
Theorem 1: Problem (P) is equivalent3 to (P1), which is shown as below:
(P1) : maximize
Wn,k,Φ,R,Uk,Qk
R
s.t. ln |Qk| − Tr (QkEk) + d ≥ R, k ∈ K, (10)
Qk  0, k ∈ K, (11)
(6), (7). (12)
3Here, “equivalent” means both problems share the same optimal solution.
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Proof : Please refer to Appendix A.
Although (P1) introduces additional variables Qk and Uk, the new problem structure fa-
cilitates the design of a computationally efficient suboptimal algorithm. In the following, we
first consider a single cell-edge user system, where the transmit beamforming matrix and phase
shift matrix are obtained based on the dual subgradient method and majorization-minimization
method, respectively. Then, we consider the joint IRS phase shift and transmit beamforming
optimization problem in the multiuser system which is then handled by applying the SOCP and
SDR techniques, respectively.
III. SINGLE CELL-EDGE USER SYSTEM
In this section, we consider a single cell-edge user system, namely K = 1. For notational
simplicity, we drop user index k in this section. Then, the problem for the single-user system
can be simplified as
(P2) : maximize
Wn,Φ,U,Q
ln |Q| − Tr (QE) + d
s.t. ‖Wn‖2F ≤ Pmax, n ∈ N , (13)
Q  0, (7). (14)
Although simplified, (P2) is still difficult to handle due to the coupled optimization variables
in the objective function of (P2). However, we observe that both Q and U are concave with
respect to the objective function of (P2). In addition, variable U does not exist in the constraint
set and the variable Q only appears in constraint (14).
By applying the standard convex optimization technique, setting the first-order derivative of
the objective function of (P2) with respective to U and Q to zero, the optimal solutions of U
and Q can be respectively obtained as
Uopt =
(
H¯WWH¯H + σ2INr
)−1
H¯W, (15)
and
Qopt = E−1. (16)
To address the coupled transmit beamforming matrix and phase shift matrix, we first decouple
(P2) into two sub-problems, namely transmit beamforming optimization with the fixed phase
shift matrix and phase shift matrix optimization with the fixed transmit beamforming matrix,
and then an iterative method is proposed based on the alternating optimization [32].
11
A. Transmit Beamforming Matrix Optimization with Fixed Phase Shift Matrix
We first consider the first sub-problem of (P2), denoted as (P2−1), for optimizing the BS
transmit beamforming matrix Wn by assuming that the IRS phase shift matrix Φ is fixed.
By dropping the irrelevant constant term ln |Q| + d − σ2Tr (QUHU) − Tr (Q), the transmit
beamforming matrix optimization problem can be simplified as
(P2−1) : minimize
Wn
Tr
(
QUHH¯WWHH¯HU
)− Tr (QUHH¯W)− Tr (QWHH¯HU)
s.t. (13). (17)
Problem (P2−1) is a standard convex optimization problem which can be solved by the convex
tools such as CVX [33]. Instead of relying on the generic solver with high computational
complexity, we propose an efficient approach based on the Lagrangian dual subgradient method.
Note that it can be readily checked that problem (P2−1) satisfies the Slater’s condition, thus,
strong duality holds and its optimal solution can be obtained via solving its dual problem [34].
In the following, we solve (P2−1) by solving its dual problem. Specifically, by introducing dual
variable µn ≥ 0, n ∈ N , corresponding to constraint (13), we have the Lagrangian function of
(P2−1) given by
L (Wn, µn)
= Tr
(
QUHH¯WWHH¯HU
)− Tr (QUHH¯W)− Tr (QWHH¯HU)+ N∑
n=1
µn
(‖Wn‖2F − Pmax)
= Tr
((
N∑
n=1
N∑
j=1
H¯jWjW
H
n H¯
H
n
)
UQUH
)
−
N∑
n=1
Tr
(
QUHH¯nWn
)− N∑
n=1
Tr
(
QWHn H¯
H
n U
)
+
N∑
n=1
µn
(‖Wn‖2F − Pmax) . (18)
Accordingly, the dual function of (P2−1) is given by
g (µn) = minimize
Wn
L (Wn, µn) . (19)
Setting the first-order derivative of L (Wn, µn) with respect to Wn to zero yields
H¯Hn UQU
H
N∑
j=1
H¯jWj−µnWn = H¯Hn UQ,∀n. (20)
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By collecting and stacking above N equations, the optimal transmit beamforming matrix can be
obtained as
Wopt (µn) = Jˆ
−1
1 Jˆ2, (21)
where Jˆ1 is given by
Jˆ1 =

H¯H1 UQU
HH¯1 + µ1INt · · · H¯H1 UQUHH¯N
... · · · ...
H¯HNUQU
HH¯1 · · · H¯HNUQUHH¯N + µNINt
 , (22)
and Jˆ2 is given by
Jˆ2 =
((
HH1 UQ
)T
, · · · , (HHNUQ)T)T . (23)
Next, we address the corresponding dual problem, which is given by
(P2−1D) : maximize
µn≥0
g (µn) . (24)
It can be seen that the dual problem (P2−1D) has no additional constraints. In addition, with
any fixed dual variable µn, the optimal transmit beamforming matrix can be directly solved in
a closed-form as in (21). As such, we propose an efficient method, namely subgradient method,
to solve the dual problem (P2−1D). The update rule of parameters {µn} is given by
µt+1n =
[
µtn + pin
(∥∥Woptn (utn)∥∥2F − Pmax)]+ ,∀n, (25)
where superscript t denotes the iteration index and pin represents the positive step size for
updating µn. The detailed descriptions of the dual subgradient method are summarized in
Algorithm 1.
B. Phase Shift Matrix Optimization with Fixed Transmit Beamforming
Next, we consider the second sub-problem of (P2), denoted as (P2−2), for optimizing
the phase shift matrix, Φ, by assuming that the transmit beamforming matrix, Wn, is fixed.
By dropping the constant term ln |Q| + d − σ2Tr (QUHU) − Tr (Q), the phase shift matrix
optimization problem can be simplified as
(P2−2) : minimize
Φ
Tr
(
QUHH¯WWHH¯HU
)− Tr (QUHH¯W)− Tr (QWHH¯HU)
s.t. (7). (26)
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Algorithm 1 Subgradient Method for (P2−1).
1: Initialize {µtn} ≥ 0, pin ≥ 0, iteration index t = 0.
2: repeat
3: Calculate the optimal transmit beamforming matrix using (21).
4: Compute dual variable {µt+1n } using (25).
5: Set t = t+ 1.
6: until the fractional increase of (P2−1D) is smaller than a predefined threshold.
7: Output: Woptn , ∀n ∈ {1, . . . , N}.
Problem (P2−2) is a non-convex optimization problem due to the non-convex objective function.
To address this issue, by expanding W and H¯, we have
Tr
(
QUHH¯WWHH¯HU
)
= Tr
(
ΦHAΦE˜
)
+ Tr
(
ΦDH
)
+ Tr
(
ΦHD
)
+ c2, (27)
where A = HHr UQU
HHr, E˜ =
(
N∑
n=1
Gn,rWn
)(
N∑
n=1
Gn,rWn
)H
, D = HHr UQU
H
(
N∑
n=1
HnWn
)
(
N∑
n=1
Gn,rWn
)H
, and c2 = Tr
((
N∑
n=1
HnWn
)(
N∑
n=1
HnWn
)H
UQUH
)
.
Similarly, we have
Tr
(
QWHH¯HU
)
= Tr
(
ΦHB
)
+ c1, (28)
where B = HHr UQ
(
N∑
n=1
Gn,rWn
)H
and c1 = Tr
(
Q
(
N∑
n=1
HnWn
)H
U
)
. As such, we can
equivalently transform the objective function of (P2−2) as (by dropping constants c1 and c2)
f (Φ) = Tr
(
ΦHAΦE˜
)
+ Tr
(
Φ(D−B)H
)
+ Tr
(
ΦH (D−B)) . (29)
Define φ = [φ1, · · · , φM ]T , where φm = ejθm ,m ∈M, and z =
[
[D−B]1,1, · · · , [D−B]M,M
]T
.
Additionally, we have the following identities [35]
Tr
(
ΦHAΦE˜
)
= φH
(
A E˜T
)
φ, Tr
(
Φ(D−B)H
)
= zHφ. (30)
Then, we can rewrite f (Φ) in (29) as
f (φ) = φH
(
A E˜T
)
φ+ zHφ+ φHz. (31)
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As a result, problem (P2−2) is equivalent to
(P2−3) : minimize
φm
f (φ)
s.t. |φm| = 1, m ∈M. (32)
Problem (P2−3) is non-convex due to the unit-modulus constraints in (32). Here, we handle
(P2−3) based on the MM method, which guarantees at least a locally optimal solution with a low
computational complexity [36], [37]. The key idea of using the MM algorithm lies in constructing
a sequence of convex surrogate functions. Specifically, at the r-th iteration, we need to construct
an upper bound function of f (φ), denoted as gˆ (φ|φr), that satisfies the following three properties
[36], [37]: (a) gˆ (φ|φr) ≥ f (φ); (b) gˆ (φr|φr) = f (φr); (c) ∇φr gˆ (φr|φr) = ∇φr (φr), where
(a) denotes that gˆ (φ|φr) is an upper-bounded function of f (φ), (b) represents that gˆ (φ|φr)
and f (φ) have the same solutions at point φr, and (c) indicates gˆ (φ|φr) and f (φ) have the
same gradient at point φr.
Note that in (31), we can see that A and E˜ are semidefinite matrices, and it can be readily
checked that
(
A E˜T
)
is also a semidefinite matrix. In the sequence, we have the following
lemma:
Lemma 1: Based on [37], at the r-th iteration, the surrogate function gˆ (φ|φr) for a quadratic
function can be expressed as
gˆ (φ|φr) = λmaxφHφ− 2Re
{
φH
(
λmaxIM −A E˜T
)
φr
}
+ (φr)H
(
λmaxIM −A E˜T
)
φr
+ zHφ+ φHz, (33)
where λmax is the maximum eigenvalue of A E˜T . Therefore, at any r-th iteration, we solve
the following problem
(P2−4) : minimize
φm
gˆ (φ|φr)
s.t. |φm| = 1, m ∈M. (34)
Since φHφ = M , at the r-th iteration, we can rewrite gˆ (φ|φr) as
gˆ (φ|φr) = λmaxM + 2Re
{
φHqr
}
, (35)
where qr =
(
z−
(
λmaxIM −A E˜T
)
φr
)
. Obviously, the optimal solution φ to minimize
problem (P2−4) is given by
φr,opt = e−j arg(q
r). (36)
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Algorithm 2 MM Algorithm for (P2−2).
1: Initialize φr, and set iteration index r = 0.
2: Compute the maximum eigenvalue of A E˜T , denoted as λmax.
3: repeat
4: Calculate qr =
(
z−
(
λmaxIM −A E˜T
)
φr
)
.
5: Obtain the optimal phase shift φr,opt using (36).
6: φr+1 = φr,opt.
7: Set r = r + 1.
8: until the fractional decrease of (P2−4) is smaller than a threshold.
9: Output: φopt.
Algorithm 3 MSE-based Algorithm for (P2).
1: Initialize Wn satisfying ‖Wn‖2F = Pmax.
2: repeat
3: Calculate Uopt from (15).
4: Calculate Qopt from (16).
5: Calculate Woptn from Algorithm 1.
6: Calculate Φopt from Algorithm 2.
7: until the fractional increase of the objective value of (P2) is less than a predefined threshold.
The details of the proposed MM method are summarized in Algorithm 2.
C. Overall Algorithm and Complexity Analysis
Based on the solutions to two sub-problems, an efficient iterative algorithm is proposed, which
is summarized in Algorithm 3. The complexity analysis of Algorithm 3 is given as below. In
step 3, the complexity of computing Uopt is O (N3r ). In step 4, the complexity of computing
Qopt is O (d3). In step 5, the complexity of computing Woptn is O(KµN)2, where Kµ is number
of iterations required for updating µn [38], [39]. In step 6, the complexity of computing the
maximum eigenvalue, i.e., λmax, of A E˜T is O (M3), and the complexity of computing qr
is O(M2), then the total complexity of Algorithm 2 is O(KmmM2 +M3), where Kmm is the
total number of iterations required by Algorithm 2 to converge. Therefore, the total complexity
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of Algorithm 3 is O (Kmse (N3r + d3 + (KµN)2 +KmmM2 +M3)), where Kmse represents the
total number of iterations required by Algorithm 3 to converge.
IV. MULTIPLE CELL-EDGE USERS SYSTEM
In this section, we consider the multiuser scenario shown in Fig. 1. To handle problem (P1),
it can be seen in Appendix A, the optimal Qoptk and U
opt
k can be directly obtained from (59)
and (60), respectively. Similar to the single-user system, we decompose (P1) into two sub-
problems, namely transmit beamforming matrix optimization with the fixed phase shift matrix
and performing phase shift matrix optimization with the fixed transmit beamforming matrix. Note
that the proposed MM method and the dual subgradient method in the single-user system cannot
be applied to the multiuser system due to constraint (10) in (P1). However, in the following, we
resort to SOCP technique to solve the transmit beamforming matrix optimization sub-problem,
and the SDR technique to address the phase shift matrix optimization sub-problem.
A. SOCP for Transmit Beamforming Matrix Optimization
By fixing the phase shifts at the IRS, the transmit beamforming optimization problem is
(P1−1) : maximize
Wn,k,R
R
s.t. (6), (10). (37)
It is not difficult to observe that (P1−1) is a convex optimization problem and can be transformed
into an semidefinite program (SDP) problem. According to [40], the SOCP has a much lower
worst-case computational complexity than that of the SDP method by applying the interior-point
method to solve problem (P1−1). We have the following theorem:
Theorem 2: Problem (P1−1) is equivalent to the following SOCP problem:
(P1−2) : maximize
Wn,k,R
R
s.t. ‖ηn‖2 ≤
√
Pmax,∀n, (38)
‖ωk‖2 ≤
√
ln |Qk|+ d−R− σ2Tr (QkUHk Uk), ∀k, (39)
where ‖ηn‖2 and ‖ωk‖2 are, respectively, given in (65) and (68) in Appendix B.
Proof : Please refer to Appendix B.
Therefore, (P1−2) is a standard SOCP problem, which can be optimally solved by the interior
point method [34].
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B. SDR Technique for Phase Shift Matrix Optimization
Next, by fixing the transmit beamforming matrix, the phase shift matrix optimization problem,
denoted by (P1−3), can be formulated as
(P1−3) : maximize
Φ,R
R
s.t. (7), (10). (40)
Problem (P1−3) is non-convex due to the non-convex constraint (10). To tackle this non-
convex problem, the SDR technique is applied. By using H¯n,k = Hn,k + Hr,kΦGn,r and
H¯k =
[
H¯1,k, · · · , H¯N,k
]
, we have
Tr
(
QkU
H
k H¯k
(
K∑
j=1
WjW
H
j
)
H¯Hk Uk
)
= Tr
(
ΦHAkΦEˇ
)
+ Tr
(
ΦDHk
)
+ Tr
(
ΦHDk
)
+ ck,2, (41)
and
Tr
(
QkW
H
k H¯
H
k U
H
k
)
= Tr
(
ΦHBk
)
+ ck,1, (42)
where
Ak = H
H
r,kUkQkU
H
k Hr,k, Bk = H
H
r,kUkQk
(
N∑
n=1
Gn,rWn,k
)H
, (43)
Eˇ =
K∑
j=1
( N∑
n=1
Gn,rWn,j
)(
N∑
n=1
Gn,rWn,j
)H, (44)
Dk = H
H
r,kUkQkU
H
k
K∑
j=1
( N∑
n=1
Hn,kWn,j
)(
N∑
n=1
Gn,rWn,j
)H, (45)
ck,1 = Tr
Qk( N∑
n=1
Hn,kWn,k
)H
Uk
 , (46)
ck,2 = Tr
 K∑
j=1
( N∑
n=1
Hn,kWn,j
)(
N∑
n=1
Hn,kWn,j
)HUkQkUHk
 . (47)
As a result, we can rewrite (P1−3) as
(P1−4) : max
Φ,R
R
s.t. Tr
(
ΦHAkΦEˇ
)
+ Tr
(
ΦH (Dk −Bk)
)
+ Tr
(
Φ(Dk −Bk)H
)
≤ constk −R, ∀k, (48)
(7),
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where constk = ln |Qk|+d+2Re (ck,1)−ck,2−Tr
(
Qk
(
σ2UHk Uk + Id
))
. Similar to (31), define
φ = [φ1, · · · , φM ]T , where φm = ejθm ,m ∈M, and zk =
[
[Dk −Bk]1,1, · · · , [Dk −Bk]M,M
]T
,∀k.
Based on the identities (30), we thus have Tr
(
ΦHAkΦEˇ
)
= φH
(
Ak  EˇT
)
φ, Tr
(
ΦH (Dk −Bk)
)
=
φHzk, and Tr
(
Φ(Dk −Bk)H
)
= zHk φ. Define φ¯ =
[
φT 1
]T . Problem (P1−4) is equivalent
to
(P1−5) : maximize
φm,R
R
s.t. φ¯HΨkφ¯ ≤ constk −R, ∀k, (49)
|φm| = 1, ∀m, (50)
where Ψk =
 Ak  EˇT zk
zHk 0
. However, (P1−5) is still non-convex. Note that φ¯HΨkφ¯ =
Tr
(
Ψkφ¯φ¯
H
)
. Define new variable Θ = φ¯φ¯H , which satisfies Θ  0 and rank (Θ) = 1. Since
the rank-one constraint is non-convex, we apply SDR to relax this constraint. The resulting
problem is given by
(P1−6) : maximize
Θ,R
R
s.t. Tr (ΨkΘ) ≤ constk −R, ∀k, (51)
Θ  0, (52)
Θm,m = 1,∀m, (53)
which is a standard SDP. Therefore, (P1−6) can be efficiently solved by using the interior point
methods [34]. However, due to the relaxation for (P1−6), the optimal matrix Θopt obtained by
solving (P1−6) may not be rank-one in general. Thus, if the rank of Θopt is one, then we can
obtain the optimal φ¯ by performing singular value decomposition on Θopt, otherwise, we need
to construct a rank-one solution from the obtained Θopt. To address this rank-one issue, we can
apply three effective randomization techniques proposed in [41] to obtain a suboptimal solution,
the details are omitted here for brevity.
C. Overall Algorithm and Complexity Analysis
Based on the solutions to the above two sub-problems, an efficient iterative approach based
on the alternating algorithm is proposed, which is summarized in Algorithm 4. The complexity
of Algorithm 4 is given as follows: In step 3, the complexity of computing Uk is O (KN3r ).
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Algorithm 4 Alternating Algorithm for (P1).
1: Initialize Wn,k satisfying ‖Wn,k‖2F = Pmax/K.
2: repeat
3: Update Uopt from (60).
4: Update Qopt from (59).
5: Update Woptn,k from (P1−2).
6: Update Φopt from (P1−6).
7: until the fractional increase of the objective value of (P1) is less than a threshold.
In step 4, the complexity of computing Qk is O (Kd3). In step 5, (P1−2) is a standard SOCP
with 2NtKNd+ 1 real-valued variables. In addition, the first constraint of (P1−2) has N SOC
constraints, each of which has 2NtKd dimensions. The second constraint of (P1−2) has K SOC
constraints, each of which has 2NNtKd dimensions. Therefore, the total complexity for solving
(P1−2) is O (√K +N (2NtKNd+ 1) (2NNtKd+ 2NNtK2d)), where √K +N is the num-
ber of iterations required for reaching convergence [40], [42] . In step 6, there are K +M + 2
number of constraints and (M + 1)2 complex-valued variables, thus, the complexity of solving
SDP is O(K +M + 2 + (M + 1)2)3.5 [41]. Therefore, the total complexity of Algorithm 4 is
O
(
Kalt
(
KN3r +Kd
3 +
(
K +M + (M + 1)2 + 2
)3.5
+
√
K +N (2NtKNd+ 1)
(
2NNtKd+ 2NNtK
2d
)))
, (54)
where Kalt represents the total number of iterations required by Algorithm 4 to converge.
V. NUMERICAL RESULTS
In this section, numerical simulations are provided to evaluate the performance of the consid-
ered IRS-aided JP-CoMP downlink transmission system. We assume that each BS is centered
at a hexagonal cell with the side length of 200
√
3 m. The altitudes of the BS and the IRS are
assumed to be equal with 10 m. The large-scale path loss is denoted by Lloss = L0
(
dx
d0
)−α
,
where L0 denotes the channel power gain at the reference distance d0 = 1 m, dx is the link
distance, and α is the path loss exponent. In our simulations, we set L0 = −30 dB [20]. Since
the IRS can be attached to the buildings, we model with LoS channels for both the BS-IRS and
IRS-user links. As such, we set the path loss exponents for the BS-IRS link, IRS-user link, and
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x
Fig. 2. Simulation setup for the single-user system.
BS-user link as αbr = 2.2, αru = 2.2, and αbu = 3.6, respectively. For the small-scale fading,
we assume that the BS-IRS link and IRS-user link follow Rician fading with a Rician factor of
10 dB, and the BS-user link follows Rayleigh fading. Other system parameters are set as follows:
d = 2, Nr = 2, and σ2 = −80 dBm. Unless otherwise stated, all the results are obtained by
averaging 500 channel realizations.
For practical IRS implementation, the phase shifters only take a finite number of discrete
values [19]. Let b denote the number of bits to represent the resolution levels of IRS. Then, the
m-th discrete phase shift, denoted as θˆm, can be derived from
θˆm = arg min
θ∈F
∣∣∣ejθ − ejθoptm ∣∣∣ , (55)
where F = {0, 2pi/2b, . . . , 2pi (2b − 1)/2b}, and θoptm denotes the continuous phase shift at the
m-th reflecting element obtained by solving the proposed Algorithm 3 for the single-user system
and Algorithm 4 for the multiuser system.
A. Single-user System
We first consider a system with only one cell-edge user. We assume that there are two BSs,
which are respectively located at (−300 m, 0) and (300 m, 0) in the horizontal plane as shown
in Fig. 2. We assume that the user is located at the middle of a line connecting two BSs, i.e.,
the user is located at (0, 0).
Before the performance comparison, we first show the convergence behaviour of Algorithm 3
for the single-user system as shown in Fig. 3. In particular, we show the average achievable
rate (average max-min rate for the single-user systems) versus the number of iterations for the
different number of IRS reflecting elements, namely M = 20, M = 50, and M = 100, under
Nt = 2 and Pmax = 1 W. It is observed that the average achievable rate obtained by the
21
Number of iterations
0 2 4 6 8 10 12 14 16
Av
er
ag
e 
ac
hi
ev
ab
le
 ra
te
 (b
ps
/H
z)
1.5
2
2.5
3
3.5
4
4.5
5
5.5
MM-based IRS, M = 100
MM-based IRS, M = 50
MM-based IRS, M = 20
Fig. 3. Convergence behaviour of Algorithm 3.
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Fig. 4. Achievable rate versus BS transmit power budget.
different number of reflecting elements all increases quickly with the number of iterations. For
a large number of reflecting elements, i.e., M = 100, the proposed algorithm converges within
10 iterations. Especially, for a small number of reflecting elements, i.e., M = 20, the proposed
algorithm converges in about 4 iterations as the feasible solution set is smaller. This demonstrates
the fast convergence of the proposed Algorithm 3.
In order to show the performance gain brought by the IRS in the JP-CoMP transmission
system, we compare the following schemes: 1) MM, JP, continuous: our proposed Algorithm 3;
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Fig. 5. Achievable rate versus the number of IRS reflecting elements under Nt = 2.
2) SDR, JP: this is realized by our proposed scheme, while the difference from scheme 1) lies
in the phase shift matrix which is solved based on the SDR technique as discussed in Section
IV for the case of multiuser; 3) Random phase, JP: each phase shift at the IRS is random and
follows uniform distribution over [0 2pi) for each channel generation; 4) No IRS, JP: without
using the IRS. For scheme “SDR, JP”, we further consider two resolutions of phase shifts,
namely b = 1 and b = 2. In Fig. 4, we compare the average achievable rate obtained by the
above schemes versus the BS transmit power budget under M = 100 and Nt = 2. It is observed
that the average achievable rate obtained by all the schemes increases with the BS transmit
power budget. Besides, both the “MM, JP, continuous” and “SDR, JP” schemes outperform the
“No IRS, JP” scheme significantly, which demonstrates that the system performance can indeed
be improved significantly with the deployment of an IRS. It is also observed that “SDR, JP”
with discrete phase shifts suffers from some performance losses compared to the “SDR, JP,
continuous” scheme. However, the performance loss can be compensated by adopting a high-
resolution phase shifts. Furthermore, the IRS adopting random phase shifts still outperforms
the scheme without IRS, as the IRS is able to reflect some of the dissipated signals back to the
desired users. Finally, the “MM, JP, continuous” scheme achieves nearly the same performance as
the “SDR, JP, continuous” scheme, but with much lower computational complexity as discussed
in Section III-C and Section IV-C.
In Fig. 5, the average achievable rate obtained by all the schemes versus the number of IRS
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Fig. 6. The impact of IRS location on the user’s average achievable rate.
reflecting elements is studied. It is observed that the proposed schemes including “SDR, JP” and
“MM, JP, continuous” outperform that of both the “Random phase, JP” scheme and the “No IRS,
JP” scheme. Especially, for a larger M , the system performance gain is more pronounced. For
example, when M = 50, the average rate achieved by the “No IRS” scheme is about 1.29 bps/Hz
and that by “SDR, JP, continuous” scheme is about 4.62 bps/Hz, while when M = 300, the
latter increases up to 7.76 bps/Hz. This is because installing more passive reflecting elements
provides more degrees of freedom for resource allocation, which is beneficial for achieving
higher beamforming gain, thereby improve the system throughput. More importantly, since the
IRS is passive with low power consumption and low cost, it is promising for applying an IRS
with hundreds even thousands of reflecting elements.
In Fig. 6, we study the impact of IRS’s location on the user’s average achievable rate under
M = 100 and Nt = 2. We assume that the IRS locates at right above the line connecting two
BSs, and the horizontal axis ranges from [−150 m, 150 m]. It is observed that as the IRS is
deployed closer to the user, a higher rate can be achieved due to the smaller reflection path
loss. This indicates the potential performance gain brought by the deployment of IRS, especially
when IRS is close to the user.
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B. Multiuser System
Next, we consider the multiuser system, where there are three BSs and three cell-edge users
as shown in Fig. 7. The three BSs are respectively located at (−300 m, 0), (300 m, 0), and(
0, 300
√
3 m
)
. All the users are uniformly and randomly distributed in a circle centered at(
0, 100
√
3 m
)
with a radius 30 m. The IRS is right above the central point
(
0, 100
√
3 m
)
with
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Fig. 9. Max-min rate versus BS transmit power budget.
the altitude 10 m. Unless otherwise stated, we set Nt = 6, Nr = 2, and M = 100 for the
considered system.
To show the efficiency of proposed Algorithm 4, its convergence behaviour for the different
numbers of the IRS reflecting elements is plotted in Fig. 8. It is observed that the average
max-min rate increases quickly with the number of iterations. In particular, for M = 20, the
proposed algorithm converges in about 5 iterations, while for M = 100, only about 25 iterations
are required for reaching the convergence.
In order to show the performance gain brought by the IRS-aided JP-CoMP design, the IRS-
aided CS/CB-CoMP design proposed in [20] is considered here for comparison. We compare
the following schemes for the JP-CoMP systems: 1) Optimized phase, JP: proposed Algorithm 4
in Section IV for the JP-CoMP systems; 2) Random phase, JP: each phase shift at the IRS
is randomly chosen from the uniform distribution over [0 2pi) in each channel generation; 3)
No IRS, JP: without adopting the IRS in the JP-CoMP systems. Similarly, we have the same
counterpart schemes for the CS/CB-CoMP systems. Also as in Section V-A, we consider both
b = 1 and b = 2 for the discrete phase shifts at the IRS. In Fig. 9, we compare the average
max-min rate versus the BS transmit power budget. It is firstly observed from Fig. 9 that in
terms of the average max-min data rate, the optimized phase schemes for the JP-CoMP design
substantially outperform that for the CS/CB-CoMP design, which demonstrates the superiority of
the proposed IRS-aided JP-CoMP design. Particularly, when the BS has a larger transmit power
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Fig. 10. Max-min rate versus the number of IRS reflecting elements.
budget, the performance gap between two designs becomes more pronounced. This is because
inter-user interference can be significantly suppressed by the JP-CoMP technique such that the
resource allocation can fully exploit a large transmit power budget at each BS to improve the
average max-min rate. For example, when Pmax = 10 dB, the average max-min rate obtained
by “Optimized phase, CS/CB, continuous” is 3.7246 bps/Hz, and that obtained by “Optimized
phase, JP, continuous” is 6.1837 bps/Hz, which shows a nearly 40% increase. Besides, one
can observe that the average max-min rate of using discrete phase shifts is significantly higher
than that without IRS for large transmit power at the BS, which demonstrates the advantage
of optimizing phase shifts. We can also see that adopting the IRS with discrete phase shifts
suffers some small performance losses compared to the IRS with continuous phase shifts for
both designs. This is expected since the multi-path signals cannot be perfectly aligned in phase
at receivers in the case with discrete phase shifters, thus resulting in some performance losses.
However, with a higher resolution IRS, i.e., b = 2, the performance loss has been significantly
reduced compared to the IRS with continuous phase shifts.
In Fig. 10, the average max-min data rate versus the number of IRS reflecting elements is
studied. It is observed that the performance gain of the IRS-aided JP-CoMP scheme increases
as the number of IRS reflecting elements increases, since more reflecting elements help achieve
higher passive beamforming gain. In addition, we can observe that the performance gap between
“Optimized phase, JP, continuous” and “No IRS, JP” is magnified as M increases. This is because
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the beam reflected by the IRS towards the desired users becomes more focused and powerful
with increasing M . This again shows that deploying IRS is a promising solution to address the
network capacity bottleneck issue. In addition, we can still observe that the JP-CoMP design
outperforms the CS/CB-CoMP design in terms of average max-min rate, especially with large
M , which further demonstrates the superiority of our proposed JP-CoMP design over the CS/CB-
CoMP design. These findings also reinforce also the motivation of our paper, that the combination
of JP-CoMP and IRS provides symbiotic benefits to improve the system performance.
VI. CONCLUSION
In this paper, we studied the IRS-aided JP-CoMP downlink transmission in multi-cell systems.
To guarantee the user fairness, a max-min rate problem was formulated by jointly optimizing
the IRS phase shift matrix and the BS transmit beamforming matrix. We considered both the
single cell-edge user system and multi-user system. For the single-user system, the transmit
beamforming matrix was optimally obtained based on the subgradient method for the fixed IRS
phase shift matrix, and the IRS phase shift matrix was obtained based on the MM method
for the fixed transmit beamforming matrix. Exploiting these two solutions, an efficient iterative
resource allocation algorithm was proposed. For the multi-user system, with the given phase shift
matrix, the transmit beamforming optimization problem was transformed into an SOCP, which
was efficiently solved by the interior point method. For the given transmit beamforming matrix,
the IRS phase shift matrix was optimized by leveraging the SDR technique. Then, an efficient
iterative algorithm was also proposed. Simulation results demonstrated that with the deployment
of IRS, significant throughput can be achieved over the case without IRS. Furthermore, the
proposed JP-CoMP design significantly outperforms the CS/CB-CoMP design in terms of max-
min rate. The results in this paper can be further extended by considering multiple IRSs,
frequency-selective channel model, imperfect CSI, etc., which will be left as future work.
APPENDIX A
PROOF OF THEOREM 1
We prove the theorem by examing the Karush-Kuhn-Tucker (KKT) conditions of both (P)
and (P1). We first show that the KKT conditions of problem (P) is the same as that of (P1).
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To start with, the Lagrangian function associated with constraint (10) of (P1) is given by
L (Wn,k, θm, R,Uk,Qk, λk) = R +
K∑
k=1
λk (ln |Qk| − Tr (QkEk) + d−R) , (56)
where λk ≥ 0, ∀k, is the dual variable corresponding to constraint (10). According to [34], all
the locally optimal solutions (including the globally optimal solutions) must satisfy the KKT
conditions. Specifically, by setting the first-order derivative of L with respect to variables Qk
and Uk to zero, we have
∇QkL (Wn,k, θm, R,Uk,Qk, λk) = 0, (57)
and
∇UkL (Wn,k, θm, R,Uk,Qk, λk) = 0, (58)
respectively. Based on (57) and (58), the optimal solutions Qoptk and U
opt
k can be derived as
Qoptk = E
−1
k , (59)
and
Uoptk =
(
H¯k
(
K∑
j=1
WjW
H
j
)
H¯Hk + σ
2INr
)−1
H¯kWk. (60)
Substituting (60) into (9), the minimum MSE (MMSE) matrix is given by
Emmsek = Id −WHk H¯Hk J−1k H¯kWk, (61)
where Jk =
(
H¯k
(
K∑
j=1
WjW
H
j
)
H¯Hk + σ
2INr
)
. Then, substituting (59) and (60) into (56), we
arrive at
L (Wn,k, θm, R, λk) = R +
K∑
k=1
λk
(
ln
∣∣(Emmsek )−1∣∣−R) . (62)
Using the Duncan-Guttman formula (A−UD−1V)−1 = A−1 + A−1U(D−VA−1U)−1VA−1
[35], we can rewrite (62) as
L (Wn,k, θm, R, λk) = R +
K∑
k=1
λk
(
ln
∣∣INr + H¯kWkWHk H¯Hk F−1k ∣∣−R) . (63)
It can be seen that (63) is also a Lagrangian function of (P) provided that λk is the Lagrangian
multipliers for constraint (5). This indicates that problems (P) and (P1) have the same optimal
primal solution, which thus completes the proof of Theorem 1.
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APPENDIX B
PROOF OF THEOREM 2
With the identity Tr (AB) = (vec (A))Hvec (B) [35], we have ‖Wn,k‖2F = Tr
(
WHn,kWn,k
)
=
(vec (Wn,k))
Hvec (Wn,k). Therefore, we can rewrite (6) as
‖ηn‖2 ≤
√
Pmax,∀n, (64)
where ηn is given by
ηn =
[
(vec (Wn,1))
H , · · · , (vec (Wn,K))H
]H
. (65)
For constraint (10), we first rewrite Ek in (9) as
Ek =
(
UHk H¯kWk − I
) (
UHk H¯kWk − I
)H
+ UHk H¯k
(
K∑
j 6=k
WjW
H
j
)
H¯Hk Uk + σ
2UHk Uk. (66)
Substituting (66) into (10), we have
‖ωk‖2 ≤
√
ln |Qk|+ d−R− σ2Tr (QkUHk Uk),∀k, (67)
where ωk is given by
ωk =
[(
vec
(
WH1 H¯
H
k UkQ
1/2
k
))H
, · · · ,
(
vec
(
WHk H¯
H
k UkQ
1/2
k −Q1/2k
))H
,
· · · ,
(
vec
(
WHKH¯
H
k UkQ
1/2
k
))H]H
. (68)
This completes the proof of Theorem 2.
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