Introduction
This paper is concerned with the analysis of the Weighted Energy-Dissipation (WED) functional I ε : L p (0, T ; V ) → (−∞, ∞] given by
Here, t ∈ [0, T ] → u(t) ∈ V is a given trajectory in a uniformly convex Banach space V , u is the time derivative, p ∈ [2, ∞), ψ, φ : V → (−∞, ∞] are convex functionals, and ψ has p-growth.
The WED functional arises as a new tool in order to possibly reformulate dissipative evolution problems in a variational fashion. In particular, minimizers u ε of the WED functional I ε taking a given initial value u ε (0) = u 0 are expected to converge as ε → 0 to solutions of the doubly nonlinear Cauchy problem ∂ψ(u (t)) + ∂φ(u(t)) 0, 0 < t < T, u(0) = u 0 (1. 1) (here ∂ is the subdifferential, see §2.1). The differential problem (1. 1) expresses a balance between the system of conservative actions modeled by the gradient ∂φ of the energy φ and that of dissipative actions described by the gradient ∂ψ of the dissipation ψ. This in particular motivates the terminology WED as the energy φ and dissipation ψ appear in I ε along with the parameter 1/ε and the exponentially decaying weight t → exp(−t/ε).
The doubly nonlinear dissipative relation (1. 1) is extremely general and stands as a paradigm for dissipative evolution. Indeed, let us remark that the formulation (1. 1) includes the case of gradient flows, which corresponds to the choice of a quadratic dissipation ψ. Consequently, the interest in providing a variational approach to (1. 1) is evident, for it would pave the way to the application of general methods of the Calculus of Variations to a variety of nonlinear dissipative evolution problems.
This perspective has recently attracted attention and, particularly, the WED formalism has already been matter of consideration. At first, the WED functional approach has been addressed by Mielke & Ortiz [19] in the rate-independent case, namely for a positively 1-homogeneous dissipation ψ (p = 1). By requiring the compactness of sublevels for φ, in [19] it is checked that the limit ε → 0 can be rigorously performed and minimizers of the WED functionals converge to suitably weak solutions of the corresponding limiting problem. These results are then extended and combined with time-discretization in [21] .
Out of the rate-independent realm, the only available results for the WED functionals are for the gradient flow case p = 2 (particularly ψ(·) = | · | 2 /2). In [10] Conti & Ortiz provide two concrete examples of nontrivial relaxations of WED functionals connected with applications in Mechanics. In particular, they show the possibility of tackling via the WED functional approach some specific micro-structure evolution problem and the respective scaling analysis. The general gradient flow case is addressed in [22] where the limit ε → 0 is checked and the analysis is combined with time-discretization. In this case, the convexity of φ plays a crucial role and no compactness is assumed. Finally, the relaxation of the WED functional related to the evolution by mean curvature of cartesian surfaces is addressed in [27] .
Our focus here is on more general cases p ∈ [2, ∞) instead. By assuming p-growth and differentiability for ψ and some growth restriction and the compactness of the sublevels for φ we are able to prove that minimizers u ε of I ε converge to a solution of (1. 1) (paper [2] contains another result in this direction under a different assumption frame).
The limit ε → 0 is clearly the crucial issue for the WED theory and it is usually referred to as the causal limit. This name is suggested by the facts that the EulerLagrange equation for I ε turns out to be elliptic-in-time (hence non-causal) and that the causality of the limiting problem (1. 1) is restored as ε → 0. More precisely, let X be a second reflexive Banach space which is densely and compactly embedded in V . Then, we shall prove that the Euler-Lagrange equation for I ε under the constraint u ε (0) = u 0 reads ( 1. 6) Note that the existence of global solutions for (1. 5)-(1. 6) was proved by Colli [9] in our very functional setting and it is hence out of question here. Instead, we concentrate on the possibility of recovering solutions to (1. 5)-(1. 6) via the minimization of the WED functionals I ε and the causal limit ε → 0. To this aim, we shall start from establishing the existence of strong solutions to the Euler-Lagrange system (1. 2)-(1. 4) which, apparently, was never considered before.
A second issue of this paper is the discussion of the functional convergence as h → 0 of a sequence of WED functionals I ε,h in the form
) dt with initial constraints u(0) = u 0,h ∈ D(φ h ) and two sequences of convex functionals
depending on the additional parameter h > 0. We shall provide sufficient conditions under which I ε,h → I ε in the so-called Mosco sense (see Definition 6.1). In particular, our sufficient conditions consist of separate Γ-liminf conditions for ψ h and φ h as well as a suitable joint recovery sequence condition in the same spirit of [20] . The present functional-convergence results are new even in the gradient flow case p = 2.
Before closing this section let us mention that elliptic-in-time regularizations of parabolic problems are classical in the linear case and some results can be found in the monograph by Lions & Magenes [18] . As for the nonlinear case, one has to recall the paper by Ilmanen [16] where the WED is used in order to prove the existence and partial regularity of the so-called Brakke mean curvature flow of varifolds.
Apart from the WED formalism, a number of alternative contributions to other variational formulations to nonlinear evolutionary problems, e.g., Brézis-Ekeland's principle [7, 8] , have been considered in order to characterize entire trajectories as critical points of functionals (see also [5] , [12, 13, 14] , [15] for linear cases, and [24, 25] , [32, 33] , [11] , [28, 29, 30] for nonlinear cases). The advantages of the WED formalism over former variational approaches are that it relies on a true minimization procedure (plus passage to the causal limit) and that it directly applies to doubly nonlinear evolution equations. This is the plan of the paper. Section 2 is devoted to enlist and comment assumptions and present some preliminary facts to be used throughout. In Section 3, we prove the existence of strong solutions of the Euler-Lagrange equation (1. 2)-(1. 4), whereas Section 4 brings to a proof of the coincidence between global minimizers for I ε and strong solutions of the Euler-Lagrange equation. In Section 5, we check for the causal limit ε → 0 and Section 6 is concerned with the functional convergence of the sequence of WED functionals I ε,h as h → 0. A typical example of a doubly nonlinear PDE fitting the current analysis is
with α monotone, non-degenerate, and polynomially growing at ∞. Details on the respective WED functional approach as well as its approximation by functional convergence are presented in Section 7. Eventually, the appendix contains a proof of a technical lemma.
Assumptions and preliminary material

Notation, subdifferential, Gâteaux differential
Let us collect in the following some preliminary material along with relevant notation.
Let ϕ be a proper (i.e., ϕ ≡ ∞), lower semicontinuous and convex functional from a normed space E into (−∞, ∞]. Then the subdifferential operator
; ∂ E ϕ(u) = ∅} and obvious notation for the duality pairing. It is known that ∂ E ϕ is maximal monotone in E × E * ( [6] , [4] ).
The functional ϕ is said to be Gâteaux differentiable at u (resp., in E), if there exists ξ ∈ E * such that
at u (resp., for all u ∈ E). In this case, ξ is called a Gâteaux derivative of ϕ at u and denoted by d E ϕ(u). We can naturally define an operator
Throughout this paper, we denote by A the graph of a possibly multivalued operator
Assumptions
Let V and V * be a uniformly convex Banach space and its dual space with norms | · | V and | · | V * , respectively, and a duality pairing ·, · V and let X be a reflexive Banach space with a norm | · | X and a duality pairing ·, · X such that Let p ∈ [2, ∞) and m ∈ (1, ∞) be fixed, and introduce our basic assumptions:
Note that, by (A2) and the definition of subdifferential, the continuity of ψ in V also follows. Furthermore, we can also verify by (A3) and (A4) that φ X is continuous in X and D(∂ X φ X ) = X. Moreover, from the definition of subdifferential and (A1), it also holds that
Similarly, by (A4), we can also obtain
Finally, let us give a precise definition of WED functionals of our main interest.
with an initial data u 0 ∈ V and a parameter ε > 0. Then we remark that
as the above remarks imply
Coincidence between
The following proposition shows some relationship between ∂ V φ and ∂ X φ X . 
1)
and moreover,
Proof. We first note that
. Thus (2. 1) and (2. 2) hold.
Representation of subdifferentials in
We provide here a result on the possible representation of the subdifferential of an integral functional. This representation turns out to be useful later on. We set V := L p (0, T ; V ) and define the two functionals
Then it is obvious that 
with the domain
We have the following result.
Proposition 2.2 (Identification of A). It holds that
Proof. It can be easily seen that A ⊂ ∂ V I 1 ε . Hence it remains to prove the inverse inclusion.
Since ψ is Gâteaux differentiable in V , the integrand of the right-hand side converges to e −t/ε d V ψ(u (t)), e (t) V for almost every t ∈ (0, T ) as h → 0. Now, we easily compute that
and, by means of (A2), we obtain
Hence, by dominated convergence we deduce that J is Gâteaux differentiable in W and Therefore, since D(J) = W, we find that
Now, from the fact that W ⊂ V and D(I
for any e ∈ W with e(0) = 0. Hence the function
and is such that
Moreover, we can also observe that d V ψ(u (T )) = 0 from the arbitrariness of e(T ) ∈ V . Thus u ∈ D(A) and f = A(u). Consequently, A coincides with
∂ V I 1 ε .
Integration by parts at Lebesgue points in vector spaces
is analogously defined, and its dual space can be identified with
and its dual space can be written by
Then it follows immediately that
In case (t 1 , t 2 ) = (0, T ), we omit (0, T ) in the notation of the norms and the duality pairing. We shall be needing an integration by parts formula in this functional space setting.
Proposition 2.3 (Integration by parts
Then,
and the analogue holds for F 2 . Hence, we have
Thus we obtain (2. 4).
The Euler-Lagrange equation
This section brings to a proof of the existence of strong solutions for the Euler-Lagrange equation (1. 2)-(1. 4) related to the WED functional I ε . Hence, the value of the parameter ε is kept fixed throughout this section. We shall be concerned with the following precise notion of solution. 
The main result of this section is the following.
Theorem 3.3 (Existence of strong solutions). Assume that (A1)-(A4) are all satisfied. For every u 0 ∈ D(φ), the Euler equation (1. 2)-(1. 4) admits a strong solution satisfying
The rest of this section is devoted to a proof of Theorem 3.3. The strategy of the proof is quite classical: we introduce suitable approximating problems by replacing φ with its Yosida approximation φ λ , establish a-priori estimates independently of λ, and finally pass to the limit as λ → 0. For the sake of clarity, we split this proof in subsequent subsections.
Approximating problem
Let us start by introducing the following approximate problems for λ > 0:
where ∂ V φ λ is the Yosida approximation of ∂ V φ. Here we recall that ∂ V φ λ coincides with the subdifferential operator of the Moreau-Yosida regularization φ λ of φ given by
where J λ is the resolvent for ∂ V φ (see [4] for more details). We also recall by definition that
where F V : V → V * denotes the duality mapping between V and V * . Then, a strong solution u ε,λ of (3. 9)-(3. 12) on [0, T ] will be obtained as a global minimizer for the functional
More precisely, we have the following.
Lemma 3.4 ( Solvability of the approximating problem).
For each ε, λ > 0, the functional I ε,λ admits a global minimizer u ε,λ on V. Moreover, u ε,λ is a strong solution of (3. 9)-(3. 12) and
Proof. We observe that I ε,λ is proper, lower semicontinuous and convex in V. Moreover, I ε,λ is coercive in V by (A1), i.e.,
Hence, I ε,λ admits a (global) minimizer u ε,λ for each λ > 0.
We now define the functional
Note that, as p ≥ 2, we have
is maximal monotone in V × V * , and therefore
ε coincides with the operator A. Moreover, we can verify in a standard way (see, e.g., [17] 
Therefore, the assertion follows from global minimality, namely 
A priori estimates
From here on we simply write u λ , ξ λ , η λ instead of u ε,λ , ξ ε,λ , η ε,λ , respectively. Testing relation (3. 9) on u λ (t) and integrating over (0, T ), we have
We now use the Neumann boundary condition (3. 12) in order to get
Note that this calculation is presently just formal, for u need not to belong to W 2,p (0, T ; V ). This procedure can however be rigorously justified and we have collected some detail in Lemma 7.3. Moreover, the following holds as well
where the set L λ is defined by
By using relation (3. 15) we have
Hence, by relation (A1) , one obtains
and
Here, we have used assumption (A2) and the fact that |J λ u| V ≤ C(|u| V + 1) for all u ∈ V and λ > 0 (see [6] , [4] ). Hence, by testing equation (3. 9) on u λ (t) and integrating over (0, t) we obtain by (3. 16)
As the set L λ has full Lebesgue measure, i.e., the measure of (0, T ) \ L λ is zero, by integrating both sides over (0, T ) again, we deduce that
Finally, from the above estimates we obtain
, it follows from assumptions (A3) and (A4) that
Eventually, a comparison in equation (3. 9) yields
which, in particular, implies sup
Passage to the limit
From the a priori estimates of Subsection 3.2, we have, for some not relabelled subsequences,
and the estimate (3. 5) follows directly from the bound (3. 19).
Note that u λ is equicontinuous in C([0, T ]; V ) with respect to λ from the bound (3. 19) and put v λ (t) := J λ u λ (t) − u λ (t). By (3. 13) and the monotonicity of ∂ V φ, we have
which, together with estimate (3. 20), implies
Hence, the right-hand side goes to zero as h → 0 uniformly for λ > 0. Since V is uniformly convex, thanks to [31] , for each R > 0 there exists a strictly increasing function m R on [0, ∞) such that m R (0) = 0 and
Namely, v λ (·) is equicontinuous in C([0, T ]; V ) for λ > 0, and so is J λ u λ (·). Recalling that X is compactly embedded in V , by Theorem 3 of [26] , we deduce from estimate (3. 23) that
By the integral estimate (3. 22), we have
Therefore, we have u = v and the bound in (3. 20) entails that
with an arbitrary q ∈ [1, ∞). Hence, the strong convergences (3. 32) and (3. 33) yield ∞ for a.a. t ∈ (0, T ) , and for such t ∈ (0, T ) we can take a subsequence λ t n → 0 (possibly depending on t) such that
We shall now check for the almost everywhere relations
Let us start from the former. Define the subset L ⊂ (0, T ) by
t is a Lebesgue point of the function t → ξ(t), u(t) V , and for any sequence λ n → 0, there exists a subsequence
Note that the convergences (3. 35) and (3. 37) entail that L has full Lebesgue measure. For arbitrary t 1 , t 2 ∈ L with t 1 ≤ t 2 , we have
On the other hand, from equation (3. 9) it follows that
(note that (3. 38)-(3. 40) also hold for any
By the definition of L,
with a subsequence λ n → 0 (possibly depending on t 1 , t 2 ). By a standard argument for monotone operators, it follows from the weak convergences (3. 26) and (3. 28) that lim inf
(it also follows for any t 1 , t 2 ∈ [0, T ] with t 1 ≤ t 2 ).
Combining these facts and using Proposition 2.3, we deduce that
By exploiting the maximal monotonicity of ∂ X φ X in X ×X * (see also Lemma 1.2 of [6] and Proposition 1.1 of [17] ), we conclude that η(t) belongs to ∂ X φ X (u(t)) for a.a. t ∈ (t 1 , t 2 ). It also follows that
Moreover, from the arbitrariness of t 1 , t 2 ∈ L and the fact that (0, T ) \ L is negligible, we also conclude that η(t) ∈ ∂ X φ X (u(t)) for a.a. t ∈ (0, T ).
Here let us prove the energy inequality (3. 7). Test η λ (t) on u λ (t) and integrate over (0, T ). We have
Therefore, we obtain
which leads us to estimate (3. 7).
Let us next check that ξ(·) = d V ψ(u (·)) almost everywhere. Let t 1 , t 2 ∈ L be again fixed and consider the same sequence λ n as before. For notational simplicity, λ n will be denoted by λ. We have
Hence by convergences (3. 41), (3. 43), and Proposition 2.3, for λ n → 0 we have
Thanks to the demiclosedness of the maximal monotone operator
and Proposition 1.1 of [17] , ξ(t) coincides with d V ψ(u (t)) for a.a. t ∈ (0, T ), and moreover,
(3. 45)
As in (3. 21), we can derive by (3. 32) and (3. 45) that
, we obtain (3. 6).
By the weak lower semicontinuity of φ in V , it follows from convergence (3. 34) that
Hence combining (3. 17) with (3. 42), we can derive (3. 8). This completes a proof of Theorem 3.3.
Minimizers of WED functionals
In this short section, we are concerned with the existence and characterization of minimizers of the WED functional I ε in V := L p (0, T ; V ). Our aim is to prove that every minimizer u ε of I ε coincides with a strong solution of (1. 2)-(1. 4) which is a limit of global minimizers u ε,λ for I ε,λ as λ → 0, provided that either ψ or φ is strictly convex.
Let us start by defining the minimizers of I ε as follows.
Definition 4.1 (Minimizer). A function u ∈ V is said to be a minimizer of
The main result of this section is the following. Our proof of this theorem is divided into the following two lemmas. Proof. By Lemma 3.4, we have obtained a global minimizer u ε,λ ∈ V of I ε,λ , namely,
By passing to the limit as λ → 0 and using dominated convergence, we get
Moreover, by the weak lower semicontinuity of I 1 ε , I 2 ε in V, we also deduce from the convergences (3. 26) and (3. 32) that lim inf
Lemma 4.4 (Minimizers are unique). Suppose that either ψ or φ is strictly convex in V .
Then, for each ε > 0, I ε admits a unique minimizer.
Proof. In both cases the functional I ε turns out to be strictly convex in V and the assertion follows.
The causal limit
In this section we ascertain the fundamental issue of the WED approach. Namely, we prove that the minimizers u ε of the WED functionals I ε converge as ε → 0. Our main result is the following.
Theorem 5.1 (Causal limit). Assume (A1)-(A4) and that either ψ or φ is strictly convex. Let u 0 ∈ D(φ) and let u ε be a minimizer of
Then, there exist a sequence ε n → 0 and a limit u such that
and u is a strong solution of (1. 5)-(1. 6).
Proof. For each ε > 0, let u ε be the unique minimizer of I ε on V. By Theorem 4.2, u ε is a strong solution of (1. 2)-(1. 4) satisfying estimates (3. 5)-(3. 8).
Since u ε (0) = u 0 , it follows from estimate (3. 5) that
Furthermore, by assumption (A2),
Hence, by taking a suitable (non relabelled) sequence ε → 0,
Combining the bounds (3. 6), (3. 5), and (5. 2), we deduce from assumption (A3) that
Hence, one has
Moreover, it classically follows from estimates (3. 5) and (5. 5) that
which also implies
and u(0) = u 0 .
By assumption (A4) together with the bounds in (5. 1) and (5. 5), we have
By using the equation (1. 2) along with the estimates (5. 2) and (5. 7), we find that
Moreover, for each v ∈ X, it follows from the final condition (1. 4) and the latter convergence that
which leads us to
We next claim that η(t) ∈ ∂ X φ X (u(t)) for almost all t ∈ (0, T ). Indeed, by estimate (3. 7),
Hence, we have lim sup
Therefore, by using the demiclosedness of the maximal monotone operator
by Proposition 2.1, we have η(t) ∈ ∂ V φ(u(t)) for almost every t ∈ (0, T ).
Let us now check that ξ(t) = d V ψ(u (t)) for almost every t ∈ (0, T ). By passing to the lim sup as ε → 0 into estimate (3. 8) with the aid of the strong convergence (5. 6) and the lower semicontinuity of φ in the weak topology of V , we obtain lim sup
Thus, we have ξ(t) = d V ψ(u (t)) for almost every t ∈ (0, T ). Consequently, u solves the limiting problem (1. 5)-(1. 6) on [0, T ].
Remark 5.2.
If one is interested in proving the convergence of strong solutions u ε of (1. 2)-(1. 4) satisfying energy inequalities (3. 5)-(3. 8) as ε → 0 to a strong solution of (1. 5)-(1. 6), the strict convexity of φ and ψ need not be assumed
Mosco-convergence of WED functionals
We shall prepare here some convergence result for sequences of WED functionals at fixed level ε. In particular, we present sufficient conditions for the convergence as h → ∞ of the sequence of WED functionals I ε,h given by
Throughout this section, we assume with no further specific mention that the functionals ψ h and φ h fulfill the general assumptions (A1)-(A4) with constants independent of h. In particular, by letting
we easily check that I ε,h are bounded from below in Z uniformly for h ∈ N. Hence, the global minimizers u h of I ε,h are bounded in Z for all h ∈ N.
Let us now make precise our notion of functional convergence in the following. 
(ii) (Existence of recovery sequences) For every u ∈ Z and sequence
Note that Mosco-convergence is classical (see [3] , [23] ), and corresponds to the usual notion of Γ-convergence with respect to both the strong and the weak topology in Z. Mosco-convergence of the driving functionals arises as the natural requirement in order to deduce the convergence of the related differential problems (see [3, Thm. 3 .74(2), p. 388] for gradient flows and [28, Lemma 7.1] for doubly nonlinear evolutions).
Our sufficient conditions for Mosco-convergence are stated in the following.
(H0) ( Separability of spaces) V and X are separable.
(H3) (Existence of joint recovery sequences for φ h and ψ h in X) Let (k h ) be a sequence in N such that k h → ∞. Let (u h ) be a sequence in X such that
Then, for every v ∈ X, τ > 0, there exists a sequence (v τ,h ) in X such that
The reader should notice that we are not requiring for the separate functional convergence φ h → ψ and φ h → φ here (Γ-or Mosco-). In particular, our proof makes a crucial use of the possibility of finding a joint recovery sequence as of assumption (H3). Let us comment that the occurrence of such joint condition is not at all unexpected. Indeed, a similar joint recovery condition has been proved to be necessary and sufficient for passing to the limit in sequences of rate-independent evolution problems in an energetic form in [20] , namely for p = 1. Moreover, let us note that in case p = 2, the concrete construction of an analogous joint recovery sequence is at the basis of the relaxation proof in [10] .
The main result of this section is stated as follows.
Theorem 6.2 (Mosco-convergence of I ε,h ). Assume (H0)-(H4). Then, the functionals
We shall provide a proof of this theorem in the next subsection. Still, let us first point out a corollary, whose immediate proof is omitted. 
Proof of Theorem 6.2
We provide here a proof of Theorem 6.2 by establishing conditions (i) and (ii) of Definition 6.1. Condition (ii) of Definition 6.1 is proved in a smooth case first and then generalized.
Liminf inequality
By using Corollary 4.4 of [28] , we can derive from (H0)-(H2) that
Then we can take a subsequence (k h ) of (h) such that u k h → u strongly in C([0, T ]; V ) by the compact embedding X → V , and therefore, u(0) = u 0 by (H4). It follows that lim inf
Thus the Liminf condition (i) follows.
Recovery sequence for
Let us next prove the existence of recovery sequences of u ∈ D(I ε ) for I ε,h . We first treat the case that u ∈ C 1 ([0, T ]; X) and u(0) = u 0 , which also leads us to u ∈ D(I ε ). Our recovery sequence will be constructed from an approximation of u. Let N ∈ N be fixed and set τ := T /N , u 
where
Now, we find that
Since φ is convex, letting η(t) ∈ ∂ X φ X (u(t)) andη τ (t) ∈ ∂ X φ X (ū τ (t)), we can exploit (A4) and convergence (6. 2) in order to check that 
), we use (A2) and convergence (6. 1) in such a way that
Thus, we observe that I 3,τ = o(1; τ → 0), and therefore
For τ > 0, let us define a difference operator δ τ by
Then I 1,τ can be written as follows:
Then by (H3) and (H4), we can take a sequence (u
Hence iterating this process (N − 1) times, we can further obtain (u
Define the piecewise linear interpolantû τ,h ∈ D(I ε,h ) and the piecewise forward constant interpolantū τ,h ∈ L ∞ (0, T ; X) as above and, by convergence (6. 5), we get
Therefore, for each τ > 0 we can choose h τ ∈ N such that
Combining this fact with convergence (6. 1), we also deduce that
As for the convergence of I ε,k h (û τ,h ), we calculate
Then, by the above-stated convergences (6. 6) and (6. 4),
Hence, it remains to handle I 2,τ,h .
From the convexity of φ h ,
) .
Here, again by (6. 6), we get
by assumption (A4) and the strong convergence (6. 2), we obtain
Along these very same lines, it is possible to deduce an analogous estimate from below and we conclude that
Combining now the latter with the convergence (6. 9) and the decomposition (6. 8), we deduce that
Hence, for each τ > 0 we can extract a sequence h τ ∈ N such that
Thus, one has lim sup
Recovery sequence for general u
Let us now discuss the general case u ∈ D(I ε ), i.e., u ∈ Z and u(0)
By using a standard mollification argument, we can construct
By virtue of assumptions (A2) and (A4), the functions u → J(u) and
, respectively ( see Subsection 2.4). Hence, by relabeling the sequence (w n ) and using the continuity of φ X and ψ in X and V , respectively, we can say
Now, by the above-proved existence of a recovery sequence in the smooth case, for each n ∈ N, we can take a subsequence (k n h ) of (k h ) and a sequence (u
Finally, by using a diagonal argument, we can choose a sequence (u n ) in Z and subsequence (k n ) of (k h ) such that
Consequently, the recovery sequence condition (ii) of Definition 6.1 holds.
Applications
In this section, we present doubly nonlinear problems and apply the above-detailed abstract theory to them. Let Ω be a bounded domain of R N with smooth boundary ∂Ω. We start with the following doubly nonlinear parabolic equation (DNP):
in Ω, (7. 3) where α : R → R and ∆ a m is the so-called m-Laplace operator with a coefficient function a : Ω → R given by
Here we assume that
(Ω) and a 1 ≤ a(x) ≤ a 2 for a.e. x ∈ Ω with some a 1 , a 2 > 0.
(a2) α is maximal monotone in R. Moreover, there exist p ∈ [2, ∞) and constants C 5 , C 6 > 0 such that
Note that α is continuous in R by (a2).
In order to recast (DNP) into an abstract Cauchy problem, we set
(Ω) and define two functionals ψ, φ :
Then, by the Rellich-Kondrachov compact embedding theorem, we observe that X → V compactly. We find that ψ is of class C 1 in V and d V ψ(u) = α(u). In particular, the bounds in (A1) and (A2) immediately follow from (a2). Furthermore, φ X is of class C 1 in X, and ∂ X φ X (u) = −∆ a m u equipped with the boundary condition u| ∂Ω = 0, and conditions (A3) and (A4) hold. Thus, (DNP) is reduced into the abstract doubly nonlinear problem (1. 5)-(1. 6). The existence of strong solutions of such a problem has been already discussed in [9] .
Our current interest lies in the elliptic regularizations (ER) ε of (DNP) of the form:
in Ω × (0, T ), (7. 4) u = 0 on ∂Ω × (0, T ), (7. 5) u(·, 0) = u 0 in Ω, (7. 6) α(u(·, T )) = 0
in Ω (7. 7)
for ε > 0. By applying our abstract theory, in particular, Theorems 3.3, 4.2 and 5.1, we have Furthermore, u εn converges to a strong solution u of (DNP) in the following sense:
along with some sequence ε n → 0.
We next consider the following sequence of doubly nonlinear problems (DNP) h for h ∈ N: in Ω, (7. 13) α h (u(·, T )) = 0 in Ω. (7. 14) Then, the same conclusions as in Theorem 7.1 hold also for (DNP) h and (ER) ε,h and the corresponding WED functionals given by Finally, let us discuss the Mosco-convergence of I ε,h under the following assumptions.
(h1) Condition (a1) holds with functions a and u 0 replaced by a h and u 0,h , respectively, and the respective constants independent of h. Moreover, a h (x) → a(x) for a.e. x ∈ Ω and u 0,h → u 0 strongly in W Proof. Let us check (H0)-(H4) for I ε,h as h → ∞. As in [1] , by using standard facts in [3] , one can check (H1), (H2) and (H4) from (h1) and (h2). So it remains to prove (H3). Let (k h ) be a sequence in N such that k h → ∞. Let u ∈ X and u h ∈ X be such that u h → u strongly in X and φ k h (u h ) → φ(u) as h → ∞. Let v ∈ X and τ > 0 be fixed. Set
Here we claim that A k h (s) → A(s) as h → ∞ for all s ∈ R. Indeed, by (ii) of (h2), for any s ∈ R we can take a sequence s h → s such that A k h (s h ) → A(s) as h → ∞. Hence by (a2) for α h with C 6 independent of h, we have Indeed, for any w ∈ V , it follows that A k h (w(x)) → A(w(x)) for a.e. x ∈ Ω, and moreover, by (a2) for α h with C 6 independent of h, dominated convergence yields ψ k h (w) → ψ(w) as h → ∞. Thus
Moreover, since v h → v strongly in X, it follows from (h1) that
Thus, (H3) holds. Consequently, by Theorem 6.2 and Corollary 6.3, we obtain the desired. Note that the precompactness of global minimizers (u h ) is immediate.
