Indirect routing involves sending messages between Internet end nodes through a specified intermediate node to effect a different end-to-end route than the default "direct" route. Indirect routing offers the potential for significant improvements in throughput performance by exploiting the Internet's richness in throughput diversity. We present a performance analysis of indirect routing, showing that it can result in a 33-49% increase in average throughput performance while incurring low overhead.
INTRODUCTION
As the Internet grows, the number of possible paths for Internet traffic between end hosts continues to increase. Given this, we explore the potential for improving end-to-end throughput performance through the use of "indirect" paths during periods of poor performance on the "direct" or default paths. The key is to be able to take advantage of throughput diversity, i.e., that there are different paths possessing varying levels of available throughput over time. The overall goal is to find the path with the greatest available throughput at any particular point in time.
There have already been various studies that suggest that routing through indirect paths holds potential for performance improvements [3, 7] . Many of these studies have been limited to synthetic measurements of indirect path metrics. There have also been studies that have shown the power of indirect routing in terms of resiliency as well as delay performance [1, 2, 4, 5, 12] .
In this paper, we focus on the potential for throughput performance improvement as a result of indirect routing. We show that throughput diversity does 1-4244-0910-1/07/$20.00 c 2007 IEEE indeed exist, and that it can be exploited, at least for large data transfers (at least multiple megabytes). We conducted an empirical study of indirect routing using PlanetLab as a test-bed. The results show that indirect routing is worth doing 45% of the time, leading to a 33-49% average improvement (increase) in throughput performance, especially for situations where the average throughput of the end-to-end direct route is in the range of 1-3 Mbps. Furthermore, these improvements come at a reasonably low cost with respect to overhead and penalties.
The paper is organized as follows. We describe our methodology in Section II, results in Section III, how to select intermediate nodes in Section IV, related work in Section V, and conclusions in Section VI.
METHODOLOGY

Measurement Framework
For convenience, we use HTTP and its support for partial transfers and proxies to test the potential for indirect routing. An experiment consists of the following steps. A client downloads content of known size from a Web server by sending it an HTTP request. It may use either the "direct" path, in which case the download happens via a single end-to-end TCP connection between the client and the server. Alternatively, it may use an "indirect" path, in which case there is an intermediate overlay node interposed between the client and the server using a proxy.
A key issue is how the client determines whether to use the direct or indirect path, and, if using the indirect path, from which intermediate node of multiple candidates to choose. Central to this decision is how well the client is able to predict the rate of a long-lived TCP transfer using a particular path. A simple solution is to initially download a small amount of data over both the direct and indirect paths, and to use the measured throughputs as predictors of the throughputs for the entire download; whichever path has the higher initial throughput is selected.
The HTTP range request option provides a convenient mechanism to implement this strategy. The client sends a range request for the first x bytes of an nbyte file through both the direct path to the server, and an indirect path (a single one for simplicity; later we consider multiple paths) to an intermediate node which then also forwards the request to the server. Upon reception of these requests, the server responds by sending the first x bytes back to the client via both paths. If the client receives the requested data completely through the indirect path first, it will then request the remaining n-x bytes through the indirect path. Had the requested data been received on the direct path first, the client would request the remaining n-x bytes directly.
The value of n varies with the content being requested (i.e., the file size), while x is a strategically chosen value large enough to allow the connection to last beyond and marginalize the initial effects of TCP slow-start, and thus get a good estimate of expected throughput. We experimentally determined that x 1OOKB produces good estimates.
Experimental Deployment
We deployed our measurement framework on the PlanetLab [9] wide-area network test-bed, making use of 21 nodes located in the continental US and 22 international nodes, with no two machines being deployed at the same geographic site. We selected popular Web sites -eBay, Google, Microsoft (MSN), and Yahoo -chosen as representative of Web sites that serve large amounts of traffic, to act as destination server nodes.
We categorize nodes as Low (0-1.5 Mbps), Medium (1.5-3.0 Mbps), or High (> 3.0 Mbps) throughput, based on measured average throughput to the targeted destination Web servers on the direct path. (Note that the IP addresses of each Web server were hard coded into each request so as to ensure the client was communicating with the same Web server each time a request was made.)
We used international nodes as client nodes because they generally fall into the category of Low throughput client nodes. As one might expect, High throughput client nodes do not benefit from indirect routing as much as Low ones, and may even incur severe penalties. We elaborate on this below, where we show quantitatively that Low throughput client nodes stand to gain the most improvement via indirect routing.
We used USA nodes as intermediate nodes because of their superior connectivity to the destination Web servers, all of which are located in the USA, thus increasing the chances that the overlay link between the client and intermediate node will be the bottleneck on the indirect path.
After deploying and activating the forwarding service on each intermediate node, two client processes are started on the client nodes: one that issues requests as would normally be done on the direct path, and the other which does the preliminary download of the first portion and determines whether to use the direct or indirect path. (Here, we present the results of using a single indirect path that we determined a priori to be a good one, though not necessarily the best since it is selected statically; later, we describe results based on dynamically selecting the best indirect path from multiple ones).
Both client processes execute concurrently, performing the same actions: downloading a large file from a particular Web site every 6 minutes for 10 hours (i.e., 100 times). The measurements were taken over a two-month period: April and May of 2005. We determine improvement by comparing the throughput of the "selected" path with that of the direct path. The selected path will be either the indirect or direct path, based on the results of the predictor. Thus, a positive improvement can only result from the indirect path having been chosen. However, choosing the indirect path does not necessarily result in a positive improvement. If the prediction is bad, a negative "improvement" can result.
The Web sites chosen for these experiments are eBay.com, Google.com, Microsoft.com, and Yahoo.com. Requests are not made for files smaller than 2 MB to ensure long-lived TCP transfers.
Indirect routing produces a throughput improvement (i.e., the ratio of the difference between the selected path and the direct path throughputs, to direct path throughput) ranging from 33% to 49% on average, depending on the Web site. For more detailed analysis in the remainder of the paper, we focus on the eBay data set, as it contains a much larger number of data points that correspond to transfers through the indirect path than the other data sets, but is representative of all data sets with respect to the behavior profiles and characteristics observed.
RESULTS
Throughput Improvement Distribution
Throughput improvement is the ratio of the difference between the selected path and the direct path throughputs, to direct path throughput, where the selected path may be either the indirect or direct path. Thus, for example, if utilizing the indirect path doubles the throughput of the direct path of a particular transfer, this will result in an improvement of 100%. If, however, utilizing the indirect path halves the throughput, this is considered a negative improvement of -50%. Fig. 1 shows throughput improvements across all clients. Each data point contributing to the histogram represents a particular client node performing two transfers of a large multi-megabyte file, one through the selected path and the other through the direct path. The average throughput improvement is 49%; the median is 37%. 84% of the data points lie between 0 and 100. Approximately 12% of the points in Fig. 1 are less than 0, corresponding to a negative performance improvement, or penalty. As mentioned above, this can occur if the indirect path is selected because it outperforms the direct path when downloading the initial portion of the file, but not for the transfer of its entirety. In fact, closer inspection of the data shows that these performance penalties correlate to client nodes whose throughputs on the direct path were highly variable. In such cases, it is possible that the indirect path is chosen, but the direct path throughput ultimately becomes much higher for the majority of the transfer.
In fact, by enhancing our collected data with information provided by "traceroute", we observed that these anomalies do in fact occur, but not frequently. That they occur is not surprising; in [11] , He et al. show that the throughput of large TCP transfers is highly dependent on path load and the amount of statistical multiplexing on that path, and that these factors can dynamically change throughout the course of a transfer.
Another situation that can lead to performance penalties is when the indirect and direct paths share a common bottleneck link. In this case, the indirect path will suffer from the same problems as the direct path, and will not be able to deliver superior performance. Even if the indirect path slightly outperforms the direct path, the extra overhead of routing through the indirect path will cause the client to incur a performance penalty.
What is promising, however, is that these situations rarely occur on client nodes whose direct paths have more stable throughputs. After conducting a post-hoc analysis of the data in our workload, we found that the majority of the penalties observed involved clients whose throughputs were high on average, thus having a potential for high variability. Table I shows the results of this analysis. For all clients (clients in all throughput categories: Low, Medium, and High), the fraction of experiments that resulted in penalties was 12%; the average amount of penalty was 290%, with a standard deviation of 706% and a maximum penalty of 3840%. We now consider what happens when filtering out points based on client-observed throughputs. First, if we remove those that correlate to High throughput, this reduces the overall number of observed penalties to 8% of the data set, and drastically reduces the average penalty to 43%. Second, if we remove the data points that correlate to Low and Medium throughput client nodes that also have highly variable direct throughputs, this further reduces the overall number of penalties to 3%, and the average penalty to 12%. This, and other data that will be presented later, suggests that the desired situations for indirect routing are Low and Medium throughput client nodes with low throughput variability on the direct path.
The cumulative improvement distribution shown in Fig. 1 captures the profiles of observed per-client distributions collectively. We present some specific perclient histograms in Fig. 2 ; the separate behaviors of the majority of the client nodes are roughly similar to the cumulative distribution in Fig. 1 , in that most of the percent improvement is somewhere between 0% and 100%, and peaks somewhere near 50% (though not in all cases, as with France). Histograms of throughput improvements for selected clients. Most clients have roughly similar improvement characteristics.
Intermediate Node Correlation
We now consider which intermediate nodes best serve a particular client node, and how the usefulness of these nodes is distributed across clients. We focus on the question of whether there is a particular intermediate node or set of intermediate nodes that are utilized more often than others when they are on the indirect path.
To answer this question, we turn to Table II , which is a compilation of the three most active intermediate nodes in terms of utilization, i.e., the fraction of total transfers when the indirect path was chosen and while using a particular intermediate node. Table II Fig. 3 depicts client improvement vs. direct path throughput on a per intermediate-node basis. These graphs were chosen as being representative of the entire data set.
As can be seen, the trend is that throughput performance improvement decreases as client throughput on the direct path increases. In other words, the lower the client throughput on the direct path, the larger the throughput performance improvement obtained via indirect routing.
One hypothesis as to why client-observed throughput is inversely related to throughput performance improvement is that indirect path throughputs remain fairly constant over time. Thus, improvement decreases as client throughput increases simply because the difference between the two shrinks. Further, for high throughput client nodes, this difference has the potential to become negative and therefore, can result in penalties.
To test this hypothesis, indirect path throughputs were measured over time; each time a client node performed a transfer on the indirect path, throughput was measured. The results are shown in Fig. 4 . Indirect path throughputs do not show any discernable uptrend or downtrend over time. However, there are a few small jumps that do occur, which explain why some penalties occur. As discussed above, penalties mostly result from throughput variability. This variability is not limited to the client node throughput. It may be possible for the direct throughput to be somewhat constant, and for the indirect throughput to exhibit superior performance for the transfer of the first range of content, and then sustain a drop once the decision is made to route through the indirect path. These throughput jumps tend to occur far less frequently on the indirect path than on the direct path. Furthermore, note that throughput variability on the indirect path must be the cause of the remainder of the penalties not filtered by the methods described above since all remaining data points correspond to client nodes with invariable direct throughput.
Indirect Routing Frequencies
We now characterize how often these improvements are achievable, and how often clients, in aggregate, select the indirect path. We define the total utilization of an intermediate node as the number of times an indirect path (using that intermediate node) is actually chosen, divided by the number of times it could have been chosen (over all clients, rather than on a per-client basis as was done for the statistics in Table II) . 
Selection Framework
In the experiments that follow, a client now has the ability to select from multiple intermediate nodes. The set of all possible intermediate nodes is called the full set. For each transfer, a client will use a subset of nodes from the full set from which to choose the actual intermediate node for that transfer. This subset is randomly constructed from the full set using a simple uniform distribution. We will call this subset the random set. We seek to determine how large the random set must be to achieve good performance (or whether, say, using the full set is necessary). 
Results
First, we determine the optimal size of the random set. We also determine whether an intermediate node that is selected more often than others is also more likely to provide higher performance.
One way for a client to determine the best intermediate node from a random set of size n is to perform n preliminary download tests (of the first portion of the downloaded file) and see which produces the best throughput. Since this incurs overhead, the smaller the number n is, the better; and yet, n must be large enough so that the random set offers a selection of intermediate nodes that will result in high throughput. To determine this number, in our tests, we varied the number of intermediate nodes in the random set from 1 to 35. Fig. 6 shows the average throughput improvements for different random set sizes, where each point represents the average throughput improvement over all 720 transfers. The curves for each of three clients level off at about 10 nodes, suggesting that at least for this group Next we investigate how an intermediate node's utilization corresponds to how well it performs, i.e., how much improvement occurs on the indirect path it affects. As mentioned above, for each intermediate node, we maintain the number of times it was selected to be included in the random set, and the number of times it was selected from the random set as the intermediate node to actually be used for a transfer. In this context, we now define an intermediate node's utilization as the ratio of the number of times it is selected for transfer divided by the number of times that it appears in the random set. Table III shows the utilizations and the average throughput improvements relative to the direct path for Duke as the client node (which is illustrative of the others, more on this below). Only those intermediate nodes with non-zero utilizations are shown (22 of 35). For the most part, the nodes that provide the highest throughput are the nodes that are selected the most. Texas was clearly the best intermediate node, and it is indeed chosen at the highest rate. Notice that this correlation is not perfect. For example, Michigan provides more improvement than many other nodes that are utilized more often. This is because the method of estimating overall throughput by sampling the throughput over the first portion of the file is not a perfect way of making decisions.
Finally, and importantly, while the data in Table III is clearly client specific (e.g., a client different from Duke will have other favored intermediate nodes), it is characteristic of what we observed for other clients. In particular, the general pattern that throughput improvement is correlated with utilization seems to hold across clients.
RELATED WORK
Various related works have focused on improved performance through the use of overlay networks. OverQoS [8] is an overlay-based architecture for enhancing the best-effort service of today's Internet. Using a controlled loss virtual link (CLVL) abstraction to bound the loss rate observed by a traffic aggregate, OverQoS can provide a variety of services; the most important relative to our work are statistical throughput guarantees. Guarantees are achieved by statistically bounding the minimum throughput of a bundle (traffic aggregate traveling through a CLVL), offering throughput guarantees to a fraction of OverQoS traffic.
Akella et al. [6] quantify the benefit provided by overlay routing versus BGP with ISP multi-homing route control. The limitations of BGP are often blamed for failures and poor performance of end-to-end transfers, and many studies have shown that these weaknesses can be improved by using overlay routing. Akella et al. show that although overlays do provide better performance, it is not as drastic as previously thought. Overlays are superior when compared with singly homed sites, but sites that use multi-homing only performed slightly worse (5-15% for RTT, 1-10% for throughput). The better performance for overlays comes primarily from their ability to select shorter end-to-end routes because there are a greater number of paths available from which to choose. In our work, we effectively utilize these extra paths to improve throughput performance by means of indirect routing through overlay nodes.
In Bullet [5] , Kostic et al. seek to maximize the amount of throughput delivered to multicast receivers, using an overlay mesh that can deliver fundamentally higher throughput and reliability compared to a typical tree structure. Bullet makes data disjoint and distributes it in a uniform way so that the probability of finding a peer containing missing data is equal for all nodes. To find nodes that may have the disjoint data, they developed an algorithm called RanSub [10] that provides a random subset of nodes in an overlay multicast tree once per epoch by performing two passes through the tree (collect and distribute).
The routing flexibility offered by overlay networks can also be used to improve reliability (availability). In a Resilient Overlay Network (RON) [1] , nodes regularly monitor the quality and availability of paths to each other, and use this information to dynamically select direct or indirect end-to end paths, leading to significantly improved availability of end-to-end paths between the overlay nodes. The Multi-homed Overlay Network [12] (MONET) system improves client availability to Web sites using a combination of link multi-homing and a cooperative overlay network of peer proxies to obtain a diverse collection of paths between clients and websites. MONET masks failures by obtaining and exploring these different end-to-end paths for each HTTP request made by a client, and was empirically shown to avoid 60-94% of observed failures including access link failures, Internet routing problems, persistent path congestion, and DNS failures, with negligible overhead. One-hop source routing [2] attempts to recover from path failures by routing indirectly through a small set of randomly chosen intermediate nodes, and was empirically shown to support recovery from 56% of network failures.
The Detour project [3, 7] shows that path selection in the wide-area Internet is suboptimal from the standpoint of end-to-end latency, packet loss rate, and TCP throughput. Detour is similar to the work presented in this paper in that it shows the benefits of "detouring" packets via a third node by comparing the long-term average properties of detoured paths to Internet chosen paths. Our paper focuses on the instantaneous properties of such detoured paths, and shows that throughput can be improved on a per-transfer basis using a simple, general framework that can be deployed over any network with cooperating nodes.
Andersen et al. [4] note that many routing optimizations that cope with failures, such as overlay networks, are based on an assumption that losses and failures on different network paths are uncorrelated with each other. They show that mesh routing and reactive routing both lower the packet loss rate, and that when both techniques are used together, further improvements are seen, which implies that the two techniques exploit different network properties. They provide many results that show that there is potential for performance-aware indirect routing.
CONCLUSIONS
There is clear evidence that throughput diversity exists in the Internet, and that indirect routing can take advantage of it to improve throughput. In our study, we have characterized the following properties:
Frequency and magnitude ofimprovements
The results show that indirect routing can yield an average performance improvement of 33-49%.
Furthermore, of the times traffic was routed through the indirect path, positive improvement was observed 88% of the time (while 12% of the time there was a negative improvement).
Clients that stand to gain the most Clients whose direct path throughputs are in the lowto-medium range stand to gain the most from indirect routing. These clients typically have less throughput variability on the direct path, route through the indirect path more frequently, and experience more improvement while incurring fewer penalties of smaller magnitude relative to high throughput clients.
Client throughput vs. improvement
As an extension of the previous point, we observed that throughput performance improvement is inversely related to client throughput on the direct path. Therefore, as client throughput on the direct path decreases, relative throughput performance improvement generally increases.
Utilization frequency ofindirectpaths
The average utilization across all intermediate nodes was 45% , showing that selecting the indirect path was significant. Also, the indirect path is used on a consistent basis across client and intermediate nodes, suggesting that the default path may be suboptimal for a significant fraction of time.
Since a positive improvement is observed 88% of the time, and the average amount of time the indirect path is utilized is 45%, we can roughly estimate that throughput diversity can effectively be taken advantage of (to observe positive improvement) approximately 40% of the time for long-lived TCP 
