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Abstract
Let G be a class of graphs and ≤ be a graph containment relation. A splitter
theorem for G under ≤ is a result that claims the existence of a set O of graph
operations such that if G and H are in G and H ≤ G with G 6= H, then there is a
decreasing sequence of graphs from G to H, say G = G0 ≥ G1 ≥ G2 ≥ ... ≥ Gt =
H, all intermediate graphs are in G, and each Gi can be obtained from Gi−1 by
applying a single operation in O.
The classes of graphs that we consider are either 3-regular or 4-regular that have
various connectivity and girth constraints. The graph containment relation we are
going to consider is the immersion relation. It is worth while to point out that, for
3-regular graphs, this relation is equivalent to the topological minor relation. We
will also look for the minimal graphs in each family. By combining these results
with the corresponding splitter theorems, we will have several generating theorems.
In Chapter 4, we investigate 4-regular planar graphs. We will see that planarity
makes the problem more complicated than in the previous cases. In Section 4.5,
we will prove that our results in Chapter 4 are the best possible if we only allow
finitely many graph operations.
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Chapter 1
Introduction
1.1

Introduction

We begin the dissertation by introducing some basic notations and results in graph
theory. All concepts used but not defined in this dissertation can be found in D.
West [25].
A graph G consists of a vertex set V (G) and an edge set E(G) where each edge is
incident with two (possibly equal) vertices called endpoints. In particular, we allow
the empty graph, which has no vertices. If v, w ∈ V (G) are endpoints of an edge e,
then we will write e = vw and say that v and w are adjacent. If two edges e and
f have a common endpoint, we say that e is incident with f or that e and f are
incident. We allow that two or more than two edges have common endpoints. Then
we call these edges, multiple edges. Also we allow edges with identical endpoints,
which are called loops. If a graph G does not contain a loop, then we call G,
loopless. We also call G simple if G is loopless and does not contain any multiple
edges.
An isomorphism from G to H is a bijection f : V (G) → V (H) which preserves
the adjacency of vertices. We say that “G is isomorphic to H,” if there is an
isomorphism from G to H. The proof of the following statement is easy and can
be found in D. West [25].
Theorem 1.1.1. Isomorphism is an equivalence relation.
An isomorphism class of graphs is an equivalence class of graphs under the
isomorphism relation. When discussing the structure of a graph G, we will only
consider a fixed vertex set for G, but our comments apply to every graph isomorphic
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to G. When we define a graph by a picture, the picture is a representative of its
isomorphism class. Also, when we know that two graphs are isomorphic, we often
discuss them using the same name. For this reason, we write G = H instead of
writing “G is isomorphic to H.”
The degree of a vertex v is the number of non-loop edges incident with v plus
twice the number of loops incident with v. The minimum degree of a graph G is
denoted by δ(G) and the maximum degree is ∆(G). A graph G is regular if δ(G)
=∆(G), and G is r-regular if δ(G) = ∆(G) = r. Other authers refer to 3-regular
graphs as cubic graphs. We use e(G) to denote the number of edges in G. Some
authors call Theorem (1.1.2) Handshaking Lemma. It implies that there is no graph
having an odd number of vertices of odd degrees. We can find a proof of (1.1.2) in
D. West [25].
Theorem 1.1.2. If G is a graph with vertex degrees d1 , d2 , ..., dn , and e(G) edges,
P
then ni=1 di = 2e(G).
A subgraph of a graph G is a graph H such that V (H) ⊆ V (G) and E(H) ⊆
E(G). When we say “H is a subgraph of G,” we mean that H is isomorphic to
a subgraph of G. If H is a subgraph of G and G 6= H, then we call H a proper
subgraph of G. A subgraph H is called a spanning subgraph if V (H) = V (G). An
induced subgraph of G is a subgraph H such that every edge of G contained in
V (H) belongs to E(H). If H is an induced subgraph of G with a vertex set X,
then we write H = G[X] and say that H is the subgraph of G “induced by X.”
To delete a vertex v ∈ V (G) from G, delete v together with the edges incident
with v; we denote the resulting graph by G−v. When X is a subset of V (G), deleting
vertex set X from G, denoted by G − X, is defined by G[X], where X = V (G) − X.
Note that each induced subgraph H of G can be written as G − (V (G) − V (H)).
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To delete an edge e ∈ G from G, delete e from E(G). Let T be an edge or a
subset of E(G). Then deleting T from G results in a graph obtained from G by
eliminating T from E(G), which is denoted by G\T .
To contract an edge e ∈ G, replace both endpoints of e by a single vertex whose
incident edges are all edges that were incident to the endpoints of e, except e
itself. We denote the resulting graph by G/e. Visually, we think of contracting e as
shrinking e to a single point. Contracting a set of edges T ⊆ E(G) will be denoted
by G/T .
A complete graph is a simple graph in which every pair of vertices forms an
edge. We use Kn to denote a complete graph with n vertices, based on isomorphism
classes (see (1.1.1)). In the following chapters, K4 and K5 play very important roles.
Figure 1.1 shows two different drawings of K4 and Figure 1.2 shows a drawing of
K5 .






 


 

 


 




 

FIGURE 1.1. Two drawings of K4 .

 

 


 


 


 

FIGURE 1.2. A drawing of K5 .

An independent set in a graph G is a vertex set X ⊆ V (G) such that the
induced subgraph G[X] has no edges. A graph is bipartite if its vertex set can be
partitioned into two (possibly empty) independent sets. A complete bipartite graph
is a bipartite graph in which the edge set consists of all pairs having a vertex from
3

each of the two independent sets in the vertex set partition. We use Kl,m to denote
the complete bipartite graph with partite sets of sizes l and m. In Figure 1.3 there
are two different drawings of K3,3 .



 



 


 




 


 




 


 


 

 

FIGURE 1.3. Two drawings of K3,3 .

A walk of length k is a sequence v0 , e1 , v1 , e2 , ..., vk−1 , ek , vk of vertices and edges
such that ei = vi−1 vi is an edge for all i. A walk is odd or even if its length is odd
or even, respectively. A trail is a walk with no repeated edge. A path is a walk with
no repeated vertex. A vw-walk is a walk with first vertex v and last vertex w; these
are its endpoints, and it is closed if v =w. A cycle is a closed trail of length at least
one in which “first = last” is the only vertex repetition. We view closed walks and
cycles as cyclic arrangements that can start at any vertex in the sequence. A loop
is a cycle of length one. Every multiple edge is contained in a cycle of length two.
The girth of G, denoted by g(G), is the length of a shortest cycle in G. A graph G
is simple if and only if g(G) ≥ 3.
The proofs of the following two statements, (1.1.3) and (1.1.4), are easy and can
be found in D. West [25].
Theorem 1.1.3. A graph is bipartite if and only if it has no odd cycles.
Lemma 1.1.4. Every closed odd walk contains an odd cycle.
For vertex sets X, Y ⊆ V (G), let E(X, Y ) be the set of all edges xy in G with
x ∈ X and y ∈ Y . We will use the following statement (1.1.5) in Section 4.5.
Lemma 1.1.5. Let C be an odd cycle of graph G. If (X, Y ) is a partition of V (G),
then E(C) must contain odd number of edges in E(G[X]) ∪ E(G[Y ]).
4

Proof. Note that we can partition E(G) into three sets, E(G[X]), E(G[Y ]), and
E(X, Y ). There are two cases: E(C) contains no edge of E(X, Y ) or E(C) does.
In the first case, (1.1.5) holds trivially. In the second case, E(C) must contain an
even number of edges in E(X, Y ) because C is closed. Then, (1.1.5) holds.
In the rest of this section, we define four special graphs.




 


 

FIGURE 1.4. Drawings of K2L and 2L.

The first two, K2L and 2L, are shown in Figure 1.4. The other two graphs are
3K2 and 4K2 which consist of two vertices, say v and w, and of three and four
multiple edges incident with v and w, respectively. Also, 3K2 and 4K2 are called
3-linkage and 4-linkage by some authors (see [24]). Moreover, 3K2 is called theta
graph and denoted by θ in some papers (see [14]). However, note that the term
theta graph and the symbol θ are used for a union of three internally disjoint paths
with common ends (see [24]).

1.2

Connectivity and Girth

Connectivity is an important concept in graph theory and is strongly related to
girth. We will focus on these properties in this dissertation. We will prove theorems
for different connectivities and girths.
A graph G is connected if it has a vw-path for each pair v, w ∈ V (G). Otherwise,
we say that G is disconnected. The components of a graph G are its maximal
connected subgraphs.
In this paper, we will consider two types of connectivity: vertex connectivity
and edge-connectivity. Here, if we use just “connectivity”, then we mean vertex
connectivity.
5

There are well-known variants on the definitions of “k-connected” and “connectivity k” (see [23] and [26]). Roughly speaking, G is k-connected if G is connected
and it can not be disconnected by deleting fewer than k vertices. This rough definition fails when G is a complete graph or can be obtained from a complete graph
by adding edges because this case never produces a disconnected graph.
If G is connected and deleting a set of vertices from G results in a disconnected
graph, then the set is called a vertex cut. If a vertex cut consists of one vertex v,
then v is a cut vertex.
The connectivity of a graph G, denoted by κ(G) is defined as follows.
(1) κ(G) = 0 if G is not connected.
(2) κ(3K2 ) = 2.
(3) κ(G) = |V (G)| − 1 if G 6= 3K2 and G contains a spanning complete graph.
(4) κ(G) = j if G is connected, has a pair of non-adjacent vertices and j is the
smallest integer such that G has a j-element vertex cut.
Note that connectivity is not affected by adding or deleting loops and multiple
edges except 3K2 , whenever it does not change the number of components. If k is
a positive integer, then G is k-connected if k ≤ κ(G).
Compared to a definition of vertex connectivity, the definition of edge-connectivity
is straightforward. For a positive integer k, a graph G is k-edge connected if it is
connected and can not be disconnected by deleting fewer than k edges. We define
G to be 0-edge connected if G is not connected. This definition is clear except for
a graph having only one vertex. Since we study 3-regular and 4-regular graphs in
this dissertation, it occurs only when the graph is 2L.
An edge-cut is an edge set of the form E(X, X), where X is a non-empty proper
subset of V (G) and X = V (G) − X. We define an edge-cut to be the empty set if
G is not connected. If the size of an edge-cut is k(≥ 0), then we call the edge-cut
6

a k-edge-cut. We also call a cut edge if k = 1. If every vertex of G has an even
degree, then it follows from (1.1.2) that there is no odd edge-cut. This is a simple
fact and very useful, especially when G is 4-regular in this paper. We state this as
Lemma (1.2.1).
Lemma 1.2.1. Every 4-regular graph does not contain an odd edge-cut.
Lemma (1.2.1) implies that every 1-edge connected 4-regular graph is 2-edge
connected. Since 2L is connected (and hence 1-edge connected), it is natural for
us to define it to be 2-edge connected.
The edge-connectivity of G, denoted by κ0 (G), is the maximum k such that
G is k-edge connected. We define κ0 (2L) = 2. Except in this special case, edgeconnectivity is unaffected by adding or deleting loops, whenever it does not change
the number of components. However, adding or deleting multiple edges does change
edge-connectivity. The following inequality holds between connectivity and edgeconnectivity, which was proved by H. Whitney in 1932.
Theorem 1.2.2. If G is loopless, then κ(G) ≤ κ0 (G) ≤ δ(G).
Note that both inequalities in (1.2.2) may be strict, but if G is a 3-regular simple
graph, then the first inequality can be replaced by equality.
Lemma 1.2.3. If G is a 3-regular simple graph, then κ(G) = κ0 (G).
Proof. Since G is simple, we only need to show the lemma for the three cases,
(1),(3) and (4), in the definition of connectivity above.
(1) If G is not connected, the lemma holds because κ(G) = κ0 (G) = 0.
(3) Since G is simple and 3-regular, this case occurs only when G = K4 . From the
definition, κ(K4 ) = 4−1 = 3. By using (1.2.2), κ0 (K4 ) = κ(K4 ) because δ(K4 ) = 3.
(4) When G is connected and is not complete, let j be the smallest integer such
that G has a j-element vertex cut, say Z. From the definition, κ(G) = j. Since each
vertex in Z is of degree three, G\Z consists of either two or three components. By
7

(1.2.2), it is enough to show that G has a j-edge-cut. If G\Z has three components,
say A, B and C, then each component must be connected with each vertex in Z
because κ(G) = j. Thus E(A, Z) = E(A, Z ∪ B ∪ C) = E(A, A) and |E(A, Z)| = j,
which implies that G has a j-edge-cut.
Next, let G\Z consist of two components, A and B. For each vertex z ∈ Z,
|E(A, z)| = 1 or 2. Let X be a union of V (A) and all vertices of Z such that
|E(A, z)| = 2. Therefore, if z 6∈ X, then |E(z, X)| = 1. Also, if z ∈ X, then
|E(z, X)| = 1. Moreover, each edge of E(X, X) is incident with a vertex of Z,
which implies |E(X, X)| = j.
The following lemmas will be very useful in this paper.
Lemma 1.2.4. If κ0 (G) = t and T is a t-edge-cut with t > 0 , then G\T consists
of two components.
Proof. If G\T consists of more than two components, then G has an edge cut
consisting of fewer than t edges. Then G is not t-edge connected, which contradicts
κ0 (G) = t.
Lemma 1.2.5. If a connected 4-regular graph G contains a cut vertex v, then G−v
consists of two components.
Proof. Suppose G−v consists of more than two components. Since v is of degree
four, it implies G contains a 1-edge-cut, which contradicts (1.2.1).
The following theorem relates edge-connectivity and edge-disjoint paths, which
is proved by K. Menger in 1927.
Theorem 1.2.6. A graph G is k-edge connected if and only if any two distinct
vertices of G are connected by at least k edge-disjoint paths.
This theorem implies that contractions do not decrease edge connectivity because
contractions only make paths shorter, while contractions decrease girth.
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We study 3-regular and 4-regular graphs under different connectivity and edge
connectivity, respectively. Note that if G is 3-regular, then κ(G) ≤ g(G). Hence
3-regular 3-connected graphs are simple. Also if G is 4-regular, then κ0 (G) ≤ 2g(G)
holds.

1.3

Topological Minor and Immersion

In this section, we define several graph containment relations, including the minor,
the topological minor and the immersion relation.
A graph M is called a minor of a graph G if M can be obtained from G by a
finite sequence of deletions and contractions.
Suppose H is a graph with δ(H) > 0.
A graph H 0 is a subdivision of H if V (H) ⊆ V (H 0 ) and there exists a family
(He0 )e∈E(H) of subgraphs of H 0 such that
(1) if e ∈ E(H) joins two distinct vertices v, w,
then He0 is a vw-path and V (He0 ) ∩ V (H) = {v, w},
(2) if e ∈ E(H) is a loop incident with a vertex v,
then He0 is a cycle and V (He0 ) ∩ V (H) = {v},
(3) for every pair e, f of distinct edges of H,
V (He0 ) ∩ V (Hf0 ) ⊆ V (H) and E(He0 ) ∩ E(Hf0 ) = ∅,
S
(4) H 0 = e∈E(H) He0 .
Also, a graph is a pseudo-subdivision of H if “V (He0 ) ∩ V (Hf0 ) ⊆ V (H) and” is
omitted from condition (3) (see [15]). In this case, replace “vw-path” in (1) and
“cycle” in (2) by “vw-trail” and “closed trail”, respectively.
We say that a graph H is a topological minor of G if a subgraph of G is a
subdivision of H, and that H is immersed in G if a subgraph of G is a pseudosubdivision of H. Note that if H is 3-regular, then these containment relations are
equal. In Chapter 2, He0 is called an edge-path, denoted by Pe . In Chapter 3 and
9

Chapter 4, He0 corresponds to an edge-trail or a redtrail, denoted by Te or Tvw with
v, w ∈ V (H). We write H  G if H is a topological minor of G. We also write
H ≺ G if H  G and H 6= G. We write H ∝ G if H is immersed in G.
Note that we have another equivalent definition for each concept. Suppose H is
a topological minor of G. Then H can be obtained from G by a finite sequence of
deletions and contractions of edges incident with vertices of degree two. When G
and H are 3-regular, we can define a graph operation R, which is a combination
of a deletion and contractions of edges incident with vertices of degree two, and
we can use it as an alternative definition of “topological minor.” That is, Theorem
(2.2.3) tells us that H is a topological minor of G if and only if H can be obtained
from G by applying a sequence of R. Also see Section 1.5.
To present an equivalent definition for immersion, we will define a new concept.
Let (E1 , E2 ) be a partition set of the edges incident with a vertex v. Then to split
v (or to apply vertex-splitting to v), replace v by two new vertices v1 and v2 so that
E1 and E2 are incident with v1 and v2 , respectively. Visually, the vertex v was split
to two vertices v1 and v2 , and edges which were incident with v are incident with
both of the new vertices. Suppose H is immersed in G. Then H can be obtained
by applying a finite sequence of deletions, vertex-splittings, and contractions of
edges incident with vertices of degree two. When G and H are 4-regular, we will
introduce a graph operation Sp, which is a combination of vertex-splittings and
contractions of edges incident with vertices of degree two, and we will show that
we can use Sp to define immersion. Lemma (3.2.4) implies that H is immersed in
G if and only if H can be obtained from G by applying a finite sequence of Sp.
Related topics and applications about immersion can be found in [5] and [6].
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1.4

Planar Graphs

Here, we will investigate a little about topology. We will define the well-known
concept of drawing. Then, we will define the concept of planarity and introduce
some basic results used in Section 4.5.
A polygonal curve in the plane is a union of finitely many line segments. In a
polygonal vw-curve, the beginning of first segment is v and the end of the last
segment is w. An open set in the plane is a set U ∈ R2 such that for every p ∈ U ,
there is an ε-neighborhood of p belongs to U . A region is an open set U that
contains a polygonal vw-curve for every pair v, w ∈ U . The faces of a plane graph
are the maximal regions of the plane that are disjoint from the drawing. A curve in
the plane is closed if its first and last points are the same, and it is a simple curve
if it does not otherwise intersect itself. The following theorem (1.4.1) is famous in
topology, called Restricted Jordan Curve Theorem.
Theorem 1.4.1. A simple closed polygonal curve C consisting of finitely many
segments partitions the plane into exactly two faces, each having C as boundary.
A drawing D(G) of a graph G is the following realization of G in the plane: The
vertices of G are different points in the plane, and edges between two vertices are
polygonal curves between the corresponding points in such a way that two curves
have at most one point in common, either an endpoint or a point of intersection,
called crossing (see [8]). Note that any drawing of a graph does not contain any
touching point.
A graph G is planar if it can be drawn in the plane without crossings. A plane
graph is a particular drawing of a planar graph in the plane with no crossings.
Here is an important characterization of planar graphs proved by K. Kuratowski
in 1930. In Section 1.1, Figure 1.2 shows K5 and Figure 1.3 shows K3,3 .
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Theorem 1.4.2. A graph G is planar if and only if G contains no subdivision of
K5 or K3,3 .
By Theorem (1.4.2), any drawing of K5 has a crossing. Note that each drawing
could contain a crossing but no touching. To obtain a pinched graph of a graph
G, choose a drawing D(G) of G and replace each crossing with a vertex. The
resulting graph will be denoted by {D(G)}P or GP . The replaced vertex will be
called a crossing vertex. In other words, each vertex in V (GP ) − V (G) is a crossing
vertex because no touching in D(G) or GP . Note that pinched graphs depend on
drawings and are planar by definition.
Notice that “pinching” is an inverse operation of “splitting” (see Section 1.3).
Therefore, G is immersed in GP because G can be obtained from GP by splitting
crossing vertices. For example, in Figure 4.4 (see Section 4.5), the graph Gn is a
pinched graph of Hn and hence Hn is immersed in Gn .
The length of a face α in a plane graph G is the length of a minimum closed
walk in G that bounds α. By the definition of region, a finite plane graph G has
one unbounded face.
Lemma 1.4.3. If every bounded face of G has even length, then the unbounded
face of G has even length.
Proof. If we sum the length of bounded faces, then we obtain an even number,
because each bounded face length is even. This sum counts each edge of the unbounded face once. Each edge separating bounded faces gets counts twice, since
each such edge is incident with two bounded faces. Hence, the unbounded face of
G has even length.
Lemma 1.4.4.A plane graph G is bipartite if and only if every face of G has even
length.
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Proof. Suppose G is bipartite and has a face α having odd length. Hence, the
face α is bounded by a minimum closed walk C in G having odd length. By (1.1.4),
the closed walk C must contain an odd cycle, which contradicts (1.1.3). Conversely,
suppose that every face of G has even length and there is an odd cycle C in G.
Since G has no crossings in the plane, C is laid out as a simple closed curve. Let F
be the region enclosed by C. Delete all vertices except vertices in F ∪ C and call
the resulting graph G0 . Then, C bounds the unbounded face in G0 . By (1.4.3), C
can not be odd.

1.5

Graph Operations

In section 1.3, we introduced some containment relations including topological
minor and immersion. The role of graph operations in this dissertation is strongly
related with these containment relations, almost they are equivalent. Most graph
operations consist of deletions, contractions and their combinations.
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FIGURE 1.5. The operation R.

The Figures 1.5 and 1.6 show a graph operation R for 3-regular graphs and
another graph operation Sp for 4-regular graphs. We use the planar splitting P S for
4-regular plane graphs, which is the same as Sp except omit the “cross splitting.”
The operation R will be applied to an edge, say e, of a 3-regular graph, and e
and the edges incident with the endpoints of e will be changed. We may extend
the definition of R to include O0 (K2L ), O0 (3K2 ), O1 (L), and O2 (3K2 ) (see Section
2.2). Then we can conclude an important relation between topological minor and
13
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FIGURE 1.6. The operation Sp.

R by Theorem (2.2.3). For 3-regular graphs, H is a topological minor of G if and
only if H can be obtained from G by applying a sequence of R.
On the other hand, the operation Sp or P S will be applied to a vertex, say
v, of a 4-regular or 4-regular planar graph unless v ∈ 2L, respectively. Note that
after applying Sp or P S, the number of vertices and edges of G decreases by one
and two, respectively. Applying Sp to v in a loop results in a unique graph, but
in general, it is not unique. Observe that we can obtain the same resulting graph
from G − v by adding suitable one or two edges. Hence, there are at most three
different resulting graphs because we can choose two pairs from four if v is not in
a loop. We can deduce by Lemma (3.2.4) that for 4-regular graphs, H is immersed
in G if and only if H can be obtained from G by applying a sequence of Sp.
We will use several (a finite number of) other graph operations. They are expressed by Oi (K) with i = 0, 1, 2, 3, 4 and a special 3- or 4-regular graph K. The
graph operations Oi (K) will be applied to an induced subgraph S in G, which is
a component of G\T for an i-edge-cut T . Thus if i = 0, then S = K.
Let us explain about Oi (K) more detail for each i = 1, 2, 3, 4. If i is odd, then
by (1.2.1), the graph operation Oi (K) cannot be applied to 4-regular graphs. Let
14

















































































FIGURE 1.7. The operation O1 (K3,3 ).
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FIGURE 1.8. The operation O1 (Q).

L be a loop. The operation O1 (L) is defined by Figure 2.1 in Section 2.2. If i = 1
and K 6= L, an applied graph G has a cut edge e1 such that G\e1 contains a
component S, which is a subdivision of K. For example, see Figure 1.7 and 1.8,
where K = K3,3 and Q (the 3-cube), respectively.
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FIGURE 1.9. The operation O2 (K3,3 ).

If we can apply O2 (K) to an induced subgraph S in G, then S = K\e and
applying O2 (K) to S results in G/E(S)/e1 , where e1 is in a 2-edge-cut T above.
In Figure 1.9 and 1.10, K = K3,3 and the 3-cube, respectively.
If we can apply O3 (S) and O4 (S) to an induced subgraph S in G, then S = K −v
and the resulting graph is G/E(S). See Figure 1.11, 1.12, 1.13 and 1.15.
Note that we will see that if Oi (K) is for 3-regular graphs, then it can be replaced
by applying successive R, and if it is for 4-regular or 4-regular planar graphs, then
it can be replaced by applying a sequence of Sp or P S, respectively.
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FIGURE 1.10. The operation O2 (Q).
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FIGURE 1.11. The operation O3 (K3,3 ).
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1.6

Splitter Theorems and Known Results

In this section, we explain the concept of a splitter theorem and mention some
known splitter theorems. Also, we will discuss the obvious application called a
generating theorem and introduce known results.
Suppose a graph G “contains” another graph H. Then how can G be built up
from H in such a way that certain properties of G and H are preserved during
the construction process? Probably the best-known result to answer this kind of
question is the one by P. Seymour [19], for general matroids, and S. Negami [16],
for graphs only, which explains the construction when the containment relation
is the minor relation and the property to preserve is the 3-connectedness. These
results are known as splitter theorems. Other splitter theorems can be found in
[10], [11], [18] and [22]. In this dissertation, we will investigate splitter theorems
for 3-regular graphs and 4-regular graphs under the immersion containment. Note
that, for 3-regular graphs, topological minor and immersion are equivalent.
Let us clarify what is meant by “building G from H while maintaining certain
properties.” In fact, we will talk about reducing G to H, which will be equivalent to
building G from H, yet it is much more convenient for stating our results. Suppose
both G and H belong to a family G of graphs. Then we say that G can be reduced
to H within G by a set O of graph operations if there is a sequence G0 , G1 , ..., Gt
of graphs in G such that G0 = G, Gt = H, and each Gi is obtained from Gi−1 by
applying a single operation in O. Moreover, in the sequence, Gi ∝ Gi−1 holds for
each i, and so H ∝ Gi ∝ G. Under this terminology, a splitter theorem is a result
that claims the existence of O such that every G ∈ G can be reduced within G by
O to any H ∈ G if H ∝ G.
Let G(H) be the class of all graphs G in G with H ∝ G. In the literature, a
splitter theorem has the equivalent formulation, that there exists a set O of graph
17

operations for which if both G and H are in a class G of graphs and H ∝ G, then
G can be reduced within G(H) by O, that is, an operation in O can be applied to
G such that the resulting graph belongs to G(H). It is clear that this formulation
is implied by the first, while the first can also be proved by repeatedly using the
second (as long as every operation in O always results in a graph of fewer edges).
In this dissertation, all splitter theorems will be stated using the first formulation
but be proved using the second.
A generating theorem for a certain family G of graphs tells us how to construct all
the members of G from a set of graphs by using a set of graph operations. Ideally,
the set of graphs and the set of graph operations are small. Suppose we have a
splitter theorem for G under a containment relation. Then, if we can determine
the minimal graphs in G with respect to the containment relation, we have a
generating theorem because every graph G in G contains a minimal graph M and
G can be reduced to M by the splitter theorem. By tracking the opposite direction
of reduction, we have a generating theorem for G.
Corollary (2.3.14) is a generating theorem for 3-regular 3-connected graphs. This
result was first proved by W. Tutte in [23] in 1961, and by E. Steinitz and H.
Rademacher for planar graphs (see [7] and [20]) in 1934. N. Wormald [26] first
proved generating theorems for 3-regular connected simple graphs and for 3-regular
2-connected simple graphs in 1979. We will prove these as corollaries of the splitter
theorems (2.3.10) and (2.3.11), respectively. It is also well known that E. Johnson
gave another construction for 3-regular connected simple graphs by using a different
operation called H-reduction in [9] and [17].
In 1974, S. Toida [21] showed that all 4-regular connected simple graphs can be
generated from K5 by H-type and V -type expansions, where H-type expansion is
generalized from E. Johnson’s work in [17].
18

In 1981, F. Bories, J-L. Jolivet, and J-L. Fouquet [2] showed that all 4-regular
connected simple graphs can be generated by three extensions from K5 . We will
obtain the same result as a corollary of Theorem (3.4.6).
Comparing these two results by S. Toida and by F. Bories and others, we can say
the second one has a nice property, which is because each of the three operations in
the second can keep a certain containment relation during the construction process,
but H-type expansions in the first can not.
In 1979, P. Manca [13] began to show how to generate all 4-regular simple planar
graphs from the octahedron by using some graph operations, and J. Lehel [12] completed this work in 1981. This is a consequence of Corollary (4.4.14). Also, in 1993,
H. Broersma, A. Duijvestijn, and F. Göbel [3] showed how to generate all 4-regular
3-connected simple planar graphs from the octahedron by using some graph operations in such a way that all intermediate graphs are 4-regular 3-connected simple
planar graphs. They used different operations from ours. This relates Corollary
(4.4.16) because 4-regular 3-connected graphs are 4-edge connected by (1.2.1) and
(1.2.2).

1.7

Main Results

Finally, here are the main results of this dissertation. We divide our results in three
groups, and three chapters.
First, in Chapter 2, let Γ k,g be the family of 3-regular k-connected graphs with
girth at least g. We prove splitter theorems for Γk,g , for k = 0, 1, 2, 3 and g =
1, 2, 3, 4. We show all the proofs except the splitter theorem for Γ3,3 , which is a
consequence of a theorem in A. Kelmans [10]. In addition, we will also determine
the -minimal graphs in each Γk,g . Then, combining with the corresponding splitter
theorems, we will obtain results on how to generate all graphs in each family Γk,g
from each set of minimal graphs.
19

The following statements are the most difficult to prove in Chapter 2 and will
have many applications. Let K be either K3,3 or 3-cube Q in the following statements. The operations Oi (K) with i = 1, 2, 3 are in Figure 1.7, 1.8, 1.9, 1.10, 1.11
and 1.12.
Theorem 2.4.17. If G and H are in Γk,4 and H  G, then G can be reduced to
H within Γk,4 by applying a sequence of R and Oi (K), where i = 0, 2, 3 for k = 0,
and i = 1, 2, 3 for k = 1, and i = 2, 3 for k = 2, and i = 3 for k = 3.
Let Ok be the set of operations used for each k = 0, 1, 2, 3 in Theorem (2.4.17).
Corollary 2.4.18. Every 3-regular graph in Γk,4 can be reduced to K3,3 or Q within
Γk,4 by applying Ok .
Next, we consider 4-regular graphs and 4-regular planar graphs in Chapter 3
and Chapter 4, respectively. Let Φk,g and P Φ4,3 be the family of 4-regular k-edge
connected graphs with girth at least g and the family of planar graphs in Φk,g ,
respectively.



 


 

 


 


 


 


 


 


 







 

FIGURE 1.13. The operation O4 (K5 ).

Theorem 3.4.8. If G and H are in Φ4,3 , and H ∝ G, then G can be reduced to
H within Φ4,3 by applying a sequence of Sp and O4 (K5 ).
We will see that K5 is the unique ∝-minimal graph in Φ4,3 . Then, by (3.4.8), the
following corollary holds.
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Corollary 3.4.9. Every 4-regular 4-edge connected simple graph can be reduced to
K5 within Φ4,3 by applying a sequence of Sp and O4 (K5 ).
Finally, we will study 4-regular planar graphs in Chapter 4, and note that an
immersed graph H in a plane graph G is not necessarily planar. Recall that a
pinched graph H P of H is obtained from a drawing of H by replacing each crossing
with a vertex and is planar. Splitter theorems for g = 1, 2 can be proved by the
same arguments in Chapter 3, but for simple graphs, we need more preparations
to prove the splitter theorems. We will introduce a splitter theorem for P Φ4,3 and
in the following we will describe a family of minimal graphs in P Φ4,3 . Figure 1.14
shows us two of them and we will denote the octahedron by Oct. Also see Figure
1.15 for the operation O4 (Oct).
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FIGURE 1.14. The octahedron and C12

2
Let n ≥ 3. The square of an even cycle C2n , denoted by C2n
is the graph obtained

from C2n by connecting every two vertices two apart. The smallest graph this kind
2
is the octahedron. We call C2n
a cyclic ladder for each n ≥ 3. Figure 1.14 shows the
2
octahedron, C62 , and C12
. Figure 1.15 shows the graph operation called O4 (Oct).

Theorem 4.4.15. If G ∈ P Φ4,3 , H ∈ Φ4,3 , and H ∝ G, then G can be reduced
to H P within P Φ4,3 by applying a sequence of P S and O4 (Oct) without increasing
the number of crossings, unless G is isomorphic to a cyclic ladder.
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FIGURE 1.15. The operation O4 (Oct).

Notice that if H is also a plane graph in Theorem (4.4.15), we can replace H P
by H because (4.4.15) guarantees we can reduce without increasing the number of
crossings. This is true for all theorems and corollaries in Chapter 4.
Corollary 4.4.16. Every 4-regular 4-edge connected simple plane graph can be
reduced to a cyclic ladder within P Φ4,3 by applying a sequence of P S and O4 (Oct).
In Section 4.5, we will prove that our splitter theorems for 4-regular planar
graphs can not be simplified if we allow only a finite number of graph operations.
To prove this, we will show the existence of infinitely many pairs of (G, H) such
that a 4-regular graph H is immersed in a 4-regular plane graph G and that there
is no planar graph between G and H. By this, we mean that there is no 4-regular
planar graph immersed in G and contains H as an immersion.
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Chapter 2
Splitter Theorems for 3-regular Graphs
2.1

Introduction

In this chapter, we will investigate splitter theorems (see Section 1.6) for 3-regular
graphs. The graph properties that we try to maintain are connectivity and girth.
Let Γk,g be the family of k-connected 3-regular graphs of girth at least g. Since
only 3-regular graphs are considered, it is natural for us to assume that k ≤ 3. It is
also natural to assume g > 0 since every 3-regular graph has a cycle. In addition,
notice that Γk,g = Γk,k for all g < k, thus we also assume g ≥ k.
In the following three sections, we prove the splitter theorems for Γk,g , for g =
1, 2, g = 3, and g = 4, respectively. In addition, we will also determine the minimal graphs in each Γk,g . Then, combining with the corresponding splitter
theorems, we will obtain results on how to generate all graphs in each Γk,g from its
minimal graphs. Table 2.1 lists the numbers of splitter theorems and generating
theorems which will be proved in this chapter, and the names of authors who
proved corresponding results.

2.2

On Non-simple Graphs

In this section, we consider the cases when g = 1, 2. It is easy to see that there are
five classes, Γ0,1 , Γ0,2 , Γ1,1 , Γ1,2 , and Γ2,2 . Most proofs in this section are straightforward. We include them for the purpose of completeness.
Let us consider the graph operations R, O1 (L) and O2 (3K2 ) in Figure 2.1 (see
Section 1.5). These three operations have a common character. Let e be the nonloop edge applied by R or O1 (L), or a multiple edge applied by O2 (3K2 ), then in
each operation, e and the loop are deleted and an incident non-loop edge with each
23

TABLE 2.1. Splitter theorems and generating theorems for 3-regular k-connected graphs
with girth at least g.

g=1

g=2

g=3

g=4

k=0 Thm 2.2.3

Thm 2.2.4

Thm 2.3.9

Thm 2.4.17

Lem 2.2.2

Cor 2.2.6

Cor 2.3.12(a)

Cor 2.4.18

Thm 2.3.10

Thm 2.4.17

Cor 2.2.11

Johnson, Wormald

Cor 2.4.18

Thm 2.2.14

Thm 2.3.11

Thm 2.4.17

Cor 2.2.15

Wormald

Cor 2.4.18

Kelmans

Thm 2.4.17

Tutte

Cor 2.4.18

k=1 Thm 2.2.8 Thm 2.2.10
Cor 2.2.9
k=2

k=3
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FIGURE 2.1. The operations R, O1 (L), and O2 (3K2 ).
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endpoint of e is contracted. From these observations, we also denote the result of
applying R or O1 (L) or O2 (3K2 ) to e by (G\e)˜. The following are two observations
on R, O1 (L) and O2 (3K2 ) that we will use frequently. We omit their proofs since
they can be verified directly.
Lemma 2.2.1. (a) (G\e)˜is 3-regular;
(b) If G\e has a subgraph H 0 which is a subdivision
of a 3-regular graph H, then H  (G\e)˜.
If R or O1 (L) or O2 (3K2 ) cannot be applied to a non-loop edge e, then the
component containing e can have only two vertices. By repeatedly applying R,
O1 (L) or O2 (3K2 ) whenever it is possible, we conclude the following from (2.2.1a),
which implies that 3K2 and K2L (see Section 1.1) are actually the only -minimal
3-regular graphs.
Lemma 2.2.2. Every 3-regular graph can be reduced within Γ0,1 by applying a
sequence of R, O1 (L) and O2 (3K2 ) to a graph for which every component is either
3K2 or K2L .
Theorem 2.2.3. If G and H are 3-regular and H  G, then G can be reduced to H
within Γ0,1 by applying a sequence of R, O1 (L), O2 (3K2 ), O0 (3K2 ), and O0 (K2L ).
Proof. Let H 0 be a proper subgraph of G which is a subdivision of H. It follows
that either V (G) has a vertex x not in H 0 or H 0 has a vertex x of degree two. In both
cases, it is easy to see that x is incident with a non-loop edge e of E(G)\E(H 0 ).
If e is in a component S with only two vertices, then V (S) is disjoint from V (H 0 )
and thus the theorem follows since O0 (S) reduces G to a smaller 3-regular graph
without touching H 0 . If e is in a component with more than two vertices, then R,
O1 (L) or O2 (3K2 ) can be applied to e and so the result follows from (2.2.1).
We may extend the definition of R to include O1 (L), O2 (3K2 ), O0 (3K2 ) and
O0 (K2L ) so that only R is needed in (2.2.3). We choose to formulate the theorem
25

in the current form just to make it more consistent with other theorems in this
dissertation.
Theorem 2.2.4. If G and H are loop-less 3-regular graphs and H  G, then G can
be reduced to H within Γ0,2 by applying a sequence of R, O2 (3K2 ), and O0 (3K2 ).
Proof. Again, let a subdivision H 0 of H be a proper subgraph of G and let F
denote E(G)\E(H 0 ). We first prove the following proposition.
Proposition 2.2.5. Suppose some edge in F is incident with a multiple edge e.
Then either F has a multiple edge that is not in a 3-cycle, or F has five distinct
edges xy, xy, xz, yz, zv such that no multiple edge is incident with v.
Proof. It follows from the assumption of (2.2.5) that the 2-cycle containing e is
not a subgraph of H 0 , as H is loop-less. Thus we may assume e ∈ F . Let us also
assume that every multiple edge of F is in a 3-cycle. In particular, let xy ∈ F be a
multiple edge and let xy, xz, yz form a 3-cycle. Let zv be the other edge incident
with z. Clearly, all these edges belong to F , since H is loop-less. Now let f 6= zv
be an edge incident with v. Suppose f is a multiple edge. Then f 6∈ F since the
only cycle containing f is a 2-cycle. However, f 6∈ E(H 0 ) since H is loop-less. This
contradiction proves that v is not incident with any multiple edge and thus the
proof of (2.2.5) is complete.
Now the proof of Theorem (2.2.4) is straightforward. Let us assume that no edge
in F is contained in 3K2 . By (2.2.1), we need only find an edge g ∈ F such that
(G\g)˜is loop-less. If F has an edge g that is not incident with any multiple edge,
then it is easy to see that (G\g)˜ is loop-less. By (2.2.5), F must have a multiple
edge g such that it is not contained in a 3-cycle. Again, it is easy to see in this
case that (G\g)˜is loop-less, and thus (2.2.4) is proved.
The following Corollary (2.2.4) is an analog of (2.2.2) for loop-less graphs.
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Corollary 2.2.6. Every loop-less 3-regular graph G can be reduced to a graph for
which every component is 3K2 within Γ0,2 by applying a sequence of R, O2 (3K2 )
and O1 (3K2 ).
Proof. By (2.2.4), we only need to show that 3K2  G. Let us apply R and
O2 (3K2 ) to G repeatedly, as long as no loops are created. Then the resulting graph
G0 must have a 2-cycle C. In addition, if e ∈ E(C), then e is contained in a 3-cycle
D. Clearly, a union of C and D is a subdivision of 3K2 . Thus 3K2  G0  G, as
required.
The following Lemma (2.2.7) is useful. A graph containing no cycles is called a
tree. A tree with a non-empty edge set must contain a vertex of degree one called
a pendant vertex.
Lemma 2.2.7. Let G be a connected graph with δ(G) > 1. If G has a connected
proper subgraph A, then G\e is connected for some e ∈ E(G)\E(A).
Proof. If A is a spanning subgraph, then every edge in E(G)\E(A) has the
required property. If A is not a spanning subgraph, then a spanning tree of G
must have a pendant vertex v not in A because A is a connected proper subgraph.
Choose an edge e 6∈ A incident with v such that e is a loop if it is possible. Then
e has the required property.
Theorem 2.2.8. If G and H are connected 3-regular graphs and H  G, then G
can be reduced to H within Γ1,1 by applying a sequence of R, O1 (L) and O2 (3K2 ).
Proof. As before, let a proper subgraph of G be a subdivision H 0 of H. By
(2.2.7), G\e is connected for some e ∈ E(G)\E(H 0 ). If e is not a loop, then, by
(2.2.1), we have (G\e)˜ ∈ Γ1,1 (H) and thus we are done. If e is a loop, then the
unique edge f that is incident with e cannot be contained in E(H 0 ). Clearly, (G\f )˜
is connected. Then, by (2.2.1) again, we have (G\f )˜∈ Γ1,1 (H).
By combining (2.2.2) and (2.2.8) we conclude the following immediately.
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Corollary 2.2.9. Every connected 3-regular graph can be reduced to 3K 2 or K2L
within Γ1,1 by applying a sequence of R, O1 (L) and O2 (3K2 ).
For our following splitter theorem, we need O1 (3K2 ). This operation is illustrated
in Figure 2.2.




 


 


 


 



 



FIGURE 2.2. The operation O1 (3K2 ).

Theorem 2.2.10. If G and H are connected loop-less 3-regular graphs and H  G,
then G can be reduced to H within Γ1,2 by applying a sequence of R, O2 (3K2 ) and
O1 (3K2 ).
Proof. Let a subdivision H 0 of H be a proper subgraph of G and let F =
E(G)\E(H 0 ). By (2.2.7), G\e0 is connected for some e0 ∈ F . We may assume that
e0 is incident with a multiple edge, for otherwise (G\e0 )˜is connected and loop-less,
and then (2.2.10) follows from (2.2.1). Similarly, we assume every multiple edge f
of F is contained in a 3-cycle, for otherwise (G\f )˜is connected and loop-less, and
so, (2.2.10) follows from (2.2.1). Now by (2.2.5), it is clear that applying O1 (3K2 )
to zv results in a graph in Γ1,2 (H).
By (2.2.6) and (2.2.10) we deduce the following corollary immediately.
Corollary 2.2.11. Every connected loop-less 3-regular graph can be reduced to 3K 2
within Γ1,2 by applying a sequence of R, O2 (3K2 ) and O1 (3K2 ).
The last splitter theorem in this section is for 2-connected 3-regular graphs. The
following Lemma (2.2.12) is a lemma we will use in our proof and is the case k = 2
of Theorem 2.2 in [14]. Here is a direct proof.
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Lemma 2.2.12. If C is a cycle of 2-connected 3-regular graph G, then G\e is
2-connected for some e ∈ E(C).
Proof. If G\e is not 2-connected, then G\e has a cut edge f ∈ E(C). Choose
e0 ∈ E(C) so that G\e0 \f0 contains a smallest component, say A, for some f0 ∈
E(C). Since e0 and f0 are not incident, A contains an edge e1 ∈ E(C). If e1 is
contained in a cycle in A, then G\e1 is 2-connected. Otherwise, {e0 , e1 } is a 2edge-cut in G because every cycle contains e1 contains e0 . Then G\e0 \e1 produces
a smaller component than A.
The following Lemma (2.2.13) is an analog of (2.2.7) for 2-connected graphs.
Lemma 2.2.13. If a 2-connected 3-regular graph G has a subgraph G 0 which is
also 2-connected, then G\e is 2-connected for some e ∈ E(G)\E(G 0 ).
Proof. Let e ∈ E(G)\E(G0 ) and suppose that G\e is not 2-connected. Then
G\e has a cut edge f . Since G0 is 2-connected, f cannot be in G0 . It follows that G0
is a subgraph of a component, say A, of G\e\f . Note that by (1.2.2), κ0 (G) = 2,
and hence by (1.2.4), G\e\f consists of two components. Let B be the other
component of G\e\f . Observe that e and f are non-incident, if G is 2-connected.
Thus δ(B) > 1 and so, B has a cycle. Now it is clear that the result follows from
(2.2.12).
Theorem 2.2.14. If G and H are 2-connected 3-regular graphs and H  G, then
G can be reduced to H within Γ2,2 by applying a sequence of R and O2 (3K2 ).
Proof. Let a subdivision H 0 of H be a proper subgraph of G. Clearly, H 0 is
2-connected, if H is 2-connected. By (2.2.13), E(G)\E(H 0 ) has an edge e such
that G\e is 2-connected. Then it is not difficult to see that (G\e)˜is 2-connected.
Now the theorem follows from (2.2.1).
Since 2-connected 3-regular graphs are loop-less, the following Corollary (2.2.15)
follows from (2.2.6) and (2.2.14).
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Corollary 2.2.15. Every 2-connected 3-regular graph can be reduced to 3K 2 within
Γ2,2 by applying a sequence of R and O2 (3K2 ).

2.3

On Simple Graphs

When considering graphs of girth at least three, we will need the following observation on connectivity.
Lemma 2.3.1. Let G be k-connected and let J ⊆ E(G). Suppose G/J is 3-regular
and simple. Then G/J is k-connected.
Proof. By (1.2.2), G is k-edge connected. It follows that G/J is also k-edge
connected, since contracting edges does not decrease edge-connectivity. However,
for 3-regular simple graphs, k-edge connected means k-connected from (1.2.3).
Thus G/J is k-connected.
Let G and H be graphs in Γk,3 . Let H 0 be a proper subgraph of G and be a subdivision of H. Let F = E(G)\E(H 0 ). In the following, we make a few observations
on when G can be reduced within Γk,3 (H). The first is obvious since H is simple.
Lemma 2.3.2. If e ∈ F is in a component S with |V (S)| = 4, then applying
O0 (K4 ) to S results in a graph in Γ0,3 (H).
A tripod T is a subgraph of G with distinct vertices t1 , t2 , ..., t6 and edges t1 t2 ,
t2 t3 , t3 t1 , t1 t4 , t2 t5 , t3 t6 .
Lemma 2.3.3. If T has an edge in F , then (G\e)˜∈ Γk,3 (H) for some e ∈ F .
Proof. Since H is simple, we may assume that the 3-cycle C of T has an edge
e in F . Clearly, (G\e)˜ is simple. Then we deduce (G\e)˜ ∈ Γ0,3 (H) by (2.2.1).
Notice that (G\e)˜is actually isomorphic to G/E(C), thus the result follows from
(2.3.1).
A necklace N is a subgraph of G with vertices n1 , n2 , ..., n6 and distinct edges
n1 n3 , n2 n4 , n3 n5 , n3 n6 , n4 n5 , n4 n6 , n5 n6 . Vertices n1 and n2 , which could be
identical, are the ends of N .
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Lemma 2.3.4. Suppose an edge f of F is not contained in K4 or any necklace. If
G\f is k-connected, then (G\e)˜∈ Γk,3 (H) for some e ∈ F .
Proof. If (G\f )˜is simple, then, since this graph can be considered as obtained
from G\f by contracting edges, it follows by (2.2.1) and (2.3.1) that f can be
chosen as e. Thus we may assume that (G\f )˜ is not simple. Next, let us verify
that an end of f is contained in a 3-cycle C of G such f is not in C. Since G is
simple, (G\f )˜has no loops and so, must have 2-cycles. Since f is not in K4 or any
necklace, the two new edges of (G\f )˜ do not form a 2-cycle. It follows that each
2-cycle of (G\f )˜ consists of an old edge and a new edge. Clearly, such a 2-cycle
corresponds to a 3-cycle C as claimed above. Now it is easy to see that the six
edges incident with the three vertices of C form a tripod and thus the result follows
by (2.3.3).
A necklace N is short if its two ends are identical; it is closed if its two ends are
adjacent; it is open if its two ends are not adjacent. Next we consider these three
situations under the assumption that E(N ) ∩ F 6= ∅. But first, we have a simple
observation which follows directly from the fact that H is simple.
Lemma 2.3.5. E(N ) ∩ E(H 0 ) is a (possibly empty) subpath of an edge-path Pe of
H 0.
Lemma 2.3.6. Suppose N is short. If e is the only edge between V (N ) and V (G)−
V (N ), then e ∈ F . In addition, (G\e)˜ is simple, unless e is contained in a tripod
or an open necklace.
Proof. Since H is simple, it follows by (2.3.5) that E(N ) ∩ E(H 0 ) = ∅, and thus,
e ∈ F . Let x be the end of e that is not in N . If x is not in a 3-cycle, then (G\e)˜is
simple. If x is in a 3-cycle, then e is contained in a tripod or an open necklace.
Lemma 2.3.7. Suppose N is closed. If e is the edge between the ends of N , then
(G\e)˜∈ Γk,3 (H).
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Proof. Let P be a path of N between its two ends. Since H is simple, it follows
by (2.3.5) that, if e ∈ E(H 0 ), then E(N ) ∩ E(H 0 ) = ∅. Therefore, by replacing
e with P , if necessary, we may assume that e ∈ F . Clearly, (G\e)˜ is simple, and
thus, by (2.2.1), we have (G\e)˜∈ Γ0,3 (H). Now it remains to show that (G\e)˜ is
k-connected. This is trivial if k = 0. It is also obvious if k = 1, since adding e to
P is a cycle containing e. If k = 2, then G\E(N )\e must have a path Q between
the ends of N . It follows that e is a chord of the cycle P ∪ Q and thus G\e is
2-connected. Therefore, by (2.3.1), (G\e)˜ is 2-connected. Finally, notice that the
two ends of N form a cut of G, which means that G is not 3-connected, so the
proof of (2.3.7) is complete.
Let N be an open necklace and let e be one of the two edges of N that are
incident with its ends. We define a new operation O3 on N to be the contraction
of E(N )\e in G. Notice that this is exactly O2 (K4 ). This operation is illustrated
in Figure 2.3.




 





 


 


 


 

FIGURE 2.3. The operation O2 (K4 ).

The following observation on O2 (K4 ) is an analog of (2.2.1).
Lemma 2.3.8. Let N be an open necklace and let G0 be the result of applying
O2 (K4 ) to N . Then
(a) G0 ∈ Γk,3 ;
(b) If F ∩ E(N ) 6= ∅, then H  G0 .
Proof. It is straightforward to verify that (a) follows from the definition of
O2 (K4 ) and (2.3.1), and (b) follows from the definition of O2 (K4 ) and (2.3.5).
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Now we are ready to state and prove our splitter theorems.
Theorem 2.3.9. If G and H are 3-regular simple graphs and H  G, then G can
be reduced to H within Γ0,3 by applying a sequence of R, O2 (K4 ) and O0 (K4 ).
Proof. As before, let a proper subgraph H 0 of G be a subdivision of H and let
F denote E(G)\E(H 0 ). By (2.3.2), (2.3.3), (2.3.7), and (2.3.8), we may assume
that no edge of F is contained in a K4 , a tripod, a closed necklace, or an open
necklace. If F has an edge which is contained in a short necklace, then the result
follows from (2.3.6) and (2.2.1). Therefore, we can further assume that no edge of
F is contained in any necklace. Now the result follows from (2.3.4).
For our following splitter theorem, we need another operation, O1 (K4 ), which
eliminate a short necklace. This operation is illustrated in Figure 2.4.

 


 





 


 





 

 


 

FIGURE 2.4. The operation O1 (K4 ).

Theorem 2.3.10. If G and H are 3-regular simple connected graphs and H  G,
then G can be reduced to H within Γ1,3 by applying a sequence of R, O2 (K4 ) and
O1 (K4 ).
Proof. Let a proper subgraph H 0 of G be a subdivision of H and let F =
E(G)\E(H 0 ). By (2.2.7), G\f is connected for some f ∈ F . Then we deduce from
(2.3.4), (2.3.7), and (2.3.8) that f is contained in a short necklace N . By (2.3.6),
either O1 (K4 ) can be applied to eliminate N , or some e ∈ F is contained in a
tripod or an open necklace. Thus (2.3.10) follows from (2.3.3) and (2.3.8).
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Theorem 2.3.11. If G and H are 3-regular simple 2-connected graphs and H  G,
then G can be reduced to H within Γ2,3 by applying a sequence of R and O2 (K4 ).
Proof. Let a proper subgraph H 0 of G be a subdivision of H and let F denote
E(G)\E(H 0 ). By (2.3.7) and (2.3.8), we may assume that no edge of F is contained
in a necklace. Then (2.3.11) follows from (2.2.13) and (2.3.4).
The following corollary follows immediately from the last three theorems and
a well-known result of Dirac (see [4] or [17]) which says that every simple graph
G with δ(G) ≥ 3 contains K4 topologically. Note that the following (2.3.12b) and
(2.3.12c) were first proved by Wormald [26]. It is also well known that Johnson
gave another construction for Γ1,3 from K4 by using a different operation named
H-reduction in [9] and [17].
Corollary 2.3.12. (a) Every 3-regular simple graph can be reduced to a graph for
which every component is K4 within Γ0,3 by applying a sequence of R and O2 (K4 ).
(b) Every 3-regular simple connected graph can be reduced to K 4 within Γ1,3 by
applying a sequence of R, O2 (K4 ), and O1 (K4 );
(c) Every 3-regular simple 2-connected graph can be reduced to K 4 within Γ2,3 by
applying a sequence of R and O2 (K4 ).
The splitter theorem for Γ3,3 , which is stated below, is a consequence of a theorem
in [10].
Theorem 2.3.13. If G and H are 3-connected 3-regular graphs and H  G, then
G can be reduced to H within Γ3,3 by applying a sequence of R.
Corollary 2.3.14. Every 3-connected 3-regular graph can be reduced to K 4 within
Γ3,3 by applying a sequence of R.
This result of (2.3.14) was first proved by W. Tutte in [23], and by E. Steinitz
and H. Rademacher for planar graphs (see [7] and [20]). In fact, W. Tutte reduced
to 3K2 , which is 3-connected according to his definition.
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2.4

On Graphs with Girth Four

In this section, we discuss the cases when g = 4. First, we will state one of main
theorems, Theorem (2.4.17), and a useful corollary. In the following, let K be either
K3,3 or the 3-cube Q and refer Section 1.5 for the graph operations Oi (K) with
i = 0, 1, 2, 3.
Theorem 2.4.17. If G and H are in Γk,4 and H  G, then G can be reduced to
H within Γk,4 by applying a sequence of R and Oi (K), where i = 0, 2, 3 for k = 0,
and i = 1, 2, 3 for k = 1, and i = 2, 3 for k = 2, and i = 3 for k = 3.
Let Ok be the set of operations used in Theorem (2.4.17).
Corollary 2.4.18. Every 3-regular graph in Γk,4 can be reduced to K3,3 or Q within
Γk,4 by applying Ok .
In the rest of section, to prove the theorem above, we proceed by proving a
sequence of lemmas. First, we will prove lemmas related with graph operations
Oi (K), and then will focus on R (or equally on (G\e)˜) and connectivity. Note that
we must keep three properties, containing H as a topological minor, connectivity
and girth.
The following lemma is useful to maintain H as a topological minor. Let G and
H be graphs in Γk,4 with H  G, and H 0 be a subdivision of H. Suppose H 0 is
a proper subgraph of G and let F = E(G)\E(H 0 ). Note that if applying R to an
edge f ∈ F whose endpoint is on an m- cycle C, not containing f , decreases the
size of C by one (see Lemma 2.4.8). Thus we can apply R to f if m ≥ 5.
Lemma 2.4.1. Let T be a t-edge-cut in G, and S be a component of G\T with
|V (S)| ≤ 8. Assume that e ∈ F is in E(S), and at least one endpoint of each edge
f of E(S) is on a 4-cycle of G\f . If 0 ≤ t ≤ 2, then S has no vertex of degree
three in H 0 . If t = 3, then S has at most one vertex of degree three in H 0 .
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Proof. Let X be a subset of V (S) such that each member of X is of degree
three in H 0 . Let e = xy and x be in a 4-cycle C of G\e, say C = xuvw. Because
g(G) ≥ 4, y is not in V (C). Since x 6∈ X and g(G) ≥ 4, there is an edge f in
C ∩ F . By symmetry, f = xu or f = vw. In both cases, |V (S) − X| ≥ 4 and hence
|X| ≤ 4. If |X| = 1, 2, 3, 4, then t ≥ 3, t ≥ 4, t ≥ 5 and t ≥ 4, respectively.
Let K be either K3,3 or Q. By (2.4.1), the following holds.
Lemma 2.4.2. If e ∈ F is in a component K of G, then applying O0 (K) to K
produces a graph in Γk,4 (H).
The following Lemma (2.4.3) is deduced from (2.3.1) and (2.4.1). Let K 0 be an
induced subgraph of G isomorphic to K − v.
Lemma 2.4.3. If e ∈ F is in K 0 , then applying O3 (K) to K 0 produces a kconnected 3-regular graph which contains H topologically.
By (2.4.3), if applying O3 (K) to K 0 does not give a graph in Γk,4 (H), then the
only obstruction is girth.
Lemma 2.4.4. If applying O3 (K) to K 0 does not produce a graph in Γk,4 (H), then
there is a path of length two or three in G\E(K 0 ) whose ends are in V (K 0 ).
Let K 00 be an induced subgraph of G isomorphic to K\e. The following lemmas
are analogs of (2.4.3) and (2.4.4), and are proved similarly.
Lemma 2.4.5. If K 00 has an edge f ∈ F , then applying O2 (K) to K 00 produces a
k-connected 3-regular graph which contains H topologically.
Lemma 2.4.6. If applying O2 (K) to K 00 does not produce a graph in Γk,4 (H),
then there is a path of length two or three or four in G\E(K 00 ) whose ends are in
V (K 00 ).
Let M be a subgraph of G that is isomorphic to a graph obtained by replacing
an edge of K with a path P2 of length two (see Section 1.5). Let e be a cut edge
incident with the vertex of degree two in P2 . By (2.3.1) and (2.4.1), if M has an
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edge f ∈ F , then applying O1 (K) to M produces a connected 3-regular graph
which contains H topologically. From this observation, the following holds.
Lemma 2.4.7. If applying O1 (K) to M does not produce a graph in Γ1,4 (H), then
at least one of endpoints of the cut edge e is in a 4-cycle in G\e.
Now, we focus on R or equivalently on (G\e)˜. If e ∈ F , then endpoints of e are
not from V (H). Hence, the following lemma is clear.
Lemma 2.4.8. If (G\e)˜ is not in Γk,4 (H), then (G\e)˜ is either not k-connected,
or at least one of endpoints of e is in a 4-cycle of G\e.
Let Ok,4 be a union of all Ok from k = 0 to 3 and G be in Γk,4 (H). Then, we call
G, irreducible in Γk,4 (H) if applying each operation in Ok,4 to the all corresponding
subgraphs of G produces a graph not in Γk,4 (H). If G is not irreducible, we say G
is reducible in Γk,4 (H).
Next, concerning 4-cycles in G ∈ Γk,4 (H), we can observe the following. Recall
that if a 4-cycle C is incident with e ∈ F \E(C), then C is not contained in
H 0 completely. Take a contrapositive and combine it with (2.2.7), (2.2.13), and
(2.3.13), the following is obvious by (2.4.8).
Lemma 2.4.9. If H 0 is a proper subgraph of G in Γk,4 , and every 4-cycle of G is
contained in H 0 completely, then G is reducible in Γk,4 (H).
By (2.4.9), we may assume that there is a 4-cycle in G, not contained in H 0 completely. The following two observations (2.4.11) and (2.4.13) are very important to
prove Theorem (2.4.17). To prove (2.4.11), we need the following Lemma (2.4.10).
Lemma 2.4.10. Let e = x1 y and f = x1 x2 be two edges of G and let C = x1 x2 x3 x4
be a 4-cycle of G that contains f but not e. If e ∈ F , then H  G\{e, f }.
Proof. The result is clear if f ∈ F , so we assume f ∈ E(H 0 ). Then, by e ∈ F ,
x1 x4 must be in E(H 0 ) because no vertex in H 0 is degree one. Since g(H) ≥ 4,
F 0 = F ∩ {x2 x3 , x3 x4 } is not empty. Let H 00 be a graph obtained from H 0 by
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deleting x1 and adding edges in F 0 . Clearly H 00 contains neither e nor f . We will
show that H 00 is a subdivision of H, which proves the lemma.
If |F 0 | = 2, then dH 0 (x3 ) ≤ 1 and thus x3 is not in H 0 . It follows that H 00 is the
result of replacing the path x4 x1 x2 of H 0 by another path x4 x3 x2 , so the lemma
holds. If |F 0 | = 1, by symmetry, we may assume F 0 = {x3 x4 }, that is, x3 x4 ∈ F
and x2 x3 ∈ E(H 0 ). Let j be the edge of G between x2 and V (G) − V (C). If j ∈ F ,
then H 00 is the result of replacing the path x4 x1 x2 x3 of H 0 by an edge x4 x3 , so the
lemma also holds. If j ∈ E(H 0 ), then dH 0 (x2 ) = 3 and dH 0 (xi ) = 2 with i = 1, 3, 4.
Let P be the edge-path of H 0 that contains x1 . Then H 00 is the result of “shifting”
one end of P from x2 to x3 . Therefore, H 00 is also a subdivision of H.
Lemma 2.4.11. Let k = 0, 1, 2, 3, and C be a 4-cycle in G which is not contained
in H 0 completely. Let e be an edge in E(C) ∩ F . Then (G\e)˜ is k-connected or G
is reducible.
Proof. For k = 0, the result holds immediately. For k = 1, the graph G\e is
1-connected because e is in a cycle, so (G\e)˜is 1-connected. For k = 2, 3, we need
more detail, and so let e = v1 v2 and C = v1 v2 v3 v4 . For k = 2, suppose G\e is
not 2-connected, then by (1.2.3), it is not 2-edge connected. So, G\e has a cut
edge, say h. Thus T = {e, h} is a 2-edge-cut of G, which implies that every cycle
containing e must contain h, including C. Then, h = v3 v4 because a 2-edge-cut are
non-incident in a 2-connected graph. By (1.2.4), G\T consists of two components,
say A and B. Since H is 2-connected and e ∈ F , without loss of generality, we may
assume that H 0 is in A containing v1 . Note that, if v3 ∈ A, T is not a 2-edge-cut,
and hence v3 6∈ A. Then, f = v2 v3 ∈ F .
Next, we will show (G\f )˜∈ Γ2,4 (H). Suppose G\f is not 2-connected. Then, by
the same argument above for T , the edge set {f, h0 } with h0 = v1 v4 is a 2-edge-cut
in G. It implies that G has a cut vertex, which is impossible. Therefore, G\f is 238

connected, and so (G\f )˜is 2-connected. Moreover, neither v3 nor v4 is in a 4-cycle
in G\f because T is a 2-edge-cut. Thus, G is reducible.
For k = 3, we use the following proposition (see (11.1) in [19]), and the proof is
similar.
Proposition 2.4.12. If G is a 3-regular 3-connected simple graph with |V (G)| ≥ 5
and e ∈ E(G), then either G/e or (G\e)˜ is 3-connected.
An edge-cut is trivial if it separates only one vertex from the rest of the graph.
Suppose (G\e)˜is not 3-connected, and we will show that G is reducible. Then, since
the graph is 3-regular, (G\e)˜ has an edge-cut of size at most two. Consequently,
G\e has a nontrivial edge-cut of size at most two, which in turn implies that, as
G is 3-connected, G has a nontrivial edge-cut T 0 of size three with e ∈ T 0 . Since G
is 3-connected, edges in T 0 are pairwise non-incident. Therefore, h = v3 v4 must be
in T 0 because |E(C) ∩ T 0 | 6= 1.
By (1.2.4), G\T 0 consists of two components, say A0 and B 0 . Without loss of
generality, let A0 contain v1 and at least one degree-three vertex of H 0 . Since e ∈ F
and H is 3-connected, B 0 cannot contain any degree-three vertex of H 0 . Then
{f } = C ∩ B 0 with f = v2 v3 and we will prove (G\f )˜∈ Γ3,4 (H), which implies G
is reducible.
Let vw be the third edge of T 0 with w ∈ B 0 . Observe that G/f is not 3-connected
because w and the new vertex form a vertex cut of size two. By (2.4.12), (G\f )˜
is 3-connected. To prove (G\f )˜has girth at least four, we only need to check that
no 4-cycles of G\f contain either v2 or v3 . If there is such a 4-cycle D, then D
must contain e = v1 v2 or h = v3 v4 . Since e, h ∈ T 0 , G[T 0 ] cannot have a degreethree vertex, and edges in T 0 are pairwise non-incident, D does not exist. Let j
be the third edge incident with v3 , different from f and h. Finally, we verify that
H  (G\f )˜. This is clear if f ∈ F . If f ∈ E(H 0 ), since e ∈ F and all degree39

three vertices of H 0 are in A0 , we deduce that H 0 \E(A0 ) is a path between v4 and
v. Notice that both h = v3 v4 and f = v2 v3 are in this path, therefore j is not
and thus j ∈ F . Now we conclude by Lemma (2.4.10) that H  (G\f )˜ and that
completes the proof of the lemma.
We use the following Lemma (2.4.13) to prove (2.4.14), a key theorem to prove
our theorem.
Lemma 2.4.13. Let G be a 2-connected 3-regular graph having a 2-edge or 3-edgecut T including edges f and h. Let S be a 2-edge connected component of G\T . If
e ∈ G\E(S) is incident with f and h, then G\e is also 2-connected.
Proof. Suppose that G\e is not 2-connected. Then G\e has a 1-edge-cut, say
j. So, {e, j} is a 2-edge-cut in G, which implies that every cycle containing e must
contain j. Since S is 2-edge connected, by (1.2.6), there are at least two cycles,
say C1 and C2 , passing through {e} ∪ T ∪ S such that C1 ∩ S and C2 ∩ S are edge
disjoint. It implies that j must be in T and hence e and j are incident. Therefore,
G has a cut vertex because a 2-edge-cut, e and j, are incident. This contradicts
the fact that G is 2-connected.
The following is a key theorem to prove our splitter theorem.
Theorem 2.4.14. Suppose that G is irreducible in Γk,4 (H), and a 4-cycle C of
G contains an edge e in F . Then, k 6= 3 and C is contained in a subgraph of G
isomorphic to one of Uj with j = 1, 2, 3, 4, in Figure 2.5.
Proof. We first show that C is contained in an subgraph S of G such that S is
isomorphic to either K3,3 − v or Q − v. Notice that S is an induced subgraph in G
because G has girth at least 4. By (2.2.1) and (2.4.11), (G\e)˜∈ Γk,1 (H). Since G
is irreducible, by (2.4.8), at least one endpoint of e is in a 4-cycle C 0 in G\e. Notice
that 5 ≤ |V (C) ∪ V (C 0 )| ≤ 6. If V (C) ∪ V (C 0 ) has five vertices, then the subgraph
is K2,3 , and this is the subgraph S because K2,3 = K3,3 − v. If V (C) ∪ V (C 0 ) has
40
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six vertices, then L = (V (C) ∪ V (C 0 ), E(C) ∪ E(C 0 )) consists of a 6-cycle and a
chord f , which is the only common edge of C and C 0 . Clearly, e is one of the edges
that are incident with f . By (2.4.10), we can assume that f is also in F . Then,
by (2.2.1) and (2.4.11), (G\f )˜is in Γk,1 (H). Since G is irreducible, at least one of
endpoints of f is contained in a 4-cycle C 00 of G\f . Suppose C 0 was chosen with
V (C) ∪ V (C 0 ) minimal. Then L must be an induced subgraph of G. Therefore, the
subgraph induced by V (L) ∪ V (C 00 ) is isomorphic to Q − v, which is S.
Let K = K3,3 if |V (S)| = 5 and let K = Q if |V (S)| = 7. Since we cannot
apply O3 (K) to S, by (2.4.4), the shortest path P of G\E(S) that is between two
distinct vertices of S must have length either two or three. Let e1 , e2 , and e3 be
three edges incident with three degree-two vertices in S. Thus P is either P2 or P3 .
We will show P = P2 . Suppose P = P3 . Without loss of generality, we can
assume e1 , e2 ∈ E(P ). Let e0 be the middle edge of P , which is incident with both
e1 and e2 . Let M = S ∪ P . Since every vertex of M is of degree three except three
vertices, we can say M is a component of G\T where T is a subset of E(G)\E(M ).
We will show T is a 3-edge-cut. Since e3 ∈ T , say T = {e3 , e4 , e5 }. If e3 = e4 or
e3 = e5 , then P = P2 . Hence, e3 6= e4 and e3 6= e5 . Moreover, e4 6= e5 because
e4 = e5 implies that e0 is a loop. Thus |T | = 3, and so T is a 3-edge-cut of G.
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To prove P 6= P3 , we will show that G is reducible by applying R to e0 . First,
we must show e0 ∈ F . Since {e1 , e2 , e3 } is also a 3-edge-cut, by (2.4.1), S contains
at most one degree-three vertex of H 0 . Hence, M contains at most three degreethree vertices. Observe that M cannot have two or three degree-three vertices of
H 0 because of T . If M 0 has no degree-three vertices of H 0 and e0 ∈ E(H 0 ), then
it is easy to move an edge-path containing e0 to S. If a degree-three vertex v of
H 0 is one of endpoints of e0 , then move v to S and shift an edge-path so that no
edge-path contains e0 . Thus we can assume e0 ∈ F . Second, no endpoints of e0 are
in a 4-cycle of G\e0 because the shortest path P has length three. Finally, by the
fact that e0 is in a cycle for k = 1, by (2.4.13) for k = 2, and by (2.4.12) for k = 3,
applying R to e0 results in Γk,4 (H). Thus, G is reducible if P = P3 . Hence, P = P2 .
First, we will prove that, if P = P2 , then G is not 3-connected. Without loss of
generality, we can assume E(P ) = {e1 , e2 }. Let N = S ∪ P and observe that N is
isomorphic to K\h with an edge h in E(K). To prove that G has a vertex cut or
an edge cut of size two, it is enough to show that N is an induced subgraph of G.
Suppose N is not an induced subgraph, which implies that N is in a component
K. By (2.4.2), G is reducible. Hence, N is an induced subgraph of G, and so G is
not 3-connected.
Finally, we will deduce that the 4-cycle C must be contained in one of Ui with
i = 1, 2, 3, 4 in Figure 2.5 if P = P2 . Since G is irreducible, by (2.4.6), there is
another path P 0 of length two, three or four in G\E(N ) with N = S ∪ P . Note
that, if P 0 = P2 or P 0 = P4 , then N ∪ P 0 is a subgraph of Ui with i = 1, 2 or with
i = 3, 4, respectively. If P 0 = P3 , by (2.2.1),(2.4.1) and (2.4.13), applying R to the
middle edge of P 0 results in Γk,4 (H). Thus, G is reducible if P 0 = P3 .
The following two lemmas tell us more detail about the four pictures of Figure
2.5 in (2.4.14).
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Lemma 2.4.15. We can assume the edge e1 of Ui with i = 1, 2, 3, 4 in Figure 2.5
is in F .
Proof. Let K be either K3,3 or Q, and S be K\f with an edge f in K. Since
each Ui contains S as an induced subgraph, by (2.4.1), the subgraph S of G has
no degree-three vertex of H 0 . For U1 and U2 , suppose e1 is in E(H 0 ), and for U3
and U4 , suppose both e1 and e2 are in E(H 0 ). Then, H has a loop or a 3-cycle in
Ui with i = 1, 2 or with i = 3, 4, respectively. Hence, for U1 and U2 , immediately,
and for U3 and U4 , by symmetry, we can assume that e1 is in F .
Lemma 2.4.16. Let G be k-connected with k = 0, 1, 2. If G contains U3 or U4 of
Figure 2.5 as a subgraph, then G\e1 is k-connected.
Proof. For k = 0, it is trivial, and for k = 1, the result holds as e1 is in a cycle.
So, we only need to show that G\e1 is 2-connected when G is 2-connected. Suppose
that G\e1 is not 2-connected. Then G\e1 has a cut edge, say h. Here, note that
{e1 , h} is a 2-edge-cut of G. Let T = {a, b} be the 2-edge-cut of G contained in U3
or U4 and let a be incident with e1 . Let g1 , g2 and g3 be the three edges of U3 or
U4 located in the bottom of Figure 2.5, and let e1 be incident with g1 and g2 , and
let e2 be incident with g2 and g3 . Since {e1 , h} is a 2-edge-cut of G, every cycle
containing e1 must contain h. Then, because there is a cycle passing through e1
and a and b, and T = {a, b} is a 2-edge-cut of G, the edge h is in T . If h = a, then
g1 is a cut edge of G because the 2-edge-cut {e1 , a} has a common endpoint. So,
we may assume that h = b. Then there is no cycle containing e1 and g1 and g2 , and
no cycle containing e1 and g1 and g3 . It implies that g1 is a cut edge of G, which
contradicts the fact G is 2-connected (and hence 2-edge connected). Therefore, if
G is 2-connected, then G\e1 is 2-connected.
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In the following theorem, we allow the empty graph for Γk,4 with k = 0, 1, 2, 3
because it is convenient to prove that K3,3 and the 3-cube Q are the only -minimal
3-regular graphs in Γk,4 for k = 0, 1, 2, 3.
Theorem 2.4.17. If G and H are in Γk,4 and H  G, then G can be reduced to
H within Γk,4 by applying a sequence of R and Oi (K) with K = K3,3 or Q, where
i = 0, 2, 3, for k = 0, and i = 0, 1, 2, 3, for k = 1, and i = 0, 2, 3, for k = 2, and
i = 0, 3, for k = 3.
Proof. Let H 0 be a proper subgraph of G which is a subdivision of H. Let
F = E(G)\E(H 0 ). From (2.4.9), we may assume that there is a 4-cycle C which
contains an edge in F . Then, by (2.4.11), for every edge e ∈ E(C) ∩ F , the graph
(G\e)˜ is k-connected or G is reducible by (2.4.11). Our goal is to show that G is
always reducible in Γk,4 . By Lemma (2.4.14), for k = 3, the result holds. So, let
k 6= 3 and suppose G is irreducible. Then by (2.4.14), C can be extended to one of
Ui with i = 1, 2, 3, 4. We know each e1 of Ui is in F by (2.4.15). By (2.4.7), (2.4.8),
and (2.4.16), we can assume that at least one of endpoints of e1 is in a 4-cycle C1
in G\e1 . Since the edge e1 ∈ F is incident with a vertex of V (C1 ), the 4-cycle C1
is not contained in H 0 completely. By using (2.4.14) again, the 4-cycle C1 must be
extended to one of Ui in Figure 2.5 above. However, by checking a cut edge or a
2-edge-cut in Ui , we can find that Ui can not provide to C1 the same neighborhood
as before. Therefore, there is no 4-cycle not contained in H 0 completely, or G is
not irreducible. In both cases, we can conclude that G is reducible in Γk,4 .
In the last theorem, we can allow the empty graph for Γk,4 with k = 0, 1, 2, 3. Let
H be the empty graph in the theorem. Then H  G holds for every 3-regular graph
G ∈ Γk,4 with k = 0, 1, 2, 3. So, by the theorem, every 3-regular graph G ∈ Γk,4
with k = 0, 1, 2, 3, can be reduced to the empty graph. Consider the last graph
operation in this process. The only possible operations are O0 (K3,3 ) and O0 (Q).
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This implies that K3,3 and Q are the only -minimal 3-regular graphs in Γk,4 for
k = 0, 1, 2, 3. From this observation we have the following as a corollary of (2.4.17).
Let Ok be the set of operations used in Theorem (2.4.17).
Corollary 2.4.18. Every 3-regular graph in Γk,4 can be reduced to K3,3 or Q within
Γk,4 by applying Ok .
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Chapter 3
Splitter Theorems for 4-regular Graphs
3.1

Introduction

We will use the “immersion” containment relation (see Section 1.3) in the rest
of this paper and prove several splitter theorems and generating theorems (see
Section 1.6) for 4-regular graphs. Lemma (3.2.4) tells us that a 4-regular graph H
is immersed in another 4-regular graph G if and only if H can be obtained from
G by applying a sequence of splitting operations Sp (see Section 1.5 and Section
3.2). Thus, we can use this as an alternative definition of immersion.
The graph properties that we try to maintain are edge-connectivity and girth.
Let Φk,g be the family of k-edge connected 4-regular graphs of girth at least g. Here,
note that k ≤ 2g and, by (1.2.1), Φ2k−1,g = Φ2k,g . Since only 4-regular graphs are
considered, it is natural for us to assume that k ≤ 4. It is also natural to assume
g > 0 since every 4-regular graph has a cycle. We define κ0 (2L) to be two (see
Section 1.1).
In the following three sections, we will prove the splitter theorems for Φk,g , for
g = 1, g = 2, and g = 3, respectively. Table 3.1 shows the numbers of splitter
theorems and generating theorems that will be proved in this chapter, and the
names of authors who proved a corresponding result.

3.2

4-regular Graphs

Since we consider the cases of g = 1 in this section, we study all 4-regular graphs,
including graphs having loops. Note that we have only two classes, Φ0,1 and Φ2,1
because k ≤ 2g and Φ1,1 = Φ2,1 . Most proofs in this section are straightforward.
We include them for the purpose of completeness.
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TABLE 3.1. Splitter theorems and generating theorems for 4-regular k-edge connected
graphs with girth at least g

g=1
k=0

k=2

g=2

g=3

Thm 3.2.7 Thm 3.3.4

Thm 3.4.5

Cor 3.2.8

Cor 3.3.7

Cor 3.4.7

Thm 3.2.7 Thm 3.3.5

Thm 3.4.6

Cor 3.2.8
k=4

Cor 3.3.7

Toida, Bories etc.

Thm 3.3.8

Thm 3.4.8

Cor 3.3.9

Cor 3.4.9

The Figure 1.6 (see Section 1.5) shows us the operation Sp unless the applied
vertex x is in 2L. Note that applying Sp to a vertex x where a loop is incident
with x results in a unique graph, but in general, it is not unique. There are at
most three different resulting graphs because we can choose two pairs from four.
To maintain edge-connectivity, the following Lemma (3.2.1) is useful.
Lemma 3.2.1. If G is connected and applying one type of Sp to x produces a
disconnected graph, then there is another type of Sp which can apply to x so that
the resulting graph is connected.
Proof. Clearly, x is not a vertex of a loop. Since the resulting graph can be
obtained from G − x by adding edges (see Section 1.5), G − x is also disconnected.
It follows that x is a cut vertex of G. So, no loop is incident with x. By (1.2.5),
G − x has just two components, say A and B. Let y be the new vertex of G/E(A).
Let z be a vertex of B. Since G/E(A) is connected, there is a path connecting y
and z. The path must pass x, so it must pass two edges incident with x, say ei
and ej . For a desired splitting, choose ei and ej as a pair, which is a different pair
from the original pair. The other pair can be chosen the remaining edges. When
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the new Sp is applied to x, the pair of ei and ej will be replaced by an edge, say e.
Then the resulting graph is connected because both A and B are connected and
are connected by e.
There are several important lemmas about Sp in the following. Let both G and
H be 4-regular graphs and H is immersed in G, denoted by H ∝ G. The proof for
the first is straightforward.
Lemma 3.2.2. Applying Sp to a vertex of a 4-regular graph results in a 4-regular
graph.
Now, we want to find graph operations in which the resulting graphs maintain
H as an immersion. We assume that we will not apply any operations to a vertex
from V (H). We denote all 4-regular graphs containing H as an immersion by Φ(H)
S
or Φk,g (H). Let H 0 be a pseudo-subdivision of H and recall H 0 = vw∈E(H) Tvw
where Tvw is a vw-trail satisfying the conditions (see Section 1.3).
Call a trail T of G, a redtrail if there is an edge vw ∈ E(H) such that T is a
vw-trail in H 0 . We call an edge e of G, red if e ∈ E(H 0 ), and white otherwise. A
vertex x of G is white if all edges incident with x are white. Note that if x is from
V (H), then all edges incident with x must be red, but not vice verse.
The followings, (3.2.3) and (3.2.4), show us that if a vertex x of G is not from
V (H), we can find a type of Sp such that applying the type of Sp to x results in
Φ(H). Suppose x is neither white nor a vertex of a loop. Then there are two or
four red edges incident with x. Possibly, a redtrail T passes through x twice. Let
ei = xxi with i = 1, 2, 3, 4 be edges incident with x and let e1 and e2 be edges used
in a redtrail in the first time. We call a type of applying Sp, faithful if the type of
Sp pairs e1 and e2 as a pair, and e3 and e4 as another pair.
Lemma 3.2.3. If a vertex x is not white, not a vertex of a loop and not from
V (H), then applying a faithful splitting of Sp to x results in a graph of Φ(H).
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Proof. By (3.2.2), the resulting graph is 4-regular. So, we only need to show
that the resulting graph contains a pseudo-subdivision of H. After applying a
faithful splitting, the resulting graph can by obtained by replacing x1 e1 xe2 x2 and
x3 e3 xe4 x4 with x1 x2 and x3 x4 , respectively. Let H 00 be a graph obtained from H 0
by replacing paths x1 e1 xe2 x2 and x3 e3 xe4 x4 with edges x1 x2 and x3 x4 , respectively.
A faithful splitting makes (at most) two redtrails in H 0 shorter, but a vw-trail is
still a vw-trail for every v, w ∈ V (H) in H 00 . Thus H 00 is also a pseudo-subdivision
of H.
Lemma 3.2.4. For each x not from V (H), there exists a type of splitting Sp so
that applying the type of Sp to x results in a graph of Φ(H).
Proof By (3.2.2), every resulting graph after applying Sp to a 4-regular graph
is 4-regular. So, we only need to show that there is a type of Sp such that the
resulting graph contains H as a immersion. There are three cases we have to cover.
A loop is incident with x, x is a white vertex, and x is neither a vertex of a loop
nor white. The first and second case are clear. The last case follows by (3.2.3).
If we use (3.2.4) to all vertices not from V (H) repeatedly, then we will obtain
H. So, if H ∝ G, then there is a sequence of Sp in G to obtain H. Conversely, if
there is such a sequence, clearly H ∝ G. Therefore, we may also use this equivalent
condition as an alternative definition of immersion.
The following Lemma (3.2.5) will be used frequently in Chapter 3 and Chapter
4.
Lemma 3.2.5. If a white edge is incident with a vertex x, then applying all possible
types of Sp to x always results in Φ(H).
Proof. If x is a white vertex, then the result holds. If a loop is incident with x,
the result holds by (3.2.4). So, we may assume that no loop is incident with x and
that a redtrail T passes through x containing x1 e1 xe2 x2 as a subtrail. Then, e3
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and e4 are white by the condition. By (3.2.3), we only need to find other pseudosubdivisions of H which contains e1 , e3 or e1 , e4 in a redtrail, respectively. As every
vertex of H 0 is of degree two or four, no or two or four white edges are incident
with every vertex of G. In other words, each component of H 0 is Eulerian, and
white edges form a union of Eulerian graphs. So, we can find a white cycle C,
xe3 P (x3 , x4 )e4 x where P (x3 , x4 ) is a x3 x4 -path.
Let T 0 be a trail obtained from T by replacing x1 e1 xe2 x2 with x1 e1 xe3 P (x3 , x4 )e4 xe2 x2
and let H 00 be a graph obtained from H 0 by replacing T with T 0 . Then T 0 contains e1 , e3 and H 00 is also a pseudo-subdivision of H because V (T ) ∩ V (H) =
V (T 0 ) ∩ V (H). Similarly, let T 00 be a trail obtained from T by replacing x1 e1 xe2 x2
with x1 e1 xe4 P (x3 , x4 )e3 xe2 x2 . Then T 00 contains e1 , e4 and the graph obtained from
H 0 by replacing T with T 00 is also a pseudo-subdivision of H.
To prove a splitter theorem for Φ2,1 , we only need to prove the following lemma.
Lemma 3.2.6. Let G be in Φ2,1 (H). After applying a type of Sp to x, if the
resulting graph is disconnected, then there is another type of Sp at x such that the
resulting graph is in Φ2,1 (H).
Proof. By (3.2.1) and (3.2.5), we only need to show that a white edge is incident
with x. Let G0 be the disconnected graph. By (1.2.4), G0 has just two components,
say A and B. Then G0 can be obtained from G − x by adding two new edges, say f1
and f2 . Here, f1 and f2 belong to different components of G0 because, otherwise, G
is disconnected. Since H ∝ G0 and H is connected, all vertices from V (H) belong
to a component, say A. Then all edges of B are white. Therefore, f1 or f2 is white.
It follows that a white edge is incident with x in G.
Note that the process of (3.2.6) does not decrease girth because the new edges
are contained in an edge cut set in the resulting graph. By (3.2.2), (3.2.4) and
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(3.2.6), the following theorem holds. Also note that, since we cannot use Sp to a
vertex in 2L, we need O0 (2L) for the case of connectivity zero in the following.
Theorem 3.2.7. Let k = 0, 1, 2. If G and H are in Φk,1 , and H ∝ G, then G can
be reduced to H within Φk,1 by applying a sequence of Sp and O0 (2L).
Notice that every 4-regular graph G contains 2L as an immersion because each
component of G is Eulerian. By (3.2.7), the following corollary holds.
Corollary 3.2.8. Every connected 4-regular graph can be reduced to 2L within Φ 2,1
by a sequence of Sp.

3.3

4-regular Loopless Graphs

In this section, we consider the cases when g = 2. So, multiple edges are allowed,
but no loops. Let G and H be 4-regular loopless graphs and H ∝ G. To prove
the splitter theorems in this section, we must not only make each resulting graph
be in Φ(H), but all of the resulting graphs must remain loopless. There are three
distinct classes: Φ0,2 , Φ2,2 , and Φ4,2 because k ≤ 2g, and Φ1,2 =Φ2,2 and Φ3,2 =Φ4,2 .
Let x be a vertex of G not from V (H). If applying a type of Sp to x produces
a loop, then there are two multiple edges (2K2 ), say e1 and e2 , such that the trail
ye1 xe2 y was replaced by an edge, which forms a new loop incident with y.
Note that, if three or four multiple edges are incident with x, then the resulting
graph after applying Sp is unique and it has a loop. So, we have no type to avoid
loops if we use only Sp as a graph operation. It implies that we need new graph
operations if we do not want to create a new loop. We will use two operations,
O2 (4K2 ) is for three multiple edges and O0 (4K2 ) is for four multiple edges.
Let us investigate the operations used here, Sp, O0 (4K2 ) and O2 (4K2 ). We
need to maintain the two properties for each resulting graph: being in Φ(H) and
looplessness. Clearly, applying each of them to a 4-regular graph results in a 4regular graph.
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FIGURE 3.1. The operation O2 (4K2 ).

To check that every resulting graph in Φ(H), the following lemmas are useful.
The first result holds because H has no loop.
Lemma 3.3.1. Let H have no loop and H ∝ G. If one of the endpoints of three
or four multiple edges is not from V (H), then the other endpoint is also not from
V (H).
Lemma 3.3.2. Let S be a subgraph to which we can apply one of Sp, O0 (4K2 )
and O2 (4K2 ). Suppose at least one vertex of V (S) is not from V (H). Then, each
resulting graph is in Φ(H).
Proof. We prove one by one. By (3.2.4), the lemma holds for Sp. By (3.3.1),
applying O0 (4K2 ) to a component S = 4K2 results in a graph in Φ(H). To prove
the lemma for the last operation O2 (4K2 ), recall that for this graph operation, S
consists of three multiple edges because S = 4K2 \e (see Section 1.5). Let x be an
endpoint of S not from V (H). we only need to show two cases; x is a white vertex
or not. If x is a white vertex, then the other endpoint is also a white vertex because
H 0 has no vertex of degree 1. In this case, clearly the resulting graph is in Φ(H).
If x is not a white vertex, then there is a redtrail passing through x. By (3.3.1),
we can change the redtrail so that only one multiple edge is red.
Next, we need to take care of looplessness together with the condition that
every resulting graph must be in Φ(H). For O0 (4K2 ), we do not have to anything
because removing a component does not create any new loops and the resulting
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graph contains H as an immersion by (3.3.2). For the other operations, we have
to show that, if a resulting graph has a loop, then there is another type satisfying
both conditions above. Instead of showing this for Sp and O2 (4K2 ), we will prove
it for a generalized case.
Lemma 3.3.3. Let G, H ∈ Φ0,2 with H ∝ G. Suppose applying some graph operations to G results in a graph G0 ∈ Φ(H) and G0 has a loop incident with a vertex
x. Then, applying any type of Sp at x in G results in a graph in Φ(H).
Proof. Since H has no loop, x is not from V (H). By (3.2.5), it is enough to
show that we can assume a white edge is incident with x in G. If x is in 2L in G0 ,
then the loop is white because x is not from V (H). If x 6∈ 2L, then two non-loop
edges are incident with x in G0 . To prove the result, suppose all edges incident with
x are red in G. Then, since x is not from V (H), the red loop in G0 is waste. Thus
we can assume the loop is white in G0 , which follows that a white edge is incident
with x in G.
By (3.3.2) and (3.3.3), the following theorem holds.
Theorem 3.3.4. If G and H are in Φ0,2 , and H ∝ G, then G can be reduced to
H within Φ0,2 by applying a sequence of Sp, O0 (4K2 ) and O2 (4K2 ).
Proof. If the resulting graph does not contain any loop, then the result holds
by (3.3.2). If it contains a loop incident with x after applying a graph operation
O, by (3.3.3), we can replace O by a type of Sp. By (3.3.3), we only need to show
that the resulting graph is loopless. If applying a type of Sp produces a loop, try
another type of Sp to x. Note that there exists at least one type of Sp at x such
that the resulting graph does not produce a loop unless x ∈ 3K2 . In this case,
x 6∈ 3K2 because a loop was incident with x.
Now, to maintain connectivity is not difficult.
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Theorem 3.3.5. If G and H are connected loopless 4-regular graphs with H ∝ G,
then G can be reduced to H within Φ2,2 by applying a sequence of Sp and O2 (4K2 ).
Proof. We only need to show that there is a graph operation such that the
resulting graph is in Φ2,2 (H). By (3.3.4), we can use Sp and O2 (4K2 ) unless the
resulting graph is disconnected. Since O2 (4K2 ) consists of contractions, applying
O2 (4K2 ) to a connected graph results in a connected graph. So, we only need to
check Sp. By (3.2.6) and the note after (3.2.6), the result holds.
For a generating theorem for Φ2,2 , the following lemma (3.3.6) is useful.
Lemma 3.3.6. Every connected loopless 4-regular graph G contains 4K 2 as an
immersion.
Proof. Note that, by (1.2.1), κ0 (G) ≥ 2 and κ0 (G) > 2 implies κ0 (G) ≥ 4. Hence,
if κ0 (G) > 2, the lemma holds by (1.2.6). Thus, we can assume κ0 (G) = 2. Then,
there is a 2-edge-cut T of G such that G\T has a component having no 2-edge-cut,
say A. Thus, A is 3-edge connected (A is not 4-regular). Here A contains more
than one vertex because G has no loop. Let v and w be distinct vertices in A.
By (1.2.6), at least three pairwise edge-disjoint paths connect v and w in A. By
using G\E(A), we can find another path connecting v and w, which is certainly
edge-disjoint from paths in A.
By (3.3.5) and (3.3.6), the following corollary holds.
Corollary 3.3.7. Every connected loopless 4-regular graph can be reduced to 4K 2
within Φ2,2 by applying a sequence of Sp and O2 (4K2 ).
Next, since every 4-edge connected graph has no 2-edge cut, every graph of Φ 4,2
has no three multiple edges. So, we do not have to use O2 (4K2 ). The following is
a splitter theorem for Φ4,2 .
Theorem 3.3.8. If G and H are in Φ4,2 with H ∝ G, then G can be reduced to
H within Φ4,2 by a sequence of Sp.
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Proof. By (3.3.5), applying Sp to a vertex x which is not from V (H), results
in a graph in Φ2,2 (H). We only need to show that, if applying one of three types
of Sp at x results in a d graph G0 with κ0 (G0 ) < 4, then there is another type of
Sp at x such that the resulting graph is in Φ4,2 . By (1.2.1), G0 has a 2-edge-cut,
say T = {t1 , t2 }. Then, by (1.2.4), G0 \T has just two components, say A and B.
Since H is 4-edge connected, all vertices of H belong to a component, say A. Note
that G0 can be obtained from G − x by adding two new edges, say f1 and f2 . Let
f1 belong to A. If one of fi is white, then a white edge is incident with x. Then
(3.2.5) implies the result because in (3.2.5), new edges in the resulting graph are
in a subset of a edge cut and hence new cycles do not decrease girth.
So, suppose both fi are red. Then t1 and t2 must be red and must belong to a
redtrail T together with f2 because no vertex of B is from V (H). We only need
to show that T can be replaced by a shorter trail which does not contain f2 . If t1
and t2 are incident with a vertex v in V (B), then T contains a waste close trail
passing through f2 . In this case, omit the waste. So, we can assume t1 and t2 are
not incident in B. Hence, t1 and t2 have distinct endpoints in B, say v1 and v2 .
Since B is connected, there is a path P in B connecting v1 and v2 . Since f 6∈ E(B),
P does not contain f . Replace a subtrail of T connecting v1 and v2 by P . Thus we
can assume f2 is white.
By (1.2.6), every 4-edge connected graph contains 4K2 as an immersion. Thus,
the following generating theorem holds by (3.3.8).
Corollary 3.3.9. Every 4-edge connected 4-regular graph can be reduced to 4K 2
within Φ4,2 by applying a sequence of Sp.

3.4

4-regular Simple Graphs

In this section, we consider the cases when g = 3. So, every graph must contain no
loops and no multiple edges here. We have three distinct classes, Φ0,3 , Φ2,3 , and Φ4,3
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because k ≤ 4, and Φ1,3 =Φ2,3 , and Φ3,3 =Φ4,3 . However, the splitter theorem for Φ0,3
is crucial. To maintain connectivity is not difficult comparing to keep simplicity.
Let us introduce very useful two lemmas related to simplicity. Let H ∈ Φ0,3 and G
is a 4-regular graph with H ∝ G. The proof of the first lemma is very elementary,
so it is eliminated.
Lemma 3.4.1. Suppose H is a 4-regular simple graph and G ∈ Φ0,1 (H). Let T be
an t-edge cut of G and let S be a component of G\T .
(a). If t =2, and V (S) has vertices from V (H) less than five, then V (S) has
no vertices from V (H).
(b). If t = 4, then V (S) cannot have exactly two or three vertices from V (H).

The resulting graph has no loop after applying Sp because G is simple. Hence,
only obstruction about applying Sp is to produce of a multiple edge. Note that if
we apply Sp to a vertex x, and one of two pairs of four incident edges with x on a
cycle, then the size of the cycle decreases by 1 after applying Sp. So, a 2-cycle or
a multiple edge appears only when we choose two edges on a 3-cycle as one of two
pairs for a splitting Sp. The following saves this situation.
Here we say that a type of Sp releases a multiple edge if the splitting at one of
the endpoints separates the multiple edge.
Lemma 3.4.2. Let H be a 4-regular simple graph and G ∈ Φ0,1 (H). If G has a
multiple edge, say xy, then applying two splittings at x that releases the multiple
edge, results in a graph in Φ(H).
Proof. Since H is simple, both x and y can not be from V (H). There are two
cases; one case is that either x or y is from V (H), and the other is that none
of them is from V (H). First, let y be from V (H). Then x must have a faithful
splitting releasing the multiple edge because H is simple. The result holds because
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two splittings releasing the multiple edge have the same resulting graph. If x is
from V (H), then y is not. In this case, y has a faithful splitting that releases the
multiple edge and preserves H because H is simple. Move a vertex of V (H) from
x to y. Then the result holds because H is simple and xy is a multiple edge. In
the second case, neither x nor y is from V (H). Assume that none of them has the
releasing splitting. Then the multiple edge xy is white because a redtrail needs a
vertex from V (H), but none of the endpoints is from V (H). Hence, any splitting
at x preserves H by (3.2.5).
In the following, let both H and G be in Φ0,3 and H ∝ G. Since a 4-regular
simple graph needs at least five vertices, the complete graph K5 is the smallest
graph in Φk,3 with 0 ≤ k ≤ 4.
Let us study three operations Oi (K5 ) with i = 0, 2, 4 (see Section 1.5). Let S
be an induced subgraph in G which will be applied Oi (K5 ). Recall S = K5 , K5 \e
and K5 − v for i = 0, 2 and 4, respectively. Since K5 is the smallest graph here,
the fact that one of V (K5 ) is not from V (H) implies that none of V (K5 ) is from
V (H). Thus, applying O0 (K5 ) to a component S results in a graph Φ(H) unless
all vertices of the K5 are from V (H). By (3.4.1a), applying O2 (K5 ) to S results
in a graph in Φ0,1 (H) unless all five vertices of S are from H. However, note that
operations O0 (K5 ) and O2 (K5 ) are equivalent to five consecutive Sp to five points
of S.
Finally, see Figure 1.13 for O4 (K5 ). Let T be the 4-edge-cut of G in G\E(S)
incident with V (S). Clearly, applying O4 (K5 ) to S = K5 − v = K4 results in a
4-regular graph. By (4.1b), the resulting graph in Φ(H) unless all four vertices of
S are from V (H).
We can see that applying O4 (K5 ) results in a simple graph unless some of T are
incident in G. Notice that if just three edges of T have a common vertex, then G
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has a subgraph isomorphic to K5 \e. If all four edges have a common vertex, then
G has a component isomorphic to K5 . The following lemma is very important. Let
both G and H be in a class Φ0,3 and H ∝ G.
Lemma 3.4.3. If G contains a subgraph S isomorphic to K5 \e, then G is reducible
in Φ0,3 (H) unless all vertices of S are from V (H).
Proof. Suppose G is irreducible in Φ0,3 (H) . We will prove S is an induced
subgraph in G. If S is not an induced graph in G, then G has a component
isomorphic to K5 . Since at least one vertex of K is not from V (H), we can use
the operation O0 (K5 ) and resulting graph is in Φ0,3 (H). Hence, S must be an
induced graph of G. Then G has a 2-edge-cut, say {f, g}, such that G\{f, g} has a
component S. Hence, by (3.4.1a), none of V (S) is from V (H). So, applying O2 (K5 )
to S results in a graph G0 in Φ0,1 (H). Therefore, from our assumption, G0 is not
simple.
There are two cases that G0 contains a loop or a multiple edge. Note that f and g
are incident or have a common incident edge, respectively. In the first, suppose G0
has a loop. Let x be the vertex incident with the loop. Note that, in G, four edges
are incident with x including f and g. Let f 0 and g 0 be the other edges incident
with x. Then, by (3.3.3), applying any types of Sp to x results in Φ(H). So, instead
of applying O2 (K5 ) to S, apply the following type of Sp to x. Choose {f, f 0 } and
{g, g 0} as two pairs of the splitting. The only chance to have a non-simple graph
after a splitting is to have a multiple edge. However, there is no multiple edge
because each pair is not on a 3-cycle, as f and g are a 2-edge cut.
In the second, suppose G0 has a multiple edge, say xy. Since G is simple, xy
consists of two edges, a new edge and an old edge from G, say e. By (3.4.2),
applying two types of Sp to x which releases the multiple edge, results in Φ(H).
Because of our assumption, after applying (3.4.2), the resulting graph must be non58

simple. It implies that in G, there must exist two triangles containing the common
edge e, say xyz and xyw. Now, applying each of the two types of Sp produces
another multiple edge, yz or yw. Then we can apply (3.4.2) to y according to yz or
yw. Either case tells us that G must have an edge zw because of our assumption.
It follows that the four vertices, {x, y, z, w}, span a K4 in G. Note that G has two
2-edge-cuts, {f, g} and, say {a, b}, such that G\f \g\a\b has the component K 4
containing {x, y, z, w}. Since each of them is a 2-edge-cut of G, {f, g} ∩ {a, b} = ∅.
Moreover, {f, g} has no common vertex in this case. Therefore, applying O4 (K5 )
has a problem only when a and b have a common vertex, say v. In that case, the
resulting graph has a multiple edge again. Applying (3.4.2) to v, we have a simple
graph because {a, b} is a 2-edge cut in G. That is, G is reducible in Φ0,3 (H).
Now we can prove the following key lemma to prove a splitter theorem for Φ0,3 .
Lemma 3.4.4. If G contains a K4 , then G is reducible in Φ0,3 (H) unless all
vertices of the K4 are from V (H).
Proof. By (3.4.1b), we can assume at most one vertex of a K4 is from V (H). Let
T = {a, b, c, d} be the 4-edge-cut of G such that G\T contain the K4 . By (3.4.3),
we can assume no three of T have a common vertex. Also, if four of S have a
common vertex, then we can use the graph operation O0 (K5 ). Moreover, if none of
T have a common vertex, then we can apply O4 (K5 ) because the resulting graph is
simple and is in Φ0,3 (H). Hence, we only need to show the case that two of T have
a common vertex, say x. In this case, the resulting graph after applying O4 (K5 )
has a multiple edge containing x, say xy. By (3.4.2), applying two splittings at x
releasing the multiple edge, results in Φ(H). If both of them result in a non-simple
graph, then three of T have a common vertex.
After the key lemma above, it is not difficult to prove the following splitter
theorem for Φ0,3 .
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Theorem 3.4.5. If G and H are in Φ0,3 , and H ∝ G, then G can be reduced to
H within Φ0,3 by applying a sequence of Sp, O4 (K5 ), O2 (K5 ) and O0 (K5 ).
Proof. If G =H, then the result holds. So, we can assume that there is a vertex,
say v, not from V (H). Then, by (3.2.4), there is a type of Sp at v such that the
resulting graph, say G0 , is in Φ(H). Suppose G is not reducible in Φ0,3 (H). Hence,
G0 is not simple and since G is simple, G0 has a multiple edge, say xy. Note that
xyv spans a triangle. By (3.4.2), applying two splittings at x releasing the multiple
edge, results in Φ(H) . Since G is irreducible and we can assume no K4 in G by
(3.4.4), xy or xv is contained in three different triangles. Say, xv is the common
edge of three different triangles. By symmetry, we can apply (3.4.2) to y according
to the same multiple edge above. Then from the same argument above, yx or yv
is contained in three different triangles. This means G contains a K4 . Thus, the
result holds.
The following are splitter theorems and generating theorems for G having a
higher connectivity. Here, if we allow H to be the empty graph, then we need to
add O0 (K5 ) in the list of operations.
Theorem 3.4.6. If G and H are in Φ2,3 with H ∝ G, then G can be reduced to
H within Φ2,3 by applying a sequence of Sp, O4 (K5 ) and O2 (K5 ).
Proof. By (3.4.5), we only need to take care of connectivity. Since both O4 (K5 )
and O2 (K5 ) consist of contractions, they do not decrease the connectivity of the
resulting graph after applying them. So, we only need to show the result for Sp.
The same argument as in (3.2.6) works because of the note after (3.2.6).
In the following, we can obtain a generating theorem as a corollary of (3.4.6),
which is the same result of F. Bories, J-L. Jolivet, and J-L. Fouquet [2]. To prove
the result, we only need to find ∝-minimal graphs in Φ2,3 . In (3.4.6), note that
if we allow H to be the empty graph, then we only need to add the operation
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O0 (K5 ) to have the result hold. Since any graph G contains the empty graph as
an immersion, so does G in Φ2,3 . In each sequence of the reducing process from G
of Φ2,3 to the empty graph, there is a K5 before the empty graph. Hence, K5 is
a ∝-minimal graph in Φ2,3 . Moreover, this is only one ∝-minimal graph because
the only operation to reach the empty graph is O0 (K5 ). So, the following corollary
holds by (3.4.6).
Corollary 3.4.7. Every connected 4-regular simple graph can be reduced to K 5
within Φ2,3 by applying a sequence of Sp, O4 (K5 ) and O2 (K5 ).
The following is a splitter theorem for 4-edge connected 4-regular simple graphs.
Theorem 3.4.8. If G and H are in Φ4,3 , and H ∝ G, then G can be reduced to
H within Φ4,3 by applying a sequence of Sp and O4 (K5 ).
Proof. By (3.4.6), we only need to keep that applying Sp to a vertex of G results
in a 4-edge connected graph. We can use the exactly same argument as the one in
(3.3.8).
From the same observation before (3.4.7), K5 is the unique ∝-minimal graph in
Φ4,3 . Hence, by (3.4.8), the following corollary holds.
Corollary 3.4.9. Every 4-edge connected 4-regular simple graph can be reduced to
K5 within Φ4,3 by applying a sequence of Sp and O4 (K5 ).
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Chapter 4
Splitter Theorems for 4-regular Planar
Graphs
4.1

Introduction

We have proved splitter theorems for 4-regular graphs in Chapter 3. In this chapter,
we will prove splitter theorems (see Section 1.6) for 4-regular planar graphs. We
will assume that a 4-regular graph H is immersed in a 4-regular planar graph G,
denoted by H ∝ G. Since H could be non-planar, we will prove that G can be
reduced to a pinched graph H P of H, instead of reducing to H itself.
Recall that vertices in V (H P ) − V (H) are called crossing vertices (see Section
1.4). A crossing point in G is a vertex v ∈ V (G) where an edge-trail intersects
edges incident with v. If H is immersed in G, then a crossing vertex is a crossing
point, but not vice versa.
Let Φk,g be the family of k-edge connected 4-regular graphs of girth at least
g, and let P Φk,g be all planar graphs in Φk,g . We will prove that we can reduce
G to H P within P Φk,g without increasing the number of crossing points of G if
G, H ∈ Φk,g with H ∝ G and G is a plane graph.
If a plane graph H is immersed in a plane graph G without any crossing points,
then we can reduce from G to H itself. In Section 4.5, we will prove that we cannot
replace H P by H in the splitter theorems in Section 4.2 and Section 4.3 if we allow
only a finite number of graph operations.
In the following three sections, we prove splitter theorems for P Φk,g , for g = 1,
g = 2, and g = 3, respectively. In addition, we will also determine ∝-minimal
graphs in each P Φk,g . Then, combining ∝-minimal graphs in P Φk,g with a corresponding splitter theorem, we will obtain a generating theorem (see Section 1.6)

62

in P Φk,g . Table 4.1 shows the numbers of splitter theorems and generating theorems that will be proved in this chapter, and the names of authors who proved a
corresponding result.
TABLE 4.1. Splitter theorems and generating theorems for 4-regular k-edge connected
planar graphs with girth at least g

g=1

g=2

k=0 Thm 4.2.6 Thm 4.3.4
Cor 4.2.9

Thm 4.4.12

Cor 4.3.7

Cor 4.4.14

k=2 Thm 4.2.8 Thm 4.3.5

Thm 4.4.13

Cor 4.2.9
k=4

4.2

g=3

Cor 4.3.7

Manca, Lehel

Thm 4.3.8

Thm 4.4.15

Cor 4.3.9

Cor 4.4.16

4-regular Planar Graphs

In this section, we consider the cases when g = 1. So, we allow loops here. There
are only two classes, P Φ0,1 and P Φ2,1 because k ≤ 2g and P Φ1,1 = P Φ2,1 .
We will use only one operation in this section, which is called planar splitting,
denoted by P S (see Figure 4.1). Let H be a 4-regular graph and let G be a 4-regular
planar graph with H ∝ G. For convenience we fix a plane graph isomorphic to G
and denote the plane graph by G.
There are several important notes about P S in the following. Let both G and
H be 4-regular graphs and let G be a plane graph with H ∝ G. Note that after
applying each P S, the number of vertices of G decreases by one, and the number
of edges of G decreases by two. The resulting graph is still a 4-regular graph.
Moreover, no crossing points are produced by P S. Thus applying P S to a plane
graph maintains planarity. Hence, the following note holds.
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FIGURE 4.1. The operation P S.

Lemma 4.2.1. Applying P S to a vertex of a 4-regular planar graph results in a
4-regular planar graph.
To maintain edge-connectivity, the following Lemma (4.2.2) is useful. The proof
is exactly the same as (3.2.1).
Lemma 4.2.2. If G is a connected plane graph and applying P S to x results in
a disconnected graph, then there is another planar splitting at x that produces a
connected graph.
Now, we would like to pursue P S in such a type that the resulting graph maintains H as an immersion without increasing the number of crossing points in G.
Let Φ(H) be a class consisting of all graphs G with H ∝ G. The following lemma
shows us that if x is not from V (H), we can find a type of P S such that the
resulting graph is in Φ(H). By (3.2.3) and (3.2.5), the following holds.
Lemma 4.2.3. If x is not from V (H) and no redtrail crosses with a red or white
trail at x, then applying faithful P S to x results in Φ(H) without increasing the
number of crossing points in G.
By (4.2.3), we can assume that there is no white vertex, and no redtrails are
tangent with any redtrails. So, every vertex is a vertex from V (H) or a crossing
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point of G. The following lemma tells us that we can reduce a crossing point x if
a white edge is incident with x.
Lemma 4.2.4. If a white edge is incident with a vertex x, then we can apply all
possible types of P S at x so that the resulting graph is in P Φ0,1 (H) and the number
of crossing points in G does not increase.
Proof. We can deduce the lemma from (3.2.5) except the condition about the
number of crosssings. We only need to show that the white cycle C in the proof
of (3.2.5) does not increase the number of crossing points in G. Observe that if a
vertex x of C is white, then we can choose edges incident with x so that we do not
increase the number of crossing points in G. If a red edge incident with x and a
redtrail crosses white edges, then we also do not increase the number of crossing
points in G because that the crossing point was counted already.
By (4.2.4), we can assume that we have no white edges in G. So, by (4.2.3), we
may assume that each vertex of G is either from V (H) or a crossing point of two
redtrails.
Lemma 4.2.5. If every vertex of G is from V (H) or a crossing point of two
redtrails, then G can be reduced to H P without increasing the number of crossing
points in G by modifying redtrails and using P S.
Proof. Suppose that G is not a pinched graph of H. There are three types
of obstruction. First, there is an edge trail crossing itself. Second, there are two
trails crossing each other more than once. Third, there are two adjacent edgetrails crossing each other. For the first type, it is easy to change the trail from
crossing itself to touching itself. Note that this modification decreases the number
of crossing points in G. Then, we can use P S by (4.2.3). Thus, we can eliminate
the first type. Similarly, for the second type, we can change the two trails from
more than one crossing points to at most one crossing point because two crossing
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points in G can be changed to two tangent points. This modification also decreases
the number of crossing points in G. Then, we can use (4.2.3). For the third type,
we can use the same strategy as the other types. Since two redtrails are adjacent at
a vertex v ∈ V (H), they will be a vu-trail and a vw-trail with u, w ∈ V (H). Then,
change the crossing points to the tangent points, which decreases the number of
crossing points in G. Also the resulting graph is in P Φ(H). By using (4.2.3) again,
we can eliminate the third type of crossing points in G.
By (4.2.1), (4.2.3), (4.2.4) and (4.2.5), the following theorem holds.
Theorem 4.2.6. If H is a 4-regular graph and G is a 4-regular plane graph with
H ∝ G, then G can be reduced to H P within P Φ0,1 by applying a sequence of P S
without increasing the number of crossing points in G.
To prove a splitter theorem for P Φ2,1 , we only need to prove the following lemma.
Lemma 4.2.7. Let G be in P Φ2,1 (H). If applying P S to x results in a disconnected
graph, then there is another type of P S at x such that the resulting graph is in
P Φ2,1 (H) and the number of crossing points in G does not increase.
Proof. By the same observation as in (3.2.6), we can conclude that a white edge
is incident with x. Then, by (4.2.4) and (4.2.2), the lemma holds.
By (4.2.6) and (4.2.7), the following theorem holds.
Theorem 4.2.8. If H is in Φ2,1 and G is in P Φ2,1 with H ∝ G, then G can be
reduced to H P within P Φ2,1 by applying a sequence of P S without increasing the
number of crossing points in G.
Since every 4-regular plane graph contains 2L as an immersion, the following
corollary holds by (4.2.8). Notice that we do not have to consider a pinched graph
because we can assume that 2L is immersed in G without any crossing points.
Corollary 4.2.9. Every connected 4-regular plane graph can be reduced to 2L
within P Φ2,1 by applying a sequence of P S.
66

4.3

4-regular Loopless Planar Graphs

In this section, we consider the cases when g = 2. So, multiple edges are allowed,
but no loops. Let G and H be 4-regular loopless graphs, and let G be a plane
graph with H ∝ G. Since no loop is incident with each vertex x of G, we can name
four edges incident with x clockwise, say e0 , e1 , e2 , and e3 . There are three distinct
classes: P Φ0,2 , P Φ2,2 , and P Φ4,2 because k ≤ 2g, and P Φ1,2 =P Φ2,2 , and P Φ3,2 =
P Φ4,2 .
Since all graphs in this section are 4-regular, we can apply the splitter theorems
in the previous section here unless applying P S produces a loop. Also we can
use lemmas in Section 3.2 except that we have to watch crossing points. Thus the
following lemmas overlap some part, but we list these for the completeness without
proofs in detail. The first lemma, which overlaps with (3.3.1), holds because H does
not contain a loop.
Lemma 4.3.1. Let H have no loop and H ∝ G. If a vertex of 2K2 in G is not
from V (H), then the other vertex of the graph is also not from V (H).
The following almost overlaps with (3.3.2). Let S be an induced subgraph of a
plane graph G to which we can apply one of O0 (4K2 ) and O2 (4K2 ). The proof is
the same as in (3.3.2) because (3.3.1)and (4.3.1) are equivalent and we can replace
(3.2.4) by (4.2.3).
Lemma 4.3.2. Suppose at least one of V (S) is not from V (H) and an applied
vertex for P S is not a crossing point. Then, applying one of P S, O0 (4K2 ) and
O2 (4K2 ) to S results in a in P Φ(H), and these operation does not increase the
number of crossing points.
Lemma 4.3.3. Let H have no loop and let G be a 4-regular planar graph with
H ∝ G. If G has a loop incident with a vertex x, then applying any type of Sp to
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x results in a graph in P Φ(H) without increasing the number of crossing points in
G.
Proof. By the same argument in (3.3.3), we can assume a white edge is incident
with x. By (4.2.4), the result holds.
The following Theorem (4.3.4) holds because we can use the same argument in
(3.3.4) except replacing (3.3.2) and (3.3.3) by (4.3.2) and (4.3.3), respectively.
Theorem 4.3.4. If G and H are in Φ0,2 , and G is planar with H ∝ G, then G
can be reduced to H P within P Φ0,2 by applying a sequence of P S, O0 (4K2 ) and
O2 (4K2 ) without increasing the number of crossing points.
Now, to maintain connectivity is not difficult.
Theorem 4.3.5. If G and H are connected loopless 4-regular graphs, and G is a
plane graph with H ∝ G, then G can be reduced to H P within P Φ2,2 by applying a
sequence of P S and O2 (4K2 ) without increasing the number of crossing points.
Proof. By (4.2.1) and (4.3.4), we only need to show that there is a graph operation such that the resulting graph is in a connected graph in Φ(H). Since O2 (4K2 )
consists of a contraction, applying O2 (4K2 ) to a connected graph results in a connected graph. So, we only need to check P S. By (4.2.2) and (4.2.6), the lemma
follows from the exact same argument in (4.2.7). Note that changing a type of P S
is unique because of planarity and the new edge does not decrease the girth since
it belongs to a edge cut of the new resulting graph.
For a generating theorem for P Φ2,2 , the following lemma is useful and is the
same as (3.3.6).
Lemma 4.3.6. Every connected loopless 4-regular graph G contains 4K 2 as an
immersion.
By (4.3.5) and (4.3.6), the following Corollary (4.3.7) holds.
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Corollary 4.3.7. Every connected loopless 4-regular planar graph can be reduced
to 4K2 within P Φ2,2 by applying a sequence of P S and O2 (4K2 ) without increasing
the number of crossing points.
Since every 4-edge connected graph has no 2-edge cut, every graph of P Φ4,2
contains no 3K2 as an induced subgraph. So, we do not have to use O2 (4K2 ). The
following is a splitter theorem for P Φ4,2 .
Theorem 4.3.8. If G and H are in Φ4,2 , and G is a plane graph with H ∝ G,
then G can be reduced to H P within P Φ4,2 (H) by applying a sequence of P S to H P
without increasing the number of crossing points.
Proof. By (4.3.5), applying P S to a vertex x not from V (H) results in a graph
in P Φ2,2 (H). We only need to show that, if applying a planar splitting at x results
in a not 4-edge connected graph, then there is another type of P S at x such that
the resulting graph is in P Φ4,2 . By the same argument in (3.3.8), a white edge is
incident with x. By (4.2.4), the theorem holds.
By (1.2.6), every 4-edge connected graph contains 4K2 as an immersion. Thus,
the following generating theorem follows by (4.3.8). Since 4K2 can be immersed in
G without any crossing points, we can reduce G to 4K2 itself, instead of reducing
to a pinched graph of 4K2 .
Corollary 4.3.9. Every 4-edge connected 4-regular plane graph G can be reduced
to 4K2 within P Φ4,2 by applying a sequence of P S.

4.4

4-regular Simple Planar Graphs

In this section, we consider the cases when g = 3. In other words, we will prohibit
loops and multiple edges in any graph. We have three distinct classes, P Φ0,3 ,
P Φ2,3 , and P Φ4,3 because k ≤ 4, and P Φ1,3 =P Φ2,3 , and P Φ3,3 =P Φ4,3 . However,
the splitter theorem for P Φ0,3 is crucial. Let G ∈ P Φ0,3 and H is a 4-regular simple
graph with H ∝ G. The following Lemma (4.4.1) is contained in (3.4.1).
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Lemma 4.4.1. Suppose H is a 4-regular simple graph and G ∈ P Φ0,1 (H). Let T
be an t-edge cut of G and let S be a component of G\T .
(a). If t = 2, and V (S) has vertices from V (H) less than five, then V (S) has
no vertices from V (H).
(b). If t = 4, then V (S) cannot have exactly two or three vertices from V (H).

Let G be a 4-regular simple plane graph. To maintain girth, we will prove a key
lemma, which is similar to (3.4.2) but we need more detail because of planarity. Let
i be an integer modulo 4 and let ei be the edges incident with a vertex x such that
the incident edges are numbered clockwise around x in the plane graph G. Then,
note that if we apply a type of P S to x, say ei and ei+1 are paired, then an n-cycle
containing ei and ei+1 , will result in an n − 1-cycle after applying P S. Thus, the
resulting graph has no loop after applying P S because G has no 2-cycles. Hence,
the only problem is when n = 3. We call this planar splitting a triangle splitting
with the 3-cycle. The following Lemma (4.4.2) solves this problem.
Recall that we say that a type of Sp releases a multiple edge or a 2-cycle if
applying the type of Sp to a vertex of the 2-cycle separates the multiple edges.
Note that if a 2-cycle consists of ei and ei+1 , then there is only one P S at x that
releases the 2-cycle, but if a 2-cycle consists of ei and ei+2 , then there are two types
of P S at x that release the 2-cycle. Call the vertex in the last case, u-vertex. Let
x, y be distinct vertices of a 2-cycle. Then observe that if x is a u-vertex, then y
must be also a u-vertex by (1.2.1). So, if x is not a u-vertex, then neither is y.
Lemma 4.4.2. Let H be a 4-regular simple graph and G ∈ P Φ0,1 (H). If G has a
multiple edge, say xy, then applying the two types of P S at x (they are possibly
isomorphic) that release the multiple edge results in P Φ0,1 (H) and they do not
increase the number of crossing points.
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Proof. Since H is simple, at least one of x and y is not be from V (H). So, there
are two cases; only one vertex is from V (H) or none of them are from V (H).
First, if y is from V (H), then x is not. Then two redtrails passing through x
and they are adjacent because both of them have the endpoint y. Thus if the two
redtrails cross at x, then we can change the trails from crossing at x to touching
at x without losing redtrails and can reduce the number of crossing points in G.
Hence, the lemma holds in this case. On the other hand, if x is from V (H), then y is
not. In this case, we can switch x and y without losing redtrails and the switching
does not increase the number of crossing points in G.
In the second, neither x nor y is from V (H). Suppose that there are no types
of Sp at x and y such that the types can release the multiple edge. By (4.2.4), we
only need to show that a white edge is incident with x. Suppose every multiple
edge xy is red. Then a redtrail must be closed because there are no types of Sp
at x and y that releases the multiple edge. Thus, we can change a multiple edge
xy from red to white. So, we may assume that there is a type of Sp that releases
the multiple edge at x or y. Suppose that there is no type of Sp that releases the
multiple edge at x. Suppose all edges incident with x are red. By our assumption,
there is a type of Sp at y that releases the multiple edge. Suppose x is a u-vertex.
Then y is also a u-vertex and there is no crossing at y because, otherwise, there is
no releasing planar splitting at y. Notice that in this case we can change a multiple
edge xy from red to white because there is a waste closed sub-redtrail. So, we may
assume that x is not a u-vertex. Since there is no type of Sp at x that releases the
multiple edge, there is a waste red cycle that contains y. So, we can change a red
multiple edge xy to white.
Therefore, we can assume that there is a type of Sp at x that releases multiple
edge and all edges incident with x is red. If there is no crossing at x, then the
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lemma holds by (4.2.3). If x is a crossing point, then we can assume that y is not a
crossing point because, otherwise, we can change these two crossing points to two
touching points at a time. Observe that in this case, we can switch x and y so that
there is a type of non-crossing Sp or P S at x, which releases the multiple edge,
does not lose any redtrails and does not increase the number of crossing points.

 





 


 


 

 


 





 

FIGURE 4.2. The operation O2 (Oct).

Since we have proved a lemma for the operation P S, let us move to prove lemmas
for the other graph operations used in this section. Since that the octahedron (see
Figure 1.14), denoted by Oct, is the smallest 4-regular simple planar graph, we will
use Oi (Oct) with i = 0, 2, 4. Figure 4.2 shows Oct2 (Oct). Also we will use O4 (K5 )
(see Figure 4.3). Each of four operations above is equivalent to applying a sequence
of P S, but we need these operations to maintain simplicity. We will prove lemmas
related with each graph operation one by one. In the following lemmas, let S be an
induced subgraph of G to which we will apply each graph operations (see Section
1.5). The following lemma will be proved by (4.4.1(a)).
Lemma 4.4.3. Let i = 0 or 2. Applying Oi (Oct) to a subgraph S of a plane graph
G results in a graph in P Φ0,1 (H) unless five or more vertices of S are from V (H).
This operation does not increase the number of crossing points in G.
Next, let us investigate graph operations Oi (K) with i = 4. We will see K = K5
and K = Oct in this order. Recall S is an induced subgraph isomorphic to K − v
if i = 4. Since S = K5 − v = K4 , we will study K4 in G. Suppose G ∈ Φ0,3 (H)
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contains K4 as a subgraph. Let T = {a, b, c, d} be edges in G\E(K4 ) incident with
V (K4 ). Since G is simple, edges of T are pairwise distinct. Hence, T is a 4-edge-cut
of G, and K4 is a component of G\T . Moreover, since G is a plane graph, the set
T consists of two 2-edge cuts of G (see Figure 4.3). Thus, we can contract K4 to
a point so that the resulting graph is a 4-regular planar graph. Notice that this is
the same as O4 (K5 ) in Figure 1.13 but pictures are different because of planarity.
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FIGURE 4.3. The operation O4 (K5 ) for plane graphs.

Note that by (4.4.1b), the resulting graph after applying O4 (K5 ) keeps H unless
all four vertices of K4 are from V (H). Also applying O4 (K5 ) does not increase
the number of crossing points in G. Therefore, the following (4.4.4) holds. Let G
and H be a 4-regular simple graph and G be a plane graph with H ∝ G in the
following.
Lemma 4.4.4. Applying O4 (K5 ) to S in a plane graph G results in a graph in
P Φ(H) unless all vertices of S are from V (H). This operation does not increase
the number of crossing points in G.
We will prove a useful lemma related with K4 .
Lemma 4.4.5. If a 4-regular planar simple graph G contains a K4 and not all
vertices of the K4 are from V (H), then G is reducible in P Φ0,3 (H) and the operation
does not increase the number of crossing points.
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Proof. Without loss of generality, the graph G contains the left-hand side graph
in the Figure 4.3. By (4.4.1b), we only need to check simplicity. Suppose that
applying O4 (K5 ) results in a non-simple graph. Then the resulting graph has a
multiple edge, say xy. Since G is simple, x or y is a new vertex occurring from
the contraction, say x. By (4.4.2), the vertex y has a planar splitting that releases
the 2-cycle containing xy. Observe that y is a cut vertex in G, which implies the
resulting graph is simple. Thus, we can apply the releasing P S to y instead of
applying O4 (K5 ) to K4 and the resulting graph is in P Φ0,3 .
To investigate O4 (Oct), we will see S = Oct − v isomorphic to a wheel. The
wheel with five vertices, isomorphic to K1 ∨ C4 , will be denoted by W4 . Note that
applying O4 (Oct) (see Figure 1.15) is equivalent to contract S = W4 . We can see
that the resulting graph after applying O4 (Oct) to S in a 4-regular planar simple
graph is a 4-regular planar graph. The following lemma is an analog to (4.4.4).
Lemma 4.4.6. Applying O4 (Oct) to S in a plane graph G results in P Φ(H) unless
four or more vertices of S are from V (H). This operation does not increase the
number of crossing points.
Proof. Let T = {ai } with 0 ≤ i ≤ 3 be the set of all edges in G\E(S) incident
with V (S). Then, by (4.4.1b), we only need to show that T is a 4-edge cut. To show
this we must prove that T consists of four distinct edges. Suppose ai is numbered
clockwise in the plane. Then clearly ai 6= ai+1 with modulo 4 holds because G is
simple. Moreover, if ai = ai+2 , then G contains K4 . By (4.4.5), the result holds.
We will prove the following three lemmas analogous to (4.4.5) to complete the
proof of splitter theorems in this section.
Lemma 4.4.9. If G contains a subgraph S isomorphic to Oct\e, then G is reducible
in P Φ0,3 (H) and that graph operation does not increase the number of crossing
points in G, unless five or more vertices of S are from V (H).
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Lemma 4.4.10. If G contains a subgraph S isomorphic to W4 , then G is reducible
in P Φ0,3 (H) and that graph operation does not increase the number of crossing
points in G unless four or more vertices of S are from V (H).
Lemma 4.4.11. If G contains a triangle ladder L3,2 and there is a triangle splitting
at y2 with the triangle x2 y2 x3 , then G is reducible in P Φ0,3 (H), or G contains a
cyclic ladder.
To prove (4.4.9), we need the following two lemmas. Let x be a vertex of a 4regular simple plane graph G. If x is a vertex of an n-cycle, say Cn , we call two
edges incident with x and contained in G\E(Cn ), unknown edges of x with Cn .
By (1.4.1), every n-cycle in the plane separates the plane into two areas: interior
and exterior of the n-cycle, denoted by int(Cn ) and ext(Cn ), respectively. Observe
that if there is a triangle splitting P S at x, then the unknown edges of x with the
triangle, say C, are in int(C) or ext(C). In other words, the unknown edges can
not be separated into two areas.
Lemma 4.4.7. If there is a triangle splitting P S at x with a triangle C = xyz,
then G is reducible in P Φ0,3 (H), or all the unknown (four) edges of y and z are in
int(C) or ext(C).
Proof. Suppose that G is irreducible in P Φ0,3 (H). Let α = int(C) and let
β = ext(C). We only need to show that all unknown edges of y and z with xyz are
in α or in β. Without loss of generality, let β contain the unknown edges of x with
xyz. Suppose the unknown edges of y with xyz are in α and β, say yyα and yyβ ,
respectively. Let G0 be the resulting graph after applying the triangle splitting at
x. Then, y is a u-vertex, which implies that z is also a u-vertex by (1.2.1). Thus,
the unknown edges of z are in α and β, say zzα and zzβ , respectively.
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Since G0 contains the multiple edge yz and H ∝ G0 , there are two releasing planar
splittings at y by (4.4.2), including a P S pairing yz and yyα . By our assumption,
we must have a triangle containing yz and yyα , which implies yα = zα .
Then by (4.4.2), there is a releasing P S at yα , which results in a simple graph
because yyα and zzα form a 2-edge-cut. It contradicts our assumption. Thus, all
unknown edges of y with C must be in α or β. By symmetry, the unknown edges
of z must be in an area.
Without loss of generality, we can suppose all unknown edges of y are in α and
all unknown edges of z are in β. By (4.4.2), there is a releasing splitting P S at y,
which results in a simple graph because two unknown edges of y with C form a
2-edge-cut. This contradiction completes the proof.
We need one more lemma to prove (4.4.9). Let Pi be a x1 xi -path containing
vertices x1 , x2 , ..., xi in this order. Similarly, let Qj be a y1 yj -path containing
vertices y1 , y2 , ..., yj in this order. Here, i = j or j + 1. Let Li,j be the graph
obtained from Pi ∪ Qj by adding edges between xm and ym0 if m = m0 or m0 + 1.
So, all vertices are of degree four in Li,j except that x1 and yj (or xj+1 ) are of
degree two, and y1 and xj (or yj ) are of degree three. We call Li,j a triangle ladder.
Note that W4 contains L3,2 as a subgraph, and Oct contains L3,3 as a subgraph.
Lemma 4.4.8. If applying a type of P S to a vertex x in G results in in P Φ(H),
then G is reducible in P Φ0,3 (H), or G contains a triangle ladder L3,2 containing x
and there is a triangle splitting at y2 in L3,2 with the triangle x2 y2 x3 .
Proof. Suppose G is irreducible in P Φ0,3 (H). Let x be the vertex of G where
applying a type of P S results in P Φ(H). Since G is irreducible, the planar splitting
P S must be a triangle splitting with a triangle, say xyz = C. Without loss of
generality, we can assume that ext(C) contains the unknown edges of x with C.
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Then by (4.4.7) there are two cases; all the unknown edges of y and z with C are
in ext(C) or int(C).
Let us investigate the first case. By (4.4.2), there are two releasing planar splittings at y, which are isomorphic to each other because y is not a u-vertex. Since G
is irreducible, the unique releasing P S at y must be a triangle splitting. By symmetry, we can assume that the triangle splitting contains xy, say xyw = C 0 is the
triangle. Thus, G contains a L2,2 , say x1 = z, x2 = x, y1 = y, y2 = w. By (4.4.7),
the unknown edges of w with C 0 are in ext(C 0 ). By (4.4.2) again, w has a releasing
splitting P S because there is a triangle splitting at y. Since G is irreducible, it
must be a triangle splitting at w, say xwx3 , which implies that there is a triangle
splitting at y2 = w with the triangle x2 y2 x3 . Note that by (4.4.5), x3 6= x1 because
G contains no K4 . Thus G contains a L3,2 with the desired P S.
In the second case, all unknown edges of y and z with C are in int(C). By (4.4.2),
there is the unique releasing P S at y. It must be a triangle splitting because G
is irreducible. The only chance to have a triangle containing an unknown edge of
y is to make a triangle containing yz. Let yzv = D be the triangle. By (4.4.7),
the unknown edges of v with D are in ext(D). Note that G contains a L2,2 , say
x1 = x, x2 = z, y1 = y, y2 = v. By (4.4.2) again, there is the unique releasing P S
at v, and it must be a triangle splitting. By symmetry, without loss of generality,
there is a triangle splitting at v = y2 with a triangle containing vz, say vzx3 = D 0 .
The unknown edges of x3 with D 0 are in ext(D 0 ). Moreover, x3 6= x or x3 6= x1 by
(4.4.5). Therefore, G contains L3,2 with the desired P S at y2 .
Now, we will prove the following lemma by (4.4.7) and (4.4.8).
Lemma 4.4.9. If G contains a subgraph S isomorphic to Oct\e, then G is reducible
in P Φ0,3 (H) and that graph operation does not increase the number of crossing
points in G, unless five or more vertices of S are from V (H).
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Proof. If S is not an induced graph, we can apply O0 (Oct) and the result holds
by (4.4.3). Hence let S be an induced subgraph of G and G be irreducible in
P Φ0,3 (H). By (4.4.3), applying O2 (Oct) to S results in P Φ(H) and it does not
increase the number of crossing points in G. Since S is an induced subgraph, there
is a 2-edge-cut, say T = {t1 , t2 }, such that G\T contains the component S. Let G0
be the resulting graph, which is not simple by our assumption.
There are two cases: G0 has a loop or a multiple edge. In the first case, we see
that the loop is produced by applying O2 (Oct) to S. This means that T has a
common vertex, say v. In this case, by (4.3.3), G is reducible and applying P S to
v does not increase the number of crossing points in G.
In the second case, t1 and t2 have a common adjacent edge, say xy and x is an
endpoint of t1 . Thus xy is a multiple edge in G0 . Let C be the 2-cycle containing
xy in G0 . Then, by (4.4.2), there are two releasing planar splittings at x. There
are two cases depending on whether x is a u-vertex in G0 or not. If x is a uvertex, then y is also a u-vertex. Since x is a u-vertex, the two unknown edges
of x with C are separated into int(C) = α and ext(C) = β, say xxα and xxβ ,
respectively. Similarly, let yyα and yyβ be the unknown edges of y with C in α
and β, respectively. By (4.4.2), there are two releasing planar splittings at x in G.
Since G is irreducible, the two releasing P S’s must be triangle splittings. So, xα =
yα and xβ = yβ . By (4.4.2) again, we must have triangle releasing P S’s at xα and
xβ . However, this is impossible because xα and xβ are cut-vertices, which implies
that x is not a u-vertex.
Now, xy is a multiple edge in G0 and x is not a u-vertex. By (4.4.2), there is a
planar splitting at x. Since G is irreducible, by (4.4.8), G contains a triangle ladder
L3,2 containing x. From the structure of G, we can say that there is the L3,2 with
x1 = x and y1 = y. By (4.4.2) and (4.4.8), the vertex x3 has the unique releasing
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P S, which must be a triangle splitting. Then, there are two cases: x1 and x3 are
adjacent or not. In the first case, G contains W4 and a 4-edge-cut T 0 with T ⊂ T 0 .
Note that no vertex in S is from V (H) because the assumption and (4.4.1a). Since
at least one vertex in W4 is not from H and T 00 = T 0 \T is a 2-edge-cut, by (4.4.1a),
no vertices of W4 is from V (H). By (4.4.6), applying O4 (Oct) to this W4 results
in P Φ(H) and does not increase the number of crossing points in G. Since G is
irreducible, applying O4 (Oct) produces a multiple edge, which implies T 00 has a
common vertex,say z. Then, by (4.4.2), there are releasing planar splittings at z.
Since z is a cut vertex, G is reducible.
In the last, suppose x1 and x3 are not adjacent. Then G contains a triangle
ladder Li,j with 3 ≤ i and 3 ≤ j with x1 = x, y1 = y. Let Li,j be a longest triangle
ladder containing x and y. Then, there is a releasing P S at the last vertex of Li,j :
xi or yj . Since G is irreducible, it must be a triangle splitting. But to make a new
triangle we cannot use a new vertex because Li,j is the longest, which implies that
we must use x1 = x. However, since only one edge is free among edges incident with
x, neither xi nor yj has a triangle splitting, which implies that G is reducible.
By (4.4.9), we can assume that G contains no subgraph isomorphic to Oct\e
unless G contains five or more vertices from V (H). The following lemma implies
that we can assume G contains no W4 unless G contains four or more vertices from
V (H).
Lemma 4.4.10. If G contains a subgraph S isomorphic to W4 , then G is reducible
in P Φ0,3 (H) and that graph operation does not increase the number of crossing
points in G unless four or more vertices of S are from V (H).
Proof. Suppose G is irreducible. Then, by (4.4.6), applying O4 (Oct) results in
a non-simple graph, say G0 . Let xy be the multiple edge of G0 , say that y is a
new vertex from the contraction. Let T be the 4-edge-cut that G\T contains the
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component S. There are three cases: two, three or four edges of T are incident
with x in G0 . First, if four edges of T are incident with x, then G0 is isomorphic
to 4K2 , which implies that G is isomorphic to Oct. Notice that no vertices in G
is from V (H) because we could use O4 (Oct) and H is simple. Thus, we can apply
O0 (Oct) to G instead of O4 (Oct), which contradicts our assumption. Second, if
three of S are incident with x, then G contains Oct\e. In this case, by (4.4.9) G
is reducible. Third, if two of T are incident with x, then by (4.4.2), there are two
releasing planar splittings at x in G. Since G is irreducible, they must be triangle
splittings, which implies that three of T must be incident with x.
By (4.4.8) and the following lemma, we can prove a splitter theorem for P Φ0,3
by using the graph operations, P S, O0 (Oct), O2 (Oct), O4 (K5 ), and O4 (Oct).
Lemma 4.4.11. If G contains a triangle ladder L3,2 and there is a triangle splitting
at y2 with the triangle x2 y2 x3 , then G is reducible in P Φ0,3 (H), or G contains a
cyclic ladder.
Proof. Suppose G is irreducible. Choose the longest ladder containing the L3,2 ,
say either Ln+1,n or Ln,n where n ≥ 3 holds by (4.4.5) and (4.4.10). By the assumption, the longest ladder Ln+1,n (or Ln,n ) contains a triangle splitting at yn (or
xn ) with the triangle xn yn xn+1 (or xn−1 yn xn ), respectively.
In the former case, by (4.4.2), xn+1 must have the unique releasing P S, which is
a triangle splitting because G is irreducible. However, to make a new triangle we
can not use a new vertex because this is the longest. So, we must use x1 to make a
new triangle containing yn xn+1 because x1 has two free edges, but y1 does not. We
can connect x1 with yn and xn+1 . Then there are two free edges: at y1 and xn+1 .
If y1 and xn+1 are adjacent, G contains a subdivision of K3,3 , which contradicts
(1.4.2). If they are not adjacent, then each of the two edges is a 1-edge-cut in a
4-regular graph, which contradicts (1.2.1).
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In the latter case, by (4.4.2), yn has the releasing P S, which must be a triangle
splitting by our assumption. To make a new triangle containing xn yn , we must
connect x1 with xn and yn . Then, since yn has P S, by (4.4.2), the vertex x1 has a
releasing P S, which must be a triangle splitting. It implies that n = 3 and that y1
and y3 are adjacent. Then G contains Oct, which is a cyclic ladder.
The following is the first and most important splitter theorem in this section.
Theorem 4.4.12. If G is a 4-regular simple planar graph, and H ∈ Φ0,3 with
H ∝ G, then G can be reduced to H P within P Φ0,3 ) by P S, O0 (Oct), O2 (Oct),
O4 (K5 ) and O4 (Oct) without increasing the number of crossing points in G, unless
G contains a (not Oct) cyclic ladder having a vertex not from V (H).
Proof. Suppose that G does not contain any cyclic ladders. Then, by (4.4.8)
and (4.4.11), if there is a planar splitting in G such that the resulting graph is in
P Φ(H), then G is reducible in P Φ0,3 (H) by graph operations above. Hence, we
can assume that there is no planar splitting in G. By (4.2.3) and (4.2.4), the graph
G does not contain any white edges, any touching vertices of two redtrails and any
touching vertices by a redtrail itself. Thus, we can assume that every vertex of G
is from V (H) or a crossing point of two redtrails. By (4.2.5), there is a suitable
planar splitting if G is not H P . Then, by (4.4.8) and (4.4.11), the graph G can be
reduced to H P within P Φ0,3 .
Suppose that G contains a cyclic ladder and is irreducible in P Φ0,3 (H). Then if
G contains an Oct, then all vertices of the Oct are from V (H); otherwise none of
them is from V (H) and G is reducible by O0 (Oct). Hence G contains a (not Oct)
cyclic ladder having a vertex not from V (H).
The following splitter theorem for P Φ2,3 can be proved by (4.2.7) and (4.4.12).
Theorem 4.4.13. If G is a connected 4-regular simple planar graph, and H ∈ Φ 2,3
with H ∝ G, then G can be reduced to H P within P Φ2,3 by P S, O2 (Oct), O4 (K5 )
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and O4 (Oct), without increasing the number of crossing points in G, unless G is
isomorphic to a cyclic ladder having a vertex not from V (H).
The following Corollary (4.4.14) is the same as J. Lehel [12] and P. Manca [13]
except that they added one more operation, say Oα , and they reduced all connected
4-regular simple planar graphs to Oct by P S, O4 (K5 ), O4 (Oct), O2 (Oct), and Oα .
Corollary 4.4.14. Every connected 4-regular simple planar graph can be reduced
to a cyclic ladder within P Φ2,3 by P S, O2 (Oct), O4 (K5 ) and O4 (Oct).
Proof. Let G be a connected 4-regular simple plane graph. Suppose G is not
a cyclic ladder. We will prove that Oct is immersed in G. Let H be the empty
graph. Then H ∝ G and (4.4.13) holds if we add O0 (Oct) to the set of graph
operations. Therefore, there is a sequence G0 , G1 ,..., Gt of graphs in P Φ2,3 (H)
such that G0 = G, Gt = H, and each Gi is obtained from Gi−1 by applying a
single graph operation. Then, Gt−1 is isomorphic to Oct because the operations
that can produce the empty set are only O0 (Oct). Thus, the graph Oct is immersed
in G. Note that this immersion does not create any crossing points in G, which
implies that, by (4.4.13), G can be reduced to Oct itself, instead of (Oct)P . Hence,
G is a cyclic ladder or can be reduced to Oct, which is a cyclic ladder within
P Φ2,3
The following is a splitter theorem for 4-edge connected 4-regular simple planar
graphs. Since a 4-edge connected 4-regular simple planar graph G does not contain
any 2-edge-cuts, we do not need O2 (Oct), nor do we need O4 (K5 ) (see Figure 4.3).
By the same argument in (4.3.8), the following splitter theorem for P Φ4,3 can be
proved.
Theorem 4.4.15. If G ∈ P Φ4,3 , H ∈ Φ4,3 , and H ∝ G, then G can be reduced
to H P within P Φ4,3 by applying a sequence of P S and O4 (Oct) without increasing
the number of crossing points in G, unless G is isomorphic to a cyclic ladder.
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By using the same argument as (4.4.14), an Oct is immersed in a 4-edge connected 4-regular simple plane graph G without any crossing points. Therefore, by
(4.4.15), the following holds.
Corollary 4.4.16. Every 4-edge connected 4-regular simple plane graph can be
reduced to a cyclic ladder within P Φ4,3 by applying a sequence of P S and O4 (Oct).

4.5

Negative Results

In the previous sections, we showed that we can reduce G to H P , not to H, when
G is a 4-regular plane graph and a 4-regular graph H is immersed in G. The next
logical question is whether the result is best. The answer is yes, as long as we
allow only finitely many operations. In this section, we will show the existence of
infinitely many pairs of (G, H) such that a 4-regular graph H is immersed in G
and that there is no planar graph between G and H. By this, we mean that there
is no planar graph immersed in G and contains H as an immersion.
Let n be an integer with n ≥ 4, and let Hn and Gn be the graphs in Figure 4.4.
Both graphs are symmetric with respect to a vertical line L (see Figure 4.4). We
call one side of L side A and the other side side B. Note that both Hn and Gn
are 4-regular plane graphs, and Gn has (4n + 2) more vertices than Hn . Also we
notice that we can obtain Gn from Hn by pulling the edge α6 β6 in Figure 4.4, and
making extra (4n + 2) crossing points with (4n + 2) edges of Hn . This describes
one immersion, say φ0 , where each edge of Hn is mapped to an edge trail of length
one or two except that α6 β6 is mapped to the xx0 -trail containing (4n + 2) crossing
points including z and z 0 .
We will prove the following theorem.
Theorem 4.5.15. There is no planar graph (except Gn and Hn ) that is immersed
in Gn , and contains Hn as an immersion.
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To show this, we will prove that φ0 is the unique immersion from Hn to Gn and
that applying any non-planar splitting(s) to any vertex or any vertices results in
a non-planar graph. Note that we need Sp in this section because H is immersed
in G if and only if H can be obtained from G by applying a sequence of Sp by
(3.2.4). The following are five key lemmas.
Lemma 4.5.2. If there is an odd cycle of length at most nine in Gn , then we need
to split at least one vertex of these odd cycles to obtain a graph containing H n as
an immersion.
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Side A of Gn (see Figure 4.4) contains a 7-cycle a1 a2 za3 a4 yx, and Side B contains
a 7-cycle b1 b2 z 0 b3 b4 y 0 x0 each of which is called a special 7-cycle. See Figure 4.5 for
an induced subgraph R0 in Gn .
Lemma 4.5.7. We must split exactly two vertices of V (R 0 ) and split only one
vertex in each of special 7-cycles.
Lemma 4.5.10. We cannot split the vertices, a1 , a2 , a3 , a4 , b1 , b2 , b3 , and b4 in Gn .
By (4.5.7) and (4.5.10), we must split one of x, y, z and one of x0 , y 0 , z 0 .
Lemma 4.5.14. We must split z or z 0 .
Lemma 4.5.13. If we must apply a splitting Sp to either z or z 0 , then we must
apply the non-planar splittings to both z 0 and z.
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Let us prove these key lemmas. The first key lemma (4.5.2) will be proved by
the following.
Lemma 4.5.1. A shortest odd cycle in Hn with n ≥ 4 has length (2n + 3) ≥ 11.
Proof. We will use lemmas in Section 1.4. Note that multiple edges in Hn do not
influence the length of a cycle if the length more than 2. Let Hn− be the underlying
simple graph of Hn , and let Jn = Hn− \{α1 α2 , α3 α4 , β1 β2 , β3 β4 }. Then, Jn does not
contain any faces having an odd length. By (1.4.3), the unbounded face of Jn has
also even length and by (1.4.4), Jn is bipartite.
Let X and Y be the two partite sets of Jn . Note that Hn− can be obtained from
Jn by adding four edges to X ∪ Y . By (1.1.5), odd cycles in Hn must use an odd
number of the four edges. So, odd cycles in Hn must use one or three edges of
{α1 α2 , α3 α4 , β1 β2 , β3 β4 }. If only one edge is used, by symmetry, we can assume
that α1 α2 is used and α3 α4 is not used. Similarly, if three edges are used, we may
assume that α1 α2 is used and α3 α4 is not used. Thus, in either case, we can assume
that a shortest odd cycle in Hn passes through α1 α2 , and does not pass through
α3 α4 . This implies that we only need to find a shortest path between α1 and α2 in
the graph Jn ∪ {β1 β2 , β3 β4 }, which we call Jn+ .
Let P be the family of all paths between α1 and α2 in Jn+ such that paths passing
through β1 β2 or β3 β4 must pass through both β1 β2 and β3 β4 . Then, a shortest path
in P together with α1 α2 gives us a shortest odd cycle in Hn . By using the method
to find a shortest path (see section 2.3 in D. West [25]), we will see that a shortest
path in P is α1 α6 u11 u12 u21 u22 ...un1 un2 α2 , which has length (2n + 2). Hence, a
shortest odd cycle in Hn has length (2n + 3).
By (4.5.1), every odd cycle in Hn has length at least eleven because (2n+3) ≥ 11
if n ≥ 4. Hence, there are no odd cycles of length less than eleven in Hn . It implies
(4.5.2).
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Lemma 4.5.2. If there is an odd cycle of length at most nine in Gn , then we need
to split at least one vertex of the odd cycle to obtain a graph containing H n as an
immersion.
To prove the next key lemma (4.5.7), we use (4.5.6) which will be proved by
(4.5.4) and (4.5.5). To prove (4.5.4) and (4.5.5), we will investigate the incidence
relations among the vertices uij with 1 ≤ i ≤ n and 1 ≤ j ≤ 4 (see Figure 4.4). It
is not difficult to see that the following Lemma (4.5.3) holds by looking at Figure
4.4.
Lemma 4.5.3. Let i and k be an integer with 1 ≤ i, k ≤ n, and let j and l be an
integer with 1 ≤ j, l ≤ 4. When j = 1 or 2, the vertex ui,j is adjacent with uk,l if
and only if k = i and |l − j| is an odd integer, or k = i ± 1 and l = j ∓ 1. Also,
when j = 3 or 4, the vertex ui,j is adjacent with uk,l if and only if k = i and |l − j|
is an odd integer, or k = i ± 1 and l = j ± 1.
Let Ii = Hn [ui1 , ui2 , ui3 , ui4 ] with i = 1, 2, ..., n in Side A of Hn . Note that Side A
of Hn contains two types of multiple edges: one is in Ii and the other type is not,
such as α1 α2 . We call multiple edges of the first type I-type and of the other type
O-type. In each Side A and B, the graph Hn contains n distinct induced subgraphs
each of which is isomorphic to Ii , and each Ii contains four multiple edges of I-type.
So, Hn contains 8n multiple edges of I-type and eight multiple edges of O-type.
Recall that v0 , e1 , v1 , e2 , ..., vk−1 , ek , vk is the sequence of vertices and edges of a
k-cycle Ck such that ei = vi−1 vi is an edge for all i, and vk = v0 (see Section 1.1).
We will use these notations in the following lemmas. Let D be the graph obtained
from a 4-cycle C4 by adding an edge so that e1 becomes a multiple edge (see Figure
4.5).
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Lemma 4.5.4. The graph Hn does not contain D as an induced subgraph. More
precisely, if Hn contains a subgraph isomorphic to D, then e3 of D must be a
multiple edge.
Proof. Suppose that Hn contains an induced subgraph isomorphic to D. Then,
the multiple edge e1 of D must be one of two types. If it is O-type, without loss
of generality, we may assume that e1 of D is α1 α2 . By symmetry, we may assume
that v0 = α1 and v1 = α2 . Then, v2 = un,2 or α3 , and v3 = α6 or β1 . Clearly, in each
case no two vertices corresponding v2 and v3 are adjacent in Hn ; so, the multiple
edge e1 is not O-type. Thus, e1 must be I-type.
If the multiple edge e1 of D is I-type, then symmetry implies three cases: v0 = u11
and v1 = u12 ; v0 = ui1 and v1 = ui2 with 1 < i < n; and v0 = un1 and v1 = un2 . In the
first case, v2 = u21 or u13 , and v3 = α6 or u14 . The vertex u21 is not adjacent with
α6 ; otherwise, there is a 9-cycle α6 u21 u22 u31 u32 u41 u42 α2 α1 in H4 , which contradicts
(4.5.1). By (4.5.3), u21 is not adjacent u14 . The vertex u13 is not adjacent with α6
because they belong to different stories. Therefore, u13 is adjacent with u14 , but
u13 u14 is a multiple edge in Hn , which implies that e3 of D is a multiple edge.
Similarly, the lemma holds in the second and third cases by (4.5.3) and by using
the same arguments as the first case.
Let R be the graph obtained from a 6-cycle by adding two edges so that e1 and
e4 are multiple edges in R (see Figure 4.5).
Lemma 4.5.5. The graph Hn contains no subgraph isomorphic to R. More precisely, if Hn contains a 6-cycle, and an edge e1 of the 6-cycle is a multiple edge,
then e4 is not a multiple edge.
Proof. Suppose that Hn contains a subgraph isomorphic to R. Then, a multiple
edge of R must be O-type or I-type. Without loss of generality, in the first case
we can assume that the multiple edge e1 of R is α1 α2 . Symmetry implies that we
88

can assume that v0 = α1 and v1 = α2 . Then, v2 = un2 or α3 , and v5 = α6 or β1 .
Thus, by (4.5.3) and Figure 4.4, v3 = un1 , un3 , or α4 , and v4 = u11 , α5 , β2 , or β6 .
Then, the only chance for the vertices v3 and v4 to be adjacent is if v3 = α4 and
v4 = α5 ; the edge e4 = α4 α5 is not a multiple edge. Hence, the multiple edge e1 in
R is I-type.
If the multiple edge e1 of R is I-type, then by symmetry, there are three cases:
v0 = u11 and v1 = u12 ; v0 = ui1 and v1 = ui2 with 1 < i < n; and v0 = un1 and v1 =
un2 . Note that by (4.5.4), neither v0 and v3 nor v1 and v4 of R are adjacent in Hn .
In the first case, by (4.5.3) and Figure 4.4, v2 = u21 or u13 , and v5 = α6 or u14 . By
(4.5.4), we have that v3 = u22 or u24 and v4 = α1 , α5 , or β6 . Then, among all of
the possible combinations, no two vertices corresponding v3 and v4 are adjacent in
Hn . So, the first case is impossible.
In the second case, v2 = ui+1,1 or ui3 , and v5 = ui−1,2 or ui4 . Then, by (4.5.4), v3
= ui+1,2 or ui+1,4 , and v4 = ui−1,1 or ui−1,3 . By (4.5.3), the vertices corresponding
to v3 and v4 can not be adjacent. Similarly, in the third case, we will see that v3
= α1 or α3 and v4 = un−1,1 or un−1,3 by (4.5.3) and (4.5.4). Clearly, the vertices
corresponding to v3 and v4 can not be adjacent: a contradiction.
By (4.5.5), a R is not contained in Hn , but Gn contains a R as a subgraph of R0 ,
which is a induced subgraph in G obtained from R by adding edge v2 v5 to E(R)
(see Figure 4.5). By (4.5.5), we know that at least one vertex of R 0 must be split.
In fact, we can show that we need to split more than one vertex of R 0 .
Lemma 4.5.6. We need to split at least two vertices of R 0 .
Proof. Suppose that we need to split only one vertex of R0 , say v. If v is an
endpoint of a multiple edge, we can say that by symmetry, applying releasing
splitting to v produces a triangle containing the edge v2 v5 , and that applying nonreleasing splitting to v produces a loop. Then, by (4.5.2), we need more splittings.
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Hence, v is not an endpoint of multiple edges. Thus, v is v2 or v5 . By symmetry,
we may assume that v = v2 . There are three types of splitting at v2 . Two of them
are planar splittings and the other is a non-planar splitting. Applying each of two
planar splittings to v2 produces a triangle, and applying the non-planar splitting to
v2 produces a 5-cycle. By (4.5.2), we must split at least two vertices of V (R 0 ).
Lemma 4.5.7. We must split exactly two vertices of V (R 0 ) and only one vertex
of each special 7-cycle.
Proof. Recall that we will split (4n + 2) vertices of Gn to obtain Hn . By (4.5.6),
we need at least 4n splittings for 2n induced subgraphs R0 . By (4.5.2), we need
two splittings for each special 7-cycle.
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There are twenty-one non-isomorphic (containing no odd cycle) resulting graphs
or parts after applying splittings to two vertices of V (R 0 ). By symmetry, it is
enough to investigate one side, say Side A. Let Ri0 with i = 1, 2, ..., n be n induced
subgraphs isomorphic to R0 in Side A. Let M = Gn [R10 , R20 , ..., Rn0 , x, y, z, a2 , a3 ]
and call a subgraph isomorphic to M an n-block (see Figure 4.4). We call the
two resulting graphs after applying certain 2n splittings to an n-block P-type and
N-type, shown in Figure 4.6.
Also, we notice that α5 , α6 , β5 , and β6 in H − n are the only four vertices which
are not endpoints of multiple edges. We call these four vertices exceptional vertices.
Note that exceptional vertices must be adjacent with two endpoints of two types
of multiple edges: I-type and O-type.
Lemma 4.5.8. If neither x(x0 ) nor y(y 0) can be split in Gn , then an n-block must
result in either P -type or N -type.
Proof. After applying two splittings Sp, we have twenty-one non-isomorphic
resulting graphs or parts. To prove (4.5.8), we can classify these resulting parts
into five groups; we will call these five groups type-1, type-2, type-3, type-D and
type-E exception group, which will be defined later. We have ten type-1, three
type-2, three type-3, two type-D and three type-E graphs. In Side A, we can say
that three lines pass through the n-block: two go from x to a2 and z, one goes from
y to a3 , denoted by l1 , l2 , and l3 , respectively (see Figure 4.7). Note that in each
resulting part, we can recognize these three lines.
We will combine each resulting part with another resulting part, possibly with
the isomorphic parts, and determine which combinations are permissible by comparing with our lemmas. Since we study Side A, we will go from the right to the
left one by one and will call each part combined with a previous part the first part,
second part,....
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Looking the resulting parts from the right hand side to the left hand side, let
v1 , v2 or v3 be the first vertices except x and y in l1 , l2 and l3 , respectively. Note
that in the first part, x is adjacent with v1 and v2 , and y is adjacent with v3 . If v1
and v2 are adjacent, then we call type-1. If v2 = v3 , then we call the resulting graph
type-2. If v1 = v2 and v1 is an endpoint of a multiple edge that is contained in the
resulting graph, then we call the resulting graph type-3. The type-D graphs contain
an induced subgraph isomorphic to D. The type-E graphs consist of three graphs in
Figure 4.7, denoted by U ∗ , P ∗ , and N ∗ . By (4.5.4), we can have no type-D graph.
First, we will investigate the first part. Since v1 , v2 are adjacent with x, type-1
produces a 3-cycle v1 v2 x, which contradicts (4.5.2) and (4.5.7). Similarly, type-2
produces a 3-cycle xyv2 . Moreover, type-3 produces a consecutive multiple edge,
which is not contained in Hn . Thus, only chance is for type-E. If the first part
contains U ∗ , then xv1 = e3 is in D, which contradicts (4.5.4). Therefore, P ∗ and
N ∗ are only available as the first part.
If we have P ∗ or N ∗ as the first part, then we can conclude x is an exceptional
vertex because x is not an endpoint of a multiple edge. Hence, x must have two
other exceptional vertices and two endpoints of the two types of multiple edges (Itype and O-type) as neighborhoods. So, x can not have two vertices of two disjoint
2-cycles contained in l1 , l2 or l3 as neibourhoods because multiple edges involved
in l1 , l2 or l3 are only I-type multiple edges. For convenience, we call this condition
the exceptional situation.
Second, we can study the second part if the first part is P ∗ . Then, if we use
either type-1 or -2 as the second part, then each resulting graph produces an
small odd cycle, which contradicts (4.5.2) and (4.5.7). If we use either type-3 or
U ∗ as the second part, each resulting graph produces an induced subgraph D,
which contradicts (4.5.4). Also, if we use N ∗ as the second part, the resulting
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graph contradicts the exceptional situation. Hence, the only available graph for
the second part is P ∗ if the first part is P ∗ .
In general, let k be an integer with 2 ≤ k < n. Then, if we use type-1 or -2 as
the (k + 1)-th part after having k P ∗ ’s, we have an odd cycle of length (2k + 3),
or a triangle which contradicts (4.5.2) and (4.5.7). If we use U ∗ after consecutive
k P ∗ ’s, then the resulting graph produces an induced subgraph isomorphic to D.
Also, if we use either type-3 or the graph N ∗ after consecutive k P ∗ ’s, then the
resulting graph contradicts the exceptional situation. It implies that we have the
P -type graph for the n-block of the side A if the first part is P ∗ .
Third, we will investigate the second part if the first part is N ∗ . Then, if we use
either type-1 or -2 as the second part, then the resulting graph produces a 5-cycle,
which contradicts (4.5.2) and (4.5.7). If we use type-3 as the second part, then the
resulting graph produces an induced subgraph D, which contradicts (4.5.4). Also,
if we use either U ∗ or P ∗ as the second part, then the resulting graph contradicts
the special situation. Hence, the only permissible graph as the second part is the
graph N ∗ if the first part is N ∗ .
Similarly, if we use type-1 or -2 as the (k + 1)-th part after having consecutive k
N ∗ ’s, the resulting graph contains an odd cycle of length (2k + 3). If the (k + 1)-th
part is one of type-3, U and P ∗ , then the resulting graph contradicts the special
situation. Thus, if we have the graph N ∗ as the first part, then we must have the
N -type graph for the n-block in Side A.
Lemma 4.5.9. Let ab be a multiple edge in Gn . If we can not split a, then we can
not split b.
Proof. The proof is straightforward because Gn (see Figure 4.4) does not contain
any u-vertices, which implies that the resulting graph after applying a releasing
P S at an endpoint of a multiple edge ab is unique and it is isomorphic to a graph
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obtained by contracting the two multiple edges ab in Gn . Also, applying a nonreleasing P S to a or b produces a loop after applying any endpoints of a multiple
edge.
Lemma 4.5.10. We cannot split the vertices, a1 , a2 , a3 , a4 , b1 , b2 , b3 , and b4 (see
Figure 4.4).
Proof. By (4.5.9) and symmetry, we only need to show that we can split neither
a2 nor a3 . Applying the non-releasing splitting to either a2 or a3 produces a loop
at a1 or a4 , respectively, which contradicts (4.5.2) and (4.5.7).
Applying the releasing splitting to either a2 or a3 implies that we can split neither
x nor y by (4.5.7). Thus, we can assume that we have either P -type or N -type on
Side A by (4.5.8).
Suppose that we have the P -type graphs. Then, applying the releasing splitting
to either a2 or a3 produces a R or a 3-cycle a1 a2 x, which contradicts either (4.5.5)
or (4.5.2) and (4.5.7), respectively. Next, suppose that we have the N -type graphs.
Then, applying the releasing splitting to either a2 or a3 produces a 3-cycle a1 xz or
a D, which also leads a contradiction, respectively.
Lemma 4.5.11. If we can split neither x(x0 ) nor y(y 0 ), then an n-block must result
in the N -type.
Proof. By (4.5.8), an n-block must be all P -type or all N -type. If an n-block is
P -type, then by (4.5.10), there is a 3-cycle, say a1 a2 x in Side A, which contradicts
(4.5.2) and (4.5.7).
Lemma 4.5.12. If we must apply a splitting to z or z 0 in Figure 4.4, then the
non-planar splitting must be applied to z or z 0 , respectively.
Proof. By symmetry, it is enough to show (4.5.12) for z. Since we apply a
splitting to z, we can apply to neither x nor y by (4.5.7). Thus, we can apply
(4.5.11), which implies that both n-blocks are N -type. Then, applying each of two
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types of P S to z produces a 3-cycle a1 a2 x or a D, which contradicts either (4.5.2)
and (4.5.7) or (4.5.4), respectively.
Lemma 4.5.13. If we must apply a splitting Sp to either z or z 0 , then we must
apply the non-planar splittings to both z 0 and z.
Proof. By (4.5.12) and symmetry, we can assume that we apply a non-planar
splitting to z. Then, by (4.5.10) and (4.5.11), there is a 9-cycle a1 a2 a3 a4 b4 b3 z 0 b2 b1 .
By (4.5.2), (4.5.7) and (4.5.10), only z 0 is available. Then, the graph operation
applied to z 0 must be a non-planar splitting by (4.5.12).
Let J be the graph obtained from C6 by adding two edges so that e1 and e3 are
multiple edges in J.
Lemma 4.5.14. We must split z or z 0 .
Proof. Suppose that neither z nor z 0 can be split. Let G0n be the resulting graph
after applying all suitable splittings to suitable (4n + 2) vertices of Gn . Then, from
(4.5.10), G0 contains an induced subgraph isomorphic to J, say e1 = b1 b2 , e3 = a1 a2
and e5 = zz 0 . Since G0n must be isomorphic to Hn , a J must be isomorphic to an
induced subgraph of Hn .
First, we will investigate which multiple edges of Hn correspond to e1 and e3
of J. We can see that e1 or e3 is not a multiple edge of I-type; otherwise, J is
not an induced subgraph in Hn . Hence, both e1 and e3 must be O-type. Then,
the only possible correspondence is that e1 and e3 are in the same side, say in
Side A. Without loss of generality, we can say that {b2 , b1 , a1 , a2 , z, z 0 } corresponds
to {α1 , α2 , α3 , α4 , α5 , α6 } in order. Note that the two sets of vertices, {a1 , z} and
{b1 , z 0 } corresponds to {α3 , α5 } and {α2 , α6 }, respectively. However, we can separate the two sets of vertices by four edges in G0 and we need at least five edges to
separate the two sets of vertices in Hn : a contradiction. Hence, we have to apply a
splitting to z or z 0 .
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FIGURE 4.8. A subdivision of K3,3 .

Theorem 4.5.15. There is no planar graph (except Gn and Hn ) that is immersed
in Gn , and contains Hn as an immersion.
Proof. By (4.5.13) and (4.5.14), we must use a non-planar splitting to obtain
Hn from Gn . Hence, we only need to show that applying every proper subset of
the trivial non-planar splittings results in a non-planar graph. We can do this by
showing that each resulting graph contains a subdivision of K3,3 by (1.4.2). Since
the subset of the trivial non-planar splittings is proper, without loss of generality,
we can assume that Side A contains a vertex split and Side B contains a vertex not
split by symmetry. Then, Figure 4.8 shows how to find a subdivision of K3,3 .
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[7] Grünbaum, B., Convex polytopes, John Wiley and Sons, London, 1967.
[8] Harborth, H., Darstellungen von Graphen in der Ebene, Graphen in
Forschung und Unterricht (1985), 54-64.
[9] Johnson, E. L., A proof of the four-coloring of the edges of a regular threedegree graph, O. R. C. 63-28(R. R.) Mimeographed report 1963, Operations
Research Center, Univ. of Calif.
[10] Kelmans, A. K., Graph expansion and reduction, Algebraic methods in graph
theory 1, Colloq. Math. Soc. János Bolyai, (Szeged, Hungary, 1978) NorthHolland 25 (1981), 318-343.
[11] Kelmans, A. K., Graph planarity and related topics, Contemporary Mathematics 147 (1993), 635-667.
[12] Lehel, J., Generating all 4-regular planar graphs from the graph of the octahedron, J. Graph Theory 5 (1981), no.4, 423-426.
[13] Manca, P., Generating all planar graphs regular of degree four, J. Graph
Theory 3 (1979), 357-364.
[14] McCuaig, W., Edge reductions in cyclically k-connected cubic graphs, J.
Combin. Theory Ser. B 56 (1992), 16-44.
97

[15] Nash-Williams, C. St. J. A., A glance at graph theory–Part II, Bull. London
Math. Soc., 14 (1982), 294-328.
[16] Negami, S., A characterization of 3-connected graphs containing a given
graph, J. Combin. Theory Ser. B 32 (1982), 69-74.
[17] Ore, O., The four-color problem, Academic Press, New York, 1967.
[18] Robertson, N., Seymour, P. D. and Thomas, R., Cyclically five-connected
cubic graphs, unpublished.
[19] Seymour, P. D., Decomposition of regular matroids, J. Combin. Theory Ser.
B 28 (1980), 305-359.
[20] Steinitz, E. and Rademacher, H., Vorlesungen über die Theorie der Polyeder,
Verlag von Julius Springer, Berlin, 1934.
[21] Toida, S., Construction of quartic graphs, J. Combin. Theory Ser. B 16
(1974), 124-133.
[22] Tutte, W. T., A theory of 3-connected graphs, Nederl. Akad. Wetensch. Proc.
Ser. A 64 (1961), 441-455.
[23] Tutte, W. T., Connectivity in Graphs, University of Toronto Press, Toronto,
1966.
[24] Tutte, W. T., Graph Theory, Cambridge University Press, Cambridge, 2001.
[25] West, D. B., Introduction to Graph Theory, Prentice-Hall, Upper saddle
River, 1996.
[26] Wormald, N. C., Classifying k-connected cubic graphs, Lecture Notes in
Mathematics Vol. 748, 199-206, Springer-Verlag, New York, 1979.

98

Vita
Jinko Kanno was born on October 28 1954, in Sôma City, Fukushima, Japan. She
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