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Identificat ion of Num erical Expr es sion s u sing F inite - St ate
Autom ata
Ock - Jong Baek
Departm ent of Computer Engin eerin g , Korea M arit im e Univ er sity , Pu san , Korea
A b s tract
T here have been many trials t o parse sent ences in text to search complete
and exact parses , but it is very hard because of unavoidable incompleteness
of lexicon and gramm ar . Recently , to alleviate these difficulties , part ial
par sing appears as an alternative in the field . Partial parsing aim s to recover
syntactic information efficiently and reliably from unrestricted text , by
sacrificing completenes s and depth of analy sis .
As a part of partial par sing , the identification of Korean numerical
expressions in t ext is described in this paper . Numerical expressions are
required in several sy st em s such as information extraction sy stem s and
question - answering syst em s . One of desired characteristics of these system s
is the fastness . T o achieve this goal, w e use a finit e- state automaton , for
which w e could use a tool like l ex. So that w e could rapidly implement the
syst em . W e observed that the system is fast and correct through several
experim ent s . T o evaluate our syst em , we used new spaper as test collection .
W e achieved the recall of 90.8%, and the precision of 86.9% . Experiment s
show that our syst em is comparatively correct .
제 1 장 서 론
자연언어는 인공언어와 달리 표현이 다양하며 사용되는 어휘도 제한되지 않
는다. 따라서 모든 문장을 표현하는 문법을 기술한다는 것은 매우 어려운 일이
다. 이와 같은 문제를 다소 완화하기 위해서 중의성(ambiguity )이 적은 표현을
인식하기 위한 문법을 기술하고 이를 이용해서 문장의 구조를 분석하는 부분 구
문분석(part ial par sing )에 대한 연구가 활발히 진행되고 있다[1- 4]. 부분 구문분
석은 중의성이 적은 부분부터 먼저 분석을 시작해서 완전한 문장의 구조를 분석
한다. 따라서 때로는 완전한 문장의 구문구조를 분석하지 못할 경우도 있다. 그
러나 부분적인 구문 구조만으로도 충분히 정보의 가치가 있는 정보 검색이나 정
보 추출 등의 분야에서 부분 구문분석은 사용되고 있다[5- 7].
자연언어에서 중의성이 적은 부분은 여러 가지 표현이 있을 수 있으나 본 논
문에서는 수사와 관련된 표현만을 다루며, 이를 수식 표현(numerical
expressions )이라고 한다. 수식 표현이란 수사와 함께 쓰여 의미 있는 정보를 나
타내는 것으로 시간 표현(t emporal expres sion )과 수량 표현(quantity
expression )이 있다. 본 논문에서는 시간 표현을 다시 날짜(dat e), 시간(time), 기
간(duration )으로 분류하고, 수량 표현을 금액(money ), 비율(percent ), 측도
(measure), 계수(cardinal)로 분류한다[8].
본 논문에서는 수식 표현을 표현하기 위해서 정규표현(regular expression )1)
을 사용하고, 수식 표현을 인식하기 위해서 유한상태 오토마타(finite- state
autom ata , F SA )를 이용한다. 수식 표현의 구조는 비교적 단순하고 수식 표현의
형태적인 정보도 또한 명확하기 때문에 정규표현으로 표현이 가능하다. 또한 문
서에 나오는 수식 표현들을 관찰하여 각 표현들을 정규표현으로 기술하며, 이
1) 정규표현은 정규문법으로 변환할 수 있으며 시스템 구현을 위한 유한상태 오토마타로도
변환이 가능하다[12,13,14].
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정규표현을 l ex를 이용해서 유한상태 오토마타로 변환한다[9- 11]. 이렇게 변환
된 시스템의 입력은 문장이고, 출력은 수식 표현이 된다. 유한상태 오타마타를
이용한 수식 표현 인식 시스템의 장점은 처리 속도가 빠르고, 정확율 또한 비교
적 높다. 그리고, 시스템 구현 시간이 매우 짧은 것도 하나의 장점이 된다. 단점
으로는 정규표현의 표현 능력의 한계로 중의성의 해결 능력이 다소 떨어지며 의
미정보의 표현 능력이 다소 떨어진다는 것이다.
수식 표현 인식 시스템은 주가 정보, 환율정보, 일기예보 정보 등을 추출하는
정보추출 시스템[5, 7]이나 질의응답 시스템[12]에 널리 사용될 수 있다. 그 밖에
도 주어진 문장에 수식 표현을 먼저 인식함으로써 자연언어처리 시스템의 처리
부담을 덜어줄 뿐 아니라 속도도 크게 개선할 수 있을 것이다.
본 논문의 구성은 다음과 같다. 제2장에서는 관련 연구로서 정규표현과 유한
상태 오토마타의 관계, 자연언어처리에서 유한상태 오토마타를 이용한 사례, 그
리고 수식 표현 인식 시스템의 응용에 대해서 살펴본다. 제3장에서는 한국어 수
식 표현의 형식에 대해서 살펴본다. 제4장에서는 유한 상태 오토마타를 이용한
수식 표현 인식 시스템에 대해서 구체적으로 기술한다. 제5장에서는 제안된 시
스템의 성능을 평가하고, 마지막으로 제6장에서 결론과 향후 연구 방향에 대해
서 기술한다.
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제 2 장 관련 연구
본 장에서는 정규표현과 유한상태 오토마타에 대하여 살펴보고, 유한상태 오
토마타를 이용한 자연어처리 방법에 대해서 살펴본다. 그리고 수식 표현 인식
시스템이 응용될 수 있는 분야에 대해서 살펴본다.
2 .1 정규표현과 유한상태 오토마타
정규표현(regular expres sion )을 말하기에 앞서 정규문법(regular grammar )이
정의되어야 한다. 정규문법은 중첩되지 않는 언어를 표현하는 수단 중 하나이며,
주로 컴파일러의 어휘 분석 과정에서 토큰 구조를 표현하는데 이용된다. 정규문
법에 의해 생성될 수 있는 언어를 정규언어(regular language)라 한다. 정규언어
를 표현하기 위한 또 다른 수단으로 정규표현이 사용되며, 정규표현은 정규언어
에 속해 있는 문장을 직접 기술할 수 있다는 특징을 갖는다. 정규문법이 생성하
는 언어와 같은 종류의 언어를 인식하는 인식기를 유한상태 오토마타라 한다.
유한상태 오토마타가 인식하는 언어를 정규표현으로 나타낼 수 있고, 역으로 주
어진 정규표현을 인식하는 유한 오토마타를 고안할 수 있다. 즉 그림 1과 같이
정규문법, 정규표현, 유한상태 오토마타는 서로 변환이 가능하다[9].
렉스(lex )는 1975년에 레스크(Lesk , M . E )에 의해 발표된 어휘 분석기이다. 이
것은 입력 문자열에서 정규표현으로 기술된 토큰들을 찾아내는 프로그램을 작
성하는 데 유용한 도구이다. 렉스의 기능은 사용자가 정의한 정규표현과 패턴-
액션을 입력으로 받아 C 언어 프로그램을 생성한다. 이 프로그램은 입력 문자열
에서 정규표현에 해당하는 토큰을 찾아 준다.
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< 사용자 부프로그램 부분>
여기서 %%가 각 부분의 구분자이며, 각 부분은 반드시 순서적으로 기술되어야
한다. < 정의 부분>에서 %{와 }% 사이에는 실행 코드를 C 언어로 기술할 때 필
요한 자료 구조, 변수, 상수를 정의할 수 있는 부분이다. 렉스는 %{와 }% 사이
에 있는 프로그램 부분을 렉스의 출력인 lex .yy .c의 앞부분에 그대로 복사한다.
< 규칙 부분>은 렉스 입력의 핵심 부분으로 문자열을 표현하는 정규표현과 그
표현이 인식되었을 때 처리할 행위를 기술하기 위한 부분인 실행 코드로 구성된
다. 렉스 입력의 세 번째 부분인 <사용자 부프로그램 부분>은 렉스의 입력 작
성시 사용되는 부프로그램들을 정의하기 위한 곳으로 렉스에 의한 어떤 처리없
이 그대로 렉스의 출력인 lex .yy .c에 복사된다.
그림 1 정규표현와 정규문법과 유한상태 오토마타
Fig . 1 Regular expression , regular grammar , an d finite - st ate automata
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형식 언어 이론에서 정의한 정규표현을 바탕으로 실제로 렉스에서 제공된 방
법을 사용하여 토큰의 형태를 정확하게 표현할 수 있어야 한다. 렉스의 정규표
현은 크게 텍스트 문자(text character )와 연산자(operator character )들로 구성
된다. 텍스트 문자는 입력 문자열에서 실제로 매칭되는 부분이고, 연산자 문자는
반복 또는 선택 등을 나타내는 특수 문자들이다. 예를 들어, 정규표현 a*에서 a
는 텍스트 문자이고, *는 연산자 문자이다. 일반적으로 문자와 숫자는 항상 텍
스트 문자이고, 연산자 문자는 특수 문자로 나타낸다. 렉스에서 토큰의 구조를
쉽게 표현할 수 있도록 제공한 연산자 문자들은 표 1과 같다.
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2 .2 유한상태 오토마타를 이용한 자연어 처리 방법
유한상태 오토마타를 이용하는 방법은 여러 연구자들에 의해서 수행되었다
[1- 3]. 이들의 공통점은 단계형 유한상태 오토마타(cascaded finite - state
autom ata )를 이용한다는 것이다. 단계형 유한상태 오토마타는 유한상태 오토마
타가 여러 단계를 이루고 있는 경우를 말하며, 각 단계에서는 정규표현에 의해
서 특별한 구를 인식한다. 주어진 입력은 여러 개의 정규표현에 일치될 수 있다.
이 경우에는 일반적인 정규표현에서 중의성을 해결하는 방법과 같이 최장일치
된 정규표현을 선호하도록 한다. 어떤 정규표현에도 일치되지 않은 입력은 무시
표 1 패턴 지정을 위한 메타 문자 및 의미
T able 1 M eta character s for patt ern s and their m eaning s
메타 문자 설명
. newline문자(\ n )을 제외한 임의의 하나의 문자(singlecharacter )를 의미
* * 앞에 있는 패턴의 0회 이상의 반복을 의미
[ ] Bracket [ ]내에 지정된 character class내의 임의의 한 문자
^ 정규식 내에서 첫 문자로 사용시 라인의 시작을 의미,[] 내에서는 negation의 의미로도 사용
$ 정규식 내에서 첫 문자로 사용시 라인의 끝을 의미.
{ } {} 직전 패턴의 반복 매칭 횟수의 범위를 지정
\ 메타 문자의 의미를 disable하거나, C의 escape sequence 지정
+ + 앞에 있는 패턴의 1회 이상의 반복을 의미
? ? 직전 패턴의 0 또는 1회 반복을 의미
| | 양쪽에 있는 좌측 패턴과 우측 패턴 중 하나에 대응.
... quotat ion mark 내에 있는 모든 문자를 문자 그대로 해석.
/ slash "/ " 디에 있는 정규식에 일치하는 경우에만 "/ "앞에 있는정규식에 매칭
( ) ( )는 일련의 정규식들을 하나의 정규식으로 그룹화
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되어 그대로 출력된다. 최장일치 방법은 전체 문장을 분석하지 않고도 구를 매
우 신뢰성 높게 찾을 수 있으며, 단계형 오토마타는 신뢰성이 가장 높은 구에 대
해서 먼저 수행하여 점점 더 큰 구를 형성해 갈 수 있다. 또한 이 방법은 추가적
인 정보를 쉽게 첨가할 수 있기 때문에 유연성이 매우 좋다.
2 .2 .1 Cas c aded A n aly s is of S y nt actic S tru cture (CA S S )
부분 구문분석은 구조적 중의성이 많이 발생하지 않는 지엽적인 부분에 해당
하는 구조적 정보만을 이용하여 문장을 분석한다. 그렇기 때문에 결과 구조는
하나의 전체 구문 트리가 아닌 부분 트리들의 집합이 된다. CASS에서는 하나의
구를 인식하기 위한 부분 구문분석 규칙이 정규 문법으로 기술되어 있으며, 각
규칙은 규칙 레벨에 따라 단계적으로 적용된다. 다음의 예제는 부분 구문분석
규칙의 한 예제이다[1].
1 : NP - > D? A * N+ | Pron
VP - > Md Vb | Vz | Hz Vbn | Bz Vbn | Bz | Vbg
2 : PP - > P NP
3 : SV - > NP VP
4 : S - > (Adv | PP )? SV NP ? (Adv | PP )*
위 문법에서 쓰인 각 심볼이 지니는 의미는 다음과 같다:
D : 관사, A : 형용사, N : 명사, Pron : 대명사, P : 전치사, Adv : 부사
NP : 명사구, VP : 동사구, PP : 전치사구,
규칙 앞에 붙어 있는 각 숫자는 그 규칙의 적용 레벨을 의미한다. 품사 태깅의
결과를 레벨- 0이라고 했을 때, 레벨 L의 규칙은 레벨 L- 1의 규칙의 출력을 입력
으로 받아 처리하게 된다. 한 개 이상의 규칙이 적용될 경우에는 최장일치
(longest match )를 이용하여 중의성을 해결하 다. CASS에서 사용한 부분 구문
규칙은 사람에 의해 손으로 작성되었으며, 약 95%의 정확도를 얻었다.
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2 .2 .2 F A S T U S (F inite - S t ate A utom ation T ex t U n ders t andin g
S y s tem )
Hobbs et al.[6]은 처리 속도를 개선하기 위해 유한상태 오토마타를 이용해서
정보 추출 시스템(inform ation extraction sy stem )을 구축하 다. FAST US는 모
든 단계에 유한상태 변환기를 이용하 으며, 다음과 같은 단계로 처리되었다.
1. 이름을 인식한다.
2. 간단한 구를 인식한다.
3. 복잡한 구를 인식한다.
4. 역에 의존적인 구나 절을 인식한다.
5. 정보 추출에 대상이 되는 구나 절을 결합한다.
FAST US는 단순한 패턴 매칭기법을 사용하 기 때문에 개념적으로 간단하
고, MUC(message under standing conference) 평가에서 100개의 신문기사를 12
분만에 처리하 기 때문에, 빠른 속도가 그 특징이다.
2 .2 .3 F idditch
Fidditch는 Hindle [13]에 의해서 개발되었으며, 비록 오래되었지만, 가장 성공
적인 부분 구문분석기 중 하나이다. F idditch는 원래 부분 구문분석을 목적으로
개발한 것은 아니고, 비제한적인 문장(unrestrict ed text )를 분석하기 위해서 개
발되었다. F idditch는 Marcus 구분 분석기에 펀트(punt )라고 하는 행위를 첨가
하 다. 펀트는 구의 역할이 정확하지 않을 경우에 해당하는 구를 입력에서 제
거하고(skip and fit ), 즉 부착을 하지 않은 상태로 두고 파싱을 계속 진행하는
방법을 말한다. 파서는 절의 핵심요소(보통 절의 경계표지, that , which 등), 주
어, 술어, 펀트된 절에 부착된 요인들을 인식한다.
F idditch는 매우 빠르기 때문에 대량의 문장 즉 말뭉치에 대한 구문분석에 매
우 유용하다. 또한 파서가 결정적으로 수행되기 때문에 유한상태 오토마타를 이
용해서 구현할 수 있다.
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2 .2 .4 한국어 시간 표현 인식
유한상태 오토마타를 한국어에 적용한 예에는 정보 추출[5]과 시간 표현을 인
식[14]하는 것과 같은 지역적인 정보를 처리하는 분야가 있다. 시간 표현은 정보
추출과 같은 응용분야에서 필히 인식해야 하는 중요한 요소이다. 언제 사건이
발생했는지에 대한 정보를 시간 표현을 통해서 알 수 있기 때문이다. 시간 표현
을 인식하기 위해서, 김윤관[14]은 대량의 말뭉치로부터 시간 관계 표현을 획득
하고, 이들을 부분 문법(local grammar )으로 표현한 후, 이것을 F ST (finite state
t ransducer )를 이용하여 부분 구문분석한다.
2 .3 수식 표현 인식 시스템의 응용
수식 표현 인식을 이용할 수 있는 시스템은 크게 정보 추출 시스템, 시간 혹은
날짜에 대한 질의 응답 시스템, 그리고 가격 정보에 민감한 증권 관계 비교 쇼핑
에이전트 등이 있다.
2 .3 .1 정보 추출 시스템
인터넷의 발달로 인해 사용자가 접할 수 있는 자연어 텍스트의 양이 증가됨에
따라 필요한 정보만을 추출하는 정보 추출 시스템의 필요성이 증대되고 있다.
정보 추출이란 특정 분야의 내용을 담은 자연어 텍스트로부터 원하는 정보만을
찾아내어 데이터베이스화하는 작업을 말한다. 즉 추출할 정보의 종류를 미리 틀
(template)로 정의하고, 텍스트 분석을 통해 틀을 메꾼 후 채워진 틀을 DB에 저
장하는 작업이다[5, 7]. 틀은 해당 분야의 전문가가 정의하기도 하고, 학습 데이
터로부터 문서의 주제를 학습한 후 각 주제에 해당하는 틀을 만들기도 한다. 정
보 추출 시스템의 대상 텍스트로는 테러 사건과 야구 경기 결과와 같은 문서에
서 필요한 정보만을 추출하는 것인데, 이런 분야에서의 틀은 가해자와 피해자
정보, 발생 지역에 대한 정보, 사건이 발생한 시점에 대한 정보, 발생 피해액에
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관련된 정보가 필요하다. 이 중에서 수식 표현은 사건이 발생한 시점에 대한 정
보와, 발생 피해액에 대한 정보를 제공할 수 있다.
2 .3 .2 질의 응답 시스템
자연언어에 의한 질의 응답 시스템은 질문자가 그 내용을 형식에 구애받지 않
는 일상의 회화문으로 입력하면 의미를 파악하여 원하는 정보를 제공해 주는 시
스템이다. 질의 응답 시스템에서 자연스러운 대화가 이루어지기 위해서는 화자
의 의도나 대화의 배경이 되는 상식 등을 시스템 내에 형식화하여야 하고 대화
의 전후 관계나 지시사 문제, 화제의 관리 및 일관성 유지 등이 필요하다. 적절
한 소규모의 적용 역을 대상으로 하는 연구가 현실적인 것이다. 질의 응답 시
스템은 주로 호텔예약과 같은 소규모의 역에서 이루어지며, 수식 표현은 예약
날짜 혹은 금액, 그리고 방 번호와 같은 정보를 처리하는데 이용될 수 있다[12].
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제 3 장 한국어 수식 표현의 형식
본 장에서는 한국어 문장에서 쓰이는 수식 표현에 관련된 수사에 대해서 살펴
보고 수식 표현의 형식과 그 종류에 대해서 살펴본다.
3 .1 한국어 수사
한국어 문장에서 수사란 사물의 수량이나 차례를 가리키는 말로 수량을 가리
키는 양수사와 차례를 가리키는 서수사로 나뉘며 정확한 수량이나 차례를 나타
내는 정수와 개략적인 수량이나 차례를 나타내는 부정수가 있다. 표 2는 한국어
수사의 예를 보이고 있다. 이 밖에도 극히 일부이기는 하지만 원 , 투 와 같이
어를 음차하여 표현하는 수사도 있으나, 본 논문의 범위를 벗어나기 때문에
특별히 다루지는 않는다.
표 2 한국어 수사 분류
T able 2 Clas sification of num er als in K orean
분 류 구 별 보기
숫자 0, 1, 2, 3 , ..., 9
고유어 수사
양수사
정수 하나 , 둘 , 셋 , ...
부정수 한둘 , 두셋 , ...
서수사
정수 첫째 , 둘째 , ...
부정수 한두째 , ...
한자어 수사
양수사
정수 일 , 이 , ...
부정수 일이 , 이삼 , ...
서수사
정수 제일 , 제이 , ...
부정수 (없음)
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3 .2 수식 표현의 형식
수식 표현에서 계수표현을 제외하고는 거의 모든 표현의 형식이 수사 다음에
단위성 의존명사가 오며 그 단위성 의존명사의 종류에 따라 수식 표현의 종류를
결정할 수 있다. 그러나 경우에 따라서는 특별한 의미를 가지는 단위성 의존명
사나 실마리 단어가 생략되는 경우가 있는데, 이 경우가 중의성 발생의 한 원인
이 된다. 또 다른 형식으로는 제5회 에서 제 와 같은 접두어 다음에 수사가 나
오는 형식이 있을 수 있다. 이 밖에도 기호나 특수한 단위성 의존명사에 따라서
조금씩 그 형식이 변할 수 있는데 이것에 대해서는 이하의 절에서 기술한다.
3 .2 .1 수식 표현의 기호와 그 중의성
수사와 함께 쓰여서 의미 있는 정보를 나타내는 것으로 가장 먼저 기호가 있
다. 단순히 문장의 종결을 나타내는 마침표(.)가 숫자의 중간에 쓰이는 경우는
소수점 수를 표현하며, 문장의 중간에 나타나서 주절과 종속절을 나누는 쉼표(,)
가 숫자들 사이에서 수를 식별하기 쉽게 자릿수를 구분하기도 한다. 이 밖에도
부연 설명하기 위한 하이픈(- )이 숫자들 사이에서 날짜표현을 하기도 하고, 콜
론(:)의 경우는 시간을 나타내기도 한다. 달러($ ) 기호와 퍼센트(%) 기호도 각각
수사와 함께 쓰여 금전을 표시하거나, 비율을 표시하기도 한다. 틸드(∼) 기호는
기간 혹은 범위를 나타내며, 그 외의 기호들은 숫자와 함께 사용될 때 특별한 의
미를 가지기도 한다. 아래는 이들 기호들이 사용된 예를 보이고 있다.
(3- 1) 2.7%의 경제 성장률을 보 다.
(3- 2) 2,000,000원까지만 지급한다.
(3- 3) 2001- 3- 20 (2001년 3월 20일)
(3- 4) 12:30 (12시 30분)
3 .2 .1 단위성 의존명사의 분류
수사와 함께 쓰여서 의미 있는 정보를 나타내는 것으로 단위성 의존명사는 그
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비중이 상당하다. 대부분의 수사는 수관형사의 형태로 다음에 오는 명사를 수식
하는 경우를 제외하고, 수사와 단위성 의존명사의 쌍으로 존재하는 경우가 대부
분이다. 단위성 의존명사는 그 주된 기능이 셀 수 있거나(countable), 셀 수 없는
(uncountable) 명사의 셈에 관여하여 그 명사를 셀 수 있게 해주는 것과, 셈의
대상이 되는 명사의 의미론적 특성을 명시해 주는 것이다. 명사에 의해 표현된
의미 특성을 다시 되풀이 명시해 준다는 점에서는 잉여적인 요소로 간주한다
[15]. 언어학 사전에서 단위성 의존명사는 단어들의 의미론적 또는 형태론적 종
류를 가리키기 위해 쓰이는 보조적 기호(예 : 새 한 마리 , 연필 한 자루 등) 혹
은 그것이 속해 있는 단어의 범주를 가리키는 형태 로 정의된다. 표 3은 한국어
단위성 의존명사를 그 의미별로 분류한 것이다.
표 3 단위성 의존명사 하위분류
T able 3 Subcategory of unit bound nouns
척도
길이 자, 척, 치, 뼘, 리 ......
넓이 평, 마지기, 정보 ......
부피 섬, 가마니, 말, 홉, 되, 아름 ......
무게 근, 돈, 관, 푼 ......
시간 시, 분, 초, 년, 월, 일 ......
횟수 바퀴, 번, 회 ......
속도 마력 ......
화폐 원, 달러, 엔, 프랑, 마르크
수량
사람 분, 사람, 명, 놈, ......
사물
개, 모, 그루, 촉(난초), 톳(김), 거리(오이, 가지)
량(열차), 쌈(바늘), 접(마늘, 무), 송이(꽃류)
권(서적류), 자루(총, 연필류), 척(선박류), 대(차량)
동물
마리, 두, 필(말), 손(생선류), 축(오징어),
두름(조기), 벌(의류, 그릇류) ......
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3 .3 수식 표현의 분류
문서 내에 사용되는 수식 표현은 크게 시간 표현과 수량 표현으로 나눈다. 시
간 표현은 날짜(DT E ), 시간(T ME ), 기간(DUR)로 나누고 수량 표현은 통화
(MNY), 비율(PCT ), 측도(MSR ), 계수(CRD)로 나눈다[8].
시간 표현에는 절대적인 표현과 상대적인 표현이 있으며, 절대적인 표현은
2001년 12월 25일 과 같이 구체적인 시간을 나타내는 표현이며, 이와는 반대로
상대적인 시간 표현은 오늘 , 어제 , 내일 , 금년 , 작년 등과 같이 어떤 시
간을 기준이 있어야 정확한 시점을 찾을 수 있는 시간 표현이다. 본 논문에서는
절대적인 시간 표현은 물론 상대적인 시간도 그 시간과 날짜를 예측할 수 있으
므로 인식의 범위에 포함시켰다. 시간 표현은 정보 추출과 같은 시스템에서 어
떤 사건의 발생한 시점을 표현하기에 아주 유용한 정보로 사용될 수 있다.
수량 표현에는 수사와 단위성 의존명사와 함께 표현되며 그 구조는 비교적 단
순하다. 그러나 단위성 의존명사에 따라 수사가 제약된다.
3 .3 .1 날짜 (D ate ) 표현
날짜가 표현하는 시간의 범위는 하루를 넘어서는 범위의 시간이다. 그래서 날
짜는 년, 월, 일의 시간 단위로 나타나고, 전체, 혹은 부분으로 표현된다. 부분 부
분으로 표현될 경우에는 가장 큰 덩어리를 인식하는 것이 올바른 정보를 전달한
다. 예를 들어, 2001년 3월 2일 이라는 입력 데이터에 대해서 띄어쓰기 단위로
구분되는 날짜 표현에 대해서 각각의 태그를 부여하기보다는 전체를 하나의 덩
어리로 인식하는 것이 의미있는 정보를 전달하기 때문이다.
보통 날짜의 표현은 ∼년 ∼월 ∼일 의 형태로 표현되며, 될 수 있으면 큰 덩
어리를 인식하기 위해서 가장 큰 규칙을 먼저 정의한다. 그리고 중간 규칙을, 그
리고 마지막으로는 가장 작은 표현을 정의한다. 날짜 표현의 종류는 다음과 같
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은 전체 혹은 부분 표현이 있으며 인식기에서는 이들 모두를 인식한다.
(3- 5) 1999년 12월 25일은 금세기 마지막 크리스마스이다.
(3- 6) 76년 3월은 중요한 일이 있었다.
(3- 7) 76년에 태어난 사람들의 모임은 용우회이다.
(3- 8) 지난달 7일에 합격자 발표가 있었다.
수사가 아니지만 날짜를 표현하는 경우가 있는데 이들도 인식의 범위에 포함
시킨다. 연도를 나타내는 표현으로 10간12지를 사용하는 경우가 있는데 이들도
간단한 정규식을 사용해서 나타낼 수 있다. 달을 나타내는 고유어도 포함시켰으
며, 어떤 특정한 날을 나타내는 표현도 포함시겼다.
(3- 9) 임진왜란은 임진년에 일어났기 때문에 붙여진 이름이다.
(3- 10) 정월에는 새로운 마음으로 한 해를 시작하는 사람이 많다.
(3- 11) 어린이날과 어버이날은 5월에 있다.
(3- 12) 제헌절은 7월 17일이다.
(3- 13) 식목일은 나무를 심는 날이다.
(3- 14) 크리스마스는 성탄절의 또 다른 이름이다.
(3- 15) 이번 하반기에 있었던 일 중에는 9월 11일에 테러가 있었다.
(3- 16) 3월 초순에 합격자 발표가 있을 예정이다.
3 .3 .2 시간 (T im e ) 표현
시간을 표현하는 범위는 하루를 넘지 않는 범위의 시간이다. 그래서 시간은
시, 분, 초의 시간 단위로 나타나고, 전체 혹은 부분으로 표현된다. 날짜 표현에
서와 마찬가지로 부분 부분의 표현일 경우에는 가장 큰 덩어리를 인식하는 것으
로 한다. 비록 수사는 아니지만 시간을 나타내는 표현이 있으며, 이들은 시간의
표현을 좀 더 명확히 해주는 경우가 많다. 시간 인식에서는 이들의 인식도 포함
한다. 시간에 대한 표현으로는 다음과 같은 전체 혹은 부분의 시간이 있다.
(3- 14) 11시 11분 11초에 축제는 시작된다.
(3- 15) 10시 30분까지 도착해야 한다.
(3- 16) 7분 30초가 소요되었다.
(3- 17) 모든 수업은 오전 9시에 시작한다.
(3- 18) 밤 12시에 전화가 걸려왔다.
(3- 19) 오후 4시에 만나기로 약속했다.
3 .3 .3 기간 (D uration ) 표현
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어떤 일이 지속되는 기간을 표현하는 말이다. 2∼3월 과 같이 틸드(∼)기호가
사용되어서 시간의 범위를 나타내기도 하고, ∼부터 ∼까지 와 같이 표현하기
도 하며, ∼일간 , ∼년동안 에서처럼 특정한 접사를 사용하기도 한다. 기간을
나타내는 구체적인 표현에는 다음과 같은 것들이 있다.
(3- 20) 지난 12년간의 노력이 결과로 나타났다.
(3- 21) 10시부터 12시까지 회의가 진행된다.
(3- 22) 1월부터 3월까지는 새로운 정책을 구상하는 기간이다.
(3- 23) 지난 열흘동안의 계획이 드러났다.
(3- 24) 기간 : 1994∼2000
(3- 25) 시간 : 14∼16시
3 .3 .4 금전 (M on ey ) 표현
화폐 단위는 그 숫자가 비교적 적다. 대표적으로 원, 달러, 엔, 마르크, 파운드,
프랑과 같은 자와 $ , ￦ 弗 같은 기호 등이 있으며, 수사와 결합하는 형식도
그렇게 복잡하지 않다. 그리고 화폐와 결합하는 수사의 종류는 고유어가 사용되
는 경우는 거의 드물고, 숫자와 한자어 수사가 함께 사용되는 경우가 있지만, 여
기에도 어느 정도의 제약이 따른다. 화폐와 함께 사용되는 기호는 마침표가 쓰
여서 소수점 수를 표현하고, 쉼표가 쓰여서 자릿수를 쉽게 인식할 수 있게 한다.
금전을 나타내는 구체적인 표현에는 다음과 같은 것들이 있다.
(3- 26) 2천만원으로는 턱없이 부족하다.
(3- 27) 2,000달러의 상금이 걸려있다.
(3- 28) 17만 마르크를 가지고 독일을 갔다.
(3- 29) 1$는 1200.36원의 가치를 가진다.
3 .3 .5 비율 (P erc ent ) 표현
비율은 어떤 수나 양의 다른 수나 양에 대한 비이며, 보통 수사에 퍼센트 혹은
%와 같은 기호와 함께 쓰인다. 숫자와 한자어 수사와 결합하여 비율을 표현하
며, 사용되는 수사의 크기는 그렇게 크지 않은 것이 특징이다. 결합하는 형식은
그렇게 복잡하지 않으며, 쉼표가 쓰여서 소수점 수를 쉽게 표현한다. 비율을 나
타내는 구체적인 표현에는 다음과 같은 것들이 있다.
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(3- 30) 우리학교 특차 입학조건은 수능 전체에서 상위 5%의 학생이면 가능하
다.
(3- 31) 그 기업은 매년 경제 성장률 7.6%로 성장하고 있다.
(3- 32) 백퍼센트는 거의 불가능하다.
3 .3 .6 측도 (M e as ure ) 표현
특정한 단위를 가지고 나이, 면적, 거리, 속도, 온도, 부피, 무게, 에너지 등의
양이나 정도를 표현하는 말이다. 단위성 의존명사와 함께 사용되는 경우를 의미
한다. 단위성 의존명사는 분류하는 기준에 따라 여러 가지가 있을 수 있다. 유동
준[16]은 척도, 모양, 배열, 인성, 수량의 5범주로 나누고 다시 14개의 하위 범주
로 세분화하 고, 서정수[17]는 길이, 넓이, 부피, 무게, 액수, 시간, 수량, 사람,
동물 등 10가지 분류를 하고, 각각에 대해서 단위성 의존명사의 항목을 평면적
으로 나열하고 있다. 측도를 나타내는 구체적인 표현에는 다음과 같은 것들이
있다.
(3- 33) 평균 수명은 일본이 79세로 1위이다.
(3- 34) 이 집은 18평이다.
(3- 35) 여기서 우리 집까지는 100미터이다.
(3- 36) 다섯 명이면 할인 대상이 된다.
(3- 37) 나무 한 그루를 보았다.
(3- 38) 고등어 한 마리로는 부족하다.
(3- 39) 장미 한 송이를 선물했었다.
3 .3 .7 계수 (Cardin al ) 표현
개체의 양이나 수를 표현하거나 수 자체를 표현하는 말을 계수라고 하며, 다
른 품사와 어울리지 않고 혼자서도 쓰일 수 있는 표현을 다룬다. 주로 수식에서
이런 표현이 사용되며, 그 구체적인 표현에는 다음과 같은 것들이 있다.
(3- 40) 2는 자연수이며, 2.7은 소수점 자릿수이다.
(3- 41) 3십여 차례 공연이 있었다.
(3- 42) 이번 사업에 1백25억을 투자하 다.
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제 4 장 유한상태 오토마타를 이용한 수식
표현 인식 시스템
본 장에서는 한국어 수식 표현 인식기에 대해서 기술한다. 본 논문에서는 빠
르고 비교적 정확한 한국어 수사 인식기를 구현하기 위해 유한상태 오토마타를
이용한 방법을 선택하 다.
4 .1 시스템 구성
본 논문에서 수사 인식을 위해 사용한 방법은 유한상태 오토마타를 단계형으
로 구성해서 각 단계에서는 특정한 형식의 수식 표현을 인식해 나가는 방법을
사용하 다. 입력은 아무런 처리를 거치지 않은 원문서가 입력되고, 크게 세 부
분으로 나누어진 각각의 단계에서는 특정한 형태의 수식 표현을 인식하고, 인식
된 태그가 붙은 결과가 최종적으로 출력된다.
제1층은 시간 표현을 인식하고, 제2층에서는 계수표현을 제외한 수량 표현을
인식하며, 제3층에서는 계수표현을 인식한다. 각 단계의 수식 표현은 정규표현
으로 기술한다. 본 논문에서는 각 단계의 인식 결과는 다음 단계의 입력이 되며
인식된 결과는 특별한 처리 없이 다음 층으로 넘기는 우회 기법을 사용한다. 또
한 특수한 경우를 제외하고는 수식 표현의 시작이 어절의 시작과 동일하므로 어
절 단위 인식 방법을 사용한다. 하나의 입력에 두 개 이상의 규칙이 동시에 일치
할 경우에는 가장 큰 구절을 인식하게 하여 모호성을 해소하 으며, 수사와 단
위성 의존명사가 결합할 때는 가능한 모든 경우가 허용되기보다는 약간의 제약
이 존재하기 때문에, 이를 위해서 단위성 의존명사를 분류하여 인식하게 하 다.
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4 .2 수식 표현의 상태 전이도
수식 표현 중에서 계수표현을 제외하고 모든 표현의 형식이 수사 다음에 단
위성 의존명사가 나오며 그 단위성 의존명사의 종류에 따라 수식 표현의 종류를
결정할 수 있다. 수식 표현의 개략적인 유한상태 오토마타를 그림으로 표현하면
그림 3과 같다.
그림 2 제안된 수식 표현 인식기 개념도
Fig . 2 Overview of a numerical expression identifier
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그림 3에서 들어오는 화살표가 있는 원은 시작상태를 의미하고, 이중 원은 종
결상태를 의미한다. 화살표는 상태 전이를 나타내며, λ는 아무런 입력이 없이도
상태 전이를 할 수 있는 기호이다.
4 .3 정규표현 : 한국어 수사 인식을 위한 문법
본 논문에서 제안하는 유한상태 오토마타를 이용한 한국어 수식 표현 인식 시
스템은 자연어 문서에서 수사가 포함되어 특별한 의미를 담고 있는 표현을 인식
하는 시스템이다. 구현의 편의를 도모하기 위해 한국어 수사 인식을 위한 문법
은 아래와 같은 정규표현에 의해서 표현되었다. 정규표현은 표현력은 제한적이
그림 3 상태 전이도로 표현한 수식 표현 인식
Fig . 3 A finite autom ata for recognizing numerals
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지만 표현이 용이하고, 이미 개발된 여러 형태의 도구를 이용할 수 있다는 장점
을 가지고 있다. 또한 정규표현은 자동적으로 유한상태 오토마타로 변환될 수
있으며 유한상태 오토마타는 수행 속도면에서 다른 어떤 알고리즘보다 좋다. 본
논문에서는 널리 사용되고 있는 l ex의 정규표현을 그대로 채용하여 한국어 수
사 인식기의 문법을 기술하 다. 아래에는 그 예의 일부를 보이고 있다.
NNN ([0- 9])+
NNC ( 일 | 이 | 삼 | 사 | 오 | 육 | 칠 | 팔 | 구 | 십 | 백 | 천 | 만 )+
NNK ( 한 | 두 | 세 | 네 | 다섯 | 여섯 | 일곱 | 여덟 | 아홉 | 열 )+
NDy ({NNN}({NNN }|{NNC})*{SP }?)+ 여 ? 년
NDm ({NNN}{SP }?)+ 월
NDd ({NNN})+ 여 ? 일
NT h ({NNN}|{NNK})+ 시
NT m ({NNN}{SP }?)+ 여 ? 분
NT s ({NNN}{SP }?)+ 여 ? 초
NDym d ({T ENT WELVE }|{NDy }){SP }?{NDm }{SP }?{NDd}
NDym {NDy }{SP }?{NDm }
NDmd {NDm }{SP }?{NDd}
NT hm s {NT h }{SP }?{NT m }{SP }?{NT s }
NT hm {NT h }{SP }?{NT m }
NT m s {NT m }{SP }?{NT s}
4 .4 우회 기법
이전 층에서 인식한 확실한 내용에 대해서는 아무런 처리를 하지 않고 다음
단계로 넘기는 방법이 필요하다. 그렇지 않은 경우에는 이미 인식한 부분을 다
시 인식하여 이중으로 인식하는 문제점을 가진다. 아래의 예에서 보는 것과 같
이 한자어 수사에서의 조 와 단위성 의존명사의 조 는 그 형태가 동일하기 때문
에 금전 표현 인식 층에서 인식한 내용을 수량 표현 인식 층에서 우회 방법을
사용하지 않으면 하나의 내용에 대해서 두 개의 인식 태그가 붙어서 나오는 결
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과를 가져온다. 이런 문제를 해결하기 위하여 이전 단계에서 인식한 내용은 아
무런 처리없이 다음 단계로 넘기는 우회 방법을 사용하 다.
입력 문장 : 7조60억원을 가지고
중간 문장 : < MNY>7조60억원</ MNY>을 가지고
오류 출력 문장 : < MNY> < MSR> 7조</ MSR >60억원</ MNY>을 가지고
정상 출력 문장 : < MNY> 7조60억원</ MNY>을 가지고
4 .5 어절 단위 인식
수사가 표현된 형식을 살펴보면, 어절의 시작에서 나타날 경우와, 어절의 중
간, 그리고 어절의 끝에서 나타나는 경우가 있다. 그러나, 대부분의 경우 어절의
시작에서 시작하지 않는 경우는 인식하지 말아야 할 것을 인식하는 경우가 생기
게 된다. 아래에 오류를 생성하는 예를 보 으며, 이런 잘못된 인식을 하지 않기
위해서, 인식의 시작을 어절의 시작에서부터 인식하도록 하 다.
(4- 1) 진< MSR>열대</ MSR>
(4- 2) 추< MSR>세대</ MSR>로라면
(4- 3) 국< MSR>제사회</ MSR >에서
(4- 4) 연< MSR>세대</ MSR>학교
(4- 5) 초목이 무성< CRD>하나</ CRD>
(4- 6) 외< MSR>세배</ MSR>격의
(4- 7) 베< MSR>네통</ MSR> 칼라
(4- 8) 무역< MSR>제일주</ MSR>의
그러나 다음과 같은 숫자의 경우는 어절의 가운데에 나타나더라도 명확하기
때문에 숫자로 시작하는 것에 대해서는 인식하도록 하 다.
(4- 9) 주변< MSR> 4강</ MSR>의
4 .6 최장 구절 인식
수사가 쓰인 표현에서 관련있는 표현의 조각 조각의 작은 정보를 표시하는 것
보다는 의미있는 큰 덩어리를 인식해서 나타내는 것이 한번에 더 많은 정보를
정확하게 전달할 수 있다. 예를 들어, 2001년 12월 30일 과 같은 표현에 대해서
띄어쓰기 단위로 각각 날짜의 정보를 가지고 있지만 이것을 따로 따로 인식해서
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표시하는 것보다는 전체를 하나의 날짜 단위로 인식해서 표시하는 것이 더 정확
한 정보를 전달할 수 있다. 그리고 한 맞춤법표준안에서 명시된 것처럼 숫자를
우리 로 적을 때는 십진법에 따라 띄어쓰기 때문에 각각이 부분 부분의 덩어리
로 나타날 수 있다. 이런 경우 각각에 대해서 서로 다른 정보를 표시하기보다는
가장 큰 단위에 대해서만 의미있는 정보를 표시하는 것이 더 정확할 때가 있다.
Lex에서 입력된 문장이 표현된 규칙에 대해서 매치가 이루어 질 경우, 가장 긴
규칙(longest match )과, 먼저 정의된 규칙(rule given fir st )을 사용하여 모호성
을 해소하기 때문에 가장 긴 규칙을 먼저 선언하여, 최장 구절 인식을 하도록 하
다.
4 .7 수사와 단위성 의존명사의 연접가능성
수사와 단위성 의존명사가 결합할 때는 모든 가능한 경우가 가능하기 보다는
약간의 제약이 존재한다. 10시 10분 으로 적혀 있는 것을 읽을 때에 열시 십
분 이라고 읽는 것이 보통이다. 똑같은 10을 읽는데도 시 앞에서는 열로 읽고,
분 앞에서는 십으로 읽는 것이다. 물론 말할 때에도 마찬가지이다. 이것이 정상
적인 우리말이다. 한자어 수사와 고유어 수사를 사용하는 기준이 한결같지 않기
때문이다. 그러나 대체로 말한다면, 그 뒤에 오는 단위 명사와의 관계로 파악된
다. 우리 겨레가 비교적 오랫동안 써 온 단위 명사 앞에서는 고유어 수사가 선택
되고, 그 사용의 역사가 비교적 짧은 단위 명사 앞에서는 한자말 수사가 사용된
다고 할 수 있다. 그 기준이 되는 시기가 갑오경장으로 그 당시 시간에 대한 개
념은 있었지만, 분, 초에 대한 개념이 없었기 때문에, 시간 앞에는 고유어 수사
가 사용되었으며, 분과 초에서는 한자어 수사가 차용되어 사용되었다[18, 19].
일반적으로 숫자는 고유어 단위성 의존명사와 한자어 단위성 의존명사와 비
교적 자유롭게 결합하지만, 고유어 수사는 고유어 단위성 의존명사와만 결합하
는 특징을 보인다. 또 수사가 결합하는 형태도 고유어 수사는 홀로 쓰이지만, 숫
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자와 한자어 수사는 서로 혼용해서 사용되기도 한다.
작은 수를 셀 경우에는 고유어 수사가 자연스럽지만, 그 수가 20에서 30, 혹은
100을 넘는 수에 대해서는 고유어 수사와 한자어 단위성 의존명사가 결합해야
하는 경우가 있는데, 고유어를 세는 단위가 100이상의 수에 대해서는 잘 쓰이지
않기 때문이다. 이 같은 현상은 차용된 지 오래된 한자어 단위성 의존명사가 고
유어 수사와 연결되는 편이 더 자연스럽기 때문이다.
그러나 최근 들어 한자어 수사 체계가 점차 우세해져 고유어 쪽을 대신해 가
고 있다. 십 미만의 수에서는 고유어 수사 체계가 절대적으로 우세하지만, 이십
이상의 수에서는 한자어 수사가 고유어 쪽을 침투해 들어와 점차 우세해지고 있
다. 고유어 수사와 결합하던 단위성 의존명사들도 이십 이상 되는 수와 결합할
때는 한자어 수사를 허용하는 일이 점점 더 빈번해지고 있다. 수사의 차용이 작
은 수보다는 큰 수에서 더 쉽게 일어나고 있지만, 최근 서양에서 차용된 단위성
의존명사인 미터, 그램, 킬로그램, 리터, 씨씨 따위가 쉽 미만의 수에서마저 고
유어 수사와 결합하지 않고 항상 한자어 수사와 결합하는 데에서도 잘 드러난다
[20, 21].
단위성 의존명사 중에는 고유어 수사와도 결합가능하고, 한자어 수사와도 결
합 가능한 경우가 있는데, 각각에 대해서 서로 다른 의미를 가지게 된다. 예를
들어, 단위성 의존명사 권 의 경우, 한 권 은 수량을 나타내며, 일 권 은 순서
를 나타낸다.
본 논문에서는 한자어 수사만을 취하는 것과 고유어 수사만을 취하는 것으로
분류하여, 각각 한자어 단위성 의존명사와 고유어 단위성 의존명사로 구분하
다. 그리고 한자어 수사와 한자어 단위성 의존명사, 고유어 수사와 고유어 단위
성 의존명사가 어울리는 규칙을 만들었고, 고유어 수사와 한자어 수사와 함께
어울리는 규칙도 만들었다.
- 도량형 단위성 의존명사 (기호) : UNIT
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㎕ | ㎖ | ㎗ | ℓ | ㎘ | ㏄ | ㎣ | ㎤ | ㎥ | ㎦
㎙ | ㎚ | ㎛ | ㎜ | ㎝ | ㎞ | ㎟ | ㎠ | ㎡ | ㎢ | ㏊
㎍ | ㎎ | ㎏ | ㏏ | ㎈ | ㎉ | ㏈ | ㎧ | ㎨ | ㎰ | ㎱
- 도량형 단위성 의존명사 ( 자) : UNIT E
다스 | 마이크로그램 | 메가바이트 |"럭스 | 루멘 | 미리 | 미크론 | 페이지
미터 | 리 | 리리터 | 박스 | 볼트 | 비트 | 세트 | 헥타르 | 마일
센치 | 센티 | 센치미터 | 스텝 | 암페어 | 야드 | 에르그 | 에르스텟
- 고유어 단위성 의존명사 : UNIT K
필 | 표 | 포기 | 편 | 판 | 톨 | 통 | 통화 | 토막 | 탕 | 클래스 | 개비
컵 | 켤레 | 자 | 자루 | 손 | 송이 | 발 | 발짝 | 방 | 방울 | 바가지
가구 | 가지 | 개 | 건 | 곳 | 공기 | 과목 | 구 | 군데 | 그루 | 그릇
- 한자어 단위성 의존명사 : UNIT C
도 | 호 | 반 | 호선 | 호실 | 회 | 푼 | 타 | 층 | 쪽 | 차 | 부작 | 호점
집 | 주 | 주일 | 조 | 종 | 과 | 절 | 점 | 정보 | 보 | 부 | 분기 | 중 | 범
승 | 열 | 선 | 문 | 몰 | 교시 | 국 | 급 | 동 | 위 | 위권 | 문항 | 차원
- 정규표현식
({SP }|{SYMBOL})({NNN }|{NNC}{SP }?)+({UNIT }|{UNIT E }|{UNIT C})
({SP }|{SYMBOL})({NNN }|{NNK})+{SP }? 여 ?{UNIT K}
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제 5 장 실험 및 평가
5 .1 실험 환경
제안한 방법의 성능을 평가하기 위한 평가 집합은 조선일보 94년 코퍼스 중 일부
를 가지고 만들었으며, 73,547개의 어절로 이루어진 5,657개의 문장을 사람이 수동
으로 태깅하여 만들었다. 평가 집합에서 모든 태그를 제거한 후, 이것을 시스템의
입력으로 해서 수행시킨 결과를 시스템 결과로 하여 평가를 하 다. 본 실험은
SUN Sparc 10 Workstation에서 이루어졌다.
5 .2 평가 방법
본 논문에서는 제안한 시스템의 성능을 평가하기 위하여 재현율(R ecall) R 과
정확률(P recis ion ) P , 그리고 재현율과 정확률 모두를 이용하여 시스템의 성능








(3)F score = (β β + 1)PR
β β ( P + R )
여기서 N S 는 시스템이 인식한 문서의 전체 어절의 개수이고, N R 은 평가 집합과
시스템이 공통으로 인식한 어절의 개수이다. N C는 평가 집합에 표시된 어절의
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개수를 의미한다. 여기서 β의 의미는 재현율 R 과 정확률 P 의 비중을 선택할
수 있게 하는 변수로 β> 1이면 정확률의 비중을, β< 1이면 재현율의 비중을 높
게 둔다는 의미이다. 일반적으로 기술적인 성능평가를 위한 β 값으로 1, 2, 5를
사용한다. 본 실험에서는 β값을 1로 두고 실험을 하 다.
5 .3 성능 평가
5 .3 .1 전체 시스템의 성능
표 4는 시스템 전체에 대해서 평가한 재현율(R ecall), 정확률(P recis ion ), F score
이다. 재현율과 정확률이 비교적 낮은 것은 규칙을 작성할 때 신문에서 발생하는
수사에 대해서 정확히 기술하지 못했기 때문이며, 또한 장르가 비교적 제한된 점도
그 이유로 들 수 있다. 시스템 결과의 개수가 평가 집합의 개수보다 많은 이유는 시
스템이 과잉생성 하 기 때문이며, 이 과잉생성은 또한 정확률을 떨어드리는 한 요
인이 되었다.
5 .3 .2 각 태그별 성능
표 4 전체 시스템 성능
T able 4 System performances
평가 집합 태그 수 3,862개
시스템 결과 태그 수 4,036개
일치된 태그 수 3,507개
R ecall 90.8%
P recis ion 86.9%
Fscore 88.8%
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표 5에 각 태그에 따른 성능을 나타내었다. 성능이 다른 것에 비해 비교적 높게
나타난 것은 신문에서의 출현 패턴이 다양하지 않은 것이며, 상대적으로 낮게 나타
난 것은 규칙을 정의할 때, 정의하지 않음으로 해서 생긴 오류들이다. 재현율의 경
우 대부분은 90%이상의 성능을 나타내지만, 기간(DUR), 계수(CRD)에 대해서는 그
성능이 80% 이하로 나타난 것은 신문에 나타나는 다양한 패턴에 대해서 규칙을 첨
가하지 않음으로 생긴 결과이다. 정확률의 경우 시간(T ME), 계수(CRD) 항목이 현
저하게 낮은 이유는 시스템이 불필요한 인식을 하 기 때문이다. 대표적인 원인으
로는 잘못된 수관형사를 과잉 인식했기 때문이다.
5 .4 오류 분석
오류 분석은 모델을 개선하거나 시스템의 성능을 개선하는 데에 많은 도움을 줄
수 있기 때문에 본 절에서는 구현된 시스템의 단계에서 발생되는 오류를 분석하고
자 한다. 시스템이 과잉 생성한 태그의 수는 시스템이 생성한 전체 태그 수에서 일
표 5 각 태그 별 성능







R ecall P recis ion F score
T ME 73 96 72 98.6 75.0 85.2
DT E 1317 1258 1243 94.4 98.8 96.5
DUR 206 168 154 74.8 91.7 82.4
MNY 261 267 242 92.7 90.6 91.7
PCT 212 207 206 97.2 99.5 98.3
MSR 1372 1449 1291 94.1 89.1 91.5
CRD 421 591 311 73.9 52.6 61.5
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치한 태그 수를 뺀 값으로 530개가 있으며, 시스템이 인식하지 못한 태그는 평가 집
합의 총 태그 수에서 일치한 태그 수를 뺀 값으로 356개가 있다. 그러나 전체 분석
된 오류의 수는 501개로 개수에서 차이를 보인다. 그 이유는 시스템이 생성한 태그
와 평가 집합의 태그를 비교할 때, 56대44 의 경우, 평가 집합에는 <PCT >56대
44</ PCT >로 되어있고, 시스템의 결과는 <MSR>56대</ MSR> < CRD>44</ CRD>
로 되어 있으며, 또 4분의 1 의 경우도 평가 집합은 < CRD>4분의 1</ CRD> , 시스
템 결과는 <T ME>4분</ T ME>의 < CRD> 1</ CRD>의 결과를 출력하기 때문에 차
이가 났다.
5 .4 .1 의미적 모호성
수식 표현 중에서 형태적으로는 날짜나 수량을 나타내는 것이지만, 문장에서의
의미는 날짜나 수량을 표현하지 않는 경우이며, 다음과 같은 예가 있다.
(5- 1) <MSR>한편</ MSR>으로는
(5- 2) 베이비 붐 <MSR>세대</ MSR>는
(5- 3) 명절날 <MSR>세배</ MSR>하기 위하여 모 다.
(5- 4) < CRD>하나</ CRD>님
그림 4 오류 분석
Fig . 4 Error Analysis
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5 .4 .2 수관형사 오류
수관형사로 인한 오류는 39%를 차지하며, 성능향상을 위해서 반드시 해결해야
하며, 해결할 수 있는 문제이다. 이는 숫자에서 나타나기보다는 한자어 수사와 일반
자가 형태적으로 동일하기 때문에 발생한 것이다. 오류로 인식된 예를 보이면 다
음과 같다.
(5- 5) < CRD>백</ CRD>범 시해
(5- 6) < CRD>백</ CRD>제시대
(5- 7) < CRD>둘</ CRD>러싸고
(5- 8) 다르기는 < CRD>하나</ CRD>
(5- 9) 어떻게 해야 < CRD>하나</ CRD>
(5- 10) < CRD>하나</ CRD>회
5 .4 .3 범위 오류
범위 오류는 크게 두 가지로 나누어 관찰할 수 있으며, 잘못된 최장일치와, 필요
한 최장일치가 있다. 필요한 최장일치는 규칙을 정의함으로써 쉽게 해결될 수 있지
만 잘못된 최장일치를 방지하기 위해서는 다른 방법이 필요하다. 아래에는 시스템
이 생성한 범위 오류의 예이다.
(5- 11) <MSR>25개항</ MSR>목에 대해서
(5- 12) 정무<MS > 1장</ MSr >관은
(5- 13) <MSR>제1차</ MSR>관보
(5- 14) <MSR>제2도</ MSR>약
(5- 15) <DUR>3일 간</ DUR>염백신
5 .4 .4 규칙 없음 오류
규칙이 없음으로 해서 생긴 오류는 시스템이 생성한 오류를 분석하여 규칙을 첨
가함으로서 쉽게 수정하여 성능향상을 기대할 수 있다. 처음에 규칙을 설계할 때
고려하지 않은 많은 새로운 표현이 신문과 같은 자연언어에서는 빈번히 발생하기
때문에 완전한 규칙을 작성하는 것은 불가능할지 모르나, 특정 장르에 발생하는 표
현이 그렇게 다양하지 않은 점을 고려할 때 어느 정도의 성능 향상은 기대할 수 있
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는 부분이다. 그리고, 기타 오류의 유형으로는 사람이름, 수사 + 단위성 의존명
사 로 시작하는 , 수사 + 조사 등이 있다. 아래에는 시스템에 규칙이 없음으로
인해 생긴 오류이며, 단순한 규칙의 첨가로 성능향상을 기대할 수 있는 부분이다.
(5- 16) <DT E>4·19</ DT E>
(5- 17) < CRD>4</ CRD>·< CRD> 19</ CRD>
(5- 18) < PCT >56대44</ PCT >
(5- 19) < MSR> 56대</ MSR> < CRD> 44</ CRD>
(5- 20) B< MSR>777기</ MSR>
(5- 21) ISO< MSR> 9001인</ MSR>증
(5- 22) <MSR>이세기</ MSR> 정책위원장은
(5- 23) <MSR>이세</ MSR>중
(5- 24) <MNY>이원</ MNY>종 정무수석
(5- 25) <MSR>한 병</ MSR>원에서
(5- 26) <MNY>사원</ MNY>들은
(5- 27) < CRD>수천만이</ CRD> 넘는
5 .4 .5 시스템 개선 방안
본 절에서는 시스템이 생성한 오류를 분석을 통해서 개선할 방법에 대해서 살펴
보고자 한다. 의미적으로 모호한 경우에 대해서는 주변 명사를 고려한다거나, 다음
자에 대한 품사 정보를 이용한다면, 어느 정도 해결할 수 있을 것으로 생각된다.
수관형사 문제는 다음의 자가 조사인지 아닌지를 사용한다면 시스템이 잘못 생
성하는 과잉생성 문제를 쉽게 해결할 수 있을 것이다. 범위 오류에서도 잘못된 최
장일치의 경우에도 조사를 사용하지 않아서 생긴 것이므로, 조사 정보의 사용은 필
수적이라 하겠다. 규칙이 없음으로 해서 생긴 오류는 오류를 분석해서 이전 규칙과
충돌하지 않는 규칙을 첨가함으로써 해결될 것이라고 본다. 기타의 오류에 대해서
도 조사 정보와 사람의 이름 전후에 나타나는 직함 정보나 접사 정보를 사용할 경
우 어느 정도 문제가 해결될 것이라 생각된다.
시간 표현은 정보 추출과 같은 응용분야에서 필히 인식을 필요로 하는 중요한
요소가 되며, 구문 분석에 있어서는 구성 성분의 중의적 해석이 두드러지게 나
타나는 부분이며, 이러한 결과로 구문 분석의 오류를 빈번히 야기하기도 한다.
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(5- 28) 10월 9일 저녁 7시 비행기표를 예약할 수 있다.
(5- 29) 10월 9일 저녁 7시 김 대통령의 담화가 있다.
위 문장들을 시간명사와 관련하여 구문 분석해보면 크게 두 가지 경우로 나뉘
는데, 첫 번째(5- 28)는 시간 표현이 다음 명사를 수식하는 관형어 역할을 하여
하나의 명사구를 이루고, 두 번째(5- 29)는 시간 표현이 용언을 수식하는 부사로
사용된 경우이다. 즉, 시간 표현은 다른 명사와 결합하여 복합어를 이루는 경우
가 있고, 시간 부사의 역할을 하는 경우가 있다. 이는 시간 표현이 명사를 수식
할지 아니면 동사를 수식할지를 결정하는 것이므로 실제 구문분석을 하기 전에
대단히 중요한 정보가 된다. 지금의 수식 표현 인식기에는 수식을 인식하는 기
능만 있지만 이 인식기에 위와 같이 인식된 수식의 기능을 결정하는 기능이 첨
가된다면 구문 분석의 정확률을 효과적으로 향상시킬 수 있을 것이다.
- 32-
제 6 장 결 론
본 논문에서는 유한상태 오토마타를 사용하여 한국어 문서에서 시간 표현과
수량 표현에 관련된 부분을 찾아서 인식하는 방법에 대해서 살펴보았다. 대상
문장이 어느 정도 정형화된 형태를 갖는다면 문장에 대한 복잡한 파싱에 의하지
않아도 수사를 중심으로 주변의 품사를 고려해서 어절 간의 형태적인 패턴을 찾
아서 인식할 수 있었다.
본 시스템은 구현이 간단하면서도 빠르며, 추출 신뢰도가 비교적 높다는 장점
을 가진다. 문장 전체에 대한 파싱이나 의미 분석에 의존하지 않고, 수사를 중심
으로 주변품사에 대해서 파악하기 때문에 처리 과정이 간단하며 정확한 정보를
인식할 수 있다. 또한 일반 파싱에서 문제가 되는 어절 수에 제한 받지 않으므로
긴 문장 내의 정보도 오류없이 추출할 수 있다.
반면 유한상태 오토마타의 제한점으로 인해 정형화 되어있지 않은 형태로 작
성된 문서에서는 효과적으로 정보를 인식하는 것이 어렵다는 단점이 있다. 즉,
일관성이 없는 패턴의 문장에 대해서는 새로운 패턴을 다시 정의해서 사용해야
한다.
본 논문에서는 시스템의 성능을 평가하기 위하여 조선일보 94년 기사 중 일부
를 수동으로 태깅하여 평가 집합으로 사용하 다. 객관적인 평가를 위해서 정보
검색에서 사용하는 평가 기준인 정확률과 재현율을 사용하 으며, 평가 집합과
시스템 결과물을 비교하여 얻은 전체 성능은 정확률과 재현율이 각각 86.9%와
90.8%를 보 다. 오류 분석을 통해 단순한 규칙의 첨가나 조사와 같은 주변 품
사 정보를 고려한다면 성능향상을 기대할 수 있을 것이다.
본 시스템에서는 수사와 단위성 의존명사같은 비교적 단순한 정보만을 사용
하 지만, 조사와 같이 좀 더 확장된 정보를 사용한다면 인식 대상이 되는 문서
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가 보다 복잡한 경우에도 성능향상을 기대할 수 있다. 그리고 전처리 과정으로
띄어쓰기에 대한 처리[23- 25]를 하거나 셈의 대상이 되는 명사에 대한 정보[15]
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고 충분히 넘치도록 채워주셨던 하나님께 부끄럽지만 이 모든 기쁨과 광을 돌
리고 싶습니다.
2년의 시간이 지나고 나서야 대학원 생활이 짧은 줄 알았습니다. 존경하는 교
수님께 관심있는 분야를 더 배울 수 있었고, 실력있는 선배님과 후배님을 통해
서 서로의 생각을 이야기 할 수 있었던 때가 너무 좋았었습니다. 생각해 보니 저
는 지금까지 너무 많은 것을 받고만 살아온 것 같습니다. 이제는 소중한 사람들
에게 작은 것 하나라도 함께 나누면서 살고 싶습니다.
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