Abstract-In a series of papers N. Ma and P. Ishwar (2011-13) considered a range of distributed source coding problems that arise in the context of iterative computation of functions, characterizing the region of achievable communication rates. We consider the problems of interactive computation of functions by two terminals and interactive computation in a collocated network, showing that the rate regions for both these problems can be achieved using several rounds of polar-coded transmissions.
I. INTRODUCTION
Interactive computation in networks has been recently attracting attention of researchers in information theory and computer science alike. Aspects of interactive computation have been analyzed from various perspectives including establishing the region of achievable rates, complexity and security of computations as well as a number of other problems.
A line of work starting with the paper of Körner and Marton [14] examined the question of computing a function f (X, Y ) where X is a discrete memoryless source and Y represents side information provided to the decoder as a random variable correlated with X. The main question addressed in these works is whether communication for computing the function rather than communicating the source itself can reduce the volume of transmission. While [14] confined itself to the modulo-two sum of X and Y , Orlitsky and Roche [21] extended the problem to arbitrary functions f , finding the region of achievable rates for one or two rounds of communication for computing f . Note also the work of Yamamoto [26] who addressed the rate-distortion problem for the computation of f (X, Y ) where the answer can differ from the actual value of the function as long as it is within a given limit of distortion with respect to some fidelity measure.
A number of information theoretic studies have considered computation of functions in a distributed setting where communication between the terminals occurs over channels that are either noisy or observed by adversary parties or both. The problem of computation over a multiple access channel (MAC) is addressed in the work [20] by Nazer and Gastpar. The communication scheme involves both compression and communication, and it is natural to assume that optimal performance is attained when these ⇤ Research supported in part by NSF grants CCF1217245 and CCF1217894.
tasks are addressed separately. However, it turns out that in many cases of interest there exists a joint scheme that outperforms sequential implementations. In [20] , the authors consider computation of linear functions over linear MACs as well as the more general case of arbitrary functions and channels.
A recent paper [5] considers the problem of computation in a network described by a graph G = (V, E) in which each edge corresponds to an independent noisy channel. Each node observes a realization of some random variable and aims at estimating some function of these random variables. The problem addressed in this paper is bounding above the computation time of the functions.
Suh et al. [24] analyze computation of modulo-two sums of two Bernoulli sources over a two-transmitter tworeceiver deterministic network, deriving an upper bound on the computing capacity of the network as well as exact answers for some special cases.
A separate direction pursued mainly in the computer science literature starting with classical works [6] , [7] addresses questions of secure computation in a network. Recent additions to the literature include [9] , [8] which focus on the problem of secure computation of functions in a network of terminals connected by public communication channels. From a different perspective the problem of secure computation is analyzed in the work by Tyagi et al. [25] . This work characterizes the possibility of distributed secure computation of a function in terms of the entropy of the function.
In this paper we focus on the problems considered in the works of Ma and Ishwar [15] , [16] which generalize the paper [21] to multiple rounds of communication. The main problem considered in these papers concerns the scenario in which two terminals observe multiple independent realizations of correlated random variables. The objective of the terminals is to establish and conduct communication that enables them to compute a function of their observations. An obvious solution is to transmit the entire sequence of observations from Terminal A to Terminal B and the same in the reverse direction whereupon the computation can be trivially completed. The problem considered in the cited works is to reduce the amount of transmitted information using ideas from distributed lossy compression, thereby reducing the problem to a version of distributed source coding. An extension of this problem considered in [16] concerns transmission in a multiterminal network where the computation is performed by a single dedicated node.
We aim to show that the rate region of interactive computation in several communication models of [15] , [16] can be attained by several rounds of polar-coded communication. Polar codes were initially designed for transmission over binary-input discrete memoryless channels [3] . They were subsequently applied in a variety of situations related to communication and data compression [2] , [13] , [1] . The original construction of Arıkan [3] is capable of achieving symmetric capacity of the binary-input channel, i.e., the mutual information between the input and the output under the assumption of uniformly distributed inputs. This feature also extends to such applications of polar codes as lossy data compression [13] , codes over nonbinary alphabets [23] , [19] , [22] , and many other problems of information theory. Drawing on ideas from source coding with side information using polar codes [2] , Honda and Yamamoto recently showed that polar codes can be designed to attain capacity of general (i.e., nonsymmetric) binary-input channels [12] . Some ideas that lead to asymmetric polar coding were independently obtained in [11] ; see also a discussion in [18] . Asymmetric polar coding schemes form a starting point of this work which proceeds in the framework of distributed compression (lossy source coding).
II. PROBLEM STATEMENT

A. Two-terminal network
The two-terminal interactive distributed source coding problem that we consider in this paper is described as follows. Let X and Y be discrete random variables taking values in finite sets (alphabets) X and Y and let p XY be their joint distribution. Suppose that we are given N independent realizations (X, Y ) Note that without loss of generality we are assuming that communication is initiated by Terminal A. The value of the encoder mapping e j is called the jth message (of A or B, as appropriate) and denoted by M j , j = 1, . . . , t, where t is the total number of messages in the protocol. The outputs of the decoders A and B are denoted byẐ
Definition 2: A rate tuple R = (R 1 , . . . , R t ) is achievable for t-round interactive function computation if for every ✏ > 0 there exists N (✏, t) such that for all N > N(✏, t), there exists a two-terminal interactive source code with the parameters (t, N,
The set of all achievable rate tuples is denoted by R A t . Theorem 1: [15] A t-tuple of rate values R is contained in the region of achievable rates R A t if and only if there exist random variables U
= 0 where the auxiliary random variables U 1:t are supported on finite sets U i such that
The conditions of entropy being equal to zero in this theorem simply reflect the fact that f A (or f B ) is a deterministic function of X, U 1:t (or Y, U 1:t ), and no additional randomness is involved in its evaluation. Finding the auxiliary random variables U 1 , U 2 , . . . , U t that satisfy the conditions of this theorem for a given pair of functions f A , f B is a separate question which is addressed on a case-by-case basis.
Of course, the main question associated with this result, before we even try to construct an explicit scheme that aims at attaining this rate region is whether the communication protocol implied by this theorem results in overall saving in communication compared to a straightforward transmission of X to B and Y to A. The answer is positive at least in some examples [15] . We discuss one of them below in this paper; see Sect. IV-C.
B. Multiterminal collocated networks
Ma and Ishwar [16] also considered a multiterminal extension of the problem described in the previous section. To describe the problem, consider a network with m source terminals and a single sink terminal. Each source terminal j observes a random sequence (X j )
Unlike the twoterminal case, the sources are assumed to be independent and identically distributed, i.e., for any i 2 [N ], the random variables (X
Let f :
! Z be the function that the sink terminal aims to compute. In other words, the purpose of the sink terminal is to compute the sequence Z
is the i th coordinate of the function.
We assume that communication is initiated by Terminal 1. The terminals take turns to broadcast messages in t steps. Every broadcasted message is recovered correctly by every terminal. Based on all the t messages transmitted, the sink node computes Z 1:N . If t > m, the communication is called interactive.
Definition 3:
A t-message distributed source code in a collocated network with parameters (t, N, |M 1 |, . . . , |M t |) is a collection of t encoding functions e 1 , . . . , e t and a decoding function g, where for every
The output of the encoder e i is called the i th message. The output of the decoder is denoted byẐ 1:N .
Definition 4:
A rate tuple R = (R 1 , . . . , R t ) is achievable for t-round function computation in a collocated network if for all ✏ > 0 there exists N (✏, t) such that for every N > N(✏, t), there exists a t-message distributed source code with the parameters (t, N,
The set of all achievable rate tuples is denoted by R t . Theorem 2: [16] For i = 1, . . . , t let
For all t 2 N, we have
where the union is over the distributions P U 1:t |X 1:m that satisfy the following conditions:
) is a Markov chain; (iii) The cardinalities of the alphabets of the auxiliary random variables U 1:t are bounded above as in (2) .
In the full version of this paper we extend our construction of the two-terminal protocols to the multiterminal case described in this section, attaining the rate region of Theorem 2 with polar-codes-based communication.
III. PRELIMINARIES ON POLAR CODING
We begin with recalling basic notation for polar codes and the scheme for capacity-achieving communication on general discrete binary-input channels.
For a binary random variable T and a discrete random variable V supported on V define the Bhattacharyya parameter as follows:
, then this definition coincides with the usual definition of the Bhattacharrya parameter for the communication channel T ! V. The value Z(T |V ), 0  Z(T |V )  1 measures the amount of randomness in T given V in the sense that if it is close to zero, then T is almost constant, while if it is close to one, then T is almost uniform in {0, 1}.
For N = 2 n and n 2 N, the polarizing matrix (or the Arıkan transform matrix) is defined as
, ⌦ is the Kronecker product of matrices, and B N is a "bit reversal" permutation matrix [3] . In his landmark paper [3] , Arıkan showed that given a binary channel W , an appropriate subset of the rows of G N can be used as a generator matrix of a linear code that achieves the symmetric capacity of W as N ! 1.
A. Source coding
Let X be a binary memoryless source, let X 1:N denote N independent copies of X, and let U
where
/2). (The choice of this particular value of
N is related to the convergence rate of the polarizing process [4] .) Note that each bit U i , i 2 L X is nearly deterministic given the values U 1:i 1 , while the bits in H X are nearly uniformly random. As shown in [2] , the proportion of indices i 2 [N ] that are contained in H X approaches H(X), and the proportion of bits that are not polarized (i.e., are in (H X \ L X ) c ) behaves as o(N ). Therefore, as N ! 1, the source sequence x N can be recovered with high probability from NH(X) bits in H X . Suppose further that there is a random variable Y with a joint distribution P XY with the source (Y is often called the side information about X). Similarly to (5) define
Suppose again that the polarizing transformation is applied to X 1:N . It can be shown that [2] lim
. In other words, using polarization the source can be compressed to NH(X|Y ) bits. This setting is useful, for instance, in distributed lossless compression where the correlation between the observations of two terminals plays the role of side information. Note that Z(
) and therefore,
B. Channel coding Let W (Y |X) be a binary-input discrete memoryless channel with capacity achieving distribution P X . In the case of uniform P X , Arıkan showed that the n iterations of the transform with kernel F polarize the transmitted bits into an almost deterministic subset
as n ! 1. This construction was extended by Honda and Yamamoto [12] to cover the case of arbitrary distributions P X (see also a discussion of this construction in [18] ). They observed that if the bits in H X \H X|Y are known to the decoder, the remaining bits are likely to be contained in L X|Y , and can be recovered correctly with high probability from the channel output y 1:N and previously found bits using the succesive decoding procedure. This shows that the number of bits that carry information equals N (H(X) H(X|Y )) = NI(X; Y ).
To formalize this observation, consider the following partition of the set [N ] :
where the superscript c refers to the complement of the subset in [N ]. Since H X|Y ✓ H X and the number of indices that are neither in H X|Y nor in L X|Y is o(N ), we have lim
We assume that the encoder and the decoder can access the joint distribution
as well as the partition (8) . The encoder constructs the vector v 1:N as follows. The values v i , i 2 F R are taken to be independent samples of a Bernoulli-(1/2) random variable. This sequence is generated only once and is independent of the message. It is assumed to be available to the receiver. The message bits are written in the coordinates v i , i 2 I. N is generated ensures that v 1:N will indeed have the same distribution as the one induced by (9) as N ! 1. Moreover, by the above discussion the transmission rate tends to I(X; Y ) as blocklength goes to infinity, as desired.
After receiving y 1:N , the decoder forms an estimatev 1:N as follows:
), i 2 I. Then the probability of decoding error can be bounded above as
where the bound Z(
, i 2 I follows from [4] , and the absolute constants under big-O are independent of N .
IV. POLAR CODES FOR TWO-TERMINAL FUNCTION COMPUTATION
Consider the two-terminal function computation introduced in Sect. II-A. Our aim in this section is to show that the rate region (1) is achievable via polar coding. Let U 1 , . . . , U t be random variables that satisfy the Markov chain conditions and conditional entropy conditions of Theorem 1. Throughout the section, P XY U 1 and P XY U 1:t refer to the joint distribution of the random variables X, Y, U 1 and X, Y, U 1 , . . . , U t , respectively. We will also assume that all the random variables U 1 , . . . , U t are binary. Generalizations to the case of a nonbinary alphabet can be easily accomplished using a multitude of methods available in the literature.
We begin with a detailed discussion of the first round of communication, i.e., the round in which A transmits to B a message from its set of 2 NR1 messages.
A. First round of communication
Consider the joint distribution
where (V 1 ) 1:N is a sequence of random variables defined in this equation. Various marginal and conditional distributions used below, denoted by P , are assumed to be implied by this expression.
In similarity to the channel coding construction (8), we could partition [N ] as follows:
where the notation is self-explanatory. However, we find it more convenient to modify the partition (10) as follows:
The blocks of the partitions (10) and (11) differ by o(N ) coordinates; however we find this choice better suited for the proof of Lemma 5 below. 1:N in a successive fashion by sampling from the conditional distribution
Once (v 
After observing y 1:N and receiving (v 
Moreover, the Markov chain condition
(See Lemma 4.7 of [13] for the proof.) Therefore, as the blocklength N goes to infinity, the rate of the first round of communication converges to
as desired, where (15) again follows from the Markov condition.
Note that the rate of the first round of communication coincides with the lower bound given by (1).
B. The remaining rounds of communication
The communication protocol of the first round easily generalizes to the remaining rounds of communication. Consider for instance the (i + 1) th round, where i is even. This means that information is communicated from A to B, and that sequences u ) are already known to both sides. We assume that no errors occurred in earlier rounds, so both terminals observe identical copies of u 1:i .
Below we use notation P for the joint distribution
and distributions derived from it, where
It then generates a sequence (v i+1 A )
1:N randomly and successively by sampling from the distribution
Having found (v i+1 A ) 1:N , Terminal A computes the sequence
To communicate information, A sends to B the sequence ) as N as goes to infinity. If i + 1 is even, the rate converges to I(Y ; U i |X, U
Upon receiving the transmission, Terminal B generates
. So, as the blocklength goes to infinity, the rate of communication converges to
= I(X; U i+1 |Y, U 1:i ) which is consistent with (1). Eq. (19) is justified by the fact that U i+1 ! (X, U 
and let Q U 
Idea of the proof: The proof of this lemma constitutes the main technical part of the preprint [10] . It proceeds by induction on the number of rounds, where the main effort goes into proving the induction base. (21) and (22) hold for t = 1, and then perform the induction step on t. 
and similarly
(28) Now estimates (27), (28) and the equality (25) imply that
for all 0 < 4 < 1/2 and N large enough.
On account of (22) and (26) this derivation can be repeated for f B as well, and we obtain
where 5 < 4 can be chosen arbitrarily close to 4 provided that N is sufficiently large. Now let us define the set
Using (31) we obtain X
and therefore with probability at least 1 2
Terminal A can find a valueẐ
where we have used the inequality (1 x)/(e 1)  x ln x, e 1  x  1 which can be proved by differentiation. From (32) we obtain ). This completes the proof of Proposition 6.
The proof that the rate region (1) can be achieved using polar coding follows from Proposition 6.
In conclusion we note that the communication protocol presented in Sections IV-A and IV-B can be extended to the case when the auxiliary random variables U 1 , U 2 , . . . , U t are not binary using for instance the methods in [23] , [22] . Another alternative is viewing U i as the composition of bits U i,1 , . . . , U i,r and dividing each round of communication into r steps each of which are responsible from the con-
. . , r. We confine ourselves to this brief remark, leaving the details to the reader.
C. An example of interactive function computation
As observed earlier, to complete the description of the communication scheme we need to specify the random variables U 1 , U 2 , . . . , U t that satisfy the Markov chain conditions and conditional entropy equalities in (1). The description of these random variables depends on the function being computed and is studied on a case-by-case basis.
Following [15] consider the example in which Terminals A and B observe binary random sequences with X ⇠ Ber(p), Y ⇠ Ber(q), where X and Y are independent. Suppose that both terminals need to compute the AND function, i.e., f A (x, y) = f B (x, y) = x^y. We can assume that there exist random variables (V 
where i = 1, . . . , t/2. In [15] it is shown that for all partitions and curves of the form defined above, random variables (34) satisfy both the Markov chain and the conditional entropy constraints in (1).
Hence, for the AND function, we can construct a polar-coded communication scheme based on (34). In each transmission round, we can construct codes following the partition of the index set [N ] as in (11) and (17) . For example, according to (17) we have to determine the noiseless and noisy bits of the transmission for the channel with binary input U i+1 and output (X, U
1:i
). After n = log 2 N iterations the size of the output alphabets of the virtual channels obtained will be 2 N (i+1) = 2 2 n (i+1) .
Moreover, the choice of random variables according to (34) minimizes the sum-rate P t j=1 R j for t ! 1. (See [17] for the proof.) In [15] , it is also shown that R sum,1 = h 2 (p) + ph 2 (q) + p log 2 (q) + p(1 q) log 2 e < h 2 (p) + ph 2 (q) = R A sum,2
where h 2 is the binary entropy function, R sum,1 is the minimum sum-rate as t ! 1, and R A sum,2 is the minimum sum-rate for the case t = 2 and it is Terminal A that transmits first. This example shows that for the problem of computing the AND function one can gain by performing several rounds on interactive communication.
V. CONCLUSION
In this paper, we have considered the two terminal interactive function computation problem in [15] and the multiterminal collocated network problem in [16] . For both of these problems, we have shown that the achievable rate regions given by Ma and Ishwar can be achieved by polar codes. Given the functions to be computed and the joint distribution of the sources, we are not aware of any way of finding the set of auxiliary random variables such that the conditional entropy and the Markov chain conditions in the rate region statement are satisfied. However, once the auxiliary random variables are identified, it is possible to compute the functions by using polar coding techniques, as we have shown here.
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