We deal with a system of Lotka-Volterra competition-diffusion equations on R, which is a competing two species model with diffusion. It is known that the equations allow traveling waves with monotone profile. In this article we prove the existence of an entire solution which behaves as two monotone waves propagating from both sides of x-axis, where an entire solution is meant by a classical solution defined for all space and time variables. The global dynamics for this entire solution exhibits the extinction of the inferior species by the superior one invading from the both sides. The proof is carried out by applying the comparison principle for the competition-diffusion equations, that is, using an appropriate pair of subsolution and supersolution. * morita@rins.ryukoku.ac.jp † ham one14@msn.com AMS 2000 Subject Classification: 35K57, 35B05, 35B40, 92B05.
Introduction
In the field of population biology Lotka-Volterra competition equations are well accepted as a physiological model describing competing interaction of multi species. Here we restrict our attention to a two species model. Taking random movement of the species into account, we get to the Lotka-Volterra competitiondiffusion equations, that are obtained by coupling diffusion terms to the LotkaVolterra equations. In this article we are dealing with the following LotkaVolterra competition-diffusion equations on R:
where k 1 , k 2 , a, d are positive constants. The variables u(x, t) and v(x, t) stand for the population density of two competing species. Thus we consider nonnegative u(x, t), v(x, t). We note that the above system is normalized so that it has the equilibrium solutions (u, v) = (1, 0), (0, 1), set as e u := (1, 0), e v := (0, 1).
In the diffusion free case we can classify the asymptotic behavior of the solution as t → ∞, depending on k 1 , k 2 , (i) (u(t), v(t)) → e u (u always wins) if 0 < k 1 < 1 < k 2 .
(ii) Depending on the initial condition, (u, v) → e u or (u(t), v(t)) → e v in generic if 1 < k 1 , k 2 .
(iii) (u(t), v(t)) → e v (v always wins) if 0 < k 2 < 1 < k 1 .
(iv) (u(t), v(t)) converges to a positive equilibrium (u and v coexist) if 0 < k 1 , k 2 < 1.
Here we don't treat the case (iv). Then we may assume k 2 > 1 because the third case (iii) is obtained by exchanging the roles of u and v. The above equations (1.1) are used for describing the invasion of the superior species. As a matter of fact, by virtue of the diffusion, we can observe the behavior such as the superior species propagates from one side of x-axis to the other side pushing back the inferior one. This dynamics of the propagation is mathematically characterized by a traveling wave solution (u, v) = (φ(x + ct), ψ(x + ct)) satisfying . A solution to (1.2) with (1.3) and (1.4) gives a profile of the traveling wave. Here we assume the monotonicity of (1.4) which arises in most cases. A traveling wave with the monotonicity is called a monotone wave or a wave front.
We note that for a traveling wave solution (φ(ξ), ψ(ξ)) = (φ(x+ct), ψ(x+ct)) to (1.2)-(1.4), the reflected (φ(−x + ct), ψ(−x + ct)) also gives a traveling wave with opposite speed. Then (φ(ξ),ψ(ξ)) = (φ(−x + ct), ψ(−x + ct)) satisfies Thus we obtain traveling wave solutions with opposite speeds simultaneously if we do for the conditions (1.3)-(1.4).
As for the study of traveling wave solutions, there are various works including [3] , [4] , [15] and [7] . In particular see [8, 9, 10, 11] , [12] and the references therein.
Although the study for a traveling wave is a central issue of the LotkaVolterra competition-diffusion equations, it is not enough for mathematical understanding of the dynamical structure of solutions to (1.1). In fact, as seen in the recent development of the study for entire solutions to a scalar reactiondiffusion equation, some combination of two traveling waves yields characteristic dynamics for the equation (see [6] , [16] , [2] , [5] , [1] , [13] ), where the entire solution is meant by a classical solution which is defined for every x and t. Those results revealed that the equation allows other types of entire solutions than equilibrium solutions and traveling wave solutions. For examples, in [6] , [16] , [2] , [5] , it is shown that there exists an entire solution which behaves as two wave fronts propagate from both sides of x-axis, and then annihilate, while [13] shows entire solutions which behave as two wave fronts merge.
In this article, motivated by the work of [2] and [5] , we consider the entire solution which behaves two monotone traveling waves propagating from both sides of x-axis. As t goes forward, this solution converges to the equilibrium e u when u is superior. Namely we are interested in the entire solution (u(x, t), v(x, t)) which behaves like (φ(x + ct), ψ(x + ct)) for x ∈ (0, ∞) and (φ(−x + ct), ψ(−x + ct)) for x ∈ (−∞, 0) as t → −∞ and converges to a uniform state as t → ∞. This solution corresponds to the phenomenon that the superior species invades from both sides and causes the extinction of the inferior species.
We prepare some notation for stating the main result. We assume that u is always superior so that the traveling wave solution of (1.2) with (1.3) and (1.4) has a positive speed c > 0. In addition we allow that the equations has solutions with different speeds (corresponding to the case (i)). As a matter of fact, we have traveling waves of the Fisher type for the case (i), that is, there is a minimum speed c min > 0 so that the equations allows a family of monotone traveling wave solutions for c ≥ c min > 0 (see [10] ). Thus we set a pair of traveling wave solutions
where c j (j = 1, 2) are positive. Note that we consider the case when they coincide, namely, (φ 1 (ξ), ψ 1 (ξ)) identically equals to (φ 2 (ξ), ψ 2 (ξ)) up to phase shift. We assume that there is a positive constant η 0 such that
holds. Then we obtain the following theorem, which is the main result in this article: 
Remark 1.1 If k 1 > 1, the monotone traveling wave is unique up to translation (for instance, see [8] ). Hence, when
Considering the fact that the equations (1.1) are invariant under the translation in x and the time shift, we easily see the following result from the above theorem: 
The condition (1.8) is crucial in our argument, though it might be a technical condition. Here we give a sufficient condition for (1.8), which is easier to be checked. Let λ 
where λ 4, 5) are related to the convergence rate of the traveling waves as (
by the second equation of (1.5). We can prove the limit of ψ j (ξ)/(1 − ψ j (ξ)) as ξ → −∞ exists. In fact we have the next lemma. 
Moreover, the condition (1.13) is realized for λ
3 (j = 1, 2) is clear and easily checked. However there are cases which break this condition but allow (1.13). For example, (1.13) is verified by the condition λ
4 together with a generic condition for the asymptotic behavior of the traveling wave as t → −∞. We discuss this in §2.
We briefly sketch an outline of the proof of Theorem 1.1. We will use the following functions to approximate the entire solution as t ≈ −∞: 14) and
where
Note that (u, v) and (u, v) certainly have the profile we are supposing as t → −∞. Since the comparison principle does work in the present competitiondiffusion system, we prove that (1.14) and (1.15) are a subsolution and a supersolution with suitable p j (t) respectively if t < 0 . This yields a solution sandwiched by the subsolution and the supersolution, defined for every negative t. Then such a solution can be extended for any positive time. In the sequel, we obtain the desired entire solution.
Although our idea for the proof of the main result is based on the previous work of [5] , [1] or [13] , we encounter a difficulty when we prove that the pairing of (1.15) is a supersolution. Fortunately, noticing the identity,
we can take over the difficulty (see §4 for the detail).
In the above theorem we obtain an entire solution characterized by the asymptotic behavior as t → −∞. Once we obtained such a solution, it is easy to prove the asymptotic behavior as t → ∞ stated in the theorem, since the subsolution is defined globally in time. However, we only have the one side estimate by the subsolution; hence a precise transient behavior for positive t is not described yet. Here using an exact expression for the traveling wave solution, we show the entire behavior of the solution for specific parameter values. In the paper [14] traveling wave solutions are exactly given in terms of the hyperbolic tangent function under a constraint of the parameters. We use one of them, which is given by
with the condition
It is a lengthy but simple computation to verify that (1.17) with (1.18) and (1.19) is a traveling wave of (1.1) satisfying (1.2)-(1.4). Moreover, this solution satisfies (1.13) as well as (1.8). Indeed, we can compute the corresponding positive roots of (1.9) and (1.10) as
and
respectively. We rewrite (1.17) as
Modify this expression as
As for a profile of the functions of (1.20) see Fig.2 . We also define
where p(t) is given by a solution tȯ
Note that the solution p(t) is a monotone increasing function satisfying
The next result shows that the above functions gives an approximation globally in time together with the existence of an entire solution.
Proposition 1.4
In addition to (1.18) and (1.19), assume that the solution
then the asymptotics
We organize the paper as follows: In the next section we classify the asymptotic behavior of the traveling wave solutions as ξ → ±∞. This result is given by investigating the linearized equations at the equilibrium points e u and e v . Then Lemma 1.3 is proved. Although the result is already established, we give a proof in Appendix for readers' convenience. In §3 we give crucial estimates for the terms consisting of the traveling wave solutions. By virtue of the estimates we prove Theorem 1.1 together with Proposition 1.4 in §4. The paper is ended by the last section of Appendix.
Asymptotic behavior of traveling front waves
All the results in Lemmas 2.1, 2.2 and 2.3 stated below are already obtained in [8] and [12] . For completeness of the present paper we give a proof in Appendix. We let λ and dλ
respectively. The first lemma is on the asymptotic behavior of the traveling wave solutions as ξ → ∞.
and λ
be negative roots of (2.1) and (2.2) respectively. Then the solution exhibits the asymptotic behavior as ξ → ∞ as follows:
hold for some numbers α j ≥ 0 and β j > 0, where
for some β j > 0, where
The second lemma is related to the asymptotic behavior of the traveling wave solution as ξ → −∞ for k 1 > 1, namely, the bistable case (ii) stated in Introduction.
Lemma 2.2 Let (φ j (ξ), ψ j (ξ)) be traveling wave solutions to (1.5)-(1.7) with c j > 0 (j = 1, 2) for k 1 > 1 and let λ (j) 3 and λ
be positive roots of (1.9) and (1.10) respectively. Then the solution exhibits the asymptotic behavior as ξ → −∞ as follows:
(2.10)
The next lemma is related to the asymptotic behavior as ξ → −∞ when 0 < k 1 < 1, namely, the monostable case (i) stated in Introduction. 
: there are numbers α j , β j and nonnegative γ j such that
: there are β j and γ j such that
(2.14)
with β j ≥ 0, and γ j > 0 (β j = 0), where s
: there are β j and γ j such that 
(2.16) with γ j ≥ 0, and
The following lemma is clear from Lemmas 2.2, 2.3:
Lemma 2.5 (1.8) holds provided that one of the following conditions is satisfied 
exists. Then the condition (1.13) implies that this limit is λ
5 . Hence β j > 0 or γ j > 0. We assert that one of the conditions (1), (2) and (3) of Lemma 2.5 holds. This proves the first part of the assertion. The latter one is trivial by Lemma 2.5.
Key estimates
In this section we prove two lemmas which will play a crucial role in the argument for the proof of Theorem 1.1. Lemma 3.1 Let (φ j , ψ j ) be traveling wave solutions of (1.5)-(1.7) satisfying (1.8). Define
and put ω = min{ω 1 , ω 2 }. Then there exists L 1 , L 2 > 0 such that given p < 0,
2)
hold.
Proof. We first prove (3.2). With the aid of (2.23) and (2.24), for z ≤ 0,
while for z ≥ 0,
Thus we can take
Next we show (3.3) and (3.4). Put
First we prove (3.3). Let z ≤ p. By (2.18) we have
As for the case p ≤ z ≤ 0, noticing
from (2.24) and (1.8), we have
We let 0 ≤ z ≤ −p. With the aid of
we obtain
by (2.18) and (2.19), we see that for −p ≤ z,
Combining (3.7), (3.8), (3.9) and (3.10) leads to (3.3). We go to the case (3.4). In the above argument for (3.5), replacing φ 1 (z + p), φ 2 (−z +p), ψ 1 (z +p), ψ 2 (−z +p) by φ 2 (−z +p), φ 1 (z +p), ψ 2 (−z +p), ψ 1 (z +p) respectively and changing z to −z. Then for (3.6) we similarly obtain the desired estimate. We will leave the detail to the readers.
Lemma 3.2 Let
Then there exists L 3 , L 4 > 0 such that given p < 0,
12)
Proof. For z ≥ 0, by (2.21) and (2.22) we have
Similarly we obtain that for z ≤ 0,
This proves (3.12). We show (3.13). Put
Next we consider the case −p ≤ z. By (2.20)
As for p ≤ z ≤ 0 and z ≤ p, we use the above argument similarly to obtain
This concludes the proof of (3.13).
Existence of the entire solution
Let (φ j (ξ), ψ j (ξ)), (j = 1, 2) be the traveling wave solutions as in Theorem 1.1.
To prove the theorem, we consider the combination of the solutions (φ 1 (x + c 1 t), ψ 1 (x + c 1 t)) and (φ 2 (−x + c 2 t), ψ 2 (−x + c 2 t)). By the change of variables
Then (U, V ) = (φ 1 (z + c m t), ψ 1 (z + c m t)) and (φ 2 (−z + c m t), ψ 2 (−z + c m t)) give traveling wave solutions of (4.1) with speed c m = (c 1 + c 2 )/2 and the opposite speed −c m respectively. The latter one has the profile such that U component is monotone decreasing while V component is monotone increasing.
We define supersolutions and subsolutions to (1.1) and (4.1). Put (u, v) and consider the equations
hold. We say that (u(
We note that any solutions (u(x, t), v(x, t)) of (4.2) are not only subsolutions but also supersolutions. Let (u(x, t), v(x, t)) be solutions to (4.2) 
The maximal principle for the competition-diffusion system yields that if
hold, then these orders preserve for all (u 1 (x, t), v 1 (x, t) ) are supersolutions, then the pairing of
We define a subsolution of (4.1) by the pairing
where q is an arbitrarily given number. Next we construct a supersolution. We first notice the following identities:
With the aid of (1.16), we obtain the inequalities
We introduce the following ordinary differential equation:
A simple computation yields a solution to (4.6) as
having the asymptotics
is a supersolution of (4.1).
Proof. First note that φ
Using (4.4), we obtain
where A 1 (z, p), B 1 (z, p) andB 1 (z, p) are defined in (3.1), (3.5) and (3.6) respectively. By Lemma 3.1 we obtain
Similarly
Applying (4.5) to the right hand side of this equality yields
where A 2 (z, p) and B 2 (z, p) are defined in (3.11) and (3.14) respectively (recall A 2 (z, p) < 0). By Lemma 3.2 we obtain
for L ≥ 2dL 3 + aL 4 . This implies that (U , V ) is a supersolution.
Proof of Theorem 1.1: We use the subsolution (4.3) with
and the supersolution (4.9). For this q we have
and lim
Applying the same argument in [2] (see also [1] ) with the aid of the comparison theorem yields that there is a solution (U (z, t), V (z, t)) satisfying
Since the equation (1.1) (or (4.1)) has the invariance with time shift, we obtain the asymptotic behavior as t → −∞ in the statement in Theorem 1.1.
On the other hand, to prove the asymptotic behavior as t → ∞ of the theorem, we recall that U (z, t), V (z, t) in (4.3) are defined every t. By the asymptotic behavior
and that the solution can be continued for positive t, we obtain the desired behavior as t → ∞.
Proof of Corollary 1.2:
Since the equation is invariant under phase shift and time shift, the desired result follows from Theorem 1.1. For the detail of the argument, see [5] .
Proof of Proposition 1.4:
A straightforward computation yields
where we used Ψ(x, t) ≥ Ψ(0, t) = exp(p). Hence the first assertion of the proposition is true. By integration we obtain
As t → −∞,
Hence if we take p 0 as a solution of
namely a solution of (1.26), then
This yields
The existence of the entire solution satisfying (1.25) is proven by the same argument found in [2] (see also [5] or [1] ), which is left to the readers.
Appendix
In this section we prove Lemmas 2.1, 2.2 and 2.3 in §2. We investigate the asymptotic behavior as ξ → ±∞. For simplicity we will not specify the dependence on j in the notation as long as there is no confusion. We put
Then the equations of (1.5) are written as 
Proof of Lemma 2.1: We first consider the linearized equations of (5.1) at (u, w, v, y) = (1, 0, 0, 0):
All the eigenvalues of A 1 consist of roots to (2.1) and (2.2). There is a negative eigenvalue satisfying (2.1) and a corresponding eigenvector, which are given by
We recall k 2 > 1. Since (2.2) has a negative root, A 1 has another negative eigenvalue and a corresponding eigenvector
Thus every solution of (5.2), which converge to zeros as ξ → ∞, is given by 
where C 1 , C 2 are arbitrarily given real numbers. Applying the stable manifold theorem to (5.1) yields that as ξ → ∞, there are α and β such that
(5.6) for λ 1 = λ 2 , while there areα andβ such that
We show β = 0. The equation of (5.1) allows a solution with the form (u, w, 0, 0), which corresponds to a solution to
There is a stable manifold for the equilibrium (u, w) = (1, 0) of (5.8). The stable manifold for (u, w, v, y) = (1, 0, 0, 0) contains this dynamics that is obtained by putting β = 0 in (5.6). By this observation we can assert β = 0 in (5.6) for the present traveling wave.
Since λ 1 is a negative root of (2.1), we notice
Recall that φ(ξ) and ψ(ξ) are monotone increasing and decreasing respectively. Thus for λ 2 < λ 1 , α > 0 and β > 0 follow from (5.6), while for λ 1 < λ 2 , β > 0 follows. When λ 1 = λ 2 , we can letβ = 0 in the same argument above. Since τ 1 < 0 holds,β must be positive in (5.7) . This concludes the proof of the lemma.
Next we consider the linearized equation at (u, w, v, y) = (0, 0, 1, 0):
In this case eigenvalues of A 2 are given by roots of (1.9) and (1.10). We easily see from (1.9) that there is a positive eigenvalue and a corresponding eigenvector
Proof of Lemma 2.2: This corresponds to the bistable case (ii) stated in Introduction. In addition to the positive eigenvalue λ 3 , there is a positive eigenvalue By those solutions it is not so difficult to prove the remaining cases iii), iv) and v) of Lemma 2.3. The completeness of the proof is left to the readers.
