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LARGE SUBALGEBRAS
N. CHRISTOPHER PHILLIPS
Abstract. We define and study large and stably large subalgebras of simple
unital C*-algebras. The basic example is the orbit breaking subalgebra of a
crossed product by Z, as follows. Let X be an infinite compact metric space,
let h : X → X be a minimal homeomorphism, and let Y ⊂ X be closed. Let
u ∈ C∗(Z, X, h) be the standard unitary. The Y -orbit breaking subalgebra
is the subalgebra of C∗(Z, X, h) generated by C(X) and all elements fu for
f ∈ C(X) such that f |Y = 0. If h
n(Y ) ∩ Y = ∅ for all n ∈ Z \ {0}, then
the Y -orbit breaking subalgebra is large in C∗(Z, X, h). Large subalgebras
obtained via generalizations of this construction have appeared in a number
of places, and we unify their theory in this paper.
We prove the following results for an infinite dimensional simple unital
C*-algebra A and a stably large subalgebra B ⊂ A:
• B is simple and infinite dimensional.
• If B is stably finite then so is A, and if B is purely infinite then so is A.
• The restriction maps T(A) → T(B) and QT(A) → QT(B) (on tracial
states and quasitraces) are bijective.
• When A is stably finite, the inclusion of B in A induces an isomorphism
on the semigroups that remain after deleting from Cu(B) and Cu(A) all
the classes of nonzero projections.
• B and A have the same radius of comparison.
The purpose of this paper is to define what we call a large subalgebra B in
a simple unital C*-algebra A, and to show how properties of B can be used to
deduce properties of A. The main applications so far are to the structure of crossed
product C*-algebras, and are treated elsewhere; see the discussion below. They
work because it is possible to choose large subalgebras of these crossed products
which are of an accessible form, such as a direct limit of recursive subhomogeneous
algebras. A strengthening of the condition (centrally large subalgebras) permits
further results about the containing algebra; this will also be treated elsewhere
[3], [4].
Large subalgebras (and centrally large subalgebras) are an abstraction of the
Putnam subalgebra of the crossed product by a minimal homeomorphism. LetX be
an infinite compact metric space, and let h : X → X be a minimal homeomorphism.
Let u be the standard unitary in the crossed product C∗(Z, X, h). Fix y ∈ X . Then
the Putnam subalgebra of C∗(Z, X, h) is generated by C(X) and all elements fu
with f ∈ C(X) satisfying f(y) = 0. This algebra was introduced by Putnam in [32]
whenX is the Cantor set. (Putnam actually used uf rather than fu, but this choice
makes the relationship with Rokhlin towers more awkward.) In this case, on the
one hand, the subalgebra is an AF algebra, while, on the other hand, it is closely
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enough related to C∗(Z, X, h) to use information about it to obtain information
about C∗(Z, X, h).
This method was used in [22] and Section 4 of [29] to obtain information on the
order onK0(C
∗(Z, X, h)) for general finite dimensional X . The Putnam subalgebra
played a key role in [20], in which it is proved that C∗(Z, X, h) has tracial rank zero
whenever this property is consistent with its K-theory and dim(X) <∞, and in [39],
which gives classifiability of such crossed products in some cases in which they don’t
have tracial rank zero. The paper [39] also required a generalization in which one
used two points y1 and y2 on distinct orbits of h, and in the definition used fu for
f ∈ C(X) such that f(y1) = f(y2) = 0. A more recent application appears in [13].
Versions in which f is required to vanish on a larger subset are important in [19]
and [36]. Further applications of such generalized Putnam algebras will appear
in [16]. Particular examples of these subalgebras have been studied in their own
right in [15]. The subalgebra Aθ,γ considered there (see the introduction) is large
whenever the zero set of the function γ intersects each orbit at most once. Under
similar conditions, the algebras studied in [37] are large in the corresponding three
dimensional noncommutative tori.
The abstraction to large subalgebras has four motivations. The first is the use, as
described above, of subalgebras of C∗(Z, X, h) generated by C(X) and the elements
fu with f required to vanish on a subset with more than one point, but which
meets each orbit of h at most once. The second is the generalization to crossed
products by automorphisms of C(X,D) in [8]. Let X be an infinite compact metric
space, let h : X → X be a minimal homeomorphism, let D be a simple unital C*-
algebra satisfying suitable additional conditions, and let α ∈ Aut(C(X,D)) be an
automorphism such that, in terms of C(X)⊗D, we have α(f⊗1) = (f ◦h−1)⊗1 for
all f ∈ C(X). Let u ∈ C∗(Z, C(X,D), α) be the standard unitary in the crossed
product, and fix y ∈ Y . Then the subalgebra used is the one generated by C(X,D)
and all fu with f ∈ C(X,D) satisfying f(y) = 0.
A third, stronger, motivation for the abstraction is the construction of large
subalgebras in more general crossed products, where the subalgebras don’t have
convenient descriptions. Large subalgebras (without the name) play a key role
in [27], where they are used to prove that if Zd acts freely and minimally on the
Cantor set X , then C∗(Zd, X) has real rank zero, stable rank one, and order on
projections determined by traces. It is shown in [31] that if X above is a finite di-
mensional compact metric space, then C∗(Zd, X) contains a large subalgebra which
is a simple direct limit, with no dimension growth, of recursive subhomogeneous
C*-algebras. Although this paper is still unpublished, this was the first proof that,
for such X , the crossed product has strict comparison of positive elements. A
more abstract version is needed because there is no known easy description of the
subalgebra; rather, there is just an existence proof.
A fourth reason for the abstraction is the role played by large subalgebras in [12].
This paper considers C*-algebras obtained from irrational rotation algebras by “cut-
ting” each of the standard unitary generators at one or more points in its spectrum,
say by adding logarithms of them or adding some spectral projections. The new al-
gebras are shown to be AF. One of the technical tools is that the original irrational
rotation algebra is a large subalgebra the new algebra. In this case, the containing
algebra is not even given as a crossed product.
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In this paper, we prove the following results, for an infinite dimensional simple
unital C*-algebraA and a stably large subalgebraB ⊂ A. (All the large subalgebras
discussed above are in fact stably large.)
(1) B is simple and infinite dimensional.
(2) If B is stably finite then so is A, and if B is purely infinite then so is A.
(3) The restriction maps T(A)→ T(B) and QT(A)→ QT(B) (on tracial states
and quasitraces) are bijective.
(4) When A is stably finite, the inclusion of B in A induces an isomorphism on
the semigroups that remain after deleting from Cu(B) and Cu(A) all the
classes of nonzero projections.
(5) When A is stably finite, B and A have the same radius of comparison.
At least heuristically, the basic result is (4), and the others follow from it. We also
show that the following basic example is a large subalgebra. Let X be an infinite
compact metric space, let h : X → X be a minimal homeomorphism, and let Y ⊂ X
be closed. The Y -orbit breaking subalgebra of C∗(Z, X, h) associated to Y is the
subalgebra generated by C(X) and all fu with f ∈ C(X) and f |Y = 0. If Y meets
each orbit at most once, we prove that this subalgebra is large in C∗(Z, X, h).
Stable rank one and Z-stability seem to require the stronger condition of central
largeness, and will be treated in [3] and [4].
We only define a large subalgebra B ⊂ A when A is simple. If A is not simple,
then also B will not be simple, and one must be much more careful with what is
means for a positive element g ∈ B (or a hereditary subalgebra of B) to be “small”.
See the discussion after Definition 4.1.
This paper is organized as follows. The first three sections are mainly about
the Cuntz semigroup. Section 1 gives some standard results on Cuntz comparison
and the Cuntz semigroup. We have listed the results, but don’t give proofs. This
section also contains some new lemmas on Cuntz comparison. Among other things,
we need a relation between 〈a〉, 〈g〉, and 〈(1− g)a(1− g)〉 for a ≥ 0 and 0 ≤ g ≤ 1,
as well as a version using (a− ε)+ etc. In Section 2, we give some more specialized
results, related to Cuntz comparison in simple C*-algebras. Section 3 is devoted to
the subsemigroup of purely positive elements in the Cuntz semigroup of a stably
finite simple C*-algebra. In particular, in some ways this subsemigroup controls
the behavior of the entire Cuntz semigroup.
In Section 4 we define large subalgebras, stably large subalgebras, and large
subalgebras of crossed product type. The examples used in applications are mostly
of crossed product type. We will show in [3] that large subalgebras of crossed
product type are in fact centrally large. We then give several convenient variants of
the definition. Section 5 contains some basic properties of large subalgebras. They
are simple and infinite dimensional. If the containing algebras are stably finite, then
the minimal tensor product of large subalgebras is large. In particular, if B ⊂ A is
large and A is stably finite, then Mn(B) is large in Mn(A) for all n (that is, B is
stably large). In Section 6, we prove out main results on stably large subalgebra,
as described above. Section 7 proves that the Y -orbit breaking subalgebra of a
minimal homeomorphism is large when Y meets each orbit at most once.
We thank George Elliott for questions which led to the realization that our
methods imply Theorem 6.6 and Theorem 6.7. (See (4) above.) These statements
are much more general and informative than the original results.
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We also thank Julian Buck, Mikael Rørdam, Andrew Toms, and particularly
Dawn Archey for useful comments, and Leonel Robert for a number of references
and suggestions.
1. The Cuntz semigroup
In this section, we give a brief summary of the Cuntz semigroup and some
known facts about Cuntz comparison and the Cuntz semigroup. We then give
some apparently new results, for example relating
〈(a− ε)+〉, 〈g〉, and
〈[
(1 − g)a(1− g)− ε]
+
〉
for a ≥ 0 and 0 ≤ g ≤ 1. We further give proofs of results relating Cuntz com-
parison to ideals and tensor products. Finally, we summarize known results about
supremums in the Cuntz semigroup, functionals, and quasitraces.
Let M∞(A) denote the algebraic direct limit of the system (Mn(A))
∞
n=1 using
the usual embeddings Mn(A)→Mn+1(A), given by
a 7→
(
a 0
0 0
)
.
If a ∈Mm(A) and b ∈Mn(A), we write a⊕ b for the diagonal direct sum
a⊕ b =
(
a 0
0 b
)
.
By abuse of notation, we will also write a ⊕ b when a, b ∈ M∞(A) and we do not
care about the precise choice of m and n with a ∈ Mm(A) and b ∈ Mn(A). We
further choose some isomorphism M2(K) → K, and for a, b ∈ K ⊗ A we use the
resulting isomorphim M2(K ⊗ A) → K ⊗ A to interpret a ⊕ b as an element of
K⊗A. Up to unitary equivalence which is trivial on A, the result does not depend
on the choice of the isomorphism M2(K)→ K.
The main object of study in this paper is how comparison in the Cuntz semigroup
of a C*-algebra A relates to comparison in the Cuntz semigroup of a subalgebra B
satisfying certain conditions. We therefore include the algebra in the notation for
Cuntz comparison.
If B is a C*-algebra, or if B =M∞(A) for a C*-algebra A, we write B+ for the
set of positive elemnts of B.
Parts (1) and (2) of the following definition are originally from [10].
Definition 1.1. Let A be a C*-algebra.
(1) For a, b ∈ (K⊗A)+, we say that a is Cuntz subequivalent to b over A, written
a -A b, if there is a sequence (vn)
∞
n=1 inK⊗A such that limn→∞ vnbv∗n = a.
(2) We say that a and b are Cuntz equivalent in A, written a ∼A b, if a -A b
and b -A a. This relation is an equivalence relation, and we write 〈a〉 for
the equivalence class of a.
(3) The Cuntz semigroup of A is
Cu(A) = (K ⊗A)+/ ∼A,
together with the commutative semigroup operation
〈a〉+ 〈b〉 = 〈a⊕ b〉
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(the class does not depend on the choice of the isomorphism M2(K)→ K)
and the partial order
〈a〉 ≤ 〈b〉 ⇔ a -A b.
It is taken to be an object of the category Cu given in Definition 4.1 of [2].
(4) We also define the subsemigroup
W (A) =M∞(A)+/ ∼A,
with the same operations and order. (We will see in Remark 1.2 that the
obvious map W (A)→ Cu(A) is injective.) We write 0 for 〈0〉.
(5) Let A and B be C*-algebras, and let ϕ : A→ B be a homomorphism. We
use the same letter for the induced maps Mn(A) → Mn(B) for n ∈ Z>0,
M∞(A) → M∞(B), and K ⊗ A → K ⊗ B. We define Cu(ϕ) : Cu(A) →
Cu(B) and W (ϕ) : W (A) → W (B) by 〈a〉 7→ 〈ϕ(a)〉 for a ∈ (K ⊗ A)+ or
M∞(A)+ as appropriate.
It is easy to verify that, in Definition 1.1, the maps Cu(ϕ) and W (ϕ) are well
defined homomorphisms of ordered semigroups which send 0 to 0.
The semigroup Cu(A) generally has better properties. For example, certain
supremums exist (Theorem 4.19 of [2]; see Theorem 1.16(1) below), and, when
understood as an object of the category Cu, it behaves properly with respect to
direct limits (Theorem 4.35 of [2]). We will use W (A) as well because, when A
is unital, the dimension function dτ associated to a normalized quasitrace τ , of
Definition 1.18 below, is finite on W (A), but usually not on Cu(A).
We will not need the details of the definition of the category Cu.
Remark 1.2. We make the usual identifications A ⊂Mn(A) ⊂M∞(A) ⊂ K ⊗A.
If a, b ∈ A+ and a -A b, then we claim that there is a sequence (vn)∞n=1 in A such
that limn→∞ vnbv
∗
n = a. To see this, choose a sequence (wn)
∞
n=1 in K ⊗ A such
that limn→∞ wnbw
∗
n = a, let (ej,k)j,k∈Z>0 be the standard system of matrix units
for K, and set vn = (e1,1 ⊗ 1)wn(e1,1 ⊗ 1).
Similar reasoning shows that if a, b ∈ Mn(A)+ for some n ∈ Z>0, then (vn)∞n=1
can be taken to be in Mn(A), and similarly with M∞(A) in place of Mn(A). (This
also follows from Lemma 2.2(iii) of [17].)
If a and b are in any of A+,Mn(A)+,M∞(A)+, or (K⊗A)+ (not necessarily the
same one for both), we can thus write a -A b (or a ∼A b) to mean that this relation
holds in K ⊗A, equivalently, that this relation holds in the smallest of A, Mn(A),
M∞(A), or K ⊗A which contains both a and b. (This is the same convention as in
Definition 2.1 of [17].)
Definition 1.3. Let A be a C*-algebra, let a ∈ A+, and let ε > 0. Let f : [0,∞)→
[0,∞) be the function
f(λ) = (λ − ε)+ =
{
0 0 ≤ λ ≤ ε
λ− ε ε < λ.
Then define (a− ε)+ = f(a) (using continuous functional calculus).
The following lemma summarizes some of the known results about Cuntz sube-
quivalence that we need. Most of it is in Section 2 of [17], although not all of it is
original there. A warning on notation: In [17], the notation a ∼ b means that there
exists c such that c∗c = a and cc∗ = b, while our a ∼A b is written a ≈ b in [17].
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We denote by A+ the unitization of a C*-algebra A. (We add a new unit even if A
is already unital.)
Lemma 1.4. Let A be a C*-algebra.
(1) Let a, b ∈ A+. Suppose a ∈ bAb. Then a -A b.
(2) Let a ∈ A+ and let f : [0,∞)→ [0,∞) be a continuous function such that
f(0) = 0. Then f(a) -A a.
(3) Let a ∈ A+ and let f : [0, ‖a‖]→ [0,∞) be a continuous function such that
f(0) = 0 and f(λ) > 0 for λ > 0. Then f(a) ∼A a.
(4) Let c ∈ A. Then c∗c ∼A cc∗.
(5) Let a ∈ A+, and let u ∈ A+ be unitary. Then uau∗ ∼A a.
(6) Let c ∈ A and let α > 0. Then (c∗c− α)+ ∼A (cc∗ − α)+.
(7) Let v ∈ A. Then there is an isomorphism ϕ : v∗vAv∗v → vv∗Avv∗ such
that, for every positive element z ∈ v∗vAv∗v, we have z ∼A ϕ(z).
(8) Let a ∈ A+ and let ε1, ε2 > 0. Then(
(a− ε1)+ − ε2
)
+
=
(
a− (ε1 + ε2)
)
+
.
(9) Let a, b ∈ A+ satisfy a -A b and let δ > 0. Then there is v ∈ A such that
v∗v = (a− δ)+ and vv∗ ∈ bAb.
(10) Let a, b ∈ A+. Then ‖a− b‖ < ε implies (a− ε)+ -A b.
(11) Let a, b ∈ A+. Then the following are equivalent:
(a) a -A b.
(b) (a− ε)+ -A b for all ε > 0.
(c) For every ε > 0 there is δ > 0 such that (a− ε)+ -A (b− δ)+.
(12) Let a, b ∈ A+. Then a+ b -A a⊕ b.
(13) Let a, b ∈ A+ be orthogonal (that is, ab = 0). Then a+ b ∼A a⊕ b.
(14) Let a1, a2, b1, b2 ∈ A+, and suppose that a1 -A a2 and b1 -A b2. Then
a1 ⊕ b1 -A a2 ⊕ b2.
Proof. Part (1) is Proposition 2.7(i) of [17]. Part (2) is Lemma 2.2(i) of [17]. For
part (3), one sees easily that a and f(a) generate the same hereditary subalgebra
of A. The claim then follows from part (1).
Part (4) is in the discussion after Definition 2.3 of [17]. For part (5), set c = ua1/2.
Then c ∈ A, c∗c = a, and cc∗ = uau∗. Apply part (4). Part (6) is Proposition
2.3(ii) of [14]. (We are grateful to Julian Buck for pointing out this reference.)
Part (7) is the last part of Lemma 3.8 of [24] (which is essentially 1.4 of [9]).
Part (8) is immediate (and is Lemma 2.5(i) of [17]). For part (9), use the
condition in Proposition 2.4(iv) of [34] to find ρ > 0 and w ∈ A such that w∗(b −
ρ)+w = (a− δ)+. Then take v = [(b− ρ)+]1/2w. Part (10) is Lemma 2.5(ii) of [17].
Part (11) is contained in Proposition 2.6 of [17] (and in a slightly different form
in the earlier Proposition 2.4 of [34]). Part (12) is Lemma 2.8(ii) of [17], Part (13)
is Lemma 2.8(iii) of [17], and Part (14) is Lemma 2.9 of [17]. 
We now collect a number of additional facts about Cuntz comparison. Some are
known, but we have not found references for them. Others appear to be new.
Lemma 1.5. Let A be a C*-algebra, let a, b ∈ A be positive, and let α, β ≥ 0.
Then (
(a+ b− (α+ β))
+
-A (a− α)+ + (b− β)+ -A (a− α)+ ⊕ (b− β)+.
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Proposition 2.3(i) of [14] contains a weaker version of this statement: for every
ε > 0 there is δ > 0 such that (a+b−ε)+ -A (a−δ)++(b−δ)+. This proposition also
contains a converse: for every ε > 0 there is δ > 0 such that (a− ε)++(b− ε)+ -A
(a+ b− δ)+. (We are grateful to Julian Buck for pointing out this reference.)
Proof of Lemma 1.5. By Lemma 1.4(11) and Lemma 1.4(12), it suffices to prove
that for every ε > 0, we have[(
(a+ b)− (α+ β))
+
− ε]
+
-A (a− α)+ + (b− β)+.
Let ε > 0. We have
‖a− (a− α)+‖ ≤ α and ‖b− (b − β)+‖ ≤ β,
so ∥∥a+ b− [(a− α)+ + (b− β)+]∥∥ < α+ β + ε.
Therefore, using Lemma 1.4(8) at the first step and Lemma 1.4(10) at the second
step, we have[(
(a+ b)− (α + β))
+
− ε]
+
=
[
(a+ b)− (α+ β + ε)]
+
-A (a− α)+ + (b− β)+.
This completes the proof. 
The following corollary is a useful generalization of Lemma 1.4(10) and seems
not to have been known.
Corollary 1.6. Let A be a C*-algebra, and let ε > 0 and λ ≥ 0. Let a, b ∈ A
satisfy ‖a− b‖ < ε. Then (a− λ− ε)+ -A (b − λ)+.
Proof. The hypotheses imply a− b+ ε ≥ 0 and (a− b− ε)+ = 0. Apply Lemma 1.5
with a− b+ ε in place of a, with b as given, with α = 2ε, and with β = λ, getting
(a− λ− ε)+ =
[
(a− b+ ε) + b− (2ε+ λ)]
+
-A (a− b− ε)+ + (b− λ)+ = (b− λ)+.
This completes the proof. 
Lemma 1.7. Let A be a C*-algebra, and let a, b ∈ A satisfy 0 ≤ a ≤ b. Let ε > 0.
Then (a− ε)+ -A (b− ε)+.
It is usually not true that (a− ε)+ ≤ (b − ε)+.
The following proof, which considerably simplifies our original proof, was sug-
gested by Leonel Robert, and is used here with his permission.
Proof of Lemma 1.7. Multiply the inequality
a− ε ≤ b− ε ≤ (b− ε)+
on both sides by (a− ε)+, and use (a− ε)+(a− ε)(a− ε)+ = [(a− ε)+]3, to get the
second step in the following computation:
(a− ε)+ ∼A [(a− ε)+]3 ≤ (a− ε)+(b− ε)+(a− ε)+ -A (b− ε)+.
This is the required result. 
Lemma 1.8. Let A be a C*-algebra, let a, g ∈ A+ with 0 ≤ g ≤ 1, and let ε > 0.
Then
(a− ε)+ -A
[
(1− g)a(1− g)− ε]
+
⊕ g.
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Proof. Set h = 2g − g2, so that (1 − g)2 = 1 − h. We claim that h ∼A g. Since
0 ≤ g ≤ 1, this follows from Lemma 1.4(3), using the continuous function
λ 7→
{
2λ− λ2 0 ≤ λ ≤ 1
1 1 < λ.
Set b =
[
(1−g)a(1−g)−ε]
+
. Using Lemma 1.5 at the second step, Lemma 1.4(6)
and Lemma 1.4(4) at the third step, and Lemma 1.4(14) at the last step, we get
(a− ε)+ =
[
a1/2(1− h)a1/2 + a1/2ha1/2 − ε]
+
-A
[
a1/2(1− h)a1/2 − ε]
+
⊕ a1/2ha1/2
∼A
[
(1− g)a(1− g)− ε]
+
⊕ h1/2ah1/2
= b⊕ h1/2ah1/2 ≤ b⊕ ‖a‖h -A b⊕ g.
This completes the proof. 
Lemma 1.9. Let A be a C*-algebra, and let a ∈ (K ⊗A)+. Then for every ε > 0
there are n ∈ Z>0 and b ∈ (Mn ⊗A)+ such that (a− ε)+ ∼A b.
We thank Leonel Robert for suggesting the statement, which strengthens our
original statement, and the proof. The result seems to be well known, but we have
not found a proof in the literature.
Proof of Lemma 1.9. Choose n ∈ Z>0 and c ∈ (Mn ⊗ A)+ such that ‖c − a‖ < ε.
By Lemma 2.2 of [18], there is d ∈ K ⊗ A such that d∗cd = (a − ε)+. Set b =
c1/2dd∗c1/2. Then b ∈ (Mn ⊗ A)+. Using Lemma 1.4(4) at the first step, we get
b ∼A d∗cd = (a− ε)+. 
Lemma 1.10. Let A be a C*-algebra, let b, c ∈ A+ satisfy bc = c, and let β ∈ [0, 1).
Then there is γ > 0 such that c ≤ γ(b− β)+.
Proof. Without loss of generality c 6= 0, so ‖b‖ ≥ 1. We claim that if f : [0, ‖b‖]→
[0,∞) is any continuous function, then f(b)c = cf(b) = f(1)c. By continuity, it
suffices to prove the claim when f is a polynomial. This case follows from the
relation bkc = cbk = c for all k ∈ Z≥0.
Apply the claim with the function f(λ) = [(λ− β)+]1/2 for λ ∈ [0,∞). We get
(1− β)c = f(b)cf(b) ≤ ‖c‖(b− β)+.
The lemma is then proved by taking γ = (1− β)−1‖c‖. 
Lemma 1.11. Let A and B be C*-algebras, and let A⊗ B denote any C* tensor
product. Let a1, a2 ∈ (K ⊗ A)+ and let b ∈ (K ⊗ B)+. If 〈a1〉 ≤ 〈a2〉 in Cu(A),
then 〈a1 ⊗ b〉 ≤ 〈a2 ⊗ b〉 in Cu(A⊗B).
Proof. Replacing A with K ⊗ A and B with K ⊗ B, we see that it is enough to
show that if a1, a2 ∈ A+ satisfy a1 -A a2, and if b ∈ B+, then a1 ⊗ b -A⊗B a2 ⊗ b.
Let ε > 0. We find z ∈ A⊗B such that ∥∥z∗(a2 ⊗ b)z − a1 ⊗ b∥∥ < ε. Set
δ =
ε
‖a1‖+ ‖b‖+ 1 .
LARGE SUBALGEBRAS 9
Using an approximate identity for B, find y ∈ B+ such that ‖y‖ ≤ 1 and ‖yby−b‖ <
δ. By definition, there is x ∈ A such that ‖x∗a2x− a1‖ < δ. Set z = x⊗ y. Then,
using ‖y‖ ≤ 1, we get∥∥z∗(a2 ⊗ b)z − a1 ⊗ b∥∥ = ∥∥x∗a2x⊗ yby − a1 ⊗ b∥∥
≤ ‖x∗a2x− a1‖ · ‖yby‖+ ‖a1‖ · ‖yby − b‖
≤ δ‖b‖+ ‖a1‖δ < ε.
This completes the proof. 
The next several lemmas will be used to relate Cuntz comparison and ideals. See
Proposition 1.15.
Lemma 1.12. Let A be a C*-algebra, let n ∈ Z>0, and let a1, a2, . . . , an ∈ A. Set
a =
∑n
k=1 ak and x =
∑n
k=1 a
∗
kak. Then a
∗a ∈ xAx.
Proof. Without loss of generality ‖ak‖ ≤ 1 for k = 1, 2, . . . , n. Let ε > 0. Set
δ = 18ε
2n−4. Since a∗1a1, a
∗
2a2, . . . , a
∗
nan ∈ xAx, there exists c ∈ xAx such that
‖ca∗kak − a∗kak‖ < δ for k = 1, 2, . . . , n and 0 ≤ c ≤ 1. Then
‖ca∗k − a∗k‖2 = ‖ca∗kakc− a∗kakc− ca∗kak + a∗kak‖
≤ ‖ca∗kak − a∗kak‖ · ‖c‖+ ‖ca∗kak − a∗kak‖ < 2δ,
so ‖ca∗k − a∗k‖ <
√
2δ. Therefore ‖akc− ak‖ <
√
2δ. Summing over k, we get
‖ca∗ − a∗‖ < n
√
2δ and ‖ac− a‖ < n
√
2δ.
Using ‖a‖ ≤ n and ‖c‖ ≤ 1 at the second step, we then have
‖ca∗ac− a∗a‖ ≤ ‖ca∗ − a∗‖ · ‖a‖ · ‖c‖+ ‖a∗‖‖ac− a‖
< n
√
2δ · n+ n · n
√
2δ = 2n2
√
2δ = ε.
Since ca∗ac ∈ xAx and ε > 0 is arbitrary, the conclusion follows. 
Lemma 1.13. Let A be a C*-algebra and let a ∈ A+. Let b ∈ AaA be posi-
tive. Then for every ε > 0 there exist n ∈ Z>0 and x1, x2, . . . , xn ∈ A such that∥∥b−∑nk=1 x∗kaxk∥∥ < ε.
This result is used without proof in the proof of Proposition 2.7(v) of [17].
Proof of Lemma 1.13. Without loss of generality ‖b‖ ≤ 1 and ε < 1. Since also
b1/2 ∈ AaA, there are n ∈ Z>0 and y1, y2, . . . , yn, z1, z2, . . . , zn ∈ A such that the
element c =
∑n
k=1 ykazk satisfies
∥∥b1/2 − c∥∥ < ε4 . Then ‖c‖ < 2, so
‖b− c∗c‖ ≤
∥∥b1/2 − c∗∥∥ · ∥∥b1/2∥∥+ ‖c∗‖ · ∥∥b1/2 − c∥∥ < ε
4
+ 2
(ε
4
)
=
3ε
4
.
Set
r =
n∑
k=1
z∗kay
∗
kykazk, M = max
(‖y1‖, ‖y2‖, . . . , ‖yn‖), and s =M2 n∑
k=1
z∗ka
2zk.
Combining Lemma 1.12 and Lemma 1.4(1), we get c∗c -A r. Also r ≤ s. So there
is v ∈ A such that ‖v∗sv − c∗c‖ < ε4 . Set xk = a1/2zkv. Then∥∥∥∥∥b −
n∑
k=1
x∗kaxk
∥∥∥∥∥ = ‖b− v∗sv‖ ≤ ‖b− c∗c‖+ ‖c∗c− v∗sv‖ < 3ε4 + ε4 = ε.
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This completes the proof. 
The following corollary will not be needed until later.
Corollary 1.14. Let A be a simple unital C*-algebra and let x ∈ A+ \ {0}. Then
there exist n ∈ Z>0 and b1, b2, . . . , bn ∈ A such that
∑n
j=1 bjxb
∗
j = 1.
Proof. Apply Lemma 1.13 with a = 1 and ε = 12 , getting c1, c2, . . . , cn ∈ A such that
z =
∑n
j=1 cjxc
∗
j satisfies ‖z− 1‖ < 12 . Then set bj = z−1/2cj for j = 1, 2, . . . , n. 
One direction of the following result is essentially in [17].
Proposition 1.15. Let A be a C*-algebra and let a, b ∈ A+. Then b is in the
ideal generated by a if and only if for every ε > 0 there is n ∈ Z>0 such that
(b− ε)+ -A 1Mn ⊗ a.
Proof. If b is in the ideal of A generated by a and ε > 0, then Proposition 2.7(v)
of [17] provides n ∈ Z>0 such that (b− ε)+ -A 1Mn ⊗ a.
We prove the converse. Let ε > 0. We will find x in the ideal generated by
a such that ‖x − b‖ < ε. Choose n ∈ Z>0 such that
(
b − ε2
)
+
-A 1Mn ⊗ a. Let
(ej,k)j,k=1,2,...,n be the standard system of matrix units forMn. By definition, there
is v ∈Mn(A) such that∥∥v(1⊗ a)v∗ − e1,1 ⊗ (b− ε2)+∥∥ < ε2 .
Then
(1.1)
∥∥(e1,1 ⊗ 1)v(1⊗ a)v∗(e1,1 ⊗ 1)− e1,1 ⊗ (b− ε2)+∥∥ < ε2 .
There are vj,k ∈ A for j, k = 1, 2, . . . , n such that v =
∑n
j,k=1 ej,k ⊗ vj,k. Set
x =
∑n
j,k=1 v1,jav
∗
1,k. Clearly x is in the ideal generated by a. The inequality (1.1)
implies that ∥∥e1,1 ⊗ x− e1,1 ⊗ (b − ε2)+∥∥ < ε2 .
So
‖x− b‖ ≤
∥∥x− (b− ε2)+∥∥+ ∥∥(b− ε2)+ − b∥∥ < ε2 + ε2 = ε.
This completes the proof. 
We finish this section by recalling material on supremums in the Cuntz semi-
group, functional on the Cuntz semigroup, and quasitraces.
Recall that a subset S of an ordered set is said to be upwards directed if for
every η1, η2 ∈ S there is µ ∈ S such that η1 ≤ µ and η2 ≤ µ.
Theorem 1.16. The Cuntz semigroup has the following properties.
(1) Let A be a C*-algebra, and let S ⊂ Cu(A) be a countable upwards directed
subset. Then sup(S) exists in Cu(A).
(2) Let A and B be C*-algebras, and let ϕ : A→ B be a homomorphism. Let
S ⊂ Cu(A) be a countable upwards directed subset. Then sup(Cu(ϕ)(S)) =
Cu(ϕ)(sup(S)).
Proof. Part (1) is Theorem 4.19 of [2]. Part (2) is contained in Theorem 4.35 of [2];
see Definition 4.1 of [2]. 
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Notation 1.17. For a unital C*-algebra A, we denote by T(A) the set of tracial
states on A. We also denote by QT(A) the set of normalized 2-quasitraces on A
(Definition II.1.1 of [6]; Definition 2.31 of [2]).
Definition 1.18. Let A be a stably finite unital C*-algebra, and let τ ∈ QT(A).
Define dτ : M∞(A)+ → [0,∞) by dτ (a) = limn→∞ τ(a1/n) for a ∈ M∞(A)+. Fur-
ther (the use of the same notation should cause no confusion) define dτ : (K⊗A)+ →
[0,∞] by the same formula, but now for a ∈ (K ⊗ A)+. We also use the same no-
tation for the corresponding functions on Cu(A) and W (A), as in Proposition 1.19
below.
Proposition 1.19. Let A be a stably finite unital C*-algebra, and let τ ∈ QT(A).
Then dτ as in Definition 1.18 is well defined on Cu(A) and W (A). That is, if
a, b ∈ (K ⊗A)+ satisfy a ∼A b, then dτ (a) = dτ (b).
Proof. This is part of Proposition 4.2 of [14]. 
Also see the beginning of Section 2.6 of [2], especially the proof of Theorem 2.32
there. It follows that dτ defines a state on W (A). Thus (Theorem 1.21(1) below)
the map τ 7→ dτ is a bijection from QT(A) to the lower semicontinuous dimension
functions on A. To state the corresponding result with Cu(A) in place of W (A),
we first recall the following definition from the beginning of Section 4.1 of [14].
Definition 1.20. Let S be an ordered semigroup with a zero element and such
that every nondecreasing sequence in S has a supremum. Then a functional on S
is a function ω : S → [0,∞] which satisfies:
(1) ω(η + µ) = ω(η) + ω(µ) for all η, µ ∈ S.
(2) If η, µ ∈ S satisfy η ≤ µ, then ω(η) ≤ ω(µ).
(3) ω(0) = 0.
(4) If η0 ≤ η1 ≤ · · · in S, and η = sup
({ηn : n ∈ Z≥0}), then ω(η) =
sup
({ω(ηn) : n ∈ Z≥0}).
Theorem 1.21. Let A be a unital C*-algebra.
(1) The assignment τ 7→ dτ defines an affine bijection from QT(A) to the space
of normalized lower semicontinuous dimension functions on A.
(2) The assignment τ 7→ dτ defines a bijection from QT(A) to the space of
functionals ω on Cu(A) such that ω(〈1〉) = 1.
Proof. Part (1) follows from Theorem II.2.2 of [6], which gives the corresponding
bijection between 2-quasitraces and dimension functions which are not necessarily
normalized but are finite everywhere.
We prove part (2). By Proposition 4.2 of [14], the assignment τ 7→ dτ defines
a bijection from the space of not necessarily normalized lower semicontinuous 2-
quasitraces on A to the space of functionals on Cu(A). Therefore it suffices to show
that if τ is a 2-quasitrace on A with τ(1) = 1, then τ is lower semicontinuous. This
follows from Corollary II.2.5(iii) of [6], according to which quasitraces which are
finite everywhere, even on a not necessarily unital C*-algebra, are automatically
continuous. 
The following result is well known, but we do not know a reference.
Lemma 1.22. Let A be a unital C*-algebra, and let a ∈ (K ⊗ A)+. Then the
function τ 7→ dτ (a) is a lower semicontinuous function from QT(A) to [0,∞].
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Proof. Without loss of generality ‖a‖ ≤ 1. If there is n ∈ Z>0 such that a ∈Mn⊗A,
then τ 7→ dτ (a) is the supremum of the continuous real valued functions τ 7→ τ(a1/n)
on QT(A). In general, for n ∈ Z>0 let pn ∈ K be the identity of Mn. The function
dτ is lower semicontinuous on (K ⊗ A)+. So τ 7→ dτ (a) is the supremum of the
lower semicontinuous functions τ 7→ dτ
(
(pn ⊗ 1)a(pn ⊗ 1)
)
on QT(A). 
We will frequently use the following standard fact without comment. Again, we
did not find a reference.
Lemma 1.23. Let A be a simple unital C*-algebra, and let a ∈ (K ⊗ A)+ \ {0}.
Then infτ∈QT(A) dτ (a) > 0.
Proof. Since τ 7→ dτ (a) is lower semicontinuous (Lemma 1.22) and QT(A) is com-
pact, it suffices to show that for τ ∈ QT(A) we have dτ (a) > 0.
For n ∈ Z>0 let pn ∈ K be the identity of Mn. The sequence
(
dτ
(
(pn⊗ 1)a(pn⊗
1)
))
n∈Z>0
is nondecreasing and, by semicontinuity of dτ on (K⊗A)+, converges to
dτ (a). So it suffices to consider a ∈ M∞(A)+ \ {0}. Replacing A with Mn(A) for
suitable n ∈ Z>0, and renormalizing τ , we may assume a ∈ A+ \ {0}.
By scaling, without loss of generality ‖a‖ = 1. Then dτ (a) ≥ τ(a). We have
τ(a) > 0 by the comment before Theorem 2.32 of [2]. 
We recall the following definition. It is in condition (O4) in Definition 4.1 of [2],
but the name there is different (“way below” instead of “compactly contained in”).
Definition 1.24. Let S be an ordered commutative semigroup in which supremums
of countable upwards directed sets exist. Let η, µ ∈ S. We write µ≪ η if whenever
η0 ≤ η1 ≤ · · · in S, and η ≤ sup
({ηn : n ∈ Z≥0}), then there exists n such that
µ ≤ ηn. We say that µ is compactly contained in η.
Lemma 1.25. Let A be a C*-algebra.
(1) Let a ∈ (K⊗A)+. Let (εn)n∈Z>0 be any sequence in (0,∞) which decreases
to zero. Then
〈a〉 = sup ({〈(a− εn)+〉 : n ∈ Z>0}).
(2) Let a ∈ (K ⊗A)+ and let ε > 0. Then 〈(a− ε)+〉 ≪ 〈a〉.
(3) Let p ∈ (K ⊗A)+ be a projection. Then 〈p〉 ≪ 〈p〉.
(4) If η, µ ∈ Cu(A) and η ≪ µ, then η ≤ µ.
(5) If η, λ, µ ∈ Cu(A) satisfy η ≤ λ and λ≪ µ, then η ≪ µ.
Proof. Theorem 4.33 of [2] implies that Cu(A) as defined here (namely, Cu(A) =
W (K ⊗A)) is the same as in Definition 4.5 of [2]. Given this, parts (1) and (2) are
Lemma 4.36 of [2]. Part (3) is immediate from part (2). Part (4) is immediate from
Definition 1.24, and part (5) follows from the comments after Definition 4.1 of [2],
together with the fact (Theorem 4.20 of [2]) that Cu(A) is in fact in the category
Cu of Definition 4.1 of [2]. 
2. Cuntz comparison in simple C*-algebras
In this section, we give results on Cuntz comparison which are special to simple
C*-algebras not of type I, or at least to C*-algebras not of type I. In some of them,
Cuntz comparison plays only a secondary role.
The main results are a strong form of the existence of many orthogonal equiv-
alent elements (see Lemma 2.2), a kind of weak approximate divisibility result
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(Lemma 2.7), and Lemma 2.9, which is a form of the statement that in a finite
simple unital C*-algebra, if 0 ≤ g ≤ 1 and g is in a “small” hereditary subalgebra,
then 1− g is “large”.
We first give some results depending on the existence of comparable orthogonal
elements. We record the following useful fact from [1].
Lemma 2.1. Let A be a simple C*-algebra which is not of type I. Then there
exists a ∈ A+ such that sp(a) = [0, 1].
Proof. The discussion before (1) on page 61 of [1] shows that A is not scattered
in the sense of [1]. The conclusion therefore follows from the argument in (4) on
page 61 of [1]. 
Lemma 2.2. Let A be a unital C*-algebra which is not of type I. Let n ∈ Z>0.
Then there exists a unitary u ∈ A which is homotopic to 1, and a nonzero positive
element a ∈ A, such that the elements
a, uau−1, u2au−2, . . . , unau−n
are pairwise orthogonal.
The proof uses heavy machinery, and there ought to be a simpler proof, partic-
ularly when A is simple.
Proof of Lemma 2.2. Fix n ∈ Z>0.
We first prove the result for the unitized cone (CMn+1)
+ in place of A. We make
the identification
(CMn+1)
+ =
{
f ∈ C([0, 1], Mn+1) : f(0) ∈ C · 1
}
.
Let (ej,k)0≤j,k≤n be the standard system of matrix units for Mn+1. (The indexing
starts at 0.) Define a ∈ (CMn+1)+ by a(λ) =
(
λ− 12
)
+
e0,0 for λ ∈ [0, 1]. Let s be
the cyclic shift unitary
s = e0,n +
n∑
j=1
ej, j−1.
Choose a continuous path λ 7→ w(λ) in the unitary group of Mn+1 such that
w(0) = 1 and w(1) = s. Define a unitary u ∈ (CMn+1)+ by
u(λ) =
{
w(2λ) 0 ≤ λ ≤ 12
s 12 ≤ λ ≤ 1.
Then u and a satisfy the conclusion of the lemma.
To prove the lemma for a general C*-algebra A, we prove the existence of an
injective unital homomorphism from (CMn+1)
+ to A. Let
D0 =
∞⊗
m=1
Mn+1 and D = D0 ⊗Mn+1.
(Of course D ∼= D0.) Corollary 6.7.4 of [25] provides a subalgebra B ⊂ A and a
surjective homomorphism pi : B → D. Replacing B by B + C · 1 and extending pi
in the obvious way, if necessary, we may assume that B contains the identity of A.
Let ι : B → A be the inclusion.
Choose (Lemma 2.1) some b ∈ (D0)+ such that sp(b) = [0, 1]. There is a homo-
morphism ϕ0 from CMn+1 = C0((0, 1])⊗Mn+1 to D such that ϕ0(f⊗x) = f(b)⊗x
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for all f ∈ C0((0, 1]) and all x ∈Mn+1. Let ϕ : (CMn+1)+ → D be the unitization
of ϕ0. Then ϕ is injective.
Since CMn+1 is a projective C*-algebra (see Theorem 10.2.1 of [23]), there exists
a homomorphism ψ0 : CMn+1 → B such that pi ◦ψ0 = ϕ0. Let ψ : (CMn+1)+ → B
be the unitization of ψ0. Since ϕ is injective, so is ψ. Then ι ◦ ψ : (CMn+1)+ → A
is an injective unital homomorphism, as required. 
Lemma 2.3. Let A be a nonunital C*-algebra which is not of type I. Let n ∈ Z>0.
Then there exists a unitary u ∈ A+ which is homotopic to 1, and a nonzero positive
element a ∈ A, such that the elements
a, uau−1, u2au−2, . . . , unau−n
are pairwise orthogonal and in A.
Proof. Apply Lemma 2.2 to A+, obtaining a ∈ A+ \ {0} and a unitary u ∈ A
such that a, uau−1, u2au−2, . . . , unau−n are pairwise orthogonal. Let pi be the
standard unital homomorphism A+ → C. Then, using commutativity of C at the
first step,
pi(a)2 = pi(a) (pi(u)pi(a)pi(u∗)) = pi(a) · pi(uau∗) = 0.
Therefore pi(a) = 0. So a ∈ A. Since A is an ideal of A+, we get
uau−1, u2au−2, . . . , unau−n ∈ A
as well. 
Lemma 2.4. Let A be a simple C*-algebra which is not of type I. Let a ∈ A+\{0},
and let l ∈ Z>0. Then there exist b1, b2, . . . , bl ∈ A+ \ {0} such that b1 ∼A b2 ∼A
· · · ∼A bl, such that bjbk = 0 for j 6= k, and such that b1 + b2 + · · ·+ bl ∈ aAa.
Proof. Replacing A by aAa, it suffices to prove the result without the conclusion
b1+ b2+ · · ·+ bl ∈ aAa. Use Lemma 2.3 to find b ∈ A+ \ {0} and a unitary u ∈ A+
such that
b1 = b, b2 = ubu
−1, . . . , bl = u
l−1bu−(l−1)
are pairwise orthogonal. Lemma 1.4(5) implies that b1 ∼A b2 ∼A · · · ∼A bl. 
Corollary 2.5. Let A be a simple unital infinite dimensional C*-algebra. Then for
every ε > 0 there is a ∈ A+ \ {0} such that for all τ ∈ QT(A) we have dτ (a) < ε.
Proof. Choose n ∈ Z>0 such that 1n < ε. Use Lemma 2.4 to choose b1, b2, . . . , bn ∈
A+ \ {0} such that b1 ∼A b2 ∼A · · · ∼A bn, and such that bjbk = 0 for j 6= k. Then
for every τ ∈ QT(A) we have
n∑
k=1
dτ (bk) = dτ
(
n∑
k=1
bk
)
≤ 1 and dτ (b1) = dτ (b2) = · · · = dτ (bn).
So, with a = b1, we have dτ (a) ≤ 1n < ε. 
Lemma 2.6. Let A be a simple C*-algebra, and let B ⊂ A be a nonzero hereditary
subalgebra. Let n ∈ Z>0, and let a1, a2, . . . , an ∈ A+ \ {0}. Then there exists
b ∈ B+ \ {0} such that b -A aj for j = 1, 2, . . . , n.
LARGE SUBALGEBRAS 15
Proof. We prove this by induction on n, for convenience requiring in addition that
‖b‖ ≤ 1. For n = 0, the Cuntz subequivalence condition is vacuous, so we can take
b to be any nonzero positive element of B such that ‖b‖ ≤ 1.
Suppose now the result is known for some n, and let a1, a2, . . . , an+1 ∈ A+ \ {0}.
Without loss of generality ‖aj‖ ≤ 1 for j = 1, 2, . . . , n+1. The induction hypothesis
provides b0 ∈ B+\{0} such that b0 -A aj for j = 1, 2, . . . , n. Since A is simple, there
is x ∈ A such that the element z = b1/20 xa1/2n+1 is nonzero. We may require ‖x‖ ≤ 1.
Set b = z∗z 6= 0. Then b ≤ b0, so b ∈ B and b -A b0 -A aj for j = 1, 2, . . . , n.
Also zz∗ ≤ an+1, so, using Lemma 1.4(4) at the first step, b ∼A zz∗ -A an+1. This
completes the proof. 
Lemma 2.7. Let A be a simple infinite dimensional C*-algebra which is not of
type I. Let b ∈ A+ \ {0}, let ε > 0, and let n ∈ Z>0. Then there are c ∈ A+ and
y ∈ A+ \ {0} such that, in W (A), we have
n〈(b− ε)+〉 ≤ (n+ 1)〈c〉 and 〈c〉+ 〈y〉 ≤ 〈b〉.
Proof. We divide the proof into two cases. First assume that sp(b) ∩ (0, ε) 6= ∅.
Then there is a continuous function f : [0,∞)→ [0,∞) which is zero on {0}∪ [ε,∞)
and such that f(b) 6= 0. We take c = (b− ε)+ and y = f(b).
Now suppose that sp(b) ∩ (0, ε) = ∅. Define a continuous function f : [0,∞)→
[0,∞) by
f(λ) =
{
ε−1λ 0 ≤ λ ≤ ε
1 ε ≤ λ ≤ 1.
Then f(b) is a projection and Lemma 1.4(3) implies that f(b) ∼A b. Also
(b − ε)+ ≤ b ∼ f(b) ∼
(
f(b)− 12
)
+
.
Replacing b by f(b) and A by f(b)Af(b), we may therefore assume that A is unital,
that b = 1, and that ε = 12 . Thus (b− ε)+ ∼ 1.
Lemma 2.2 provides a ∈ A+ and a unitary u ∈ A such that the elements
a, uau−1, u2au−2, . . . , unau−n
are pairwise orthogonal. Without loss of generality ‖a‖ = 1. Define continuous
functions g1, g2, g3 : [0,∞)→ [0, 1] by
g1(λ) =
{
3λ 0 ≤ λ ≤ 13
1 13 ≤ λ,
g2(λ) =


0 0 ≤ λ ≤ 13
3λ− 1 13 ≤ λ ≤ 23
1 23 ≤ λ,
and
g3(λ) =


0 0 ≤ λ ≤ 23
3λ− 2 23 ≤ λ ≤ 1
1 1 ≤ λ.
Then g1g2 = g2 and g2g3 = g3. Define x = g2(a), c = 1 − x, and y = g3(a). Then
xy = y so cy = 0. It follows from Lemma 1.4(13) that 〈c〉+ 〈y〉 ≤ 〈1〉.
It remains to prove that n〈1〉 ≤ (n + 1)〈c〉. Let C be the unital subalgebra
of A generated by the elements a, uau−1, u2au−2, . . . , unau−n. Then there is a
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compact metric space X and an isomorphism ϕ : C → C(X). For k = 0, 1, . . . , n,
let Zk ⊂ X be the support of ϕ
(
ukxu−k
)
. The elements
ϕ(g1(a)), ϕ
(
ug1(a)u
−1
)
, ϕ
(
u2g1(a)u
−2
)
, . . . , ϕ
(
ung1(a)u
−n
) ∈ C(X)
are pairwise orthogonal, and from g1g2 = g2 we get
ϕ
(
ukg1(a)u
−k
)
ϕ
(
ukxu−k
)
= ϕ
(
ukxu−k
)
for k = 0, 1, . . . , n. Therefore the sets Z0, Z1, . . . , Zn are disjoint. Set Z =
⋃n
k=0 Zk.
Let (ej,k)0≤j,k≤n be the standard system of matrix units forMn+1. (The indexing
starts at 0.) For k = 0, 1, . . . , n, choose a unitary wk ∈Mn+1 such that wkek,kw∗k =
e0,0. The function from Z to Mn+1 which takes the constant value wk on Zk is in
the identity component of the unitary group of C(Z,Mn+1), so there is a unitary
w ∈ C(X,Mn+1) whose restriction to each Zk is wk. Identifying C(X,Mn+1) with
Mn+1 ⊗ C(X), we find that there is h ∈ C(X) such that
w
(
n∑
k=0
ek,k ⊗ ϕ
(
ukxu−k
))
w∗ = e0,0 ⊗ h.
Since c = 1− x, it follows that
w
(
n∑
k=0
ek,k ⊗ ϕ
(
ukcu−k
))
w∗ = 1− e0,0 ⊗ h ≥
n∑
k=1
ek,k ⊗ 1.
Applying idMn+1 ⊗ ϕ−1, and setting v =
(
idMn+1 ⊗ ϕ−1
)
(w), we get
v
(
n∑
k=0
ek,k ⊗ ukcu−k
)
v∗ ≥
n∑
k=1
ek,k ⊗ 1.
This implies that n〈1〉 ≤ (n+ 1)〈c〉, as desired. 
Our next goal is Lemma 2.9, which is a version for Cuntz comparison of Lemma 1.15
of [30].
Lemma 2.8. Let A be a C*-algebra, let x ∈ A+ satisfy ‖x‖ = 1, and let ε > 0.
Then there are positive elements a, b ∈ xAx with ‖a‖ = ‖b‖ = 1, such that ab = b,
and such that whenever c ∈ bAb satisfies ‖c‖ ≤ 1, then ‖xc− c‖ < ε.
Proof. Define continuous functions f0, f1 : [0, 1]→ [0, 1] by
f0(λ) =
{(
1− ε2
)−1
λ 0 ≤ λ ≤ 1− ε2
1 1− ε2 ≤ λ
and
f1(λ) =
{
0 0 ≤ λ ≤ 1− ε2
2
ε
[
λ− (1− ε2)] 1− ε2 ≤ λ ≤ 1.
Set a = f0(x) and b = f1(x). Then ‖x− a‖ < ε and ab = b. Furthermore, ‖b‖ = 1
because 1 ∈ sp(x).
Let c ∈ bAb satisfy ‖c‖ ≤ 1. Then ac = c. Therefore ‖xc− c‖ < ε. 
Lemma 2.9. Let A be a finite simple infinite dimensional unital C*-algebra. Let
x ∈ A+ satisfy ‖x‖ = 1. Then for every ε > 0 there is y ∈
(
xAx
)
+
\ {0} such that
whenever g ∈ A+ satisfies 0 ≤ g ≤ 1 and g -A y, then ‖(1− g)x(1− g)‖ > 1− ε.
LARGE SUBALGEBRAS 17
Proof. Choose positive elements a, b ∈ x1/2Ax1/2 as in Lemma 2.8, with x1/2 in
place of x and ε3 in place of ε. Then a, b ∈ xAx since x1/2Ax1/2 = xAx. Since
b 6= 0, Lemma 2.4 provides nonzero positive orthogonal elements z1, z2 ∈ bAb (with
z1 ∼A z2). We may require ‖z1‖ = ‖z2‖ = 1.
Define continuous functions f0, f1, f2 : [0,∞)→ [0, 1] by
f0(λ) =
{
3λ 0 ≤ λ ≤ 13
1 13 ≤ λ,
f1(λ) =


0 0 ≤ λ ≤ 13
3
(
λ− 13
)
1
3 ≤ λ ≤ 23
1 23 ≤ λ,
and
f2(λ) =


0 0 ≤ λ ≤ 23
3
(
λ− 23
)
2
3 ≤ λ ≤ 1
1 1 ≤ λ.
For j = 1, 2 define
bj = f0(zj), cj = f1(zj), and dj = f2(zj).
Then
0 ≤ dj ≤ cj ≤ bj ≤ 1, abj = bj , bjcj = cj , cjdj = dj , and dj 6= 0.
Also b1b2 = 0. Define y = d1. Then y ∈
(
xAx
)
+
.
Let g ∈ A+ satisfy 0 ≤ g ≤ 1 and g -A y. We want to show that
‖(1− g)x(1− g)‖ > 1− ε,
so suppose that ‖(1− g)x(1− g)‖ ≤ 1− ε. The choice of a and b, and the relations
(b1 + b2)
1/2 ∈ bAb and ∥∥(b1 + b2)1/2∥∥ = 1, imply that∥∥x1/2(b1 + b2)1/2 − (b1 + b2)1/2∥∥ < ε
3
.
Using this relation and its adjoint at the second step, we get∥∥(1− g)(b1 + b2)(1− g)∥∥ = ∥∥(b1 + b2)1/2(1− g)2(b1 + b2)1/2∥∥
<
∥∥(b1 + b2)1/2x1/2(1− g)2x1/2(b1 + b2)1/2∥∥+ 2ε
3
≤ ∥∥x1/2(1− g)2x1/2∥∥+ 2ε
3
= ‖(1− g)x(1− g)‖+ 2ε
3
≤ 1− ε
3
.
In the following calculation, take β = 1 − ε3 , use (b1 + b2)(c1 + c2) = c1 + c2 and
Lemma 1.10 at the first step, use Lemma 1.8 at the second step, use the estimate
above at the third step, and use g -A y = d1 at the fourth step:
(2.1) c1+c2 -A [(b1+b2)−β]+ -A
[
(1−g)(b1+b2)(1−g)−β
]
+
⊕g = 0⊕g -A d1.
Set r = (1− c1 − c2) + d1. Use Lemma 1.4(12) at the first step, (2.1) at the second
step, and Lemma 1.4(13) and d1(1 − c1 − c2) = 0 at the third step, to get
1 -A (1− c1 − c2)⊕ (c1 + c2) -A (1− c1 − c2)⊕ d1 ∼A (1− c1 − c2) + d1 = r.
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Thus, there is v ∈ A such that ‖vrv∗ − 1‖ < 12 . It follows that vr1/2 has a right
inverse. But vr1/2d2 = 0, so vr
1/2 is not invertible. We have contradicted finiteness
of A, and thus proved the lemma. 
3. The semigroup of purely positive elements
In this section, A is a stably finite simple unital C*-algebra not of type I. We
consider the subsemigroup Cu+(A) ∪ {0} of Cu(A) consisting of 〈0〉 and those
elements of Cu(A) which are not the class of a projection. The main result of this
section is that Cu+(A) ∪ {0} is a subsemigroup which has the same functionals as
Cu(A).
For a stably finite simple C*-algebra A, the subsemigroup Cu+(A)∪{0} is equal
to the subsemigroup of purely noncompact elements of Cu+(A), as defined before
Proposition 6.4 of [14]. See Proposition 6.4(iv) of [14]. Unfortunately, most of the
results about it in [14] have hypotheses that are too strong for our purposes.
We have found the following definition in the literature only in connection with
W (A) rather than Cu(A). (It appears before Corollary 2.24 of [2]. The subset
is called W (A)+ there. The paper [14] gives no notation for the subsemigroup of
purely noncompact elements.)
Definition 3.1. Let A be a C*-algebra. Let Cu+(A) denote the set of elements
η ∈ Cu(A) which are not the classes of projections. Similarly, let W+(A) denote
the set of elements η ∈ W (A) which are not the classes of projections. Further call
an element a ∈ (K ⊗A)+ purely positive if 〈a〉 ∈ Cu+(A).
The next result does for Cu(A) what Proposition 2.8 of [26] does for W (A).
Recall from Remark 1.2 that W (A) ⊂ Cu(A).
Lemma 3.2. Let A be a stably finite simple unital C*-algebra. Let a ∈ (K⊗A)+.
Then a is purely positive if and only if 0 is not an isolated point in sp(a). Moreover,
if a ∈ (K ⊗A)+ and 〈a〉 6∈W (A), then a is purely positive.
Proof. We always have 0 ∈ sp(a).
If 0 is isolated in sp(a), then functional calculus and Lemma 1.4(3) show that a
is equivalent to a projection. Hence a is not purely positive.
Now suppose that 0 is not isolated in sp(a), but that nevertheless a is not
purely positive. Thus a is equivalent to a projection p ∈ K ⊗ A. Since p -A a,
Lemma 1.4(11) provides δ > 0 such that
(
p− 12
)
+
-A (a−δ)+. Since
(
p− 12
)
+
= 12p,
it follows that p -A (a − δ)+. Choose a continuous function f : [0,∞) → [0,∞)
such that:
(1) f(λ) = 0 for all λ ∈ [δ,∞).
(2) f(λ) ≤ λ for all λ ∈ [0,∞).
(3) There is λ ∈ sp(a) such that f(λ) 6= 0.
Then f(a) 6= 0. Using p -A (a − δ)+ at the first step, and f(a)(a − δ)+ = 0 and
Lemma 1.4(13) at the second step,
p⊕ f(a) -A (a− δ)+ ⊕ f(a) ∼A (a− δ)+ + f(a) ≤ a -A p.
So p is an infinite projection by Lemma 3.1 of [17], a contradiction.
The second statement follows from the fact that every projection in K ⊗ A
is Murray-von Neumann equivalent, hence Cuntz equivalent, to a projection in
M∞(A). 
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The next result does for Cu(A) what one of the two cases of Corollary 2.9(i)
of [26] does for W (A). (Corollary 2.9(i) of [26] is also Corollary 2.24(i) of [2], but
the proof given in [2] appears to omit the case of stably finite simple C*-algebras.)
Part of it follows from parts (i) and (iv) of Proposition 6.4 of [14].
Corollary 3.3. Let A be a stably finite simple unital C*-algebra. Then Cu+(A)
is a subsemigroup of Cu(A) which is absorbing in the sense that if η ∈ Cu+(A) and
µ ∈ Cu(A), then η + µ ∈ Cu+(A). Moreover, Cu+(A) ∪ {0} is a subsemigroup of
Cu(A).
Proof. The proof of the first statement is the same as that of Corollary 2.9(i) of [26].
The second statement is immediate from the first. 
Lemma 3.4. Let A be a stably finite simple unital C*-algebra which is not of type I.
Let ω be a functional on Cu(A) (Definition 1.20). Then for every η ∈ Cu(A) \ {0}
and every α ∈ (0, ω(η)), there is µ ∈ Cu+(A) such that µ ≪ η (Definition 1.24)
and ω(µ) > α.
Proof. Choose a ∈ (K ⊗ A)+ such that η = 〈a〉. Using Lemma 1.25(1) and
Definition 1.20(4), we can find δ > 0 such that ω(〈(a − 2δ)+〉) > α. We have
〈(a − 2δ)+〉 ≪ η by Lemma 1.25(2). If (a − 2δ)+ is purely positive, the proof can
be completed by taking µ = 〈(a− 2δ)+〉.
Otherwise, there is a projection p ∈ K⊗A such that 〈(a−2δ)+〉 = 〈p〉. It follows
from Theorem 1.21(2) that there is a not necessarily normalized 2-quasitrace τ on A
such that ω = dτ . So ω(〈p〉) <∞. Set ε = ω(〈p〉)−α. Then ε > 0 by the choice of
δ. Choose n ∈ Z>0 so large that nε > α. Apply Lemma 2.7 with this choice of n,
with δ in place of ε, and with (a−δ)+ in place of b. Since ((a−δ)+−δ)+ = (a−2δ)+,
we find c ∈ (K ⊗A)+ and y ∈ (K ⊗A)+ \ {0} such that
n〈(a− 2δ)+〉 ≤ (n+ 1)〈c〉 and 〈c〉+ 〈y〉 ≤ 〈(a− δ)+〉.
Applying ω to the first inequality, using the choice of n, and rearranging, we get
ω(〈c〉) > α. Use Lemma 2.1 to choose a positive element y0 ∈ y(K ⊗A)y such that
sp(y0) = [0, 1]. Then y0 -A y by Lemma 1.4(1) and 〈y0〉 ∈ Cu+(A) by Lemma 3.2.
Set µ = 〈c〉+〈y0〉, which is in Cu+(A) by Corollary 3.3. Then, using Lemma 1.25(2)
at the last step in the second calculation,
ω(µ) ≥ ω(〈c〉) > α and µ ≤ 〈c〉+ 〈y〉 ≤ 〈(a− δ)+〉 ≪ η.
So µ≪ η by Lemma 1.25(5). This completes the proof. 
The next lemma follows from parts (i) and (iv) of Proposition 6.4 of [14], but we
give the easy direct proof here.
Lemma 3.5 ([14]). Let A be a stably finite simple unital C*-algebra which is not
of type I. If η0 ≤ η1 ≤ · · · in Cu+(A) ∪ {0}, then sup
({ηn : n ∈ Z≥0}), evaluated
in Cu(A), is in Cu+(A) ∪ {0}.
Proof. Let η = sup
({ηn : n ∈ Z≥0}), evaluated in Cu(A). Suppose η 6∈ Cu+(A) ∪
{0}. Then, by definition, η is the class of a projection p ∈ K ⊗ A. Combining
Lemma 1.25(3) and Definition 1.24, we find n ∈ Z>0 such that ηn ≥ η. Therefore
ηn = η. So ηn = 〈p〉, contradicting ηn ∈ Cu+(A) ∪ {0}. 
Lemma 3.6. Let A be a stably finite simple unital C*-algebra which is not of type I.
Let p ∈ K⊗A be a nonzero projection, let n ∈ Z>0, and let ξ ∈ Cu(A)\ {0}. Then
there exist µ, κ ∈ W+(A) such that µ ≤ 〈p〉 ≤ µ+ κ and nκ ≤ ξ.
20 N. CHRISTOPHER PHILLIPS
Proof. Without loss of generality there is n ∈ Z>0 such that p ∈ Mn(A). Using
Lemma 2.4 and Lemma 1.4(1), we can find ξ0 ∈ Cu(A) \ {0} such that nξ0 ≤ ξ.
Use Lemma 2.6 with K ⊗ A in place of A to find b0 ∈ (p(Mn ⊗ A)p)+ \ {0} such
that 〈b0〉 ≤ ξ0. Lemma 2.1 provides a positive element b ∈ b0(Mn ⊗A)b0 such
that sp(b) = [0, 1]. Then 〈b〉 ≤ ξ0 by Lemma 1.4(1). Set µ = 〈p − b〉 ≤ 〈p〉 and
set κ = 〈b〉. Then µ + κ ≥ 〈p〉 by Lemma 1.4(12). Clearly µ, κ ∈ W (A), and
µ, κ ∈ Cu+(A) by Lemma 3.2. So µ, κ ∈ W+(A). Finally, nκ ≤ nξ0 ≤ ξ. 
Lemma 3.7. Let A be a stably finite simple unital C*-algebra which is not of
type I. Let η ∈ Cu+(A). Then there is a sequence (ηn)n∈Z>0 in Cu+(A) such that
η1 ≪ η2 ≪ · · · and η = sup
({ηn : n ∈ Z≥0}).
The point of the lemma is that ηn is purely positive for all n.
Proof of Lemma 3.7. Choose a ∈ (K ⊗A)+ such that η = 〈a〉. Lemma 3.2 implies
that 0 is not isolated in sp(a). Therefore there is a sequence ε1 > ε2 > · · · such
that limn→∞ εn = 0 and sp(a)∩ (εn+1, εn) 6= ∅ for all n ∈ Z>0. In particular, there
is a continuous function fn : [0,∞) → [0,∞) with support in (εn+1, εn) such that
fn(a) 6= 0. Use Lemma 2.1 to choose a positive element yn ∈ fn(a)(K ⊗A)fn(a)
such that sp(yn) = [0, 1]. Then, using Lemma 1.4(1), we have
(a− ε1)+ ≤ (a− ε1)+ + y1 -A (a− ε2)+ ≤ (a− ε2)+ + y2 -A (a− ε3)+ ≤ · · · .
It follows from Lemma 1.25(1) that
〈a〉 = sup ({〈(a− εn)+ + yn〉 : n ∈ Z>0}).
We have 〈(a− εn)+ + yn〉 ∈ Cu+(A) for all n ∈ Z>0, by combining Lemma 3.2 and
Corollary 3.3. 
Lemma 3.8. Let A be a stably finite simple unital C*-algebra which is not of
type I. Then restriction defines a bijection from the functionals ω on Cu(A) (as in
Definition 1.20) such that ω(〈1〉) = 1 to the functionals ω on Cu+(A) ∪ {0} such
that
sup
({
ω(η) : η ∈ Cu+(A) ∪ {0} and η ≤ 〈1〉 in Cu(A)
})
= 1.
Proof. Corollary 3.3 and Lemma 3.5 show that Cu+(A)∪{0} is the kind of object on
which functionals are defined. It is clear from Definition 1.20 and Lemma 3.5 that
if ω is a functional on Cu(A), then ω|Cu+(A)∪{0} is a functional on Cu+(A) ∪ {0}.
To show that the restriction map in the statement of the lemma makes sense, it
remains only to show that the normalization conditions agree; this follows from
Lemma 3.4.
For any η ∈ Cu(A), define
H(η) =
{
λ ∈ Cu+(A) ∪ {0} : λ ≤ η in Cu(A)
}
.
We prove surjectivity of restriction. Let ω0 : Cu+(A) ∪ {0} → [0,∞] be a
functional on Cu+(A) ∪ {0} such that supλ∈H(〈1〉) ω0(λ) = 1. Define a function
ω : Cu(A)→ [0,∞] by
(3.1) ω(η) = sup
({
ω0(λ) : λ ∈ H(η)
})
for η ∈ Cu(A).
To see that ω|Cu+(A)∪{0} = ω0, let η ∈ Cu+(A) ∪ {0}. Then η is the largest
element of H(η), so ω(η) = ω0(η) because ω0 is order preserving.
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We have ω(〈1〉) = 1 by definition.
We need to prove that ω is a functional on Cu(A). We split the proof into a
number of claims, the first two of which are preparatory.
We claim that for every λ ∈ Cu+(A) such that ω0(λ) < ∞ and every ε > 0,
there is µ ∈ Cu+(A) such that µ≪ λ and ω0(η)− ω0(µ) < ε. Lemma 3.7 provides
a sequence (ηn)n∈Z>0 in Cu+(A) such that
η1 ≪ η2 ≪ · · · and λ = sup
({ηn : n ∈ Z≥0}).
From Definition 1.20(4), we conclude that there is n such that ω0(ηn) > ω0(λ)− ε.
The claim is proved.
We claim that for every λ ∈ Cu(A) \ {0} such that ω(λ) < ∞ and every ε > 0,
there are µ1, µ2, ρ ∈ Cu+(A) such that
(3.2) µ1 ≪ µ2 ≤ λ ≤ ρ and ω0(ρ)− ω0(µ1) < ε.
If λ ∈ Cu+(A), we take µ2 = ρ = λ and use the previous claim to find µ1.
Otherwise, use Lemma 2.1 to choose b ∈ A+ such that sp(b) = [0, 1]. Then
〈1 ⊕ b〉 ∈ Cu+(A) by Lemma 3.2 and Corollary 3.3, and 〈1 − b〉 ∈ Cu+(A) by
Lemma 3.2. So, using Lemma 1.4(12) at the first step,
ω0(〈1⊕ b〉) ≤ ω0(〈1 − b〉) + ω0(〈b〉) + ω0(〈b〉) ≤ 3 sup
λ∈H(〈1〉)
ω0(λ) <∞.
Choose n ∈ Z>0 such that nε > 2ω0(〈1 ⊕ b〉). By definition, λ is the class of a
projection in K ⊗ A. So we can use Lemma 3.6 to find µ2, κ ∈ Cu+(A) such that
µ2 ≤ λ ≤ µ2 + κ and nκ ≤ 〈1⊕ b〉. Set ρ = µ2 + κ. Then
ω0(ρ)− ω0(µ2) = ω0(κ) ≤ ω0(〈1⊕ b)〉
n
<
ε
2
.
Use the previous claim to find µ1 ∈ Cu+(A) such that µ1 ≪ µ2 and such that
ω0(µ2) − ω0(µ1) < ε2 . Then µ1 ≪ µ2 ≤ λ ≤ ρ and ω0(ρ) − ω0(µ1) < ε. The claim
is proved.
We now claim that if µ, η ∈ Cu(A) satisfy µ ≤ η, then ω(µ) ≤ ω(η). This claim
is immediate from (3.1) and the observation that H(µ) ⊂ H(η).
We next claim that ω is additive. So let µ, η ∈ Cu(A). If ω(µ) =∞ or ω(η) =∞,
then ω(µ + η) = ∞ follows from µ, η ≤ µ + η. So assume ω(µ) and ω(η) are both
finite. Since λ ∈ H(µ) and ρ ∈ H(η) imply λ + ρ ∈ H(µ + η), it is obvious that
ω(µ+ η) ≥ ω(µ) + ω(η). To prove the reverse inequality, let ε > 0. By a simplified
version of the claim giving (3.2) above (also valid when λ there is zero), there are
λ1, λ2, ρ1, ρ2 ∈ Cu+(A) ∪ {0} such that
λ1 ≤ µ ≤ λ2, ρ1 ≤ η ≤ ρ2, ω0(λ2)− ω0(λ1) < ε
2
, and ω0(ρ2)− ω0(ρ1) < ε
2
.
Then, using the fact that ω is order preserving at the first step and λ2 + ρ2 ∈
Cu+(A) ∪ {0} at the second step, we get
ω(µ+ η) ≤ ω(λ2+ ρ2) = ω0(λ2 + ρ2) < ω0(λ1)+ ε
2
+ω0(ρ1)+
ε
2
≤ ω(µ) +ω(η)+ ε.
Since ε > 0 is arbitrary, additivity follows.
It remains to prove that if η0 ≤ η1 ≤ · · · in Cu(A), and η = sup
({ηn : n ∈ Z≥0}),
then ω(η) = sup
({ω(ηn) : n ∈ Z≥0}). Since ⋃∞n=0H(ηn) ⊂ H(η), we clearly get
ω(η) ≥ sup ({ω(ηn) : n ∈ Z≥0}).
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We prove the reverse inequality. It is trivial when η = 0. Next assume that η 6= 0
and ω(η) <∞. Let ε > 0. The claim giving (3.2) above provides µ1, µ2, ρ ∈ Cu+(A)
such that
µ1 ≪ µ2 ≤ η ≤ ρ and ω0(ρ)− ω0(µ1) < ε.
By Definition 1.24, there is n such that ηn ≥ µ1. Then ω(ηn) ≥ ω(µ1) ≥ ω(ρ)−ε ≥
ω(η)− ε. Since ε > 0 is arbitrary, we get ω(η) ≤ sup ({ω(ηn) : n ∈ Z≥0}).
Now suppose that ω(η) = ∞. We begin by showing that η ∈ Cu+(A). Let
p ∈ K ⊗A be any projection. Then there are l ∈ Z>0 and a projection q ∈Ml ⊗A
such that p ∼ q. It follows that
ω(〈p〉) = ω(〈q〉) ≤ lω(〈1〉) = l <∞.
So 〈p〉 6= η. We thus have η ∈ Cu+(A). So ω0(η) = ∞. Lemma 3.7 provides a
sequence (ρn)n∈Z>0 in Cu+(A) such that ρ1 ≪ ρ2 ≪ · · · and η = sup
({ρn : n ∈
Z≥0}
)
. Let M ∈ [0,∞). Since ω0(η) = supn∈Z>0 ω0(ρn), there is m ∈ Z>0 such
that ω0(ρm) > M . By Definition 1.24, there is n such that ηn ≥ ρm. Then ω(ηn) ≥
ω(ρm) > M . Since M is arbitrary, we get sup
({ω(ηn) : n ∈ Z≥0}) = ∞. This
completes the proof that ω is a functional, hence of surjectivity of the restriction
map.
To complete the proof of the lemma, we show that the restriction map is injective.
Let ω1 and ω2 be functionals on Cu(A) such that ω1|Cu+(A)∪{0} = ω2|Cu+(A)∪{0}.
Clearly ω1(0) = ω2(0) = 0. Now let η ∈ Cu(A) \ {0}. For j = 1, 2, use Lemma 3.4
to get
ωj(η) = sup
({
ωj(µ) : µ ∈ Cu+(A) and µ≪ η
})
.
Therefore ω1(η) = ω2(η). 
4. The definition of a large subalgebra
In this section, we give the definition of a large subalgebra and some convenient
variants of the definition, both formally stronger and formally weaker. We also
define an important special case: large subalgebras of crossed product type. The
main point of this definition is to provide a convenient way to show that a subalgebra
is large (in fact, centrally large—see [3]).
Some basic facts about large subalgebras are in Section 5, the main theorems
are in Section 6, and a class of examples is in Section 7.
By convention, if we say that B is a unital subalgebra of a C*-algebra A, we
mean that B contains the identity of A.
Definition 4.1. Let A be an infinite dimensional simple unital C*-algebra. A uni-
tal subalgebra B ⊂ A is said to be large in A if for every m ∈ Z>0, a1, a2, . . . , am ∈
A, ε > 0, x ∈ A+ with ‖x‖ = 1, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and
g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(3) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(4) g -B y and g -A x.
(5) ‖(1− g)x(1 − g)‖ > 1− ε.
We emphasize that the Cuntz subequivalence involving y in (4) is relative to B,
not A.
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The condition (5) or g -A x is needed to avoid trivialities. Otherwise, even if
we require that B be simple and that the restriction map QT(A) → QT(B) be
surjective, and that A be stably finite, we can take A to be any UHF algebra and
take B = C. The choice g = 1 will always work.
In condition (3), we can require cj(1 − g) ∈ B instead for some or all of the
elements by taking adjoints. In our original definition, we required both (1−g)cj ∈
B and cj(1− g) ∈ B. The version with only one side is needed in [12], and none of
the original proofs required both sides. We therefore use the one sided version.
The definition is meaningful even if A is not simple, and a number of the results
we prove do not actually require simplicity of A. Without simplicity, though,
Definition 4.1 is too restrictive. For example, if A is simple and B ⊂ A is a proper
subalgebra which is large in A, then B ⊕ B ought to be large in A ⊕ A. However,
the condition in the definition will not be satisfied if, for example, x ∈ A ⊕ 0 or
y ∈ B ⊕ 0.
Lemma 4.2. In Definition 4.1, it suffices to let S ⊂ A be a subset whose linear
span is dense in A, and verify the hypotheses only when a1, a2, . . . , am ∈ S.
Proof. The proof is immediate. 
Remark 4.3. The same reduction applies to various conditions for a subalgebra
to be large given below, such as Proposition 4.4, Proposition 4.5, and other similar
results. It also applies to conditions for a subalgebra to be large of crossed product
type, such as the definition (Definition 4.9 below) and Proposition 4.11.
Unlike other approximation properties (such as tracial rank), it seems not to be
possible to take S in Lemma 4.2 to be a generating subset, or even a selfadjoint
generating subset.
The weaker form of the definition in the following proposition, in which we merely
require that (1− g)aj be close to B instead of the existence of the elements cj , was
suggested by Zhuang Niu. We prove that it is equivalent.
Proposition 4.4. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a unital subalgebra. Suppose that every finite set F ⊂ A, ε > 0,
x ∈ A+ with ‖x‖ = 1, and y ∈ B+ \ {0}, there is g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) dist((1− g)a, B) < ε for all a ∈ F .
(3) g -B y and g -A x.
(4) ‖(1− g)x(1 − g)‖ > 1− ε.
Then B is large in A.
Proof. Define continuous functions f0, f1, f2 : [0, 1]→ [0, 1] by
f0(λ) =
{
3ε−1λ 0 ≤ λ ≤ ε3
1 ε3 ≤ λ ≤ 1,
f1(λ) =


0 0 ≤ λ ≤ ε3(
1− 2ε3
)−1 (
λ− ε3
)
ε
3 ≤ λ ≤ 1− ε3
1 1− ε3 ≤ λ ≤ 1,
and
f1(λ) =
{
0 0 ≤ λ ≤ 1− ε3
3ε−1(λ− 1) + 1 1− ε3 ≤ λ ≤ 1.
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Then f0f1 = f1, f1f2 = f2,
(4.1) sup
λ∈[0,1]
|f1(λ)− λ| = ε
3
,
and
(4.2) sup
λ∈[0,1]
|f0(λ)λ − λ| = ε
3
.
We verify Definition 4.1. Let m ∈ Z≥0, let a1, a2, . . . , am ∈ A, let ε > 0, let
x ∈ A+ satisfy ‖x‖ = 1, and let y ∈ B+ \ {0}. Without loss of generality ε < 1 and
‖aj‖ ≤ 1 for j = 1, 2, . . . ,m. Apply the hypothesis with F = {a1, a2, . . . , am} and
with ε3 in place of ε, getting g0 ∈ B. Define r0 = 1− g0. Set g = 1− f2(r0).
For j = 1, 2, . . . ,m, we thus have dist(r0aj, B) <
ε
3 . Choose bj ∈ B such that
‖r0aj − bj‖ < ε3 . Define cj = (1− f1(r0))aj + f0(r0)bj ∈ A.
Definition 4.1(1) (0 ≤ g ≤ 1) is immediate. Definition 4.1(4) follows because
g0 -B y and g0 -A x, and because the computation g = 1 − f0(1 − g0) = f2(g0),
combined with Lemma 1.4(2), shows that g -B g0.
We estimate ‖cj − aj‖. Using (4.1) and ‖aj‖ ≤ 1, we get
‖f1(r0)aj − r0aj‖ ≤ ‖aj‖ · ‖f1(r0)− r0‖ ≤ ε
3
.
Using (4.2) at the second step, we get
‖f0(r0)bj − r0aj‖ ≤ ‖f0(r0)‖ · ‖bj − r0aj‖+ ‖f0(r0)r0 − r0‖ · ‖aj‖ < ε
3
+
ε
3
=
2ε
3
.
Combining these two estimates for the third step, we get
‖cj − aj‖ = ‖f0(r0)bj − f1(r0)aj‖
≤ ‖f0(r0)bj − r0aj‖+ ‖f1(r0)aj − r0aj‖ < ε
3
+
2ε
3
= ε.
This is Definition 4.1(2).
Since f2(r0)(1− f1(r0)) = 0 and f2(r0)f0(r0) ∈ B, we get
(1− g)cj = f2(r0)
[
(1 − f1(r0))aj + f0(r0)bj
]
= f2(r0)f0(r0)bj ∈ B.
This is Definition 4.1(3).
Finally, we verify Definition 4.1(5). We have (1−g)2 = f0(r0)2 ≥ r20 = (1−g0)2,
so
‖(1− g)x(1− g)‖ =
∥∥x1/2(1− g)2x1/2∥∥
≥
∥∥x1/2(1− g0)2x1/2∥∥ = ‖(1− g0)x(1 − g0)‖ > 1− ε
3
= ε.
This completes the proof. 
When A is finite, we do not need condition (5) of Definition 4.1.
Proposition 4.5. Let A be a finite infinite dimensional simple unital C*-algebra,
and let B ⊂ A be a unital subalgebra. Suppose that for m ∈ Z>0, a1, a2, . . . , am ∈
A, ε > 0, x ∈ A+ \ {0}, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and g ∈ B
such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(3) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(4) g -B y and g -A x.
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Then B is large in A.
Remark 4.6. The proof of Proposition 4.5 also shows that when A is finite, we
can omit (4) in Proposition 4.4, (2e) in Definition 4.9 (see Proposition 4.11), and
similar conditions in other results.
Proof of Proposition 4.5. Let a1, a2, . . . , am ∈ A, let ε > 0, let x ∈ A+ \ {0}, and
let y ∈ B+ \ {0}. Without loss of generality ‖x‖ = 1.
Apply Lemma 2.9, obtaining x0 ∈
(
xAx
)
+
\ {0} such that whenever g ∈ A+
satisfies 0 ≤ g ≤ 1 and g -A x0, then ‖(1−g)x(1−g)‖ > 1−ε. Apply the hypothesis
with x0 in place of x and everything else as given, getting c1, c2, . . . , cm ∈ A and
g ∈ B. We need only prove that ‖(1 − g)x(1 − g)‖ > 1 − ε. But this is immediate
from the choice of x0. 
The following slight strengthening of the definition is often convenient.
Lemma 4.7. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a large subalgebra. In Definition 4.1, the elements c1, c2, . . . , cm may be
chosen so that ‖cj‖ ≤ ‖aj‖ for j = 1, 2, . . . ,m.
Proof. Let m ∈ Z≥0, let a1, a2, . . . , am ∈ A, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1,
and let y ∈ B+ \ {0}. Without loss of generality we may assume that ‖aj‖ ≤ 1 for
j = 1, 2, . . . ,m. Apply Definition 4.1 with ε2 in place of ε and all other elements as
given. Call the resulting elements g and b1, b2, . . . , bm. Then for j = 1, 2, . . . ,m we
have
‖bj‖ ≤ ‖aj‖+ ε
2
≤ 1 + ε
2
.
Define cj =
(
1 + ε2
)−1
bj. Then ‖cj‖ ≤ ‖aj‖, and
‖cj − bj‖ =
[
1− (1 + ε2)−1] ‖bj‖ ≤ [1− (1 + ε2)−1] (1 + ε2) = ε2 .
So ‖cj − aj‖ < ε. The conditions (1), (3), (4), and (5) of Definition 4.1 are imme-
diate. 
If we cut down on both sides instead of on one side, and the elements aj are
positive, then we may take the elements cj to be positive.
Lemma 4.8. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a large subalgebra. Let m,n ∈ Z≥0, let a1, a2, . . . , am ∈ A, let
b1, b2, . . . , bn ∈ A+, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1, and let y ∈ B+ \ {0}.
Then there are c1, c2, . . . , cm ∈ A, d1, d2, . . . , dn ∈ A+, and g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε, and for j = 1, 2, . . . , n we have
‖dj − bj‖ < ε.
(3) For j = 1, 2, . . . ,m we have ‖cj‖ ≤ ‖aj‖, and for j = 1, 2, . . . , n we have
‖dj‖ ≤ ‖bj‖.
(4) For j = 1, 2, . . . ,m we have (1 − g)cj ∈ B, and for j = 1, 2, . . . , n we have
(1 − g)dj(1− g) ∈ B.
(5) g -B y and g -A x.
(6) ‖(1− g)x(1 − g)‖ > 1− ε.
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Proof. By scaling, and changing ε as appropriate, we may assume ‖bj‖ ≤ 1 for
j = 1, 2, . . . , n. Apply Lemma 4.7 with x and y as given, ε2 in place of ε, with m+n
in place of m, and with
a1, a2, . . . , am, b
1/2
1 , b
1/2
2 , . . . , b
1/2
n
in place of a1, a2, . . . , am, getting
c1, c2, . . . , cm, r1, r2, . . . , rn ∈ A and g ∈ B.
We immediately get all parts of the conclusion of the lemma which don’t involve bj
and dj (with
ε
2 in place of ε). For j = 1, 2, . . . , n set dj = rjr
∗
j . Then
(1− g)dj(1− g) = [(1− g)rj ][(1− g)rj ]∗ ∈ B,
‖dj‖ ≤ ‖rj‖2 ≤
∥∥b1/2j ∥∥2 = ‖bj‖,
and
‖dj − bj‖ ≤
∥∥rj − b1/2j ∥∥ · ‖r∗j ‖+ ∥∥b1/2j ∥∥ · ∥∥r∗j − b1/2j ∥∥ < ε2 + ε2 = ε.
This completes the proof. 
One of the motivating examples for the concept of large subalgebras is crossed
products. Therefore, large subalgebras of crossed product type are explored in [3].
We will exhibit examples of such subalgebras in Theorem 7.10.
Definition 4.9. Let A be an infinite dimensional simple separable unital C*-
algebra. A subalgebra B ⊂ A is said to be a large subalgebra of crossed product
type if there exist a subalgebra C ⊂ B and a subset G of the unitary group of A
such that:
(1) (a) C contains the identity of A.
(b) C and G generate A as a C*-algebra.
(c) uCu∗ ⊂ C and u∗Cu ⊂ C for all u ∈ G.
(2) For every m ∈ Z>0, a1, a2, . . . , am ∈ A, ε > 0, x ∈ A+ with ‖x‖ = 1, and
y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and g ∈ C such that:
(a) 0 ≤ g ≤ 1.
(b) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(c) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(d) g -B y and g -A x.
(e) ‖(1− g)x(1 − g)‖ > 1− ε.
The conditions in (2) are the same as the conditions in Definition 4.1; the dif-
ference is that we require that g ∈ C, not merely that g ∈ B. In particular, the
following result is immediate.
Proposition 4.10. Let A be an infinite dimensional simple unital C*-algebra. Let
B ⊂ A be a large subalgebra of crossed product type. Then B is large in A in the
sense of Definition 4.1.
The following is what we will actually check when we prove (Theorem 7.10) that
suitable orbit breaking subalgebras are large of crossed product type. There is an
analogous statement for ordinary large subalgebras, with essentially the same proof,
which we omit.
Proposition 4.11. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a unital subalgebra. Let C ⊂ B be a subalgebra, let G be a subset G
of the unitary group of A, and assume that the following conditions are satisfied:
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(1) A is finite.
(2) (a) C contains the identity of A.
(b) C and G generate A as a C*-algebra.
(c) uCu∗ ⊂ C and u∗Cu ⊂ C for all u ∈ G.
(d) For every x ∈ A+ \ {0} and y ∈ B+ \ {0}, there exists z ∈ B+ \ {0}
such that z -A x and z -B y.
(3) For every m ∈ Z>0, a1, a2, . . . , am ∈ A, ε > 0, and y ∈ B+ \ {0}, there are
c1, c2, . . . , cm ∈ A and g ∈ C such that:
(a) 0 ≤ g ≤ 1.
(b) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(c) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(d) g -B y.
Then B is a large subalgebra of A of crossed product type in the sense of Defini-
tion 4.9.
Proof. Let m ∈ Z>0, let a1, a2, . . . , am ∈ A, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1,
and let y ∈ B+ \ {0}. Use Lemma 2.9 to choose x0 ∈ A+ \ {0} such that whenever
g ∈ A+ satisfies 0 ≤ g ≤ 1 and g -A x0, then ‖(1 − g)x(1 − g)‖ > 1 − ε. Use
Lemma 2.6 to choose x1 ∈ A+ \ {0} such that x1 -A x0 and x1 -A x. By
condition (2d) of the hypothesis, there is z ∈ B+ \ {0} such that z -A x1 and
z -B y. Apply condition (3) of the hypothesis with m, a1, a2, . . . , am, ε as given
and with z in place of y. The resulting element g satisfies g -B z -B y and
g -A z -A x. Also, g -A z -A x0, so ‖(1 − g)x(1 − g)‖ > 1 − ε. This shows that
the definition of a large subalgebra of crossed product type is satisfied. 
5. First properties of large subalgebras
In this section, we give some basic properties of large subalgebras. We prove
(Proposition 5.6) that if the minimal tensor product of the containing algebras is
finite, then the tensor product of large subalgebras is large. This result is needed
in [13]. In particular, if A is stably finite and B is large in A, then Mn(B) is large
in Mn(A). Without finiteness, we had technical problems with condition (5) of
Definition 4.1. (In the finite case, we have seen that this condition is not needed.)
Therefore we define stably large subalgebras.
For the proof of Proposition 5.6, we will need to know that large subalgebras
are simple (Proposition 5.2) and infinite dimensional (Proposition 5.5), and we will
also need several lemmas.
Definition 5.1. Let A be an infinite dimensional simple unital C*-algebra. A
unital subalgebra B ⊂ A is said to be stably large in A if Mn(B) is large in Mn(A)
for all n ∈ Z≥0.
One can also define stably large subalgebras of crossed product type. This re-
finement seems not to be needed.
As indicated above, at the end of this section we prove that a large subalgebra
of a stably finite algebra is stably large. We do not know whether stable finiteness
is needed.
Proposition 5.2. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a large subalgebra. Then B is simple.
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Proof. Let b ∈ B+ \ {0}. We show that there are n ∈ Z>0 and r1, r2, . . . , rn ∈ B
such that
∑n
k=1 rkbr
∗
k is invertible.
Since A is simple, Corollary 1.14 provides m ∈ Z>0 and x1, x2, . . . , xm ∈ A such
that
∑m
k=1 xkbx
∗
k = 1. Set
M = max
(
1, ‖x1‖, ‖x2‖, . . . , ‖xm‖, ‖b‖
)
and δ = min
(
1,
1
3mM(2M + 1)
)
.
By definition, there are y1, y2, . . . , ym ∈ A and g ∈ B+ such that 0 ≤ g ≤ 1, such
that ‖yj − xj‖ < δ and (1− g)yj ∈ B for j = 1, 2, . . . ,m, and such that g -B b.
Set z =
∑m
k=1 yjby
∗
j . We claim that ‖z − 1‖ < 13 . For j = 1, 2, . . . ,m, we have
‖yj‖ < ‖xj‖+ δ ≤M + 1, so
‖yjby∗j − xjbx∗j‖ ≤ ‖yj − xj‖ · ‖b‖ · ‖y∗j ‖+ ‖xj‖ · ‖b‖ · ‖y∗j − x∗j‖
< δM(M + 1) +M2δ =M(2M + 1)δ.
Therefore
‖z − 1‖ =
∥∥∥∥∥
m∑
k=1
yjby
∗
j −
m∑
k=1
xjbx
∗
j
∥∥∥∥∥ ≤
m∑
k=1
‖yjby∗j − xjbx∗j‖ < mM(2M + 1)δ ≤
1
3
,
as claimed.
Set h = 2g − g2. Lemma 1.4(3), applied to the function λ 7→ 2λ − λ2, implies
that h ∼B g. Therefore h -B b. So there is v ∈ B such that ‖vbv∗ − h‖ < 13 . Now
take n = m+ 1, take rj = (1 − g)yj for j = 1, 2, . . . ,m, and take rm+1 = v. Then
r1, r2, . . . , rn ∈ B. We have∥∥(1− g)z(1− g)− (1− g)2∥∥ ≤ ‖1− g‖ · ‖z − 1‖ · ‖1− g‖ < 1
3
.
So, using (1− g)2 + h = 1 at the second step, we get∥∥∥∥∥1−
n∑
k=1
rkbr
∗
k
∥∥∥∥∥ = ∥∥1− (1− g)z(1− g)− vbv∗∥∥
≤ ∥∥(1− g)2 − (1− g)z(1− g)∥∥+ ‖h− vbv∗‖ < 2
3
.
Therefore
∑n
k=1 rkbr
∗
k is invertible, as desired. 
Lemma 5.3. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a large subalgebra. Let r ∈ B+ \ {0}, let a ∈ rAr be positive and satisfy
‖a‖ = 1, and let ε > 0. Then there is a positive element b ∈ rBr such that:
(1) ‖b‖ = 1.
(2) b -A a.
(3) ‖ab− b‖ < ε.
Proof. Without loss of generality ‖r‖ = 1. Set δ = min (1, ε25) > 0. Define
continuous functions f0, f1 : [0,∞)→ [0, 1] by
f0(λ) =
{
(1 − δ)−1λ 0 ≤ λ ≤ 1− δ
1 1− δ ≤ λ
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and
f1(λ) =


0 0 ≤ λ ≤ 1− δ
δ−1[λ− (1− δ)] 1− δ ≤ λ ≤ 1
1 1 ≤ λ.
Define a0 = f0(a) and a1 = f1(a). Then
(5.1) a0a
1/2
1 = a
1/2
1 , ‖a0 − a‖ < δ, ‖a0‖ ≤ 1, and
∥∥a1/21 ∥∥ ≤ 1.
Since B is large in A, by Lemma 4.7 there is g ∈ B and c ∈ A such that
0 ≤ g ≤ 1,
∥∥c− a1/21 ∥∥ < δ, ‖c‖ ≤ 1,
(1− g)c ∈ B, and ‖(1− g)a1(1− g)‖ > 1− δ.
Since (r1/n)n∈Z>0 is an approximate identity for rAr, there is n such that the
element e = r1/n satisfies
∥∥a1/21 e− a1/21 ∥∥ < δ. Also ‖e‖ ≤ 1. Moreover,
(5.2)
∥∥a1/21 − ce∥∥ ≤ ∥∥a1/21 − a1/21 e∥∥+ ∥∥a1/21 − c∥∥ · ‖e‖ < δ + δ = 2δ.
Set b0 = ec
∗(1 − g)2ce. Because (1 − g)c ∈ B, it follows that b0 is a positive
element of rBr.
Using the first and third parts of (5.1) at the first step, we get
‖a0ec∗ − ec∗‖ ≤ 2
∥∥ec∗ − a1/21 ∥∥ < 4δ.
Using ‖c‖ ≤ 1 and the second part of (5.1) at the second step, it then follows that
‖aec∗ − ec∗‖ ≤ ‖a− a0‖ · ‖e‖ · ‖c∗‖+ ‖a0ec∗ − ec∗‖ < δ + 4δ = 5δ.
Therefore
(5.3) ‖ab0 − b0‖ ≤ ‖aec∗ − ec∗‖ · ‖(1− g)2‖ · ‖c‖ · ‖e‖ < 5δ.
So
(5.4) ‖ab0a− b0‖ < 10δ.
We have
‖b0‖ = ‖ec∗(1− g)2ce‖ = ‖(1− g)ce2c∗(1− g)‖ ≥ ‖(1− g)a1(1− g)‖− ‖ce2c∗ − a1‖
and, using (5.2),
‖ce2c∗ − a1‖ ≤
∥∥ce− a1/21 ∥∥ · ‖e‖ · ‖c∗‖+ ∥∥a1/21 ∥∥ · ∥∥ec∗ − a1/21 ∥∥ < 2δ + 2δ = 4δ.
So, using the choice of g,
(5.5) ‖b0‖ > 1− δ − 4δ = 1− 5δ.
Define a continuous function f : [0,∞)→ [0, 1] by
f(λ) =


0 0 ≤ λ ≤ 10δ
(1 − 20δ)−1(λ− 10δ) 10δ ≤ λ ≤ 1− 10δ
1 1− 10δ ≤ λ.
Set b = f(b0). We have ‖b‖ = 1 by (5.5), which is part (1) of the conclusion. Also,
using ‖b0‖ ≤ ‖c‖2 ≤ 1, we get ‖b− b0‖ ≤ 10δ. Therefore, using (5.3) at the second
step,
‖ab− b‖ ≤ ‖ab0 − b0‖+ 2‖b− b0‖ < 5δ + 2(10δ) = ε.
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This is part (3) of the conclusion. Finally, using Lemma 1.4(3) at the first step,
using (5.4) and Lemma 1.4(10) at the second step, and using Lemma 1.4(1) at the
third step, we have
b ∼A (b0 − 10δ)+ -A ab0a -A a.
This is part (2) of the conclusion. 
We record for convenient reference the following semiprojectivity result.
Proposition 5.4. Let n ∈ Z>0. Then for every δ > 0 there is ρ > 0 such that
wheneverD is a C*-algebra and b1, b2, . . . , bn ∈ D satisfy 0 ≤ bj ≤ 1 and ‖bjbk‖ < ρ
for distinct j, k ∈ {1, 2, . . . , n}, then there exist y1, y2, . . . , yn ∈ D such that
0 ≤ yj ≤ 1, yjyk = 0, and ‖yj − bj‖ < δ
for j, k = 1, 2, . . . , n with j 6= k.
Proof. Theorem 10.1.11 of [23] and the proof of Proposition 10.1.10 of [23] show
that
⊕n
k=1 C((0, 1]) is projective. Therefore this algebra is semiprojective. Apply
Theorem 14.1.4 of [23]. 
Proposition 5.5. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a large subalgebra. Then B is infinite dimensional.
Proof. Let n ∈ Z>0; we prove that dim(B) ≥ n.
Since A is simple and infinite dimensional, Lemma 2.4 provides a1, a2, . . . , an ∈
A+ \ {0} such that ajak = 0 for distinct j, k ∈ {1, 2, . . . , n}. Choose ρ > 0 as in
Proposition 5.4 with δ = 12 . Use Lemma 5.3 to choose b1, b2, . . . , bl ∈ B+ such that
for j = 1, 2, . . . , n, we have
‖bj‖ = 1 and ‖ajbj − bj‖ < ρ
2
.
Then for distinct j, k ∈ {1, 2, . . . , n}, we have
‖bjbk‖ = ‖bjbk−bjajakbk‖ ≤ ‖bj−bjaj‖·‖bk‖+‖bj‖·‖aj‖·‖bk−akbk‖ < ρ
2
+
ρ
2
= ρ.
By the choice of ρ using Proposition 5.4, there are orthogonal positive elements
y1, y2, . . . , yn ∈ B of norm at most 1 such that ‖yj − bj‖ < 12 for j = 1, 2, . . . , n.
Then ‖yj‖ > ‖bj‖ − ‖yj − bj‖ > 12 , so yj 6= 0. Thus y1, y2, . . . , yn are nonzero
orthogonal elements, hence linearly independent. 
Proposition 5.6. Let A1 and A2 be infinite dimensional simple unital C*-algebras,
and let B1 ⊂ A1 and B2 ⊂ A2 be large subalgebras. Assume that A1 ⊗min A2 is
finite. Then B1 ⊗min B2 is a large subalgebra of A1 ⊗min A2.
To keep the the notation simple, we isolate the following part as a lemma.
Lemma 5.7. Let A and B be infinite dimensional simple unital C*-algebras, and
let x ∈ (A ⊗min B)+ \ {0}. Then there exist a ∈ A+ \ {0} and b ∈ B+ \ {0} such
that, whenever g ∈ A+ and h ∈ B+ satisfy g -A a and h -B b, then
g ⊗ 1 + 1⊗ h -A⊗minB x.
Proof. Since A ⊗min B is infinite dimensional, simple, and unital, Lemma 2.4 pro-
vides orthogonal nonzero positive elements x1, x2 ∈ x(A⊗min B)x. Use Kirchberg’s
Slice Lemma (Lemma 4.1.9 of [35]) to find y1, y2 ∈ A+ \ {0} and z1, z2 ∈ B+ \ {0}
such that y1⊗z1 -A⊗minB x1 and y2⊗z2 -A⊗minB x2. By Corollary 1.14, there are
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m,n ∈ Z>0, c1, c2, . . . , cm ∈ A, and d1, d2, . . . , dn ∈ B such that
∑m
k=1 c
∗
ky2ck = 1
and
∑n
k=1 d
∗
kz1dk = 1. By Lemma 1.4(12), we get 〈1A〉 ≤ m〈y2〉 and 〈1B〉 ≤ n〈z1〉.
With the help of Lemma 2.4, find a ∈ A+ \ {0} and b ∈ B+ \ {0} such that
n〈a〉 ≤ 〈y1〉 and m〈b〉 ≤ 〈z2〉.
Now assume that g -A a and h -B b. Repeated application of Lemma 1.11
gives
〈g ⊗ 1B〉 ≤ 〈a⊗ 1B〉 ≤ n〈a⊗ z1〉 ≤ 〈y1 ⊗ z1〉 ≤ 〈x1〉
and similarly 〈1A ⊗ h〉 ≤ 〈x2〉. Therefore, using Lemma 1.4(12) at the first step,
Lemma 1.4(13) at the second step, and Lemma 1.4(1) at the third step, we get
g ⊗ 1B + 1A ⊗ h -A⊗minB (g ⊗ 1B)⊕ (1A ⊗ h) -A⊗minB x1 + x2 -A⊗minB x.
This completes the proof. 
Proof of Proposition 5.6. The span of the elementary tensors is dense. So, by
Proposition 4.5 and Remark 4.3, it suffices to do the following. Let m ∈ Z≥0,
let a1,1, a1,2, . . . , a1,m ∈ A1 and a2,1, a2,2, . . . , a2,m ∈ A2 all have norm at most 1,
let ε > 0, let x ∈ (A1 ⊗min A2)+ \ {0}, and let y ∈ (B1 ⊗min B2)+ \ {0}. Then we
find c1, c2, . . . , cm ∈ A1 ⊗min A2 and g ∈ B1 ⊗min B2 such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − a1,j ⊗ a2,j‖ < ε.
(3) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(4) g -B y and g -A x.
It follows from Proposition 5.2 that B1 and B2 are simple and from Proposi-
tion 5.5 that B1 and B2 are infinite dimensional. Applying Lemma 5.7, we find
x1 ∈ (A1)+ \ {0}, x2 ∈ (A2)+ \ {0}, y1 ∈ (B1)+ \ {0}, and y2 ∈ (B2)+ \ {0} such
that whenever g1 ∈ (A1)+ and g2 ∈ (A2)+ satisfy g1 -A1 x1 and g2 -A2 x2, then
g1 ⊗ 1 + 1⊗ g2 -A1⊗minA2 x
and whenever g1 ∈ (B1)+ and g2 ∈ (B2)+ satisfy g1 -B1 y1 and g2 -B2 y2, then
g1 ⊗ 1 + 1⊗ g2 -B1⊗minB2 y.
For l = 1, 2, apply Lemma 4.7 to Al, Bl, al,1, al,2, . . . , al,m,
ε
2 , xl, and yl, getting
cl,1, cl,2, . . . , cl,m ∈ Al and gl ∈ Bl such that:
(5) 0 ≤ gl ≤ 1.
(6) For j = 1, 2, . . . ,m we have ‖cl,j−al,j‖ < ε2 , (1−g)cl,j ∈ Bl, and ‖cl,j‖ ≤ 1.
(7) gl -Bl yl and gl -Al xl.
Define cj = c1,j ⊗ c2,j for j = 1, 2, . . . ,m and define g = 1 − (1 − g1) ⊗ (1 − g2).
Conditions (1) and (3) are clear. Recalling that ‖cl,j‖ ≤ 1 and ‖cl,j‖ ≤ 1 for l = 1, 2
and j = 1, 2, . . . ,m, we get condition (2) from the norm estimate
‖c1,j ⊗ c2,j − a1,j ⊗ a2,j‖ ≤ ‖c1,j − a1,j‖ · ‖c2,j‖+ ‖a1,j‖ · ‖c2,j − a2,j‖ < ε
2
+
ε
2
= ε.
Finally, we observe that
g = g1 ⊗ 1 + 1⊗ g2 − g1 ⊗ g2 ≤ g1 ⊗ 1 + 1⊗ g2.
Condition (4) now follows from the choices of x1, x2, y1, and y2. 
Corollary 5.8. Let A be a stably finite infinite dimensional simple unital C*-
algebra, and let B ⊂ A be a large subalgebra. Then B is stably large in A.
Proof. In Proposition 5.6 take A1 = B1 =Mn, A2 = A, and B2 = B. 
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6. The Cuntz semigroup of a large subalgebra
In this section, we prove our main results. If B ⊂ A is stably large (sometimes
merely large suffices), then A and B have the same traces and the same quasitraces.
Moreover, A is finite or purely infinite if and only if B has the same property. If
also A is stably finite, then A and B have the same purely positive part of the
Cuntz semigroup (but not necessarily the same K0-group) and they have the same
radius of comparison.
We consider traces first.
Lemma 6.1. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a large subalgebra. Let τ ∈ T(B). Then there exists a unique state ω
on A such that ω|B = τ .
Proof. Existence of ω follows from the Hahn-Banach Theorem.
For uniqueness, let ω1 and ω2 be states on A such that ω1|B = ω2|B = τ , let
a ∈ A+, and let ε > 0. We prove that |ω1(a)−ω2(a)| < ε. Without loss of generality
‖a‖ ≤ 1.
It follows from Proposition 5.2 that B is simple and from Proposition 5.5 that B
is infinite dimensional. So Corollary 2.5 provides y ∈ B+ \{0} such that dτ (y) < ε264
(for the particular choice of τ we are using). Use Lemma 4.8 to find c ∈ A+ and
g ∈ B+ such that
‖c‖ ≤ 1, ‖g‖ ≤ 1, ‖c− a‖ < ε
4
, (1− g)c(1− g) ∈ B, and g -B y.
For j = 1, 2, the Cauchy-Schwarz inequality gives
(6.1) |ωj(rs)| ≤ ωj(rr∗)1/2ωj(s∗s)1/2
for all r, s ∈ A. Also, by Lemma 1.4(3) we have g2 ∼B g -B y. Since ‖g2‖ ≤ 1 and
ωj|B = τ is a tracial state, it follows that ωj(g2) ≤ dτ (y) < ε264 . Using ‖c‖ ≤ 1, we
then get
|ωj(gc)| ≤ ωj(g2)1/2ωj(c2)1/2 < ε
8
and
|ωj((1− g)cg)| ≤ ωj
(
(1 − g)c2(1− g))1/2ωj(g2)1/2 < ε
8
.
So ∣∣ωj(c)− τ((1 − g)c(1− g))∣∣ = ∣∣ωj(c)− ωj((1 − g)c(1− g))∣∣
≤ |ωj(gc)|+ |ωj((1 − g)cg)| < ε
4
.
Also |ωj(c)− ωj(a)| < ε4 . So∣∣ωj(a)− τ((1 − g)c(1− g))∣∣ < ε
2
.
Thus |ω1(a)− ω2(a)| < ε. 
Theorem 6.2. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a large subalgebra. Then the restriction map T(A)→ T(B) is bijective.
Proof. Let τ ∈ T(B). We show that there is a unique ω ∈ T(A) such that ω|B = τ .
Lemma 6.1 shows that there is a unique state ω on A such that ω|B = τ , and it
suffices to show that ω is a trace. Thus let a1, a2 ∈ A satisfy ‖a1‖ ≤ 1 and ‖a2‖ ≤ 1,
and let ε > 0. We show that |ω(a1a2)− ω(a2a1)| < ε.
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It follows from Proposition 5.2 that B is simple and from Proposition 5.5 that B
is infinite dimensional. So Corollary 2.5 provides y ∈ B+\{0} such that dτ (y) < ε264 .
Use Lemma 4.7 to find c1, c2 ∈ A and g ∈ B+ such that
‖cj‖ ≤ 1, ‖cj − aj‖ < ε
8
, and (1− g)cj ∈ B
for j = 1, 2, and such that ‖g‖ ≤ 1 and g -B y. By Lemma 1.4(3) we have
g2 ∼ g -B y. Since ‖g2‖ ≤ 1 and ω|B = τ is a tracial state, it follows that
ω(g2) ≤ dτ (y) < ε264 .
We claim that ∣∣ω((1− g)c1(1− g)c2)− ω(c1c2)∣∣ < ε
4
.
Using the Cauchy-Schwarz inequality ((6.1) in the previous proof), we get
|ω(gc1c2)| ≤ ω(g2)1/2ω(c∗2c∗1c1c2)1/2 ≤ ω(g2)1/2 <
ε
8
.
Similarly, and also at the second step using ‖c2‖ ≤ 1, (1− g)c1g ∈ B, and the fact
that ω|B is a tracial state,∣∣ω((1 − g)c1gc2)∣∣ ≤ ω((1− g)c1g2c∗1(1− g))1/2ω(c∗2c2)1/2
≤ ω(gc∗1(1 − g)2c1g)1/2 ≤ ω(g2)1/2 < ε8 .
The claim now follows from the estimate∣∣ω((1− g)c1(1− g)c2)− ω(c1c2)∣∣ ≤ ∣∣ω((1− g)c1gc2)∣∣+ |ω(gc1c2)|.
Similarly ∣∣ω((1− g)c2(1− g)c1)− ω(c2c1)∣∣ < ε
4
.
Since (1− g)c1, (1− g)c2 ∈ B and ω|B is a tracial state, we get
ω((1− g)c1(1− g)c2) = ω((1− g)c2(1− g)c1).
Therefore |ω(c1c2)− ω(c2c1)| < ε2 .
Now, using ‖c2‖ ≤ 1 and ‖a1‖ ≤ 1, we have
‖c1c2 − a1a2‖ ≤ ‖c1 − a1‖ · ‖c2‖+ ‖a1‖ · ‖c2 − a2‖ < ε
8
+
ε
8
=
ε
4
,
and similarly ‖c2c1 − a2a1‖ < ε4 . It now follows that |ω(a1a2)− ω(a2a1)| < ε. 
We now prove the two key lemmas relating the Cuntz semigroup of a stably
large subalgebra to that of the containing algebra. The first is that if we have two
elements in the Cuntz semigroup of the containing algebra with a gap between them,
then one can find (up to ε) an element of the Cuntz semigroup of the subalgebra
which lies between them.
Lemma 6.3. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a stably large subalgebra. Let a, b, x ∈ (K ⊗ A)+, with x 6= 0, and
suppose that a⊕ x -A b. Then for every ε > 0 there are n ∈ Z>0, c ∈ (Mn ⊗B)+,
and δ > 0 such that (a− ε)+ -A c -A (b − δ)+.
Proof. We first assume that a, b ∈ A, and that there is x ∈ A+ \ {0} such that
a⊕ x -A b.
Choose ε0 > 0 such that
ε0 < min
(
‖x‖, ε
3
)
.
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In particular, (x− ε0)+ 6= 0. Use Lemma 1.4(11) to choose δ > 0 such that
(6.2) (a− ε0)+ ⊕ (x− ε0)+ -A (b− δ)+.
Use Lemma 5.3 (ignoring most of the parts of the conclusion) to choose y ∈ B+\{0}
such that y -A (x − ε0)+. Use Lemma 4.8 to choose g ∈ B+ and a0, b0 ∈ A+ such
that g -B y and
(1− g)a0(1− g) ∈ B, (1− g)b0(1− g) ∈ B, ‖a0−a‖ < ε0, and ‖b0− b‖ < ε0.
Set
a1 =
[
(1− g)a0(1− g)− 2ε0
]
+
and c = a1 ⊕ g.
Lemma 1.8 implies that
(6.3) (a0 − 2ε0)+ -A c.
Using ‖a0 − a‖ < ε0, Corollary 1.6, and 3ε0 < ε, we get
(6.4) (a− ε)+ -A (a0 − 2ε0)+.
We also have
(6.5) g -B y -A (x− ε0)+.
We next claim that a1 -A (a − ε0)+. To prove the claim, use ‖a0 − a‖ < ε0 to
get
‖(1− g)a0(1− g)− (1 − g)a(1− g)‖ < ε0.
Therefore, using Corollary 1.6 at the first step, Lemma 1.4(6) at the second step,
and Lemma 1.7 and a1/2(1− g)2a1/2 ≤ a at the third step, we have
a1 -A
[
(1− g)a(1− g)− ε0
]
+
∼A
[
a1/2(1− g)2a1/2 − ε0
]
+
-A (a− ε0)+,
as desired.
Combining this claim with the definition of c and (6.5), we get
(6.6) c -A (a− ε0)+ ⊕ (x− ε0)+.
Using, in order, (6.4), (6.3), (6.6), and (6.2), we now get
(a− ε)+ -A (a0 − 2ε0)+ -A c -A (a− ε0)+ ⊕ (x− ε0)+ -A (b− δ)+.
This completes the proof of the special case of the lemma.
We now consider the general case. Without loss of generality ε < 1 and ‖x‖ = 1.
Use Lemma 1.4(11) to choose δ0 > 0 such that(
a− ε2
)
+
⊕ (x− ε2)+ = [(a⊕ x)− ε2]+ -A (b− δ0)+.
Use Lemma 1.9 to choose n ∈ Z>0 and x0 ∈ (Mn ⊗ A)+ and a0, b0 ∈ (Mn ⊗ B)+
such that
(6.7)
(
x− ε2
)
+
∼A x0,
(
a− ε2
)
+
∼B a0, and
(
b− ε2
)
+
∼B b0.
Then x0 6= 0. Since Mn(A) is large in Mn(B), the case already done gives r ∈ Z>0,
c ∈ (Mrn ⊗A)+, and δ1 > 0 such that(
a0 − ε2
)
-A c -A (b0 − δ1)+.
Substituting using (6.7), setting δ = δ0 + δ1, and using Lemma 1.4(8), we get
(a− ε)+ -A c -A (b− δ)+. This completes the proof. 
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The second key lemma is that if two elements in the Cuntz semigroup of a stably
large subalgebra are comparable in the containing algebra, with a mild condition
on the gap between them, then they are comparable in the subalgebra. For later
use, we divide the proof of this lemma in two steps.
Lemma 6.4. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a large subalgebra. Let a, b ∈ B+ and c, x ∈ A+ satisfy x 6= 0, a -A c,
cx = 0, and c+ x ∈ bAb. Then a -B b.
Proof. If a = 0, there is nothing to prove, so assume a 6= 0. Then c, x, and b are
nonzero. Thus without loss of generality
‖a‖ = ‖c‖ = ‖x‖ = ‖b‖ = 1.
Let ε > 0. We prove that (a− ε)+ -B b. Without loss of generality ε < 1.
Use Proposition 5.4 (and rescaling) to find ρ > 0 such that whenever D is a
C*-algebra and r0, s0 ∈ D satisfy 0 ≤ r0, s0 ≤ 9 and ‖r0s0‖ < ρ, then there exist
r, s ∈ D such that
0 ≤ r, s ≤ 9, rs = 0, ‖r − r0‖ < ε
2
, and ‖s− s0‖ < ε
2
.
Set
δ = min
(
1,
ρ
18
,
ε
22
)
.
Since a -A c, there is v ∈ A such that ‖v∗cv − a‖ < δ. Set w = c1/2v. Then
‖w∗w − a‖ < δ, so ‖w∗w‖ < 1 + δ, whence ‖w‖ < (1 + δ)1/2 < 1 + δ.
Since (b1/n)n∈Z>0 is an approximate identity for bAb, there is n such that the
element e = b1/n ∈ B satisfies
∥∥ec1/2 − c1/2∥∥ < (1 + ‖v‖)−1δ. Thus
‖ew − w‖ =
∥∥ec1/2v − c1/2v∥∥ < δ.
Also ‖e‖ ≤ 1.
Use Lemma 5.3 to choose a positive element y ∈ bBb such that ‖y‖ = 1, y -A x,
and ‖xy − y‖ < δ.
Apply Definition 4.1 to B ⊂ A with m = 1, with a1 = w∗, with
(
y− ε2
)
+
in place
of y, and with δ in place of ε. We get w0 ∈ A and g ∈ B+ such that ‖w0 −w‖ < δ,
w0(1−g) ∈ B, 0 ≤ g ≤ 1, and g -B
(
y− ε2
)
+
. Then ‖w0‖ < ‖w‖+δ < 1+2δ. Since
‖ew−w‖ < δ, we have ‖ew0−w‖ < 2δ and ‖ew0−w0‖ < 3δ. Also ew0(1− g) ∈ B.
Since c1/2x = 0, we have w∗x = 0, whence
‖w∗y‖ ≤ ‖w∗‖ · ‖y − xy‖ < (1 + δ)δ < 2δ.
So
‖w∗0y‖ ≤ ‖w∗0 − w∗‖ · ‖y‖+ ‖w∗y‖ < δ + 2δ = 3δ,
and
‖w∗0ey‖ ≤ ‖w∗0e− w∗0‖ · ‖y‖+ ‖w∗0y‖ < 3δ + 3δ = 6δ.
Therefore∥∥ew0(1− g)2w∗0ey∥∥ ≤ ‖e‖ · ‖w0‖ · ‖1− g‖2 · ‖w∗0ey‖ < (1 + 2δ)6δ < 18δ ≤ ρ.
From δ < 1 and ‖w0‖ < 1 + 2δ, we get
∥∥ew0(1 − g)2w∗0e∥∥ < (1 + 2δ)2 < 9. Since
also ‖y‖ ≤ 9, and since ew0(1−g)2w∗0e, y ∈ bBb, the choice of ρ provides r, z ∈ bBb
such that
(6.8) 0 ≤ r, z ≤ 9, rz = 0,
∥∥ew0(1− g)2w∗0e− r∥∥ < ε2 , and ‖y − z‖ < ε2 .
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We saw above that ‖ew0 − w‖ < 2δ, so
‖w∗0e2w0 − a‖ ≤ ‖w∗0e − w∗‖ · ‖e‖ · ‖w0‖+ ‖w∗‖ · ‖ew0 − w‖+ ‖w∗w − a‖
< 2δ(1 + 2δ) + (1 + δ)2δ + δ < 11δ ≤ ε
2
.
Therefore
(6.9)
∥∥(1− g)a(1− g)− (1− g)w∗0e2w0(1 − g)∥∥ < ε2 .
InB, we now have the following chain of subequivalences, in which we use Lemma 1.8
at the first step, (6.9) and Corollary 1.6 on the first summand at the second step,
Lemma 1.4(6) at the third step, the estimates in (6.8) and Lemma 1.4(10) at the
fourth step, Lemma 1.4(13) at the fifth step, and r + z ∈ bBb and Lemma 1.4(1)
at the sixth step:
(a− ε)+ -B [(1− g)a(1− g)− ε]+ ⊕ g
-B
[
(1− g)w∗0e2w0(1− g)− ε2
]
+
⊕ (y − ε2)+
∼B
(
ew0(1− g)2w∗0e− ε2
)
+
⊕ (y − ε2)+
-B r ⊕ z ∼B r + z -B b.
Since ε > 0 is arbitrary, Lemma 1.4(11) implies that a -B b. 
Lemma 6.5. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a stably large subalgebra. Let a, b ∈ (K ⊗ B)+ and c, x ∈ (K ⊗ A)+
satisfy x 6= 0, a -A c, and c⊕ x -A b. Then a -B b.
Proof. We first suppose that cx = 0 and c + x ∈ b(K ⊗A)b. If a = 0, there is
nothing to prove, so assume a 6= 0. Then b, c, and x are nonzero. Thus without
loss of generality
‖a‖ = ‖b‖ = ‖c‖ = ‖x‖ = 1.
Let ε > 0. Use Lemma 1.4(11) to choose δ > 0 such that
(6.10) (a− ε)+ -A (c− δ)+.
Set δ0 =
1
2 min(1, δ).
Use Lemma 1.9 to choose k ∈ Z>0 and a0 ∈Mk(B)+ such that
(6.11) (a− ε)+ ∼B a0.
Use Proposition 5.4 to find ρ > 0 such that whenever D is a C*-algebra and
r0, s0 ∈ D satisfy 0 ≤ r0, s0 ≤ 1 and ‖r0s0‖ < ρ, then there exist r, s ∈ D such that
0 ≤ r, s ≤ 1, rs = 0, ‖r − r0‖ < δ0, and ‖s− s0‖ < δ0.
Set ε0 =
1
6 min(ρ, δ0). Thus
(6.12) 6ε0 + δ0 ≤ δ and 6ε0 + δ0 ≤ 1.
For sufficiently large n ∈ Z>0, the element e0 = b1/n ∈ K ⊗B satisfies
‖e0c− c‖ < ε0 and ‖e0x− x‖ < ε0.
Choose l ∈ Z>0 with l ≥ k and e1 ∈Ml(B)+ such that ‖e1 − e0‖ < ε0. Then
‖e1c− c‖ < 2ε0 and ‖e1x− x‖ < 2ε0.
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Set e = (e1 − ε0)+. We have ‖e‖ ≤ 1 since ‖e1‖ < 1 + ε0. Lemma 1.4(10) and
Lemma 1.4(3) imply that
(6.13) e -B e0 ∼B b.
Also, ‖e− e1‖ ≤ ε0, so
‖ec− c‖ < 3ε0 and ‖ex− x‖ < 3ε0.
Define d0, y0 ∈ eMl(A)e by d0 = ece and y0 = exe. Then
0 ≤ d0 ≤ 1, 0 ≤ y0 ≤ 1, ‖d0 − c‖ < 6ε0, and ‖y0 − x‖ < 6ε0.
Using cx = 0, we get
‖d0y0‖ = ‖(ece)(exe)−ecxe‖ ≤ ‖e‖·‖ce−c‖·‖exe‖+‖ec‖·‖ex−x‖·‖e‖< 6ε0 ≤ ρ.
Therefore there exist d, y ∈ eMl(A)e such that
0 ≤ d, y ≤ 1, dy = 0, ‖d− d0‖ < δ0, and ‖y − y0‖ < δ0.
It follows that
‖d− c‖ < 6ε0 + δ0 and ‖y − x‖ < 6ε0 + δ0.
We are going to apply Lemma 6.4 with
a = a0, b = e, c = d, and x = y.
We check its hypotheses. Since ‖x‖ = 1 and 6ε0 + δ0 ≤ 1 (by 6.12), we have
y 6= 0. Using (6.11) at the first step, (6.10) at the second step, and 6ε0 + δ0 ≤ δ
(from (6.12)) and Lemma 1.4(10) at the third step, we have
a0 ∼B (a− ε)+ -A (c− δ)+ -A d.
We have dy = 0 and d + y ∈ eMl(A)e by construction. Since Ml(B) is large in
Ml(A), we have verified the hypotheses of Lemma 6.4. So a0 -B e. Therefore,
using (6.13) at the last step,
(a− ε)+ ∼B a0 -B e -B b.
Since ε > 0 is arbitrary, it follows from Lemma 1.4(11) that a -B b.
Now we prove the lemma as stated. Let ε > 0. Use Lemma 1.4(11) to choose
δ > 0 such that (a− ε)+ -A [(c ⊕ x) − δ]+. We also require that δ < ‖x‖, so that
(x− δ)+ 6= 0. Lemma 1.4(9), applied in M2(K ⊗A), provides v ∈M2(K ⊗A) such
that v∗v = [(c⊕ x)− δ]+ and vv∗ ∈ (b ⊕ 0)M2(K ⊗A)(b ⊕ 0). Lemma 1.4(7) gives
an isomorphism
ϕ : v∗vM2(K ⊗A)v∗v → vv∗M2(K ⊗A)vv∗
such that, for every positive z ∈ v∗vM2(K ⊗A)v∗v, we have z ∼A ϕ(z). Set
c0 = ϕ([c− δ]+ ⊕ 0) and x0 = ϕ(0 ⊕ [x− δ]+).
Then c0 and x0 are orthogonal positive elements of
b(K ⊗A)b = (b⊕ 0)M2(K ⊗A)(b ⊕ 0)
such that x0 6= 0, and, using Lemma 1.4(13) at the second step,
(a− ε)+ -A (c− δ)+ ⊕ (x− δ)+ ∼A c0 + x0.
Therefore the result obtained above implies that (a − ε)+ -B b. Since ε > 0 is
arbitrary, it follows from Lemma 1.4(11) that a -B b. 
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Theorem 6.6. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a stably large subalgebra. Let ι : B → A be the inclusion map. For every
η ∈ Cu(A) which is not the class of a projection, there is µ ∈ Cu(B) such that
ι∗(µ) = η.
Proof. Choose y ∈ (K ⊗ A)+ such that η = 〈y〉. Since η is not the class of a
projection, we have
(6.14) 0 ∈ sp(y) \ {0}.
We construct sequences (cn)n∈Z≥0 in (K ⊗B)+ and (εn)n∈Z≥0 and (ρn)n∈Z≥0 of
positive numbers such that
ε0 > ρ0 > ε1 > ρ1 > · · · > 0, lim
n→∞
εn = 0,
c0 -A (y−ε0)+ -A (y−ρ0)+ -A c1 -A (y−ε1)+ -A (y−ρ1)+ -A c2 -A · · · -A y,
and sp(y) ∩ (ρn, εn) 6= ∅ for n ∈ Z≥0.
The construction is by induction on n. To get the condition limn→∞ εn = 0, it
suffices to require εn+1 ≤ 12εn for n ∈ Z≥0. We take c0 = 0 and ε0 = 1. By (6.14),
there is ρ0 ∈ (0, ε0) such that sp(y) ∩ (ρ0, ε0) 6= ∅.
Suppose now that cn, εn, and ρn are given. By (6.14), we have sp(y)∩(0, ρn) 6= ∅.
Therefore there is a continuous function f : [0,∞) → [0,∞) such that supp(f) ⊂
(0, ρn) and f(y) 6= 0. We have (y − ρn)+ ⊕ f(y) -A y, so Lemma 6.3 provides
cn+1 ∈ (K ⊗ B)+ and δ > 0 such that (y − ρn)+ -A cn+1 -A (y − δ)+. Take
εn+1 = min
(
1
2ρn, δ
)
< 12εn. Then use (6.14) to choose ρn+1 ∈ (0, εn+1) such that
sp(y) ∩ (ρn+1, εn+1) 6= ∅. This completes the construction.
For n ∈ Z≥0, choose a continuous function fn : [0,∞) → [0,∞) such that
supp(fn) ⊂ (ρn, εn) and fn(y) 6= 0. Apply Lemma 6.5 with a = cn, b = cn+1, c =
(y − εn)+, and x = fn(y), to get cn -B cn+1. We can now take µ = supn∈Z≥0〈cn〉,
which exists in Cu(B) by Theorem 1.16(1). Since ι∗ preserves supremums (by
Theorem 1.16(2)) and 〈a〉 = supn∈Z≥0〈(y − εn)+〉 (by Lemma 1.25(1)), we get
ι∗(µ) = η. 
Theorem 6.7. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a stably large subalgebra. Let ι : B → A be the inclusion map. Let
µ, η ∈ Cu(B), and suppose that η is not the class of a projection. Then:
(1) If ι∗(µ) ≤ ι∗(η), then µ ≤ η.
(2) If µ is also not the class of a projection, and ι∗(µ) = ι∗(η), then µ = η.
If A is stably finite, then in (2) it is automatic that µ is not the class of a
projection. Using Proposition 6.15 below, this can be deduced from Lemma 3.2.
Proof of Theorem 6.7. Choose a, b ∈ (K ⊗B)+ such that µ = 〈a〉 and η = 〈b〉.
For (1), let ε > 0 and (using Lemma 1.4(11)) choose δ > 0 such that (a−ε)+ -A
(b − δ)+. Since η is not the class of a projection, there is a continuous function
f : [0,∞) → [0,∞) such that supp(f) ⊂ (0, δ) and f(b) 6= 0. Apply Lemma 6.5
with (a − ε)+ in place of a, with (b − δ)+ in place of c, with f(b) in place of x,
and with b as given, to get (a− ε)+ -B b. Since ε > 0 is arbitrary, it follows from
Lemma 1.4(11) that a -B b.
Under the hypotheses of (2), we can use (1) to get η ≤ µ as well. Thus µ = η. 
LARGE SUBALGEBRAS 39
Theorem 6.8. Let A be a stably finite infinite dimensional simple unital C*-
algebra, and let B ⊂ A be a large subalgebra. Let ι : B → A be the inclusion map.
Then ι∗ defines an order and semigroup isomorphism from Cu+(B) ∪ {0} (as in
Definition 3.1) to Cu+(A) ∪ {0}.
It is not true that ι∗ defines an isomorphism from Cu(B) to Cu(A). Example 7.13
shows that ι∗ : Cu(B)→ Cu(A) need not be injective.
Proof of Theorem 6.8. It follows from Corollary 5.8 that B is stably large in A.
Also, B is stably finite because it is a subalgebra of A. So Corollary 3.3 implies
that Cu+(A) ∪ {0} and Cu+(B) ∪ {0} are in fact ordered semigroups. It is clear
that ι∗ is order preserving and additive. We must therefore prove the following four
statements:
(1) ι∗
(
Cu+(B) ∪ {0}
) ⊂ Cu+(A) ∪ {0}.
(2) ι∗
(
Cu+(B) ∪ {0}
) ⊃ Cu+(A) ∪ {0}.
(3) ι∗|Cu+(B)∪{0} is injective.
(4) If µ, η ∈ Cu+(B) ∪ {0} and ι∗(µ) ≤ ι∗(η), then µ ≤ η.
Our first step is to prove that
(6.15) ι∗(0) = 0, ι∗(Cu+(B)) ⊂ Cu+(A),
and
(6.16) ι∗
(
Cu(B) \ [Cu+(B) ∪ {0}]
) ⊂ Cu(A) \ [Cu+(A) ∪ {0}].
It is obvious that ι∗(0) = 0. By Lemma 3.2, for any stably finite simple C*-
algebra D, the set Cu(D) \ [Cu+(D) ∪ {0}] is the set of classes 〈p〉 of nonzero
projections p ∈ K ⊗ D. So the relation (6.16) is also clear. To prove the second
part of (6.15), let η ∈ Cu+(B). Choose b ∈ (K⊗B)+ such that 〈b〉 = η. Lemma 3.2
implies that 0 is not isolated in spK⊗B(b). So 0 is not isolated in spK⊗A(b). There-
fore Lemma 3.2 implies that 〈ι(b)〉 ∈ Cu(A) is actually in Cu+(A), as desired.
The statement (1) is now immediate from (6.15). For (2), let η ∈ Cu+(A)∪ {0}.
If η = 0, clearly η ∈ ι∗(Cu+(B)∪{0}). Otherwise, Theorem 6.6 provides µ ∈ Cu(B)
such that ι∗(µ) = η. It follows from the first part of (6.15) that µ 6= 0, and (6.16)
now implies that µ ∈ Cu+(B).
For (3) and (4), by (6.15) it is enough to consider Cu+(B) in place of Cu+(B)∪
{0}. Now (3) follows from Theorem 6.7(2), and (4) follows from Theorem 6.7(1). 
Proposition 6.9. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a stably large subalgebra. Then the restriction map QT(A)→ QT(B)
is bijective.
Proof. Let ι : B → A be the inclusion map. Then ι∗ : Cu+(B)∪{0} → Cu+(A)∪{0}
is a semigroup and order isomorphism by Theorem 6.8. Therefore ω 7→ ω ◦ ι∗ is a
bijection from the functionals ω (as in Definition 1.20) on Cu+(A) ∪ {0} such that
sup
({
ω(η) : η ∈ Cu+(A) ∪ {0} and η ≤ 〈1〉 in Cu(A)
})
= 1
to the analogous set of functionals on Cu+(B) ∪ {0}. So Lemma 3.8 implies that
ω 7→ ω ◦ ι∗ is a bijection from the functionals ω on Cu(A) such that ω(〈1〉) = 1
to the analogous set of functionals on Cu(B). The proof is completed by applying
Theorem 1.21(2). 
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We recall the following definition. We are relying on Theorem 1.21(1) (equiva-
lently, the discussion before Definition 6.1 of [38]) for the equivalence of our formu-
lation with the original version.
Definition 6.10 (Definition 6.1 of [38]). Let A be a simple unital C*-algebra.
For r ∈ [0,∞), we say that A has r-comparison (or W (A) has r-comparison) if
whenever a, b ∈M∞(A)+ satisfy dτ (a) + r < dτ (b) for all τ ∈ QT(A), then a -A b.
We further define the radius of comparison of A to be
rc(A) = inf
({
r ∈ [0,∞) : A has r-comparison}).
We warn that r-comparison and rc(A) are sometimes defined using tracial states
rather than quasitraces. We presume that analogs of the results below are true for
those versions as well, but we have not checked this.
We can also define a version using Cu(A). The number one gets turns out to
be just rc(A) (see Proposition 6.12 below), and this definition is only intended for
convenience of exposition in this paper. Again, we use quasitraces, not just tracial
states.
Definition 6.11. Let A be a simple unital C*-algebra. For r ∈ [0,∞), we say that
Cu(A) has r-comparison if whenever a, b ∈ (K ⊗A)+ satisfy dτ (a) + r < dτ (b) for
all τ ∈ QT(A), then a -A b.
Proposition 6.12. Let A be a simple unital C*-algebra and let r ∈ [0,∞). Then
W (A) has r-comparison if and only if Cu(A) has r-comparison.
The comment after Definition 3.1 of [7] claims that Proposition 6.12 is true.
There seems to be a misprint, since the reason given for this, in Subsection 2.4
of [7], does not address the following difficulty. Suppose a, b ∈ (K ⊗ A)+ and
dτ (a)+ r < dτ (b) for all τ ∈ QT(A). For ε > 0 one needs to find c ∈M∞(A)+ such
that dτ ((a− ε)+)+ r < dτ (c) for all τ ∈ QT(A). The obvious approach only allows
one to do this for one choice of τ at a time.
The following form of Dini’s Theorem solves this difficulty. It is surely well
known, but we have not found a reference.
Lemma 6.13. Let X be a compact Hausdorff space, let (fn)n∈Z>0 be a sequence
of lower semicontinuous functions fn : X → R ∪ {∞} such that for all x ∈ X we
have f1(x) ≤ f2(x) ≤ · · · , and let g : X → R be a continuous function such that
g(x) < limn→∞ fn(x) for all x ∈ X . Then there is n ∈ Z>0 such that for all x ∈ X
we have fn(x) > g(x).
Proof. For n ∈ Z>0 define
Un =
{
x ∈ X : fn(x)− g(x) > 0
}
.
Then Un is open because fn is lower semicontinuous. We have
U1 ⊂ U2 ⊂ · · · and
∞⋃
n=1
Un = X.
Since X is compact, there is n ∈ Z>0 such that Un = X . 
Proof of Proposition 6.12. It is easy to see that if Cu(A) has r-comparison then
W (A) has r-comparison. So assume that W (A) has r-comparison, and let a, b ∈
(K ⊗ A)+ satisfy dτ (a) + r < dτ (b) for all τ ∈ QT(A). Let ε > 0. We prove that
(a− ε)+ -A b. By Lemma 1.4(11), this suffices.
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Define a continuous function g : [0,∞)→ [0, 1] by
g(λ) =
{
ε−1λ 0 ≤ λ ≤ ε
1 ε ≤ λ.
For τ ∈ QT(A) we have dτ ((a−ε)+) ≤ τ(g(a)) ≤ dτ (a), so τ(g(a))+r < dτ (b). Also,
τ 7→ τ(g(a)) is continuous. Define fn : QT(A)→ [0,∞] by fn(τ) = dτ
((
b− 1n
)
+
)
for
τ ∈ QT(A) and n ∈ Z>0. Then for τ ∈ QT(A) we have f1(τ) ≤ f2(τ) ≤ · · · , and
it follows from Lemma 1.25(1) and Theorem 1.21(2) that limn→∞ fn(τ) = dτ (a).
Since fn is lower semicontinuous for n ∈ Z>0 (by Lemma 1.22), from Lemma 6.13
we get n ∈ Z>0 such that for all τ ∈ QT(A) we have fn(τ) > τ(g(a)) + r, whence
dτ
((
b− 1n
)
+
) ≥ dτ ((a− ε)+) + r.
Lemma 1.9 implies that
〈(
b− 1n
)
+
〉
and 〈(a− ε)+〉 are in W (A). So the hypothesis
gives the first step of the calculation (a− ε)+ -A
(
b− 1n
)
+
-A b. 
Theorem 6.14. Let A be an infinite dimensional stably finite simple separable
unital C*-algebra. Let B ⊂ A be large in the sense of Definition 4.1, and let rc(−)
be as in Definition 6.10. Then rc(A) = rc(B).
Proof. The subalgebra B is stably large by Corollary 5.8, and B is stably finite
because it is a subalgebra of A.
We must show thatW (A) has r-comparison if and only ifW (B) has r-comparison.
By Proposition 6.12, it suffices to show that Cu(A) has r-comparison if and only if
Cu(B) has r-comparison. The two directions are similar, so we omit some details
of the proof that r-comparison for Cu(A) implies r-comparison for Cu(B).
Let r ∈ [0,∞), suppose that Cu(B) has r-comparison, and let a, b ∈ (K ⊗ A)+
satisfy dτ (a) + r < dτ (b) for all τ ∈ QT(A). We must show that a -A b. There are
three cases, the last of which will be done by reduction to previous cases.
Case 1: Neither 〈a〉 nor 〈b〉 is the class of a projection. Use Theorem 6.6 to find
x, y ∈ (K ⊗ B)+ such that x ∼A a and y ∼A b. Applying Proposition 6.9, we get
dτ (x)+r < dτ (y) for all τ ∈ QT(B). Since Cu(B) has r-comparison, it follows that
x -B y. Thus a -A b.
Case 2: 〈b〉 is the class of a projection but 〈a〉 is not. Theorem 6.8 provides
x ∈ (K ⊗ B)+ such that x ∼A a and 〈x〉 ∈ Cu(B) is not the class of a projection.
It is enough to prove that x -A b. By Lemma 1.4(11), it is enough to let ε > 0 and
prove that (x − ε)+ -A b.
Choose a continuous function f : [0,∞)→ [0, 1] such that f(λ) > 0 for λ ∈ (0, ε)
and f(λ) = 0 for λ ∈ {0} ∪ [ε,∞). Then f(x) 6= 0 by Lemma 3.2. Therefore
ρ = infτ∈QT(A) τ(f(x)) satisfies ρ > 0. For τ ∈ QT(A), we have dτ (f(x)) ≥ ρ, so
dτ
(
(x− ε)+
)
+ r + ρ < dτ (b).
Choose n ∈ Z>0 such that 1n < ρ. Use Lemma 3.6 to find y0 ∈ (K ⊗A)+ such that
〈y0〉 ∈ Cu+(A), and κ ∈ Cu+(A), such that
〈y0〉 ≤ 〈b〉 ≤ 〈y0〉+ κ and nκ ≤ 〈1〉.
For τ ∈ QT(A), we have dτ (κ) < ρ. Since dτ (b) < ∞, we get dτ (y0) > dτ (b) − ρ,
so dτ
(
(x− ε)+
)
+ r < dτ (y0). Theorem 6.6 gives y ∈ (K ⊗B)+ such that y ∼A y0.
Applying Proposition 6.9, we get dτ
(
(x−ε)+
)
+r < dτ (y) for all τ ∈ QT(B). Using
r-comparison for Cu(B) at the first step, we get (x− ε)+ -B y ∼A y0 -A b.
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Case 3: 〈a〉 is the class of a projection. We can clearly assume 〈a〉 6= 0. Then τ 7→
dτ (a) is continuous on QT(A). So Lemma 1.22 implies that τ 7→ dτ (b)−r−dτ (a) is
lower semicontinuous on QT(A). Since this function is strictly positive and QT(A)
is compact, it follows that ρ = infτ∈QT(A)
(
dτ (b)−r−dτ (a)
)
satisfies ρ > 0. Choose
n ∈ Z>0 such that 1n < ρ. Use Lemma 3.6 to find µ, κ ∈ Cu+(A), such that
µ ≤ 〈a〉 ≤ µ+ κ and nκ ≤ 〈1〉.
For τ ∈ QT(A), we have dτ (κ) < ρ, so
dτ (µ+ κ) + r < dτ (a) + ρ+ r ≤ dτ (b).
Corollary 3.3 implies that µ+ κ ∈ Cu+(A). Now, depending on whether or not 〈b〉
is the class of a projection, Case 1 or Case 2 implies that µ + κ ≤ 〈b〉 in Cu(A).
Since 〈a〉 ≤ µ+ κ, we get a -A b, as desired.
This completes the proof that if Cu(B) has r-comparison, then so does Cu(A).
Now suppose that Cu(A) has r-comparison. Let a, b ∈ (K ⊗B)+ satisfy dτ (a)+
r < dτ (b) for all τ ∈ QT(B). We use the same case division as above.
In Case 1, we get dτ (a) + r < dτ (b) for all τ ∈ QT(A) by Proposition 6.9. So
a -A b by hypothesis, and a -B b by Theorem 6.8.
Case 2 requires an extra trick. Let ε > 0 as before. Applying Lemma 3.2 to a,
choose ε0 ∈ (0, ε) such that sp(a) ∩ (ε0, ε) 6= ∅. Choose continuous functions
f, g : [0,∞) → [0, 1] such that f(λ) > 0 for λ ∈ (0, ε0) and f(λ) = 0 for λ ∈ {0} ∪
[ε0,∞), and such that g(λ) > 0 for λ ∈ (ε0, ε) and g(λ) = 0 for λ ∈ [0, ε0] ∪ [ε,∞).
Then f(a) and g(a) are both nonzero. Therefore ρ = infτ∈QT(B) τ(f(a)) satisfies
ρ > 0. For τ ∈ QT(B), we have
dτ
(
(a− ε0)+
)
+ r + ρ ≤ dτ
(
(a− ε0)+
)
+ dτ (f(a)) + r ≤ dτ (a) + r < dτ (b).
Choose n ∈ Z>0 such that 1n < ρ. Use Lemma 3.6 to find y ∈ (K ⊗B)+ such that
〈y〉 ∈ Cu+(B), and κ ∈ Cu+(B), satisfying
(6.17) 〈y〉 ≤ 〈b〉 ≤ 〈y〉+ κ and nκ ≤ 〈1〉.
Use Lemma 2.1 to choose a positive element z ∈ g(a)Bg(a) such that sp(z) = [0, 1].
Then
z ⊕ (a− ε)+ - (a− ε0)+
by Lemma 1.4(1) and Lemma 1.4(13). For τ ∈ QT(B), we therefore get
dτ
(
z ⊕ (a− ε)+
)
+ r + ρ ≤ dτ
(
(a− ε0)+
)
+ r + ρ < dτ (b).
Since dτ (b) < ∞, and dτ (κ) ≤ 1n < ρ by the second part of (6.17), the first part
of (6.17) gives
dτ
(
z ⊕ (a− ε)+
)
+ r < dτ (y).
Proposition 6.9 implies that this inequality holds for all τ ∈ QT(A). So z ⊕ (a −
ε)+ -A y by hypothesis. Now 〈y〉 ∈ Cu+(B) by construction, and z ⊕ (a − ε)+ ∈
Cu+(B) by Lemma 3.2 and Corollary 3.3, so Theorem 6.8 implies z⊕(a−ε)+ -B y.
Therefore (a− ε)+ -B y -B b. This completes the proof of Case 2.
Case 3 is the same as before, except with B in place of A everywhere. 
We now show that if B is large in A, then A is finite or purely infinite if and
only if B has the same property. We don’t directly use Theorem 6.8, because we
don’t assume that B is stably large.
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Proposition 6.15. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a large subalgebra. Then A is finite if and only if B is finite.
We do not need B to be stably large.
Proof of Proposition 6.15. If A is finite, then obviously B is finite. So assume A is
infinite; we prove that B is infinite. Choose s ∈ A such that s∗s = 1 and ss∗ 6= 1.
Set q = ss∗. With the help of Lemma 2.4, find x1, x2 ∈
(
(1 − q)A(1 − q))
+
such
that x1x2 = 0 and ‖x1‖ = ‖x2‖ = 1.
Choose ε > 0 such that 28ε < 1. Choose ρ > 0 as in Proposition 5.4 with n = 2
and δ = ε. We also require ρ ≤ ε. Apply Lemma 5.3, getting d1, d2 ∈ B+ such that
for j = 1, 2 we have
‖dj‖ = 1, dj -A xj , and ‖xjdj − dj‖ < ρ
2
.
Since x1x2 = 0, we get
‖d1d2‖ = ‖d1d2 − d1x1x2d2‖
≤ ‖d1 − d1x1‖ · ‖d2‖+ ‖d1x1‖ · ‖d2 − x2d2‖ < ρ
2
+
ρ
2
= ρ.
By the choice of ρ, there are c1, c2 ∈ B+ such that c1c2 = 0 and for j = 1, 2 we
have 0 ≤ cj ≤ 1 and ‖cj − dj‖ < ε. In particular, ‖cj‖ > 1− ε.
Define continuous functions f0, f1 : [0, 1]→ [0, 1] by
f0(λ) =
{
(1 − 2ε)−1λ 0 ≤ λ ≤ 1− 2ε
1 1− 2ε ≤ λ ≤ 1
and
f1(λ) =


0 0 ≤ λ ≤ 1− 2ε
ε−1[λ− (1 − 2ε)] 1− 2ε ≤ λ ≤ 1− ε
1 1− ε ≤ λ ≤ 1.
For j = 1, 2 set zj = f0(cj) and yj = f1(cj). Then ‖cj−zj‖ ≤ 2ε, so ‖dj−zj‖ < 3ε.
Also, ‖yj‖ = 1 and zjyj = yj . Furthermore, z1z2 = 0, so y1y2 = z1y2 = y1z2 = 0.
Define y = 1− z1 − z2. Then yy1 = yy2 = 0. We have
‖xjzj − zj‖ ≤ ‖xj‖ · ‖zj − dj‖+ ‖xjdj − dj‖+ ‖dj − zj‖ < 3ε+ ρ
2
+ 3ε < 7ε.
Since qxj = 0, we therefore get ‖qzj‖ = ‖qzj − qxjzj‖ < 7ε. So
‖qy − q‖ ≤ ‖qz1‖+ ‖qz2‖ < 14ε and ‖yqy − q‖ < 28ε.
Now use the definition of q at the first step, 28ε < 1 at the second step, Lemma 1.4(10)
at the third step, and Lemma 1.4(3) at the fifth step, getting
1 ∼A q ∼A (q − 28ε)+ -A yqy ≤ y2 ∼A y.
Apply Lemma 6.4 with a = 1, with b = y+y1, with c = y, and with x = y1. We get
1 -B y+ y1. Thus, there is v ∈ B such that ‖v(y+ y1)v∗− 1‖ < 12 . So v(y+ y1)1/2
has a right inverse. But v(y + y1)
1/2y2 = 0, whence v(y + y1)
1/2 is not invertible.
Thus B is infinite. 
Corollary 6.16. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a stably large subalgebra. Then A is stably finite if and only if B is
stably finite.
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Proof. The result is immediate from Proposition 6.15. 
Proposition 6.17. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a large subalgebra. Then A is purely infinite if and only if B is purely
infinite.
Again, we do not need to assume that B is stably large in A. Combining this
result with Proposition 6.15, we can deduce that if B is large in A, then B is infinite
but not purely infinite if and only if A is. Also, if B is large in A and A is stably
finite, then B is stably finite because it is a subalgebra of A. But, for now, we need
B to be stably large in A to deduce that if A is finite but not stably finite, then
the same is true of B.
Proof of Proposition 6.17. Assume first that B is purely infinite. Let a ∈ A+ \ {0}.
We must show that aAa contains a projection which is infinite in A. Without loss
of generality ‖a‖ = 1.
Choose ε ∈ (0, 18) and so small that whenever D is a C*-algebra and x ∈ D+
satisfies ‖x2 − x‖ < 12ε, then there is a projection q ∈ D such that ‖q − x‖ < 12 .
Lemma 5.3 provides b ∈ B+ such that ‖b‖ = 1 and ‖ab− b‖ < ε. Define continuous
functions f0, f1 : [0,∞)→ [0, 1] by
f0(λ) =
{
(1− ε)−1λ 0 ≤ λ ≤ 1− ε
1 1− ε ≤ λ
and
f1(λ) =


0 0 ≤ λ ≤ 1− ε
ε−1[λ− (1− ε)] 1− ε ≤ λ ≤ 1
1 1 ≤ λ.
Since f1(b) 6= 0 andB is purely infinite, there is an infinite projection p ∈ f1(b)Bf1(B).
Then f0(b)p = p. Since ‖b− f0(b)‖ ≤ ε, we get ‖bpb−p‖ ≤ 2ε, so ‖abpba−p‖ < 4ε,
and thus ‖(abpba)2 − abpba‖ < 12ε. Therefore there is a projection q ∈ aAa such
that ‖q − abpba‖ < 12 . Then
‖q − p‖ ≤ ‖q − abpba‖+ ‖abpba− p‖ < 12 + 4ε < 1.
Thus q is Murray-von Neumann equivalent to p by Proposition 4.6.6 of [5], and is
hence also infinite.
Now assume that A is purely infinite. We will prove that if a, b ∈ B+ \ {0}, than
a -B b. This shows that B is purely infinite in the sense of Definition 4.1 of [17],
and pure infiniteness in the usual sense now follows from Proposition 5.4 of [17].
Let (ej,k)j,k∈{1,2} be the standard system of matrix units for M2. Since M2 ⊗A
is purely infinite, there are a nonzero projection p ∈ bAb and s ∈M2⊗A such that
s∗s = 1⊗ 1 and ss∗ = e1,1⊗ p. Then there are nonzero projections c, x ∈ pAp such
that
s(e1,1 ⊗ 1)s∗ =
(
c 0
0 0
)
and s(e2,2 ⊗ 1)s∗ =
(
x 0
0 0
)
.
We want to apply Lemma 6.4 with a, b, c, and x as given. We have a -A c since
A is purely infinite. (See Theorem 2.2 of [21], in particular condition (vi).) The
remaining hypotheses of Lemma 6.4 are easily checked. So a -B b. 
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7. The orbit breaking subalgebra for an infinite set meeting each
orbit at most once
In this section, we let h : X → X be a homeomorphism of a compact Hausdorff
space X . Following Putnam [32], for Y ⊂ X closed we define the Y -orbit breaking
subalgebra C∗(Z, X, h)Y ⊂ C∗(Z, X, h). We prove that ifX is infinite, h is minimal,
and Y intersects each orbit at most once, then C∗(Z, X, h)Y is a large subalgebra
of C∗(Z, X, h) of crossed product type, in the sense of Definition 4.9.
Notation 7.1. Let G be a discrete group, let A be a C*-algebra, and let α : G→
Aut(A) be an action of G on A. We identify A with a subalgebra of C∗r (G,A, α)
in the standard way. We let ug ∈ M(C∗r (G,A, α)) be the standard unitary corre-
sponding to g ∈ G. When G = Z, we write just u for the unitary u1 corresponding
to the generator 1 ∈ Z. We let A[G] denote the dense *-subalgebra of C∗r (G,A, α)
consisting of sums
∑
g∈S agug with S ⊂ G finite and ag ∈ A for g ∈ S. We may
always assume 1 ∈ S. We let Eα : C∗r (G,A, α)→ A denote the standard conditional
expectation, defined on A[G] by Eα
(∑
g∈S agug
)
= a1. When α is understood, we
just write E.
When G acts on a compact Hausdorff space X , we use obvious analogs of this
notation for C∗r (G,X), with the action of G on C(X) being given by αg(f)(x) =
f(g−1x) for f ∈ C(X), g ∈ G, and x ∈ X . For a homeomorphism h : X → X ,
this means that the action is generated by the automorphism α(f) = f ◦ h−1 for
f ∈ C0(X). In particular, we have ufu∗ = f ◦ h−1.
Notation 7.2. For a locally compact Hausdorff space X and an open subset U ⊂
X , we use the abbreviation
C0(U) =
{
f ∈ C0(X) : f(x) = 0 for all x ∈ X \ U
} ⊂ C0(X).
This subalgebra is of course canonically isomorphic to the usual algebra C0(U)
when U is considered as a locally compact Hausdorff space in its own right.
In particular, if Y ⊂ X is closed, then
(7.1) C0(X \ Y ) =
{
f ∈ C0(X) : f(x) = 0 for all x ∈ Y
}
.
Definition 7.3. Let X be a locally compact Hausdorff space and let h : X → X be
a homeomorphism. Let Y ⊂ X be a nonempty closed subset, and, following (7.1),
define
C∗(Z, X, h)Y = C
∗
(
C(X), C0(X \ Y )u
) ⊂ C∗(Z, X, h).
We call it the Y -orbit breaking subalgebra of C∗(Z, X, h).
The idea of using subalgebras of this type is due to Putnam [32].
We have used a different convention from that used elsewhere, where one usually
takes
(7.2) C∗(Z, X, h)Y = C
∗
(
C(X), uC0(X \ Y )
)
.
The choice of convention in Definition 7.3 has the advantage that, when used in
connection with Rokhlin towers, the bases of the towers are subsets of Y rather
than of h(Y ).
Orbit breaking subalgebras (without the name, and using the convention (7.2)),
have a long history. For example:
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• The version with Y taken to consist of one point has been used many places.
It was introduced when X is the Cantor set by Putnam [32], along with the
version in which Y is a nonempty compact open set. An early application of
the one point version when X is not the Cantor set is in [22] and Section 4
of [29].
• The one point version plays a key role in [20].
• The version with two points on different orbits has been used by Toms and
Winter [39].
• Let X be the Cantor set and let h : X × S1 → X × S1 be a minimal
homeomorphism. For any x ∈ X , the set Y = {x} × S1 intersects each
orbit at most once. The algebra C∗(Z, X × S1, h)Y is introduced before
Proposition 3.3 of [19], where it is called Ax.
• A similar construction, with X × S1 × S1 in place of X × S1 and with
Y = {x} × S1 × S1, appears in Section 1 of [36].
• A six term exact sequence for the K-theory of some orbit breaking subal-
gebras is given in Example 2.6 of [33].
• Orbit breaking subalgebras of irrational rotation algebras are among the
examples studied in their own right in [15], and certain orbit breaking
subalgebras of some higher dimensional noncommutative tori are among
the examples studied in [37].
• The algebras C∗(Z, X, h)Z , for Z ⊂ X closed and with nonempty interior,
are used to obtain information about the orbit breaking subalgebras men-
tioned above. For every nonempty Y , the algebra C∗(Z, X, h)Y is a direct
limit of algebras C∗(Z, X, h)Z for Z ⊂ X with int(Z) 6= ∅, and int(Z) 6= ∅
implies that C∗(Z, X, h)Z is a recursive subhomogeneous algebra in the
sense of Definition 1.1 of [28].
We show that if Y intersects each orbit of h at most once, then C∗(Z, X, h)Y is
a large subalgebra of C∗(Z, X, h) of crossed product type.
Lemma 7.4. Let X be a compact Hausdorff space and let h : X → X be a minimal
homeomorphism. Let K ⊂ X be a compact set such that hn(K)∩K = ∅ for all n ∈
Z\{0}. Let U ⊂ X be a nonempty open subset. Then there exist l ∈ Z≥0, compact
sets K1,K2, . . . ,Kl ⊂ X , and n1, n2, . . . , nl ∈ Z>0, such that K ⊂
⋃l
j=1Kj and
such that hn1(K1), h
n2(K2), . . . , h
nl(Kl) are disjoint subsets of U .
Proof. Choose a nonempty open subset V ⊂ X such that V is compact and con-
tained in U . Minimality of the action implies that
⋃∞
n=1 h
−n(V ) = X . There-
fore there are distinct n1, n2, . . . , nl ∈ Z>0 such that K ⊂
⋃l
j=1 h
−nj (V ). For
j = 1, 2, . . . , l, define Kj = h
−nj
(
V
) ∩K, which is a compact subset of X . Clearly
K ⊂ ⋃lj=1Kj . For j = 1, 2, . . . , l, we have hnj (Kj) ⊂ V ⊂ U . Finally, for distinct
i, j ∈ {1, 2, . . . , l}, we have
hni(Ki) ∩ hnj (Kj) ⊂ hni
(
K ∩ hnj−ni(Kj)
)
= ∅.
This completes the proof. 
Proposition 7.5. Let X be a compact Hausdorff space and let h : X → X be
a homeomorphism. Let u ∈ C∗(Z, X, h) and E : C∗(Z, X, h) → C(X) be as in
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Notation 7.1. Let Y ⊂ X be a nonempty closed subset. For n ∈ Z, set
Yn =


⋃n−1
j=0 h
j(Y ) n > 0
∅ n = 0⋃−n
j=1 h
−j(Y ) n < 0.
Then
(7.3) C∗(Z, X, h)Y =
{
a ∈ C∗(Z, X, h) : E(au−n) ∈ C0(X \ Yn) for all n ∈ Z
}
and
(7.4) C∗(Z, X, h)Y ∩ C(X)[Z] = C∗(Z, X, h)Y .
Proof. Define
B =
{
a ∈ C∗(Z, X, h) : E(au−n) ∈ C0(X \ Yn) for all n ∈ Z
}
and
B0 = B ∩C(X)[Z].
We claim that B0 is dense in B. To see this, let b ∈ B and for k ∈ Z define
bk = E(bu
−k) ∈ C0(X \ Yk). Then for n ∈ Z>0, the element
an =
n−1∑
k=−n+1
(
1− |k|
n
)
bku
k.
is clearly in B0, and Theorem VIII.2.2 of [11] implies that limn→∞ an = b. The
claim follows. In particular, (7.4) will now follow from (7.3), so we need only
prove (7.3).
For 0 ≤ m ≤ n and 0 ≥ m ≥ n, we clearly have Ym ⊂ Yn.
We claim that for all n ∈ Z, we have
(7.5) h−n(Yn) = Y−n.
The case n = 0 is trivial, the case n > 0 is easy, and the case n < 0 follows from
the case n > 0.
We next claim that for all m,n ∈ Z, we have
Ym+n ⊂ Ym ∪ hm(Yn).
The case m = 0 or n = 0 is trivial. For m,n > 0 and also for m,n < 0, it is easy
to check that Ym+n = Ym ∪ hm(Yn).
Now suppose m > 0 and −m ≤ n < 0. Then 0 ≤ m+ n ≤ m, so
Ym+n ⊂ Ym ⊂ Ym ∪ hm(Yn).
If m > 0 and n < −m, then m+ n < 0, so
Ym+n =
−1⋃
j=m+n
hj(Y ) ⊂
m−1⋃
j=m+n
hj(Y ) =
m−1⋃
j=0
hj(Y ) ∪
m−1⋃
j=m+n
hj(Y ) = Ym ∪ hm(Yn).
Finally, suppose m < 0 and n > 0. Then, using (7.5) at the first and third steps,
and the already done case m > 0 and n < 0 at the second step, we get
Ym+n = h
m+n(Y−m−n) ⊂ hm+n
(
Y−m ∪ h−m(Y−n)
)
= hn(Ym) ∪ Yn.
This completes the proof of the claim.
We now claim that B0 is a *-algebra. It is enough to prove that if f ∈ C0(X\Ym)
and g ∈ C0(X \ Yn), then (fum)(gun) ∈ B0 and (fum)∗ ∈ B0. For the first, we
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have (fum)(gun) = f · (g ◦h−m) ·um+n. Now f · (g ◦h−m) vanishes on Ym∪hm(Yn),
so the previous claim implies that f · (g ◦ h−m) ∈ C0(X \ Ym+n). Also,
(fum)∗ = u−mf =
(
f ◦ hm)u−m,
and, using (7.5), the function f ◦hm vanishes on h−m(Ym) = Y−m, so (fum)∗ ∈ B0.
This proves the claim.
Since C(X) ⊂ B0 and C0(X \Y )u ⊂ B0, it follows that C∗(Z, X, h)Y ⊂ B0 = B.
We next claim that for all n ∈ Z, we have C0(X \Yn) ⊂ C∗(Z, X, h)Y . For n = 0
this is trivial. Let n > 0, and let f ∈ C0(X \ Yn). Define f0 = (sgn ◦ f)|f |1/n and
for j = 1, 2, . . . , n − 1 define fj = |f ◦ hj |1/n. The definition of Yn implies that
f0, f1, . . . , fn−1 ∈ C0(X \ Y ). Therefore the element
a = (f0u)(f1u) · · · (fn−1u)
is in C∗(Z, X, h)Y . Moreover, we can write
a = f0(uf1u
−1)(u2f2u
−2) · · · (un−1fn−1u−(n−1))un
= f0(f1 ◦ h−1)(f2 ◦ h−2) · · ·
(
fn−1 ◦ h−(n−1)
)
un = (sgn ◦ f)(|f |1/n)nun = fun.
Finally, suppose n < 0, and let f ∈ C0(X \ Yn). It follows from (7.5) that f ◦ hn ∈
C0(X \ Y−n), whence also f ◦ hn ∈ C0(X \ Y−n). Since −n > 0, we therefore get
fun =
(
u−nf
)∗
=
((
f ◦ hn)u−n)∗ ∈ C∗(Z, X, h)Y .
The claim is proved.
It now follows that B0 ⊂ C∗(Z, X, h)Y . Combining this result with B0 = B and
C∗(Z, X, h)Y ⊂ B, we get C∗(Z, X, h)Y = B. 
Corollary 7.6. Let X be a compact Hausdorff space and let h : X → X be a
homeomorphism. Let Y ⊂ X be a nonempty closed subset. Let u ∈ C∗(Z, X, h) be
the standard unitary, as in Notation 7.1, and let v ∈ C∗(Z, X, h−1) be the analogous
standard unitary in C∗(Z, X, h−1). Then there exists a unique homomorphism
ϕ : C∗(Z, X, h−1)→ C∗(Z, X, h) such that ϕ(f) = f for f ∈ C(X) and ϕ(v) = u∗,
the map ϕ is an isomorphism, and
ϕ
(
C∗(Z, X, h−1)h−1(Y )
)
= C∗(Z, X, h)Y .
Proof. Existence and uniqueness of ϕ, as well as the fact that ϕ is an isomorphism,
are all immediate from standard results about crossed products.
Set Z = h−1(Y ). For n ∈ Z, let Yn ⊂ X be as in the statement of Proposition 7.5,
and let Zn ⊂ X be the set analogous to Yn but using Z in place of Y and h−1 in
place of h. Since ϕ(fvn) = fu−n for all f ∈ C(X) and n ∈ Z, by Proposition 7.5
the formula ϕ
(
C∗(Z, X, h−1)h−1(Y )
)
= C∗(Z, X, h)Y is equivalent to Yn = Z−n for
all n ∈ Z. This equality is immediate from the definitions. 
Lemma 7.7. Let X be a compact Hausdorff space and let h : X → X be a minimal
homeomorphism. Let Y ⊂ X be a compact subset such that hn(Y ) ∩ Y = ∅ for
all n ∈ Z \ {0}. Let U ⊂ X be a nonempty open subset and let n ∈ Z. Then there
exist f, g ∈ C(X)+ such that
f |hn(Y ) = 1, 0 ≤ f ≤ 1, supp(g) ⊂ U, and f -C∗(Z,X,h)Y g.
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Proof. We first prove this when n = 0.
Apply Lemma 7.4 with Y in place of K, obtaining l ∈ Z≥0, compact sets
Y1, Y2, . . . , Yl ⊂ X , and n1, n2, . . . , nl ∈ Z>0. Set N = max(n1, n2, . . . , nl). Choose
disjoint open sets V1, V2, . . . , Vl ⊂ U such that hnj (Yj) ⊂ Vj for j = 1, 2, . . . , l.
Then Yj ⊂ h−nj (Vj), so the sets h−n1(V1), h−n2(V2), . . . , h−nl(Vl) cover Y . For
j = 1, 2, . . . , l, define
Wj = h
−nj (Vj) ∩
(
X \
N⋃
n=1
h−n(Y )
)
.
Then W1,W2, . . . ,Wl form an open cover of Y . Therefore there are f1, f2, . . . , fl ∈
C(X)+ such that for j = 1, 2, . . . , l we have supp(fj) ⊂ Wj and 0 ≤ fj ≤ 1, and
such that the function f =
∑l
j=1 fj satisfies f(x) = 1 for all x ∈ Y and 0 ≤ f ≤ 1.
Further define g =
∑l
j=1 fj ◦ h−nj . Then supp(g) ⊂ U .
Let u ∈ C∗(Z, X, h) be as in Notation 7.1. For j = 1, 2, . . . , l, set aj = f1/2j u−nj .
Since fj vanishes on
⋃nj
n=1 h
−n(Y ), Proposition 7.5 implies that aj ∈ C∗(Z, X, h)Y .
Therefore, in C∗(Z, X, h)Y we have
fj ◦ h−nj = a∗jaj ∼C∗(Z,X,h)Y aja∗j = fj .
Consequently, using Lemma 1.4(12) at the second step and Lemma 1.4(13) and
disjointness of the supports of the functions fj ◦ h−nj at the last step, we have
f =
l∑
j=1
fj -C∗(Z,X,h)Y
l⊕
j=1
fj ∼C∗(Z,X,h)Y
l⊕
j=1
fj ◦ h−nj ∼C∗(Z,X,h)Y g.
This completes the proof for n = 0.
Now suppose that n > 0. Choose functions f and g for the case n = 0, and call
them f0 and g. Since f0(x) = 1 for all x ∈ Y , and since Y ∩
⋃n
l=1 h
−l(Y ) = ∅,
there is f1 ∈ C(X) with 0 ≤ f1 ≤ f0, f1(x) = 1 for all x ∈ Y , and f1(x) = 0
for x ∈ ⋃nl=1 h−l(Y ). Set v = f1/21 u−n and f = f1 ◦ h−n. Then f(x) = 1 for all
x ∈ hn(Y ) and 0 ≤ f ≤ 1. Proposition 7.5 implies that v ∈ C∗(Z, X, h)Y . We have
v∗v = unf1u
−n = f1 ◦ h−n = f and vv∗ = f1.
Using Lemma 1.4(4), we thus get
f ∼C∗(Z,X,h)Y f1 ≤ f0 -C∗(Z,X,h)Y g.
This completes the proof for the case n > 0.
Finally, we consider the case n < 0. In this case, we have −n− 1 ≥ 0. Apply the
cases already done with h−1 in place of h. We get f, g ∈ C∗(Z, X, h−1)h−1(Y ) such
that f(x) = 1 for all x ∈ (h−1)−n−1(h−1(Y )) = hn(Y ), such that 0 ≤ f ≤ 1, such
that supp(g) ⊂ U , and such that f -C∗(Z,X,h−1)
h−1(Y )
g. Let ϕ : C∗(Z, X, h−1) →
C∗(Z, X, h) be the isomorphism of Corollary 7.6. Then
ϕ(f) = f, ϕ(g) = g, and ϕ
(
C∗(Z, X, h−1)h−1(Y )
)
= C∗(Z, X, h)Y .
Therefore f -C∗(Z,X,h)Y g. 
Lemma 7.8. Let G be a discrete group, let X be a compact space, and suppose
G acts on X in such a way that for every finite set S ⊂ G, the set
{x ∈ X : gx 6= x for all g ∈ S}
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is dense in X . Following Notation 7.1, let a ∈ C(X)[G] ⊂ C∗r (G,X) and let ε > 0.
Then there exists f ∈ C(X) such that
0 ≤ f ≤ 1, fa∗af ∈ C(X), and ‖fa∗af‖ ≥ ‖Eα(a∗a)‖ − ε.
Proof. Set b = a∗a. If Eα(b) ≤ ε, we can take f = 0. So assume Eα(b) > ε. Then
there are a finite set T ⊂ G and bg ∈ C(X) for g ∈ T such that b =
∑
g∈T bgug.
Necessarily 1 ∈ T and b1 = Eα(b) is a nonzero positive element. Define
U =
{
x ∈ X : b1(x) > ‖E(a∗a)‖ − ε
}
,
which is a nonempty open subset of X . Since
V = {x ∈ X : gx 6= x for all g ∈ T}
is dense in X , we have U ∩ V 6= ∅, and there is a nonempty open set W ⊂ U ∩ V
such that the sets gW , for g ∈ T , are pairwise disjoint. Fix x0 ∈W . Let f ∈ C(X)
satisfy
0 ≤ f ≤ 1, supp(f) ⊂W, and f(x0) = 1.
Let α : G→ Aut(C(X)) be as in Notation 7.1. Then
fbf = fb1f +
∑
g∈T\{1}
fbgugf = fb1f +
∑
g∈T\{1}
fbgαg(f)ug.
For g ∈ T \ {1} we have supp(f) ⊂ W and supp(αg(f)) ⊂ gW , so fbgαg(f) =
bgfαg(f) = 0. Thus fbf = fb1f ∈ C(X), and
‖fb1f‖ ≥ f(x0)b1(x0)f(x0) = b1(x0) > ‖Eα(a∗a)‖ − ε.
This completes the proof. 
Lemma 7.9. Let G be a discrete group, let X be a compact space, and suppose
G acts on X in such a way that for every finite set S ⊂ G, the set
{x ∈ X : gx 6= x for all g ∈ S}
is dense in X . Let B ⊂ C∗r (G,X) be a unital subalgebra such that, following
Notation 7.1:
(1) C(X) ⊂ B.
(2) B ∩ C(X)[G] is dense in B.
Let a ∈ B+ \ {0}. Then there exists b ∈ C(X)+ \ {0} such that b -B a.
Proof. We continue to follow Notation 7.1. Without loss of generality ‖a‖ ≤ 1.
The conditional expectation Eα : C
∗
r (G,X)→ C(X) is faithful. Therefore Eα(a) ∈
C(X) is a nonzero positive element. Set ε = 16‖Eα(a)‖. Choose c ∈ B ∩ C(X)[G]
such that ‖c− a1/2‖ < ε and ‖c‖ ≤ 1. Then
‖cc∗ − a‖ < 2ε and ‖c∗c− a‖ < 2ε.
Apply Lemma 7.8 with c in place of a and with ε as given, obtaining f ∈ C(X) as
there. We have
‖fc∗cf‖ > ‖Eα(c∗c)‖ − ε > ‖Eα(a)‖ − 3ε = 3ε.
Therefore (fc∗cf − 2ε)+ is a nonzero element of C(X). Using Lemma 1.4(6) at the
first step, Lemma 1.7 and cf2c∗ ≤ cc∗ at the second step, and Lemma 1.4(10) and
‖cc∗ − a‖ < 2ε at the last step, we then have
(fc∗cf − 2ε)+ ∼B (cf2c∗ − 2ε)+ -B (cc∗ − 2ε)+ -B a.
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This completes the proof. 
Theorem 7.10. Let X be a compact Hausdorff space and let h : X → X be a
minimal homeomorphism. Let Y ⊂ X be a compact subset such that hn(Y )∩Y = ∅
for all n ∈ Z\{0}. Then C∗(Z, X, h)Y is a large subalgebra of C∗(Z, X, h) of crossed
product type in the sense of Definition 4.9.
Proof. We verify the hypotheses of Proposition 4.11. We follow Notation 7.1. Set
A = C∗(Z, X, h), B = C∗(Z, X, h)Y , C = C(X), and G = {u}.
Since h is minimal, it is well known that A is simple and finite. In particular,
condition (1) of Proposition 4.11 holds.
We next verify condition (2) of Proposition 4.11. All parts are obvious ex-
cept (2d). So let a ∈ A+ \ {0} and b ∈ B+ \ {0}. Apply Lemma 7.9 with G = Z
twice, the first time with A in place of B and a as given and the second time with
B as given (this is justified by Proposition 7.5) and with b in place of a. We get
a0, b0 ∈ C(X)+ \ {0} such that a0 -A a and b0 -B b. Set
U = {x ∈ X : a0(x) 6= 0} and V = {x ∈ X : b0(x) 6= 0}.
Choose a point z ∈ Y . By minimality, there is n ∈ Z such that hn(z) ∈ U . By
Lemma 7.7, there exist f0, g ∈ C(X)+ such that f0(x) = 1 for all x ∈ hn(Y ), such
that 0 ≤ f0 ≤ 1, such that supp(g) ⊂ V , and such that f0 -B g. Choose f1 ∈ C(X)
such that
0 ≤ f1 ≤ 1, f1(hn(z)) = 1, and supp(f1) ⊂ U.
Set f = f0f1. Then f(h
n(z)) = 1, so f 6= 0, and
f ≤ f1 -C(X) a0 -A a and f ≤ f0 -B g -C(X) b0 -B b.
This completes the proof of condition (2d).
We now prove condition (3). Let m ∈ Z>0, let a1, a2, . . . , am ∈ A, let ε > 0, and
let b ∈ B+ \ {0}.
Choose c1, c2, . . . , cm ∈ C(X)[Z] such that ‖cj − aj‖ < ε for j = 1, 2, . . . ,m.
(This estimate is condition (3b).) Choose N ∈ Z>0 such that for j = 1, 2, . . . ,m
there are cj,l ∈ C(X) for l = −N, −N + 1, . . . , N − 1, N with
cj =
N∑
l=−N
cj,lu
l.
Apply Lemma 7.9 to B in the same way as in the verification of condition (2)
to find f ∈ C(X)+ \ {0} such that f -B b. Set U = {x ∈ X : f(x) 6= 0}, and
choose nonempty disjoint open sets Ul ⊂ U for l = −N, −N + 1, . . . , N − 1, N .
For each such l, use Lemma 7.7 to choose fl, rl ∈ C(X)+ such that rl(x) = 1 for all
x ∈ hl(Y ), such that 0 ≤ rl ≤ 1, such that supp(fl) ⊂ Ul, and such that rl -B fl.
Choose an open set W containing Y such that
h−N (W ), h−N+1(W ), . . . , hN−1(W ), hN(W )
are disjoint, and choose r ∈ C(X) such that 0 ≤ r ≤ 1, r(x) = 1 for all x ∈ Y , and
supp(r) ⊂W . Set
g0 = r ·
N∏
l=−N
rl ◦ hl.
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Set gl = g0 ◦ h−l for l = −N, −N + 1, . . . , N − 1, N . Then 0 ≤ gl ≤ rl ≤ 1.
Set g =
∑N
l=−N gl. The supports of the functions gl are disjoint, so 0 ≤ g ≤ 1.
This is condition (3a). Using Lemma 1.4(13) at the first and fourth steps and
Lemma 1.4(14) at the third step, we get
g ∼B
N⊕
l=−N
gl ≤
N⊕
l=−N
rl -B
N⊕
l=−N
fl ∼C(X)
N∑
l=−N
fl -C(X) f -B b.
This is condition (3d).
It remains to verify condition (3c). Since 1− g vanishes on the sets
h−N(Y ), h−N+1(Y ), . . . , hN−2(Y ), hN−1(Y ),
Proposition 7.5 implies that (1− g)ul ∈ B for l = −N, −N +1, . . . , N − 1, N . For
j = 1, 2, . . . ,m, since cj,l ∈ C(X) ⊂ B for l = −N, −N + 1, . . . , N − 1, N , we get
(1− g)cj =
N∑
l=−N
cj,l · (1− g)ul ∈ B.
This completes the verification of condition (3c), and the proof of the theorem. 
In the proof, it is also true that cj(1 − g) ∈ B.
Corollary 7.11. Let X be a compact Hausdorff space and let h : X → X be a
minimal homeomorphism. Let Y ⊂ X be a compact subset such that hn(Y )∩Y = ∅
for all n ∈ Z \ {0}. Then C∗(Z, X, h)Y is a stably large subalgebra of C∗(Z, X, h)
in the sense of Definition 5.1.
Proof. Since C∗(Z, X, h) is stably finite, we can combine Theorem 7.10, Proposi-
tion 4.10, and Corollary 5.8. 
In Theorem 7.10, the condition hn(Y ) ∩ Y = ∅ for n ∈ Z \ {0} is necessary. If
it fails, then C∗(Z, X, h)Y is not even simple. Presumably this can be gotten fairly
easily by examining the corresponding groupoid, but we can give an easy direct
proof.
Proposition 7.12. Let X be an infinite compact Hausdorff space and let h : X →
X be a minimal homeomorphism. Let Y ⊂ X be a compact subset. Suppose there
is n ∈ Z such that hn(Y ) ∩ Y 6= ∅. Then C∗(Z, X, h)Y has a nontrivial finite
dimensional quotient.
Proof. We first assume that there are y ∈ Y and n ∈ Z>0 such that hn(y) ∈ Y .
Let pi : C∗(Z, X, h) → l2(Z) be the regular representation of C∗(Z, X, h) gotten
from the one dimensional representation f 7→ f(y) of C(X). Explicitly, letting
δm ∈ l2(Z) be the standard basis vector atm ∈ Z, this representation is determined
by pi(u)δm = δm+1 for m ∈ Z and pi(f)δm = f(hm(y))δm for m ∈ Z and f ∈ C(Y ).
Set H0 = l
2
({0, 1, . . . , n− 1}) ⊂ l2(Z). We claim that if a ∈ C∗(Z, X, h)Y then
pi(a)H0 ⊂ H0. It suffices to show that if f ∈ C(X) and m ∈ {0, 1, . . . , n− 1}, then
(7.6) pi(f)δm ∈ H0,
and that if, in addition, f |Y = 0, then
(7.7) pi(fu)δm ∈ H0 and pi(fu)∗δm ∈ H0.
The relation (7.6) is immediate. For the first part of (7.7), assuming f |Y = 0, we
observe that pi(fu)δm = f(h
m+1(y))δm+1. If m ∈ {0, 1, . . . , n− 2}, this expression
LARGE SUBALGEBRAS 53
is clearly in H0. If m = n − 1, it is in H0 because f(hm+1(y)) = 0. The second
part of (7.7) is similar: pi(fu)∗δm = f(h
m(y))δm−1, which is clearly in H0 if m ∈
{1, 2, . . . , n− 1}, and is zero if m = 0. The claim is proved.
Now let p ∈ L(l2(Z)) be the projection on H0. Then a 7→ ppi(a)p is a unital
homomorphism from C∗(Z, X, h)Y to L(H0) ∼= Mn. This completes the proof
under the assumption that there is n > 0 such that hn(Y ) ∩ Y = ∅.
To finish the proof, assume that there is n ∈ Z>0 such that h−n(Y ) ∩ Y = ∅.
Set Z = h−n(Y ). Then u−nC∗(Z, X, h)Y u
n = C∗(Z, X, h)Z , and C
∗(Z, X, h)Z has
a nontrivial finite dimensional quotient by the case already done, so C∗(Z, X, h)Y
has a nontrivial finite dimensional quotient. 
Example 7.13. We show that the incusion of a large subalgebra need not be an
isomorphism on the Cuntz semigroups. In particular, Theorem 6.8 fails if one does
not delete the classes of projections in the Cuntz semigroups.
Let X be the Cantor set, let h : X → X be a minimal homeomorphism, let
y1, y2 ∈ X be points on distinct orbits of h, and set Y = {y1, y2}. Set A =
C∗(Z, X, h) and B = C∗(Z, X, h)Y . Let ι : B → A be the inclusion. It follows
from Theorem 4.1 of [32] that ι∗ : K0(B) → K0(A) is not injective. Therefore
there are two projections p1, p2 ∈ M∞(B) which are not Murray-von Neumann
equivalent inM∞(B) but are Murray-von Neumann equivalent inM∞(A). Since B
and A are stably finite, the maps from the sets of Murray-von Neumann equivalence
classes of projections over these algebras to their Cuntz semigroups (both W (−)
and Cu(−)) are injective. Therefore ι∗ : W (B) → W (A) and ι∗ : Cu(B) → Cu(A)
are not injective. However, B is stably large in A by Corollary 7.11.
We presume that much more complicated things can go wrong with the map
Cu(C∗(Z, X, h)Y )→ Cu(C∗(Z, X, h)). In some cases, the mapK0(C∗(Z, X, h)Y )→
K0(C
∗(Z, X, h)) can be computed using Example 2.6 of [33].
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