Introduction
Aircraft dynamic models typically include parameters which quantify the dependence of aerodynamic forces and moments on state and control variables.
The values of these parameters are often estimated from flight test data. A good quantitative assessment of the accuracy of these parameter estimates is important for a variety of reasons related to experiment design, modeling, simulation, and flight control.
Maximum
likelihood I is commonly used to estimate aerodynamic parameters from flight test data. Assuming the model structure is correct, maximum likelihood parameter estimates approach the true parameter values, and the parameter variances approach their theoretical minimum values (the Cram6r-Rao lower bounds), as the number of measured data points increases. Generally, a flight test data record length at least 2-3 times the period of the slowest dynamic mode to be modeled is sufficient for the parameter biases to be small and for the parameter variances to closely approach the Cram6r-Rao bounds 2. In such cases, the Cram6r-Rao bound can be used as a good approximation to the variance of maximum likelihood parameter estimates. In reference [2], several engineering solutions were proposed to correct for the discrepancy.
Each solution was based on the assumption that most of the residual power for real flight data analysis is concentrated in roughly the same frequency band as the rigid body dynamics and is due to deterministic modeling error. This assumption is stretched when relatively high frequency structural modes appear in the data or when the broad band random noise has a large enough magnitude to rival the power of the narrow band noise due to modeling error.
For multiple outputs, the noise power from broad band random noise compared to that from narrow band deterministic modeling error is different for each output because of differences in the sensor characteristics and the physical quantity being measured. 
Theoretical Development
The aircraft dynamic model can be represented as
The notation y(i) represents the sampled value of y(t) at
There are N sampled data points. For conventional maximum likelihood, the discrete measurement noise vector x_(i) is assumed to be zero mean white Gaussian and band limited at the Nyquist frequency,
The maximum likelihood estimate of the parameter vector maximizes the conditional probability of realizing the measurements 1,5:
where Z is the set of all measurement vectors z(i), for i=1, 2 ..... N. The conditional probability distribution,
P(ZI0)
, also known as the likelihood function, is given
Maximizing the likelihood function in Eq. (7) is equivalent to minimizing its negative logarithm, known as the log likelihood function,
where the added constant n°N ln(27r) was omitted because 2 it has no effect on the optimization. When R is known, minimizing the log likelihood function in Eq. (8) is equivalent to minimizing the cost function
The cost in Eq. (9) 
The parameter vector update from Eq. (11) is added to the current estimate of the parameter vector in order to approach the true value of the parameter vector. In practice, there are times when the parameter vector update computed from Eq. (11) leads to an increase in the cost function or a divergence. This is because the modified Newton-Raphson step assumes that the current estimate of the parameter vector is near the true value. Using several iterations of a simplex algorithm II when the modified Newton-Raphson step produced an increase in the cost was found to be very effective in avoiding divergence and reaching a solution.
This approach was followed in the present study.
When repeated application of Eq. (11) converges, an estimate of the measurement noise covariance matrix, R, can be obtained from the output residuals. The expression for the estimate of R comes from taking the derivative of the right hand side of Eq. (8) with respect to R, setting the result equal to zero, and solving for R,
For practical computation, simultaneous satisfaction of the numerical criteria given below were used to define convergence of the maximum likelihood estimation:
where k denotes the current estimate iteration number and _, denotes the estimate of the ith diagonal element of R. The approximate expression for the cost gradient with respect to the parameters (Eq. (13)) was used for the last criterion in (14).
The minimum achievable parameter variances, the Cram6r-Rao lower bounds, are given by the diagonal elements of the dispersion matrix, D 1,2,5. This dispersion matrix is defined as the inverse of the information matrix M, the latter being a measure of the information contained in the data from an experiment. The expressions for these matrices are 1,2,5
The square root of the jth diagonal element of D, djj, gives the Cramtr-Rao lower bound for the standard error of the jth parameter estimate,
It can be seen from Eqs. (11) and (16) that the dispersion matrix is computed when determining the modified Newton-Raphson step as part of the conventional maximum likelihood estimation.
The assumption that the output residuals are white and therefore uncorrelated in time is implicit in the algorithm and indicated in Eq. (5). The next section details the theory involved in accounting for arbitrary colored output residuals, which are correlated in time.
When the conventional maximum likelihood estimation has converged, the estimated parameter vector will be close to the true value and Eq. (11) holds. Define the residual vector
The estimated parameter covariance matrix can be expressed using Eq. (11) with substitutions from the definitions in Eqs. (16) and (18),
If it is assumed that the discrete noise covariance matrix and the output sensitivities do not depend on the parameter vector estimate at the maximum likelihood solution, then the estimated parameter covariance matrix can be written as
When the output residuals are assumed to be zero mean white (cf Eq. (5)), then
From Eqs. (16), (20) and (21) it is easy to see that the parameter covariance matrix reduces to the dispersion matrix D when the output residuals are white.
For colored residuals,
where
is the autocorrelation of the output residuals, so that the estimated parameter covariance matrix can be computed from Eq. (20) using an estimated value for 9_w(i-j).
Define the discrete unbiased estimate of the output residual autocorrelation 12 
Results
The longitudinal short period dynamics of the F-18
HARV fighter aircraft at approximately 20 degrees angle of attack were studied.
The model state equations in wind axes are given by
with measurement equations (26)
assuming that Cz =-Ct., azw = a z, and where
Initial conditions for the states were computed from the measured time histories of a and q using a time domain smoother 13.
To validate the new technique for computing Cramdr-Rao bounds, two hundred Monte Carlo simulation runs were made using various colored measurement noise processes. Each noise sequence had part of its power in the frequencies between 0 hz and 1 hz inclusive (roughly the frequency band of the uncorrupted simulation outputs), with the remaining power taken up by white Gaussian noise out to the Nyquist frequency.
The narrow band portion of the colored noise sequence was generated by passing zero mean white Gaussian noise through a fifth order Chebyshev low pass filter with frequency cutoff set at 1 hz. The resulting narrow band noise was combined with wide band noise from a separate realization of the zero mean white Gaussian noise process. The percentage of the total noise power from the narrow band noise was determined for each Monte Carlo run by a random number with uniform distribution on the interval [0,100]. This procedure was carried out for each simulated output on each Monte Carlo run, and the resulting colored noise sequences were scaled to achieve approximately a 5 to i signal to noise ratio for all simulated outputs. Figure 1 shows the power spectral density for the colored noise added to a for run 200, where 19% of the noise power was in the frequency range of 0 hz to 1 hz, inclusive.
Colored noise sequences generated in this way are representative of residual sequences observed when analyzing real flight test data, and were used for that reason.
To make the Monte Carlo simulation runs realistic, the stabilator input was taken from measured data for the F-18 HARV flying a maneuver designed specifically for accurate parameter estimation 14. The stabilator input is shown as the solid line in figure 2 . The values of the parameters used in the simulations (given in column 2 of Table 1 ) approximately reflect the short period dynamics of the F-I 8 HARV at 20 degrees angle of attack. The stabilator input and parameter values were the same for each simulated data run, so that the information in the data was constant. The sampling rate was 50 hz and the data record length was 14 seconds. Maximum likelihood estimation as described in the previous section was used to estimate the parameters. 
where the subscript c denotes values for the corrected Cramdr-Rao bounds.
For a maximum likelihood estimator, the probability distribution of the parameter estimates about their true value Corresponding histograms for the other estimated parameters were similar. It follows that r/and r/c should be less than 3 almost all the time if the computed Cram6r-Rao bounds reflect the true accuracy of the parameter estimates. Table 1 shows results for two representative Monte Carlo runs. Columns 4 and 5 for run 47 and columns 7 and 8 for run 185 show that the corrected Cram6r-Rao bounds accurately reflected the true parameter accuracy, while the conventional CramSr-Rao bounds were optimistic (i.e., too small) and produced 7"/ratios which exceeded 3 for almost every estimated parameter.
Considering the full set of two hundred Monte Carlo runs, Table 2 gives the mean values and standard errors of I/ and r/c for each estimated parameter.
This data shows that the conventional Cram6r-Rao bounds were inaccurate on the average and exhibited a large variability, while the converse was true for the corrected Cram&-Rao bounds. show the ratio of the sample standard errors for the parameter estimates to _ and _c, respectively. These values are far less than 3 for the corrected calculation of the Cram6r-Rao bounds, indicating a proper accounting for the changes in the residual spectra, while the conventional calculation of the Cram6r-Rao bound was optimistic, producing values of the s/_ ratio greater than 3.
The data in Tables 1,2 , and 3 demonstrate that the extent to which the conventional Cram6r-Rao bounds misrepresented the true parameter accuracy was neither consistent nor predictable from parameter to parameter or from run to run. This phenomena has been observed previously when analyzing flight test data from repeated maneuvers 6. It follows that the common practice of applying a fixed correction factor to the conventional calculation of the Cram6r-Rao bounds is incorrect to a varying and unpredictable degree in cases where coloring of the residual spectrum varies, as in this simulation study. Changes in the coloring of the residuals similar to those studied here can easily be brought about in practice by changes in the model structure, the maneuver, the flight condition, or the instrumentation.
Next, flight test data was analyzed from five repeats of the same longitudinal maneuver, flown on the F-18 HARV at approximately 20 degrees angle of attack and 25,000 feet. The input was applied to the symmetric stabilator by a computerized On-Board Excitation System (OBES), so that the runs were very nearly repeats of one another. Figure 2 shows the excellent repeatability using the OBES system for the five repeated flight test runs of the stabilator input maneuver. All of the data used for analysis was sampled at 50 hz. Corrections were applied to the angle of attack and accelerometer measurements to account for sensor offsets from the center of gravity, and the angle of attack measurement was corrected for upwash. Data compatibility analysis 15 revealed that the data from the sensors was consistent to a degree which warranted no further corrections.
Maximum likelihood estimation was carried out using the same procedure as for the Monte Carlo simulation runs. The same model given in Eqs. (26)- (27) was used. Table 4 gives flight test results in a form similar to Table 3 . Column 7 shows that the corrected Cram6r-Rao bounds were an accurate measure of the scatter in the parameter estimates.
In column 5, the conventional Cram6r-Rao bounds were again optimistic for the pitching moment (Cu) parameters but were close to correct for the vertical force (Cz) parameters. The reason is that the o_ and az measurements are the main influences on the Cz parameters, and the residuals for both these outputs exhibited considerable power at high frequencies, due to unmodeled structural modes. The power spectrum for a typical az residual (from run !) is shown in figure 4.
These colored residual spectra roughly resembled constant power out to the Nyquist frequency, which is the assumption made in the theory underlying the conventional Cram6r-Rao bound calculation. The q measurement did not have these high frequency components, so the conventional Cram6r-Rao bound calculation gave very optimistic values for the Cu parameters.
The power spectrum for a typical q residual (from run 1) is shown in figure 5 . The corrected calculation of the Cram6r-Rao bound worked equally well for the Cz and CM parameters because information about the particular coloring of the residuals is incorporated automatically via the autocorrelation estimate from Eq. (23) used in Eq. (24).
Figures 6 and 7 depict the parameter estimation results for the aerodynamic parameters. The error bars represent the Cram6r-Rao bounds for the standard errors computed using the conventional calculation for figure 6 and the corrected calculation for figure 7. The error bars in the lower three plots of figure 6 are difficult to see because they are roughly the size of the circles on the plot marking the individual parameter estimates. These plots and the accompanying data in Table 4 show that the standard calculation for the CramEr-Rao bounds gave optimistic values compared to the scatter in the estimates from repeated maneuvers, whereas the corrected calculation for the Cram6r-Rao bounds produced Cram6r-Rao bounds which accurately reflected the scatter of the estimates. 
