While most first language acquisition research to date has focused on the development of children's linguistic competence, a number of research teams have also investigated the mechanisms children employ to process sentence-level and word-level information in real time, by applying experimental techniques familiar from the adult processing literature to children. This chapter presents an overview of different kinds of behavioral tasks for investigating both morphological and syntactic processing in children focusing on three techniques that we have explored in our own research on children's on-line language processing: self-paced listening, crossmodal priming, and speeded production.
Introduction
In 1996, Cecile McKee presented an overview of the very small number of on-line techniques suitable for studying syntactic processing in children that were available at the time. The purpose of this chapter is to provide an updated overview. My focus will be on children's grammatical processing and on different kinds of behavioral tasks for investigating morphological and syntactic processing in children.
Language processing can be conceived of as a sequence of operations, each of which transforms a linguistic representation of a stimulus into a linguistic representation of a different form. Research into language processing examines how linguistic representations are constructed in real time during the comprehension and production of language and how different sources of information become available over time. To study the processes involved in production and comprehension as they 3 occur, time-sensitive, so-called on-line, measures of language processing are required.
The advantages of using on-line experimental techniques are that they allow us to tap into automatic unconscious processes involved in language comprehension and production and that they minimize participants' reliance on explicit or metalinguistic knowledge. There are two basic types of time-sensitive measures available to examine language processing: behavioral measures (e.g. comprehension response times and production latencies) and physiological measures (e.g. event-related brain potentials (ERPs) and eye-movements). As the latter will be presented in other chapters of this book (see Maennel & Friederici for ERPs, and Trueswell for eye-movement experiments), I will only be concerned with behavioral measures of language processing here.
Before presenting an overview of behavioral experimental methods, it is necessary to establish some criteria against which the various methods can be evaluated. The first criterion concerns the time-sensitivity of a technique and asks at which point in time during language processing a particular measure is taken. Clearly, if a technique measures responses at the offset of a stimulus, e.g. at the end of a sentence, it is not particularly revealing for understanding the moment-by-moment characteristics of processes occurring during the processing of that sentence. The second criterion is whether the stimuli are presented in a natural way allowing participants to process them using normal listening or reading. As we will see, this is particularly difficult to achieve for behavioral experimental tasks. The third question we ask is whether the experimental task assigned to participants is child-appropriate.
Some techniques require a dual task, e.g. monitoring for a visual target while listening to a sentence, which may be too challenging for young children. The fourth criterion is whether a technique is linguistically versatile, i.e. applicable to a range of different linguistic phenomena. Finally, we will ask whether a technique is field-compatible.
This refers to practical considerations in running experiments with children. In some circumstances, for example, it is impossible to bring children into the lab. In such cases, it would be advantageous if a technique required minimal equipment so that children can be tested at their schools or their homes.
In the remainder of this chapter, I will consider behavioral methods first for studying on-line sentence comprehension and second for investigating language production. My focus will be on the advantages and disadvantages of three techniques that we have explored in our own research on children's on-line language processing, (i) the self-paced listening task to examine children's comprehension of ambiguous sentences, (ii) the cross-modal picture priming task to study children's comprehension of syntactic dependencies, specifically wh-dependencies, and (iii) the speeded production task to investigate processes involved in children's production of morphologically complex words.
Behavioral methods for studying grammatical comprehension
The adult psycholinguistic literature offers a range of behavioral methods for investigating on-line grammatical comprehension, but only a small number of techniques have been used with children: word monitoring during sentence comprehension, probe recognition, speeded grammaticality judgment, self-paced reading and listening, and cross-modal priming. What is common to these techniques is that they can be used with children from about 4 or 5 years of age onwards to study relatively complex syntactic phenomena. The study of language processing in infants requires different techniques measuring, for example, preferential looking and headturning patterns (see Fernald, Zangl, Portillo, and Marchman, this volume) . Here, I 5 will first briefly present word monitoring, probe recognition, and speeded grammaticality judgment, and then discuss in some more detail self-paced reading, self-paced listening and cross-modal priming. Tyler & Marslen-Wilson (1981) were among the first to investigate on-line sentence comprehension in children. They used a task in which participants monitor linguistic stimuli, e.g. auditorily presented sentences as such as those in (1), for a particular target word, e.g. the word hand. The participant's response, usually either a button press or a vocal response, indicates that the participant has noted the occurrence of the target in the sentence. Word-monitoring times are measured from the target's occurrence in the sentence to the participant's response.
Word monitoring
(1) a. John had to go back home. He had fallen out of the swing and had hurt his hand on the ground. b. John had to sit on the shop. He had lived out of the kitchen and had enjoyed his hand in the mud c. The on sit top to had John. He lived had and kitchen the out his of had enjoyed hand mud in the Tyler & Marslen-Wilson (1981) applied this technique to 5, 7, and 10-year-old children‚ and found that the children's ability to detect a word target showed the same pattern of degradation as it did in adults with the shortest monitoring times for contextually appropriate sentences (1a), followed by contextually inappropriate sentences (1b), and semantically and syntactically anomalous sentences (1c). This 6 finding was taken to indicate that children and adults analyze sentences in essentially the same way, i.e., children like adults use context information to construct interpretative representations on-line which in turn facilitates the recognition process of the target words. In the category monitoring task, however, in which children had to monitor the sentences for a member of a particular semantic category (e.g. 'Monitor for body parts'), the 5-year olds differed from the older children in that the facilitating effect of contextually appropriate sentences (=1a) was smaller than for the 7 and 10-year olds. Tyler & Marslen-Wilson (1981) attributed this finding to the additional processing cost associated with semantic-attribute matching -possibly in conjunction with a more general problem with utilizing certain types of pragmatic cues during sentence comprehension. Tyler & Marslen-Wilson's (1981) word-monitoring task allows the researcher to examine the role of different kinds of contextual information for word recognition.
The task provides a time-sensitive measure of word recognition in context and allows listeners to process the auditorily presented sentences in a normal way. However, as McKee (1996) pointed out, a disadvantage of this technique is that only a limited range of relations between target words and their host material can be studied with this technique. It is, for example, hard to see how coreference relations and other kinds of syntactic dependencies could be examined with this technique.
Probe recognition
In the probe recognition task, participants hear or read a sentence. At some point, the presentation of the sentence is stopped and participants are asked to decide whether a visually or auditorily presented target word ('probe') had occurred in the preceding linguistic material. Response times are measured from the onset of the 7 probe item to the beginning of the participant's vocal response or button press. Several researchers have used this task to examine different kinds of syntactic dependencies in adult sentence comprehension (Bever & McElree 1988 , McElree & Bever 1989 , MacDonald 1989 , Bever & Sanz 1997 . Consider, for example, sentences such as those in (2) did not find any difference between (2a) and (2b) at P1, but at the end of the sentence (=P2), response times were significantly shorter for (2a) than (2b). Probe recognition times are known to yield faster response times for target words that were recently perceived than for those that are further away from the end of the sentence. Given the assumption that passive sentences such as (2a) contain a syntactic gap of the dislocated object, the shorter probe recognition times to DAZED in (2a) have been interpreted as a recency effect, due to the reactivation of the dislocated phrase the dazed cabbie after resented. Mazuka (1998) applied this technique to groups of English and Japanesespeaking children as young as four. Children had to listen to sentences involving main and subordinate clauses and were probed on auditory word targets from these 8 sentences. Her results indicate differences in the way main and subordinate clauses are processed in the two languages. Specifically, the English-speaking children showed an advantage for subordinate clauses (as revealed by shorter response times in a lexical probe recognition task), whereas the Japanese children had shorter RTs for main clauses.
From a methodological perspective, one crucial disadvantage of the proberecognition task is that it appears to be less time-sensitive than other one-line techniques and that the task is sensitive to a variety of strategic processes (Gordon et al. 2000) . In many studies, probe-recognition times are measured at the end of the sentence. These data do not tap on-line syntactic processing as it occurs but are more likely to pick up sentence-final wrap-up processes, which may involve semantic rather than syntactic representations. A disadvantage of studies that measured proberecognition times at within-sentence test points is that the stimulus sentences have to be interrupted, which makes the task rather unnatural.
Speeded grammaticality judgment
In this task, participants are asked to judge the grammaticality or ungrammaticality of linguistic stimuli as quickly as possible. Timed or speeded grammaticality judgment tasks have been widely used to examine adults' sensitivity to various types of grammatical and semantic information, or relative processing difficulty. The general assumption is that relative processing difficulty should be reflected in slower response times, lower response accuracy, or both (McElree & Griffith 1995 , 1998 . A variant of this task, the violation detection paradigm, has also been applied to children (Wulfeck 1993 , Kail & Diakogiorgi 1998 , Kail 2004 ).
Consider, for example, Kail's (2004) The stimulus sentences were presented auditorily with normal intonation. Participants were asked to decide whether a sentence had 'good grammar' and were specifically instructed to press a button as soon as they discovered an ungrammaticality. While response times to the grammatical sentences were not analyzed, the response latencies for the ungrammatical sentences were measured from the offset of the word (e.g.
*remplissent in (3a)) that made a sentence ungrammatical. Kail (2004) found that both children and adults were faster in detecting agreement violations than word order violations suggesting differences in sensitivity to different types of ungrammaticality.
From a methodological perspective, it is noteworthy that children's response times in this task were substantially longer than those of adults. This was the case not only for the 8-to-9-year olds, who had an overall response time of 2017 ms, but also for the 6-to-8-year olds who had a mean overall response time of 2573ms, more than three times of the adult group. These extremely long response times suggest that this task is particularly difficult for children and, more importantly, that the data are unlikely to tap automatic processes involved children's language processing.
Moreover, grammaticality judgment tasks have been subject to much criticism as the degree to which such judgments reflect implicit grammatical competence is unclear (Schütze 1996) . It is also not obvious how young children interpret the instruction to decide between sentences that have good vs. bad grammar.
Self-paced reading and self-paced listening
In this task, sentences are presented segment-by-segment or word-by-word either visually or auditorily. Participants trigger the presentation of subsequent segments by pressing a pacing button. In self-paced reading, prior segments or words may either stay on the screen or disappear upon pressing the pacing button. Times between button presses are recorded and provide a step-by-step record of the parse as it unfolds. The basic rationale underlying this task is that increased reading or listening times to a particular segment (relative to the same segment in a control condition) indicate relatively higher processing difficulty at this point in the sentence (Just et al. 1982) ., Mitchell 2004 ).
The self-paced reading task has been widely used in adult sentence processing research to investigate a range of phenomena, e.g. the online interpretation of temporarily ambiguous sentences (see e.g. Gibson et al. 1996) , different kinds of syntactic dependencies (e.g. Clifton & Frazier 1989) , the processing of multi-clausal structures (Gibson & Warren 2004) , etc. Results from these studies have shown that adults are guided by different types of information during parsing including phrase-structure information, lexical-semantic information, and contextual information (Mitchell 2004 ).
There are a few studies that used self-paced reading or listening to examine on-line sentence processing in children. Traxler (2002) studied subject-object ambiguities in English-speaking 8-12-year olds using the self-paced reading task. The materials included (i) sentences such as (4a) which are known to produce a clear garden-path effect in adults (because the girl is initially interpreted as the direct object of tripped, an analysis that has to be revised later in the clause), (ii) sentences such as (4b) in which the postverbal NP is a semantically implausible object of the verb, and (iii) sentences such as (4c) that contained intransitive verbs. The control conditions for all cases were corresponding sentences in which the embedded verb and the postverbal NP were separated by a comma, thereby precluding the subject-object ambiguity.
(4) a. When Sue tripped the girl fell over and the vase was broken.
b. When Sue tripped the table fell over and the vase was broken.
c. When Sue fell the policeman stopped and helped her up.
The children's reading times were found to be shorter in the ambiguous region (shown in italics) and longer in the disambiguating region (underlined) relative to the control condition with commas. Like adults (Traxler 2005) , 8-to 12-year-old children tended to misanalyze the postverbal NP in all three conditions as a direct object indicating that children (and adults) prefer the structurally simpler analysis irrespective of semantic plausibility. The effect, however, was less strong in the intransitive condition, suggesting that subcategorization information was at least partially utilized.
Sentence processing in pre-literate children can be studied using the self-paced listening technique, in which participants listen to sentences by pressing a pacing button to receive successive words or phrasal segments. This technique has been used successfully with adults (Ferreira et al. 1996a , Ferreira et al. 1996b and has been shown to be sensitive to the same effects that have been observed in corresponding tasks using visual stimuli. Booth et al. (2000) investigated 8-to 12-year-old children's on-line comprehension of relative clauses using both self-paced reading and self-paced listening tasks. Their materials included different kinds of relative clause structures:
(5) a. The monkey that followed the frog left the tree in a hurry.
b. The deer that the tiger watched entered the field from the side.
In (5a), both the antecedent NP and the relativized NP fulfill the grammatical function of subject whereas (5b) contains an object relative. The results revealed a slow-down in both reading and listening times at the relative clause -main clause transition for object relatives (e.g. 5b) compared to subject relatives (5a) indicating increased processing difficulty for the former. Booth et al.'s findings confirm that self-paced listening and reading yield similar experimental effects, not only in adults, but also in children. Felser et al. (2003) and Kidd & Bavin (2007) used the self-paced listening task to investigate how children process ambiguous sentences. Here we will consider the Felser et al. study as an example. 
Investigating relative clause attachment with self-paced listening
Felser et al. (2003) investigated relative-clause attachment preferences in 6-to-7-year old children in sentences such as The doctor recognized the nurse of (with) the pupil who was feeling very tired. In such sentences, the relative clause can either be interpreted to modify the second noun phrase (NP2 disambiguation) implying that the pupil was feeling very tired, the option typically preferred by native speakers of English, or the first one (NP1 disambiguation) implying that the nurse was feeling very tired. Previous research on adult native speakers has shown that disambiguation preferences are affected by the type of preposition joining the two potential antecedent noun phrases. NP2 disambiguation is preferred cross-linguistically if the two possible antecedent NPs are joined by a thematic preposition such as with (Gilboy et al. 1995; De Vincenzi, M., & Job, R. 1993 , Traxler et al. 1998 . For antecedent NPs joined by the case-assigning preposition of or its translation equivalents, on the other hand, attachment preferences have been found to vary across languages (Carreiras & Clifton 1993 , 1999 , Cuetos et al. 1996 , Fernández 2003 . One explanation for the robust NP2 preference for NPs linked by semantically contentful prepositions is that prepositions such as with create a local thematic domain of their own, and that the parser prefers to associate ambiguous modifiers with material inside local thematic domains (Frazier & Clifton 1996) . In the absence of such lexical biases, attachment preferences are determined by other factors including phrase-structure based locality principles such as 'Predicate Proximity' or 'Recency' (Gibson et al. 1996) . According to former, ambiguous modifiers are attached as close as possible to the main predicate, yielding NP1 attachment, whereas according to the latter, ambiguous modifiers are attached to the most recently processed constituent, yielding NP2 attachment.
14 Felser et al. (2003) tested 6-to 7-year-old children and adult controls in a selfpaced listening task. The experiment had a 2x2 design with the factors 'Preposition'
and 'Attachment' yielding four conditions as illustrated in (6). All experimental and filler sentences were split up into five segments as shown in (7). Disambiguation using grammatical number always occurred on the fourth segment, i.e. on the auxiliary. To ensure that the experimental sentences sounded equally natural in both the of and the with conditions, the relative ordering of NP1 and NP2 was reversed in the with conditions. Additional off-line and on-line control experiments revealed that NP order by itself did not influence attachment decisions.
(6) The doctor recognized… a. Of-NP1: …the nurse of the pupils who was feeling very tired.
b. Of-NP2: …the nurse of the pupils who were feeling very tired.
c. With-NP1: …the pupils with the nurse who were feeling very tired.
d. With-NP2: …the pupils with the nurse who was f eeling very tired.
The doctor recognized / the nurse of the pupils / who / was / feeling very tired.
After listening to each segment, the participants were asked to press buttons on a dual push-button box as quickly as possible in order to receive the next segment. The end of each sentence was indicated by a tone. To ensure that the participants paid attention to the task, all experimental sentences and half of the fillers were followed by a comprehension question, which was also presented auditorily. Only the adult group showed a significant interaction between Preposition and Attachment, indicating that their attachment preferences were influenced by the type of preposition involved. The children differed from the adult controls in that their disambiguation preferences were not affected by the type of preposition (of vs. with) at all. Instead, the children's online attachment preferences were found to interact with their working memory span. While the high-span children showed a preference for NP1 attachment irrespective of the preposition involved, the low-span children showed an overall preference for NP2 disambiguation. These results are in contrast to the findings from a recent reading study with adults (Swets et al. 2007 ) in which highspan adults were found to favour local (NP2) attachment of RCs, whereas low-span adults favoured non-local (NP1) attachment. It is not clear whether these discrepancies are due to the different modalities (reading vs. listening) tested or due to differences between children and adults. In any case, Felser et al. argued that during listening, the children applied one of two different phrase-structure based locality principles, depending on their working-memory span. Whereas high-span children follow a 'Predicate Proximity' strategy, low-span children tend to associate the relative clause with the most recently processed NP. Thus, similarly to what Traxler (2002) found, children seem to apply the same kind of phrase-structure based parsing heuristics as adults but are more limited in their ability to exploit lexical-semantic information during online ambiguity resolution.
Methodological issues
The design of materials for self-paced listening experiments requires particular attention to the prosodic properties of the stimuli and potential intonational cues. One way of addressing this concern is by splicing in the relevant segments from other sentences in order to neutralize as much as possible any intonation biases and to ensure the critical items are acoustically identical in all sentences. For the materials used by Felser et al. (2003) , for example, the initial NP of each NP complex was replaced by the same NP taken from another sentence read separately. Additionally, the words who, was, and were were spliced out and replaced by the same words read separately; see Felser et al. (2003: 151ff.) for further discussion of the role of prosody in self-paced listening. Moreover, various pretests are required to control for different factors potentially affecting the results of the main experiment, a vocabulary test to assess whether the children know the vocabulary items that are used in the main experiment, an auditory offline questionnaire and/or a grammaticality judgment task to ensure that the children are able to comprehend the kinds of sentences used in the main experiment, and, given the effects of working memory seen in this kind of task, a listening-span test to assess children's working memory.
In sum, self-paced reading and listening are useful techniques to examine children's on-line sentence processing. The technique provides a time-sensitive measure, i.e. a segment-by-segment or word-by-word record of sentence processing time. The advantages of self-paced reading and listening are that this technique can be applied to a wide range of linguistic phenomena and that it requires minimal technical equipment (essentially a PC or Laptop and a push-button box), which makes it suitable for use outside the experimental laboratory. For the Felser et al. (2003) study, for example, it was not possible to bring children into the laboratory (as the university was unwilling to cover the required insurance). We therefore had to run the experiments at the children's schools, which could easily be done for a self-paced listening experiment. The task assigned to participants is not particularly demanding, even though we saw some effects of working memory in the children, which might reflect task demands that differ between children and adults. A potential disadvantage of self-paced reading and listening is the segment-by-segment or word-by-word stimulus presentation, which yields relatively slow response times in comparison to, for example, eye-movement or ERP experiments and does not allow participants to read or listen to the sentences in the usual way, even though new technologies such as instant messaging, online chats, e-books, podcasts and webcasts make both self-paced reading and self-paced listening more commonplace.
Cross-modal priming
In this task, participants are required to name or, more commonly, make a lexical decision to visual targets while listening to stimulus words or sentences spoken at normal speed. The rationale is that the processing of visual targets is facilitated if they are presented immediately after the auditory presentation of an identical or semantically related word, or 'prime'. In sentence-processing research, both on adults and children, cross-modal priming has been used to examine the processing of sentence-internal referential dependencies, e.g. binding principles (Nicol & Swinney 18 1989 , McKee et al. 1993 , and of filler-gap dependencies such as those in sentences involving wh-movement (e.g. Love & Swinney 1996 , Hestvik et al. 2005 , Roberts et al. 2007 ) and object scrambling (e.g. Clahsen & Featherston 1999 , Nakano et al. 2002 .
With respect to binding principles, it has been found that in sentences such as (8) both adults (Nicol & Swinney 1989) and preschool children (McKee et al. 1993) responded faster to visual targets such as LEOPARD in the reflexive than in the nonreflexive condition.
(8) The alligator knows that the leopard with green eyes is patting himself/him on the head with a pillow.
↑ [LEOPARD]
This contrast suggests that a binding principle (according to which a reflexive pronoun must be bound by a local antecedent within the same clause) affects on-line sentence processing in that coreference between the reflexive and its antecedent is immediately established; see McKee (1996: 195ff.) for a detailed description of the child version of this experiment.
Several studies using cross-modal priming have examined the processing of filler-gap dependencies in adults. Love & Swinney (1996) studied English sentences containing object-relative clauses, such as Jimmy used the new pen that his mother-inlaw recently purchased, in which the object (the new pen) is dislocated from the subcategorizing verb (purchased). Love & Swinney (1996) found that lexical decision times on targets appearing at the offset of purchased, where the gap is, were significantly shorter for targets that were semantically related to the object of the embedded verb than for unrelated ones, whereas at a control position preceding the verb purchased, there was no such difference. These findings indicate that the parser recovers or reactivates the grammatical and semantic features of the dislocated constituent (the new pen) at a potential gap site yielding a semantic priming effect at the gap position but not at the control position. An alternative interpretation of these findings is the so-called direct association account according to which a displaced argument will be linked to its subcategorizing verb once this is encountered (Pickering 1993 , Traxler & Pickering 1996 
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For each experimental sentence, there were two visual targets, a 'related target', i.e. a picture of the indirect object noun (e.g. a picture of a peacock for (9)), and an 'unrelated target' (e.g. a picture of a carrot for (9)). Visual targets were shown at two positions, (i) at the gap position, i.e. at the offset of the final word of the direct object NP, e.g. after present in (9), and (ii) at a control position 500 ms earlier. Each experimental sentence was presented identically to four groups of subjects: the first one saw the related target at the gap position, the second group at the control position; the third group saw the unrelated target at the gap position, and the fourth group at the control position. During the presentation of the sentences, pictures appeared on the computer screen, and the participants were required to decide whether the animal/object in the picture was alive or not alive, by pushing buttons on a pushbutton box. Response times were measured from the point at which the picture appeared on the screen to the participant's pressing of the response button. To ensure that the participants paid attention to the task, they were also asked to respond to (yesno) comprehension questions randomly interspersed throughout the experiment asking for one of the main characters.
The results from this study showed that the children's reaction times were slower overall than the adults' and that children's and adults' processing of filler-gap dependencies was affected by working memory differences. For children and adults with a high working memory span, a Position x Target Type interaction was found indicating antecedent reactivation at the gap position in these participants. All highspan participants responded more quickly to identical than to unrelated picture targets at the gap position, and lexical decision times for 'identical' were shorter at the gap position than at the earlier control position; these contrasts are illustrated in Table 2 . Low-span children and adults, on the other hand, did not show any antecedent reactivation at the gap position. Interestingly, this did not compromise their ability to understand the experimental sentences, since they answered the comprehension questions that were asked after the auditory stimuli as accurately as the high-span participants. In any case, the finding that working memory is a relevant variable for discovering antecedent-reactivation effects is consistent with the results of earlier studies showing that the processing of complex sentences in general, and of filler-gap constructions in particular, incurs a working memory cost in adults (Gibson & Warren 2004 , King & Kutas 1995 , Miyamoto & Takahashi 2001 , Nakano et al. 2002 and that for children, memory capacity may be a predictor of effective language processing (e.g., Booth et al. 1999 , Gathercole & Baddeley 1989 . One consequence of this is that studies of sentence processing in children (particularly of complex sentences)
should be accompanied by a working memory test (along with other pretests).
Methodological issues
Cross-modal priming studies and the conclusions drawn from these studies have been subject to methodological criticism in the past. Specifically, McKoon et al. 22 (1996) and McKoon & Ratcliff (1994) present experiments suggesting that apparent antecedent reactivation effects may be artifacts of the particular method used for selecting control words. That is, the reason why semantically related (as opposed to unrelated) targets often trigger shorter reaction times may simply be that they fit better into the current sentential context, and hence can be integrated more easily than poorly-fitting control words. Note, however, that the evidence for a 'goodness-of-fit' effect presented by McKoon & Ratcliff (1994) comes from a different task, unimodal instead of cross-modal presentation, and that even though McKoon et al. (1996) used cross-modal priming, the presentation rate of the spoken sentences was extremely slow, 390 ms per word. Nicol et al. (2006) replicated the goodness-of-fit effects for a unimodal presentation paradigm as well as for a slowed speed cross-modal task, but not for the commonly used cross-modal priming task that uses continuous sentence presentation. Nicol et al. (2006) therefore concluded that 'goodness of fit' does not influence lexical decision times in the cross-modal priming task and that this technique is indeed sensitive to online syntactic parsing rather than to artificial integration processes.
Another methodological issue concerns the way the visual targets are related to the primes in the auditory stimulus material. In most studies using cross-modal priming, the experimental target words are usually strong semantic associates of the antecedent, whereas the control targets are semantically unrelated to the antecedent. One problem with this is that on top of antecedent reactivation, an additional processing step is required to establish a semantic association between the syntactic gap and the target word (see Clahsen & Featherston 1999 ). An alternative is to use identical repetitions as visual targets, i.e. the same word as the dislocated antecedent, e.g. peacock in (9).
Given that the 'gap' can be conceived of as containing a silent copy of the displaced constituent, using identical targets is the most direct way of testing whether or not such a copy forms part of the mental representation of the sentence during online processing. The main disadvantage of using the actual antecedent is that participants might realize that targets were preceding words and start to anticipate this, which would change the nature of the task, making it a conscious recall task rather than an unconscious measure of on-line processing. This can be avoided, however, by using a larger proportion of unrelated targets than usual. In studies that use identity targets, the proportion of sentences with identical targets to those with unrelated targets is about one in twenty, making conscious detection of repeated words an unlikely possibility.
Moreover, any amount of priming due to the formal or semantic identity of the antecedent and the target can be factored out by comparing priming effects at the gap position with those on the same target word at control positions.
Detailed methodological advice for constructing a cross-modal priming experiment is given in McKee (1996) . In addition to the points mentioned there, a number of pretests are required for the construction of appropriate materials and to rule out potentially confounding factors. For a picture-priming experiment, a pictureclassification task is necessary to ensure that the children are able to correctly classify the target pictures as 'alive' or 'not alive'. Moreover, if complex sentences such as those in (9) are to be examined in the main experiment, the children's ability to comprehend these kinds of sentences needs to be pre-tested along with their working memory span.
Cross-modal priming offers some advantages over other behavioral methods for studying on-line sentence processing in children. It allows for the stimulus materials to be presented uninterrupted and at a normal speech rate, thus rendering it more natural than, for example, self-paced reading or listening. The use of picture (2007) have already found for 4-to-6-year olds using the alive/non-alive decision task, but they do not necessarily show that the picture-naming version of the task is to be preferred.
Behavioral methods for studying language production
While the adult psycholinguistic literature offers a range of different behavioral methods for investigating language comprehension, there are only a few experimental paradigms available that tap processes during language production, e.g.
implicit priming (Roelofs 2002 , among others), the picture-word interference paradigm (e.g. Schriefers et al. 1990 ), syntactic priming (e.g. Pickering & Branigan 1998) , and speeded production (e.g. Prasada et al. 1990 ). Of these the latter two have been adapted to the study of children's language production. In the following, I will first briefly explain syntactic priming and then in some more detail the speeded production task.
Syntactic priming
When people produce sentences they are likely to maintain aspects of syntactic structure from one sentence to the next, a phenomenon that is called syntactic priming. The conditions under which syntactic priming occurs are thought to reveal aspects of grammatical encoding during production. In syntactic priming studies (see e.g. Bock et al. 1992 , Pickering & Branigan 1998 , subjects provide continuations for partial sentences of both prime fragments and target sentences.
Prime fragments are such that the most likely completion is of a particular form; for example, for fragments such as (10a, 10c) a completion with a prepositional object is highly likely. By contrast, the target fragments (10b, 10d) end after the verb so that 
.the man the paintbrush
Examining three-place predicates such as those in (10b, 10d, and 10f) as targets, Pickering & Branigan (1998) found priming effects caused by prepositional object constructions (10a, 10c) and double-object constructions (10e) in adults. Thus, the completion of (10a) primed participants to complete (10b) using a prepositional rather than a double object construction and vice versa for a prime such as (10e).
Interestingly, it was found that while a prepositional phrase with for (10c) primed the prepositional object construction (with to) for give (10d), the same lexical item (to) in a different syntactic function (e.g. in Mary brought a book to study), does not prime the prepositional object construction for give. This finding suggests that production priming effects are abstract and syntactic in nature rather than purely based on lexical information. Syntactic priming in these cases has been explained in terms of phrasestructure rules. Thus, the construction of a prime sentence such as (10a) involves a rule that expands a VP into V+NP+PP. Once employed for the construction of the 27 prime sentence, the rule may retain some residual activity when the target fragment is completed thus making an NP+PP completion more likely than an NP+NP completion.
Production priming has also been used with children, with modifications in the design. For example, Savage et al. (2003) presented 4-to-6-year old children with prime sentences spoken by the experimenter along with a prime picture. The child was then asked to repeat the prime sentence, e.g. an active or a passive sentence.
Then, the child was presented with the target picture and asked 'What's happening here?' to examine whether the child was prompted to produce an active or a passive sentence depending on the prime sentence presented before. Savage et al. (2003 Savage et al. ( , 2006 obtained priming effects for 6-year olds, whereas for 4-year olds priming effects only occurred in cases of high lexical overlap between primes and targets, i.e. will not further discuss these conflicting results. It should be noted, however, that Savage et al.'s claims about the lack of abstract syntactic knowledge in children are only based on production measures, which may underestimate a child's linguistic knowledge. Their view that 4-year olds lack abstract syntactic knowledge would be more convincing if they had converging evidence from other sources, e.g. from comprehension measures.
For our present concerns, it is important to note that the syntactic priming technique as it stands is not time-sensitive as it does not provide any measure of the 28 time-course of grammatical encoding. We may ask, for example, whether priming effects in this task unfold predictively and how this precisely happens over time; see Snedeker & Thothathiri (this volume) for ways of incorporating time-sensitive measures into the syntactic priming task.
Speeded production
The measurement of production latencies offers a way to examine automatic processes involved in children's spoken productions. In a speeded-production task, participants are asked to produce as quickly and accurately as possible a particular word form, e.g. an inflected form (walked) for an auditorily presented verb stem (walk). Accuracy rates and production latencies are measured, the latter of which provide the crucial on-line measure.
Several research teams have used this technique to examine potential processing differences between regular and irregular inflection in adults (Prasada et al. 1990 , Ullman 1993 , Beck 1997 , Lalleman et al. 1997 , Buck-Gengler et al. 2004 ).
The purpose of these studies was to determine to what extent the real-time production of an inflected word relies on lexical look-up, i.e. upon retrieval of whole word forms stored in memory, and to what extent it depends on computational processes of, for example, combining stems or roots with affixes (walk+-ed). The rationale is that if an inflected word form is stored as a whole, then retrieval should be faster for highfrequency than for low-frequency ones, and this contrast should be measurable in production latencies. This is a sensible assumption, since lexical retrieval and storage are known to be affected by a word's frequency. On the other hand, if regularly inflected forms are computed from their morphological constituents during production (rather than retrieved as whole word forms from memory), then the word frequency of a regularly inflected form (e.g. the frequency of walked) should not affect production latencies. Hence, of two regularly inflected forms that have the same stem frequency but differ with respect to their past-tense frequency (e.g. jump and boil which both have a stem frequency of 26 per million and past-tense frequencies of 32 for jumped and 1 for boiled, see Prasada et al. 1990) , producing the one with the lower past-tense frequency should not take longer than the production of the high-frequency word form.
This paradigm has produced reasonably clear and replicable effects for adults.
All the studies mentioned above found a frequency advantage for irregulars, i.e.
shorter response times for high-frequency than for low-frequency irregulars, and no corresponding advantage for high-frequency forms amongst regulars (see Pinker 1999: 129ff. for review). Let us consider more closely a study (Clahsen et al. 2004 ) in which the speeded production task was used to examine morphological processing in children. Clahsen et al. (2004) examined regular and irregular participle forms of German with high and low frequencies in two age groups of children (5-7-year olds, and 11-12-year olds) and in a group of adult native speakers. Participle formation in German involves two suffixes -t and -n. All regular verbs are suffixed with -t (parallel to -ed in English), e.g. kaufen-gekauft 'buy-bought'; all irregular verbs have the ending -(e)n (laden-geladen 'load-loaded'), akin to what we still see in English for a small number of verbs such as write-written or take-taken. In addition, many
Investigating the production of inflected words
German participles of both regular and irregular verbs have a prefix (ge-). Prefixation, however, is prosodically determined: ge-only occurs when the verbal stem is stressed on the first syllable. Since German verbal stems are often stressed on the first syllable, the (unstressed) ge-prefix is highly frequent.
In our experiment, participants listened to stem forms of verbs presented in a sentential context, and were asked to produce corresponding participle forms as quickly and accurately as possible. To make the experiment more appealing to children, pictures were presented along with spoken sentence fragments such as those in (11). The first picture for each fragment depicted the subject of the sentence (e.g.
der Frosch 'the frog') and appeared in the upper left-hand corner of the screen at the same time at which the subject NP was heard. Then, participants listened to an auxiliary (e.g. hat 'has') followed by the object NP (e.g. die Fliege 'the fly'), at which time the corresponding picture appeared in the bottom right-hand corner of the screen.
Then, a new screen was presented with a cartoon figure that moved its lips while producing a verb stem with rising intonation so as to indicate that it was not sure what the correct word form might be. Participants were told that the cartoon figure does not know German very well and that the participants' task was to help out and to provide the correct form as quickly and as accurately as possible. (11) The results from this study, presented in Table 3 , can be summarized in three points.
Firstly, while adults produced hardly any morphological errors in participle formation, children were found to overregularize the regular -t suffix to verbs that require the irregular -n suffix, with higher error rates on low than on high-frequency irregulars.
By contrast, over-applications of the irregular suffix to regular verbs were extremely rare (less than 1%). Secondly, the overall production latencies were found to decrease with age, 5-to-7-year olds having a mean production latency of 1238 ms, 11-12-year olds of 1086 ms, and adults of 963 ms. Thirdly, whereas all participant groups had shorter production latencies for high-frequency irregulars than for low-frequency ones, both age groups of children showed a reverse frequency effect for regulars, longer production latencies for high than for low-frequency regulars. This contrast was more pronounced for the 5-7-year old children than for the 11-12-year olds.
Table3: Mean production latencies (in ms.) for high and low-frequency (regular and irregular) participle forms (adapted from Clahsen et al. 2004) Adults.
5-to-7-Year Olds These results can be taken to indicate that two mechanisms for morphological processing, lexical storage and morphological computation, are employed by children as well as by adults but that lexical access is less efficient for children.
Overregularization errors arise when access to the lexical entry of an irregular form fails. Consequently, children produce more of such errors than adults. Children took longer to produce participles than adults, another indication of less efficient lexical access. Finally, reverse-frequency effects arise from the retrieval of stored highfrequency regulars that inhibit morphological computation (Pinker 1999) . Hence the production of high-frequency regulars involves memory access, and this interferes with morphological computation (which is available for both high and low-frequency regulars) in that it slows down the production of high-frequency regulars relative to low-frequency ones for which morphological computation is not impeded by any stored forms. Slow lexical retrieval increases this contrast, hence the decrease of the reverse frequency effect from the younger to the older child groups.
Methodological issues
The design of materials for an experiment of this kind requires careful consideration of a number of potentially confounding factors. One concern is that phonetic differences in onset length may affect production latencies. For example, stops are intrinsically shorter in duration than fricatives. Intrinsic segmental duration differences will affect production latencies, because these are measured from the onset of the stimulus. Compare, for example, the release of the initial consonant in tea versus the beginning of turbulence in the initial consonant in sea. Moreover, measuring the precise onset of words beginning with, for example, fricatives or nasals is more difficult than measuring those beginning with stops. These potential confounds can be addressed in the materials design, which is precisely what we did in Clahsen et al. (2004) . All experimental items were participle forms that required geprefixation, thus precluding any effects of onset length on production latencies. At the same time, none of the filler items required ge-(e.g. verlieren -verloren 'lose -lost') thus making sure that a participle form could only be produced after the presentation of a particular verb stem. It is also necessary to control the duration of the verb stems presented as stimuli for elicitation and to ensure that they do not differ across experimental conditions. This is because production latencies are determined by measuring the time lag between the onset of the stem form given to participants and the onset of their response, and obviously, differences in stem durations would obscure these measurements.
Another concern is that the critical items are elicited as the final words of previously presented sentential fragments, as illustrated in (11), and that depending on the contents of the sentence fragments, it might be possible to anticipate or guess the final word of the sentence before encountering the verb stem provided. To address this possibility, the materials need to be pre-tested to make sure that the critical items are equally unpredictable from the sentence fragments chosen for the speeded production task across the various experimental conditions.
Furthermore, care needs to be taken to ensure that the sentence fragments plus verb stems presented to participants do not sound unnatural. The materials for the Clahsen et al. study, for example, were read as complete sentences together with the corresponding participle and pre-recorded digitally. The verb stems were separately read and also recorded. Sentence fragments were cut off before the onset of the participle. To make sure that the stimuli sounded as natural as possible, the audio files containing the verb stems were inserted at exactly the same point at which the participles were cut out from the complete sentences. Thus, the time lag between a sentence fragment and a verb stem was identical to the lag between the participle and the preceding word in the complete sentences.
Finally, and most importantly, the critical items need to be selected according to their frequency in relevant corpora. For studies with young (pre-literate) children, frequency information should be gathered from corpora of spoken language and 34 ideally from corpora of child-directed speech, because frequency dictionaries or corpora of written language (e.g. newspapers) may contain words unfamiliar to young children.
Summarizing, the speeded production task provides an efficient measure of processes involved in language production. The technique offers a time-sensitive measure, even though the response latencies do not only reflect production processes but also include the time needed for recognizing the verb stem presented. Stimulus presentation is fairly natural requiring normal listening, but various potentially confounding factors (mentioned above) need to considered to avoid artifacts. The task is not demanding and, in the modified version (Clahsen et al. 2004) , appropriate for children above the age of 5. Indeed, none of the children tested found the task particularly difficult, and most of them enjoyed the experiment. Moreover, the task requires minimal technical apparatus (a PC and a microphone) and can be performed in any quiet room, even outside the research laboratory. As regards its linguistic versatility, the speeded-production task seems to be well-suited to examine word-level processing, e.g. the production of inflected word forms of bare stems, plurals from singulars, etc., but less so for studying sentence-level processing.
Summary
The three behavioral methods we focused on, self-paced reading and listening, cross-modal priming, and speeded production, all provide time-sensitive measures, an essential requirement for studying on-line processing. Unfortunately, however, each of these measures has its limitations. Self-paced reading and listening have a relatively low temporal resolution (compared, for example, to ERPs and eyemovement measures) due to the way the stimuli are presented. In cross-modal priming experiments, response times are only measured at specific test points in a sentence thus providing a snapshot view of the state of the language processor at these points rather than a continuous measure of on-line sentence processing. The response latencies that are measured in the speeded production task include the recognition times required for the auditory stimuli and cannot be taken as a pure measure of language production processes.
Clearly, eye-tracking and ERPs provide better measures of the time-course of processing, but the behavioral methods discussed in this chapter will no doubt have a place in future research in this field, and this is for a number of reasons. Firstly, any psycholinguistic technique (including eye-tracking and ERPs) has its limitations and is in danger of producing artifacts, e.g. due to an experiment's specific task demands.
One way around this problem is to find converging evidence from other sources, e.g.
by replicating an effect seen with one technique with a different technique. Behavioral techniques can be useful for this purpose. Secondly, behavioral techniques require relatively little technical equipment and can be administered without bringing children into the research laboratory. This makes them ideally suited for piloting experimental designs, and for working with populations in out-of-reach places. Thirdly, compared to, for example, ERP experiments which require many items per condition due to signal averaging, the behavioral methods mentioned above require fewer critical items and can typically be administered within a single experimental session, thus avoiding potential artifacts such as those caused by training effects and fatigue. Finally, unlike ERP or eye-tracking experiments for which an electrode cap or a head-band needs to be attached to the child, behavioral techniques do not require any direct physical contact with a participant. It will therefore be much easier to get ethical approval for 36 behavioral experiments than for any technique involving physiological measures, and there may be circumstances in which such considerations are a decisive factor.
