The research described in this paper is concerned with the application of information retrieval to software maintenance, and in 
Introduction
Automated Information Retrieval (IR) systems are concerned with the retrieval of documents from (usually very large) document databases, based on user information needs [8] . They prepare the collection of documents for retrieval through an indexing process; user needs are captured by phrases which are themselves indexed and used to rank the documents.
IR has proven useful in many disparate areas, including the management of huge scientific and legal literature, office automation, and the support to complex engineering projects such as software engineering projects.
We believe that IR techniques can help software maintenance by providing a way to semi-automatically recovering traceability links between the documentation of a system and its source code. The underlying assumption is that programmers use meaningful names for code items; indeed, we believe that most of the application domain knowledge that programmers process when writing the code is captured by the mnemonics for identifiers.
Most of the documentation that accompany large software systems consists of free text documents expressed in a natural language. Examples include requirements and design documents, user manuals, logs of errors, maintenance journals, design decisions, reports from inspection and review sessions, and also annotations of individual programmers and teams. In addition, free text documents often capture the available knowledge of the application domain, for example in the form of laws and regulations or in technicakientific handbooks. Therefore, techniques to recover traceability links between code and free text documents are a precious aid to software maintenance as they bridge the gap between different views of a systems, and between the system's views and its domain of application.
Reference [ 31 highlights several scenarios of software maintenance and evolution that would benefit from the existence of such links, including program comprehension, design recovery, requirement tracing, impact analysis, and reuse of existing software. The paper also introduces an IK method to trace source code, and in particular C++ classes, onto free text documents and discusses the results obtained in a case study where the code of the LEDA library (Library of Efficient Data Types and Algorithms -available from http://www.mpi.sb.mpg.de/LEDA) was traced back onto the manual pages. The results -measured in terms of two well known IR metrics, namely precision and recall -were encouraging and, therefore, we applied the method in other scenarios, such as impact analysis [ 11 and requirement tracing [2] . In all cases the results were satisfactory and this enforced our believe that IK can play a useful role in maintenance.
The case studies discussed in references [3, 21 applied a probabilistic IR model. With this model, documents Di are ranked according to the probability Pr(D,IQ) of being relevant to a query Q extracted from a source code component. To compute this ranking we exploited the idea of 1063-6773/00 $10.00 0 2000 IEEE a language model, i.e. a stochastic model that assigns a probability to every string of words taken from a prescribed vocabulary [7] . We estimated a language model (actually, a unigram approximation of the model) for each document or identifiable section and used a Bayesian classifier to score the sequences of mnemonics extracted from each source code class against the models. A high score indicated a high probability that a particular sequence of mnemonics be relevant to the document; therefore, we interpreted it as an indication of the existence of a semantic link between the class from which the sequence had been extracted and the document.
In the present paper we test the hypothesis that using other IR models could also give good results. In particular, we describe a method to recover traceability links that uses a vector space IR model [lo, 151 . This model treats documents and queries as vectors in an n-dimensional space, where n is the number of indexing features (in our case, words in the vocabulary). Documents are ranked against queries by computing some distance functions between the corresponding vectors. In this paper, we use the cosine of the angle between the vectors to rank the documents [ 101.
The method has been applied in two case studies to trace C++ source code onto manual pages and Java code onto functional requirements. These case studies replicate the studies described in references [3] and [ 2 ] , respectively. The
An IR method to recover traceability links
Our method to recover traceability links between code and free text documentation uses the identifiers extracted from a class as a query to retrieve the documents relevant to the class. In particular, we apply a vector space IR model to rank the available documents against the class.
This section describes the overall traceability link recovery process, gives background information on the IR model applied, and discusses tool support. Figure 1 shows the overall process of traceability link recovery using IR models. The figure highlights two paths of activities, one to prepare the document for retrieval (the lower path) and the other to extract the queries from code (the upper path).
The process
In the first path, documents are indexed based on a vocabulary that is extracted from the documents themselves. The construction of the vocabulary and the indexing of the documents are preceded by a text normalization phase performed at three levels of accuracy: 1. at the first level all capital letters are transformed into lower case letters; results are in both cases satisfactory and confirm the hypothesis that IR, either probabilistic or vector space models, provides a practicable solution to the problem of semi-2. at the second level stop-words (such as articles, punctuation, numbers, etc) are removed;
automatically recovering traceability links. 3. at the third level a morphological analysis is used to convert plurals into singulars and to reconduct all the flexed verbs to the infinity form.
There are three main intended contribution of this paper:
0 we present a method to recover traceability links between Source 'Ode and free text documentation based on the general idea of vector space IR;
The second path builds and indexes a query for each source code class. The construction of a query consists of three steps:
we provide experimental results of applying the 1. identifier extraction, that parses class source code and extracts the list of its identifiers; method in two case studies; 2. identifier separation, that splits into separate words the identifiers composed of two or more words (i.e. AmountDue and amount-due);
0 we compare the performances of probabilistic and vector space IR models when applied to the particular problem of traceability link recovery and formulate hypotheses to explain the differences.
3. text normalization, that applies the three steps described above for document indexing.
The reminder of the paper is organized as follows. Section 2 presents the traceability link recovery process and discusses the IR model exploited. Experimental results are presented in section 3, while section 4 discusses the performances of IR models when applied to the problem of recovering traceability links. Concluding remarks and a discussion of related and future work are given in section 5.
Finally, a classifier computes the similarity between queries and documents and returns, for each class, a ranked list of documents.
Of course, indexing the documents and the queries and ranking the documents against a query depend on the particular IR model adopted. computing its stochastic language model [7] , whereas the list of identifiers that define a query is not indexed at all.
The similarity between a document and a query is computed as the product of the probabilities that each identifier in the query appears in the document too. We use a well known IR metric called tf -idf [ 151. According to this metric, the j-th element di,j is derived from the term frequency t fi,j of the j-th term in the document Di and the inverse document frequency idfj of the term over the entire set of documents. The term frequency tfi,j is the ratio between the number of occurrences of word j-th over the total number of words contained in the document Di.
Vector space IR: background notions
The inverse document frequency idfj is defined as:
Total Number of Documents Number of Documents containing the jth t e r m idf, =
The vector element di,j is:
The term log(idfj) acts as a weight for the frequency of a word in a document: the more the word is specific to the document, the higher the weight.
The list of identifiers extracted from a class Q -that is, a query Q -is represented in a similar way by a vec-
The similarity between a document Di and a class/query Q is computed as the cosine of the angle between the corresponding vectors: Documents are ranked against a class by decreasing similarity.
Tool support
We have developed a toolkit that supports, and partially automates, the process shown in Figure 1 .
We use top-down recursive parsers to analyze C++ and Java source code. The parse trees are traversed and each time a class is encountered the comments, if any, and the identifiers of attributes, methods, and method parameters are stored in support files. For the present study comments were disregarded: the entire traceability link recovery process relies on the mnemonics used for classes, attributes, methods and parameters.
We have integrated public domain facilities and tools developed in house to assist text processing for the English and Italian languagcs. Identifier separation is performed in two steps: the first step is complctcly automated and recognizes words separated by underscore and sequences of words starting with capital letters. The second step is semiautomatic: the tool exploits spelling facilities to prompt the software enginecr with the words that might bc scparated. The first two steps of text normalization, namely letter transformation and stop-word removing, have also been completely automated. Finally, we have implemented a semi-automatic stemmer that uses thesaurus facilities to help users to reconduct flexed words to their roots.
The final step of cosine computation and document ranking is implemented by simple Per1 scripts.
Case studies
In previous papers [3, 21, we applied a traceability link recovery method based on the probabilistic IR model in two case studies with different characteristics. The case studies have been replicated using the vector space IR model presented in the previous section, and the results are discussed in this section.
We assess the results using two widely accepted IR metrics, namely recall and precision [8] .
Recall is the ratio of the number of relevant documents retrieved for a given query over the total number of relevant documents for that query. Precision is the ratio of the number of relevant documents retrieved over the total number of documents retrieved.
Recovering traceability links is a semi-automatic process. The main role of IR tools consists of restricting the document space, while recovering all the documents relevant to each source code component. Without tool support, one must analyze all the documents before discovering that a given class is not described by any document; with a restricted document space the number of documents to analyze is generally much lower. This means that high recall values (possibly 100 %) should be pursued; of course, in this case higher precision values reduce the effort required to discard false positives (documents that are retrievcd but are not relevant to a given query).
It is worth noting that the recall is undefined for queries that do not have relevant documents associated. However, these queries may retrieve false positives that have to be discarded by the software engineer. To take into account such queries we used the following aggregate formulas:
where i ranges over the entire query set, including the queries with no associated documents. These queries do not affect the computation of the recall (Relevanti is the empty set), while they negatively affect the computation of the precision whenever Retrievedi is not the empty set. This negative influence takes into account the effort required to discard false positives.
LEDA case study
The first case study was a freely available C++ library of foundation classes, called LEDA (Library of Efficient Data types and Algorithms), developed and distributed by MaxPlanck-Institut fur Informatik, Saarbriicken, Germany. We analyzed the code and the documentation of the release 3.4, consisting of 95 KLOC, 208 Classes and 88 manual pages. The aim was to map source code classes onto manual pages.
The LEDA manual pages contain a high number of identifiers that also appear in the source code. Actually, the LEDA team generated manual pages with scripts that extract comments from the source files. A markup language was used to identify the comment fragments to be extracted. Function names, parameter names, and data type names contained in these comments appear in the manual pages, thus making the traceability link recovery task easier. For this reason, and to make the results comparable with those obtained with the probabilistic model [3], we applied a simplified vcrsion of the process shown in Figure 1 . The simplification concerned the identifier separation and the text normalization activities: in particular, identifier separation only consisted of splitting identifiers containing underscores, while text normalization was performed only at the first level of accuracy, i.e. the transformation of capital letters into lower case letters.
To validate the results, we used a 208 x 88 traceability matrix linking each class to the manual page describing it.
As outlined in [3], each class was described by at most one manual page, and many classes (1 10) were not described by any manual page. The number of links in the traceability matrix was 98. Ten manual pages did not describe LEDA classes, but basic concepts and algorithms, thus the number of relevant manual pages was 78. This means that some manual pages described more than one class: for example, very often an abstract class and its derived concrete classes were described by the same manual page. columns show (for each cut level) the total number of retrieved documents (for all queries) and the total number of retrieved documents that are also relevant, respectively; the third and fourth columns show the aggregate precision and recall for all queries, respectively; finally, last column shows the total number of relevant documents retrieved by applying the probabilistic model [3] .
The poor results of the precision are due to the fact that most of the queries (1 10) were derived from classes without relevant manual pages associated (these queries contribute to the total number of retrieved documents). A moderate number of retained candidates (12) was required to recover all the traceability links (100 % of recall). This provides evidence to support our hypothesis that IR models are suitable for recovering traceability links between code and documentation. A further favorable argument is the fact that the results are not very different from those achieved in [3] with a probabilistic model: indeed, the main difference is that the results of the vector space model are more smoothed, while the probabilistic model tends to retrieve very soon a high number of relevant documents (see Figure 2) . However, both models converge to 100 % of recall with a moderate number of retained candidates; for the probabilistic model 100 % of recall is achieved when cutting the ranked list of retrieved documents at 17 candidates [3] (not shown in the The second case study was a software system, called Albergate, developed in Java according to a waterfall process. For this system all the documentation prescribed by the software development process was available (e.g., requirement documents, design documents, test cases, etc.). Albergate is a software system designed to implement all the operations required to administrate and manage a small/medium size hotel (room reservation, bill calculation, etc.). It was developed from scratch by a team of final year students at the University of Verona (Italy) on the basis of 16 functional requirements expressed (as well as all the other system documentation) in the Italian language. Albergate exploits a relational database and consists of 95 classes and about 20 KLOC. The aim of this case study was to trace source c9de classes onto functional requirements. We focused o %Sthe 60 classes implementing the user interface of thejszftware system.
To validate the results, the original developers were required to provide a 16 x 60 traceability matrlx linking each requirement to the classes implementing it. Most of the functional requirements were implemented by a low num--v. Table 2 . Albergate results with improved process ber of classes: on the average, a requirement was implemented by about 4 classes with a maximum of 10. Most classes were associated to one requirement, only 6 classes were associated to two requirements, and 8 classes were not associated to any functional requirement. The total number of links in the traceability matrix was 58.
In this case study we applied the full version of the text processing steps in Figure 1 (these steps are described in section 2.1). The motivation was that the relative distance between source code and documents was higher than in the LEDA case study. Common words between requirements and classes were quite infrequent in the Albergate system: in fact unlike LEDA manual pages, Albergate functional requirements were produced in the early phases of the software development life cycle. Moreover, the Italian language has a complex grammar: verbs have much more forms than English verbs, plurals are almost always irregular, and adverbs and adjectives have irregular forms too. Table 2 shows the results of this case study (the meaning of the columns is the same as in Table 1 ). Unlike the LEDA case study, the results of the vector space model are not very different than those produced by the probabilistic model [2] (see Figure 3) . All the traceability links were recovered by considering the first seven documents for each class. However, the probabilistic model tends to retrieve sooner most of the relevant documents (100 % of recall was obtained by considering the first six documents for each class).
Discussion
Prob. Rel.
This section analyzes and discusses the results achieved in the two case studies and draw some lessons learned. Although the limitations of the two case studies (in particular, the small size of Albergate and the fact that the LEDA documentation is extracted from comments contained in the source files) do not allow to draw definitive conclusions, some basic considerations can be already outlined. We address three points: 0 how helpful is an IR model in a traceability link recovery process ? 0 why the performances of the probabilistic and the vector space models are different ? 0 how precision could be improved ?
The following subsections attempt to provide an answer to the questions above. 
Benefits of IR
To demonstrate the benefits of using an IR model for recovering traceability links between code and documentation, we compared the results achieved in the two case studies with the probabilistic and vector space IR models with the results obtained by using the g r e p UNIX command, as proposed by Maarek et al. [12] . In fact, grep provides the simplest way to trace source code components (e.g., classes) onto high level documentation (e.g., manual pages andor requirements). The search can be done at least in two ways: in the first approach each class identifier is used as the string to be searched into the files of high level artifacts while the second approach considers the or of the class identifiers. Table 3 shows the results of the g r e p approach: it is worth noting that for the Albergate system 94% of the single item queries gave empty results while if items are or combined 94% of classed were traced onto 10 or more requirements. Empty sets are less frequent for LEDA; however, the average number of traced manual pages is quite high (20 and 75, respectively). Even worse the g r e p approach did not offer any way to rank the retrieved requirements. From a practical point of view this means that the maintainer has to examine a large number of candidates with the same priority. g r e p baseline results were thus judged quite unsatisfactory compared with IR results.
In the previous sections we have evaluated the results using the IR metrics recall and precision. To achieve an indication of the benefits of using an IR approach in a traceability link recovery process, we have also introduced a Recovery Effort Index (REI), defined as the ratio between the number of documents retrieved and the total number of doc- This metric can be used to estimate the percentage of the effort required to manually analyze the results achieved by an IR tool (and discard false positive), when the recall is 100 %, with respect to a completely manual analysis'. For a given software system, the quantity 1 -R E I estimates the effort saving deriving from the use of an IR method to recover traceability links, with respect a completely manual analysis. The lower the REI the higher the benefits of the IR approach.
This metric also measures the ratio between the precision of the results achieved on the same software system by a completely manual process, namely Pm, and a semiautomatic process, namely Pt, that exploits IR, when the recall is 100 %:
'At the moment we have not statistically validated the relation between this metric and the traceability link recovery effort; this will be part of future work.
Precision, -#(Relevant
Note that the number of relevant documents retrieved is the same in both processes (all relevant documents) and that the documents retrieved with a manual analysis are just all documents available, then:
that is the REI for the semi-automatic process.
The values of REI registered in the two case studies for the vector space IR model are rather different: Albergate requires 43.75 % REI to achieve 100 % recall, whereas LEDA only requires 13.63 % REI. A possible explanation is that the set of available documents in the Albergate case study is smaller (16 functional requirements versus the 88 manual pages of LEDA); to get the same REI as in the LEDA case study the maximum recall would have to be achieved with about 2 documents retrieved (that also means about 50 % of precision). However, this is very unlikely to be achieved with IR methods, that generally aim to retrieve a small percentage of a huge document space. Therefore, it is likely to hypothesize that greater benefits (and lower values of REI) are achieved for document spaces of greater size.
Alternatively, the REI could be computed with respect to a manual analysis supported by g r e p (queries with or combined items). In this case, the REI is computed as the ration between the number of relevant documents retrieved with an IR approach and the number of documents retrieved by grep2. For the vector space model the values for REI are 54.54 % in the Albergate case study and 16 % in LEDA.
Probabilistic versus vector space model
The two case studies suggest that both IR models (vector space and probabilistic) are suitable for the problem of recovering traceability links between code and documentation. The results are very similar, in particular with respect to the number of documents a software engineer needs to analyze to get high values of recall. This also means that 'Of course, this requires that grep based approach achieves 100 % recall, as in our case. the two models achieve similar values of REI. However, Figures 2 and 3 show that the results of the vector space model are more smoothed than the corresponding results achieved with a probabilistic model. Moreover, the probabilistic model tends to retrieve sooner most of the relevant documents.
A possible explanation is in the nature of the two models. The probabilistic model associates a source code component (in our case studies a class) to a document based on the product of the probabilities that each code component identifier appears in the software document [3, 21: These probabilities are computed on a statistical basis and code component identifiers that do not appear in the document are assigned a very low probability. Conversely, the similarity measure of a vector space model only takes into account the code identifiers that also appear in the document and weight the frequencies of the occurrences of such words in the document (code component) with respect to a measure of the diffusion of such words in other documents (code components, respectively).
Therefore, the probabilistic model is more suitable for cases where the presence of code component identifiers that do not belong to the software document is low: this is also the reason why, with respect to the best match, the probabilistic model performs better in the LEDA case study (82.65 % of recall) than in the Albergate case study (50 % of recall). It is worth noting that the probabilistic model is also used in speech recognition [7] and information theory [6] fields, where the aim is to associate a received sentence to a possible transmitted sentence, with a very low error probability. Conversely, the vector space model fits cases where each group of words is common to a relatively small number of software documents. This means that the vector space model does not aim to the best match, but rather to regularly achieve the maximum recall with a moderate number of retained documents.
This hypothesis is supported by the results obtained by applying the simplified version of the text processing steps in Figure 1 to the Albergate case study, with both the probabilistic and the vector space models. The simplified versions of the identifier separation and text normalization steps produce code components and software documents with a higher number of different words. Table 4 shows the results achieved, while Figure 4 depicts the Precision/Recall curves of the two IR models, in both simplified and improved processes. For the vector space model the results of the simplified and improved processes are not very different. Conversely, the differences are evident when applying the two versions of the text processing steps with the probabilistic model [2] . This means that unlike the probabilistic model, the vector space model is able to achieve higher recall values based on a smaller number of relevant words in a source code component. 
Retrieving a variable number of documents per query
In our case study we have retained for each query a fixed number of documents. The results achieved for the recall can be considered good, as in both case studies we were able to achieve 100 % of recall with a moderate number of retained candidates per query.
We wondered if with a variable number of retained candidates per query we could improve precision and REI, while maintaining a maximum recall. The approach adopted to test this hypothesis consisted of using a threshold on the similarity values to prune the ranked list of documents retrieved by a query. In particular, for each query Q we computed the value of such a threshold t~ as a percentage of the similarity measure of the best match: where 0 5 c: <_ 1. A query Q returns all and only the documents DI, such that SI,,& 2 tQ. Of course, the higher the value of the parameter c the smaller the set of documents returned by a query. Table 5 shows the results achieved with the Albergate case study using different values of the parameter c (and then different thresholds). The results are not very encouraging, as the maximum recall is achieved when setting the threshold to only 10 % of the highest similarity measure. Using this percentage, the average number of retrieved documents per query is 9, while 3 documents are retrieved in the best case, and 15 documents in the worst case.
Although the results are worse than the results achieved with a fixed cut (first 7 documents in table 2), they still demonstrate the benefits of using an IR approach: indeed, when the recall is 100 % (c = 10 %) the REI is 50.41 %; this means that presumably about 50 % of the effort can be saved by only discarding the documents whose similarity measure is below 10 % of the best match.
Of course, the results can be improved by mixing a variable and fixed cut: each query retrieves only the documents with a similarity measure greater than a given threshold, but no more than a fixed number. As an example, last row in table 5 shows the results achieved by considering as the number of documents retrieved by each query the minimum between 7 and the number of documents whose similarity value is higher than 10 % of the best match. In this case the results are much better than the results achieved with a fixed cut (the first 7 documents in table 2): the average number of retrieved documents is 6 and the REI is 34.27 %, that means that the percentage of effort saved might be more than 65 %.
The issue of retrieving a variable number of documents per query needs further statistical investigations and this will be part of our future work.
Concluding remarks
We have presented an IR method to recover traceability links between code and free text documentation and have applied it to trace C++ and Java source classes onto manual pages and functional requirements, respectively. The method relies on a vector space IR model and ranks documents against a query (a list of identifiers extracted from a classe) by computing a distance between the corresponding vector representations.
A goal of this paper was to demonstrate that vector space IR performs as well as probabilistic IR. We have replicated the case studies presented in references [3] and [2] (which applied probabilistic IR), using a vector space model and the results support our hypothesis that IR, either probabilistic or vector space models, provides a practicable solution to the problem of semi-automatically recovering traceability links between code and documentation.
The paper has discussed the differences between the two IR models. In particular, the vector space model exhibits a behavior more regular than the probabilistic model and requires less effort in the preparation of the query and document representations. On the other hand, the probabilistic model performs better when the constraint of manually analyzing a reduced number of documents is stronger than achieving 100 % recall.
In our knowledge, the issue of recovering traceability links between code and free text documentation is not largely investigated and very few contributions appear in the literature. A number of related papers are in the area of impact analysis. They assume the existence of some forms of ripple propagation graph describing relations between software artifacts, including code and documentation, and focus on the prediction of the effects of a maintenance change request on both the source code and the specification and design documents [ 161.
TOOR [13] , IBIS [ll] , and REMAP [14] are a few examples of CASE tools that maintain traceability links among various software artifacts. However, these tools are focused on the development phase and either force naming conventions or require human interventions to define the links.
Reference [12] introduces an IR method to automatically assemble software libraries based on a free text indexing scheme. The method uses attributes automatically extracted from natural language IBM RISC Systed6000 AIX 3 documentation to build a browsing hierarchy which accepts queries expressed in natural language.
Several software reuse environments use IR to index and retrieve the reusable assets. The RSL [ 5 ] system extracts free-text single-term indices from comments in source code files looking for keywords like "author", "date created", etc. REUSE [4] is an information retrieval system which stores software objects as textual documents in view of retrieval for reuse. Similarly, CATALOG 191 stores and retrieves C components each of which is individually characterized by a set of single-term indexing features automatically extracted from natural language headers of C programs.
Future work will be devoted to further investigate the factors that produce differences between the results achieved by the vector space and the probabilistic models. We are also working on the definition of an improved method to prune the ranked list of documents by analyzing the distribution of the similarity measures. Finally, we aim to a major improvement of the traceability link recovery process by removing the constraints that documents and code insist on the same vocabulary. In particular, our hypothesis of investigation is that for software systems available in multiple releases, a probabilistic mapping between the vocabularies of documents and source code can be statistically established.
