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1 — INTRODUÇÃO 
O fim deste nosso trabalho é discutir a derigraçâo das fun-
ções tan.x, e cot. x, que nao foram consideradas na nossa tese 
denominada "Introdução ao Estudo dos Derigrais". O modo 
mais conveniente de realizar a derigraçâo dessas funções é, 
segundo nos parece, a partir do seu desenvolvimento em série. 
Não é muito dificíl obter o desenvolvimento formal de tan. x e 
cot. x em série, mas a discussão da convergência dessas séries, 
que é indispensável, exige conhecimentos mais aprofundados e 
pouco acessíveis. Por isso é que resolvemos publicar um traba-
lho mais completo em que, além da parte relativa à derigraçâo, 
o desenvolvimento em série das funções acima referidas é dis-
cutido com detalhes. Dai o fato de só serem originais neste 
artigo os capítulos 6 e 7. 
Procuramos escrever um trabalho tão simples quanto pos-
sível, evitando, porém, conseguir simplicidade à custa de per-
da de rigor. 
O capítulo 5 será interessante e de leitura fácil para os 
que conhecem a teoria das funções analíticas. Os que ainda 
não se aprofundaram nesse assunto poderão deixá-lo de lado, 
sem que isso prejudique a compreensão do resto do trabalho. 
Os números entre colchetes se referem à bibliografia. 
2 — O DESENVOLVIMENTO FORMAL DE TAN. x E COT. x 
EM SÉRIE DE POTÊNCIAS DE x 
Para x=|s ( n -)—-) T T , c o m n = 0, ± 1, ± 2, . . . temos por 2 
definição 
sen. x 
t a " . X = 
cos. x 
A função tan.x é uma função ímpar, pois tan. (—x) = 
=; — tan.x. Logo no seu desenvolvimento em série de potên-
cias 
ao + a i * + *2X 2 + — + a n x n -f-
devem ser nulos todos os coeficientes de potências pares de x. 
Logo devemos ter 
sen. x 
(2.1) tan. x = = a l X + a3x3 + . . . + a x + 1 + ... 
COS. X 2 " ^ 1 
Para calcular os coeficientes al , a2, etc., substituimos 
sen. x e cos .x pelo seu desenvolvimento em série, que é, como 
se sabe 
x3 x5 
sen. x = x 1 . . . 
3 ! 5 ! 
x2 x4 
COS. X = 1 1 . . . 
2 ! 4 ! 
Segue-se que devemos ter 
x - — + - - . . = (n,x + a 8 x s 4 - ...) ( 1 - — + — - ... ) 
3! ^ 5! 2! ^ 4 ! 
x _ ^ + JL5 _ ? ! . . . = a i x + X 3 ( a 3 - ^ ) + x * ( a 5 - ^ + * ) + 
3! ^ 5 ! 7! 2! 2! ^ 4! 
a 5 a 3 ai 
+ X 7 (a 7 + ) + . . . 
2 ! 4 ! 6 ! 
Igualando-se os coeficientes de potências iguais de x, ob -
tém-se fácilmente os coeficientes da nova série. Temos então 
j ai 1_ . 1 
ftl _ a 3 2 i — 3 i a 3 — 2 j 3 j _ ^ 
a _ a 3 _ i _ a i = l_ . a = a 3 _ a i _ j _ l _ 
5
 2! 41 5! ** 5 2! 4! 5! 15 
E em geral 
a?n - 1 a2n — 3 . . / —1 ai . (—1)" 
a 2 n + l - 2! 41 + - + 1 1 ' (2n) l + (2n-hl) ! 
Assim obtenaos a série 
1 2 17 
(2.2) tan. x = x -] x3 _| x5 -| x7 + . . . 
3 15 315 
Para cot. x, de sua definição 
cos. x 
cot. X = , 
sen. x 
válida para x d£ n If com n = 0, ± 1, ± 2, . . . , resulta que 
não é possível seu desenvolvimento em série de potências de 
x. Pode-se superar essa dificuldade pela consideração da fun-
ção H (x) = x cot?, x, para x =£r 0, H (0) = 1. Como 
lim x cot. x = 1, 
x—o 
à função H (x) é contínua em todo o intervalo — Tf" Tf 
e pode ser desenvolvida em série de potências de x . Como es-
sa função é par, isto é, como H (— x) = H ( x ) , a série corres-
pondente terá nulos todos os coeficientes de potências ímpares 
de x . E vem 
(2.3) H (x) = b 0 + bax2 + b 4 x 4 + ... 
Para x =j=0 tsmos então 
(2,4) x cos. x = sen. x ( b 0 - f b 2 x 2 + b 4 x 4 + ...) . 
E como essa igualdade vale também para x = 0, ela é vá-
lida em todo o intervalo Tf Tf , e permite calcular facilmen-
te, à semelhança do que fizemos no caso anterior, os coeficien-
tes bo, b 2 , e tc , para os quais se obtém 
1 1 2 
bo = 1, b 2 = , b 4 = , b 6 = , 
3 45 945 
e em geral 
b2n-2 b2n—4 bo (—1)" 
b 2 n = + . . . + ( - 1 ) " - 1 + 
3! 5! (2n+l) l (2n)l 
Portanto temos 
1 1 2 
(2.4) H (x) = 1 x2
 X 4 x6 — . . . 
3 45 945 
Qual será, porém, o raio de convergência dessas séries ? 
Para resolver essa questão buscaremos, nos capítulos 4 e 5, um 
outro desenvolvimento em série para as funções em questão. 
Pará a compreensão do quarto capítulo precisamos antes, por 
rém, demonstrar uma desigualdade de grande importância, o 
que será feito a seguir. 
3 — A DESIGUALDADE DE JORDAN 
E' conhecida por esse nome a desigualdade 
(3.1) sen.x ^ —
 x 
~ Tf 
Tf 
válida para — ^ x ^ 0- Para ela há numerosas demonstra-
2 
çõies (1) , mas entre todas preferimos a seguinte, que nos foi 
indicada pelo Prof. Hélio Penteado de Castro. 
Se tomarmos t — sen. x, (3,1) se transforma em 
t — arc sen. t, 
ou ainda 
(3.2) arc sen. t z l | 
2 
Mas é bem conhecido o desenvolvimento em série 
1 t 3 1. 3 t 5 1.3.5 t 7 
(3.3) arc sen. t — t -) 1 1 - | - ... -f-
2 3 2.4 5 2.4.6 7 
, 1 3. 5... (2n—1) t 2 D + 1 , 
2. 4. 6... 2n 2n - f 1 + 
Essa série converge, como se prova facilmente, para 
—1 z t z 1. Dela concluímos para t = 1 que 
1 — Ver, por exemplo, Whittaker e Watson [6, p. 115] ou 
Copson [1, p. 136]. 
If 1 1 1.3 1 1.3.5 1 
(3.4) arc sen. 1 = _ = i - | 1 _ -| {-...-[-
2 2 3 2.4 5 2.4.6 7 
, 1. 3. 5... (2n—1) 1 , 
2. 4. 6... 2n 2n -f- 1 
Ora, de (3,3) resulta que 
~ 1 t 2 1.3 t 4 1.3.5 t 6 
(3.5) arc sen. t = t i_| 1 1 h - + 
2 3 2.4 5 2.4.6 7 
1.3.5... (2n—1) t 2 n 
+ + ... 
2.4.6... 2n 2n + 1 
Então para 0 < t < 1 temos, evidentemente, como se vê 
pela comparação de (3,4) com (3,5), 
arc sent, t t . 
2 
Dai resulta que 
V 
x <C — sen.x , 
2 
ou 
2 
sen.x > — x 
T if 
para 0 <Z x <C — . E como para x = 0 e x = — temos 
2 2 
2 
sen x = — x , 
If 
fica (3,1) demonstrada. Entretanto, como para -íL ^
 x 0 
2^ " 
temos ainda x sen. x, podemos escrever com x tomado nes-
se intervalo 
x ^ sen.x -^. - = r x • 
4 — O DESENVOLVIMENTO DE COT.x E TAN.X EM SÉRIE 
DE FRAÇÕES PARCIAIS 
Sabemos da fórmula de Moivre(2) que 
(cos. t -f- i sen. t)m — cos. mt -f- i sen. m t . 
Suporemos m um número inteiro e positivo. Igualando 
os coeficientes de i em ambos os membros depois de divididos 
por sen. t (o que exige t 4= k Tf , com k — 0, ± 1, ± 2 , . . . ) vem 
sen. m t (m) 
(4,1) = (1) eos^ t — ( m ) e o s . 2 » - 2 t sen.2t + ... + 
sen.t 
+ ( - l ) n ( 2 n + i ) s e n ^ t . 
sendo m = 2n + 1, portanto um número Impar. 
Seja z = sen.2t. Então o segundo membro de (4,1) será um 
polinomio em z de grau n . Mas o primeiro membro se anula 
para 
_ ir _ T T 
ti — , t% — 2 — , ... . t n — . 
m m m 
Logo as n raizes do segundo membro são 
T T T 
r! = sen.2 — , r2 = sen.2 2 — , ... , rn = sen.2 n — . 
m m m 
Nessas condições o 2 o . membro poderá ser fatorado como 
se segue 
sen. m t z z z 
= ( 1 - - ) (1 ) ... (1 ) , 
m sen. t r t r 2 rn 
pois ambos os membros têm o mesmo limite 1 quando t > 0. 
2 — Esta demonstração foi adaptada de La Vallé* Pous-
sin [3, 2 o . vol., pp. 63-67] mas aproveitamos também muitos 
detalhes dados porKnopp [2, pp. 194-200]. 
Indicando-se por L o logaritmo natural ou neperiano e su-
pondo-se 
x 
t = e ainda — Tf «< x << Tf > v e m 
m 
sen2 — 
sen x n m 
L — = 2 L (1 ) 
x k = l rk 
m sen — 
m 
Exige-se aí implicitamente que tenhamos 
sen/ — sen/ — 
m m 
= < 1, 
rk o k If 
sen.2 
m 
isto é, que seja 
k l f x 
sen2 sen2 > 0 . 
m m 
Ora, para — ff < x < Tf isso sempre é possível, desde que 
se tome m suficientemente grande. E se pode até determinar 
um número N tal que para todo m > N tenhamos 
kTf x k l f x 2 
sen.2 sen.2 — > sen.2 > 0 . 
m m m m2 
Suporemos sempre satisfeita esta última condição. 
Seja 1 < p < n e poderemos escrever 
m 2 sen2 — 
sen x p m 
L = S L (1 ) + R p , 
x k = l „ „ kTf 
m sen _ m£ sen¿ — _ 
m m 
em que R p indica a soma dos termos restantes. 
Sabemos que para — 1 < x ^ 1 temos 
X2 x3 xn 
L (1 + x ) = x — + . . . + ( — l ) m - . . 
2 3 n 
Logo concluimos que 
I L (1 + X ) ) < X 
E para — 1 ^ x < 1 temos então 
x x 
¡ L (1 — x) I = I L (1 + — ) I < — . 
1—X 1 — X 
Podemos portanto escrever 
[ 2 X 
sen^ 
m 
9 x k tT 
s e n
 sen2 - ^ -
Z k = L ( 1 - — — — ) < — 
a e n 2 M L sen2 - ~ -
m 1 _^ , 
sen2 l— 
m 
X2_ 
z k <
 m 2
 = i 
sen2 - M _ x 2 m - 2 _ M L x 2 en — — — — — _
 s e n  l _ 
m m* m m 2 
1 k 
Mas para — ^ — ^ 0 temos pela desigualdade de Jordan 
2 m 
kTf . 2 k l f 2k 
sen —— ^ = . 
m Tf m m 
m —1 
Como o maior valor de k é n = , segue-se que esta 
desigualdade é sempre aplicável. 2 
Portanto temos ainda 
X¿j ^ ^2 
Z k <
 m 2 4k 2 x2" = 4k 2 — x 2 < 4 (k 2 — r 2) 
m 2 m 2 
sendo r = | x | . Para k suficientemente grande em relação r 
o leitor verifica que 
(k2 — r2) > (k — r)2 > (k-r-1) (k-r) 
Logo temos, nessas condições 
x2 1 x2 1 1 
Z k < = — ( ) 
4 (k-r-1) (k-r) 4 k-r-1 k-r 
E então vem 
n x2 
I R P [ = 27 Z k < . 
k = + 1 4 (p-r) 
E agora conclui-se logo que l i m R p = 0 . 
p—> 0 
Mas como m > p, se p tende para infinito o mesmo acon-
tece com m . E então 
x 
sen — 
x m 
l i m m sen — = l i m — x 
m—7 oo m m—> oo 1 
m 
E fica portanto 
sen.x oo x 2 
L = 2 L (1 — ) 
x k = l k 2 Tf2 
oo . x 2 
.*. L sen.x = L x - f JJ L ( l ) . 
k = 1 k 2 Tf2 
Esta série nos dá por derivação 
X oo . 1 
(4.2) cot, x = 2:: 2 
x k = l : k 8 Tf* — X* 
Esta derivação é lícita para todo x =J= k T]V 0 0 1 1 1 * = °> 
± 1, ± 2, . . . , pois a série derivada é então absoluta e unifor-
memente convergente « m todo intervalo que não inclua um 
dos pontos excluídos. Essa conclusão sobre a convergência da 
série resulta de que a relação ¿entre seu termo geral para o 
termo geral da série . 
oo 1 
E -T 
k = 1 k2 
tem limite 1 quando k * oo 
De (4,2) resulta 
oo 1 I 
(4.3) x cot. x = 1 — 2x2 £ > 
k = l k 2 Tf2 x 
1 - ( )2 
kTf 
que vale para —Tf < x < T f > desde que, consideremos no I o . 
membro a função continua f ( x ) = x cot x para x =4= O, f ( 0 ) = 1 . 
Mas 
1 
= l - f - X + x2 _ |_ . . ._ |_xn - { - . . . 
1 — X 
para — 1 < x < 1. 
Portanto para — Tf < x < Tf temos para k = 1, 2, 3, . . . 
(4.4) - = 1 H ( - _ ) ! + (JL)4+... + ( — ) 2 - + . . . 
x ktf kTf kTf 
1 - ( ) 2 
kar 
A convergência absoluta de (4,3) nos permite substituir 
lá o 1°. membro de (4,4) pelo segundo e modificar a ordem dos 
termos até obter 
2x2 1 1 1 
(4.5) x cot. x = 1 ( 1 1 h . . ) — 
^2 12 22 32 
2x4 1 1 1 
( + + + • • • ) - • • • -
jj4 14 24 34 
2x2n 1 1 1 
( + + + . . . ) - . . . 
ji;2n 12n 22n 32n 
Seja 
1 1 1 
S 2 n = + + + ••• 
12n 22n 32n 
e a comparação de (4,5) com (2,2) nos mostra que 
2 2 
bo = 1 , b 2 = — S 2 , b 4 = — S 4 , ... , 
a2 a4 
2 
b 2 n = S 2 n e portanto 
Jt2n 
2x2 2x4 2x2n 
(4.6) x co t .x = 1 S 2 S 4 — . . . S 2 n — . . . 
Evidentemente 
lim s 2 n = 1-
n—y oo 
Logo a aplicação do teste de convergência de Cauchy 
nos dá logo 
2n 2n 
lira l / b 2 n 1 = lim — — 1 / 2 . S 2 n 1 
n—00 X n—00 a y 3 1 
de onde se conclui que o raio de convergência da série é # 
isto é, que (2,3) converge para — # < x < jt . ' 
Sabemos que 
cos 2x cos2 x — sen2x 
2 cot 2x = 2 = = cot x - tan x 
sen 2x sen x cos x 
Logo 
x tan. x = x cot. x — 2 x cot 2 x, 
e (4,5) nos dá, com | 2x | < #
 } 
2 x 2 S 2 2 x 4 S 4 
x tan. x = (22 — 1) -\ .(24—1) + . . . 4. 
Jt2 Ji4 
4 (22n — 1 )
 + . . . 
Jt2n 
2x S 2 2x 3 S 4 
(4,7) tan. x = — (22 — 1) 4. (24 — 1) 4. . . . 4. 
Jl2 • Jt4 
2X 2 "- 1 S 2 n 
+ (22n _ 1) _|_ . . . 
A comparação de (4,6) com (2,1) nos mostra que 
2 Sgn 
a 2 n_, = — (22n - 1) , 
Jt2n 
de onde se conclui fácilmente que a série (2,1) converge, como 
já se podia prever, para 
Jt 31 
< X < - . 
2 2 
5 — UMA APLICAÇÃO DO CALCULO DOS RESÍDUOS 
Se o leitor estiver familiarizado com o Cálculo dos Resí-
duos, o desenvolvimento de x cot. x em série de frações par-
ciais se tornará muito mais simples e direto. Basta para isso 
1 
considerar a função f (Z) = cot. Z para Z 4=0, f (o) = 1 
Z 
1 
e tomar para contornos Cn os quadrados de vértices (n -[ ) 
2 
( ± 1 ± i) . Prova-se então que a essa função se pode aplicar a 
conhecida fórmula (3) 
oc 1 1 
f (Z) = f (o) + 2 b k ( + ) , 
k = l ak Z - ak 
em que a k (k = 1,2, . . . ) indica os polos simples de f (Z) e b k > 
os respectivos resíduos. Verifica-se logo que 
ak = njr (n = ± 1. ± 2, . . . ) 
b k = 1 
E vem 
oo 1 1 1 1 
f (Z) = 2 ( -r + + ) 
k = l kjt Z—kJt —kjt Z+kJT 
00 1 
= — 2Z 2 . 
k-=l k 2 ^ 2 - Z 2 
00 1 
:. Z c o t Z = 1 — 2Z2 2- . 
k = l k 2 Jt2 — Z 2 
6 — UMA FÓRMULA IMPORTANTE 
Vimos antes [1, p. 121] que 
(6,1) \J f t ) = \J f(t)-r 
a b 
1 f'h - 0 - 1 
J a 
Entretanto, como essa fórmula foi dada sem demostra-
ção, não é demais por certo procurar prová-la agora. 
3 — Ver, por exemplo, Copson [1, pp. 144-148] ou Phillips 
[5, pp. 131-133]. 
Seja f > x ^ > b > a > d e seja ainda f (t) uma função de-
finida e restrita em d M f. Por definição, o derigral de ordem 
Q no ponto x a partir de a da função f (t) é o limite da ex-
pressão 
- S N i
 Ñ 
k S ( - 1 ) ( p f [ x + (<9-i) h ] , 
i = o 
x—-a 1 
quando N —s oo , sendo k = e h um infinitésimo com — 
N N 
equivalente a k. E escrevemos então 
x 6> - 0 N i
 Ñ 
\ \ f ( t ) = M m k 2 ( - 1 ) ( V ) f [ x + ( 6 > - i h ] 
a i _ y N—oo i = o 1 
Seja Q um número natural tal que tenhamos 
(6.2) x + ( < 9 - Q ) h ^ b > x + ( 6 > — Q — D h . 
Podemos escrever que 
x © ® Q i 
(6.3) P ) f ( t ) = l i m k E ( - 1 ) ( f ) f[x + ( 0 - i ) h ] + 
a YJ N->oo i = o 1 
+ l i m k S ( - 1 ) ( V ) f [ x + ( 0 - i ) h ] 
N—oo i = = Q + l 
De (6,1) obtemos logo 
x—a h x—a h 
(6.4) x + (<9-Q) . — ^ b > x + ( 0 - Q - 1 ) . -
N k N k 
Agora se N > oo , evidentemente Q também tende pa-
ra infinito. Passando-se ao limite, (6,4) nos dá logo 
Q x — b 
(6,5) lim = . 
N—+00 N x — a 
x — b x — a 
Logo e k — — — - são infinitésimos equivalentes. 
Q N 
Segue-se que 
~ ® Q i
 Ñ 
(6,6) lim k 2 ( - 1 ) (V) f [ x + ( @ - i ) h ] = 
N-*oo i = o 1 
x — b — ® Q 1 fi 
= lim ( ^ ) 2 - 1 ) [ ° ) f [ x + (<9- i )h ] 
Q ^ o o H i = o 1 
x 0 
-
 b D ™ • 
Resta discutir o segundo termo do segundo membro de 
(6,3). Temos 
Y = lim k 2 (—1)( V) f [x + (<9—i)h] 
N-*oo : i = Q + l ~ 1 
N 0 N - Q
 0 , J 0 
= lim ( ) 2« ( - 1 ) (gV, .) f [ x - f « 9 - Q - i)h] 
N—oo x - a i—1 V - r i 
Mas como sabemos [ 1 , p. 18] 
1 / m
 M - a - l = 1 
N—oo N - * 
r(-a) 
Logo temos 
—Q 
( x - a ) N—Q 0 —0—1 
Y = lim 17 N ( Q + i ) f [ x 4 - ( @ - Q ~ i ) h ] 
n—>oo n-e) i=i 
—0 
( x - a ) N Q f[x + ( 0 - Q — i ) h ] 1 
= 1 i m £ . — 
r{—0) N ^ o o i = l . 0 + 1 N 
v¿ 1 
(- + - ) 
N N 
—0 í*k 
=
 ( x - a ) / f [ b - ( x - a ) y ]
 d y f 
P{—0) I x - b 6 > + l 
- /
 ft ( — - + y) 
J 0 x - a 
b — a 
onde A . 
x — a 
b — t 
Se aí fizermos y = teremos 
, x — a 
1 rb —0-1 
Y = / ' ( x — t ) f( t )dt . 
E assim fica (6,1) demonstrada para o caso de x > b> à. 
Mas para x > a > b teríamos então 
x 0 
x 0 . /*a —©—1 
= j j r , t ) •'- n-0) / l x - t y £ ( t ) d t -
a
 J b 
D
 */ a 
Portanto a fórmula continua válida, mas com a condição 
não já apenas da existência do derigral a partir de a. mas 
também da integrabilidade de f (t) em b I-H a. 
Esta fórmula nova é de aplicação constante na derigração. 
7 — A DERIGRAÇÃO DE TAN. x e COT X 
Já sabemos qua 
tan x = ai x + a 3 x 3 + ... + a^ + 1 x 2 " - ] - 1 + ... , 
COt.X = - ^ + b 2 X + b 4 X 3 + ... + b 2 n X 2 " - 1 + ... , 
sabemos calcular os coeficientes dessas séries e conhecemos 
seus intervalos de convergência. Podemos então derigrá-las e 
obtemos (4): 
Y) tan. t = a, [ ^ ] x 1 " " 6 1 + a 3 [ | ] x 3 - 6 " 
para < x < . 
2 2 
Portanto podemos aplicar (6,1) e vem 
^J^)tan. t = aj £¿J x 1 @ + a 3 £¿J x 3 - _ < 9 + ... - f 
, p n + l l 2 n + l - 6 > , , 
+ a 2n + l L S J X + ' + 
1 f° - 0 1 
H / (x — t) tan t. d t , 
n - 6 > ) J
 a 
4 — Ver [4, pp. 85-87, 104-107]. 
Jt Jt 
onde temos < a < . A periodicidade de tan. x nos 
2 2 
poupa o trabalho de discutir o derigral noutros intervalos. 
Para a co-tangente, se nos lembrarmos de que b 0 = 1, 
poderemos escrever 
1 
COt. X = + b
 2 x -f- b 4 X3 + ... + b 2 n X 2 " - 1 + . . . 
X 
Portanto para o < a < x, temos 
x - r - ^ 0 1 x 0 1 
) (cot. t ) = ) (cot t ) + 
ft O 
ro —e—i i 
_}_ / ( x— t) ( c o t * ) dt . 
J a 
Segue-se que 
x ^
0
 L x - L a g ( 0 + l,x) 
) cot. t = 1 + 
M H l n - « ) ( x - a ) 0 + 1 
, r i n i - 0 , . r 3 i 3 - 0 , , 
+ b2 0 x + b 4 \ 0 x + ... + 
, , r 2 n - l " ] 2 n - l - 0 , , 
T o - 0 - 1 
H ! — / ( x - t ) f(t) dt , 
1 
com f(t) = cot. t — — , para t 4= 0 , f(0) — 0 . 
t 
8 — UM PEQUENO APÊNDICE 
Não podemos deixar de observar ao leitor que os desenvol-
vimentos de tan.x e cot .x estão estreitamente relacionados 
com os chamados números de Bernoulli, sobre os quais não 
falamos antes por ser a sua introdução uma complicação inú-
til no que acabamos de expor. (5) 
A comparação de (4,5) com (2,4) nos mostra que 
1 1 í tf 
+ + . . . + + ••• = » 
12 22 k2 6 
1 1 1 a* 
+ + ... + + ... = . 
14 24 k4 90 
e tfe u'a maneira geral 
Jt2n b 2 n 
S2n = . 
2 
Isto nos permite obter facilmente as somas das séries do 
tipo 
1 1 1 1 
+ + + ••• h + . . . 
<|P 2 P 3D n P 
conhecidas por séries harmônicas, no caso de p ser um núme-
ro par. Mas quando p > 1 é impar, nada se sabe ainda sobre a 
sua soma. 
Para as funções sec. x e esc. x, que ainda falta discutir, 
as fórmulas 
x 
esc. x = cot. x - } - tan. 
2 
5 — O leitor interessado poderá consultar as obras de 
La Vallée Poussin [3, 2 o . vol. pp. 68-71] e Knopp [2, pp. 175, 
195-200, 230-234]. 
s e c . x = c s c . ( x ) 
2 
nos permitem a redução aos casos já conhecidos. 
O desenvolvimento de cot. x em frações parciais pode tam-
bém ser obtido de modo simples e elegante por meio das sé-
ries de Fourier. O leitor interessado encontrará no livro de 
COURANT [7, 1.° vol., p. 444] a demonstração correspondente. 
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