Proper scoring rules are methods for encouraging honest assessment of probability distributions. Just like likelihood, a proper scoring rule can be applied to supply an unbiased estimating equation for any statistical model, and the theory of such equations can be applied to understand the properties of the associated estimator. In this paper we develop some basic scoring rule estimation theory, and explore robustness and interval estimation preoperties by means of theory and simulations.
Introduction
Suppose we wish to fit a parametric statistical model {P θ : θ ∈ Θ ⊆ IR p }, based on a random sample (x 1 , · · · , x n ) of size n. The most popular tool for inference on the parameter θ is the log-likelihood function, given by
where p θ (x) is the density associated to P θ . For instance, the maximum likelihood estimator is defined as θ = arg max θ ℓ(θ), and confidence regions with nominal coverage 1 − α can be constructed as {θ : W (θ) ≤ χ 2 p;1−α }, where W (θ) = 2{ℓ( θ) − ℓ(θ)} is the likelihood ratio statistic and χ Both full and pseudo likelihood inference are special cases of a more general estimation technique based on proper scoring rules (see, e.g., Dawid and Musio, 2014) , which are methods for encouraging honest assessment of probability distributions. In such a case, the log-likelihood function is replaced by the function
where S(x, P ) is a proper scoring rule, as described in § 2 below; this can be chosen to increase robustness, or for ease of computation. Minimising (2) will yield an unbiased estimating equation, for any statistical model. The appeal of scoring rules estimation lies in the potential adaption of the scoring rule to the problem at hand, and it forms a special case of M-estimation (see, e.g., Huber and Ronchetti, 2009 ). In view of this, under regularity conditions, asymptotic arguments indicate that the estimator θ S = arg min θ S(θ) is consistent and asymptotically normal, with asymptotic covariance matrix given by the inverse of the Godambe information. This allows the construction of Wald type test statistics and confidence regions. However, as is well known, Wald type statistics force confidence regions to have an elliptical shape and may be less accurate for small sample sizes. On the other hand, the asymptotic distribution of the likelihood ratio type statistics derived from (2) depart from the familiar likelihood result, involving a linear combination of independent chi-squared variates with coefficients given by the eigenvalues of a matrix related to Godambe information. As a consequence, most routine statistical analyses employ Wald type statistics.
The aim of this paper is to discuss inference based on proper scoring rules. Stemming from the failure of the information identity, inference based on proper scoring rules requires suitable corrections. In particular, when considering the scoring rule ratio statistic for a parameter of interest, we discuss suitable adjustments that allow reference to the usual asymptotic chi-square distribution. Particular focus is on robust proper scoring rules, i.e. scoring rules that lead to estimators with bounded influence function. Indeed, in this case, the adjusted scoring rule ratio statistic can be used in the usual way to derive confidence regions for a multidimensional parameter of interest, while in general a quasi-likelihood does not exist (McCullagh, 1991) .
The paper is organized as follows. In Section 2, background theory and examples on proper scoring rules are given, while Section 3 focuses on proper scoring rule inference. Section 4 discusses asymptotic results on scoring rule procedures, and introduces the adjustments of the scoring rule ratio statistic that allow reference to the usual asymptotic chi-square distribution. In Section 5 robustness properties of the scoring rules estimators are studied. In particular, conditions for robustness of the Bregman score are investigated in detail. Three examples dealing with confidence regions from the adjusted scoring rule ratio statistic are analysed in Section 6. Simulation results indicate that such adjustments allow accurate inferences, and it is argued that scoring rules have an important role to play in frequentist inference. Some concluding remarks are given in Section 7.
Proper scoring rules
Let X be a random variable taking values in a sample space X . A scoring rule (see, e.g., Dawid, 1986 ) is a loss function S(x, Q) measuring the quality of a quoted probability distribution Q for X, in the light of the realised outcome x of X. It is proper if, for any distribution P for X, the expected score S(P, Q) := E X∼P S(X, Q) is minimised by quoting Q = P . Equivalently, the associated divergence or discrepancy function (Dawid, 1998) , given by D(P, Q) := S(P, Q) − S(P, P ), is always non-negative. There is a very wide variety of proper scoring rules: for general characterisations see, among others, McCarthy (1956), Savage (1971) , and for various special cases see Dawid (1998 Dawid ( , 2007 and Gneiting and Raftery (2007) . We now consider some of these in more detail.
Let q(·) denote the density of Q with respect to an underlying σ-finite measure µ, or the probability mass function in the discrete case. Although greater generality is possible, in this paper we will assume µ is Lebesgue measure for X a real interval, and counting measure for X discrete. For a finite (especially binary) sample space X , a useful proper scoring rule is the Brier (Brier, 1950) or quadratic score S(x, Q) = {1 − q(x)} 2 + y =x q(y) 2 , which is just the squared Euclidean distance between the vector q := (q(y) : y ∈ X ) corresponding to Q, and the vector δ x corresponding similarly to the one-point distribution at x. The associated discrepancy D(P, Q) is the squared Euclidean distance between p (the vector corresponding to P ) and q. Another prominent proper scoring rule (Good, 1952 ) is the log score S(x, Q) = − log q(x), whose associated discrepancy is the Kullback-Leibler divergence K(P, Q). These are both special cases (with, respectively, ψ(t) ≡ t 2 and ψ(t) ≡ t log t) of a general separable Bregman score construction (see e.g. Dawid, 2007, eq. (16) ):
where the defining function ψ : Ê + → Ê is convex and differentiable. The associated Bregman divergence is
where
special case of this construction, the Tsallis score, arises on taking ψ(t) ≡ t γ (γ > 1). This yields
with divergence function
The density power divergence d α of Basu et al. (1998) is just (6), with γ = α + 1 and µ given by Lebesgue measure, multiplied by 1/α.
In order to evaluate the log score, we only need to know the value of the forecast density function, q(·), at the outcome x of X that Nature in fact produces. So long as the size of X exceeds two, the log score is essentially the only proper scoring rule that is strictly local in the above sense (Bernardo, 1979) . However, we can weaken the locality requirement, and so admit further "local proper scoring rules". For a sample space X that is an open subset of a Euclidean space, we ask that S(x, Q) should depend on the density function q(·) only through its value and the value of a finite number of its derivatives at x. For the case that X is a real interval, Parry et al. (2012) show that any such local proper scoring rule is a linear combination of the log score and what they term a key local scoring rule, which they have characterised. A key local scoring rule has the convenient property that it can be computed without knowledge of the normalisation constant of the density. The simplest key local scoring rule is that based on the proposal by Hyvärinen (2005) ,
where, in the case of a real sample space, ∇ := (∂/∂x) and ∆ := ∂ 2 /(∂x) 2 . Formula (7) can also be applied to the case of a multivariate observation X = (X 1 , . . . , X k ), with ∇ := (∂/∂x j ) and ∆ := 
Composite scores
In this section we consider the case of a multidimensional variable X. Let X * be a subvector of (or, more generally, a function of) X, and let S * be a proper scoring rule for X * . Then we can define a proper scoring rule S for X as
, where Q * denotes the marginal distribution of X * when X ∼ Q. Alternatively, let X † denote another subvector or function of X. Then a proper scoring rule can be generated as
By an abuse of language, we may refer to the specification of (X * , X † ) as a conditional variable, X 0 say, and that of Q † , for every value x † of X † , as its distribution, Q 0 say, and then we write X 0 ∼ Q 0 . Now let {X k } be a collection of marginal and/or conditional variables, and let S k be a proper scoring rule for X k . Then we can construct a proper scoring rule for X as
The form (8) localises the problem to the {X k }, which can simplify computation. We term a scoring rule of the form (8) a composite scoring rule. In the special case that each S k is the log score, (8) becomes a (negative log) composite likelihood (see, e.g., Varin et al., 2011). Composite likelihood is often considered as a surrogate for the full likelihood function, useful in models with a complex dependence structure. The above reformulation allows us to treat composite likelihood in its own right, as supplying a proper scoring rule. And from this point of view, as we shall see, there is nothing special about composite likelihood: most of the existing results about it extend with very little change to the more general case of an arbitrary proper scoring rule (whether or not constructed as a composite score).
Example 2.1 Consider a spatial process X = (X v : v ∈ V ), where V is a set of lattice sites. For a joint distribution Q for X, let Q v be the family of conditional distributions for X v , given the values of X \v , the variables at all other sites. If Q is Markov, Q v depends only on X ne(v) (variables at sites neighbouring v). We can then construct a proper scoring rule S(x, Q) = v S 0 (x v , Q v ), where S 0 is a proper scoring rule for the state at a single site. When S 0 is the log score this is the (negative log) pseudo-likelihood of Besag (1975) . For binary X v and S 0 the Brier score, it leads to the ratio matching method of Hyvärinen (2005) . Some comparisons may be found in Dawid and Musio (2013).
Scoring rule inference
Let P = {P θ : θ ∈ Θ}, with Θ an open subset of Ê p , be a parametric family of distributions on X , and let p θ (x) denote the probability density function of P θ . The validity of inference about θ using scoring rules can be justified invoking the general theory of unbiased estimating functions.
Consider a proper scoring rule S on X , and write S(x, θ) for S(x, P θ ) and s(x, θ)
for the gradient vector of S(x, θ) with respect to θ, that is,
For X ∼ P , where P might not belong to P, we can approximate P within P by P θ P , where
where D is the discrepancy associated with S. In particular, if P = P θ 0 ∈ P, where θ 0 is the true value of the parameter, then (10) is equivalent to
Now let (x 1 , . . . , x n ) be a random sample of size n from P , and let P n be the associated empirical distribution. Then we can take θ S = θ Pn as a point estimate of θ P : that is, θ S is the value of θ minimising S( P n , P θ ). Equivalently, it minimises nS( P n , P θ ), which is just the total empirical score
Thus the scoring rule estimate of θ P is
which (under differentiability conditions) is the solution of the scoring rule esti-mating equation
Note that when S(θ) is the log score, i.e. S(θ) = − n i=1 log p θ (x i ), the scoring rule estimating equation (12) is just the (negative of) the likelihood equation, and the scoring rule estimate is just the maximum likelihood estimate.
For the special case that the discrepancy D is the Tsallis/density power divergence, Basu et al. (1998) note that-unlike many other applications of minimum distance estimation (see for instance Cao et al., 1995)-this procedure does not require the preliminary construction of a continuous nonparametric density estimate of the true density p(·), so avoiding complications such as bandwidth selection. This pleasant property extends to all minimum discrepancy estimates based on a proper scoring rule.
Generalising a familiar property of the likelihood equation, the following theorem (see Dawid and Lauritzen, 2005; Dawid, 2007) shows that, for any proper scoring rule and any family of distributions, the scoring rule estimating equation (12) is unbiased.
Theorem 3.1 For the scoring rule estimating function s(x, θ), it holds that E P {s(X, θ P )} = 0 , where E P (·) denotes expectation with respect to P .
Proof. For fixed P , E P S(X, φ) is minimised at φ = θ P . Thus, under sufficient regularity to allow interchange of expectation over X and differentiation with respect to θ, we have
where E θ (·) denotes expectation with respect to P θ .
As a consequence of Corollary 3.2, we have that equation (12) delivers an unbiased estimating equation for the parameter θ, that is the first Bartlett identity holds. The solution thus forms a special case of M-estimation (see, among others, Hampel et al., 1986, and Huber and Ronchetti, 2009 ). An important feature of this approach is that the choice of the scoring rule is entirely independent of the specific estimation problem under consideration. Any such choice supplies a universal M-estimation procedure, applying across all possible models in mutually consistent fashion. This thus extends the familar universal applicability of maximum likelihood estimation to scoring rules other than the log score.
Example: Bregman estimation
Consider the separable Bregman score given by (3). We have
with
Since the function ψ was required to be convex, we have that α := ψ ′′ must be non-negative. Any such choice of α determines a suitable function ψ, and hence a separable Bregman scoring rule. We term such a choice for α a Bregman gauge.
Having fixed on a Bregman gauge function α, we can now solve any estimation problem, of any parametric dimensionality, based on observations on X, by using the estimating function
An unbiased estimating equation for θ, yielding an M-estimator, is obtained by equating the sample and population averages of λ. The form (16) is, in this sense, a universal estimating function. For the special Bregman gauge α(t) ≡ 1/t we recover Fisher's efficient score function and maximum likelihood estimation.
Location model
Bregman inference for a location model model is particularly straightforward.
For such a model we have
where f is a density on Ê that we assume to be strictly positive everywhere and continuously differentiable. Using the separable Bregman score formula (3), we note that the integral term in S(x, θ) does not depend on θ. Consequently, for the case of a location model, minimising the empirical score is equivalent to maximising
where ξ = ψ ′ is a fixed increasing function (and ξ ′ is just the Bregman gauge α).
This generalises maximum likelihood, for which ξ ≡ ln.
The maximum of (18) will be obtained by setting its derivative to 0, leading to the unbiased estimating equation
where, in accordance with (16) ,
In this case, E θ λ(X, θ) is identically 0.
Asymptotics
Given a proper scoring rule S, we can apply standard results on M-estimators to describe the properties of the scoring rule estimator θ S defined by (12) 
The matrix G = V −1 is known as the Godambe information matrix (Godambe, 1960). The form of V is due to the failure of the second Bartlett identity since, in general, K = J. In the special case of the log score, i.e. when S(θ) = − n i=1 log p θ (x i ), and for P = P θ , we have that G = K(θ) = J(θ) is the Fisher information matrix.
Scoring rule test statistics
Hypothesis testing and confidence regions for θ can be formed in the usual way by using a consistent estimate of the asymptotic variance V . In particular, inference for θ can be based on the scoring rule Wald-type statistic
which has an asymptotic chi-squared on p degrees of freedom distribution. The asymptotic χ 2 p distributional result holds also for the scoring rule score-type statistic W S s (θ) = s(θ)
T J −1 s(θ). A consistent estimate of V can be obtained using estimates of the matrices J and K:
∂s(x i , θ)/∂θ 
seems to be a more appealing basis for inference. However, the asymptotic distribution of (22) Analogous limiting results can be shown to hold for tests on subsets of θ. Let θ be partitioned as θ = (ψ, λ), where ψ is a p 0 -dimensional parameter of interest and λ is a (p − p 0 )-dimensional nuisance parameter. With this partition, the scoring rule estimating function is similarly partitioned as s(θ) = (s ψ (θ), s λ (θ)), where s ψ (θ) = (∂/∂ψ)S(θ) and s λ (θ) = (∂/∂λ)S(θ). Moreover, consider the further
and similarly for G and G −1 . Finally, let θ Sψ be the constrained scoring rule estimate of θ for fixed ψ, and let ψ S be the ψ component of θ Sψ . A profile scoring rule Wald-type statistic for the ψ component may be defined
and it has an asymptotic χ 2 p 0 null distribution. Moreover, using the asymptotic result (Rotnitzky and Jewell, 1990) 
has an asymptotic χ 2 p 0 null distribution. Finally, we have that the asymptotic distribution of the profile scoring rule ratio statistic for ψ, given by 
Calibration of the scoring rule ratio statistic
Since the asymptotic null distribution of scoring rule ratio statistics depends both on the statistical model and on the parameter of interest, adjustments to W S (θ) and W First, let us consider the scalar parameter case.
Theorem 4.2 For p = 1, the adjusted scoring rule ratio statistic satisfies
where µ 1 = J/K. 
Theorem 4.3 Using the rescaling factor
we have 
Robustness
The influence function (IF) (see, e.g., Hampel et al., 1986, Chap. 2) of an estimator measures the effect on it of a small contamination at the point x, standardized by the mass of that contamination. The supremum of the IF over the data-space measures the worst influence of such contamination, so supplying a measure of gross-error sensitivity. A desirable robustness property for a statistical procedure is that the gross-error sensitivity be finite, i.e., that the IF be bounded. This is termed B-robustness.
From the general theory of M-estimators (see, e.g., Huber and Ronchetti, 2009), the IF of the estimator θ S , the solution of the unbiased estimating equation (12) , is given by
Thus, if the function s(x, θ) is, for each θ, bounded in x, then the corresponding scoring rule estimator θ S is B-robust. Note that, in general, the form of the function s(x, θ) depends on the model P as well as the scoring rule S. Finally, notice that the IF can also be used to evaluate the asymptotic variance of θ S , since
Example: robustness of Bregman estimate
A necessary and sufficient condition for B-robustness of the Bregman estimate, where s is given by (13) with λ determined by (16) , is:
The above condition inextricably combines properties of the Bregman gauge function α and the form of the model p θ . We can also identify a useful set of sufficient conditions for B-robustness, which handles these ingredients separately. First we introduce a definition.
Definition 5.1 We say that a function
is bounded on each finite interval 0 < t < M.
In this case, f (0) = lim t↓0 f (t) (if it exists) must be finite. For our applications, this condition will typically be sufficient. It now follows that a sufficient condition for B-robustness of the Bregman estimate is:
The Bregman gauge α = ψ ′′ is locally bounded, and
(ii). both p θ (x) and ∇ θ p θ (x) are bounded in x, for each θ.
Note that if Condition 5.1 or Condition 5.2 (ii) hold for one parametrisation, they equally hold for any other.
The Brier score, with ψ(t) = t 2 , satisfies Condition 5.2 (i)-indeed, α(t) ≡ 2 is bounded on the whole of (0, ∞). Other such "totally bounded" examples include
, with α(t) = 2/(1 + t 2 ), and ψ(t) = (1 + t) ln(1 + t), with α(t) = 1/(1 + t). The Tsallis/density power score, with ψ(t) ∝ t γ and α(t) ∝ t γ−2 is locally bounded but not totally bounded for γ > 2. However for the log score, with ψ(t) ≡ t ln(t), α(t) ≡ 1/t is not bounded at 0, so this particular Bregman scoring rule violates the local boundedness Condition 5.2 (i). And this is reflected in the fact that the maximum likelihood estimator is typically not B-robust.
For a real location model, with p θ (x) = f (x − θ), the Bregman score will yield a B-robust estimator if and only if
In particular (cf. Basu et al., 1998), for a real location model the necessary and sufficient condition that the Tsallis/density power score supply a B-robust estimator is that f (u) γ−2 f ′ (u) be a bounded function of u.
A sufficient condition for Condition 5.1 to hold is: We have the following sufficient condition:
We again remark that Condition 5.6 (i) holds for the Brier and Tsallis score, but not for the log score. The log normal, exponential, and Gamma (with α ≥ 1) densities satisfy Condition 5.6 (ii). For a general location-scale model, and more generally for a regression-scale model, a sufficient condition for Condition 5.1 to hold is: (i) α is locally bounded, and (ii) f (u), f ′ (u) and uf ′ (u) are bounded on Ê + .
Examples
In this section we provide simulation results to assess coverage probabilities of confidence regions based on the adjustments of the scoring rule ratio statistic W S (θ). Three examples are described. The first deals with a multivariate normal distribution, the second with a location-scale model, and the third with a linear regression model. The examples are chosen so that we can easily do closed form calculations for both the Tsallis score (5) and the log score. In the two last examples the focus is on showing the accuracy of the calibration of the scoring rule ratio statistic, and on studying the robustness properties of the Tsallis score with respect to classical robust procedures based on M-estimators.
Example 6.1 Equi-correlated normal model
We discuss inference on the correlation coefficient ρ of an equi-correlated multivariate normal distribution. This illustrative example is considered by Cox and Reid (2004) .
Let (X i : i = 1, . . . , n) be independent realizations of a q-variate normal random variable, with standard margins and with corr(X ir , X is ) = ρ (r, s = 1, . . . , q, r = s). Thus the density function of X i is
In order to assess the quality of the proposed adjustment W S (ρ) adj (see Theorem 4.2) of the scoring rule ratio statistic based on S(ρ), we ran a simulation experiment with n = 30, q = 10 and ρ = 0.5. For comparison we also consider the pairwise log-likelihood, given by
where Table 1 : Equicorrelated multivariate normal model. Empirical coverage of (1 − α) confidence intervals based on different statistics, based on 5.000 replications, with n = 30, q = 10, ρ = 0.5, and λ = 2, 1.5, 1.25.
ratio statistics has reasonable coverage properties. Note that the pairwise loglikelihood, as an example of composite log-likelihood, is a special case of a proper scoring rule. Table 1 reports the empirical coverages of confidence intervals based on several statistics: the full likelihood ratio W (ρ), the Wald statistic from the full model 
cont. N(0, 1) n = 10 n = 20 n = 30 n = 10 n = 20 n = 30 for i = 1, . . . , n.
We ran a simulation experiment, for several values of n and with λ = 2, 1.5, 1.25, in order to assess the quality of the proposed adjustments of the Tsallis scoring rule ratio statistic based on S(θ). For comparison, we considered also the wellknown Huber location-scale M-estimator (see Hampel et al., 1986, Sec. 4.2) . For this estimator, only the Wald type statistic W H w (θ) is available. Table 2 gives the results of a Monte Carlo experiment that compares confidence regions for θ based on the full likelihood ratio W (θ), the Tsallis Wald statistic W S w (θ) and the adjustments (23) and (24) 
Example 6.3 Linear regression model
Consider the linear regression model
where X is a fixed n × p matrix, β ∈ IR p (p ≥ 1) an unknown regression coefficient, σ > 0 a scale parameter and ε an n-dimensional vector of random errors from a standard normal distribution. We take σ = 1 as known. The Tsallis empirical score is S(β) = n i=1 S(y i , β), with
where x T i is the i-th row of X and φ(·) is the standard normal density. In order to assess the quality of the proposed adjustments of the Tsallis scoring rule ratio statistic based on S(β), we ran a simulation experiment with p = 3 and for several values of n, with λ = 2, 1.5, 1.25. For comparison, we considered also the well-known Huber regression M-estimator (see Hampel et al., 1986) . As in the previous example, for this estimator only the Wald type statistic W H w (β) is available.
Our specific model is as follows. In (28) , all entries of the first column of X are 1, those of the second column are generated as independent standard normal variables, z 1 , . . . , z n , while the third column consists of the integers from 1 to n.
The model is y i = β 1 + β 2 z i + β 3 i + ε i , and the true parameter is β = (1, 2, 3) . As for Example 6.2, ε 1 , . . . , ε n were generated from one of two distributions: the N(0, 1) model, or the contaminated model 0.95 · N(0, 1) + 0.05 · N(0, 10 2 ). 
Concluding remarks
We have presented a general approach to parametric estimation theory, based on replacing the full log-likelihood by a proper scoring rule. This includes wellstudied cases such as full, pseudo, composite, pairwise . . . log-likelihoods, as well a very wide variety of other cases, not directly or indirectly related to likelihood at all. Under smoothness conditions, any proper scoring rule can be applied to any statistical model, and delivers an associated M-estimator. While this may lose efficiency in comparison with full likelihood methods, it can exhibit improved robustness or computational advantages. In § 5 we identified some common situations where use of an appropriate scoring rule achieves B-robustness.
We can use a scoring-rule estimator to construct hypothesis tests and confidence intervals. In addition to obtaining analogues of the Wald and score test statistics, which are available for general M-estimators, when basing inference on a scoring rule we also have an analogue of the Wilks (log-likelihood ratio)
statistic. The distributions of these analogues differ from those based on the full likelihood, and we have considered adjustments to bring them more into line. The simulation studies in § 6 indicate that adjusted scoring rule likelihood-ratio type statistics yield confidence regions whose coverage properties are satisfactory. Both the moment-matching correction and the correction given in Theorem 4.3 perform well, and are preferred to the use of Wald type statistics.
In more realistic applications, analytic expressions for the required terms K and J may be unavailable, and numerical evaluation would then seem to offer the most straightforward solution. This issue is under investigation.
A Boundedness
Lemma A.1 Let P be a distribution on Ê, with differentiable probability density function f (·). Suppose |f ′ (x)| ≤ K, all x. Then f (x) ≤ 1 + 2K.
Proof. Define
A − := {x : f (x) ≤ 1}
A n := {x : 2 n < f (x) ≤ 2 n+1 } (n = 0, 1, . . .).
Then Ê is the disjoint union of these sets.
We have 1 ≥ P (A n ) ≥ 2 n λ(A n ), where λ is Lebesgue measure. So λ(A n ) ≤ 2 −n .
On A n , the total variation of f does not exceed K × λ(A n ) ≤ K × 2 −n . Hence the total variation outside A − is at most K × ∞ 0 2 −n = 2K. ✷
