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Introduction
In this project, we studied in depth the problem of OS resource management for real-time and multimedia systems where multiple activities with different timing constraints must be scheduled concurrently. Time on a particular resource is shared among its users and must be globally managed in real-time and multimedia systems. A resource kernel is meant for use in such systems and is defined to be one that provides timely, guaranteed and protected access to system resources. The resource kernel allows applications to specify only their resource demands leaving the kernel to satisfy those demands using hidden resource management schemes. This separation of resource specification from resource management allows OSsubsystem-specific customization by extending, optimizing or even replacing resource management schemes. As a result, this resource-centric approach can be implemented with any of several different resource management schemes. The specific goals of a resource kernel are:
• applications must be able to explicitly state their timeliness requirements
• the kernel must enforce maximum resource usage by applications
• the kernel must support high utilization of system resources; and
• an application must be able to access different system resources simultaneously.
Since the same application consumes a different amount of time on different platforms, the resource kernel must allow such resource consumption times to be portable across platforms, and to be automatically calibrated. Our resource management scheme is based on resource reservation and satisfies these goals. The scheme is not only simple but captures a wide range of solutions developed by the real-time systems community over several years.
Motivation
Examples of real-time systems include aircraft fighters such as F-22 and the Joint Strike fighter, beverage bottling plants, autonomous vehicles, live monitoring systems, etc. These systems are typically built using timeline based approaches, production/consumption rates or priority-based schemes, where the resource demands are mapped to specific time slots or priority levels, often in ad hoc fashion. This mapping of resources to currently available scheduling mechanisms introduces many problems. Assumptions go undocumented, and violations go undetected with the end result that the system can become fragile and fail in unexpected ways. We advocate a resourcecentric approach where the scheduling policies are completed subsumed by the kernel, and applications need only specify their resource and timing requirements. The kernel will then make internal scheduling decisions such that these requirements are guaranteed to be satisfied. Various timing constraints also arise in desktop and networked multimedia systems. Multi-party video conferencing, mute but live news windows, recording of live video/audio feeds, playback of local audio/video streams to remote participants etc. can go on concurrently with normal computing activities such as compilation, editing and browsing. A range of implicit timeliness constraints needs to be satisfied in such scenarios. For example, audio has stringent jitter requirements, and video has high bandwidth requirements. Disk accesses for compilation should take lower precedence over disk accesses for recording a live telecast.
Two points argue in favor of resource-centric kernels we call "resource kernels": 1. Firstly, operating system kernels (including micro-kernels) are intended to manage resources such that application programs can assume in practice that system resources are made available to them as they need them. In real-time systems, system resources such as the disk, the network, communication buffers, the protocol stack and most obviously the processor are shared. If one application is using a large portion of the system resources, then it implies that other applications get a less portion of the system resources and consequently can take longer to execute. In other words, their timing behavior is adversely affected. Letting kernels take explicit control over resource usage is therefore a logical thing to do to prevent such unexpected side effects. 2. Secondly, our resource model captures the essential requirements of many resource management policies in a simple, efficient yet general form. The implementation of the model can actually be done using any one of many popular resource management schemes (both classical and recent) without exposing the actual underlying resource management scheme chosen. User-level schemes can be used to dynamically downgrade (upgrade) application quality when new (current) resource demands arrive (leave). This feature of the resource model leads to minimal changes from existing infrastructure while retaining flexibility and offering many benefits.
Design Goals of a Resource Kernel
The design goals of a resource kernel can be summarized as follows. G1. Timeliness of resource usage. An application using the resource kernel must be able to request specific resource demands from the kernel. If granted, the requested amount of resources must be guaranteed to be available in timely fashion to the application. An application with existing resource grants must also be able to dynamically upgrade or downgrade its resource usage (for adaptation and graceful degradation purposes). This implies that the kernel must support an admission control policy for resource demands. Conventional real-time operating systems do not provide any such admission control mechanisms, even though an equivalent feature (without enforcement capabilities) could be built at user level. G2. Efficient resource utilization. The resource kernel must utilize system resources efficiently. For example, a trivial and unacceptable way to satisfy G1 would be to deny all requests for guaranteed resource access. In other words, if sufficient system resources are available, the kernel must allocate those resources to a requesting application. This goal implies that the admission control policy used by the resource kernel have provably good properties. Such proof may be analytical or empirical but our version of the resource kernel provides analytically proven properties. It must be noted that this goal is subordinated to G1, in that guaranteed resource access is the primary goal, and efforts to improve efficiency and throughput cannot happen at the expense of the guarantees. Traditional real-time operating systems leave the matter completely open to the developers, each of whom must use their own schemes to obtain better utilization for their applications. G3. Enforcement and protection. The resource kernel must enforce the usage of resources such that abuse of resources (intended or not) by one application does not hurt the guaranteed usage of resources granted by the kernel to other applications. Traditional real-time operating systems such as those compliant with the POSIX Real-Time Extensions do not satisfy this goal. G5. Portability and Automation. The absolute resource demands needed for a given amount of work can, unfortunately, vary from platform to platform due to differences in machine speed. For example, a signal-processing algorithm can take 10ms on a 2GHz Pentium but take 20ms on a 1GHz Pentium. Ideally, applications must have the ability to specify their resource demands in a portable way such that the same resource specification can be used on different platforms. In addition, there must exist means for the resource demands of an application to be automatically calibrated. G6. Upward compatibility with fielded operating systems. A large host of commercial and proprietary real-time operating systems and real-time systems exist. Many of these systems employ a fixed priority scheduling policy to support provide real-time behavior, and the ratemonotonic or deadline-monotonic priority assignment algorithm is frequently used to assign fixed priorities to tasks. Basic priority inheritance is used on synchronization primitives such as mutexes and semaphores to avoid the unbounded priority inversion problem when tasks share logical resources. For example, Solaris, OS/2, Windows, Windows NT, AIX, HP/UX all support the fixed priority scheduling policy. The Java virtual machine specification also does. Priority inheritance on semaphores is supported in all these OSs (except Windows NT). POSIX real-time extensions, Unix-derived real-time operating systems such as QNX and LynxOS, and other proprietary real-time operating systems such as pSOS, VxWorks, VRTX, OS/9000, and iRMX support priority inheritance and fixed-priority scheduling. To be accepted, the resource kernel must be upward compatible with these schemes. The priority inheritance scheme is also used or being considered for use in multimedia-oriented systems. Goals G1-G4 are integral to resource kernels, while goals G5 and G6 are for practicality and convenience. Goals G1, G2, G5 and G6 can be satisfied by appropriate extensions to traditional real-time operating systems which support fixed priority CPU scheduling. For example, a user-level server can perform admission control using a resource specification model similar to ours, and assign fixed priorities based on the resource parameters used by our model. However, in order to satisfy goals G3 and G4, the internals of these operating systems need to be modified in ways similar to our resource kernel design and implementation.
The Resource Reservation Model
The resource kernel gets its name from its resource-centricity and its ability of the kernel to • apply a uniform resource model for dynamic sharing of different resource types,
• take resource usage specifications from applications,
• guarantee resource allocations at admission time,
• schedule contending activities on a resource based on a well-defined scheme, and
• ensure timeliness by dynamically monitoring and enforcing actual resource usage,
The resource kernel attains these capabilities by reserving resources for applications requesting them, and tracking outstanding reservation allocations. Based on the timeliness requirements of reservations, the resource kernel prioritizes them, and executes a higher priority reservation before a lower priority reservation if both are eligible to execute.
Reservation Type
When a reservation uses up its allocation of C within an interval of T, it is said to be depleted. A reservation that is not depleted is said to be an un-depleted reservation. At the end of the current interval T, the reservation will obtain a new quota of C and is said to be replenished. In our reservation model, the behavior of a reservation between depletion and replenishment can take one of three forms: 1. Hard reservations: a hard reservation, on depletion, cannot be scheduled until it is replenished. While appearing constrained and very wasteful, we believe that this type of reservation can act as a powerful building block model for implementing "virtual" resources, automated calibration, etc. 2. Firm reservations: a firm reservation, on depletion, can be scheduled for execution only if no other un-depleted reservation or unreserved threads are ready to run. 3. Soft reservations: a soft reservation, on depletion, can be scheduled for execution along with other unreserved threads and depleted reservations.
We now evaluate the processor reservation scheme by running different workloads with and without the use of reservations. All our experiments use a PC using a 120MHz Pentium processor with a 256KB cache and 16MB of RAM. We illustrate two basic points in these experiments:
1. the nature of the three types of reservations, and 2. the flexibility to upgrade and downgrade different reservations dynamically. Three experiments were configured using the parameters given in Figure 1 and the results are illustrated in Figure 2 . In these experiments, three threads running simultaneously in infinite loops are bound to the three reservations listed in the table above. In the experiments shown on the left, only these three threads are running. In contrast, in the experiment shown on the right, many other unreserved threads in infinite loops are also running in the background and competing for the processor. The behavior of the three types of reservations is illustrated between these two figures. 
Chocolate: Real-Time Java in Resource Kernels
Chocolate is a real-time Java Virtual Machine that interfaces the real-time Java programming language with the abstractions of a resource kernel. It also supports memory regimes to control allocation time and a protocol to bound priority inversion. This version of Chocolate is implemented on top of NT/RK, an OS environment that includes a "portable resource kernel" within the NT kernel. Our detailed evaluation of Chocolate showed that the overhead introduced by NT/RK is acceptable. A Real-Time Java audio package on Chocolate demonstrated significantly better performance than its non-real-time counterpart. However, our Hartstone benchmark evaluations also showed that our NT/RK implementation does have its drawbacks due to the lack of hard real-time capabilities within Windows NT. The architecture of Chocolate is shown in Figure 3 .
Hierarchical Reservation
The temporal isolation properties of resource kernels are appealing enough that many systems desire to recursively apply this reservation model to each of their components. This recursive application provides flexible load isolation among applications, users and other high-level resource management entities such as aggregated flows for network bandwidth. The hierarchical reservation study can be applied to hierarchical schedulers that support heterogeneous scheduling algorithms. We propose and analyze a hierarchical reservation model in the context of fixed-priority scheduling, rate-monotonic and deadline-monotonic, as used in systems such as the Resource Kernel. Detailed schedulability analyses under both deferrable-server and sporadic-server replenishment schemes, including exact completion time tests under hierarchical deadline-monotonic schedulers, are presented. We also derive the least upper scheduling bound for hierarchical rate-monotonic schedulers.
We have designed and implemented a hierarchical reservation model as a solution. In our system, any resource management entity, such as a task, an application and a group of users, is able to create a reservation to obtain resource and/or timing guarantees. Resource requests will be granted only if the new request and all current allocations can be scheduled on a timely basis. Each reservation can then recursively create child reservations and become a parent reservation. Different parent reservations can specify different scheduling policies to suit the needs of their respective descendants. For example, one node in the hierarchy may use a deadline-monotonic scheduler, a proportional fair-share scheduler or an earliest deadline first (EDF) scheduler. The resource isolation mechanism will ensure that each child reservation cannot use more resources than its allocation. However, if a child reservation under-uses its resource allocation, those unclaimed resources can be assigned to its siblings. The key challenge of such a system is the capability to grant throughput and latency guarantees to each node in the hierarchy based on its scheduling policy. With that run-time efficiency in mind, we require that admission control for such guarantees be done locally at each level of the hierarchy. An example hierarchy is shown in Figure 4 . The above hierarchical reservation model provides the following properties:
• Heterogeneity of Resource Scheduling Policies: An application is able to choose its own resource scheduling policies that can be real-time, non-real-time, or a combination of both in its own resource partition. In other words, the system avoids scheduling mismatches among schedulers.
• Hierarchical Enforcement and Protection: A parent reserve dynamically monitors and enforces actual resource usage of its child reserves so that any timing misbehavior in the lower layer cannot hurt other components.
• Hierarchical Management of Unused Resources: If one or more child reserves underuse their reservations, the parent reserve is able to get its entire reserved amount of the resource.
• Locality of Admission Control: The parent reserve is responsible for determining the schedulability of its child reservations based on its own reserve specification, its scheduling policy and its children's resource requirements. In other words, the admission control computations does not depend on other reservations outside a given reserve domain.
• Uniform Reserve Specification: In order to maintain schedulability analysis locally in each layer of the hierarchy, a uniform reserve specification for both real-time and non-real-time schedulers is used. This abstracts away the details of the scheduling policies.
Network Bandwidth Reservation in Resource Kernels
A resource kernel must schedule multiple tasks which have different timing constraints and which access various resources including the CPU, disk and network. These resources, however, are not independent of one another. For example, resources like network bandwidth and disk bandwidth are available on a single node but must be managed by their host OS on the CPU by means of interrupt handlers, device drivers, file-systems and/or protocol services. Hence, in order to obtain guaranteed completion times, an application must therefore obtain both user-mode time on the CPU along with sufficient OS-level time for the network and disk subsystems. In this paper, we investigate the co-scheduling of CPU cycles and network bandwidth. Specifically, we study the problem of obtaining pre-specified network bandwidth received by applications from the external network. Our solution endows the following: 1. Direct control over the flow of network packets into the system based on the requirements of specific applications, 2. Guaranteed and enforced processing time for the received packets, 3. Precise accounting of those processing times, and 4. Elimination of scheduling anomalies.
The Need
The main goal of resource kernels is to provide timely, guaranteed and protected access to system resources. The resources are in general not completely independent of each other. Hence, there are situations where the guaranteed access of one resource disrupts the same of another, giving rise to scheduling anomalies. For example, a multimedia application needs to send real-time data across the network and demands a certain amount of network bandwidth reservation and timely response from the system. A traditional network scheduler mainly involves a packet-queuing discipline that performs quick transmission of packets. But the application itself needs to generate enough data in timely fashion in order to supply an adequate number of packets to the network scheduler. This comes at the expense of a significant number of processor cycles both at the user-space and the system-space. Consequently, this calls for processing guarantees for the application and the packet scheduler at the same time. It must be noted that the task of receiving data from the network is more processor-centric. The system does not have direct control on the number of packets arriving on its network device. But it can certainly control the processing of these packets in order to provide guaranteed service to various applications with different timing constraints.
Current Practice
If we investigate network protocol processing in the standard Linux operating system (as shown in Figure 5 ), it does not provide timing guarantees on the processing of inbound packets. This processing is essentially interrupt-driven. The arrival of a packet in the network device generates a hardware interrupt whose job is to capture and store the packets. This in turn generates a software interrupt (Bottom Half) that performs the protocol processing of packets making them ready for the applications. An application, upon being scheduled to run, retrieves packets from the system-space for its own processing. The whole procedure involves considerable amount of system-level processing that is not very much under the control of the application. In other words, the user-level applications will always be preempted by the system-level activities for processing network packets. Moreover, this processing time in the system space is charged to the preempted process, which might not be the process that will eventually receive those packets. The persistent handling of incoming network packets at a high priority leads to scheduling anomalies, priority inversion and even overall decreased network throughput. In the extreme case, the packets can arrive at a rate fast enough where the system will spend all of its time on grabbing and storing the packets, and finally dropping them as lost when the queues run out of buffers. Thus, all the inbound data are lost as the application is never scheduled to run, a phenomenon popularly called "receiver-livelock". The Resource Kernel Network Subsystem Figure 6 . The protocol processing stack inside the Linux/Resource Kernel.
Our real-time network subsystem is called the "NetR" sub-system. Figure 6 shows its architecture in our Linux version of the Resource Kernel called Linux/RK. It comprises mainly of the following components: netR reserve: Similar to CPU (processor) reserve and network bandwidth reserve, we introduced a new reserve known as "receiving network reserve" or netR reserve. Each netR reserve represents a share of a computing resource, which dictates the rules on how the received packets belonging to a particular reserve should be processed. The main parameters of a netR reserve are:
• C: This denotes the volume of data in terms of number of bytes to be received or processed in each period; • T: This is the time duration of the period;
• D: This is the deadline in each period within which the processing of the reserved number of bytes should be finished; can be less than or equal to the period T ; • Buffer space: Each netR reserve possesses its own dedicated backlog queue. This parameter represents the maximum capacity of the queue. A netR reservation requires a prior creation of a CPU reservation under the same resource set. The protocol processing time for network packets gets charged to the CPU reservation. The netR reserve dictates the number of bytes of data to be processed in a given time.
Early de-multiplexing:
The single global Linux backlog queue is replaced by one backlog queue for each valid reservation and a default backlog queue for all packets with no reservation. The network interrupt handler is also modified to demultiplex the incoming packets based on their netR reserve, and place them on the appropriate backlog queue. NetR thread: This is a new kernel thread that replaces the network bottom half and is thereby dedicated to execute protocol processing of arriving network packets. The interrupt handler on receiving a packet wakes up the NetR thread instead of activating the bottom half. The NetR thread handles packets of different reservations using Deadline-Monotonic priorities, which assigns higher priorities to reservations with shorter deadlines (values of D). The unreserved packets at the default backlog queue have the lowest processing priority. This thread is scheduled along with other threads and processes by the CPU scheduler. While processing packets for a particular netR reserve, this thread dynamically attaches itself to the corresponding CPU reserve of the same resource set. Thus, the NetR thread and the application process may share the CPU reserve of a single resource set and the packets are processed in the context of the appropriate resource set. The NetR thread by itself can be assigned a certain priority or a CPU reserve by default in order to provide desired performance guarantees to the unreserved packets, as in the case of standard Linux. But the user or the system administrator possesses the power to limit the protocol processing time of the unreserved packets so that extra CPU cycles could be utilized in other more "important" or "real-time" tasks in the system. Since the standard Linux kernel is non-preemptive, we made this kernel thread preemptive at packet processing boundaries. The results of a sample experiment are shown in Figure 7 to illustrate the benefits of our scheme. A sender process in one machine A sends fixed-sized UDP packets (80 bytes) to a receiver process at another machine B. The sending data rate from A was again varied by means of a network reservation on Linux/RK. The reservation had a period of 4ms. The receiving application received packets using blocking socket I/O and discarded them immediately. It was assigned a Soft CPU reservation that was more than enough to receive and process data at a certain rate. The above figure plots the rate at which the packets were received by the receiver process (in Mbps) against the sending bandwidth of the sender process (in Mbps). According to the figure, the application-level received bandwidth equaled the transmission rate up to a transmission bandwidth of 9 Mbps on standard Linux, beyond which it flattens out. It remained constant up to the measured sending rate of approximately 26 Mbps. This shows that beyond the bandwidth of 10Mbps, buffer-over caused loss of data. Since the buffer-space of the backlog queue is larger than that of the socket queue by default, we conjecture that the over occurred at the socket queue. This happened since the network bottom half, whose job is to take packets out of the backlog queue, process them and put them at the socket queue, ran too often compared to the application process at high input bandwidth. Next, the same experiment was performed with the NetR subsystem. The NetR thread was assigned a priority lower than any CPU-reserved thread but higher than other time-shared threads. With the NetR thread, the application-level throughput remained at par with the sending rate throughout the measurement range.
Using blocking socket I/O, the application blocked on the recvfrom system call. And as the protocol processing by the NetR thread took place at a lower priority than the CPUreserved application, it could only run when the application waited to receive data and hence could not cause the socket queue to over This explains why running protocol processing at a lower priority than the application process in-creases throughput under blocking socket I/O. This is not necessarily true for a few specific applications that perform non-blocking socket I/O. A non-blocking I/O inherently assumes that the I/O process runs at a higher priority and therefore it will preempt the application process. Next, the receiver created a netR reservation with the fol-lowing specifications: parameters C; T; D were chosen based on the specifications at the sending side network reservation at Abel; the buffer space parameter was assigned to be 40% of the total buffer space reserved for received packets (i.e., the backlog queue in standard Linux) in the system. This reserve was attached to the application process so that the NetR thread could perform protocol processing at the con-text of the CPU reserve of the application. As observed from Figure 7 , the received throughput under this condition followed that of the standard Linux subsystem. In this case, when the NetR thread got dynamically attached to the same resource set as that of the application, it not only inherited its reservation but also got ahead of the application thread in the "task-list" queue of the resource set. Therefore, it was scheduled to run before the application causing the same phenomenon of socket-queue over as observed in standard Linux. Suppose the netR reserve had not been attached to the application process directly, but instead only to the sockets involved in the communication so that a separate CPU reserve could be used for the NetR thread. Then, we would have seen similar throughput as in the second case (NetR thread with no netR reserve) if that CPU reserve ran at a lower priority than the CPU reserve of the application process. The experiment shows that running protocol processing at a higher priority than the userlevel process is not always desirable for higher throughput. In other words, the relative priorities of the application process and the protocol processing can be modified in our system depending on the application requirements.
Disk Bandwidth Reservation in Resource Kernels
Traditional real-time systems have largely avoided the use of disks due to their relative slow speeds and their unpredictability. However, many real-time applications including multimedia systems, real-time database and C3I applications benefit significantly from the use of disks to store and access real-time data. We have investigated the problem of obtaining guaranteed timely access to files on a disk in a real-time system. Our study focused on several aspects of this problem of providing a real-time filesystem. First, we considered the use of two real-time disk scheduling algorithms: earliest deadline scheduling and just-intime scheduling, a variation of aperiodic servers for the disk. The latter algorithm is designed to improve disk throughput that can be hurt when a real-time scheduling algorithm such as EDF is applied directly. Admission control policies with practically acceptable properties of performance and usability were provided. Next, we designed and implemented a real-time file-system. This interface provides guaranteed and timely access for multiple concurrent applications requiring disk bandwidth with different timing and volume requirements. Finally, we performed a detailed performance evaluation of the real-time filesystem including its raw performance. We showed the following positive but rather surprising result: our real-time scheduling filesystem not only provides guaranteed and timely access but also does so at relatively high levels of throughput.
The Approach
Many real-time applications like real-time databases and C3I systems can benefit from having access to disks. Desktop multimedia systems also need to read from (or write to) disk storage relatively large volumes of video and audio data. In addition, these streams represent continuous media streams, and must therefore be processed by the disk subsystem in realtime. In other words, it would be very useful in practice if disk bandwidth can also be guaranteed in addition to managing processor cycles. In this section, we present a simplistic disk scheduling algorithm based on earliest deadline scheduling. We then improve the algorithm by exploiting "slack" in the reservations to obtain a hybrid of earliest deadline scheduling and a traditional scan algorithm. Our evaluations of these schemes in Section 4 show that guaranteed disk bandwidth reservation can be obtained at only a small loss of system throughput.
Important Considerations
The following important considerations must be taken into account and influence the design of a real-time filesystem:
• Preemptibility issues: Once a request is issued to the disk drive, it will not be preempted until it has finished, even if there are higher priority disk requests waiting for service. The time that a higher priority disk request may wait until being serviced is bounded by the longest disk request, which can still be rather long. The duration of the non-preemption window must ideally be small and perhaps even dynamically adjustable depending on the workload. • With Preemption: by implementing fine-grained accesses to the disk, a higher priority disk request can preempt a lower priority disk request midway through the processing of its larger request. Rather than sending the whole disk request in one SCSI command (for example), one can send smaller disk requests successively with several SCSI commands, so that they can be preempted at smaller intervals.
• Heterogeneity of the workload: Consider very heterogeneous workloads where there are many small requests with deadlines, but they are prevented from execution due to larger low priority disk requests. Examples of such systems are heterogeneous C3I real-time databases. Consider homogeneous workloads such as multimedia storage servers, where all the requests are periodic ones. SCAN-based schemes are the most effective under these considerations since they avoid expensive disk head movements (seeks).
Filesystem Bandwidth Specification
The resource specification model for disk bandwidth is identical to that of processor reservation in resource kernels. In other words, a disk bandwidth reservation must specify a start time S, a processing time C to be obtained in every interval T before a deadline of D. The processing time C can be specified as # of disk blocks (as a portable specification) or in absolute disk bandwidth time in native-platform specification. The experimental evaluation of the system is illustrated in the graphs of Figure 8 and Figure  9 . The pair of graphs in Figure 8 illustrates how long it takes for a real-time disk access request takes to complete without our scheme and with our scheme respectively. Our scheme uses the Earliest-Deadline-First (EDF) policy with a Just-In-Time slack recovery scheme that allows non-real-time disk requests to get better service. As can be seen, under our scheme, the response times for real-time disk accesses are very small compared to the lack of use of our scheme. The pair of graphs in Figure 9 illustrates how many disk blocks are read by a real-time task over periodic intervals of time (whose value is decided the task's reservation parameters) without our scheme and with our scheme. As can be seen, under our scheme, a constant number of disk blocks are successfully read in each period. This number varies unpredictably and unacceptably without the use of our scheme.
QoS-based Resource Allocation
Several applications have the ability to provide better performance and quality of service (QoS) if a larger share of system resources is made available to them. Such examples abound in many domains. Feedback control systems can provide better control at higher rates of sampling and control actuation. Multimedia systems using audio and video streams can provide better audio/video quality at higher resolution and/or very low end-to-end delays. Tracking applications can track objects at higher precision and accuracy if radar tracks are generated and processed at higher frequencies. In many cases, computationally intensive algorithms can provide better results than their less-demanding counterparts. Even interactive systems can provide excellent response times to users if more processing and I/O resources are made available. Conversely, many applications can still prove to be useful and acceptable in practice even though the resources needed for their maximal performance are not available. For instance, a 30 frames/second video rate would be ideal for human viewing, but a smooth 12 fps video rate suffices under many conditions. We have developed the QoS-based Resource Allocation Model (Q-RAM) to provide a conceptual and analytical framework that addresses the following question: "How does one allocate available resources to multiple concurrent applications?" A unique novelty of Q-RAM is that it allows multiple Quality of Service requirements such as timeliness, cryptography and reliable data delivery to be addressed and traded off against each other. In real-time and multimedia systems, applications may need to have simultaneous access to multiple resources such as processing cycles, memory, network bandwidth and disk bandwidth, in order to satisfy their needs. The solutions that we provide turn out to be very efficient to be used in practice. Using a video-conferencing application as an example, the following is a sample list of quality dimensions (and their dimensional spaces) that might be associated with any particular application. The list is given to concretely illustrate quality dimensions that might be considered and is not intended to be exhaustive.
• 
The Q-RAM Goals
The goal of Q-RAM is to address two problems:
• Satisfy the simultaneous requirements of multiple applications along multiple QoS dimensions such as timeliness, cryptography, data quality and reliable packet delivery, and • Allow applications access to multiple resources such as CPU, disk bandwidth, network bandwidth, memory, etc. simultaneously. Q-RAM uses a dynamic and adaptive application framework where each application requires a certain minimum resource allocation to perform acceptably. An application may also improve its performance with larger resource allocations. This improvement in performance is measured by a utility function. Q-RAM considers a system in which multiple applications, each with its own set of requirements along multiple QoS dimensions, are contending for resources. Each application may have a minimum and/or a maximum need along each QoS dimension such as timeliness, security, data quality and dependability. An application may require access to multiple resource types such as CPU, disk bandwidth, network bandwidth and memory. Each resource allocation adds some utility to the application and the system, with utility monotonically increasing with resource allocation. System resources are limited so that the maximal demands of all applications often cannot be satisfied simultaneously. With the Q-RAM specifications, a resource allocation decision will be made for each application such that an overall system-level objective (called utility) is maximized.
QoS and Resource Trade-offs
One issue to be dealt with is QoS Tradeoffs where a user of an application might want to emphasize certain aspects of quality, but not necessarily others. Users might tolerate different levels of service, or could be satisfied with different quality combination choices, but the available system resources might only be able to accommodate some choices but not others. In situations where a user is able to identify a number of desirable qualities and rate them, the system should be able to reconcile these different demands to maximize the user's preference and to make the most effective use of the system. So it is important for a system to provide a large variety of service qualities and to accommodate specific user quality requirements and delivery as good service as it can from the users' perspective. An issue related to QoS Tradeoff is Resource Tradeoffs. In this case, the tradeoff refers to reconciling or balancing competing resource demands. Resource Tradeoff is often transparent to the user but can be of great help in accommodating user requirements including QoS Tradeoff, especially when the availability of several different resources is not balanced. It arises when an application is able to use an excess of one resource, say CPU power, to lower its demands on another, say network bandwidth, while maintaining the same level of QoS. For example, video conferencing systems often use compression schemes that are effective, but computationally intensive, to trade CPU time for network bandwidth. If the bandwidth is congested on some intermediate links (which is often the case), this benefits the system as a whole. In the case of a mobile client with limited CPU and memory capacity but sufficient link speed with a nearby intermediate powerful server, computationally expensive speech recognition, silence detection and cancellation, and video compression could be carried out on the nearby server. For proxy servers which act as trans-coders/transceivers besides caching data, the proxy servers can distill data for low bandwidth clients (when both server and client have fast CPU, memory and disk bandwidth, but the network link speed in between is limited).
Results
The general Q-RAM optimization problem involves multiple resources (MR) and multiple QoS dimensions (MD). The general problem is, therefore, denoted by MRMD. It is useful to identify three special cases of this problem in which either the number of resources is restricted to a single resource (SR) or there is a single QoS dimension (SD) or both. We have found algorithms to solve all the 4 categories of SRSD, SRMD, MRSD and MRMD problems. We illustrate the nature of our results by summarizing how the most complex of these, namely MRMD, is solved. It is to be noted that MRSD and MRMD are NP-hard problems.
We have evaluated and compare three strategies to solve this problem. Two traditional approaches, dynamic programming and mixed integer programming, are used to compute optimal solutions to this problem but we show that their running times are rather high (as might be expected). An adaptation of the mixed-integer programming problem, however, yields near-optimal results with (potentially) significant lower running times. Finally, we present and evaluate an approximation algorithm based on a local search technique that combines multiple resources into a single compound pseudo-resource. This scheme yields a solution quality that is less than 5% away from the optimal solution but is shown to run more than two orders of magnitude faster. In addition, the use of a notion called a compound resource allows this technique to be very scalable and robust as the number of resources required by each application increases.
Summary
A resource kernel is a resource-centric approach for building real-time kernels that provide timely, guaranteed and enforced access to system resources. A main function of an operating system kernel is to multiplex available system resources across multiple requests from several applications. For example, non-real-time operating systems allocate a timemultiplexed resource to an application based on fairness metrics measured over discrete intervals of time. The key philosophy behind the resource kernel is that precise timing guarantees and temporal protection between applications can be obtained by imposing a welldefined resource usage model on time-multiplexed resources. In other words, an application running on a resource kernel can request the reservation of a certain amount of a resource, and the kernel can guarantee that the requested amount is exclusively available to the application. Since continual monitoring of resource usage is carried out by the resource kernel so as to enforce resource used by any application, such a guarantee of resource allocation gives an application the knowledge of the amount of its currently available resources. A QoS manager or an application itself can then optimize the system behavior by computing the best QoS obtained from the available resources.
